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Abstract
Recent work [32] has utilized Moore-Penrose (MP) inverse in deep convolutional neural network (DCNN) learning, which achieves better generalization performance over the DCNN with a stochastic gradient descent (SGD) pipeline. However, Yang’s work has not gained much popularity in practice due to its high sensitivity of hyper-parameters and stringent demands of computational resources. To enhance its applicability, this paper proposes a novel MP inverse-based fast retraining strategy. In each training epoch, a random learning strategy that controls the number of convolutional layers trained in the backward pass is first utilized. Then, an MP inverse-based batch-by-batch learning strategy, which enables the network to be implemented without access to industrial-scale computational resources, is developed to refine the dense layer parameters. Experimental results empirically demonstrate that fast retraining is a unified strategy that can be used for all DCNNs. Compared to other learning strategies, the proposed learning pipeline has robustness against the hyper-parameters, and the requirement of computational resources is significantly reduced.

1 Introduction
The depth of a DCNN plays a vital role in discovering intricate structures both in theory [11, 12, 23, 29] and real practice [28, 10, 27]. The original DCNN LeNet5 contains 4 convolutional layers; however, the development of computer hardware and the improvement of network topology have enabled the DCNNs to go deeper and deeper. Recent deep models, including ResNet and DenseNet, have already surpassed the 100-layer barrier at 152 and 264 layers, respectively. Although the deeper networks have strong power in discovering intricate structures in image tasks, these approaches have a key characteristic in common: All of the up-to-date DCNNs adopt SGD [1, 2] and its variants [19, 5] as a foundation to train the networks. Such a training strategy makes the network suffer from being trapped in a local minimum and requiring a large amount of training time. Thus, a novel learning pipeline should be found in order to boost the generalization performance and speed up the learning.

Recent years the MP inverse technique has been utilized to train a DCNN to achieve a better generalization performance [32]. Essentially, the dense layers of a DCNN (with linear activation function) can be reduced back to a linear system, whereas the approximate optimal parameters are the least squares (LS) solutions when the minimum error has been achieved. It is well established that the MP inverse, among other techniques, is the most widely known generalization of the inverse matrix to find the unique solution of an LS problem. More importantly, the work in [25] has already proved that the output layer vector can be called the fishier vector if the weights are solved by the standard
MP inverse. Following this, an increased focus has been placed on hierarchical networks with MP inverse \[31, 33\]. Compared to the parameters calculated with SGD, the unique solution obtained by MP inverse corresponds to the maximum likelihood estimation. To the best of our knowledge, the study in \[32\] is the state-of-the-art work that utilizes the MP inverse in DCNN training. In each training epoch, the DCNN is first trained with the SGD optimizer; then, the parameters in dense layers are refined through the MP inverse-based approach.

Despite its advantages, the use of the training procedure for DCNN provided in \[32\] is not as widespread as it could be. The crucial reasons for this may be as follows. On the one hand, the retraining process adds to the computational workload of each epoch. In particular, for a large dataset such as ImageNet \[4\], the researchers can only refine the parameters of dense layer with CPU instead of GPU acceleration because the calculation of MP inverse can occupy huge computational resources. As the training cost in the CPU environment increases dramatically, the DCNN trained with MP inverse \[32\] is uneconomical when handling large-scale samples without access to industrial-scale computational resources.

On the other hand, before retraining the dense layer weights, the process in the study \[32\] still requires the use of the SGD technique to optimize the parameters of all layers. According to some successful techniques \[15, 7\], we hypothesize in this paper that it is not necessary for the work \[32\] to involve the entire convolutional layer in the training process at each epoch because the refinement of parameters in dense layers can provide more clues. The existing methods \[15, 7\] achieved accelerating training by adjusting a set of hyperparameters on the basic SGD training pipeline. However, they do have drawbacks, such as slight degradation in performance and a lack of robustness against various environmental conditions, resulting in an unstable testing accuracy.

In this paper, we focus on providing a unified training pipeline of DCNN with better generalization performance but without incurring much additional training burden. We achieve this goal by training the DCNN with several general epochs. In each general epoch, two simple but straightforward steps that can be implemented in the pure GPU environment are employed: The first one is SGD with random learning, and the second is an MP inverse-based batch-by-batch strategy. For the first step, a freeze learning algorithm that reduces the workload and speeds up the DCNN algorithm is provided. We shorten the network by randomly activating a \( r_a \) portion of convolutional layers in each general epoch. The rate \( r_a \) is preset to a value and progressively decreased. In the first several general epochs, \( r_a \) is set to 1 to start the network, and all of the parameters are updated. Then, it is gradually decreased and finally comes to 0, which means that all of the convolutional layers are “frozen” without updating. Hence, the only parameter that users need to adjust is the activation rate \( r_a \). As for the second one, a batch-by-batch MP inverse retraining strategy that can be processed by GPU is proposed. Instead of training all of the loaded data at once, the data is processed sequentially. By doing so, the data volume of each batch is dramatically reduced and will not consume many computational resources. Thus, the proposed training pipeline can be implemented with GPU acceleration.

In extensive experiments, several state-of-the-art deep learning architectures for pattern recognition, such as AlexNet \[20\], VGG-16 \[26\], Inception-v3 \[30\], ResNet \[13\] and DenseNet \[17\], are utilized to verify the effectiveness of this method. We show across 8 datasets, including 2 large datasets (ImageNet and Place365), that the proposed method almost always improves the generalization performance without increasing the training burden. For instance, on the Food251 and Place365 datasets, fast retraining with ResNet provides 24.8% and 21.0% greater speeds, respectively, than the methods in \[32\].

### 2 Related Works

The training procedures of DCNN have been widely studied. However, most of these prior studies focus on improving one part of performance, either the training efficiency \[14, 15, 3\] or the generalization performance \[32, 16\]. Few of them address both concerns.

Many successful learning schedules, such as Dropout \[14\], Stochastic Depth \[15\], and FreezeOut \[3\], have already achieved a computational speedup by excluding some convolutional layers from backward pass, as the early layers of a DCNN only detect simple edge details while taking up most of the time budget. Stochastic Depth \[15\] reduces the training time by removing a set of convolutional layers for each mini-batch, while FreezeOut \[3\] reduces computational costs with cosine annealing \[24\] by freezing convolutional layers.

In study \[32\], a standard SGD with an MP inverse pipeline that can boost the testing performance of a DCNN was provided. It is motivated by the fact that the performance boost through network topology optimization is almost approaching its limitation, as shown by the minimal improvement in the results of the ILSVRC competition in recent years \[13, 17\]. In other words, the network depth has increased dramatically recently, while the testing performance has only had a limited improvement. After each SGD training, the authors adopt the MP inverse to pull back the residual error \( e^u \) from the output layer to each fully-connected (FC) layer in order to update the parameters. Thus,
While the method provides a strong recognition accuracy within image classification datasets, it can only be employed where the earlier layers contain the ReLU layer and DropOut operation, the updated weight $\eta$ could be obtained via the KKT theorem [22] and the optimization solution [25]. The parameters of the last (n-th) FC layer are updated through [32]:

$$\hat{a}^n = a^n + \mu \cdot \eta^n = a^n + \mu \cdot \left( (H^n)^T (H^n) + \frac{I}{C} \right)^{-1} (H^n)^T \cdot e^n,$$

(1)

where $(H^n)^T (H^n) + \frac{I}{C}$ is the MP inverse of $H^n$, $\mu \in (0, 1]$ is the retraining rate, $C$ is the regularization term, $a^n$ is the parameters of nth FC layer, $\hat{a}^n$ is the updated weights. $H^n$ is the input feature of nth FC layer, and $e^n$ is the output layer residual error.

The earlier $i$-th FC layer can be updated by:

$$e_i = \max \left( 0, (a^{i+1})^T (a^{i+1}) + \frac{I}{C} \right)^{-1} (a^{i+1})^T,$$

$$\hat{a}^i = \mathcal{F} \left( a^i + \mu \cdot \left( (H^i)^T H^i + \frac{I}{C} \right)^{-1} (H^i)^T \cdot e^i \right),$$

(2)

where $(a^{i+1})^T (a^{i+1}) + \frac{I}{C}$ is the MP inverse of $a^{i+1}$ and $H^i$, respectively, $\mathcal{F}$ is the dropout operation, and max is the ReLU operation. After each SGD training epoch, the weights of each FC layer $a^n$ are updated.

While the method provides a strong recognition accuracy within image classification datasets, it can only be employed in a CPU environment instead of with high-speed GPU acceleration, as the parameters calculated via Eq.1 and Eq.2 occupy a large amount of computational resources. This work is motivated by [15, 3, 32], aiming at crafting a fast retraining scheme that can lead to improvements in both training speed and testing performance with all of the existing DCNN models.

3 DCNN with Fast Retraining Strategy

Fast retraining tunes the DCNN parameters with general epochs to achieve better generalization performance and boost the training efficiency. Each general epoch contains two steps: Step 1, the convolutional layer random learning with SGD, and Step 2, the dense layer retraining with an MP inverses-based batch-by-batch strategy.

3.1 Step 1 - Convolutional Layer Random Learning with Stochastic Gradient Descend

In this paper, we provide a simple accelerated training algorithm as depicted in Fig.1a to speed up the training of a DCNN by randomly dropping the hidden layers in each epoch with a preset activation rate $r_a$. As this method only
contains one hyperparameter, \( r_a \), it is relatively easy for users to tune for practical employment. Note that \( r_a \) keeps updating as the training epoch changes. Initially, the activation rate \( r_a \) is set to 1 in the first several training epochs in order to “warm up” the DCNN network. All of the parameters in the network are tuned and updated in backward pass. After the “warm up” stage, the earlier layers are able to extract low-level features that can be used by later layers to build high-level features, and they are reliable enough to represent the raw images. Therefore, \( r_a \) is increased to both accelerate network training and avoid over-fitting. In this sense, the inactivated layers are excluded from backward pass. Suppose that a designed DCNN contains \( L_c \) convolutional layers; in a certain training epoch, the total number of activated \((L_a)\) and inactivated \((L_i)\) layers are:

\[
L_a = r_a \times L_c, \quad \text{and} \quad L_i = (1 - r_a) \times L_c.
\]

### 3.2 Step 2 - Dense Layer Retraining with MP inverse-based Batch-by-batch Strategy

In order to implement the retraining schedule with efficient GPUs, the feature \( H \) and error \( e \) in Eq. (1) is processed chunk-by-chunk with \( M \) pieces, i.e., \( H = \{H(x_1), H(x_2), \cdots, H(x_M)\} \), and \( e = \{e(x_1), e(x_2), \cdots, e(x_M)\} \). First, the initial data \( H(x_1) \) and \( e(x_1) \) is given, and the weights \( \eta_{ij} \) is calculated via one-batch learning strategy (11). Then, the weights \( \eta_{ij} \) is updated via \( H(x_i), e(x_i) \), and \( \eta_{ij} \) in an iterative way.

Suppose we have \( H_{p-1}, H_p, e_{p-1}, e_p \), which are defined as equation (3).

\[
e_p = [e(x_1) \ e(x_2) \ \cdots \ e(x_p)]^T = [e_{p-1} \ e(x_p)]^T, \quad \text{and} \quad H_p = [H(x_1) \ H(x_2) \ \cdots \ H(x_p)]^T = [H_{p-1} \ H(x_p)]^T.
\]

From (11), with \( p \) batches of feature, the updated weights of one dense layer are considered as:

\[
\eta_p = \left( \frac{I}{C} + H_p^T H_p \right)^{-1} H_p^T \cdot e_p = R_p^{-1} H_p^T \cdot e_p,
\]

where \( \left( \frac{I}{C} + H_p^T H_p \right) \to R_p \). According to (4), the following equation can be drawn:

\[
R_p = \frac{I}{C} + \left[ H_{p-1} \ H(x_p) \right]^T \left[ H_{p-1} \ H(x_p) \right] = R_{p-1} + H(x_p)^TH(x_p),
\]

where \( \left( \frac{I}{C} + H_{p-1}^T H_{p-1} \right) \to R_{p-1} \). Based on the Sherman-Morrison-Woodbury (SMW) formula [3], the inverse of \( R_p \) can be attuned:

\[
R_p^{-1} = (R_{p-1} + H(x_p)^TH(x_p))^{-1}
\]

\[
= \left( I - R_{p-1}^{-1}H(x_p)^T (I + H(x_p)R_{p-1}^{-1}H(x_p)^T)^{-1} H(x_p) \right) \cdot R_{p-1}^{-1}.
\]

The equation (5) can be rewritten as

\[
\eta_p = \left( I - R_{p-1}^{-1}H(x_p)^T (I + H(x_p)R_{p-1}^{-1}H(x_p)^T)^{-1} H(x_p) \right) \cdot R_{p-1}^{-1} \left[ \frac{H_{p-1}}{H(x_p)} \right]^T \left[ e_{p-1} \right] \cdot e(x_p).
\]

Furthermore, for simplicity, we denote \( K_p \) as:

\[
K_p = I - R_{p-1}^{-1}H(x_p)^T (H(x_p)R_{p-1}^{-1}H(x_p)^T + I)^{-1} H(x_p).
\]

Substitute \( K_p \) into equation (8), the weight \( \eta_p \) can be simplified to the following equation:

\[
\eta_p = K_p R_{p-1}^{-1} H_{p-1}^T e_{p-1} + K_p R_{p-1}^{-1} H(x_p)^T e(x_p).
\]

In the case of new training data being available, the updated weight \( \eta_p \) can be written as:

\[
\eta_p = K_p \eta_{p-1} + R_{p-1}^{-1} H(x_p)^T e(x_p).
\]

Above all, the parameters \( a^n \) in the last FC layer can be updated with batch-by-batch strategy as (12):
Algorithm 1 DCNN with fast retraining schedule

**Inputs:** Given a designed DCNN, maximum number of training epoch $N$, input dataset $X$, label $T$

**Outputs:** A well-trained DCNN

1: for $(j = 1, j \leq N, j++)$ do
2:  • **Step 1:** Convolutional layer random learning with SGD
3:  Randomly select $L_i$ convolutional layers form the DCNN.
4:  Inactivate layers. % Set the learning rate of these layers to 0.
5:  Train with SGD for one epoch. % Train the DCNN with SGD optimizer.
6: • **Step 2:** Dense layer retraining with MP inverse-based batch-by-batch strategy
7:  $H^n, a^n$ % Extract from the last ($n$th) FC layer.
8:  $e^n = T - H^n \cdot a^n$
9:  Procedure I: $\eta \leftarrow Batch-by-batch\ learning(H^n, e^n)$
10:  $\hat{a}^n = a^n + \mu \cdot \eta$ % Update the parameters in the last FC layer.
11:  for $(i = n - 1, i >= 1, i--)$ do
12:  $H^i, a^i$ % Extract from the $i$th FC layer.
13:  Procedure II: $e^i \leftarrow Error\ Backpropagation(e^{i+1}, \hat{a}^{i+1})$
14:  Procedure I: $\eta \leftarrow Batch-by-batch\ learning(H^i, e^i)$
15:  $\hat{a}^i = F(\hat{a}^i + \eta)$ % Update the parameters in the $i$th FC layer, $F$ is the dropout operation.
16: end for
17: end for

Procedure I: *Batch-by-batch Learning* ($H, e$)

**Inputs:** $H=[H(x_1), \ldots, H(x_M)], e=[e(x_1), \ldots, e(x_M)]$

**Outputs:** $\eta_p$

1: $R_p^{-1} = (\frac{1}{L} + H(x_1)H(x_1)^T)^{-1}$
2: $\eta_1 = R_1^{-1}H(x_1)^T e(x_1)$
3: for $(i=2, i < M, i++)$ do
4:  $K_p = I - R_{p-1}H(x_p)H(x_p)^T R_{p-1}^{-1} + I^{-1}$
5:  $R_p^{-1} = K_p R_{p-1}^{-1}$
6:  $\eta_p = K_p \eta_{p-1} + R_{p-1}^{-1}H(x_p)H(x_p)^T e(x_M)$ % Updated the weight.
7: end for

Procedure II: *Error Backpropagation* ($e^n, a$)

**Inputs:** $e^n=[e^n(x_1), \ldots, e^n(x_M)], a$

**Outputs:** $e^{n-1}$

1: for $(p = 1, p \leq M, p++)$ do
2:  $e^{n-1}(x_p) = \max \{0, e^n(x_p) \cdot (\frac{1}{L} + a^T \cdot a)^{-1} \cdot a^T\}$
3: end for
4: $e^{n-1} = [e^{n-1}(x_1), \ldots, e^{n-1}(x_M)]$

$$\eta_p^n = \begin{cases} \left((H^n(x_1))^T H^n(x_1) + \frac{1}{L}\right)^{-1} \cdot e^n, & p = 1 \\ K_p \eta_{p-1} + R_{p-1}^{-1}H^n(x_p)H^n(x_p)^T e^n(x_p), & 2 \leq p \leq M \end{cases}$$

$$\hat{a}^n = a^n + \mu \cdot \eta_M^n \quad (12)$$

The parameters $a^i$ in the earlier $i$-th FC layer with $p$ batches data can be updated via (13):

$$\eta_p^i = \begin{cases} \left((H^i(x_1))^T H^i(x_1) + \frac{1}{L}\right)^{-1} \cdot e^i, & p = 1 \\ K_p \eta_{p-1}^i + R_{p-1}^{-1}H^i(x_p)H^i(x_p)^T e^i(x_p), & 2 \leq p \leq M \end{cases} \quad (13)$$

$$\hat{a}^i = F(\hat{a}^i + \mu \cdot \eta_M^i)$$

where $F$ is the dropout operation.
Table 1: Summary of the Datasets

The proposed training procedure for DCNN is presented as Algorithm 1. In each general epoch, the training process can be divided into two continuous steps: Step 1, convolutional layer random learning with SGD (Line 2-5), and Step 2, dense layer retraining with an MP inverse-based batch-by-batch strategy (Line 6-16).

4 Experiments

In this paper, we apply 8 datasets and 4 state-of-the-art DCNNs to demonstrate the efficiency of the fast retraining strategy. The experiments performed in this section were conducted on a workstation with a 256GB memory and an E5-2650 processor, and all of the DCNNs were trained on NVIDIA 1080Ti GPU.

4.1 Dataset and Experimental Settings

I. Datasets. The details of the datasets are shown as Table 1. For Caltech101 [6] and Caltech256 [9], we randomly selected 30 images per category to get the training set, using the rest for testing. As for CIFAR100 [21], 50,000 images were used for training and 10,000 for testing. The Food251 dataset [18], which was a food classification dataset, created in 2019, the training set (118,475 images) and validation set (11,994 images) were used for training and testing. Besides these datasets, the commonly used large-scale datasets Place365 [34] and ImageNet [4] were used to evaluate the proposed work. For a comprehensive comparison, we randomly selected 200 and 500 images per category to create ImageNet-1 and Place365-1, respectively, while the validation set was used for testing.

II. Architectures. We evaluated fast retraining with several state-of-the-art DCNNs, such as AlexNet [20], VGG [26], Inception-V3 [30], ResNet [13], and DenseNet [17]. For the first three frameworks, we utilized the 16-layer VGG, the 48-layer Inception-V3, and the 50-layer ResNet, respectively. For the DenseNet, we evaluated the fast retraining scheme on two structures: the 121-layer DenseNet and the 201-layer DenseNet.

III. Setting. In this paper, we tested the proposed method with an original strategy under two different conditions, i.e., transfer learning and training from scratch. The experimental settings were as follows. For transfer learning, the initial learning rate was set to $10^{-3}$, and was divided by 10 in every 3 training epochs. The initial activation rate $r_a$ was 1, and it was set to 0.8, 0.6, and 0.4 at 25%, 50%, and 75% of the total number of training epochs. Other settings include the total number of training epochs, the regularization term $C$ in retraining, and the mini batch size; these are described in Table 1. As for DCNN training from scratch, we trained the model for 90 epochs. The learning rate was set to 0.1 and was lowered by 10 times at epochs 30 and 60. The $r_a$ was first set to 1 and was decreased to 0.9 and 0.6 at 50% and 75% of the total number of training epochs.

4.2 Step-by-step Quantitative Analysis

In this paper, all of the experiments are evaluated with Top-1 testing accuracy, and the results recorded are the mean average of a minimum of three experiments. The best results are in boldface format.

I. The Effectiveness Analysis of batch-by-batch strategy. To verify the effectiveness of applying an MP inverse-based batch-by-batch scheme in dense layer retraining, we conducted a sanity check with this strategy and the one-batch schedule [32], as described in Fig. 2. In particular, the peak memory usage (PMU) in training was in empirically evaluating the performance of different training modes. The investigation reveals that the batch-by-batch strategy significantly reduces the memory use of retraining DCNNs. Hence, we summarize the first conclusion as such: The provided batch-by-batch method reduces the computational burden and can be accelerated in a GPU environment, which overcomes the main drawback of work [32].
II. The Effectiveness Analysis of random learning. To validate the effectiveness of random layer learning, experiments were conducted on the Place365-1 dataset. Note that, in this part, the retraining strategy was excluded from the training epoch (so that only random learning remains), and the DCNNs were trained on ImageNet pre-trained networks with 8 epochs. The experiments were conducted and trained under three different configurations: DCNN trained with i) the original SGD baseline, ii) the FreezeOut [3] learning scheme, and iii) the proposed random learning strategy. Fig. 2b and 2c compare the results. Through analysis, we reach the second conclusion: The training time of the DCNN with proposed random learning is faster than that of the DCNN with traditional SGD, and it has a positive impact on generalization performance.

III. Comparison of transfer learning. Taking the above outcomes of sections I and II as the foundation, more experiments were carried out to compare the proposed learning procedure with the retraining algorithm [32]. All of the results are tabulated in Table 2. Unlike most recent works that prefer to boost the testing performance with novel network topology, in this paper, the proposed method does not contain any network modification, but it does have a slight improvement (0.1% to 1.0%) on testing accuracy over the state-of-the-art MP inverse-based learning scheme [32]. While the 0.1% to 1% Top-1 accuracy boost seems to lead to marginal improvement, it is not easy to obtain these improvements at the current stage as the DCNN optimization is almost achieving its limitation. For example, VGG-16 and ResNet are the ILSVRC winners in the year of 2014 and 2016, respectively. ResNet only provides 1.2% boost than VGG-16 on CIFAR100 set, but 1% lower on SUN397 set.

Furthermore, the total training time of the fast retraining method, the recomputation method [32], and the original SGD method are tabulated in Table 3. Note that all of the experiments were conducted with 8 training epochs. Figure 3 shows the generalization performance on these datasets by a plot as the number of training epochs increases. We can easily find that: The proposed strategy presents a speedup of up to 25% compared to the existing retraining strategy [32]. It only needs 3 to 4 epochs to get the optimal results, whereas the original DCNN needs at least 6 epochs. Through Table 2, Table 3 and Fig. 3 the last conclusion that can be drawn is: The fast retraining scheme improves the generalization performance of a DCNN, reducing the learning time by 15% to 25% over the existing MP inverse-based learning paradigm [32].

IV. Comparison results of training from scratch. In order to extensively test the fast retraining method, we employed another set of experiments under the condition of training from scratch. Table 4 shows the comparison results with InceptionNet and DenseNet on the ImageNet-1 and ImageNet datasets. Through Table 4, we find that the Inception-v3
Figure 3: Top-1 testing accuracy of InceptionNet on CIFAR100 and Place365-1 datasets.

| Dataset   | DCNN   | SGD [2] | Retraining [32] | Fast Retraining | Imp. - SGD (%) | Imp. - R. (%) |
|-----------|--------|---------|------------------|-----------------|----------------|--------------|
| CIFAR100  | Inception | 282    | 308              | 262             | 8.7            | 15.0         |
|           | ResNet  | 161    | 176              | 139             | **16.3**       | 21.0         |
| Place365-1| Inception | 860    | 968              | 772             | 12.1           | 20.2         |
|           | ResNet  | 481    | 589              | 445             | 10.8           | **24.8**     |

Table 3: Comparison of total training time with SGD, retraining strategy and the proposed fast retraining on CIFAR100 and Place365-1 datasets in minute (Imp. - SGD (%): the improvement over SGD optimizer, Imp. - R. (%): the improvement over retraining schedule).

| Method                               | Dataset    | Accuracy (%) |
|--------------------------------------|------------|--------------|
| Inception-v3 with SGD [2]            | ImageNet-1 | 42.2         |
| DenseNet-121 with SGD [2]            | ImageNet   | 69.1         |
| Inception-v3 with retraining scheme  | ImageNet-1 | 43.5         |
| DenseNet-121 with retraining scheme  | ImageNet   | 69.9         |
| Inception-v3 with fast retraining scheme | ImageNet-1 | **44.1**     |
| DenseNet-121 with fast retraining scheme | ImageNet   | **70.2**     |

Table 4: Top-1 testing accuracy comparison under the condition of training from scratch.

and DenseNet-121 with fast retraining could have 1.9% and 0.9% improvement over those with the traditional SGD scheme, and there is a 0.6% and 0.3% boost over the training pipeline in [32]. Thus, the effectiveness of the proposed fast retraining is verified.

5 Conclusion

In this paper a unified fast retraining procedure for DCNN is proposed. Compared to the state-of-the-art DCNN training strategy [32], this method achieves better testing performance but without occupying much computation resources. In particular, it provides a random learning schedule to speed up the convolutional layer learning and a batch-by-batch Moore-Penrose inverse-based retraining strategy to optimize the parameters of dense layer. This scheme can be applied to all DCNNs, and the batch-by-batch solution of Moore-Penrose inverse allows the proposed training pipeline to be accelerated in a pure GPU environment. The experimental results on benchmark datasets prove the effectiveness and efficiency of the proposed fast retraining algorithm.
References

[1] Yoshua Bengio, Pascal Lamblin, Dan Popovici, and Hugo Larochelle. Greedy layer-wise training of deep networks. In NIPS, pages 153–160, 2007.
[2] Léon Bottou. Large-scale machine learning with stochastic gradient descent. In Proceedings of COMPSTAT’2010, pages 177–186. Springer, 2010.
[3] A. Brock, T. Lim, J. M. Ritchie, and N. Weston. Freezeout: Accelerate training by progressively freezing layers. arXiv preprint arXiv:1706.04983, 2017.
[4] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In CVPR, pages 248–255. Ieee, 2009.
[5] John Duchi, Elad Hazan, and Yoram Singer. Adaptive subgradient methods for online learning and stochastic optimization. J. Mach. Learn. Res., 12(Jul):2121–2159, 2011.
[6] Li Fei-Fei, Rob Fergus, and Pietro Perona. One-shot learning of object categories. IEEE Trans. Pattern Anal. Mach. Intell., 28(4):594–611, 2006.
[7] Xavier Gastaldi. Shake-shake regularization. arXiv preprint arXiv:1705.07485, 2017.
[8] G. H. Golub and Charles F. Van L. Matrix Computations, volume 3. JHU press, 2012.
[9] Gregory Griffin, Alex Holub, and Pietro Perona. Caltech-256 object category dataset. 2007.
[10] Xiaoxiao Guo, Satinder Singh, Honglak Lee, Richard L Lewis, and Xiaoshi Wang. Deep learning for real-time atari game play using offline monte-carlo tree search planning. In NIPS, pages 3338–3346, 2014.
[11] J. Håstad. Computational limitations of small-depth circuits. 1987.
[12] J. Håstad and M. Goldmann. On the power of small-depth threshold circuits. Comput. Complex., 1(2):113–129, 1991.
[13] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In CVPR, pages 770–778, 2016.
[14] G. E. Hinton, N. Srivastava, A. Krizhevsky, I. Sutskever, and R. R. Salakhutdinov. Improving neural networks by preventing co-adaptation of feature detectors. arXiv preprint arXiv:1207.0580, 2012.
[15] G. Huang, Y. Sun, Z. Liu, D. Sedra, and K. Weinberger. Deep networks with stochastic depth. In ECCV, pages 646–661. Springer, 2016.
[16] Gao Huang, Yixuan Li, Geoff Pleiss, Zhuang Liu, John E Hopcroft, and Kilian Q Weinberger. Snapshot ensembles: Train 1, get m for free. In ICLR, 2017.
[17] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected convolutional networks. In CVPR, pages 4700–4708, 2017.
[18] Parneet Kaur, Karan Sikka, Weijun Wang, Serge Belongie, and Ajay Divakaran. Foodx-251: A dataset for fine-grained food classification. arXiv preprint arXiv:1907.06167, 2019.
[19] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.
[20] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In NIPS, pages 1097–1105, 2012.
[21] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images. 2009.
[22] H. W. Kuhn and A. W. Tucker. Nonlinear Programming. Berkeley: University of California Press, 1951.
[23] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. Nature, 521(7553):436–444, 2015.
[24] I. Loshchilov and F. Hutter. Sgdr: Stochastic gradient descent with warm restarts. arXiv preprint arXiv:1608.03983, 2016.
[25] Wouter F Schmidt, Martin A Kraaijveld, and Robert PW Duin. Feedforward neural networks with random weights. In Pattern Recognit., pages 1–4. IEEE, 1992.
[26] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.
[27] Vikas Sindhwani, Tara Sainath, and Sanjiv Kumar. Structured transforms for small-footprint deep learning. In NIPS, pages 3088–3096, 2015.
[28] Yi Sun, Yuheng Chen, Xiaogang Wang, and Xiaoou Tang. Deep learning face representation by joint identification-verification. In NIPS, pages 1988–1996, 2014.

[29] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich. Going deeper with convolutions. In CVPR, pages 1–9, 2015.

[30] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna. Rethinking the inception architecture for computer vision. In CVPR, pages 2818–2826, 2016.

[31] Y. Yang and J. Wu. Features combined from hundreds of midlayers: Hierarchical networks with subnetwork nodes. IEEE Trans. Neural Netw. Learn. Syst., 2019.

[32] Y. Yang, J. Wu, X. Feng, and A. Thangarajah. Recomputation of dense layers for the performance improvement of dcnn. IEEE Trans. Pattern Anal. Mach. Intell., 2019.

[33] Wandong Zhang, QM Jonathan Wu, Yimin Yang, Thangarajah Akilan, and Hui Zhang. A width-growth model with subnetwork nodes and refinement structure for representation learning and image classification. IEEE Trans. Ind. Inform., 2020.

[34] Bolei Zhou, Agata Lapedriza, Aditya Khosla, Aude Oliva, and Antonio Torralba. Places: A 10 million image database for scene recognition. IEEE Trans. Pattern Anal. Mach. Intell., 40(6):1452–1464, 2017.