Data Driven Detection of Different Dissolved Oxygen Sensor Faults for Improving Operation of the WWTP Control System
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Abstract: Sensor faults frequently occur in wastewater treatment plant (WWTP) operation, leading to incomplete monitoring or poor control of the plant. Reliable operation of the WWTP considerably depends on the aeration control system, which is essentially assisted by the dissolved oxygen (DO) sensor. Results on the detection of different DO sensor faults, such as bias, drift, wrong gain, loss of accuracy, fixed value, or complete failure, were investigated based on Principal Components Analysis (PCA). The PCA was considered together with two statistical approaches, i.e., the Hotelling’s $T^2$ and the Squared Prediction Error (SPE). Data used in the study were generated using the previously calibrated first-principle Activated Sludge Model no.1 for the Anaerobic-Anoxic-Oxic ($A^2O$) reactors configuration. The equation-based model was complemented with control loops for DO concentration control in the aerobic reactor and nitrates concentration control in the anoxic reactor. The PCA data-driven model was successfully used for the detection of the six investigated DO sensor faults. The statistical detection approaches were compared in terms of promptness, effectiveness, and accuracy. The obtained results revealed the way faults originating from DO sensor malfunction can be detected and the efficiency of the detection approaches for the automatically controlled WWTP.
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1. Introduction

Clean water availability has become one of the ten major problems of humanity, as water demand due to population growth, urbanization, industrialization, and environmental concerns associated with wastewater-treatment technologies have been considerably amplified during the last decade. Domestic, industrial, agricultural, mining, and commercial sources of wastewater require efficient removal of organic or inorganic pollutants, present in solid or suspended forms.

Taking into account the increasing demands of European and international regulations regarding the standards of wastewater treatment and required water quality characteristics, the wastewater treatment plant (WWTP) becomes the most important actor, but its operation turns is difficult and challenging. Detailed descriptions of wastewater treatment processes and their associated models are very complex, show non-linear behavior, and are characterized by many continuously changing variables. Besides setting the structure and finding the accurate parameter values of the model, the most demanding difficulties for WWTP modeling and control of operation are daily, weekly, or seasonally influent composition changes. Furthermore, comparison of control strategies operating in different plants is complex and requires building simulation benchmarks [1].

The International Water Association (IWA), as a professional organization, is known for its extensive contributions regarding solutions to worldwide water challenges. Following the assumed mission to advance standards for sustainable water management,
IWA’s specialized researchers developed state-of-the-art first-principle mathematical models for promoting the design and operation of biological wastewater treatment processes [2]. The most prevalent model is the Activated Sludge Model No. 1 (ASM1). It was developed by IWA (the former IAWQ) in order to set the nomenclature and milestones for modeling WWTPs in a standardized way [3]. Over the years, ASM2, ASM2d, and ASM3 followed with the aim of improving the description of the complex biochemical processes that take place during activated sludge wastewater treatment [4] and are now extensively used for WWTP design, operation, calibration, and optimization [5]. Benchmark Simulation Model No. 1 (BSM1) was developed to complete the ASM1 concept with a defined plant configuration and it became a benchmark procedure for performance evaluation criteria. BSM1 was upgraded to Benchmark Simulation Model No. 2 (BSM2), as an extended plant model including the primary clarifier and anaerobic digestion sludge treatment subunits [6]. BSM1 and BSM2 were devised to assist the application of different control strategies and the evaluation of their performance [7].

The benefits of using mathematical models, either mechanistic or statistical, consist in their ability to estimate the future evolution of the main process variables, under various conditions, and their use for process design or operation improvement. The general issue of reducing greenhouse gas emissions is a growing research topic [8,9]. WWTP greenhouse gas emission reduction may also be investigated by specially developed models [10]. In addition, the mathematical model can be directly involved in automatic-control-system design, performance testing, and tuning, to achieve setpoint tracking and efficient disturbance rejection. Models have become indispensable prerequisites for model-based control solutions by their explicit incorporation in the advanced controllers.

Monitoring and control of WWTP process variables are achieved with various degrees of completeness and accuracy, depending on the wastewater influent, particular bioreactors’ configuration, and actual instrumentation available in each plant. Accurate measurements of the composition, flow rate, and temperature, both for influent and process streams, are required for appropriate monitoring and successful control of the process. Besides, effective process control is dependent on the ability to detect sensor faults early [11]. The monitoring and control of the WWTP target its specific equipment, such as biological reactors, settlers, pumps, air blowers, control valves, diffusers, and the particular pipeline system [12]. The composition measurements involve sensors used to monitor the dissolved oxygen, nitrates and nitrites, ammonia, phosphorous, suspended solids, and organic matter [2]. Reliable information provided by these sensors is essential for the safe and efficient management of the whole plant.

Fault detection of sensors is complex and difficult to achieve in wastewater treatment processes because of the high interaction between variables and the continuous change of the plant influent. Notably, the online monitoring system of WWTPs collects a large amount of useful dynamic data [13]. For the municipal WWTP considered in the present study, the daily data set consists of hundreds of thousands individual measurements. Despite the large data set, only a few of the measurements represent meaningful information for the fault identification objective. Different methods have been developed in order to data mine and select the significant variables for fault detection. Multivariate statistical process control (MSPC) methods such as control charts [14,15], partial least squares (PLS) [16,17], independent component analysis (ICA) [18,19], and principal component analysis (PCA) [11,20] have been used for in-deep monitoring, feature extraction, and fault detection. Due to their intrinsic detection capacity, multivariate statistical methods show potential for efficiently finding the faults occurring in time-varying, ill-defined, and non-linear systems [21–23]. Multivariate statistical methodologies are preferred over standard Statistical Process Control approaches because they directly address and work with latent variables, leading to efficient fault detection [24].

Overall economic and environmentally safe WWTP operation largely relies on the nitrification process and its associated aeration control system. The latter is essentially assisted by dissolved oxygen (DO) sensor measurements. Aeration control system effi-
ciency can be dramatically affected due to erroneous information provided by the DO sensor, leading to the deterioration of expected control functioning and with negative consequences on degrading the effluent quality, increasing the energy consumed, decaying the environmental sustainability performance, or even temporary plant shutdown. Few studies have addressed the DO sensors faults issue. One study developed a PCA method for detecting three different fault types [25], one approached a failure type of the DO sensor fault and of the level sensor [14], another paper investigated the wrong output signal originating from the sensor [26], and a study used PCA to detect deviations due to sensor clogging [27]. Other studies focused on implementing several detection methods using set membership identification and radial-basis neural network [28], binary classifiers [29], or impulse response-based methods [30].

The purpose of the present study was to investigate and propose new detection solutions for specific faults that occur due to defective DO sensors, such as: bias, drift, wrong gain, loss of accuracy, fixed value, or complete failure. The novelty and innovation of this work consists in comparatively revealing their occurrence and effects, associated with highlighting reliable improvements brought to the WWTP control system by the PCA-based models aiming to detect different types of DO sensor faults.

The paper is organized to present (i) the first-principle wastewater treatment plant calibrated model used for carrying out dynamic simulations, followed by (ii) the presentation of the core theoretical aspects of the PCA fault-identification approach for (iii) the six different types of investigated DO sensors faults, in association to their software implementation, and (iv) results and discussions of the performance obtained by the proposed PCA fault-identification methodology, and ending with (v) the conclusions of the investigations for improving the operation of the municipal wastewater treatment plant used as a case study.

2. Materials and Methods

2.1. Process Model

The municipal WWTP investigated in this study was characterized by an anaerobic-anoxic-aerobic (A²O) configuration. After wastewater enters the WWTP, the influent is the subject of mechanical filtration, sand and fats separation, followed by primary sedimentation. The wastewater leaves the primary clarifier and reaches the biodegradation tanks, where the activated sludge technology performs the carbon, nitrogen, and phosphorous removal. Biodegradation basins were divided into three different zones: anaerobic, anoxic, and aerobic. The growth of phosphorus-accumulating microorganisms takes place in the anaerobic zone, while the reduction of the nitrates and nitrites (NO) formed in the aerobic reactors took place in the anoxic zone [31,32]. Physical separation is performed in the secondary settler where the sludge is separated from the semiliquid mixture. The treated water is discharged to the emissary river. Part of the sludge from the secondary clarifier is sent to the anaerobic digestion unit, while another part is returned to the anaerobic biodegradation tank. The latter stream forms the external recycle. An additional recycle stream, denoted as the nitrate or internal recycle, is used to return nitrates from the aerobic reactor into the anoxic zone in order to perform the denitrification step [33]. Tables 1 and 2 present the principal design and operating parameters of the municipal plant.

| Flow Name                  | Mean Value | Measurement Unit |
|----------------------------|------------|------------------|
| Influent flow rate         | 116,300    |                  |
| Air flow (total)           | 297,300    |                  |
| Nitrate recycling flow     | 107,400    | m³/day           |
| Return activated sludge flow | 112,500   |                  |
| Excess waste flow          | 890        |                  |
Table 2. Main dimensions of equipment units at the municipal plant.

| Variable                | Measurement Unit | Mean Value |
|-------------------------|------------------|------------|
| Primary clarifier       |                  | 2125 m²    |
| Height                  |                  | 3.5 m      |
| Anaerobic bioreactor    |                  | 9015 m³    |
| Volume                  |                  | 12,678 m³  |
| Anoxic bioreactor       |                  | 11,022 m³  |
| Aerobic bioreactor 1    |                  | 11,022 m³  |
| Aerobic bioreactor 2    |                  | 11,022 m³  |
| Aerobic bioreactor 3    |                  | 11,022 m³  |
| Secondary settler       |                  | 67,824 m²  |
| Height                  |                  | 3 m        |

BSM1 and ASM1 represent the foundation of the WWTP model developed and studied in the present paper. The necessary modifications were applied to the original BSM1 model, in order to comply with the A²O configuration of the investigated municipal WWTP. The model of the WWTP consists of a set of differential and algebraic equations that describe each of the main structural units: primary settler [34], anaerobic bioreactor, anoxic bioreactor, three aerobic bioreactors [3], and secondary settler [35]. Data for dry weather were collected from municipal WWTP measurements and underwent a process of reconciliation. The modified BSM1 model was updated with the plant collected data and calibrated accordingly. For this study, a previously developed and calibrated MATLAB model of the municipal WWTP, based on ASM1, BSM1 and MATLAB & Simulink™ software, was used to conduct dynamic-state simulations of both normal and abnormal DO sensor operation [36]. The calibration of the model parameters was performed based on optimization. The mathematical model was implemented in C++ programming language and compiled as MATLAB executable files to gain simulation speed of the Simulink s-functions and to spare the computation resources.

The importance of automatic control is largely recognized for both the WWTP stable and safe operation, and for the counteraction of pollution propagation in the emissary river [37,38]. The synergy created by automatic control and optimization is highly valuable [39,40]. Two automatic control structures were used in this study: a dissolved oxygen control loop and a nitrates and nitrites concentration control loop. The first loop controlled DO concentration in the third aerated bioreactor, while the second loop controlled the nitrates and nitrites concentration in the anoxic bioreactor. The DO setpoint value of 2 mg O₂/L in the last aerated reactor was imposed for the DO concentration control loop [41].

In order to change the air flow rate entering the aerated reactors, the DO controller computed the control signal to manipulate air control valves. The air flow rate computed by the DO controller is unequally distributed in the sequence of the three aerobic reactors. It used the following weighting factors: 0.9 for aerobic reactor three, 0.5 for aerobic reactor four, and 0.3 for aerobic reactor five. This distribution scheme was established on the basis of oxygen requirements for the nitrification bioreactors. For the second control loop, the nitrates and nitrites (NO) concentration in the second (anoxic) reactor was controlled by manipulating the nitrate recycling flow rate. A setpoint value of 0.01 mg N/L was used for this control loop. Proportional-Integral (PI) controllers were considered for the two feedback control loops. The control system design is presented in Figure 1.
Figure 1. Schematic of the WWTP layout and proposed control system.

Dynamic state simulations for both normal and abnormal operation (i.e., caused by faulty DO sensor operation) were carried out for each type of investigated faults and data were subsequently processed for fault detection.

2.2. Principal Component Analysis

PCA is a data-mining methodology relying on a process model built with ordinary process data and used in statistical process monitoring (SPM). PCA models are principally used to identify from raw data the correlation between process variables. The method reduces the large model training data set by linearly transforming it into a smaller one that still contains the key information. The resulting data set consists of a score matrix and a loadings matrix that include information revealed by the reduced set of variables [42].

Consider the data matrix $X \in \mathbb{R}^{m \times n}$, where $m$ represents the number of samples, and $n$ the number of process variables, collected during normal operation. The matrix $X$ is normalized to zero-mean and unit-variance matrix $\tilde{X}$. To reduce the original space dimension, matrix $\tilde{X}$ is decomposed in a score matrix called $T$ and a loadings matrix named $P$. The expression of this decomposition is:

$$\tilde{X} = T \cdot P^T + E$$

where $t_i$ is a score vector, $p_i$ is a loading vector with $i = 1, 2, 3, \ldots, k$, and $E$ is the residual matrix. The number of selected principal components, $k$, is calculated using the cumulative percent variance (CPV). It measures the percent of variance encapsulated by the first $k$ principal components [43]. It can be computed using the equation:

$$CPV_k = \frac{\sum_{i=1}^{k} \lambda_i}{\sum_{j=1}^{n} \lambda_j} \cdot 100$$

where $\lambda_i$ is the $i$th eigenvalue of the covariance matrix, $C$:

$$C = \frac{1}{m-1} \cdot \tilde{X}^T \cdot \tilde{X}$$

and

$$C = V \cdot S \cdot V^T$$

where the columns of matrix $V$ are the eigenvectors of the covariance matrix $C$ and $S$ is the diagonal matrix that contains the eigenvalues of $C$, arranged in decreasing order of magnitude.
The original and normalized data space can be reconstructed according to the following relationship:

\[ \hat{X} = T \cdot P^T + E \]  

(5)

2.3. Hotelling’s \( T^2 \) Statistic

In order to measure variations in the principal component subspace (PCS), a multivariate version of a Student’s T-test, the Hotelling’s \( T^2 \) value [44], can be calculated as the sum of the squares of a sample vector \( x \):

\[ T^2 = x^T \cdot P \cdot S_k^{-1} \cdot P^T \cdot x \]  

(6)

where \( S_k \) is a matrix formed by the first \( k \) lines and columns of the matrix \( S \). \( T^2 \) is a measure of the square distance from the sample (observation) point to the origin point of the principal-components model space.

For a process to be considered normal, it is necessary that the calculated \( T^2 \) be less than or equal to the threshold value \( T^2_\alpha \):

\[ T^2_\alpha = \frac{(m - 1) \cdot k}{(m - k)} \cdot F_\alpha(k, m - k) \]  

(7)

where \( F_\alpha(k, m - k) \) is the critical value of the F-distribution with \( \alpha \) being the confidence level that takes values between 90% and 95% and \( k, m - k \) being the degrees of freedom.

2.4. Squared Prediction Error Statistics

Variations in the residual subspace (RS) are measured using the Square Prediction Error, also known as the Q-Statistic [44], by the sum of the squares of residuals:

\[ \text{SPE} = r^T \cdot r \]  

(8)

where \( r \) is the residual vector:

\[ r = (I - P \cdot P^T) \cdot x \]  

(9)

with \( I \) as the identity matrix, for a sample vector \( x \). SPE is a measure of the distance from the sample point to the model plane of the principal components.

The threshold for SPE can be determined by:

\[ \text{SPE}_\alpha = \theta_1 \cdot \left[ \frac{h_0 \cdot C_\alpha \cdot \sqrt{2 \cdot \theta_2^2}}{\theta_1} + 1 + \frac{\theta_2 \cdot h_0 \cdot (h_0 - 1)}{\theta_1^2} \right]^{\frac{1}{\theta_0}} \]  

(10)

with \( C_\alpha \) the standard normal deviation value for \( 1 - \alpha \) percentile and where:

\[ h_0 = 1 - \frac{2 \cdot \theta_1 \cdot \theta_3}{3 \cdot \theta_2^2} \]  

(11)

\[ \theta_i = \sum_{j=k+1}^{n} \lambda_j \text{for } i = 1, 2, 3 \]  

(12)

2.5. Sensors Faults

Maintaining the required standards for water quality and efficiency of the wastewater treatment process may be ensured when abnormal operating circumstances are promptly identified and corrected. Many of the problems that occur in WWTPs originate from faulty sensors. Sensor faults are caused by several issues such as questionable-quality signal [45], poor connection, or sensor failure [2].

Considering the major role of the Dissolved Oxygen sensor for the overall WWTP operation, the identification of several DO sensor types of faults was investigated in
the present study. The considered six types of sensor faults are defined and described as follows:

- Bias, also known as a shift or an offset of the sensor’s generated signal values, occurs when the sensor is miscalibrated and the delivered value is shifted in contrast with the true one [46];
- Drift, appears as a deviation of the real value that fluctuates in time [46];
- Wrong gain, is also known as a calibration error; occurs when the slope of the sensor is inaccurately established in the calibration step [47];
- Loss of accuracy is when the sensor exhibits a value that is characterized by imprecision around the true value; is often erroneously qualified as the true value of the measurement [46];
- Fixed value is when the sensor always displays a constant value [47];
- Complete failure (minimum or maximum) is when the measured value is either the minimum or the maximum calibration value of the sensor [47].

The previously presented faults are graphically exemplified in Figure 2.

![Graphical representation of the considered sensors faults.](image)

**Figure 2.** Graphical representation of the considered sensors faults.

Figure 2 shows the comparison between the normal (true) vs. the faulty sensor signals, as they evolve in time.

2.6. Methodology of Faults Implementation

Dedicated software applications were built in order to reproduce the real behavior of the six fault types considered for the DO concentration sensor. They were implemented in the WWTP dynamic model. For each type of faults, the generated faulty value was sent as a measured process variable to the Proportional-Integral DO controller. The DO control loop manipulated the air flow rate accordingly, such as to bring with zero offset the measured DO to the desired setpoint of 2 mg O$_2$/L.

The bias fault was characterized by a fixed difference between the true value and the faulty output value of the sensor. For this fault type, the DO measured concentration was considered to show a bias of +1.5 mg O$_2$/L.
The drift was simulated as an increasing bias, being described by a ramp varying
signal in time, that was added to the true DO value. The constant value of 0.05 mg O\textsubscript{2}/L
(i.e., 2.5% of the 2 mg O\textsubscript{2}/L nominal setpoint value of the DO control loop) was integrated
in time and added to the DO true value, in order to mimic the drift.

The wrong gain fault was simulated by the loss of effectiveness of the sensor due to
a gain factor different to 1. It consisted of a wrong calibration gain of 1.4, that led to an
inadequate correlation factor between the input and output of the sensor. The wrong gain
was smoothly introduced in time, according to a first-order filter with the time constant of
0.3 days.

The loss of accuracy fault was implemented using a uniform random-number gen-
erator that produced a value in the interval \([-2.5,2.5]\), with a sampling time of 0.1 days.
This signal was sent to a first-order filter with the time constant of 0.01 days and then
passed to a saturation block that limited its output value to the positive interval \([0,6]\).
This random signal was then added to the DO true value to produce the faulty measured
process variable.

The fixed-value fault was characterized by a constant value of the sensor output signal,
irrespective of the changes of the true DO process variable value. For this study, a constant
value of 2.2 mg O\textsubscript{2}/L was considered (i.e., 10% higher than the 2 mg O\textsubscript{2}/L nominal setpoint
value of the DO control loop).

The complete failure of a sensor was again characterized by constant values of the
sensor output signal, but they were the minimum or the maximum values of the sensor
 calibration interval. The two extreme values of 0.1 mg O\textsubscript{2}/L and of 6 mg O\textsubscript{2}/L were chosen
for the complete failure minimum and maximum alternatives.

Statistical theory is applied to process monitoring and relies on the assumption that
characteristics of the data variations change only when an abnormal condition (fault) occurs
in the process [48]. The failure of a single sensor at a time was also assumed.

3. Results and Discussion
3.1. Normal and Abnormal Data Sets

In order to generate the necessary data sets, seven different simulations were built,
one for the normal operation and six for faulty operation. The plant model was simulated
for 168 days of operation, in the WWTP configuration with the DO and NO control
loops. The faults were implemented starting on the 140th day of the simulation scenarios.
The first 100 days of normal operation were used to obtain the regular state of the plant.
Data obtained by simulation during a period of the next 40 days (i.e., the days ranging
from 100 to 139) of normal WWTP operation were collected with a sampling time of 15 min
and used to construct data matrix X of the PCA model. Data generated in the time period
starting with the 140th and 160th days of abnormal (DO sensor fault) operation were used
to test the fault detection capability of the PCA model.

The set of twenty WWTP process variables considered for building the PCA model
consisted of secondary settler concentration and flow rate variables of the clean water
effluent (6 variables), and sludge concentration and flow rate variables of the bottom
effluent (14 variables), including temperature. The variables taken into consideration were:
total nitrogen (N\textsubscript{total}), total Kjeldahl nitrogen (TKN), chemical oxygen demand (COD),
nitrate and nitrite nitrogen (S\textsubscript{NO}), free and saline ammonia (S\textsubscript{NH}), total suspended solids
(TSS), slowly biodegradable substrate (X\textsubscript{S}), heterotrophic biomass (X\textsubscript{B,H}), autotrophic
biomass (X\textsubscript{B,A}), inert particulate products (X\textsubscript{P}), particulate biodegradable organic nitrogen
(X\textsubscript{ND}), soluble biodegradable organic nitrogen (S\textsubscript{ND}), dissolved oxygen concentration
(S\textsubscript{O}), readily biodegradable substrate (S\textsubscript{R}), alkalinity (S\textsubscript{alk}), waste flow rate (Q\textsubscript{W}),
and temperature (T). The first six variables of the presented set were considered for the
clean effluent and the last fourteen for its bottom. Inert suspended organic matter (X\textsubscript{I})
and inert soluble organic matter (S\textsubscript{I}) concentration variables were excluded, as they would
not add significant information to the study [49].
3.2. PCA Model Construction

A set of 3840 observations was used from the normal operating period of 40 days in order to set up the PCA model. The obtained data matrix $X$ of $3840 \times 20$ dimensions represented the training matrix. Scores matrix $T$ and loadings matrix $P$ were obtained after scaling the data matrix. A threshold value of 98% was chosen for CPV$_k$. As a result, the appropriate number of principal components $k$ that led to a good representation of the whole data set was considered to be 8. This selection is based on the CPV$_k$ values presented in Table 3. The number of chosen principal components was confirmed by a Scree test [50,51]. The scree plot presented in Figure 3 shows that the selected number of 8 eigenvalues was comprehensive, and they properly captured the variability of the process. Based on this selection the covariance matrix $C$ and the diagonal matrix $S$ were determined.

### Table 3. Cumulative percent variance and threshold values for different numbers of selected principal components.

| Number of Selected Principal Components ($k$) | CPV$_k$(%) | $T^2_{\alpha}$ | SPE$_{\alpha}$ |
|---------------------------------------------|------------|----------------|---------------|
| 7                                           | 97.25      | 18.54          | 1.92          |
| 8                                           | 98.24      | 20.16          | 1.26          |
| 9                                           | 98.92      | 21.75          | 0.75          |

![Figure 3. Scree plot representing the model eigenvalues.](image)

Using a 99% confidence level, a threshold value of 20.16 was determined for $T^2_{\alpha}$ and a threshold of 1.26 for SPE$_{\alpha}$. Any vector $x$ of measured variables showing a value of either $T^2$ or of SPE that was higher than the two corresponding thresholds indicated abnormal sensor operation.

3.3. Fault Detection

Seven testing data matrices were constructed with the vectors of abnormal operation measured variables. One was created for each of the six types of faults, excepting the complete-failure fault type where two matrices were built for, respectively, the minimum and the maximum faulty DO sensor. A number of 1920 samples, from simulation day 140 and up to day 160 of the sensor, were used for each testing data matrix. After determining the values of $T^2$ and SPE for each of the sample vectors of the testing matrices, the values obtained were compared with the previously computed thresholds in order to determine faulty sensor operation. Graphic representations of $T^2$ and SPE values for each of the normal training and the faulty testing samples, in association to the $T^2_{\alpha}$ and SPE$_{\alpha}$ thresholds, clearly highlight the presence of the DO sensor fault.

Firstly, the training data set was tested with the proposed PCA model. As may be observed in Figure 4, all of the $T^2$ and SPE values from this data set were confirmed to belong to the normal operation (faulty-free values). Additionally, the $T^2$ plot reveals that
the difference between the normal operation values and their associated threshold was larger than the difference shown by the SPE plot. This means that in the normal operation mode, the most relevant data are provided by the SPE statistics.

Figure 4. $T^2$ and SPE plots of PCA monitoring the normal operation data set.

The fault detection results are presented in Figures 5–11, for each type of investigated faults.

Figure 5. $T^2$ and SPE plots of PCA detecting the bias-fault data set.
Figure 6. $T^2$ and SPE plots of PCA detecting the drift fault data set.

Figure 7. $T^2$ and SPE plots of PCA detecting the wrong-gain data set.
Figure 8. $T^2$ and SPE plots of PCA detecting the loss-of-accuracy data set.

Figure 9. $T^2$ and SPE plots of PCA detecting the fixed-value data set.
Results show that WWTP DO sensor faults were successfully detected by the proposed PCA approach. For the majority of the DO sensor fault types, the statistic thresholds were overridden soon after the DO sensor fault acted. This is presented in the detailed parts of Figures 5–11. Moreover, the $T^2$ and SPE plots revealed high overshooting values of the statistic thresholds during the fault sensor operation.

Figure 10. $T^2$ and SPE plots of PCA detecting the complete failure-minimum data set.

Figure 11. $T^2$ and SPE plots of PCA detecting the complete failure-maximum data set.
Results show that WWTP DO sensor faults were successfully detected by the proposed PCA approach. For the majority of the DO sensor fault types, the statistic thresholds were overridden soon after the DO sensor fault acted. This is presented in the detailed parts of Figures 5–11. Moreover, the $T^2$ and SPE plots revealed high overshooting values of the statistic thresholds during the fault sensor operation.

Figures 5, 10 and 11 show that the detection time of bias and complete failure, either maximum or minimum, were the types of sensor faults which are the most promptly discovered. The fixed-value sensor fault type, presented in Figure 9, closely followed in this ranking. It revealed a detection time of about 1.5 h. The wrong-gain fault detection time was roughly double, when compared to the previous ones, as may be seen in Figure 7. Figure 8 depicts the loss-of-accuracy fault, which was detected in a slightly longer time of 4 h, but this depends on the random amplitude of the fault component value. The fault type requiring the longest time to be uncovered was the sensor drift type of fault. This may be observed from Figure 6 and it revealed a detection time of about 5.5 or 8.75 h. A longer detection time for the drift sensor fault was expected, as the faulty signal grows slowly in time and it passes over the statistical threshold only when its amplitude becomes significant.

Compared to previously reported results, that typically investigated only one specific type of DO sensor fault, the present study had a more comprehensive investigation of six sensor fault types. By exception, one study developed the PCA-based detection for three fault types, i.e., for drift, bias, and precision degradation (loss of accuracy) [25], while another investigated the failure of the DO sensor and the level sensor [11]. In the present study, for the majority of the investigated DO sensor fault types, the Hotelling’s $T^2$ statistic and the Squared prediction error statistic performed the detection with the same efficiency. However, the results of the present work showed that the SPE detection method proved to be more effective than the $T^2$ statistic for the drift type of fault. Previous results showed that faults could be better detected with SPE statistics because fault-generated changes were mainly identified in RS, rather than in PCS [11]. The results of the present work are also in agreement with another previous study that investigated the detection time for four different faults, out of which only one was related to the DO sensor located in the aerobic reactor [26]. However, the present study revealed that for this specific fault type, the PCA methodology detected the fault in a period of a few hours, while in the prior study the drift fault of a clogging DO sensor was only detected by different PCA algorithms in a period of more than one day [27].

The PCA investigation revealed the most important process variables that contribute, in a decreasing order, to the first four Principal Components that explain 93.18 % of the total variance. They are for Principal Component 1: $N_{\text{total}}$, $S_{\text{NO bottom}}$; for Principal Component 2: $X_{\text{ND}}$, $X_S$; for Principal Component 3: T, TKN, and; for Principal Component 4: COD, $S_O$.

4. Conclusions

In this study, a PCA-based sensor fault detection method was proposed and its performance was tested, for the DO sensor of the WWTP used as a case study. The DO sensor is part of the control loop designed to provide efficiency to the nitrification process. Keeping the DO value in the aerated reactors at the desired setpoint was achieved by manipulating the air flow rate, and aeration was of primary importance for WWTP energy consumption.

The detection algorithm and its applicability to six different DO sensor fault types were individually investigated. The considered fault sensor types were: bias, drift, wrong gain, loss of accuracy, fixed value, and complete failure. A calibrated WWTP model was used to generate the data sets corresponding to normal and faulty sensor operation. Both Hotelling’s $T^2$ and SPE statistical tests performed successfully for identifying the presence of the fault, yet in some cases the latter had a faster detection ability. Bias, fixed-value, and complete-failure faults were detected promptly. They showed less than 2 h detection time, following the DO sensor fault occurrence. The loss-of-accuracy detection time depends on the random component of the fault, but it implied a longer time, of about
3-4 h. The detection time of the drift and wrong-gain faults took longer than the detection of the other faults, up to 8–9 h, but strongly depended on the additive or multiplicative magnitude of these fault types.

The PCA fault detection algorithm can be implemented within the software of the Supervisory Control and Data Acquisition system, used for monitoring and control of the WWTP. The available sensors or soft sensors based on the available measurements have to provide the information on the most relevant variables. The operating staff must be trained to interpret the fault detection information, relating to the fault diagnosis analysis, and to take appropriate normal operation restoration actions. Auto-correction algorithms and adaptive PCA may be involved in the more advanced stages of the implementation.

This study has shown the potential of the methodologies and demonstrated the efficiency of the presented PCA-based fault detection approach in detecting the DO sensor faults of the controlled WWTP. Their performance is of major practical importance for complex, non-linear, time-varying and controlled wastewater treatment processes, in support of their safe and efficient management.
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