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Abstract

Open-set recognition refers to the problem in which classes that were not seen during training appear at inference time. This requires the ability to identify instances of novel classes while maintaining discriminative capability for closed-set classification. OpenMax was the first deep neural network-based approach to address open-set recognition by calibrating the predictive scores of a standard closed-set classification network. In this paper we present MetaMax, a more effective post-processing technique that improves upon contemporary methods by directly modeling class activation vectors. MetaMax removes the need for computing class mean activation vectors (MAVs) and distances between a query image and a class MAV as required in OpenMax. Experimental results show that MetaMax outperforms OpenMax and is comparable in performance to other state-of-the-art approaches.

1. Introduction

Image classification with deep neural networks has made significant progress [13, 25, 8, 9]. However, the majority of the work is based on a closed-set assumption where training datasets are expected to include all the classes that may be encountered in the environments in which the vision system will be deployed. Yet, this assumption cannot be guaranteed in real-world environments where samples from unknown classes not seen during training may appear during testing and cause system failure [20, 27, 30].

To address the limitation of closed-set classification, open-set recognition (OSR) has been introduced [22]. OSR describes the scenario where incomplete knowledge of the world is present during training, and new classes can appear during testing. Not only does this require the model to maintain the capability of accurately classifying known classes, but it must also be able to effectively identify unknown classes. OSR has recently gained significant attention in the research community [7, 10, 23, 2, 3, 5, 1].

With the introduction of the formal definition of OSR,

Scheirer et al. [22] presented a “1-vs-Set Machine” which extends the 1-class and binary SVM in a way that better supports OSR. Bendale and Boult [3] proposed the first deep learning-based solution for OSR by introducing OpenMax as an alternative to SoftMax. OpenMax can be applied directly on a standard closed-set classification network to calibrate its output score vectors, thus enabling a closed-set classifier to perform OSR. It does not require accessing additional training data, updating the training procedure, or modification of the network architecture.

Inspired by OpenMax, we introduce MetaMax, a method that utilizes extreme value theory-based meta-recognition [24, 21] as a post-recognition analysis technique to assist the identification of unknown classes, Fig. 1. More specifically, we directly model non-match scores from the network outputs as opposed to OpenMax’s method of explicitly calculating and storing mean activation vectors for each class. By modeling the non-match distributions, we can assemble additional data points for building a Weibull model and therefore achieve more accurate parameters for each constructed model.

To the best of our knowledge, MetaMax is the only alternative to OpenMax. Different from most work in this area that either modifies the network architecture or requires auxiliary training data that can be hard to acquire in practice, we present a calibration tool that can be readily plugged into various classification networks thus enabling them to perform OSR without additional overhead.
2. Preliminaries

2.1. OpenMax

OpenMax introduced the concept of activation vectors, which are the output values from the penultimate layer of a neural network. Concretely, let \( v(x) = v_1(x), \ldots, v_K(x) \) be the level of activation for each of the \( K \) classes seen during training and let the unknown classes begin at index 0. OpenMax obtains the activation vectors by saving the output of \( C_0 \)'s layer immediately before the SoftMax layer. It then separates the activation vectors into \( K \) clusters representing \( K \) known classes. For each of the clusters, the distance between every activation vector and the cluster mean (i.e., class mean activation vector) is calculated.

OpenMax proceeds to compute \( K \) Weibull models by fitting each model to the largest distances of the correctly classified samples. During inference, the \( K \) Weibull models are used to revise the top few highest activations to obtain a new vector \( \hat{v}(x) \). OpenMax then defines an additional activation for class \( K + 1 \) thereby producing a score vector for all \( K + 1 \) classes. The class corresponding to the highest probability is the prediction of the OpenMax algorithm. If the predicted class label for an input is indexed at 0, then it is considered to be an unknown class.

3. MetaMax

MetaMax is derived from contributions in class descriptors and the modeling of non-match distributions for the purpose of calibrating OSR.

3.1. Class Representations

Object recognition can be mapped to the problem of determining match scores between an input image and a class descriptor such as the class mean activation vector (MAV) used in OpenMax. Given an activation vector for a correctly classified image by a closed-set classifier, we consider the largest score as the match score and the rest of the scores in the vector as the non-match scores. The match and non-match scores from all the training data constitute the match distribution and non-match distribution, respectively.

3.2. Modeling of Rare Events

Given a particular input, OpenMax finds the distance between each sample and its respective MAV. The farthest, i.e., the rarest, distances are used to build per class Weibull models. These models are then utilized to compute revised activation vectors that OpenMax uses to provide probability estimates for the unknown rejection. Yet, if data is limited these largest distances may misrepresent the data manifold, produce incorrect activation vectors, and thus hinder the Weibull model’s accuracy.

When building the Weibull model for each class, OpenMax finds a single data point by modeling the largest distance. We eliminate this limitation by modeling the non-match distribution to provide multiple data points per input. Concretely, we model the non-match distribution via non-match scores to obtain \( K - 1 \) data points per vector.

The first step of MetaMax is to obtain a Weibull model fitted for each class as shown in Algorithm 1. To do this, we first train a regular classification network. Next, we collect all the activation vectors and separate them into \( K \) sets, one for each known class. Each of these sets have shape \( N_j \) by \( K \), where \( N_j \) is the number of samples belonging to class \( j \). We proceed to remove column \( j \) for each set, where \( j \) indicates the index of the match score (line 1 of Algorithm 1).

The next step is to concatenate all of the non-match scores to obtain \( W \) resulting in \( N \cdot (K - 1) \) data points (line 2). We employ the FitHigh function of LibMR [4] to find the parameters of the Weibull distribution using only the \( q \) highest activations among the non-match class activations.

LibMR is an open-source library for Meta-Recognition, and FitHigh is the function in LibMR for building Weibull models. Lastly, we pass \( W \) to FitHigh to obtain the model \( p_j \) for class \( j \) (line 3).

Algorithm 1 Weibull calibration for class activations.

Require: LibMR FitHigh function

Require: Activation set \( A \in \mathcal{R}^{N \times K} \) for inputs \( X \in \mathcal{R}^{H \times W \times c} \) belonging to class \( j \)

Require: \( q \), the number of highest activations to model

Ensure: Weibull model for class \( j \)

1. Obtain only non-match scores by removing column \( j \) from activation set \( A \) to acquire new activation vectors \( \hat{A} \in \mathcal{R}^{N \times (K - 1)} \)

2. Concatenate all non-match scores to obtain \( N \cdot (K - 1) \) data points resulting in \( \hat{W} \)

3. Weibull Fit \( p_j = (\rho_j, \kappa_j, \lambda_j) = \text{FitHigh}(\hat{W}, q) \)

We derived a working algorithm by analyzing how non-match activations affect calibration in MetaMax’s inference step. MetaMax’s inference step (Algorithm 2) uses the per-class Weibull models to make a decision on whether to accept the network’s SoftMax scores or to reject the input. In lines 3 through 6, we modify the modulation vector \( m \), which has been initialized to all ones. We obtain the key second step of MetaMax by extending OpenMax to allow for the modeling of non-match activations. The main difference concerns the modulation vector \( m \)’s construction, where the Weibull cumulative distribution function is applied to modify the activation vector. Since we do not model the highest class activation, we effectively remove the influence of the highest activation on the unknown activation \( a_0 \) by skipping the index associated with the highest class activation. The consequence of this modification is that the unknown class activation (defined in line 8) simply adds zero when index \( i \) is equal to the index of the highest class acti-
viation. The new activations are then passed to the standard SoftMax function to produce the class probabilities (line 9). Finally, a prediction is found and a decision to accept or reject is made (line 11).

**Algorithm 2** MetaMax probability estimation using non-match activations.

**Require:** \( \beta \), the number of activation scores to revise

**Require:** LibMR models \( p_j \)

**Require:** Activation vector \( a \in \mathbb{R}^{K \times 1} \)

1. Obtain sorted indices \( b = \text{argsort}(a) \)
2. for \( i = 0, \ldots, K - 1 \) do \( m_i = 1 \)
3. for \( i = 1, \ldots, \beta \) do
4. \( \text{if } a_{b_i} > a_j \forall j \neq i \text{ then } \text{continue} \)
5. \( \text{else} \)
6. \( m_{b_i} = 1 - \frac{\beta - i}{\beta} e^{-\left( \frac{a_{b_i}}{m_i} \right)^{\kappa}} \)
7. Revise activation vector \( \hat{a} = a \cdot m \)
8. Define \( a_K = \sum_i (a_i - a_{i+1} \cdot m_i) \)
9. \( \hat{P}(y = j \mid x) = \frac{e^{a_j}}{\sum_i e^{a_i}} \)
10. Let \( \hat{y} = \arg\max_j \hat{P}(y = j \mid x) \)
11. if \( \hat{y} \) is \( K \) then reject input

### 4. Experiments

In this section, we present the experimental details for testing MetaMax, compare it against OpenMax and other recent work, and report the measured performance on several public datasets. Additionally, to demonstrate the applicability of MetaMax to enable closed-set classifiers to perform OSR, we apply and report the performance of MetaMax to the following popular classification networks: DenseNet [9], ResNet [8], and VGGNet [25].

#### 4.1. Experimental Setup

Following experimental setup in [28], we use DenseNet [9] as the backbone network for classification. We evaluate our method on the following common benchmark datasets: MNIST [15], SVHN [17], CIFAR10 [12], and TinyImageNet (TIN) [14]. To test under open-set conditions, we follow the most common data partition protocol [16]. Specifically, for MNIST, SVHN, and CIFAR10, we split each dataset at random such that 6 classes are chosen to be known and the remaining 4 classes to be unknown. For the TinyImageNet dataset, we train on \( K = 20 \) known classes and test on the full 200-class set. We repeat the experiment over 5 runs and report the average score. For the evaluation metrics, we use the area under receiver operating characteristic (AUROC) curve and the F1-scores.

#### 4.2. Results

In the first set of experiments, we demonstrate the effectiveness of MetaMax. We compare the AUROC score of MetaMax against recent methods in this area. We also show the multiclass ROC curves of our method on each dataset in the supplementary material. The ROC curves demonstrate the magnitude of difficulty with each dataset.

As shown in Table 1, MetaMax outperforms most recent methods and is on par with the state of the art. Note that most of these OSR methods either need to modify the network architecture or require auxiliary training data, which can be nontrivial to obtain in practice. On the contrary, MetaMax is much simpler and it can be directly applied post-hoc to a classifier with little-to-no extra overhead.

In the second set of experiments, to verify the wide applicability of allowing various classification networks to perform OSR using MetaMax, we apply and report the F1-scores for two other networks: VGGNet [25] and ResNet [8]. The results can be found in the supplementary material, which shows that MetaMax outperforms OpenMax and the baseline network consistently. This demonstrates the significance of our work in that MetaMax can potentially be applied to any classification network and enable it to operate under open-set conditions.

| Method               | MNIST   | SVHN    | CIFAR10 | TIN    |
|----------------------|---------|---------|---------|--------|
| G-OpenMax [6]        | 0.984   | 0.896   | 0.675   | 0.580  |
| OSRCI [16]           | 0.988   | 0.910   | 0.699   | 0.866  |
| CROS [28]            | 0.991   | 0.699   | 0.883   | 0.758  |
| C2AE [18]            | 0.989   | 0.922   | 0.895   | 0.748  |
| GDFR [19]            | -       | 0.935   | 0.807   | 0.608  |
| CGDL [26]            | 0.994   | 0.935   | 0.903   | 0.762  |
| OpenHybrid [29]      | 0.995   | 0.947   | 0.950   | 0.793  |
| PROSR [31]           | -       | 0.943   | 0.891   | 0.693  |
| OpenGAN [11]         | **0.999** | **0.988** | **0.973** | **0.907** |
| MetaMax (Ours)       | 0.997   | 0.977   | 0.938   | 0.846  |

Table 1: AUROC scores of MetaMax and the compared methods using DenseNet. TIN stands for TinyImageNet.

### 5. Conclusion

In this work we introduced MetaMax, an approach to calibrate deep neural network-based classifiers by modeling non-match class activations for OSR. Experiments on four standard image datasets demonstrate the effectiveness of the proposed method. As a simpler and more effective alternative to OpenMax, the modularization and general applicability of our method can have a wide impact in the community and benefit future research by applying MetaMax to calibrate standard closed-set classification networks for open-set conditions.
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