Mandelic acid single-crystal growth: Experiments vs numerical simulations
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Abstract. Mandelic acid is an enantiomer of interest in many areas, in particular for the pharmaceutical industry. One of the approaches to produce enantiopure mandelic acid is through crystallization from an aqueous solution. We propose in this study a numerical tool based on lattice Boltzmann simulations to model crystallization dynamics of (S)-mandelic acid. The solver is first validated against experimental data. It is then used to perform parametric studies concerning the effects of important parameters such as supersaturation and seed size on the growth rate. It is finally extended to investigate the impact of forced convection on the crystal habits. Based on these parametric studies, a modification of the reactor geometry is proposed that should reduce the observed deviations from symmetrical growth with a five-fold habit.
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1 Introduction

Mandelic acid is an aromatic alpha-hydroxy acid, with formula C₈H₈O₃. It is a white crystalline powder that is soluble in water and most common organic solvents. It has a density of 1.3 g/cm³ and molecular weight of 152.5 g/mol. It is particularly important in the pharmaceutical industry for the organic synthesis of pharmaceutical components. For instance an ester of mandelic acid is essential to produce homatropine, used in eye drops as both a cycloplegic and mydriatic substance. In addition, it is also popular in the production of face peeling components [49], urinary tract infection treatments [5], and for oral antibiotics [44]. In toxicological studies, the concentration of styrene or styrene oxide is quantified by converting it into mandelic acid.
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Mandelic acid exists in two enantiomeric forms as shown in Fig. 1, (S)- and (R)- mandelic acid. Most practical applications require the enantiopure form [5]. Amongst the different approaches to separate enantiomers, crystallization process such as classical resolution and preferential crystallization approaches are frequently used [30]. In such separation processes, the properties of the crystalline products such as crystal size and shape are largely determined by the growth process, which in turn depends on the crystallization conditions. In the pharmaceutical industry, the resulting crystal morphology is often of great importance, since it influences the rate of dissolution and the absorption of drugs. Compressibility, hardness, and flow properties of the drug are also strongly dependent on the crystal form [16]. Accurate investigations regarding crystal growth are difficult because the growth process varies greatly even under similar conditions: crystal growth dispersion is the term used to describe the fact that crystals, although initially of same shape and size, can rapidly grow differently even under the same growth conditions [31, 45]. The main reason for these growth differences is probably related to minute tensions and deformations, leading in turn to minimal structural differences [17]. Other reasons are accidental deposits, or deposits of foreign bodies on the growing crystals’ surface, which lead to incorporation into the crystal and ultimately different growth. A proper understanding of growth conditions and their effect on the final product is therefore essential to design and scale-up production units for enantiopure substances.

A lot of experimental studies have been conducted concerning crystallization-based enantiopure separation process including growth kinetics of mandelic acid, e.g. [1, 10-13, 30, 36, 45]. However, numerical studies regarding crystal habit and size of enantiopure S-mandelic acid remain scarce. The phase-field method has been shown in general to be a powerful tool for modeling structural evolution of materials and crystals. It is now widely used for modeling solidification [4, 35] and grain growth [8, 26, 47, 50]. The phase-field approach has also been used in the context of the lattice Boltzmann method, now widely recognized as an efficient alternative to classical tools, to simulate solidification processes [29, 38, 42, 51, 53, 54, 56]. This approach can reproduce numerically the solid-liquid interface interactions and the hydrodynamic effects affecting the habits of growing crystals [7, 15, 32, 33, 40, 48].

In this contribution, we study the growth of a single (S)-mandelic acid crystal under different conditions (supersaturation, initial crystal size, flow rate) with a previously developed and vali-
dated lattice Boltzmann-based numerical model [48]. All simulations presented in this article are carried out using the in-house solver ALBORZ [18]. The obtained results are validated and compared with experimental data. After validating the numerical procedure in a standalone manner via a self-convergence test, it is used to model the growth of a single (S)-mandelic acid rhombic seed at temperature and supersaturation corresponding to experimental settings; this provides a further, independent validation of the numerical model. The solver is then used to investigate the effect of different parameters such as supersaturation and initial seed size on crystal growth. Finally, a detailed study of the interaction between forced convection and crystal growth is presented. Analyzing the results, a simple solution is proposed to improve symmetrical growth under natural convection in the single-crystal cell used for all experimental investigations.

2 Numerical method

2.1 Diffuse-interface formulation: governing equations

In the phase-field method solid growth dynamics are expressed via a non-dimensional order parameter, \( \phi \), going from (+1) in the solid to (-1) in the pure liquid phase. The space/time evolution equations are written as [2, 24]:

\[
\tau_0 a_s^2(n) \frac{\partial \phi}{\partial t} = W_0^2 \nabla \cdot (a_s^2(n)) \nabla \phi + W_0^2 \nabla \cdot \left( |\nabla \phi|^2 \frac{\partial [a(n)^2]}{\partial \nabla \phi} \right) + (\phi - \phi^3) + \lambda U (1 - \phi^2)^2, \tag{2.1}
\]

and:

\[
\frac{\partial U}{\partial t} + \left( \frac{1 - \phi}{2} \right) u \cdot \nabla U = D \nabla \cdot (q(\phi) \nabla U) - \frac{\partial \phi}{\partial t}. \tag{2.2}
\]

Here \( \tau = \tau_0 a_s^2(n) \). The coefficient \( \lambda \) describes the strength of the coupling between the phase-field and the supersaturation field, \( U \). The parameter \( \tau_0 \) denotes the characteristic time and \( W_0 \) the characteristic width of the diffuse interfaces. In Eq. (2.1), the latent heat of melting is written as \( L \).

The specific heat capacity \( c_p \) is assumed to be the same in the two phases (symmetric model). The quantity \( n = -\nabla \phi \) is the unit vector normal to the crystal interface – pointing from solid to fluid, while \( a_s(n) \) is the surface tension anisotropy function. In the context of the hexagonal mandelic acid crystal growth, this quantity is defined as:

\[
a_s(n) = 1 + \varepsilon_{xy} \cos(6 \theta), \tag{2.3}
\]

where \( \theta = \arctan(n_y/n_x) \). The numerical parameter \( \varepsilon_{xy} \) characterizes the anisotropy strength, and is set in the present study to \( \varepsilon_{xy} = 0.05 \) [25]. The term \( (\phi - \phi^3) \) is the derivative of the double-well potential. The last term in Eq. (2.1) is a source term accounting for the coupling between supersaturation \( U \) and order parameter \( \phi \). There, \( (1 - \phi^2)^2 \) is an interpolation function minimizing the bulk potential at \( \phi = \pm 1 \).

In Eq. (2.2), \( u \) denotes the local fluid velocity while \( q(\phi) = (1 - \phi) \) is a function canceling out
diffusion within the solid. As a consequence, solute transport is assumed to take place only within the fluid phase (one-sided model). The parameter $D$ is the diffusion coefficient of S-mandelic acid in water.

2.2 Lattice Boltzmann formulation

**Flow field solver** The flow field behavior, described by the incompressible Navier-Stokes (NS) and continuity equations, is modeled using the classical isothermal lattice Boltzmann (LB) formulation consisting of the now-famous stream-collide operators:

$$f_{\alpha}(r + c_{\alpha} \delta t, t + \delta t) - f_{\alpha}(r, t) = \delta t \Omega_{\alpha}(r, t) + \delta t F_{\alpha},$$

where $f_{\alpha}$ and $c_{\alpha}$ are the discrete populations and corresponding particle velocity vectors, $r$ and $t$ are the position in physical space and time, $\delta t$ is the time-step size. $F_{\alpha}$ represents contributions from external body forces defined as [14]:

$$F_{\alpha} = w_{\alpha} \left( 1 - \frac{\delta t}{2} \right) \left[ \frac{F \cdot c_{\alpha}}{c_{s}^{2}} + \left( u \otimes F + u \otimes F^{\dagger} \right) \left( c_{\alpha} \otimes c_{\alpha} - c_{s}^{2} I \right) \right].$$

Here $F$ is the external body force vector, $u$ is the local fluid velocity vector, $I$ is the unit rank-two tensor, $c_{s}$ is the so-called lattice sound speed, $w_{\alpha}$ are weights associated to each discrete velocity and $\tau_{f}$ is the relaxation time. Here, the external body force also includes interaction with the solid phase as [2]:

$$F = -h \tau_{f} (1 + \phi)^{2} (1 - \phi) u, \left( \frac{1}{4W_{0}^{2}} \right),$$

where $\phi$ is the phase indicator detailed in the next paragraphs, $W_{0}$ is the interface thickness tied to the phase-field solver and $h$ is a dimensionless constant, chosen as $h = 2.757$ following [2]. Due to the absence of fluid velocity within the solid crystal, the fluid velocity $u$ is updated as:

$$u^{*} = \left( \frac{1 - \phi}{2} \right) u,$$

where the re-defined fluid velocity $u^{*}$ is used in the equilibrium distribution function [2]. The collision operator $\Omega_{\alpha}$ follows the linear Bhatnagar-Gross-Krook approximation:

$$\Omega_{\alpha} = \frac{1}{\tau_{f}} \left[ f_{\alpha}^{eq} - f_{\alpha} \right],$$

where $f_{\alpha}^{eq}$ is the discrete isothermal equilibrium distribution function (EDF) defined as:

$$f_{\alpha}^{eq} = \rho w_{\alpha} \sum_{i} \frac{1}{i!c_{s}^{2}} a_{i}^{eq}(u) \cdot \mathcal{H}_{i}(c_{\alpha}),$$

where $a_{i}^{eq}$ and $\mathcal{H}_{i}(c_{\alpha})$ are the corresponding multivariate Hermite coefficients and polynomials of order $i$ [22]. Further information on the expansion along with detailed expressions of the EDF
can be found in \[18, 20, 43\]. In the present work, an extended range of stability is obtained by using a central Hermite multiple relaxation time implementation; corresponding details can be found in \[19\]. The relaxation time \(\tau_f\) is tied to the fluid kinematic viscosity, \(\nu\), as:

\[
\tau_f = \frac{\nu}{c_s^2} + \frac{\delta_t}{2}.
\] (2.10)

It must be noted that conserved variables, i.e., density and momentum are defined as moments of the discrete distribution function:

\[
\rho = \sum \alpha f_{\alpha},
\] (2.11)
\[
\rho u = \sum \alpha c_{\alpha} f_{\alpha}.
\] (2.12)

**Advection-diffusion-reaction solver for supersaturation field** The space/time evolution equation of the supersaturation field \(U\) is modeled using an advection-diffusion-reaction LB-based discrete kinetic equation. It is defined as \[21, 23, 39\]:

\[
g_{\alpha}(\mathbf{r} + c_{\alpha} \delta_t \mathbf{r} + \delta_t \mathbf{i}) - g_{\alpha}(\mathbf{r}, t) = \delta_t \Omega_{\alpha}(\mathbf{r}, t) + \delta_t \omega_{\alpha},
\] (2.13)

where \(g_{\alpha}\) are the corresponding discrete populations and \(\omega_{\alpha}\) is the source term:

\[
\omega_{\alpha} = -w_{\alpha} \frac{\partial \phi}{\partial t}.
\] (2.14)

The collision operator \(\Omega_{\alpha}\) for the supersaturation field is:

\[
\Omega_{\alpha} = \frac{1}{\tau_U} \left[ g_{\alpha}^{(eq)} - g_{\alpha} \right].
\] (2.15)

where \(g_{\alpha}^{(eq)}\) is the EDF defined as:

\[
g_{\alpha}^{(eq)} = w_{\alpha} U \left[ 1 + \frac{c_{\alpha} \cdot \mathbf{u}}{c_s^2} \right].
\] (2.16)

The supersaturation is the zeroth-order moment of \(g_{\alpha}\):

\[
U = \sum \alpha g_{\alpha}.
\] (2.17)

and the relaxation coefficient is tied to the diffusion coefficient of mandelic acid in the aqueous solution, \(D\), as:

\[
\tau_U = Dq(\phi) \frac{\delta_t}{c_s^2} + \frac{\delta_t}{2}.
\] (2.18)
**Solver for phase-field equation**  The phase-field equation is modeled using a modified LB scheme defined as \[6, 52\]:

\[
a^2_s(n)h_\alpha(r + c_\alpha \delta_r, t + \delta_t) = h_\alpha(r, t) - \left(1 - a^2_s(n)\right)h_\alpha(r + c_\alpha \delta_r, t) - \frac{1}{\tau_\phi(r, t)} [h_\alpha(r, t) - h^{eq}_\alpha(r, t)] + w_\alpha Q_\phi(r, t) \frac{\delta_t}{\tau_0}, \tag{2.19}
\]

where the scalar function \(Q_\phi\) is the source term of the phase-field defined as:

\[
Q_\alpha = (\phi - \phi^3) + \lambda U (1 - \phi^2)^2, \tag{2.20}
\]

while the EDF, \(h^{eq}_\alpha\), is defined as:

\[
h^{eq}_\alpha = w_\alpha \left( \phi - \frac{1}{c^2} c_\alpha \frac{W_0^2}{\tau_0} |\nabla \phi|_2^2 \frac{\partial (a_s(n)^2 \delta_r)}{\partial \nabla \phi} \right). \tag{2.21}
\]

where \(\delta_r\) is the grid-size. The local value of the order parameter \(\phi\) is computed as:

\[
\phi = \sum_\alpha h_\alpha, \tag{2.22}
\]

while the relaxation is set to:

\[
\tau_\phi = \frac{1}{c^2} a^2_s(n) \frac{W_0^2}{\tau_0} + \frac{\delta_r}{2}. \tag{2.23}
\]

### 3 Experimental setup

Experimental data for the growth rates have been obtained in the single-crystal growth cell \[3,13\] illustrated in Fig. 2. The supersaturated aqueous solution of mandelic acid is pumped into a constant-temperature cylindrical crystallization cell, with solution temperatures varying between 20 and 30 °C. The temperature within the cell is maintained constant via a water-based cooling/heating system connected to a Pt-100 sensor monitoring the temperature inside the cell. Vessel 2, denoted V2 in Fig. 2, contains a saturated solution at temperature \(T_2\) while vessel 1 (V1) was set to a lower temperature \(T_1\), corresponding to the temperature of the cell. To create the supersaturated solution, the initially saturated solution in V2 is pumped into V1 and cooled down to \(T_1\) before entering the growth cell. This effectively allows to control the supersaturation level of the incoming solution by choosing temperature \(T_1\). In the present case, the supersaturation is defined as \[34\]:

\[
U = \frac{C_{sat,2} - C_{sat,1}}{C_{sat,1}} \tag{3.1}
\]
Figure 2: Single-crystal growth cell used for all experiments: (a) photograph; (b) Schematic diagram of experimental arrangement for the measurement of growth rate of a single crystal [3,13].

To start the experiment, the supersaturated solution is continuously pumped from vessel 1 to the growth cell, in which a single (S)-mandelic crystal is glued on the pin head of a crystal holder. Then, the solution is recycled to vessel 2 and the concentration of the solution is compensated. In that way, a stable degree of supersaturation is guaranteed during the whole process. A microscope with camera (Stemi2000C, company Carl Zeiss) is used to take pictures of the single crystal at every one hour. The images are afterwards post-processed by applying Carl Zeiss’ Axio Vision software [13]. A picture of the single-crystal cell is shown in Fig. 2.

4 Simulations and analysis of the results

4.1 Validation

4.1.1 Self-convergence of the numerical solver

Based on the experiments, the evolution of mandelic acid without enantiomers follows habits with hexagonal symmetry. First, before going into further validation steps against experimental results, we look into the convergence behavior of the numerical scheme. To that end growth simulations are conducted using the hexagonal anisotropy function that will be used for the remainder of this work, starting with a rhombic initial seed. The seed is placed at the center of a fully periodic rectangular domain, with a length of 31 and a width of 26 mm. The perimeter of the initial rhombic crystal is 6.9 mm and the initial supersaturation is set to $U = 0.06$. Simulations are conducted using four different spatial resolutions, $\delta_r \in \{0.04, 0.025, 0.02, 0.0125\}$ mm. Since the overall size of the numerical domain is kept fixed, an improved spatial resolution automatically comes with a larger number of grid points.
Figure 3: Left: $\phi = 0$ iso-contour, showing the boundary of the solid crystal (only the central part of the numerical domain is shown) after 16 hours; Right: Evolution of function $\phi$ in space along the line joining the center of the domain at (0,0) and point (4 mm,0) for $U = 0.06$ at increasing spatial resolution (grids with $775 \times 650$, $1240 \times 1040$, $1550 \times 1300$, and $2480 \times 2080$ points, respectively).

The highest resolution simulation with $2480 \times 2080$ points is used as reference to compute relative errors at the three lower spatial resolutions. The $l^2$ relative error norm is calculated based on the $\phi$-profiles plotted along the $x$-direction on the centerline starting from the center of the domain (0,0) in positive $x$-direction until point (4 mm,0). The corresponding profiles along with the crystal shape obtained after 16 hours are shown in Fig. 3. The $l^2$ norm is defined as:

$$E_{l^2} = \sqrt{\frac{\sum_i (\phi_i - \phi_{ref,i})^2}{\sum_i \phi_{ref,i}^2}}$$ (4.1)

where $\phi$ represents a lower resolution and $\phi_{ref}$ denotes the highest resolution (used as reference). The errors obtained from the different simulations are illustrated in Figure 4.
As observed from this plot, the numerical scheme is convergent as the error decreases with resolution. Furthermore, as expected from theoretical analyses, a second-order convergence is obtained in space.

### 4.1.2 Validation against experimental data

Next, to showcase the ability of the model to correctly reproduce the behavior of the real system, 2-D simulations are considered using the real reactor geometry. The simplification to two-dimensional simulations is justified by the fact that, in all conditions considered here, the crystal follows a platelet growth mode indicating clear separation of scales between growth in the axial and planar directions, in connection to a symmetry of the flow field [15]. The geometry used for the simulations is shown in Fig. 5. First, configurations are considered where forced convection is negligible. For all experiments presented in this section the initial seed is a rhombic crystal. Two different initial supersaturations are considered, namely $U = 0.06$ and $U = 0.11$ for the same temperature, $T = 20^\circ$C. The diffusion coefficient of mandelic acid in the aqueous solution under the conditions considered here is $D = 4.273 \times 10^{-4}$ mm$^2$/s [9] and the other physical parameters are listed in table 1. Based on the excellent agreement observed in the previous section, all simulations are conducted with a spatial resolution of $\delta_r = 0.025$ mm. The interface thickness is set to $W_0 = 0.05$ mm, the relaxation time to $\tau_0 = 11$ s, and the coupling coefficient $\lambda = 3$ was treated as a numerical parameter, consistently with the standard phase-field method for dendrite growth [37]. At the walls of the reactor, zero-flux boundary conditions are applied to both the species and phase fields via the anti-bounce-back scheme. At the inlet a constant supersaturation is imposed. Details on the implementation can be found in [28].

Simulation results are compared to experiments and validated both qualitatively using the crystal shape, and quantitatively by comparing the growth rate.
Table 1: Physical parameters for a single S-ma crystal growth [41,46,55]

| Surface energy [Jm$^{-2}$] | Melting temperature [K] | Volumetric heat capacity [J/m$^3$K] | Latent heat [J/m$^3$] | Capillary length [m] |
|---------------------------|------------------------|--------------------------------------|----------------------|---------------------|
| 0.05                      | 392                    | 1.7 $\times$ 10$^6$                  | 6.6 $\times$ 10$^7$  | 7.65 $\times$ 10$^{-9}$ |

Figure 5: Reactor geometry employed for all simulations.

Figure 6: Method used to number the crystal sides and the associated normal directions [3].

To measure the crystal growth rate in both experiments and numerical calculations, the average length quantifying the crystal size is introduced following [3] as illustrated in Fig. 6:

- Connect opposite sides via their centers.
- Identify the crystal center as the intersection between those lines.
- Number the different sides as shown in Fig. 6.
- Compute the lengths of the corresponding normal distance from the center identified in the previous step ($L_1$, $L_2$, $L_3$, $L_4$, $L_5$ and $L_6$).
- The average normal length is simply defined as $L_{avg} = (L_1 + L_2 + L_3 + L_4 + L_5 + L_6) / 6$.

The experiments are systematically conducted over a period of 12 hours. The average length is computed every hour and subsequently fitted with a linear function to extract an average growth rate $G_{th} = L_{avg} / t$, where $t$ is the corresponding growth time during the crystallization process. The evolution of the crystal shape in both experiments and simulations are illustrated in Figures 7 and 8.
Figure 7: Contours of an (S)-mandelic acid crystal vs time as obtained from (a) experiments [3] and (b) simulations. The supersaturation is $U = 0.06$ in both cases. The spatial scale is the same in all images, enabling a direct comparison.

Figure 8: Contours of the (S)-mandelic acid crystal vs time as obtained from simulations for $U = 0.11$.

A visual comparison regarding crystal shape and size over time for $U = 0.06$ points to a good agreement between experiments and simulations. For $U = 0.11$ only numerical results are shown since experimental snapshots are not available. To validate the results in a quantitative manner, the growth rates corresponding to the six different sides of the crystal for both supersaturations as obtained from experiments and simulations are compared in Table 2.

$R^2$ is the coefficient of determination shown here to characterize the reliability of the linear regression used to extract growth rates. Representing the length of side $i$ measured at time $t$ in experiments as $L_i(t)$ and the value of the linear function as $L'_i(t)$ the coefficient is computed as:

$$R^2 = 1 - \frac{A_{\text{res}}}{A_{\text{tot}}}, \quad (4.2)$$

where the residual sum of squares is:

$$A_{\text{res}} = \sum_i (L_i(t) - L'_i(t))^2, \quad (4.3)$$

and the total sum of squares is:

$$A_{\text{tot}} = \sum_i (L_i(t) - \bar{L}_i)^2, \quad (4.4)$$
Table 2: Comparisons between experiments and simulations for supersaturation $U = 0.06$ and $U = 0.11$.

| Cases       | Experiments | Simulations |
|-------------|-------------|-------------|
| Number      | I           | II          | I           | II          |
| Supersaturation(%) | 0.06       | 0.11       | 0.06       | 0.11       |
| Seed perimeter (mm) | 6.9        | 9.5        | 6.9        | 9.5        |
| Parameter   | Slope       | $R^2$       | Slope       | $R^2$       | Slope       | Slope       |
| Normal 1    | 0.07        | 0.99       | 0.14       | 0.98       | 0.08        | 0.14       |
| Normal 2    | 0.09        | 0.97       | 0.14       | 0.94       | 0.08        | 0.14       |
| Normal 3    | 0.00        | 0.10       | 0.00       | 0.50       | 0.01        | 0.02       |
| Normal 4    | 0.06        | 0.94       | 0.06       | 0.78       | 0.08        | 0.14       |
| Normal 5    | 0.03        | 0.92       | 0.08       | 0.86       | 0.08        | 0.14       |
| Normal 6    | 0.00        | 0.20       | 0.09       | 0.93       | 0.01        | 0.02       |
| Average growth rate $G_{th}$ (mm/h) | 0.06 | 0.1 | 0.057 | 0.10 |

where $\bar{L}_i$ represents the average over all data points.

A direct comparison of the growth rates for both values of $U$ confirms the very good agreement between experimental observations and numerical simulations. For $U = 0.06$, the growth rate is numerically underpredicted by less than 6%. At $U = 0.11$, the relative difference is even reduced to 2%. This proves the ability of the numerical model to capture the growth of (S)-mandelic acid in a pure aqueous environment. At higher supersaturation, $U = 0.11$, the crystal experiences an expected faster growth as compared to the lower supersaturation case, $U = 0.06$. It is interesting to take a closer look into the effects of supersaturation on growth rate.

### 4.1.3 Impact of supersaturation on growth rate

In order to have a better understanding of the effect of supersaturation on crystal growth dynamics we keep a configuration similar to the previous one, but considering many more supersaturation values, $U \in \{0.06, 0.085, 0.11, 0.15, 0.2\}$. In all simulations presented in this section, the initial seed size and geometry follow that of configuration I in the previous section, see Table 2. The evolution of the crystal shape over time as obtained from these simulations are shown in Fig. 9. In Fig. 9 the facets of the crystal start deviating from a straight line resulting from the onset of primary branching instabilities. This usually occurs when the initial value of supersaturation is sufficiently large.
Figure 9: Boundaries of the single crystal of (S)-mandelic acid (iso-contours of $\phi = 0$) at time $t=0$ (blue), 4 (red), 8 (black), 12 hours (purple) as a function of supersaturation: (top-left) $U = 0.085$, (top-right) $U = 0.11$, (bottom-left) $U = 0.15$, and (bottom-right) $U = 0.2$.

Furthermore, the data representing average growth rate are listed in Table 3. As expected, higher supersaturations lead to faster crystal growth. It is worth to note that the average growth rate of the crystal can be very well approximated in the considered range as a linear function of supersaturation with slope one. Another parameter that has been observed experimentally to affect growth dynamics, especially during the early phase, is the initial seed size, better quantified via its perimeter. We will look into that effect in the next section.

### 4.1.4 Impact of initial size on growth rate

To quantify the effects of initial seed size, which is known to be sometimes important [45], a configuration with supersaturation $U = 0.06$ at crystallization temperature $T = 20^\circ$C has been retained. Seeds with the same initial rhombic shape but different sizes have been simulated; the initial seed perimeters are $P \in \{6.9, 6.96, 8.4, 8.8\}$ mm, corresponding to available experimental data. The resulting growth rate data and parameters extracted from the experiments are listed in Table 4. Simulations with exactly the same configurations have been conducted. The corresponding results are listed in Table 5. Both experiments and simulations, while in fair agreement with
Table 4: Impact of initial seed size in experiments with supersaturation $U = 0.06$

| Experiment Number | I(1) | I(2) | I(3) | I(4) |
|-------------------|------|------|------|------|
| Perimeter (mm)    | 6.9  | 6.96 | 8.4  | 8.8  |
| Parameter         | Slope $R^2$ | Slope $R^2$ | Slope $R^2$ | Slope $R^2$ |
| Normal 1          | 0.07 | 0.99 | 0.09 | 0.99 | 0.09 | 0.99 | 0.10 | 0.98 |
| Normal 2          | 0.09 | 0.97 | 0.09 | 0.99 | 0.12 | 0.98 | 0.10 | 0.97 |
| Normal 3          | 0.00 | 0.10 | 0.01 | 0.24 | 0.01 | 0.67 | 0.02 | 0.82 |
| Normal 4          | 0.06 | 0.94 | 0.03 | 0.92 | 0.07 | 0.94 | 0.07 | 0.85 |
| Normal 5          | 0.03 | 0.92 | 0.03 | 0.89 | 0.06 | 0.94 | 0.05 | 0.98 |
| Normal 6          | 0.00 | 0.20 | 0.01 | 0.45 | 0.03 | 0.85 | 0.00 | 0.10 |
| Average growth rate $G_{ih}$ (mm/h) | 0.06 | 0.06 | 0.06 | 0.07 |

Table 5: Impact of initial seed size in simulations with supersaturation $U = 0.06$

| Simulation Number | I(1) | I(2) | I(3) | I(4) |
|-------------------|------|------|------|------|
| Perimeter (mm)    | 6.9  | 6.96 | 8.4  | 8.8  |
| Parameter         | Slope | Slope | Slope | Slope |
| Normal 1          | 0.08 | 0.08 | 0.082 | 0.082 |
| Normal 2          | 0.08 | 0.08 | 0.082 | 0.082 |
| Normal 3          | 0.01 | 0.01 | 0.012 | 0.016 |
| Normal 4          | 0.08 | 0.08 | 0.082 | 0.082 |
| Normal 5          | 0.08 | 0.085 | 0.085 | 0.082 |
| Normal 6          | 0.01 | 0.01 | 0.012 | 0.015 |
| Average growth rate $G_{ih}$ (mm/h) | 0.0567 | 0.0575 | 0.0592 | 0.0598 |
each other, point to the fact that the average growth rate is only slightly affected by the initial seed size. The effect appears to be somewhat stronger for a larger initial seed. The growth behavior over time is illustrated in Fig. 10. The results for initial perimeters 6.9 and 6.96 mm cannot be differentiated visually. For a larger initial seed, the differences between 8.4 and 8.8 mm can be recognized, but only a minute increase in average growth rate can be recognized. It can be concluded that, compared to supersaturation, the influence of initial seed size is minor. Still, a larger initial seed corresponds to a slightly increased growth rate.

All the previous results have been obtained while neglecting any convection effect around the crystal. However, it is known that forced convection might lead to asymmetric crystal growth. This will be explored next.

### 4.2 Ventilation effects

In the real single-crystal reactor the incoming flow of (S)-mandelic acid in water might have a large impact on crystal growth rate and shape development. The aim of the present section is to check and quantify this point.

**Validation in presence of convection** First, we validate the numerical model against available experimental data taking into account the real inflow conditions used in the reactor cell. For this purpose, and following the experimental settings [27], a hexagonal seed of perimeter $P = 3.7$ mm is used. The initial supersaturation is $U = 0.045$, the Reynold number $Re = 17.2$. Here, we keep the same Reynold number as the experiment [27]. The results, represented by the crystal shape, are compared over time via snapshots taken every two hours over an overall growth period of 16 hours, as shown in Fig. [11].
It is observed that the evolution of the crystal shape over time as obtained from both experiment and simulation are in good agreement with each other; they both point to a non-symmetrical growth. The constant inflow of a solution with a higher concentration hitting the inlet-facing sides of the crystal subjects them to noticeably larger gradients at the interface, as compared to the other, leeward sides; this induces lower adsorption rates at the latter. As a result the (S)-mandelic crystal grows faster on the sides facing the inflow, leading to a steady increase of the aspect ratio, defined as the ratio of the horizontal size of the crystal to its vertical size. This is clearly visible in Fig. 12 where both the velocity and supersaturation fields at $t = 16$ hours are shown.

To further illustrate the effects of hydrodynamics on the crystal habit, the effect of the Reynolds number and of the initial orientation of the seed are considered numerically.

**Effect of Reynolds number** For this purpose, the supersaturation is kept constant at $U = 0.045$. The Reynolds number is the most important non-dimensional parameter of fluid dynamics, comparing quantitatively convective effects to dissipation by viscosity. It is defined as:

$$\text{Re} = \frac{u \text{in} \rho}{\nu f}.$$  (4.5)
where \( P \) is the initial seed perimeter. Two different Reynolds numbers, i.e. \( \text{Re} = 8.6 \) and 17.2, are considered. The obtained crystal shape and velocity fields are shown in Fig. 13.

Figure 13: Convection effects on (S)-mandelic acid crystal growth after 10 hours for \( U = 0.045 \) and two different Reynolds numbers. Left side: \( \text{Re} = 17.2 \); Right side: \( \text{Re} = 8.6 \). The white line represents the crystal boundary taking into account the flow (ventilation effect), while the grey line shows the same results in the absence of any inflow.

As expected, higher inlet velocities hitting the inflow-facing sides of the crystal result in a faster growth in that direction; the resulting asymmetry becomes more marked, leading to elongated crystals in the horizontal direction for the present setup. This is particularly clear looking at Fig. 14. After 10 hours, the aspect ratio for \( \text{Re} = 17.2 \) is already more than twice as large than for \( \text{Re} = 8.6 \).

Figure 14: Evolution of the aspect ratio vs time for Reynolds numbers \( \text{Re} = 8.6 \) and 17.2.

**Effect of the initial orientation of the seed**  To show the effect of seed orientation, four simulations have been carried out with the same Reynolds number, \( \text{Re} = 17.2 \), but with different initial orientations, namely \( \theta \in \{0, \frac{\pi}{12}, \frac{\pi}{6}, \frac{\pi}{4}\} \). This choice of tilt is motivated by the six-fold symmetry of the crystal natural habit, so that only the \( 0-\pi/3 \) range is relevant. The obtained crystal habits after
10 hours along with the corresponding velocity fields are illustrated in Fig. 15.

Figure 15: Effect of initial seed orientation on (S)-mandelic acid crystal growth after 10 hours for $U = 0.045$.
Top left: without rotation; Top right: initial rotation of $\frac{\pi}{12}$ (clockwise rotation); Bottom left: initial rotation of $\frac{\pi}{6}$; Bottom right: initial rotation of $\frac{\pi}{4}$. The white line represents the crystal boundary taking into account the flow, while the green line shows the same results in the absence of any inflow.

It is seen that the initial orientation not only affects the symmetry of the crystal, but also its average growth rate. Taking into account convective effects and initial seed orientation, the crystal habits become highly asymmetrical. It is also observed that a slight initial rotation in clockwise direction can result in a final habit showing preferential counter-clockwise orientation, due to a strong interaction with the convective flow field.

**Improving symmetrical growth in presence of convection using a baffle** As seen from the previous simulations, the overall shape of the crystal varies considerably as function of the Reynolds number. It was mentioned earlier that the regularity of the crystal shape is a property of high interest regarding the final products performance. Therefore, it is desirable to find a simple geometrical modification to the single-crystal growth cell leading to isotropic growth rates and a desired final aspect ratio. For this purpose, a simple flat baffle has been placed in the simulation directly in front of the inlet in order to prevent a direct impact of the incoming flow onto the growing seed. Three different configurations (different position, different size) of the baffles have been compared. The resulting configurations are illustrated in Fig. 16; configuration 1 is the original case, without any baffle.
To check the robustness of the proposed modification with the three different baffles (plus the original case), two different Reynolds numbers (Re = 8.6 or 17.2), and two different initial seed orientations (θ=0 or π/6) have been considered, making up for a total of (4 × 2 × 2 =) 16 different cases. All numerical results after 10 hours of growth are shown in Figs. 17 (for Re=17.2) and 18 (for Re= 8.6).
Figure 18: Numerical prediction for the growth on (S)-mandelic acid crystal after 10 hours for $U = 0.045$ and $Re = 8.6$. First column: original configuration, without baffle; second column: baffle configuration 2; third column: baffle configuration 3; fourth column: baffle configuration 4. Top line (a): without any rotation of the initial seed; Bottom line (b): with initial rotation of the seed by $\pi/6$.

To quantify the effects of the baffles on the quality of the crystal, a quality parameter is defined as $Q = \max(L_i) / \min(L_i)$ where index $i \in \{0, \ldots, 5\}$ covers the length of all sides of the resulting crystal. Parameter $Q$ quantifies non-isotropic growth, with $Q = 1$ (the minimum value) corresponding to a perfectly isotropic growth, while an increasing value of $Q$ corresponds to growing non-isotropy. The values of crystal quality as obtained from all simulations after 10 hours of growth are listed in Table 6. From Table 6 it is clearly observed that, while all baffles contribute to reducing asymmetrical growth, the larger one, i.e. baffle 3, leads to the best crystal quality in terms of symmetry for all considered conditions. It successfully reduces deviations from perfect symmetry by about 20% for $Re = 8.6$ and 30% for $Re = 17.2$. Since the complexity of the experimental setup would not be significantly increased by adding a baffle, such a modification is recommended for further studies.

| $Q$   | $Re=8.6;\text{tilt}=0$ | $Re=8.6;\text{tilt}=\pi/6$ | $Re=17.2;\text{tilt}=0$ | $Re=17.2;\text{tilt}=\pi/6$ |
|-------|------------------------|-----------------------------|-------------------------|-----------------------------|
| No Baffle | 1.28       | 1.23                       | 1.625                   | 1.59                       |
| Baffle 1  | 1.22       | 1.21                       | 1.41                    | 1.39                       |
| Baffle 2  | 1.13       | 1.16                       | 1.24                    | 1.21                       |
| Baffle 3  | 1.05       | 1.07                       | 1.14                    | 1.12                       |

5 Conclusions and perspectives

In this work, a numerical model based on lattice Boltzmann has been developed and validated to describe crystal growth. It has been shown to correctly capture the dynamics of (S)-mandelic acid crystal growth. The numerical simulations were compared to experimental data from a single-crystal growth reactor and are in very good agreement. The model was then used to investigate the
effects of important parameters such as supersaturation and initial seed size on growth dynamics. It was depicted that higher supersaturation levels lead to much faster growth rates; the impact of a larger initial seed crystal is by far not as strong, but increases slightly the growth rate as well. It was also demonstrated that hydrodynamics can have pronounced effects on both average growth rate and habit, and may lead to a clear rupture of symmetry. The evolution of the crystal habit was shown to change significantly with the Reynolds number, but also with the initial orientation of the seed with respect to the incoming flow. Finally, a simple modification of the reactor geometry was proposed to minimize non-symmetrical growth. This will be tested in later experiments. While the model was successfully applied in the present study to pure (S)-mandelic acid crystal growth under isothermal conditions, in the future, these simulations will be extended to more complex situations involving a mixture of both (S)- and (R)-mandelic acid and taking into account temperature changes.

Acknowledgments

Q.T. would like to acknowledge the financial support by the EU-program ERDF (European Regional Development Fund) within the Research Center for Dynamic Systems (CDS). S.A.H. acknowledges the financial support of the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) in TRR 287 (Project-ID 422037413). The authors gratefully acknowledge the computing time granted by the Universität Stuttgart-Höchstleistungsrechenzentrum Stuttgart (HLRS); all calculations for this publication were conducted with computing resources provided under project number 44216.

References

[1] A. Alvarez Rodrigo, H. Lorenz, and A. Seidel-Morgenstern. Online monitoring of preferential crystallization of enantiomers. Chirality: The Pharmacological, Biological, and Chemical Consequences of Molecular Asymmetry, 16(8):499–508, 2004.
[2] C. Beckermann, H. J. Diepers, I. Steinbach, A. Karma, and X. Tong. Modeling melt convection in phase-field simulations of solidification. Journal of Computational Physics, 154(2):468–496, 1999.
[3] J. Bianco. Single-crystal growth kinetics in a chiral system. Master Thesis. Otto von Guericke University Magdeburg, 2009.
[4] W. J. Boettinger, J. A. Warren, C. Beckermann, and A. Karma. Phase-field simulation of solidification. Annual Review of Materials Research, 32(1):163–194, 2002.
[5] H. G. Brittain. Mandelic acid. In Analytical Profiles of Drug Substances and Excipients, volume 29, pages 179–211. Elsevier, 2002.
[6] A. Cartalade, A. Younsi, and M. Plapp. Lattice boltzmann simulations of 3d crystal growth: Numerical schemes for a phase-field model with anti-trapping current. Computers & Mathematics with Applications, 71(9):1784–1798, 2016.
[7] S. Chakraborty and D. Chatterjee. An enthalpy-based hybrid lattice-boltzmann method for modelling solid–liquid phase transition in the presence of convective transport. Journal of Fluid Mechanics, 592:155–175, 2007.
[8] L. Q. Chen and W. Yang. Computer simulation of the domain dynamics of a quenched system with a large number of nonconserved order parameters: The grain-growth kinetics. Physical Review B, 50(21):15752, 1994.

[9] Y. Chenyakin, D. A. Ullmann, E. Evoy, L. Renbaum-Wolff, S. Kamal, and A. K. Bertram. Diffusion coefficients of organic molecules in sucrose–water solutions and comparison with stokes–einstein predictions. Atmospheric Chemistry and Physics, 17(3):2423–2435, 2017.

[10] L. Codan, C. F. Eckstein, and M. Mazzotti. Growth kinetics of s-mandelic acid in aqueous solutions in the presence of r-mandelic acid. Crystal Growth & Design, 13(2):652–663, 2013.

[11] G. Coquerel. Preferential crystallization. Novel Optical Resolution Technologies, pages 1–51, 2006.

[12] J. Gänisch, N. Huskova, K. Kerst, E. Temmel, H. Lorenz, M. Mangold, G. Janiga, and A. Seidel-Morgenstern. Continuous enantioselective crystallization of chiral compounds in coupled fluidized beds. Chemical Engineering Journal, page 129627, 2021.

[13] L. Gou, H. Lorenz, and A. Seidel-Morgenstern. Investigation of a chiral additive used in preferential crystallization. Crystal Growth & Design, 12(11):5197–5202, 2012.

[14] Z. Henniges, S.A. Hosseini, D. Thévenin, A. Seidel-Morgenstern, and H. Lorenz. Towards predictive numerical models for single crystal growth: validation of the velocity field. In Proc. 24th International Workshop on Industrial Crystallization BIWIC2017, 2017.

[15] M. D. Higgins. Numerical modeling of crystal shapes in thin sections: estimation of crystal habit and true size. American Mineralogist, 79(1-2):113–119, 1994.

[16] G. Hofmann. Kristallisation in der industriellen Praxis. John Wiley & Sons, 2004.

[17] S. A. Hosseini. Development of a lattice Boltzmann-based numerical method for the simulation of reacting flows. PhD thesis, Université Paris-Saclay & Otto-von-Guericke university, 2020.

[18] S. A. Hosseini, P. Berg, F. Huang, C. Roloff, G. Janiga, and D. Thévenin. Central moments multiple relaxation time lbm for hemodynamic simulations in intracranial aneurysms: An in-vitro validation study using piv and pc-mri. Computers in Biology and Medicine, 131:104251, 2021.

[19] S. A. Hosseini, C. Coreixas, N. Darabiha, and D. Thévenin. Extensive analysis of the lattice boltzmann method on shifted stencils. Physical Review E, 100(6):063301, 2019.

[20] S. A. Hosseini, N. Darabiha, and D. Thévenin. Lattice boltzmann advection-diffusion model for conjugate heat transfer in heterogeneous media. International Journal of Heat and Mass Transfer, 132:906–919, 2019.

[21] S. A. Hosseini, N. Darabiha, and D. Thévenin. Compressibility in lattice Boltzmann on standard stencils: effects of deviation from reference temperature. Philosophical Transactions of the Royal Society A, 378(2175):20190399, 2020.

[22] S. A. Hosseini, A. Eshghinejadfard, N. Darabiha, and D. Thévenin. Weakly compressible lattice Boltzmann simulations of reacting flows with detailed thermo-chemical models. Computers & Mathematics with Applications, 79(1):141–158, 2020.

[23] J. H. Jeong, N. Goldenfeld, and J. A. Dantzig. Phase field model for three-dimensional dendritic growth with fluid flow. Physical Review E, 64(4):041602, 2001.

[24] A. Karma and W. J. Rappel. Phase-field method for computationally efficient modeling of solidification with arbitrary interface kinetics. Physical Review E, 53(4):R3017, 1996.

[25] A. Karma and W. J. Rappel. Quantitative phase-field modeling of dendritic growth in two and three dimensions. Physical Review E, 57(4):4323, 1998.

[26] L. Klukas. Einzelkornuntersuchungen zum Kristallwachstum in chiralen Systemen. Internal report Magdeburg-Stendal University of Applied Sciences, Magdeburg, 2006.

[27] T. Krüger, H. Kusumaatmaja, A. Kuzmin, O. Shardt, G. Silva, and E. M. Viggan. The lattice Boltz-
mann method, volume 10. Springer, 2017.

[29] G. Lin, J. Bao, and Z. Xu. A three-dimensional phase field model coupled with a lattice kinetics solver for modeling crystal growth in furnaces with accelerated crucible rotation and traveling magnetic field. *Computers & Fluids*, 103:204–214, 2014.

[30] H. Lorenz and A. Seidel-Morgenstern. Processes to separate enantiomers. *Angewandte Chemie International Edition*, 53(5):1218–1250, 2014.

[31] C. Y. Ma and X. Z. Wang. Crystal growth rate dispersion modeling using morphological population balance. *AIChE Journal*, 54(9):2321–2334, 2008.

[32] D. Medvedev, T. Fischaleck, and K. Kassner. Influence of external flows on crystal growth: Numerical investigation. *Physical Review E*, 74(3):031606, 2006.

[33] D. Medvedev and K. Kassner. Lattice boltzmann scheme for crystal growth in external flows. *Physical Review E*, 72(5):056703, 2005.

[34] J. W. Mullin. *Crystallization*. Elsevier, 2001.

[35] B. Nestler and A. Wheeler. Phase-field modeling of multi-phase solidification. *Computer Physics Communications*, 147(1-2):230–233, 2002.

[36] A. Perlberg, H. Lorenz, and A. Seidel-Morgenstern. Crystal growth kinetics via isothermal seeded batch crystallization: Evaluation of measurement techniques and application to mandelic acid in water. *Industrial & Engineering Chemistry Research*, 44(4):1012–1020, 2005.

[37] J. C. Ramirez, C. Beckermann, A. S. Karma, and H. J. Diepers. Phase-field modeling of binary alloy solidification with coupled heat and solute diffusion. *Physical Review E*, 69(5):051607, 2004.

[38] R. Rojas, T. Takaki, and M. Ohno. A phase-field-lattice boltzmann method for modeling motion and growth of a dendrite for binary alloy solidification in the presence of melt convection. *Journal of Computational Physics*, 298:29–40, 2015.

[39] Ponce D. S., S. Chen, and G. D. Doolen. Lattice boltzmann computations for reaction-diffusion equations. *The Journal of Chemical Physics*, 98(2):1514–1523, 1993.

[40] S. Sakane, T. Takaki, M. Ohno, Y. Shibuta, T. Shimokawabe, and T. Aoki. Three-dimensional morphologies of inclined equiaxed dendrites growing under forced convection by phase-field-lattice boltzmann method. *Journal of Crystal Growth*, 483:147–155, 2018.

[41] S. Satoh and T. Sogabe. The heat capacities of some organic compounds containing nitrogen and the atomic heat of nitrogen I. *Sci Pap Inst Phys Chem Res Tokyo*, 38:197–203, 1941.

[42] R. Schiedung, M. Tegeler, D. Medvedev, and F. Varnik. Simulation of capillary-driven kinetics with multi-phase-field and lattice boltzmann method. *Modelling and Simulation in Materials Science and Engineering*, 28(6):065008, 2020.

[43] X. Shan, X. F. Yuan, and H. Chen. Kinetic theory representation of hydrodynamics: a way beyond the Navier–Stokes equation. *Journal of Fluid Mechanics*, 550:413–441, 2006.

[44] M. Sharon, A. Durve, A. Pandey, and M. Pathak. *Mandelic Acid: Aha*. Partridge Publishing, 2018.

[45] S. Srisanga, A. E. Flood, S. C. Galbraith, S. Rugmai, S. Soontaranon, and J. Ulrich. Crystal growth rate dispersion versus size-dependent crystal growth: Appropriate modeling for crystallization processes. *Crystal Growth & Design*, 15(5):2330–2336, 2015.

[46] T. Suzuki and M. Oda. Specific surface free energy and the morphology of synthesized ruby single crystals. *Journal of crystal growth*, 318(1):76–78, 2011.

[47] T. Takaki, M. Ohno, Y. Shibuta, S. Sakane, T. Shimokawabe, and T. Aoki. Two-dimensional phase-field study of competitive grain growth during directional solidification of polycrystalline binary alloy. *Journal of Crystal Growth*, 442:14–24, 2016.

[48] Q. Tan, S. A. Hosseini, A. Seidel-Morgenstern, D. Thévenin, and H. Lorenz. Modeling ice crystal growth using the lattice boltzmann method. *Physics of Fluids*, 34(1):013311, 2022.

[49] M. B. Taylor. Summary of mandelic acid for the improvement of skin conditions. *Cosmet. Dermatol.*, 23
[50] D. Tourret, Y. Song, A. J. Clarke, and A. Karma. Grain growth competition during thin-sample directional solidification of dendritic microstructures: A phase-field study. *Acta Materialia*, 122:220–235, 2017.

[51] S. Vakili, I. Steinbach, and F. Varnik. Multi-phase-field simulation of microstructure evolution in metallic foams. *Scientific Reports*, 10(1):1–12, 2020.

[52] S. D. Walsh and M. O. Saar. Macroscale lattice-boltzmann methods for low peclet number solute and heat transport in heterogeneous porous media. *Water Resources Research*, 46(7), 2010.

[53] H. Wang, X. Yuan, H. Liang, Z. Chai, and B. Shi. A brief review of the phase-field-based lattice boltzmann method for multiphase flows. *Capillarity*, 2(3):33–52, 2019.

[54] A. Younsi and A. Cartalade. On anisotropy function in crystal growth simulations using lattice boltzmann equation. *Journal of Computational Physics*, 325:1–21, 2016.

[55] W. Zhang. Evolution of crystal morphologies to equilibrium by surface diffusion with anisotropic surface free energy in three dimensions. *Journal of crystal growth*, 297(1):169–179, 2006.

[56] E. M. Zirdehi and F. Varnik. Non-monotonic effect of additive particle size on the glass transition in polymers. *The Journal of Chemical Physics*, 150(2):024903, 2019.