Nitrogen Content Estimation of Apple Leaves Using Hyperspectral Analysis
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Leaf nitrogen content (LNC) is an important factor reflecting the growth quality of plants. We estimated the nitrogen content of apple leaves using hyperspectral wavelength analysis using the differential spectrum, differential spectrum transformation, and vegetation spectrum index with different derivative gaps. We then used the characteristic wavelengths extracted via the correlation coefficient method as the input vectors to the gradient boosting decision tree (GBDT) model for analysis and performed cross-validation to optimize the inversion model parameters. We analyzed the results with different input variables and loss functions and compared the GBDT model with other mainstream algorithm models. The results show that the $R^2$ value of the optimized GBDT inversion model is higher than that obtained using the random forest (RF) and support vector regression (SVR) models. Thus, the GBDT model is accurate, and the characteristic wavelength analysis is helpful for the tasks of real-time monitoring and detection of apple tree health.

1. Introduction

Nitrogen content is an important indicator of plant health and nutritional value, with the lack of nitrogen greatly reducing the photosynthetic yield of crops [1, 2]. Most traditional detection methods for leaf nitrogen content (LNC) use chemometric detection methods, such as the Kjeldahl method, but these conventional methods are time-consuming and complex. Recent advances in hyperspectral remote sensing technology make use of the principle that crops cause changes in reflectance spectra when subjected to nitrogen stress and have led to significant progress in rapid detection of LNC. Existing studies have examined the properties of different indices for wheat, rice, corn, and other crops [3–9].

Current LNC detection research generally uses multiple vegetation indices or hyperspectral sensitivity band reflectance as estimation factors, with the spectral bands concentrated in the visible near-infrared shortwave range (350–1100 nm) [10–14]. However, using the full-band original reflectance spectrum as an estimation factor reduces the generalization accuracy of the inversion model because the original reflectance spectrum usually includes background soil. Other researchers have shown that spectral derivative transformation effectively reduces soil background information and low-frequency noise, making the spectral estimation model more reliable [15].

At present, differential spectroscopy and the spectral index it constructs have been widely and successfully applied, and they are considered to be the best method to estimate plant physiological parameters [16, 17]. However, this method also greatly reduces the number of spectral input variables of the nitrogen content estimation model. In order to counteract the negative influence from the reduction of model input variables, researchers have performed secondary transformations on the constructed spectral index or differential spectrum, such as reciprocal, logarithm, first derivative of the reciprocal, and first derivative of the logarithm to build as many estimation factors as possible [1, 18, 19]. Others have selected an algorithm with a small dependence on the number of input variables for the nitrogen content estimation model. If the input variables are
representative and significant, these estimation models also achieve good results, as with partial least squares regression \cite{18, 20}, SVR \cite{19}, RF \cite{1, 21}, and GBDT \cite{22}. In this study, we perform differential processing on the original spectral data of apple leaves using different derivative gaps, construct the spectral parameters, and model them using the GBDT algorithm to achieve an accurate inversion of the nitrogen content of apple leaves.

2. Materials and Methods

2.1. Experimental Area. The research object of this paper is apple leaves. The sample collection site is located in Xicheng Town, Qixia City, Shandong Province, China (120°45' 24” east longitude, 37°19' 20” north latitude), which is located in a hilly mountainous area at an altitude of 210 meters. The site is within the temperate monsoon climate zone and has a mean annual precipitation level of 640 mm–846 mm, with a mean annual number of sunshine hours of 2659.9 hours and a mean annual temperature of 11.4°C. The average age of trees is 7–8 years, and the apple tree variety is Red Fuji at maturity.

2.2. Sample Collection and Measurement. To evaluate our approach, we collected apple samples on April 20 (floriculture stage), May 20 (new shoots flourishing stage), June 20 (spring shoots stop growing stage), and September 20 (autumn shoots stop growing stage), 2020. The sample included 158 apple trees from 4 apple orchards. We performed random sampling and included the leaves from different growth conditions as far as possible. We chose 4 mature healthy leaves of similar size and color from the periphery of the canopy, put them in a resealable bag immediately after removing the leaves, placed them in a foam box after sealing and numbering, and brought them back to the laboratory to measure the spectrum and LNC.

We performed spectral scanning on the samples using an AvaSpec-ULS2048 spectrometer (manufactured by the Dutch company AvaSpec) between 350 and 1100 nm, with a resolution of 3 nm and a sampling interval of about 1 nm. Before taking the measurement, we wiped the leaves to be measured with absorbent cotton. During the measurement itself, we placed a single-layer of blades flat on the black rubber surface, set the spectrometer’s field of view angle to 25°, and aimed the probe toward the middle of the measuring blades, with distance between the probe and blade as 6 cm. In order to reduce the effect of environmental changes, we measured each sample 10 times and calculated the average (mean) of the data as shown in Figure 1. Number 1 was the floriculture stage, number 2 was the new shoots flourishing stage, number 3 was the spring shoots stop growing stage, and number 4 was the autumn shoots stop growing stage. The experiment collected a total of 632 samples and randomly divided them into two groups: 70% of them, or 442 samples, were used as the training set; the other 30%, or 190 samples, were used as the prediction set. We also determined LNCs using the Kjeldahl method with dry samples.

2.3. Spectral Data Processing. Converting the original spectrum is an important measure for improving the accuracy of spectral diagnosis, reducing redundant spectrum interference, and improving the signal-to-noise ratio. In this study, we performed spectral conversions on the original spectrum of the leaves with methods such as one-stage differentiation of different derivative gaps, logarithmic, reciprocal, reciprocal derivative, and logarithmic derivative, to verify commonly used plant spectral indices.

The first transformation was the first-order differential with a differential gap of 1–30. The differential transformation formula is

\[
FD_i = \frac{R_{i+w} - R_{i-w}}{2w},
\]

where \(FD_i\) represents the first-order differential value at wavelength \(i\), \(R_i\) represents the hyperspectral reflectance value at wavelength \(i\), and \(w\) represents the derivative gap value. We then performed correlation analysis on the nitrogen content of apple leaves and the transformed first-order differential spectrum values. The analysis results are shown in Figure 2.

According to the correlation analysis results, we determined that five sensitive wavelengths are significantly related to the nitrogen content of apple trees under 30 derivative gaps, and we then constructed the spectral parameters of the nitrogen content of apple leaves. From high to low, they are FDW_{6, 806}, FDW_{5, 837}, FDW_{6, 813}, FDW_{17, 415}, and FDW_{17, 1001} (A_i/B and A_i represent the first-order differential value at derivative gap \(i\), and \(B\) represents the wavelength).

The second transformation applied reciprocal and logarithmic spectrum vector transformations to the original spectrum vector to obtain the reciprocal and logarithmic differential spectrum vectors. Figure 3 shows the correlation analysis between the spectrum vector and the nitrogen content. The variance of the correlation coefficient of the differential spectrum vector is large, and there is no
significant difference between the mean value of the absolute value of the correlation coefficient of the differential spectrum vector and the reciprocal and logarithmic spectrum vectors. Therefore, we also selected the spectral vector at the 775 nm wavelength of the reciprocal spectrum and the spectral vector at the 801 nm wavelength of the logarithmic spectrum as the characteristic vector for the study.

Finally, we selected six spectral indices with clear physical meaning and high recognition for comparative analysis. The calculation methods and literature sources of these indexes are shown in Table 1. According to existing research, the bands used by these indexes are in the visible and near-infrared range.

| Spectral index | Formula | References |
|----------------|---------|------------|
| NDVI705        | \( \frac{R_{750} - R_{705}}{R_{750} + R_{705}} \) | [10]        |
| mNDVI705       | \( \frac{R_{750} - R_{715}}{R_{750} + R_{715} + 2R_{445}} \) | [10]        |
| VOG3           | \( \frac{R_{734} - R_{747}}{R_{715} + R_{734}} \) | [13]        |
| PRI            | \( \frac{R_{531} - R_{570}}{R_{531} + R_{570}} \) | [23]        |
| NDCI           | \( \frac{R_{762} - R_{527}}{R_{762} + R_{527}} \) | [24]        |
| RVI3           | \( \frac{R_{810}}{R_{660}} \) | [25]        |

Table 1: Hyperspectral indices for nitrogen content estimation.

Figure 4 shows a graph of the correlation coefficient between the hyperspectral index of apples and the nitrogen content of apple leaves for different derivative gaps. The graph shows that the correlation between the hyperspectral
index and the nitrogen content of apple leaves is irregular but with a low correlation coefficient when the derivative gap value is between 23 and 30. This indirectly shows that the derivative gap values higher than 30 have no practical use in finding sensitive spectral parameters. According to the analysis results, NDVI705_1, MNDVI_3, VOG3_23, PRI_1, NDCI_7, and RVI3_8 (A_B and A represent the vegetation spectral index, and B represents the derivative gap value) were selected as the spectral vector for nitrogen content estimation.

3. Results and Discussion

From the approach described above, we obtained a total of 13 feature vectors of the selected differential spectrum, the spectrum vector from the spectrum transformation, and the vegetation spectrum index and used them as the input vector of the gradient boosting (GBDT) model. GBDT [22] is a type of boosting algorithm consisting of three parts: DT (regression decision tree), GB (gradient boosting), and shrinkage. The algorithm decision result is composed of multiple decision trees. When constructing a subtree, the iterative decision tree uses the residuals formed after the results of the previous subtree construction as input data to construct the next subtree and predicts according to the order of subtree construction and then combines the prediction results to obtain the final results. The GBDT algorithm is suitable for low-dimensional data, handles nonlinear data, and supports some robust loss functions. It is also very robust to outliers. In this study, we optimized the maximum depth, loss function, number of iterations, and other model parameters that affect the estimation accuracy in GBDT through cross-validation, verified the rationality of feature selection, and combined the GBDT inversion model and other mainstream machine learning. We also compared and analyzed the prediction results of the algorithm.

The number of iterations represents the number of iterative enhancements to be executed, and the maximum depth represents the maximum depth of each regression estimator. We explored the influence of the number of iterations and the maximum depth in the range of 1–500 on the model, with the results shown in Figure 5. From these results, we set the number of iterations to 500 and the maximum depth to 5, with a final prediction evaluation index $R^2$ value of 0.88. In the setting of the number of iterations, although the test set error is small when the value is 100, the error on the training set is large with the $R^2$ value of only 0.60, indicating that the model is in an underfitting state. When the number of iterations is set to 350, the test error and training error reach a stable state, with the $R^2$ value of 0.86 and a difference with the final result of 0.02. However, considering the lower training cost of the algorithm model and the better prediction results, we set the number of iterations to 500. Values of the maximum depth run contrary to the number of iterations. When the maximum depth is set to 350, the test error and training error reach a stable state with an $R^2$ value of only 0.72. This is because the maximum depth represents the purity of the data. If the value is set too large, outliers affect the model and cause the model to overfit. Thus, we set the maximum depth to 5.

We considered four loss functions: least squares regression, least absolute deviation, a combination of least squares regression with least absolute deviation (Huber), and quantile regression. Figure 6 shows a comparison of the results for each function. The least squares regression had the highest degree of fit on the test set, with the $R^2$ value.
**Figure 5:** The influence of different number of iterations and the maximum depth values on the model.

**Figure 6:** Predictive analysis of apple leaf nitrogen content for different loss functions.
reaching 0.88 and the loss value of 0.033. Table 2 presents the
detailed prediction results of the model for each loss
function.

After selecting the model hyperparameters, we also
analyzed the importance of the input features in the GBDT
model to judge the rationality of the feature vector selection.
Those results are shown in Figure 7. The relative importance
of each feature differed between the training and test sets.

To further determine feature importance, we conducted
two sets of experiments. We separately imported the
differential spectral vector, the spectral vector obtained after spectral transformation, and the spectral index into the GBDT model as input features. The analysis results are shown in Figures 8–10. The detailed prediction results of the three are shown in Table 3. In terms of the prediction results, the $R^2$ value of the model using the differential spectrum vector alone as the input vector was the highest, but it was lower than the results using all three variables simultaneously. So, in this article, the feature selection method is feasible.

Finally, we compared the GDBT model with SVR and RFR. The RFR algorithm [21] is an integrated machine learning algorithm based on regression trees, using bagging ideas and employing majority voting to obtain the final prediction results. The SVR algorithm is a machine learning algorithm using the principle of structural risk minimization. This reduces the complexity of the system while ensuring the accuracy of the calibration model, making it generalizable and with high prediction accuracy [19].

In the RFR algorithm, we set the maximum depth to 30 and trained the RFR model using 100 decision trees. The

| Input vector                          | $R^2$  | Mean square error |
|---------------------------------------|--------|-------------------|
| Differential spectrum vector          | 0.82   | 0.04              |
| Spectral vector after spectral analysis | 0.74   | 0.07              |
| Spectral index vector                 | 0.70   | 0.09              |
training results are shown in Figure 11. The $R^2$ value of the RFR inversion model was 0.83, and the loss value was 0.04.

We explored the SVR model using both the radial basis function (RBF) and the least square regression function as the kernel function. We optimized the kernel function parameter $g$ and penalty coefficient $C$ that affect the estimation accuracy via cross-validation. The prediction results of the SVR model are shown in Figure 11. The $R^2$ value of the SVR model was 0.82 using the radial basis function and 0.71 using the least square regression function.

In our experiments, GDBT, SVR, and RFR all attained $R^2$ values over 0.8, with the $R^2$ of the GBDT inversion model being the highest at 0.88. This shows that if the input variables are representative and important, our machine learning estimation model achieved good results. The results further confirmed the effectiveness of our feature wavelength extraction and the feasibility of using the GBDT model as an inversion model for apple leaf nitrogen measurement.

4. Conclusion

In our study, we have shown that using selected sensitivity bands achieves good results with GDBT, SVR, and RFR. We obtained the best results (i.e., peak $R^2$ value) with GBDT, making it preferable to RFR and SVR for estimating apple leaf nitrogen content. We also show that selection of the appropriate spectral vector is essential for constructing the inversion model, confirming the effectiveness of our characteristic wavelength extraction method. We also observe the variation in the $R^2$ value as a result of specific values of the maximum depth, the number of iterations, and loss function, which proves that optimizing the modeling algorithm is an important part of improving the estimation accuracy.
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