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Abstract
A search for the flavor-changing neutral-current decay \( \Lambda_c^+ \rightarrow p\mu^+\mu^- \) is reported using a data set corresponding to an integrated luminosity of 3.0 fb\(^{-1}\) collected by the LHCb collaboration. No significant signal is observed outside of the dimuon mass regions around the \( \phi \) and \( \omega \) resonances and an upper limit is placed on the branching fraction of \( B(\Lambda_c^+ \rightarrow p\mu^+\mu^-) < 7.7 \times 10^{-8} \) at 90% (95%) confidence level. A significant signal is observed in the \( \omega \) dimuon mass region for the first time.
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The flavor-changing neutral-current (FCNC) decay $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ (inclusion of the charge-conjugate processes is implied throughout) is expected to be heavily suppressed in the Standard Model (SM) by the Glashow-Iliopoulos-Maiani mechanism [1]. The branching fractions for short-distance $c \rightarrow u\ell^+\ell^-$ contributions to the transition are expected to be of $\mathcal{O}(10^{-9})$ in the SM, but can be enhanced by effects beyond the SM. However, long-distance contributions proceeding via a tree-level amplitude, with an intermediate meson resonance decaying into a dimuon pair [2,3], can increase the branching fraction up to $\mathcal{O}(10^{-6})$ [4].

The short-distance and hadronic contributions can be separated by splitting the data set into relevant regions of dimuon mass. The $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ decay has been previously searched for by the BaBar collaboration [5] yielding $11.1 \pm 5.0 \pm 2.5$ events and an upper limit on the branching fraction of $4.25 \times 10^{-5}$ at 90% CL.

Similar FCNC transitions for the $b$-quark system ($b \rightarrow s\ell^+\ell^-$) exhibit a pattern of consistent deviations from the current SM predictions both in branching fractions [6] and angular observables [7], with the combined significance reaching 4 to 5 standard deviations [8,9]. Processes involving $c \rightarrow u\ell^+\ell^-$ transitions are far less explored at both the experimental and theoretical levels, which makes such measurements desirable. Similar analyses of the $D$ system have reported evidence for the long-distance contribution [10], however, the short-distance contributions have not been established [11].

In this paper we report on the search for the $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ decay, using a data set corresponding to an integrated luminosity of 3.0 fb$^{-1}$ of $pp$ collisions collected in 2011 and 2012 with the LHCb experiment. The branching fraction is measured with respect to the branching fraction of the decay $\Lambda_c^+ \rightarrow p\phi(1020)$ with $\phi(1020) \rightarrow \mu^+\mu^-$ (here and after denoted as $\Lambda_c^+ \rightarrow p\phi(\mu^+\mu^-)$) decay, which has the benefit of having the same initial and final states and consequently many sources of systematic uncertainty are expected to cancel.

The LHCb detector [12,13] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $pp$ interaction region [14], a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes [15] placed downstream of the magnet. The tracking system provides a measurement of momentum, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with a resolution of $(15 + 29/p_T) \mu\text{m}$, where $p_T$ is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors [16]. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers [17]. The online event selection is performed by a trigger [18], which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction.

Samples of simulated events are used to understand the properties of the signal and normalization channels. The $pp$ collisions are generated using PYTHIA [19] with a specific LHCb configuration [20]. Decays of hadronic particles are described by EvtGen [21], in which final-state radiation is generated using PHOTOS [22]. The decay of the $\Lambda_c^+$
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baryon to $p\mu^+\mu^-$ is simulated with a three-body phase-space model. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit \[23\] as described in Ref. \[24\]. The $\Lambda^+_c$ baryons are produced in two ways at a hadron collider; as prompt $\Lambda^+_c$ or in $b$–hadron decays. The simulation contains a mixture of these two production mechanisms, according to the known $\Lambda^+_c$ and $b$–hadron production cross-sections \[25,26\].

The simulated samples are used to determine the selection criteria, in particular to train a multivariate classifier that is aimed at distinguishing signal signatures in the background-dominated data set. The simulated samples are also used to calculate the efficiencies of several selection steps.

Candidate events of $\Lambda^+_c \to p \mu^+\mu^-$ decay are reconstructed by combining a pair of charged tracks identified as muons with one identified as a proton. Candidates that pass the trigger selections are subject to further requirements consisting of kinematic and particle identification criteria and based on the response of a multivariate classifier. Each of the final-state tracks is required to be of good quality, to have $p_T > 300 \text{ MeV}/c$ and to be incompatible with originating from any of the PVs in the event. The tracks are also required to form a good-quality secondary vertex with a corresponding flight distance of at least 0.1 mm from all of the PVs in the event. The invariant mass of the dimuon system is required to be smaller than 1400 MeV/$c^2$. Three dimuon mass regions are defined:

- a region around the known $\phi$ mass, $[985, 1055]$ MeV/$c^2$, used as a normalization channel;
- a region around the known $\omega$ mass (the $\omega$ denotes hereafter the $\omega(782)$ meson), $[759, 805]$ MeV/$c^2$, used to isolate the $\Lambda^+_c \to p \omega$ decay;
- a nonresonant region ($\Lambda^+_c \to p \mu^+\mu^-$), with excluded ranges $\pm 40 \text{ MeV}/c^2$ around the known $\omega$ and $\phi$ masses.

After the preselection, the normalization channel is still dominated by combinatorial background, i.e. combinations of tracks that do not all originate from a genuine $\Lambda^+_c$ baryon. A boosted decision tree (BDT) is trained to reduce the combinatorial background to manageable level. The BDT is trained using the kinematic and topological variables of the $\Lambda^+_c$ candidate, related to its flight distance, decay vertex quality, $p_T$ and impact parameter with respect to the primary vertex. In the BDT training, $\Lambda^+_c \to p \mu^+\mu^-$ simulated events are used as a proxy for the signal and data outside the signal $p\mu^+\mu^-$ invariant mass region extending up to $\pm 300 \text{ MeV}/c^2$ around the known $\Lambda^+_c$ mass is used as a proxy for the background.

A k-folding technique is used to ensure the training is unbiased \[27\], while keeping the full available data sets for further analysis. A loose BDT cut is applied to reduce the background to the same level as the normalization channel yield.

A fit to the $p\mu^+\mu^-$ invariant-mass distribution of $\Lambda^+_c \to p\phi(\mu^+\mu^-)$ candidates after the loose BDT requirement is shown in Fig. 1. The shape of the $\Lambda^+_c$ peak is parametrized by a Crystal Ball function \[28\] with parameters determined from the simulation, while the background is modeled with a first-order polynomial. The yield of the $\Lambda^+_c \to p\phi(\mu^+\mu^-)$ decay is determined to be $395 \pm 45$ candidates. This sample is used for the final optimization of selection requirements. It is checked at this stage that the variables used in the signal selection are well described by simulation within the available sample size.
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Figure 1: Mass distribution of \( \Lambda_c^+ \rightarrow p\mu^+\mu^- \) candidates in the \( \phi \) region after the first BDT requirement. The solid line shows the result of the fit described in the text, while the dashed line indicates the background component.

For the final selection a second BDT is trained, which includes additional variables related to \( \Lambda_c^+ \)-baryon decay properties and the isolation of the proton and muons in the detector. The final discrimination is performed in three dimensions: the BDT variable and two particle identification (PID) variables, the proton-identification discriminant and the muon-identification discriminant. The optimal set of BDT and PID requirements is determined by finding the best expected upper limit on the branching fraction of the signal relative to the normalization channel using the CLs method \[29\] by means of Monte Carlo methods.

Several sources of background have been considered. An irreducible background due to long-distance contributions originates from \( \Lambda_c^+ \rightarrow pV(\mu^+\mu^-) \) decays, with intermediate resonances indicated by \( V \). The \( \rho(770)^0 \), \( \omega \) and \( \eta \) resonances are studied, however, their contribution to the nonresonant region is expected to be negligible, because the \( V \) meson mass is well separated from the nonresonant region and/or the \( \Lambda_c^+ \rightarrow pV(\mu^+\mu^-) \) branching fraction is small. Another background source considered is due to misidentification of final-state particles in hadronic \( D^+, D_s^+ \) and \( \Lambda_c^+ \) decays. The expected contribution from this source has been estimated using large samples of simulated events. Given the tight PID requirements obtained from the optimization, only \( 2.0 \pm 1.1 \) candidates are expected to fall into the \( \Lambda_c^+ \) mass window in the nonresonant region.

The ratio of branching fractions is measured using

\[
\frac{\mathcal{B}(\Lambda_c^+ \rightarrow p\mu^+\mu^-)}{\mathcal{B}(\Lambda_c^+ \rightarrow p\phi)\mathcal{B}(\phi \rightarrow \mu^+\mu^-)} = \frac{\epsilon_{\text{norm}}}{\epsilon_{\text{sig}}} \times \frac{N_{\text{sig}}}{N_{\text{norm}}},
\]

where \( N_{\text{sig}} \) (\( N_{\text{norm}} \)) is the observed yield for the signal (normalization) decay mode. The factors \( \epsilon_{\text{sig}} \) and \( \epsilon_{\text{norm}} \) indicate the corresponding total efficiencies for signal and normalization channels, respectively. The efficiencies are determined from the simulation.

In the case of the observation of the decay \( \Lambda_c^+ \rightarrow pV \), the ratio of branching fractions is determined by

\[
\frac{\mathcal{B}(\Lambda_c^+ \rightarrow pV)\mathcal{B}(V \rightarrow \mu^+\mu^-)}{\mathcal{B}(\Lambda_c^+ \rightarrow p\phi)\mathcal{B}(\phi \rightarrow \mu^+\mu^-)} = \frac{\epsilon_{\text{norm}}}{\epsilon_V} \times \frac{N_V}{N_{\text{norm}}},
\]
Table 1: Systematic uncertainties on the efficiency ratio used in the determination of the branching fraction in the nonresonant and $\omega$ regions.

| Uncertainty source | Value [%] | Value [%] |
|--------------------|----------|----------|
| $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ nonresonant | 4.4 | 10.0 |
| $\Lambda_c^+ \rightarrow pV(\mu^+\mu^-)$ $\omega$ region | 4.8 | 4.8 |

where $N_V$ ($N_{\text{norm}}$) is the number of candidates observed for the $\Lambda_c^+ \rightarrow pV$ (normalization) decay mode. The factors $\epsilon_V$ and $\epsilon_{\text{norm}}$ indicate the corresponding total efficiencies for $\Lambda_c^+ \rightarrow pV$ and normalization channel, respectively.

As the final states of the signal and normalization channels are identical, many sources of systematic uncertainty cancel in the ratio of the efficiencies. There are three significant sources of systematic uncertainty. The first is related to the finite size of the simulation samples, which limits the precision on the efficiency ratio. The second is linked to residual differences between data and simulation of the BDT distribution. The third is associated to the simulation of PID and is determined from the uncertainty on the PID calibration samples. The values of the contributions are given in Table 1.

Several other sources of systematic uncertainty were considered: the trigger efficiency, the shapes used in the invariant mass fit for signal and normalization channels, the shape of the combinatorial background, and the fraction of prompt $\Lambda_c^+$ baryons and $\Lambda_c^+$ baryons from $b$-hadron decays. All of these, however, are at negligible level when compared to three dominant sources of systematic uncertainty.

The simulated $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ decays have been generated according to a phase-space model for the decay products. As the exact physics model for the decay is not known, no systematic uncertainty is assigned. Instead, the weights needed to recast the result in terms of any physics model are provided in Fig. 2. The weights are described by a function of the dimuon invariant mass squared $m^2(\mu^+\mu^-)$ and the invariant mass of the proton and the negatively charged muon squared $m^2(p\mu^-)$. The weights are normalized to the average efficiency.

The distributions of the $p\mu^+\mu^-$ invariant mass for the $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ candidates after final selections in the three dimuon mass ranges are presented in Fig. 3. The $\Lambda_c^+$ peak is parametrized by a Crystal Ball [28] function with parameters determined from the simulation and the background is described by a first-order polynomial. The fits are used to determine the signal yields. No significant signal is observed in the nonresonant region (Fig. 3a). The yield for the normalization channel is determined to be $96 \pm 11$ candidates (Fig. 3b). An accumulation of $13.2 \pm 4.3$ candidates at the $\Lambda_c^+$ mass is observed in the $\omega$ region (Fig. 3c). The statistical significance of the excess is determined to be $5.0\sigma$ using Wilks’ theorem [30].

The distribution of the dimuon invariant mass of the $\Lambda_c^+$ candidates is shown in Fig. 4. An excess is seen at the known $\omega$ and $\phi$ resonance masses. The data is well described by
a simple model including these resonances and a background component. The \( \omega \) and \( \phi \) peaks are parametrized as 
Breit-Wigner functions of relevant decay width \cite{31} convolved with a Gaussian function to take into account the experimental resolution. The addition of a component for the \( \rho (770)^0 \) resonance (and its interference with the \( \omega \) meson) does not improve the fit quality. It is therefore assumed that the observed candidates in the \( \omega \) region are dominated by decays via the \( \omega \) resonance.

As no evidence for nonresonant \( \Lambda_c^+ \to p\mu^+\mu^- \) decays is found, an upper limit on the branching fractions is determined using the CL\( _s \) method. The systematic uncertainties are included in the construction of CL\( _s \). The following upper limits are obtained at different confidence levels (CL)

\[
\frac{\mathcal{B}(\Lambda_c^+ \to p\mu^+\mu^-)}{\mathcal{B}(\Lambda_c^+ \to p\phi)\mathcal{B}(\phi \to \mu^+\mu^-)} < 0.24 \ (0.28) \quad \text{at} \ 90\% \ (95\%) \ \text{CL}
\]

The corresponding distribution of CL\( _s \) is shown in Fig. 5. Using the values of the branching fractions for \( \Lambda_c^+ \to p\phi \) and \( \phi \to \mu^+\mu^- \) decays from Ref. \cite{31} and including their uncertainties in the CL\( _s \) construction, an upper limit on the branching fraction is determined to be

\[
\mathcal{B}(\Lambda_c^+ \to p\mu^+\mu^-) < 7.7 \ (9.6) \times 10^{-8} \quad \text{at} \ 90\% \ (95\%) \ \text{CL}.
\]

Under the above-mentioned assumption of the \( \Lambda_c^+ \to p\omega \) dominance in the \( \omega \) region, the relative branching fraction with respect to the normalization channel is determined according to Eq. \ref{eq:2}

\[
\frac{\mathcal{B}(\Lambda_c^+ \to p\omega)\mathcal{B}(\omega \to \mu^+\mu^-)}{\mathcal{B}(\Lambda_c^+ \to p\phi)\mathcal{B}(\phi \to \mu^+\mu^-)} = 0.23 \pm 0.08 \ (\text{stat}) \pm 0.03 \ (\text{syst}).
\]

Using the relevant branching fractions from Ref. \cite{31}, the branching fraction of \( \Lambda_c^+ \to p\omega \) is determined to be

\[
\mathcal{B}(\Lambda_c^+ \to p\omega) = (9.4 \pm 3.2 \ (\text{stat}) \pm 1.0 \ (\text{syst}) \pm 2.0 \ (\text{ext})) \times 10^{-4},
\]
where the first uncertainty is statistical, the second corresponds to the above-mentioned systematic effects and the third is due to the limited knowledge of the relevant branching fractions. Assuming lepton universality, the branching fraction $\mathcal{B}(\omega \rightarrow e^+e^-)$ is used instead of $\mathcal{B}(\omega \rightarrow \mu^+\mu^-)$.

In summary, a search for the $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ decay is reported, using $pp$ data collected with the LHCb experiment. The analysis is performed in three regions of dimuon mass: $\phi$, $\omega$ and nonresonant. The upper limit on the nonresonant mode is improved by two orders of magnitude with respect to the previous measurement [5]. For the first time the signal is seen in the $\omega$ region with a statistical significance of 5 standard deviations.
Figure 4: Invariant mass distribution $m(\mu^+\mu^-)$ for $\Lambda_c^+ \rightarrow p\mu^+\mu^-$ candidates with mass $\pm 25\text{ MeV}/c^2$ around the $\Lambda_c^+$ mass. The solid line shows the result of the fit, while the dashed line indicates the background component.

Figure 5: The $\text{CL}_s$ value as a function of the $B(\Lambda_c^+ \rightarrow p\mu^+\mu^-)$ branching fraction. The median expected value of an ensemble (assuming no signal component) is shown by the dashed line, with the $\pm 1\sigma$ and $\pm 2\sigma$ regions shaded. The observed distribution is shown by the solid line.
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