Transformer-based language models have become the standard approach to solving natural language processing tasks. However, industry adoption usually requires the maximum throughput to comply with certain latency constraints that prevents Transformer models from being used in production. To address this gap, model compression techniques such as quantization and pruning may be used to improve inference efficiency. However, these compression techniques require specialized software to apply and deploy at scale. In this work, we propose a new pipeline for creating and running Fast Transformer models on CPUs, utilizing hardware-aware pruning, knowledge distillation, quantization, and our own Transformer inference runtime engine with optimized kernels for sparse and quantized operators. We demonstrate the efficiency of our pipeline by creating a Fast DistilBERT model showing minimal accuracy loss on the question-answering SQuADv1.1 benchmark, and throughput results under typical production constraints and environments. Our results outperform existing state-of-the-art Neural Magic’s DeepSparse runtime performance by up to 50% and up to 4.1x performance speedup over ONNX Runtime. Source code is publicly available at https://github.com/intel/intel-extension-for-transformers.

1 Introduction and related work

Large Transformer-based Language Models (LMs) are evolving rapidly from millions of parameters, e.g., BERT-Large [3], to billions of parameters, e.g., Turing-Megatron [14], and GPT3 [2]. Those large models have demonstrated promising state-of-the-art (SoTA) accuracy on a wide range of NLP tasks. However, those models are inefficient and therefore unsuited to the limited computational sources and strict latency constraints in production.
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To enable and increase the efficiency and scale of deployed Transformer models, additional model compression and optimization are usually required along with a dedicated inference engine. For example, DistilBERT [12], using knowledge distillation [4], shows minimal impact on downstream NLP tasks at a reduced size by 40%. Additionally, pruning [13] and quantization [17] are well-known techniques to further compress a Transformer model. Recent works have proposed pruning Transformer models at pre-training to create sparse pre-trained LMs. It has been established that fine-tuning these sparse pre-trained LMs to downstream tasks can produce results that are competitive with other pruning methods, obviating the need for pruning. [18, 7]. For example, a DistilBERT with 90% unstructured sparsity was produced with minimal impact on the accuracy of downstream tasks [18]; however, performance gains have not been demonstrated for this model. Similarly, Neural Magic published the throughput performance of a structured sparse DistilBERT with 80% sparsity, batch size 32 and sequence length 128, although latency performance was not provided [9]. Nvidia recently proposed novel 2:4 structured sparsity that is only available on Ampere architecture and above [10]. Quantization [6][15] has been maturing in industry with two well-known approaches: Post-Training Quantization (PTQ) and Quantization-Aware Training (QAT). Typically, PTQ requires an offline calibration process on a representative calibration dataset, while QAT requires an additional fine-tuning stage simulating quantization inference while training. Although the approaches have proved successful in some typical models [16, 17], it remains challenging to produce a quantized model based on a highly sparse model without sacrificing accuracy.

In this paper, we propose a new pipeline for creating and running Fast Transformer models on CPUs. We extend the model compression approach PruneOFA [18] by enabling CPU-friendly block-wise structured sparsity. We then apply an accuracy-aware post-training quantization approach to generate an 8-bit (INT8) sparse model. Furthermore, we demonstrate our models using our Transformer inference engine dedicated for running sparse & quantized Transformers on CPUs. We apply this pipeline on DistilBERT [12] to create Fast DistilBERT. We show that Fast DistilBERT can meet a requirement of under 1% accuracy loss vs. the DistilBERT baseline on the question-answering benchmark SQuADv1.1 [11]. We demonstrate up to 1.5x performance gain over Neural Magic’s DeepSparse engine [8] and up to 4.1x performance gain over ONNX Runtime on common CPUs from Amazon Web Services (AWS) under typical production constraints.

Our main contributions are threefold: 1) Propose a hardware-aware extreme compression technique for fast Transformer models on CPUs. 2) Create an efficient Transformer inference runtime for sparse & quantized Transformer models. 3) Demonstrate new SOTA performance under typical constraints in common production environments.

2 Method description

In this section, we describe how to solve the challenges of applying model compression techniques on Transformer-based LMs.

Block-wise structured sparsity In this work, we accelerate sparse Transformer-based models with specialized sparse GEMM operators which require a structured sparsity of constant size blocks in the output dimension, see Section[3]. To that end, we extend the model compression infrastructure proposed by Zafrir et al. [13] to create sparse pre-trained LMs with block-wise structured sparsity. Further details on block-wise pruning in Appendix[A.1]

Fine-tuning with knowledge distillation Knowledge distillation is a widely used method for model compression [4][12]. Knowledge distillation while fine-tuning Transformer-based models may improve the accuracy of the model on the downstream task and bridge the accuracy gap caused by compression methods applied to the model [13][18][7]. Following these works we apply knowledge distillation while fine-tuning the block-wise sparse pre-trained LM to downstream tasks to mitigate the accuracy loss.

Post-training quantization PTQ is an effective approach to quantizing a model without additional training steps. It requires a calibration process using a representative dataset to determine the quantization parameters of the model. Converting FP32 operations to INT8 can increase their efficiency by up to 4x [11]. We apply PTQ with automatic accuracy-aware tuning on the sparse
Transformer model to produce an optimized model using Intel® Neural Compressor (INC) open-source tool for quantization [5].

3 Software acceleration

We develop a Transformer inference engine on CPU with advanced runtime, graph optimization, and sparse GEMM operators.

**Advanced runtime** We develop an advanced, cache friendly, memory allocator to enable buffer reuse and to reduce memory allocation overhead, in particular for a continuous demand to allocate/free small memory chunks. Moreover, we implement weight sharing that allows a single copy of weight to be shared across multiple instances running in parallel during inference. More details in Appendix A.3.1, A.3.2.

**Graph optimization** The computation graph of a Transformer-based model contains many small and/or redundant operations. After obtaining our quantized Transformer-based model we apply several optimizations at the graph level including operations fusion, removal, etc. See Appendix A.3.3 for further details.

4 Experimental setup

To demonstrate the performance of the runtime optimizations described in Section 3, we produce a block-wise sparse pre-trained DistilBERT, and then fine-tune and quantize it for the question-answering SQuADv1.1 benchmark [11] using the methods described in Section 2. Appendix A.2 details our model creation process. Table 1 lists the F1 scores of the DistilBERT baseline and our compressed model. To evaluate the performance of our optimizations, we evaluate our compressed model performance on a AWS c6i.12xlarge CPU instance for 3 scenarios: maximum ThroughPut (TP), minimum latency, and production. The production scenario requires maximum TP under 10 milliseconds (ms) latency per batch. Moreover, we compare our performance to other public inference runtimes for quantized and sparse models, ONNX Runtime and Neural Magic. We include the F1 results for their corresponding models in Table 1.
### Table 1: DistilBERT baseline and compressed models – SQuADv1.1 results

| Model                          | F1 Score | Model Source/Generation |
|-------------------------------|----------|-------------------------|
| FP32 dense (baseline)         | 85.80%   | Taken from [12]         |
| INT8 sparse (ONNX Runtime)    | 85.64%   | Generated by INC [5]    |
| INT8 sparse (Neural Magic)    | 86.26%   | Downloaded from [9]     |
| INT8 sparse (Ours)            | 86.07%   | Generated by INC [5]    |

### 5 Results

All the results we present are an average over several measurements after several warm-up iterations. Figure 2 presents the relative performance of DistilBERT compressed models for the production scenario. Table 4 in Appendix A.4 shows the absolute performance accordingly. Our solution shows a consistent performance gain of 3.6x-4.1x over ONNX Runtime and outperforms Neural Magic by up to 50% for a range of sequence lengths. Table 2 presents the results for the maximum TP and minimum latency scenarios. We observe that our solution yields results comparable to the Neural Magic solution and performs 2x-3x better than ONNX Runtime. Our Transformer inference solution demonstrates high efficiency on common CPU production environments. To the best of our knowledge, we offer the best inference solution for Transformer deployment on CPU.

![Figure 2: Production scenario results, maximum TP under 10ms inference latency](image)

**Table 2: Maximum TP and minimum latency results with sequence length 32**

| Model                          | Maximum Throughput (Samples/second) | Minimal Latency (Milliseconds/sample) |
|-------------------------------|-------------------------------------|---------------------------------------|
| INT8 sparse (ONNX Runtime)    | 1920                                | 2.76                                  |
| INT8 sparse (Neural Magic)    | 5904                                | 1.24                                  |
| INT8 sparse (Ours)            | 6002                                | 1.27                                  |

### 6 Summary and future work

In this paper, we presented a combined hardware-aware model compression technique (block-wise structured sparsity, knowledge distillation, and quantization) and demonstrated it with DistilBERT.
We created a new dedicated inference engine which unlocks the performance of extremely compressed Transformer-based LMs on CPUs. Our results outperform Neural Magic’s inference solution by up to 50% and demonstrate up to 4.1x better performance than ONNX Runtime under production constraints. We plan to apply the new model compression technique to other popular Transformer-based models and demonstrate the inference efficiency using our inference solution. Code and models for reproducing the published results are available at https://github.com/intel/intel-extension-for-transformers.
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A Appendix

Due to the space limitation of the main, we provide the additional details on model compression, software acceleration, and performance measurement in this appendix.

A.1 Block-wise structured sparsity

The required sparsity pattern by our sparse GEMM operators, described in Section 3, is 1-dimension blocks of size 4 in the output dimension of the weight in the case of a Linear layer. We extend the pruning framework proposed by Zafrir et al. [18]. In each pruning step a score is computed for each block with a pre-defined heuristic. The blocks with the lowest scores’ magnitude are pruned to reach the required sparsity ratio. In this work, we use the average heuristic. The score for each block is the average of the magnitudes of the weights inside the block.

A.2 Model preparation

Following the PruneOFA [18] process we create a sparse pre-trained LM with the required block-wise sparsity as described in Section 2. We take English Wikipedia and BookCorpus [19] as our pre-training dataset. We fine-tune BERT-Base [2] on the pre-training dataset in the teacher preparation step. In the student pruning step we prune DistilBERT [3] in the required block-wise structured pattern with knowledge distillation from the teacher we prepared in the previous step.

After obtaining the pre-trained sparse DistilBERT we fine-tune it with pattern-lock [18] to SQuADv1.1 question-answering benchmark using the following hyper-parameters in Table 3, where $\lambda_{kd}$ denotes student-teacher paired loss and $\lambda_{MLM}$ denotes student-ground truth loss.

Note that we successfully demonstrate an end-to-end CPU solution on AWS from fine-tuning with above hyper-parameters on a c6i.32xlarge instance to inference on a c6i.12xlarge instance without any special hardware like GPUs or purpose-built accelerators.

A.3 Software acceleration

In this section, we describe the advanced memory allocator, weight sharing, graph optimization, and sparse GEMM operators which are required to build up our inference solution and demonstrate the high inference efficiency.
Table 3: Hyper-parameters for sparse DistilBERT

| Hyper-parameter | Value     |
|-----------------|-----------|
| Learning rate   | 0.00018   |
| Batch Size      | 12        |
| Weight decay    | 0.01      |
| Epochs          | 8         |
| Learning rate decay | Linear   |
| Warmup ratio    | 0.05      |
| λ\text{MLM}    | 0         |
| λ\text{kd}     | 1         |
| Temperature     | 2         |

A.3.1 Advanced memory allocator

The default memory allocator usually creates a new buffer each time when receiving a memory allocation request, and therefore the data is less likely to be reused. To maximize the buffer reuse and make the data more cache friendly, we develop an advanced memory allocator as shown in Figure 3.

A.3.2 Weight sharing

Weight sharing is another useful runtime optimization used for efficient weight reuse in inference. Figure 4 shows how weight sharing works. The left one shows each inference instance (blue box) with the separate weight (grey box). If users want to run eight instances in parallel, eight copies of weight are needed, therefore lowering the overall inference efficiency due to lack of memory reuse. The right one shows one shared weight across multiple instances after applying weight sharing mechanism.

A.3.3 Graph optimization

Figure 5 shows the staging transformation from FP32 graph (a), default INT8 graph (b), and optimized INT8 graph (c). Note that the optimized INT8 graph fuses all the post-operators (e.g., Bias + Reshape, LayerNorm) followed by InnerProduct or Matmul.

A.3.4 Sparse GEMM operators

We develop the optimized kernels for sparse GEMM operators based on the pre-defined block-wise structured sparsity pattern with constant block size 4. As described in Section 1, non-zero weight block is broadcasted to form a VNNI-format block; the sparse weight is compressed and the mask is
used to filter the corresponding input as another VNNI-format block for matrix multiplication using VNNI. Algorithm 1 describes the code snippet of INT8 sparse GEMM kernel.

Algorithm 1: Code snippet of INT8 sparse GEMM kernel

// $M, N, K$ as three dimensions of GEMM
// $m_{\text{block}} = 4, n_{\text{block}} = 64, k_{\text{block}} = 4$

for $m = 0; m < M; m += m_{\text{block}}$ do
  for $n = 0; n < N; n += n_{\text{block}}$ do
    for $k = 0; k <= K; k += k_{\text{block}}$ do
      vbroadcastss($m_{\text{32}}(weight_{\text{ptr}})$)
      vbroadcastss($m_{\text{32}}(weight_{\text{ptr}})$)
      vbroadcastss($m_{\text{32}}(weight_{\text{ptr}})$)
      for $i = 0; i < 4; i += i$ do
        vmovdqu8($m_{\text{128i}}, src_{\text{ptr}}$)
        vnvdq4($m_{\text{128i}}, src_{\text{ptr}}$)
        vbroadcasti32x4($m_{\text{512i}}, m_{\text{128i}}$)
        vbroadcasti32x4($m_{\text{512i}}, m_{\text{128i}}$)
        vperm2d($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
        vpshufb($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
      end for
      vpdpbusd($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
      vpdpbusd($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
      vpdpbusd($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
      vpdpbusd($m_{\text{512i}}, m_{\text{512i}}, m_{\text{512i}}$)
  end for
end for
end for
end for

Note that for the weight with 4 non-dividable sparsity dimension, the additional padding is needed while this is not common in NLP models. For simplicity, we omit the special handling of padding in the sparse GEMM kernel implementation.
A.4 Performance measurement

A.4.1 Software

We use the latest stable release ONNX Runtime v1.11.1 and Neural Magic v1.1.0 community edition (a436ca67) to measure the performance.

A.4.2 Performance

Table 4 shows the absolute maximum throughput (under 10 ms latency constraint) which is used to derive the relative performance in Figure 2.

| Sequence Length | ONNX Runtime (Samples/second) | Neural Magic (Samples/second) | Ours (Samples/second) |
|-----------------|--------------------------------|-------------------------------|-----------------------|
| 16              | 2713                           | 7467                          | 11323                 |
| 32              | 1365                           | 4236                          | 5440                  |
| 48              | 930                            | 2614                          | 3634                  |
| 64              | 683                            | 1990                          | 2741                  |
| 80              | 515                            | 1344                          | 2010                  |
| 96              | 437                            | 1257                          | 1671                  |
| 112             | 355                            | 913                           | 1293                  |
| 128             | 299                            | 915                           | 1130                  |