Defect Detection Scheme for Key Equipment of Transmission Line for Complex Environment
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Abstract: Aiming at the difficulty in detecting defects of key equipment of transmission lines in small samples and complex environments, and the problems of low accuracy and unreliability in one-time detection using traditional deep learning-based methods, an image detection scheme combining optimized deep convolutional neural networks and Kalman filtering is proposed. The convolutional neural network architecture is based on Faster Region-based Convolutional Neural Networks (R-CNNs). First, the model backbone network is constructed by MobileNet, which effectively reduces the computational cost. Secondly, a soft nonmaximum suppression algorithm is integrated to solve the occlusion problem of target parts, and the context-aware ROI pooling layer replaces the original pooling layer, maintaining the original structure of small-sized components. Finally, the detection results are corrected twice by Kalman filtering to further improve the detection accuracy and reliability. The experimental results show that this method can realize the accurate detection of components in complex transmission line equipment, the mean Average Precision (mAP) reaches 91.10%, which is 11.05% higher than the original model, and the detection time of each picture is only 0.05 s. Compared with other detection algorithms under the same conditions, the comprehensive performance of the proposed method can be improved by 20%.
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1. Introduction

The transmission line is one of the main components of power grid operation, and it is also the terminal facility of the power transmission system. Ensuring its normal operation is the premise of the safe operation of the power grid [1]. Most of the transmission lines are laid in the complex external environment, and are easily affected by natural or human factors to cause failure, which seriously affects the safe operation and normal power supply of the distribution network. Insulators and fittings are the key components on the transmission line. Once a fault occurs, it will directly affect the continuity of the power supply and seriously endanger the operation safety of the power grid [2,3]. Therefore, how to take effective means to monitor and detect transmission line components is of great significance. The detection of components on traditional distribution lines mainly relies on manual operations, which is not only time-consuming, labor-intensive, and inefficient, but also easily causes certain damage to the structure of line components. With the rapid development of nondestructive testing technology, manual inspection has gradually transformed into a noncontact detection method based on image processing, marking that the defect detection of key equipment in transmission lines is gradually moving toward an intelligent stage [4–8].

Among them, the image processing technology based on deep learning is widely used in the defect detection of transmission line equipment due to its accuracy and efficiency [9].
Reference [10] used deep learning to complete the localization of insulator infrared images. Reference [11] used deep learning to complete the defect identification of power distribution equipment, and used radio-frequency identification (RFID) instructions to complete the trinity association of tower coordinates, related equipment pictures, and physical ID. Tao et al. used the deep learning You Only Look Once (YOLO) algorithm to locate and identify insulator defects [12]. In [13], a network model based on target detection Faster Region-based Convolutional Neural Networks (R-CNNs) + Feature Pyramid Networks (FPNs) was proposed to classify the defects of components such as anti-vibration hammers and pressure equalizing rings of overhead lines. Reference [14] proposed a lightweight network for the detection of insulators. Reference [15] used a single shot multibox detector (SSD) convolutional neural network to accurately locate and detect the defect position of the transmission line insulator. Reference [16] proposed an improved Faster R-CNN algorithm to identify defects in key components of transmission lines. Zhao et al. completed insulator infrared detection using deep convolution feature maps [17]. However, most of the above target detection frameworks, such as Faster R-CNN [18] and SSD [19], have a good effect on parts with obvious defect shapes and larger sizes, but for small equipment’s subtle faults (cracks, wear, etc.), the detection accuracy is greatly reduced. Therefore, traditional deep learning models have great limitations and are difficult to adapt to the requirements of transmission line equipment defect detection tasks.

At the same time, due to the large amount of transmission line equipment, the collected image data usually contain a lot of noise, which leads to the positioning deviation of the detection model, and the detection accuracy is greatly reduced [20]. In recent years, the method based on the Kalman filter has been widely used in various research, which can correct the detection results and obtain the estimated value or correction value of the research object [21]. Reference [22] constructed a new fuzzy logic algorithm based on the Kalman filter, which can effectively eliminate the influence of noise and also has strong robustness to modeling errors. Liu et al. implemented the correction of the geometric parameters of the catenary through the Kalman filter. The experimental results showed that the method can effectively improve the detection accuracy of the model [23]. The above research has effectively improved the accuracy of the detection results through the correction method, but the dataset of transmission line equipment in my country is usually not open to the public, the limited image dataset is even extremely unbalanced, and the detection model is prone to the risk of overfitting.

In summary, this paper proposes a defect detection scheme for key equipment of transmission lines in complex environments. First, for the small sample environment, this paper adopts data augmentation to expand the sample, and secondly proposes an improved Faster R-CNN framework, using MobileNet [24], the soft Non-Maximum Suppression (soft-NMS) algorithm [25], and the Context-Aware Region of Interest (CAROI) pooling layer [26], respectively, to replace the Visual Geometry Group-16 (VGG-16) benchmark network [27], NMS algorithm [28], and Region-of-Interest (ROI) pooling layer [29] in the initial framework to achieve a small-scale defect identification of transmission line components. Finally, according to the complex noise environment in the image, the detection results are corrected by Kalman filtering, which effectively improves the detection accuracy and robustness of the model in this paper.

The main innovations are as follows:

1. This paper uses a more lightweight network. The feature extraction network VGG-16 of Faster R-CNN is replaced by a lightweight MobileNet network, which greatly reduces redundant computation.

2. In this paper, the soft-NMS algorithm is used to replace the original NMS algorithm to improve the detection accuracy, and CAROI is used to replace the original ROI pooling layer to maintain the original structure of small-sized components to improve the detection accuracy.

Finally, this paper uses Kalman filtering to correct the detection results and uses Kalman filtering to eliminate the complex noise environment in the image.
2. System Overview

In order to solve the problems of high difficulty and complex environment in the detection of subtle component defects in current transmission lines, this paper optimizes its network architecture based on the original Faster R-CNN model, and combines image sample enhancement and secondary correction of positioning results. The scheme obtains the final transmission line equipment defect detection system. The overall framework of the system is shown in Figure 1.

![Figure 1. Overall framework of defect detection system for key components of transmission lines.](image)

The whole detection system is divided into three parts: model training, model testing, and model detection result correction. First, the collected pictures of key components of transmission lines are obtained by the image enhancement method to obtain enough training samples, and are then divided into the training set, verification set, and test set according to a certain proportion. The training set and validation set samples are used to train and verify the defect detection model of power transmission line parts, wherein the model is obtained by optimizing the original Faster R-CNN detection network structure to adapt to the defect detection of small parts. Next, the trained optimization model is loaded into the defect detection system, and images of power transmission line components to be detected are selected from the test set samples and input to the system to obtain preliminary detection results. Finally, according to the preliminary defect localization effect of the model, a secondary localization correction scheme is proposed, and a Kalman filter is used to optimize and adjust the defect prediction position, which further improves the localization accuracy and generalization performance of the model, and meets the defect detection requirements of key components of transmission lines.

3. Faster R-CNN Framework Improvement

Figure 2 shows the overall framework of the improved Faster R-CNN. In order to distinguish it from the original Faster R-CNN, the red cylinder in the figure highlights the optimization module of the improved network. First, in the original Faster R-CNN framework, MobileNet is used instead of VGG-16 to build the base convolutional layer to reduce the network computation. Then, after the Region Proposal Network (RPN), the soft-NMS algorithm is used to solve the target part occlusion problem. Finally, the initial ROI pooling layer is replaced by a CARO pooling layer to maintain the original structure of small defective parts. The optimization framework is mainly introduced in detail from three modules below.
The base network of Faster RCNN adopts VGG-16 [30]. However, experiments have shown that almost 80% of the time of all models is spent on the basic network, and a lightweight basic network can greatly improve the detection speed of the entire algorithm. As an efficient network, the MobileNet architecture decomposes the convolution into \(3 \times 3\) depthwise convolution and \(1 \times 1\) pointwise convolution, which effectively reduces the computational cost and the number of parameters. As shown in the comparison results of MobileNet and VGG-16 in ImageNet shown in Table 1, the accuracy of MobileNet is close to VGG-16, but 32 times smaller than VGG-16, and the computational parameters are 27 times less. This paper replaces the base network VGG-16 in Faster R-CNN with MobileNet. MobileNet introduces both a width multiplier and a resolution multiplier to achieve a balance between resources and accuracy. Width multipliers reduce the size of the network, while resolution multipliers change the input size of the image, reducing the internal representation of each layer. As this paper only uses convolutional layers from the MobileNet architecture, it is not necessary to fix the size of the input image.

| Model      | Precision (%) | Madd (Million) | Parameter (Million) |
|------------|---------------|----------------|---------------------|
| VGG-16     | 71.52         | 16,000         | 140                 |
| MobileNet  | 70.83         | 570            | 4.3                 |

The deep separable convolution layer is composed of deep convolution and point convolution. The deep convolution applies a single filter to each input channel, and the point convolution applies a \(1 \times 1\) convolution for a linear combination output. In addition, MobileNet adopts batch normalization processing and the relu nonlinear activation function. The computational complexity is only proportional to the square of the output feature mapping channel and the convolution kernel size, so it is easy to control the complexity of the model.

3.2. RPN Network

RPN first generates a set of anchor boxes at the center of the sliding window in the convolutional feature map, and the size of the anchor boxes is related to the sliding window and aspect ratio. In order to balance the recall rate and processing speed, this paper adopts anchor boxes with sizes of 128, 256, and 512 and three aspect ratios of 1:1, 1:2, and 2:1. A total of 9 kinds of anchor boxes are generated in the sliding window. For a feature map of input size \(14 \times 14\), 1764 anchor boxes are generated.

After the RPN processes each anchor box, it will obtain two output results. The first is the objective score, meaning the probability that the anchor is the target. The second is the bounding box regression score, which is used to adjust the anchors to fit the object. As the anchors usually overlap, the same object will inevitably generate multiple redundant bounding boxes. Using nonmaximum suppression (NMS) can eliminate redundant win-
dows and find the best detection position. In most advanced object detection, including Faster R-CNN, the NMS algorithm is used to remove redundant candidate boxes [31]. Traditional NMS directly deletes all boxes whose IOU value exceeds a predefined threshold. However, due to the complexity of the actual detection environment, the threshold of the NMS algorithm is difficult to determine, and positive candidate boxes may be removed unexpectedly. This paper adopts soft-NMS to solve the threshold problem. Soft-NMS does not completely suppress the neighbors of a successful candidate but computes the overlap level of the neighbors and the winning candidate score for partial suppression.

Figure 3 shows an example of the detection results of NMS (left) and soft-NMS (right). It can be clearly seen that due to the overlap of the two devices on the transmission line, NMS detects only one target, while soft-NMS can keep the two devices separately.

![Figure 3. Detection results with (a) NMS and (b) soft-NMS.](image)

### 3.3. Context-Aware ROI Pooling

As shown in Figure 4, in the two-stage object detection algorithms Fast R-CNN and Faster R-CNN, a ROI pooling layer is adopted to resize the proposal box to a fixed size [32]. The ROI pooling layer uses max pooling to convert features within any valid region of interest into a small feature map with a fixed $h \times w$ spatial extent. ROI max-pooling works by dividing the $h \times w$ proposal into a grid of $H \times W$ sub-windows of approximate $(h/H) \times (w/W)$ size, and then max-pooling the values in each sub-window into the corresponding output grid cells. If the suggestion box is smaller than the size of $H \times W$, the suggestion box needs to be enlarged to the size of $H \times W$ by adding the copy value. Therefore, ROI pooling avoids double-computing the size of the proposal box, which significantly speeds up training and testing [33]. Because this method of adding duplicate values has a greater impact on the small proposal box, and the small defect target is mostly located by the small proposal box, it may destroy the original structure of the small defect target. In addition, adding replicated values leads to an incorrect representation of forward propagation in gradient descent computations, and increases the accumulation of errors in backpropagation. Therefore, the use of ROI pooling will reduce the detection performance of small defect targets. In this paper, CAROI pooling is used to adjust the size of the proposal box without destroying the original structure of the small defect target, which can also improve the performance of small defect detection [34].

As shown in Figure 5, in CAROI, if the size of the proposal box is larger than the fixed size, the maximum pooling is used to reduce the size of the proposal box. If it is smaller than the fixed size, deconvolution is used to expand the proposal box to the fixed size. As shown in Equation (1):

$$y_k = F_k \oplus h_k$$  \hspace{1cm} (1)

For example, in Equation (1), $y_k$ is the fixed size of the output feature map, $F_k$ is the input suggestion box, and $h_k$ is the kernel of the deconvolution. The size of the kernel is equal to the ratio of the output feature map to the input suggestion box. In addition, if one of the width or height of the suggested box is higher than the fixed value, the other is smaller than the fixed value. CAROI will use deconvolution to first expand the size of the proposal box, and then use max pooling to reduce the proposal box to a fixed size.
Therefore, after using CAROI pooling, the proposals would have been resized to a fixed size while still extracting discriminative features from small proposals.

![Figure 4. ROI pooling principle.](image1)

![Figure 5. CAROI pooling principle.](image2)

### 4. Kalman Filter Correction

Traditional denoising methods are roughly divided into spatial pixel feature denoising algorithms and transform domain denoising algorithms. Spatial pixel feature denoising includes median filtering, Gaussian filtering, and other denoising methods that directly process pixels. The transform domain denoising algorithm aims to transform the signal, filter the noise, and then transform it to the space–time domain. Most papers are now optimizing pixel processing functions or optimizing threshold functions in transform domain denoising algorithms. In [35], Luisier et al. proposed a general approach (PURE-LET) to design and optimize a broad class of transform-domain thresholding algorithms for denoising images contaminated by mixed Poisson–Gaussian noise. In [36], Sun et al. proposed a bilateral spectrum weighted total variation (BSWTV) to optimize regularization in image denoising. In [37], Foi et al. proposed an algorithm to fully automatically estimate model parameters given a single noisy image to optimize the pixel feature denoising process.

After using the optimized Faster R-CNN model to detect the transmission line components, the defect localization results can be obtained. On this basis, the secondary correction of the results can further improve the detection effect. In statistics and control theory, the Kalman filter, as a recursive predictive filtering algorithm, is widely used and powerful: it provides an efficient and computable method to estimate the past and current state of a signal. It is even possible to estimate the future state, and to be able to update and process the data collected in the field in real time, which is more accurate than estimation based on a single measurement, even if the exact nature of the model is not known [38]. Therefore, this paper uses the Kalman filter to correct the detection results of the model.

The Kalman filter utilizes the equation of state of a linear system, which can be viewed as a projection of state variables on a linear space generated by observations [39,40]. Its principal Equation is as follows:

$$
\hat{X}_k = K_k Z_k + (1 - K_k) \hat{X}_{k-1}
$$

(2)

Among them, $k$ represents the state index, $\hat{X}_k$ represents the current estimated value, $K_k$ is the Kalman gain, $Z_k$ is the system measurement value, and $\hat{X}_{k-1}$ is the estimator at the previous moment. The predicted value is updated by the state measurement value at time $k$, and the update method is based on the minimum mean square error; finally, the best estimated value $\hat{X}_k$ is obtained.
Kalman filtering is mainly implemented through three steps: modeling, measurement update and measurement update, and iteration. Among them, the modeling is shown in Equation (3). In the Equation, \( u_k \) represents the control signal, its value is 0, \( w_{k-1} \) is the noise function, \( x_k \) is the signal, \( A \) and \( B \) are the matrix coefficients, and \( k \) represents the state index.

\[
x_k = Ax_{k-1} + Bu_k + W_{k-1}
\]  

(3)

The observed value is shown in Equation (4), where \( Z_k \) represents the measured value in state \( k \); \( V_k \) is a noise function, which usually obeys a Gaussian distribution; \( H \) is a coefficient matrix:

\[
Z_k = Hx_k + V_k
\]

(4)

The time update and measurement update mainly consist of 5 equations, and the 2 equations in the time update stage are shown in Equations (5) and (6). Among them, \( \hat{x}_k^- \) is the prior evaluation, \( P_k^- \) is the prior error covariance, and \( Q \) is the system noise. Two priors will be used in the measurement update state equation.

\[
\hat{x}_k^- = A\hat{x}_{k-1}^- + Bu_k
\]

(5)

\[
P_k^- = AP_{k-1}^-A^T + Q
\]

(6)

The three equations in the measurement update phase are shown in Equations (7)–(9). Among them, \( R \) represents the loop, \( K_k \) represents the Kalman gain at time \( k \), and \( \hat{x}_k \) is the estimated value of the system at time \( k \).

\[
K_k = P^-H(HP^-H^T + R)^{-1}
\]

(7)

\[
\hat{x}_k = \hat{x}_k^- + K_k(z_k - H\hat{x}_k^-)
\]

(8)

\[
P_k = (I - K_kH)P_k^-
\]

(9)

The iterative process first needs to estimate the initial state; set the initial values of \( A, B, R, H \), and other parameters; calculate \( \hat{x}_1^- \) and \( P_1^- \) through Equations (5) and (6); bring it into the above Equations (7) and (8); obtain the estimated value of \( X_1 \); update the error covariance matrix \( P_l \) through Equation (9); recalculate the \( \hat{x}_1^- \) and \( P_1 \) obtained in the measurement update stage as the initial value of the time update, to realize the iteration.

In the actual transmission line system, the dimensions of each component are manufactured according to the unified national standards, their positional relationship is always relatively fixed, and the aspect ratio is also a constant. In the Kalman modeling process, through this feature, the relative coordinates of small parts can be predicted based on the positions of some large-sized parts, which is equivalent to \( x_k \) in Kalman filtering. In the process of locating the defects of the key components of the actual transmission line, the initial prediction result is obtained through the improved Faster R-CNN and used as an observation value, which is equivalent to \( Z_k \) in the Kalman filter, and then the five equations of the Kalman filter are used continuously. For iteration, each iteration process is the correction process of the Kalman filter algorithm, and finally, the optimal one is evaluated, and a set of optimal defect positions is output to further improve the defect detection performance.

5. Experimental Results and Analysis

5.1. Experimental Environment

Table 2 shows the software and hardware environment of this paper. The experiments are based on the deep learning open-source frameworks Tensorflow and Keras, and are programmed in Python language.
Table 2. Experimental environment.

| Category      | Version                  |
|---------------|--------------------------|
| operating system | Windows 10              |
| CPU           | Intel Core i9-10900 k    |
| GPU           | NVIDIA GeForce GTX 3080  |
| RAM           | 32 GB                    |
| Tensorflow-gpu | Tensorflow-gpu1.13.2    |
| Keras         | Keras2.1.5               |
| Cuda          | Cuda10.0                 |
| Cudnn         | Cudnn7.4.1.5             |

5.2. Dataset Processing

In practical application scenarios, due to the limitation of acquisition conditions, the defect detection of transmission line components faces the problems of difficulties in collecting complete defective samples and low detection accuracy, and deep learning algorithms require a large number of datasets as support. In view of the insufficient number of fault samples, in order to train a defect detection model with good performance, an image enhancement method is adopted in this paper. The purpose of image enhancement is to improve the sensitivity of the model to defect images, obtain enough samples for deep training of the model, effectively reduce the risk of overfitting, and thus improve the generalization ability of the defect detection model. The image enhancement method performs extended processing such as brightening, adding noise, translation, and affine to the captured original image. The enhancement results are shown in Figure 6.

![Image enhancement results](image)

Figure 6. Image enhancement results.

5.3. Model Training Parameter Settings

In the experiment, first, the enhanced image is randomly divided into the training set, test set, and verification set. The training set accounts for 80%, and the test set and verification set account for 10%. During model training, the weights of each batch of normalization layers are frozen to shorten the training time and avoid over fitting. The RPN network and classifier are trained in turn. The Adam algorithm [41] is used to optimize the loss function of bounding box regression. The balance parameter λ in the loss function is set to 0.5, the initial learning rate of the RPN and the classifier is set to 0.002, the momentum value is set to 0.8, and the batch size Batch_Size is set to 32. When the total number of iterations reaches 80%, the learning rate is adjusted to 0.0002, and a total of 2000 training iterations are performed.
5.4. Evaluation Indicators

In order to test the detection effect of the trained model, this paper evaluates its performance in various aspects through Precision ($P$), Recall ($R$), mean Average-Precision ($mAP$), Intersection over Union ($IOU$), and Detection time. The calculation of $P$ and $R$ is shown in Equations (10) and (11). In the Equation: True Positive ($TP$) is the number of correct samples that are identified as positive samples; False Positive ($FP$) is the number of negative samples that are wrongly identified as positive samples; False Negative ($FN$) is the number of positive samples that are wrongly identified as negative samples. The average precision Average-Precision ($AP$) is the area enclosed by the precision-recall (P-R) curve, and the AP value represents the recognition accuracy of a single category, which is calculated as shown in Equation (12). $mAP$ represents the overall recognition accuracy of all categories, and the relationship between it and the AP value is shown in Equation (13). The calculation of $IOU$ is shown in Equation (14), where $S$ is the overlapping area between the predicted frame and the actual frame, and $S$ is the total area occupied by the predicted frame and the actual frame. $T$ is the time required for the model to detect a picture, which is used to evaluate the detection speed of the algorithm.

$$P = \frac{TP}{TP + FP}$$  
$$R = \frac{TP}{TP + FN}$$  
$$AP = \int_{0}^{1} PRdr$$  
$$mAP = \frac{\sum_{i=1}^{C} AP_{i}}{C}$$  
$$IOU = \frac{S \cap}{S \cup}$$

5.5. Display of Experimental Results

In this experiment, the proposed improved algorithm is used to perform preliminary detection on several key components of the transmission line, and on this basis, the detection results are corrected by the Kalman filter. Figure 7 shows the representative defect detection results of different types of components, of which the left side is the preliminary detection result of the improved model, and the right side is the defect location result corrected by the Kalman filter. According to the test results, it can be clearly seen that the improved model can effectively locate and identify defects of larger parts, but the defect detection accuracy of some fine parts has decreased. After Kalman filtering, the defect detection of small parts can also reach the same accuracy as large-scale defects. Based on the comprehensive analysis of the above experimental results, the improved algorithm designed in this paper combined with the Kalman filter correction has a good effect on the defect image detection of key components of transmission lines.
Figure 7. Defect detection results; (a) insulator, (b) wire clip and (c) hardware. Among them, the left side is the preliminary detection result, and the right side is the corrected result.

5.6. Comparison and Analysis of Experimental Results of Different Algorithms

In order to further verify the superiority of the method proposed in this paper, comparative experiments were conducted with YOLO, SSD, MS-CNN, original Faster R-CNN, and improved Faster R-CNN on the same dataset. In the experiment, mAP, IOU, and detection time were used to evaluate the performance of each method. The comparison of detection results of different methods is shown in Table 3. It can be seen from the table that the accuracy of the improved Faster R-CNN model + Kalman filter proposed in this
paper is improved by 11.05% and 4.94%, respectively, compared with the original Faster R-CNN and the improved Faster R-CNN. In terms of detection efficiency, the method takes 0.12 s to process an image, which is slightly slower than other single-stage detection algorithms. The original Faster R-CNN takes 2 s, which is longer than the MobileNet, but with higher accuracy. The MobileNet architecture significantly improves the processing speed of this method, but the accuracy is slightly low. There is no absolute advantage to comprehensively compare the two, and MS-CNN has a higher detection accuracy; however, its detection time is longer. The YOLO model only needs 0.04 s to detect a single image, but the accuracy is lower than other methods. From comprehensive analysis of the comparison results of the six methods in the table under the same test samples, the improved Faster R-CNN + Kalman filter proposed in this paper has the best comprehensive performance, has significant advantages in the defect detection effect, and can meet the needs of transmission line defect detection.

Table 3. Performance comparison of different detection methods.

| Defect Detection Methods | P (%) | R (%) | mAP (%) | IOU (%) | Detection Time (s) |
|-------------------------|-------|-------|---------|---------|-------------------|
| YOLO                    | 61.23 | 59.61 | 60.61   | 60.24   | 0.04              |
| SSD                     | 77.96 | 73.18 | 77.42   | 76.55   | 0.06              |
| MS-CNN                  | 85.83 | 83.06 | 86.53   | 83.36   | 0.40              |
| Original Faster R-CNN   | 80.36 | 78.62 | 80.05   | 80.16   | 2.00              |
| Improve Faster R-CNN    | 86.44 | 83.09 | 86.16   | 85.31   | 0.10              |
| Improve Faster R-CNN + Kalman filter | 90.26 | 87.49 | 91.10   | 88.37   | 0.12              |

In order to verify the robustness of the model, binary noise is used in this chapter, and the image pixels are randomly set to zero through different probabilities to analyze the adaptability of the model under different noise disturbances. The results are shown in Table 4. It can be seen from the results that the model can maintain a high accuracy under noise disturbance. At the same time, with the increase in the number of defective samples, the accuracy rate is gradually improved, so in order to increase the number of defective samples in the training set, the recognition accuracy rate can be improved.

Table 4. Model recognition rates under different noise probabilities.

| Number of Defective Samples | 1  | 5  | 10 | 20 | 30 | 40  |
|-----------------------------|----|----|----|----|----|-----|
| 10                          | 82.35 | 81.25 | 79.58 | 76.35 | 74.35 | 72.14 |
| 20                          | 83.25 | 82.42 | 82.32 | 81.35 | 79.56 | 78.36 |
| 50                          | 85.65 | 84.54 | 83.35 | 83.14 | 82.54 | 78.25 |

In order to verify the effectiveness of the noise reduction method in this paper, this paper compares the Kalman filter with various common noise reduction methods. The results are shown in Table 5. From the results we can know that the method in this paper is more accurate than other methods, but the detection time shows no big difference.
### Table 5. Comparison of different denoising methods.

| Denoising Methods   | P (%)  | R (%)  | mAP (%) | IOU (%) | Detection Time (s) |
|---------------------|--------|--------|---------|---------|-------------------|
| mean filter         | 86.25  | 87.26  | 84.58   | 88.65   | 0.14              |
| median filter       | 85.32  | 83.54  | 86.76   | 85.47   | 0.11              |
| wavelet denoising   | 84.35  | 85.25  | 87.54   | 84.35   | 0.13              |
| Gaussian filter     | 80.32  | 79.61  | 78.65   | 81.23   | 0.09              |
| bilateral filter    | 87.35  | 85.36  | 88.45   | 84.36   | 0.13              |
| Kalman filter       | 90.26  | 87.49  | 91.10   | 88.37   | 0.12              |

### 6. Conclusions

In this paper, the problem of fault detection of transmission line equipment is studied in depth, and a fault detection method based on a deep convolutional neural network and Kalman filter is proposed. In order to improve the detection accuracy and model robustness in complex environments such as large-scale changes and target occlusion, this paper first uses the lightweight MobileNet to build the backbone network of the Faster R-CNN framework, which improves the model detection speed; secondly, after the RPN network, the soft-NMS algorithm is used to solve the problem of redundant candidate boxes; finally, CAROI pooling is used to adjust the candidate boxes to the specified size without ignoring important context information. In addition, this paper also proposes a Kalman filter correction scheme to further improve the model detection accuracy. The method is evaluated and compared with other detection algorithms on the same dataset. The experimental results show that the method is slightly inferior to the single-stage detection algorithm in processing speed, but it has achieved good results in detection accuracy and has the best overall performance. In addition, the framework can be easily extended and applied to defect identification in other environmental backgrounds, which has certain reference value.
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