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Human beings possess the most sophisticated computational machinery in the known universe. We can understand language of rich descriptive power, and communicate in the same environment with astonishing clarity. Two of the many contributors to the interest in natural language - the properties of Compositionality and Structure Dependence, are well documented, and offer a vast space to ask interesting modelling questions. The first step to begin answering these questions is to ground verbal theory in formal terms. Drawing on linguistics and set theory, a formalisation of these ideas is presented in the first half of this thesis. We see how cognitive systems that process language need to have certain functional constraints, viz. time based, incremental operations that rely on a structurally defined domain. The observations that result from analysing this formal setup are examined as part of a modelling exercise. Using the advances of word embedding techniques, a model of relational learning is simulated with a custom dataset to demonstrate how a time based role-filler binding mechanism satisfies some of the constraints described in the first section. The model’s ability to map structure, along with its symbolic-connectionist architecture makes for a cognitively plausible implementation. The formalisation and simulation are together an attempt to recognise the constraints imposed by linguistic theory, and explore the opportunities presented by a cognitive model of relation learning to realise these constraints.
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1. Introduction

1.1. The Essential Ingredients of Language

The potential to comprehend natural language is a hallmark of human cognitive ability. Many believe that the faculty for complex thought is tied closely with this ability [23][13][14]. Therefore, the modelling of such a system that is tied to what we understand about the formal aspects of language, is an important step towards understanding human cognition itself.

Perhaps the most interesting feature of language is the unbounded creativity it offers. Starting from a finite set of symbols, with a primitive set of rules, one can generate a discrete infinity of different structures. Recursion in language is defined as “the property of a finitely specified generative procedure that allows an operation to reapply to the result of an earlier application of the same operation” [12].

A key feature of language that makes this powerful generative procedure interesting is Compositionality. It is the principle that constrains the relation between form and meaning, by requiring that the meaning of a complex expression be built up from the meanings of its constituent expressions and the way they are combined. Importantly, compositionality keeps the meanings of the elements intact, only affecting how the whole complex is interpreted, as a function of the elements and their ordering.

While it is true that these properties are essential to language, they can exist independently of each other in other domains. This is because compositionality is the property of units that a system possesses, whereas recursion is the result of functions that are applied on the units that constitute a system. A simple example of a recursive property is displayed by the operations used to generate the Fibonacci sequence. But nothing can be said about compositionality exhibited by the numbers of the Fibonacci series. For an example of recursion in language, take two individuals Tim and Ram, conversing about Sanskrit - Tim says “I know Sanskrit”, to which Ram replies “I know you know Sanskrit”, to which Tim replies, “I know you know I know Sanskrit” and so on. It is not hard for us to see why, due to the recursive power of language, the conversation does not ever need to end.

‘Hierarchy’ is a loaded term, and associated with close, but not identical interpretations in different fields. An important distinguishing feature of hierarchy is the representational tokening of a complex expression. A natural example is the modern democratic society,
where increasing populations of people are represented by officials with proportional responsibilities. Language is analogous in the following way. Oftentimes the most direct way of identifying a constituent is to see if a group of words can be substituted with another word and check if the grammaticality of the sentence remains unaffected [28]. These substitutions act as tokens encoding proportionally greater amounts of information. In a democracy, these tokens represent groups of people, while in natural language, these tokens represent information. Take for instance the sentence - “Big dogs bite men”. “Big dogs” can be combined and replaced by “They”, and the sentence, “They bite men” remains grammatically correct. On the other hand, combining “dogs bite” to form a constituent results in an awkward combination, and we are left without a clue about what role “Big” plays here.

This process of combination is termed Merge in linguistics, and is defined as - the computational operation that constructs a new syntactic object Z (e.g., ‘ate the apples’) from already constructed syntactic objects X(‘ate’), Y(‘the apples’), without changing X or Y [12]. Notice how even when “Big dogs” is called a constituent, the words “Big” and “dogs” keep their meanings intact. The principled way of analysing constituent structure in language is based on the rules of Syntax, which allows us to connect meaning with form [4]. The process of Merge is considered an essential feature of Universal Grammar (UG), which is the genetic capacity for language exhibited by all humans. Interesting to note is how Merge in its basic formulation produces unordered objects, and is an attempt to reconcile word orders of various languages with a common, internal representation, not tied to the modalities of externalisation such as speech and sign language.

As mentioned by Pagin and Westerstahl in [28], there are multiple flavours of compositionality. The weakest version depends only on the atomic elements and the function that uses them in scope. In the second level version, total meaning depends upon the meanings and operations of the intermediate parts. The weak version relies only upon the immediate sub-parts and the syntactic function combining them. In this work, the aim is to bind “grammatical meaning” with time, all the while staying true to cognitive processing constraints.

1.2. Cognitive Modelling and Processing Compositionality

In their 1976 paper, Marr and Poggio [21] laid out a theoretical framework for the investigation of cognitive processes. In it, they argued for three levels of analysis that should be considered in any cognitive science research - computation, algorithm, and implementation. The first, computational analysis, relates the underlying processes being studied to their mathematical expressions. Second, the algorithmic description involves making clear how the mathematical form relates to the procedural capabilities or mechanisms at hand. The third level consists of the actual implementation of these algorithms on hard-
ware. According to them, each level of analysis should be kept independent, and that the computational level, although often most neglected, should be given primary importance.

Guest and Martin [15] argue for formal modelling as an essential step in the process of scientific inference. Most psychological research takes the path of considering a hypothesis and collecting and reporting data relevant to the hypothesis. On the other hand, scientists trained in formal methods alone tend to construct models that are not tied to experimental observations. Using the best of both worlds, by specifying and modelling the essential assumptions of a theory will only help guide and effectively constrain further exploratory analyses.

Since the primary intention of this work was to connect formal theory and implementation, choosing a suitable cognitive architecture was important. Modern Natural Language Processing techniques are capable of generating text from a given topic, creating captions from images, understanding human speech, and much more, with tremendous accuracy [8]. Starting from the days of the simple Perceptron [31], we now have large scale neural networks with millions of parameters, that take billions of data points to get to human-like behavior [32]. One problem that ails such large neural network models is their inherent lack of explainability. More often than not, such models are treated as black boxes whose measure of improvement relies on small nudges in a large hyperparameter space that is hard to examine in a principled fashion [3]. An even bigger problem in these models is the lack of an explicit notion of a Variable.

We have another class of models, referred to as symbolic systems, that rely on structured knowledge representations, with modeller intuition guiding the rules that manipulate or transform these representations. Such symbolic systems are known to be powerful but inflexible, and heavily reliant on human intuition.

In his book, “Words and Rules”, Steven Pinker [30] writes about the existence of a continuum of cognition, one end of which is populated by generative systems that rely on well-defined variables and functions to manipulate them. On the other end exist complex associationist networks that rely on distributed computation capable of modelling non-linear behavior. While Artificial Neural Networks work well to encode statistical regularities of data, they are not suitable proxies of cognitive processes that require compositionality. Recurrent Neural Networks (RNNs) use tensor manipulation operations to represent the internal states of a system. This pays rich dividends when the goal is to minimise a loss function defined on the vector space, but comes at the cost of not knowing where or what each state representation is made of. [25][22].

1.2. Cognitive Modelling and Processing Compositionality
1. **Introduction**

**Figure 1.1.:** DORA representation of the proposition - bites(dogs,men) in predicate logic. Red unit belongs to P layer, blue - RB layer, green - PO layer, gray - semantic layer

1.3. A brief overview of DORA

The Discovery of Relations through Analogy (DORA) model [10], is a derivative of the earlier LISA (Learning and Inference with Schemas and Analogies) [18], and belongs to a class of models termed symbolic-connectionist. DORA was originally intended as a model of human analogical reasoning and possesses a neural network architecture. DORA’s learning and analogical inference abilities are very close to what is known from human developmental psychology[10]. Starting from a flat n-dimensional encoding of symbols, DORA learns structured representations by a Self Supervised Learning (SSL) algorithm. The simplest unit of abstraction is the predicate/object unit, both identical in function. The details of how DORA learns predicates for relational learning tasks are well documented in [10], but the problem of learning predicates for sentences in natural language is an open one, and we use DORA only to understand the mechanisms of structural mapping and representation. DORA uses dynamic binding to encode propositions. Each proposition is represented by an array of Role-filler binding (RB unit) units that contain information about the functional predicate and the object it is composed of 1.1. Activation is passed between the Propositional layer and the RB units. These RB units are also bidirectionally connected to the predicate and object units (whose binding each RB represents). The Predicate and Object units (PO units) pass activation to the semantic layer which can be thought to represent perceptual input/output encoders. From the perspective of this thesis, DORA offers an essential advantage over other models by keeping the separation between predicate and object roles in a relationship intact, thereby preserving compositional structure.

This work is an attempt to clearly define the assumptions that we make about the compositional nature of language, and what it means for language to possess grammaticality and structure dependence in chapter 2. In chapter 3, the emphasis is on how the constraints imposed on the system in chapter 2 can be realised in a cognitive model, borrowing concepts from Machine Learning (ML) and Natural Language Processing (NLP) Techniques.
In chapter 4, we see the results of simulations run on DORA using a custom dataset, review the limitations of the project, and discuss possible paths for the future.
2. Formalisation

We begin this chapter by going through a few basic mathematical concepts, and then apply them to ideas from formal linguistics.

2.1. Basic definitions

Set Theory serves to make our intuitions concrete and communicable. It is therefore a good starting point in all modelling exercises to define clearly what we are setting out to explore, and the tools we will be using in the process. Set refers to a collection of objects, and Function refers to a way of sending every element of one Set to elements of another Set.

**Definition 2.1.** Let \( X, Y \) be Sets. The Coproduct of \( X \) and \( Y \) is defined as the disjoint union of \( X \) and \( Y \), \( X + Y \) where every element of \( X + Y \) belongs either to \( X \) or \( Y \). If something is an element of both \( X \) and \( Y \) we include both copies and include information about where the element originates from.

The Product of \( X \) and \( Y \) is defined as the set of all ordered pairs \((x,y)\), \( X \times Y \) where \( x \in X \) and \( y \in Y \).

2.1.1. Pushout

**Definition 2.2.** An Equivalence relation on \( X \) is a subset \( Y \subseteq X \times X \) such that elements of \( Y \) satisfy the properties of

1. Reflexivity : \((x, x) \in Y, \forall x \in X\)
2. Symmetry : \((x_1, x_2) \in Y \Rightarrow (x_2, x_1) \in Y\)
3. Transitivity : \((x_1, x_2), (x_2, x_3) \in Y \Rightarrow (x_1, x_3) \in Y\)

The equivalence relation is indicated by the symbol \( \sim \) taken to mean if \( x_1 \sim x_2 \), then \( (x_1, x_2) \in Y \).

**Definition 2.3.** Given the sets \( X, Y \) and \( Z \), there is a mapping from \( Z \) to the sets \( X \) and \( Y \) via the functions \( f \) and \( g \), respectively. The fiber sum or the Pushout is the quotient of \( X \cup Z \cup Y \), by the equivalence relation \( \sim \). For a pushout, an equivalence relation is generated by \( x \sim f(z) \) and \( y \sim g(z) \) for all \( z \in Z \).
2. Formalisation

The Pushout is denoted by \( X \cup Z Y = X \cup Z \cup Y/\sim. \)

The Pushout \( P \) is defined as the set obtained by taking the disjoint union \( X + Y \), and finding the elements \( x \in X \) and \( y \in Y \) such that there exists a \( z \in Z \) where \( f(z) = x \) and \( g(z) = y \).

The functions \( i_1 \) and \( i_2 \) are the canonical inclusion functions which map the elements of \( X \) and \( Y \) to their equivalence classes. These maps \( i_1 \) and \( i_2 \) result in a commutative square, such that \( f \circ i_1 = g \circ i_2 \). This allows a definition of equivalence relation on \( X \cup Z \cup Y \), and \( P \) is the quotient of it \([34][29]\).

**Example 2.4.** An undirected graph \( G \) is defined as a collection of Vertices and Edges, \( G = (V, E) \). A vertex \( v \) is reachable from a vertex \( u \) if there is a path from \( u \) to \( v \). Reachability is then an equivalence relation:

1. Reflexivity is satisfied, since every vertex is reachable from itself.
2. If there is a path from \( u \) to \( v \), there is also a path from \( v \) to \( u \) since the graph is undirected. Therefore symmetry is satisfied.
3. If there is a path from \( u \) to \( v \) and a path from \( v \) to \( w \), the two paths can be joined so that a path from \( u \) to \( w \) exists. Therefore transitivity holds.

The quotient of reachability on \( V \) gives us the set of connected components, or cliques, in \( G \).

### 2.1.2. Universal Property of Pushouts

**Definition 2.5.** The universal property of Pushouts states that given any commutative square with a pushout such as the one shown in fig 2.1, and given another set \( Q \) for which the mapping from \( Z \) to \( Q \) commutes i.e., \( f \circ j_1 = g \circ j_2 \), there must exist a unique \( P \rightarrow Q \), also making the diagram commute, as shown in fig 2.1.

![Figure 2.1.: Universal property of pushouts](image)

In this thesis, we consider the universal property on partial functions, and the composition of partial functions is not the same as the composition of (total) functions. For example, the mapping \( X \rightarrow Q \) can be a partial function in that it does not map every element of
2.1. Basic definitions

$X$ to an element in $Q$, but only a subset of $X$ has an image in $Q$. The necessity for partial functions when dealing with compositionality is also stressed in [28], although the reason for such a distinction is that grammatical understanding may be imperfect or incomplete. In our case, we treat the existence of the partial functions as a fundamental necessity to account for novel sequences. Under such a condition, we can reformulate the composition of functions in terms of inclusions and restrictions of (total) functions as shown below [33].

Treatment of partial functions

Given three sets $S, T, H$, and a partial function $f : S \to T$ and another partial function $h : T \to H$. That is, not all elements of $S$ have an image in $T$, and not all elements of $T$ have an image in $H$. To represent a partial function as a total function, we consider subsets $S' \subset S, T' \subset T$, such that $f : S' \to T', \overline{h} : T' \to H$ are full functions, as shown in fig 2.2.

We now take a subset $U \subseteq S'$ such that if $s \in U \iff s \in S'$ and $\overline{f}(s) \in T'$, as in fig 2.3. These functions are now composition compatible, and we take $h \circ f$ to be determined by $\overline{h} \circ \overline{f} = \overline{h} \circ \overline{f}_U$. That is, the composition of partial functions is defined as a restriction on total functions. This exercise will not be explicitly shown in later sections due to space constraints. In the following sections, compositions are taken to mean compositions of total functions determined from partial functions.

One condition that results from considering such a composition of partial functions is that although commutativity holds, the uniqueness condition is not guaranteed. Therefore, from the stronger “unique existence” from $P$ to $Q$, we have “existence” only, giving us the “weak pushout”.

\[ 
\begin{array}{ccc}
S & \overset{f}{\rightarrow} & T \\
\downarrow & & \downarrow & \vdash \\
S' & \overset{\overline{f}}{\rightarrow} & T' \\
\end{array} \quad \begin{array}{ccc}
T & \overset{h}{\rightarrow} & H \\
\downarrow & & \downarrow & \vdash \\
T' & \overset{\overline{h}}{\rightarrow} & H \\
\end{array} 
\]

Figure 2.2.: Partial functions defined on subsets

\[ 
\begin{array}{ccc}
S & \overset{f}{\rightarrow} & T & \overset{h}{\rightarrow} & H \\
\downarrow & & \downarrow & \vdash & \downarrow \\
S' & \overset{\overline{f}}{\rightarrow} & T' & \overset{\overline{h}}{\rightarrow} & H \\
\downarrow & & \downarrow & \vdash & \downarrow \\
U & \overset{\overline{f}_U}{\rightarrow} & T' \\
\end{array} 
\]

Figure 2.3.: Partial functions composed
2. Formalisation

2.2. Specifications

Definition 2.6. Let $L_0$ be the set of all words in a natural language $Language_k$.

Definition 2.7. $S = \{ w + v \mid w, v \in L_0 \cup S \}$ The $+$ operator denotes usual string concatenation, in addition to a space in between.

To make understanding easy, we start with a small subset of English words.

$L_0 = \{ \text{‘Men’}, \text{‘Dogs’}, \text{‘bite’}, \text{‘say’}, \text{‘big’} \}$

We combine words at random order to get sequences of all lengths. Ex.: “Dogs dogs men men”, “Dogs men bite”, “Big men bite dogs”, “Dogs say men bite men”, and so on. Recursion is taken care of in 2.7 because we combine elements of $S$ to generate new elements of $S$. Use of the verb ‘say’ lets us create grammatical sentences of arbitrarily increasing lengths (In linguistics, a complementizer is a word that turns a clause into the subject or object of a sentence, and strictly speaking, one must use the complementizer “that” with “say”, but for the sake of simplicity, without sacrificing grammaticality, we do not). Example - “Dogs say big dogs say men say big dogs bite men” etc.,

Definition 2.8. Merge is an essential binary operation that exists in language. Merge takes two syntactic objects as input, and constructs a third object which is a complex whose existence does not destroy the meaning of the parts it is made up of. Simply put, Merge($X,Y$) gives a set $\{X,Y\}$. [12]

To incorporate constituents into the formulation, we designate embedded constituent sets by $L_i$, which is defined as

Definition 2.9. Given that $f_1$ is the syntactic projection on words which identifies its lexical category ($f_1$(big) = Adjective etc.)

$L_i = \begin{cases} \{ l + h \mid l \in L_m, h \in L_n, max(m,n) \leq (i-1) \} & \text{if } i > 1 \\ \{ f_1(l) \mid l \in L_0, \text{and } f_1 \text{ is the syntactic projection on } l \} & \text{if } i = 1 \end{cases}$

In 2.9, ‘$+$’ is the Merge operator on two strings, resulting in a new, valid constituent. With this operation, for $i > 1$, every $L_i$ consists of two constituents, at least one of which belongs to $L_{i-1}$. For a detailed example, see A.1.

For our purpose, we only consider $L_i$ where $i > 1$ in further steps, since $i = 1$ does not include any compositional information. In this formalisation, $L_i$ should be read as “Constituent set i”. The creation of elements of $L_1$ from $L_0$ is a linguistic projection, which
assigns to words syntactic categories that lets them bind with other constituents.

Let us take the example of a sentence from S - “Dogs say big dogs bite men”, whose constituent tree structure (see [4] for a neat introduction) is as shown in fig 2.4. Deep structure (the underlying logical relationships of the elements of a phrase or sentence), of the kind seen in 2.4 is a result of recursive Merge operations performed on the sequence of words. We see that ‘bite’ combines with ‘men’ to form the verb phrase ‘bite men’, which belongs to $L_2$, and $L_2$ also contains the constituent “big dogs”. These two constituents combined, result in elements of $L_3$ according to the rules defined above. This takes place until we reach the root of the tree, which is the full sentence, and also a member of $L_5$.

![Figure 2.4: Tree structure born out of recursive Merge](image)

What constitutes a sentence is the presence of a root node that subsumes all constituents present in the structure. Instances of sequences that possess grammatically valid constituents but cannot be called sentences are shown in 2.5.

![Figure 2.5: Invalid constructions](image)

The rules for determining the validity of a constituent are language-specific, and word order plays a part, specifically when considering languages in isolation. We take a South
Indian language, Kannada, belonging to the Dravidian language family to make this idea clear. Linguistic typology identifies English as possessing the S(subject)-V(verb)-O(object) order for active forms, and Kannada possesses the S-O-V order. Take a look at how these forms vary in Kannada with the translation of the sentence - “Dogs say big dogs bite men” in 2.6.

2.3. Grammaticality

Definition 2.10. $T$ is the set of all positions in a sequence that a constituent can occupy. Therefore $T = \mathbb{N}$

Definition 2.11. $L_i^* = L_i \times T = \{(l, t) | l \in L_i, t \in T\}$

Definition 2.12. $P_i^* = \mathcal{P}(L_i^*) \times \{0, 1\}$, $\mathcal{P}$ is the power set operator.

$T$ is the set of all time positions that a constituent can occupy. The product set $L_i^*$ is defined to associate a constituent with every possible position it can occupy. With 2.11, we already make room for the discrete infinity of recursively created constituents that language allows. The power set of this product is defined as $P_i^*$ (which includes the $\emptyset$ as its element) to create the possibility of mapping a sequence to the set of constituents it con-
Labelling of non-terminal nodes of a syntactic tree is a way to identify compositional structures’ content by the abstract lexical features that encode constituents. Primarily, lexical (Noun - N, Verb - V, Adjective - Adj, Preposition - P) and functional (explained under 2.19) categories encode word-level features, with phrasal categories encoding higher-order combinations (Ex : Noun Phrase - NP, Verb Phrase - VP, Inflectional Phrase - IP, Prepositional phrase - PP etc.,). The label ‘IP’ stands for Inflectional Phrase and is in all respects identical to S, except in that it can be treated as possessing a Head, Complement, and Specifier (which will be explained later). Words can be thought to contain two (approximately) orthogonal dimensions encoding lexical and semantic information. The composition of two words results in a complex, higher-order lexical feature, which is a result of the Merge operation.

Definition 2.13. \( L_{\text{syn}} = \{N, V, Adj, P, NP, VP, IP, PP\} \). The small vocabulary set, \( L_0 \) affords us a small set of syntactic categories to work with.

Definition 2.14. Let \( s \in S \) and \( s = (a, b, c... \), where \( a, b, c... \in L_0 \)
\( f_i : f_1(s, f_{i-1}(s), f_{i-2}(s), ... f_2(s), f_1(s)) = (p^*_i, \theta) \), where \( p^*_i \in \mathbb{P}(L^*_i) \), and \( s \in S \)

The function mapping a sequence \( s \) to a level set \( P^*_i \) needs to be able to distinguish between the various configurations that are possible within the constituents that are part of its building blocks (see A.1). The Binary Branching Hypothesis (BBH) is a minimal assumption that considers every constituent to be capable of dominating at most two other constituents [20]. Given BBH, identifying a constituent structure is influenced by the identity of the two constituents that make it up. Therefore, a principled way of mapping must rely not only on the sequence itself but also on the previously (hierarchically lower) mapped constituents. The functional definition in 2.14 does just that. These functions rely both on the lexical and semantic features encoded by the elements of \( s \). It should therefore be assumed that every one of these functions also takes as an argument, implicitly, the lexico-semantic features of \( e \in s \) itself.

This mapping characterises the bottom-up nature of the perceptual inference of linguistic input in two ways. Firstly, the accumulation of evidence for constituency is time-bound. For example - given an incomplete sequence \( s' = (a, b) \), which is a part of \( s = (a, b, c... \), this model is capable of forming constituents using what is known at any given point in time. Secondly, this information needs to build upon what is already known about the computed constituents, thereby constraining the processing structure cognitive models employ. The implementational definition of these functions will be explicitly analysed in the section dealing with DORA in 2.4.3.

Consider the function \( f_2 : S \times P^*_1 \rightarrow P^*_2 \), which maps every element in the product of \( S \) and \( P^*_1 \) to the set-of-set-of ordered pairs of level two constituents. For example \( f_2(\text{“Big} \)
dogs bite men) = {("Big dogs"),("bite men")), 0}. This means the sentence “Big dogs bite men” has two $L_2$ constituents, “Big dogs” and “bite men”, which end at the second and fourth position respectively. $\theta$ simply is the Boolean value indicating whether or $p^* \in P^*_i$ is the highest constituent level achievable by s. We use $\theta$ in order to determine if the root node is present, and its value dictates grammaticality. In case of {("Big dogs"),("bite men")), 0}, the ‘0’ indicates that the root node is absent in the $L_2$.

**Definition 2.15.** $T^*_i = \mathbb{P}(T) \times \mathbb{P}(L_{syn}) \times \{0, 1\}$. $\mathbb{P}$ is the power set operator, $L_{syn}$ is as defined in 2.13, and $\theta \in \{0, 1\}$.

The intuition behind this step is to abstract away from a sequence of words to time patterns of constituent formation. This way, we can picture a series of functions that map from S to all the sets $P^*_i$. We obtain the composition of functions $f_i \circ \pi_i$ (where $\pi_i$ is the natural projection function $P^*_i \rightarrow T^*_i$) to get from S to $T^*$, as shown in fig 2.9.

**Definition 2.16.** $Q = T^*_2 \cup_S T^*_3 \ldots \cup_S T^*_i$

The quotient of the disjoint union of all the $T^*_i$ is the pushout $Q$ (via the inclusion functions $i_n$). Notice that the creation of equivalence classes is due to partial functions. For example, $s = “Big dog big dog”$ has two $L_2$ constituents, but $f_3(s) = \emptyset$. Therefore, it falls into a different equivalence class in the pushout, which does not contain the sentence “Big dogs bite men”. Compositional structures in natural language can be analysed in this manner, and its significance from a cognitive processing perspective will be discussed in 3.2.

**Example 2.17.** Take the mathematical expression : $((4 \ast (3+2)-3^2))/4+0.1$. Following the rules of evaluating regular arithmetic expressions, we obtain the tree structure as in 2.7, (with the nodes of the parsed expression replaced by variables). Notice how we do not need to know what the subexpressions evaluate to, but only need knowledge of the underlying structure to evaluate the overall expression. In this example, and for evaluating arithmetic expressions in general, the knowledge of what symbols such as $\text{/}, \ast, (, )$, etc., mean forms the ruleset for determining the structure of the composition.

**Definition 2.18.** $\mathbb{H} = \text{Set of all syntax trees in Language}_k$

Here we define $\mathbb{H}$ as the set of all possible trees generated by English grammar. A branching structure such as the one shown in 2.8 is a result of the knowledge of a language (in this case English), shared by all of its speakers. Therefore, the meaning or value [28][17] that a speaker or listener ascribes to a sequence of words is dependent not only on surface-level rules, but the complex hierarchical structure generated by constituents. For example, speakers of English have no problem understanding the sentence, “I watched a gigantic golden armadillo lecture about ballpoint pens”, but will unanimously agree that the sentence “The monkeys of New Delhi is rowdy” is ungrammatical, citing the lack of
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agreement between the plural “monkeys” and singular “is” to be the sticking point. On the other hand, people who are familiar with the idea of Facebook pages will take no issue with, “The Humans of New York is a fantastic page, filled with heartwarming stories”.

We can define a mapping from the \( T^*_i \)s to \( \mathbb{H} \), so that \( f_i \circ \pi_i \circ h_i \) commute (see \( \text{A.1} \)). This is again a partial function, which takes as input \( T^*_i \), and maps it to a tree in \( \mathbb{H} \). This is where the value of \( \theta \) comes into play. Every element of \( T^*_i \) which contains the root node (Such that \( \theta = 1 \)) maps to a unique syntactic tree, all elements of \( T^*_i \) where \( \theta = 0 \) have no corresponding object in \( \mathbb{H} \). In the style of [28], such a system can be called weakly compositional. Therefore, the topmost syntactic operation (for which \( \theta \) is a proxy), along with the structures of its intermediate constituents determines grammaticality. Example - “Dogs bite men” has one \( L_3 \) constituent which maps to a binary branching structure as in fig 2.8.

The universal property of Pushouts says that there must be a function mapping the pushout \( Q \) to \( \mathbb{H} \). Note that \( |\mathbb{H}| < |Q| \), meaning there are fewer grammatically valid structures than possible ones. As we abstract away from surface order and associate meaning with constituents, we eventually discover that there exist hierarchical structures that are not apparent from linear sequences. In other words, the discovery of grammar is possible given the knowledge of the nature of compositional structures.
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Figure 2.9.: Universal property of Pushouts applied to $\mathbb{H}$

Discovery of structure

Example 2.17 is similar to natural language in the sense that it displays compositional structure. But language is very different because the symbols it uses also act as markers that organise structure, while arithmetic expressions are evaluated by explicitly defined structures. This makes the task of identifying and separating function from variables in language a hard one for cognitive models.

The membership of set $\mathbb{H}$ is dictated by the grammatical rules that **form and constrain** the possible structures exhibited by a language. These rules can be considered a reduction in the complexity of possible structures. The guiding principle of grammar therefore becomes a position and feature-based exclusion of impossible structures. For example, it can be certainly said given merge rules and our vocabulary that $h \notin \mathbb{H}$, where $h$ is shown in 2.11.

Compositional structures are more informational than linear sequences. Given a linear sequence of $k$ symbols and $n$ slots, we can arrange them in $n^k$ ways. But from a binary branching viewpoint, if every slot is considered the leaf node of a tree, we get $C_{n-1}$ number of unique trees for a given sequence of symbols, where $C_{n-1}$ is the Catalan number $C_n = \frac{2n!}{n!(n+1)!}$. The rise in complexity of a sequence treated as a linear combination of strings versus its complexity defined by the compositional structure it contains, is $C_{n-1}$. (The sequence of $C_n = 1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862, 16796, 58786, 208012,..$ for $n = 0, 1, 2, 3,..$). But the story does not end here, since words possess latent lexical content depending on position. For example, although the word ‘man’ is a noun, if placed in front of ‘eater’, it acquires the characteristics of an adjective, and the phrase becomes a noun phrase, with further compositions distinct from what treating ‘man’ as a noun would have
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Natural language possesses many distinguishing features that set it apart from other compositional systems. Strong structure dependence is one of them. Compositional systems in general show hierarchy, and use transformations and functions that rely on latent structure rather than purely sequential, operations. The nature of these functions is the subject of discussion in this section. We consider two processes where this property of structure dependence comes to the fore.

2.4.1. Interpretation from structure

Take the example of the sentence “Dogs bite men with teeth”. This sentence can mean one of two things, as shown in 2.12. In one case, the prepositional phrase (PP) can modify the Noun Phrase (NP) dogs, to give the unambiguous paraphrasing - dogs that have teeth, bite men 2.12(a). On the other hand, the prepositional phrase (PP) “with teeth” can be taken to modify the NP ‘men’, to give “men with teeth”, and the unambiguous sentence - dogs bite...
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men who have teeth 2.12(b).

This can be compared with evaluating arithmetic operations like $s = 3 \times 2 + 9 - 5/4$, which can result in 2.5 if evaluated left to right or 13.75 if the order of operations convention (BODMAS - Brackets of - multiplication - addition - subtraction) is adopted. The conventions that guide the evaluation of such expressions are often well defined, and differences are trivially solved by agreeing upon conventions. We cannot assume that all compositional systems display structure dependence of this variety.

![Figure 2.12.: Interpreting ambiguous sentences](image)

2.4.2. Transformation of structure

In linguistics, Wh-movement refers to the formulation of interrogative sentences and the placement of the Wh words (Who, what, etc.,) to refer to the constituent being queried.

![Term Description](table)

| Term | Description |
|------|-------------|
| Merge | It is a binary operation on two syntactic objects X,Y to construct a third object Z, which is simply the set $X \cup Y$. |
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| Syntactic Projection (as used here) | The lexical label given to a word |
|-----------------------------------|----------------------------------|
| Deep Structure                   | The underlying logical relationships of the elements of a phrase or sentence |
| Externalisation                  | The mapping from internal linguistic representations to their ordered output form, either spoken or manually gestured |
| Move                             | The transformation on Deep Structure which rearranges word order for externalisation |
| Wh-movement                      | Is a phenomenon where the interrogative word (Who, what, etc.) appears at a different position from the answer. |
| Head                             | Within a constituent, there is usually a single element which is of primary importance in determining the grammatical behavior of the whole unit. Such a word or phrase is called the head. Ex - In “The temples of India”, the word “temples” determines the agreement on the verb which comes after the phrase, and is, therefore, the head |
| Xbar theory                      | A structural setup for defining a phrase, which contains a head. The main idea behind the development of this theory is that all phrase structure can be reduced to simple recursive operations on basic configurations containing the head. See 2.19 |
| Complement                       | The phrasal constituent which is the sister (Two sister constituents are inputs to a Merge operation) of a head |
| Specifier                        | The phrasal constituent which is the sister of the mother (the product of Merge operation on two sisters) of the head |

Table 2.1.: Commonly used linguistic terms [12],[4],[7]

This is a direct example of what is meant by strong structure dependence, where the generation of wh-questions and the position of the wh-word along with its referents are dependent upon the structure being queried, and not tied solely to rigid, surface-level dependencies. We make this distinction formal by identifying the domains of structure-dependent operations and rigid, structure independent operations as in 2.13.

Returning to our world where dogs speak, we have two valid grammatical sentences - “Dogs are biting men”, and “Dogs said big dogs are biting men” (For ease of explainability, we add the words “are”, “biting”, “said” to our original vocabulary). The detailed tree structure for the first sentence is drawn in 2.14.

To find the object of the verb ‘bite’, which in this case is “men”, we replace the object noun - “men”, with the pronoun - “who”, to get the interrogative sentence “Dogs are biting who”. But this is not how the sentence is externalised, or spoken/gestured. The transformation on the sequence - “Dogs are biting who” to “Who are dogs biting?” is a result of applying a structure (or non-rigid) operation on the original sentence “Dogs are biting men”. The operations necessary for this are explained below.
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Figure 2.13.: Distinguishing structure dependent \((g_{sd})\) and structure independent \((g_{si})\) operations, defined in 2.21

Figure 2.14.: Structure dependence in action

2.4.3. Merge and Move

We have defined the Merge operation in 2.8 and seen how it is essential to creating compositional Deep Structure. Move is the other half of the problem, which relates the transformation of deep structure to surface order. To further understand how they function, we take a slight detour into a few linguistic concepts, restricting ourselves to the bare minimum of what is necessary and within the scope of this thesis.

**Definition 2.19.** The X-Bar theory proposes a basic structural setup for a phrase in a sentence, with every phrase possessing a head, and also may contain other phrasal constituents in the specifier and/or complement position.

If the phrasal constituent is the sister of a head, it is called the complement, and if a phrasal constituent is the sister of the mother of the head, it is called the specifier. The X-Bar structure of a typical phrase is shown in fig 2.15.
The proposal that there exists a head in every phrase has led to the analysis of sentences considering strictly ordered functional categories. For example, Tense (T), which marks the grammatical tense, is a functional category and differs from lexical categories such as Nouns, Verbs, etc., in several ways [4].

**Definition 2.20.** *Move is the operation that takes as input Deep Structure generated by the Merge operation, and rearranges constituents to enable externalisation.*

2.20 implies that the Head can be moved to other Head positions in the deep structure, as we see in the following example, to generate yes-no questions (To be contrasted with wh-questions).

In figure 2.16 the word ‘are’ occupies the head position and has the Tense label. To transform the sentence from a declarative to an interrogative form, we move the ‘are’ to the head complement position C.
When generating questions of the Wh-form [6], the rules for a move operation is slightly more complex, making the ease with which we judge grammaticality even more astonishing. In this case, depending on what the constituent being queried is, the T head moves to the complement head position, and the Wh constituent moves to the specifier position in 2.17 (see [6] for a detailed explanation).

![Diagram of move operation applied to generate wh question](image)

Figure 2.17.: Move operation applied to generate wh question

Fig 2.13 becomes important in understanding the transformation that leads us to sentences of the wh-form or the yes-no interrogative forms. Notice how the rule for generating these questions rely on the abstract labels given to the constituents (T(head) to C(head)). Therefore the Merge + Move operation shows that for a generated sentence to be grammatical, the transformation must take as its domain $\bigcup_{j=1}^{n} T^*_j$.

**Definition 2.21.** A structure-based dependency $g_{sd}$ is one which relies on the information of the atomic elements that make up the input sequence, and the compositional structure that underlies the surface order.
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\[ g_{sd} : g_{sd}(T_1^*, T_{i-1}^*, \ldots, T_2^*, s_1) = s_2, \text{ where } s_1, s_2 \in S. \]

On the other hand, a rigid or structure independent operation can be defined as \( g_{si} \):

\[ g_{si}(s_1) = s_2, \text{ where } s_1, s_2 \in S \]

A structure-dependent function differs from a rigid dependency in that they operate on sets which are non-isomorphic.

**Lemma 2.22.** \( S \not\cong T_i^* \). In addition, given two sets \( T_i^* \) and \( T_j^* \) such that \( i \neq j \), where the sets are defined from 2.15, \( T_i^* \not\cong T_j^* \), that is, they are non isomorphic.

**Proof.** An isomorphism is also referred to as one-to-one or bijective correspondence. This means that given two sets \( X, Y \), with arrows sending elements of \( X \) to elements of \( Y \) (it is helpful in this instance to think of functions as arrows connecting elements of two sets), no two arrows from \( X \) will hit the same element of \( Y \), and every element of \( Y \) will be in the image. Therefore, to show that two sets are non-isomorphic, it is enough to show that there exist two elements in \( X \) such that both map to the same element \( y \in Y \). It is trivially true from the formalisation described above that two or more elements of \( S \) can have the same positional patterns of \( L_i \) constituents - Take for example the sentence “Big dogs bite men” and the sentence “Big men bite dogs”. Both have \( L_1 \) constituents ending at the time steps (2, 4), and therefore \( S \not\cong T_i^* \). (See A for detailed example)

To prove that \( T_i^* \not\cong T_j^* \), we consider the diagram in 2.18. It is enough to show that \( T_i^* \not\cong T_{i-1}^* \), other cases can be proven analogously. We therefore replace \( i \) and \( j \) by \( i-1 \) and \( i \) respectively, and assume the existence of two functions \( g_1 : T_{i-1}^* \to T_i^* \) and \( g_2 : T_i^* \to T_{i-1}^* \) and show how \( T_i^* \not\cong T_{i-1}^* \) since \( g_1, g_2 \) do not satisfy properties of a function. For isomorphism to hold, the diagram in 2.18 must commute. That is, the two paths - \( f_{i-1} \circ \pi_{i-1} \circ g_1 = f_i \circ \pi_i \circ g_2 \). Since we are considering operations on grammatically valid sequences to begin with, we consider \( s_1, s_2 \in S \) that are also grammatical.

Given that we work with binary branching trees, and the requirement that elements of \( T_i^* \) contain at least one element that belongs to \( T_{i-1}^* \) (from 2.9), we find that if \( s_1, s_2 \) have an image in \( T_i^* \), they must also have images in \( T_{i-1}^* \). But that is not to say that both \( s_1, s_2 \) must have different images in both image sets. Let \( s_1 \) have an element \( a \in T_i^* \) acting as the root node, and \( t \in T_{i-1}^* \) as a part of its left branch. Similarly, let \( s_2 \) have another element \( b \in T_i^* \) as its root node (to be distinguished from \( s_1 \) in the contents of its right branch), and have the same element \( t \in T_{i-1}^* \) in its left branch. This means that when traversing the path from left to right - \( f_{i-1} \circ \pi_{i-1} \circ g_1 \), we have two elements in \( S \) giving us identical images in \( T_{i-1}^* \), which lead to two different images in \( T_i^* \). This means that \( g_1 \) does not satisfy the basic requirement of a function, which is that one element have only one image. Therefore,
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![Diagram](image)

Figure 2.18.: Non-isomorphism of $T^*_i$'s

the two sets are non-isomorphic.

---

A few important considerations are obtained as a result of imparting the above properties to a cognitive system [22]. Firstly, compositional information processing systems should necessarily use a **time bound, incremental representation**, to reflect what we know from language. Also, from def 2.21, in order to possess structure dependence, the bare minimum is representation. That is, the **explicit, recoverable presence of compositional elements**.

This chapter was meant to get a grip on essential linguistic concepts from a formal perspective. The development of modern NLP techniques sprang from the idea that strings and sequences in natural language have statistical properties, which is of course, not disputable. But the problem of teaching machines language will remain incomplete as long as the necessity for structure is not recognised. The properties and constraints we have seen in this chapter are partially fulfilled by DORA. We now see what properties DORA possesses that make it suitable to process language.
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To get an algorithmic understanding of how a few properties described in the formalisation can be simulated in a cognitive model, we look at DORA (Discovery of Relations by Analogy)[10]. In these simulations, DORA is used as a classifier, which - given a set of natural language propositions, uses a Self Supervised Learning (SSL) routine to find mapping connections between elements of the propositions. These simulations were run to see the evolution of mapping strength over time, and to understand what kind of word representations are most favourable to learn the structural similarity between propositions. How such a learning routine changes the network configuration of DORA, and what it means for the formalisation, is the subject of discussion in chapter 4.

3.1. Introduction to DORA

DORA is a cognitive model of relational learning and analogy. There are a few minimal constraints that need to be imposed on a system if it is to be capable of processing relationships. First-order logic defines a predicate as a function of zero or more variables that return Boolean values. A multiplace predicate can be recast as a collection of single-place predicates (one for each role of the relation), with functions for linking them. This necessitates using representational elements to correspond to the predicate and the object, and a way to combine them.

To maintain the notion of a variable, DORA must be able to keep relational roles separate from the arguments, and also make the binding dynamic. That is, a mechanism of binding must be independent of the elements themselves. Keeping these requirements in mind, we take a look at the architecture DORA uses.(All the terms are described in the tables 3.2 and 3.1)

3.1.1. Architecture

Propositions in DORA are represented across four layers, termed the P, RB, PO, and semantic units. We first look at how each proposition in DORA is encoded (ie., the micro-architecture), and then understand how the encoding of individual propositions relates to how an entire knowledge base is represented in DORA (ie., the macro-architecture).
3. Implementation

Figure 3.1.: Representing the proposition - bite(dogs, men) in DORA. Topmost is the P layer, followed by RB layer, then PO layer, then the semantic layer. Bidiirectional connections are indicated by vertically aligned arrows, horizontally aligned arrows are lateral inhibitory connections between units of the same layer.

Semantic layer

The bottom-most layer is the semantic layer and it acts as the perceptual layer connecting the real world to DORA. This is done via representing entities as distributed features, which are commonly accessible to all the units in the layer above it. In the original instantiation of DORA and LISA [10][18] this semantic layer encoded features such as visual invariants (height, colour, size, etc.), relational invariants (more-than, less-than, etc.), complex categorical features (animal, country, etc.). Some of these featural invariants, such as visual features, are claimed to be innate to human processing abilities.

PO layer

The PO layer codes for the individual predicates and their objects. The connections between the predicate, object units, and the semantic units are given by link weights joining them. This enables the passing of activation from the semantic layer to the PO layer (and vice versa) as a factor of the link weight. For example, the object ‘dogs’ can have certain semantic features associated with it, such as (‘size’, ‘fur’, ‘bark’) and link weights (0.4, 0.8, 0.95) The link weights take values in range (0,1). The predicate and object units are structurally identical, and are differently coloured in figure 3.1 only to make the conceptual difference explicit.
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**RB layer**

Above the PO layer sits the RB or Role-binder layer, which encodes the bindings of the relational roles to their fillers. In 3.1, there are two RB units encoding the proposition bite(dogs,men), given by biter(dogs) and bitten(men). This utilises the idea that n-ary entities can be broken down into n binary-entities, where each binary unit is represented in the form of one RB unit. As it will be detailed in the following sections, an RB unit can also have a P unit as its child, thereby imbuing DORA with powerful recursive abilities. Every RB unit shares bidirectional excitatory connections with its PO units, and also to the P unit above it.

**P layer**

The P layer is the topmost layer, and consists of full propositions. It is capable of binding n-array of RB units, but in keeping with binarity, we look at P units as conjunctively binding two RB units. The P units share bidirectional excitatory connections with their RB units. All units also laterally inhibit other units in their layer. That is, PO units inhibit other PO units, RB units inhibit other RBs, and P units inhibit other Ps. This is shown in the horizontal dashed lines in figure 3.1.

3.1.2. **Memory Banks**

Propositions in DORA are members of three sets at any given point in time - the Driver, Recipient, and Long-Term Memory (LTM). The Driver is intended as an analogue of the working memory or the focus of attention, and the flow of all activities in DORA starts from it. Propositions in the Driver pass activation downwards, and into the semantic layer, which is shared between the Recipient and the LTM. The LTM is mainly a storage space for all propositions, and during retrieval, DORA moves propositions into the recipient for mapping. These patterns of activation in the semantic layer are what drive relational mapping and structure discovery, as elaborated in the following sections.

3.1.3. **Dynamic role-filler binding**

We have covered the architectural setup of DORA, and noted the minimum processing constraints. Now we see how DORA achieves this. DORA uses a generalised notion of firing synchrony as a way of keeping role-filler bindings distinct. That is, information is carried by when role-filler units fire rather than which units fire. When a proposition in the driver becomes active, it passes activation to its RB units which fire out of synchrony with each other. See A.2 for a detailed explanation of how DORA processes a proposition.

This interplay between synchronous and asynchronous firing is a result of the complementary excitatory and inhibitory connections that DORA possesses. Each RB and PO
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Figure 3.2.: Banks of units in DORA containing represented propositions, from [24]

unit possesses an excitatory unit yoked to an inhibitory unit [10]. The exciters accept inputs from the bidirectional connections to the layers above and below them, and passes a part of this to its inhibitor, and inhibitors at lower levels. As mentioned before, the individual units also share lateral inhibitory connections with other units of the same type. The result is that groups of oscillators that share inhibitory connections will tend to oscillate out of synchrony with each other, due to complementary push-pull mechanisms. Note that PO units obtain inhibitory inputs both laterally and from RB units above them, which means that a typical PO inhibitor obtains twice as much input compared to an RB inhibitor. Therefore, PO units oscillate with twice the frequency of an RB unit.

To distinguish boundaries between individual RBs and individual POs, DORA produces an inhibitory ‘refresh’ signal when RBs (and analogously POs) are not active above a certain threshold. The resulting pattern for a proposition that uses two roles is then - role1 - refresh - filler1 - refresh - REFRESH - role2 - refresh - filler2 - refresh - REFRESH, where refresh is the PO refresh signal, and REFRESH is the RB refresh signal. This refresh signal is created by the local and global inhibitors as described below -

| Inhibitor type  | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| Yoked inhibitor | Every unit (except semantic layer) is coupled with an inhibitor. The purpose of the PO and RB inhibitors is to establish the time sharing that carries role filler binding information. |
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Local/Global inhibit

Serve to coordinate activity between driver and recipient. Activation of local inhibitor, $\tau_L = 0$ when any PO unit in driver has activation $\approx 0.5$. Otherwise, $\tau_L = 10$. During asynchronous time sharing, there is a period of time when Predicate has fired, and object isn’t active. This is when local inhibitor becomes active, and acts as a local refresh signal for changes from Pred-object activation to be reflected in the recipient. The global inhibitor works similarly, but tracks RB unit changes. i.e., $\tau_G = 0$ when RB activations $\approx 0.5$, $\tau_G = 10$ otherwise.

Table 3.1.: Inhibition in DORA

Note that the most important use of asynchronous binding is that information is bound with time, and not the properties of the unit itself, which allows equivalent description, with dynamic binding.

At this point, it is useful to summarise all the definitions -

| Term          | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| Semantic layer| Common to all PO units, where every unit represents a single dimension along which predicate/object is encoded. |
| Link weights  | Connect PO units to the semantic layer. Activations are passed as a factor of link weight. |
| PO Layer      | Units represent individual predicates and objects. Objects can contain higher-order propositions. |
| RB layer      | Units represent the binding of role (predicate) and filler (object).         |
| P layer       | Units represent the overall proposition                                      |
| Analog        | All propositions belonging to a single story/environment, which reuse objects and predicates amongst their propositions. |
| Driver        | Represents the Field of Attention of DORA. All activations start in the Driver, and flow into the Recipient or LTM. |
| Recipient     | Contains the propositions which are retrieved from LTM to enable mapping.    |
| Long term memory (LTM) | Contains all the propositions from all analogs.                           |
| Bidirectional connections | The links connecting units of two different layers are excitatory, serving to propagate activation through the network. |
| Lateral inhibition | A competitive mechanism, where units of the same type seek to reduce the activation of its neighbours. |
| Retrieval     | The process of moving coactive units/analogs from LTM to Recipient as a precursor to Mapping/predication/schema induction etc. [10] |
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| Mapping                  | The process of discovering which elements in driver correspond to which elements in the Recipient. |
|--------------------------|---------------------------------------------------------------------------------------------------|
| Phase set                | Set of mutually desynchronised RB units. Every phase set is set to run 3 times, updating mapping connections (from hypotheses) at the end of every set. For the current implementation, a phase set is the set of all units in the firing order. |
| Firing Order             | To simulate DORA, the firing order of PO units (analogous to sequential presentation of words) in the Driver is set up before DORA begins its learning routine. |
| Mapping hypotheses       | Uses Hebbian learning to build evidence for a connection between propositions in the driver to propositions in the recipient. |
| Mapping connections      | Uses mapping hypotheses to update mapping connections that are committed to LTM. |

Table 3.2.: Summary of components in DORA

3.1.4. Flow of Control

In this section, we look at the various steps in the self-supervised learning routine used by DORA to form mappings. Given many analogs in the LTM, DORA first picks out a random analog into the driver to begin its routine. Then it performs Retrieval, to place into the Recipient, the nearest remaining analog from the LTM. If retrieval is successful, it starts the mapping process. The routines which pass activation from driver to LTM/Recipient are coloured blue, retrieval is coloured orange, and mapping processes are coloured green.

Now we will look at a brief explanation of these individual functions. Readers are encouraged to go through [10] to get an in-depth understanding. At the start of the simulations, DORA’s LTM is initialised with the simulation files containing the propositions as detailed in section 3.2.

Step 1,2,3 : Initialise network

In the first step, a randomly chosen analog (containing the Ps, RBs, and POs) is loaded into the Driver, and activations of all units in DORA is set to 0. A randomly chosen analog, together with all of its units is moved from the LTM to the Driver. To run simulations, the firing order is set to the sequence of POs in the driver. That is, given the contents of a driver, which contains \( n \) propositions, the firing order contains the concatenated list of all words appearing in these \( n \) propositions. For example, given only a proposition in the driver - “big dogs bite cats“, the firing order is = PO(big), PO(dogs), PO(bite), PO(cats). The activations of all these PO units are clamped to 1, until the local inhibitor fires.
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**Step 4.1: Update P modes**

P units operate in three modes - Parent, Child, Neutral at any given point in time. That is, a P unit can be in child mode if it acts as a filler to an argument. The mode of a unit $i$ is $m_i$ and is given by:

$$ m_i = \begin{cases} 
\text{Parent}(=1) & RB_{above} < RB_{below} \\
\text{Child}(-1) & RB_{above} > RB_{below} \\
\text{Neutral}(=0) & \text{otherwise}
\end{cases} $$

$RB_{above}$ is the summed input from RB units to which $P_i$ acts as an object. $RB_{below}$ is
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the summed input from $P_i$s downward connection. Mapping hypotheses are only set up between $P$ units of the same type (shown in step 4.7).

**Definition 3.1.** Input to a unit $i$ is denoted $X_{bank,i}$ where $X \in \{P, RB, PO\}$, $bank \in \{Driver, Recipient, Memory\}$. Semantic units are denoted $SEM_i$.

**Step 4.2 : Update inputs to all units in driver**

$$P_{driver,i} = \begin{cases} \sum_j a_j - \sum_k 3a_k & m_i = 1 \lor 0 \\ \sum_j a_j - \sum_k a_k - \sum_l a_l - \sum_m 3a_m & m_i = -1 \end{cases}$$

$P$ units update their inputs according to the equations shown above. In case of the parent mode, input is the sum of downward $RB_j$, and lateral connections $k$ in parent mode. In the child mode, input is the sum of upward $RB_j$, other $P$'s in child mode ($a_k$), $l$ is all PO units not connected to same RB as $P_i$, $m$ is all PO units connected to same RB as $P_i$.

$$RB_{driver,i} = \sum_j a_j + \sum_k a_k - \sum_l 3a_l - 10I_i$$

Input to the $RB_i$ is given by the $P_j$ in parent mode, $k$ are PO units connected to $RB_i$, $l$ are other RB units in the driver, $I_i$ is the RB inhibitor yoked to it.

$$PO_{driver,i} = \sum_j a_j G + \sum_k a_k - \sum_l a_l - \sum_m 3a_m - \sum_n a_n - 10I_i$$

Input to the $PO_i$ is given by the upward connected $RB_j$, and gain parameter ($G=2$ for predicate, $=1$ for object), $k$ are $P$ units in child mode and not connected to same RB as $i$, $l$ is all PO units not connected to same RB as $i$, $m$ are PO units connected to same RB, $I_i$ is activation of yoked inhibitor of PO.

Remember how every unit is also yoked to its inhibitor. The input to such a yoked inhibitor at any point $t + 1$ is given by -

$$Inhibitor_{i}^{t+1} = Inhibitor_{i}^{t} + \sum_j a_j w_{i,j}$$

$t$ is the current time step, $j$ is the RB or PO unit yoked to inhibitor, $w_{i,j}$ is the weight between inhibitor $i$ and the unit it is yoked to. RB inhibitors are yoked only to their RBs, whereas PO inhibitors are yoked to both their own POs and RB units. As a result, PO inhibitors get twice as much input compared to RB inhibitors, and therefore fire twice as frequently.
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Step 4.3: Input to semantic layer

\[ SEM_i = \sum_{j \in PO_D, PO_R} a_{jw_{i,j}} \]

Input to a semantic unit is the sum of the product of inputs from PO units in the driver (and recipient) and the link weights between them.

Step 4.4: Update input to recipient/LTM units

At this point, it is important to distinguish between the various inhibitor units. **Yoked inhibitors**, \( Inhibitor_i \), are coupled to PO and RB units. On the other hand, the **local and global inhibitors** serve to coordinate activity between the Driver and Recipient.

\[
P_{LTM(=orRecipient),i} = \begin{cases} \sum_j a_j + M_i - \sum_k 3a_k - \tau_G & m_i = 1, 0 \\ \sum_j a_j + M_i - \sum_k a_k - \sum_l a_l - \sum_m 3a_m - \tau_G & m_i = -1 \end{cases}
\]

The subscripts are indicative as in the Driver P input update in step 4.2.

\[ M_i = \sum_j (3a_{jw_{i,j}} - \text{Max}(\text{Map}(i)) - \text{Max}(\text{Map}(j))) \]

The additional term \( M_i \) corresponds to the mapping connections from unit \( i \) to \( j \) units in the driver it is connected to. These mapping connections pass activation directly to the recipient units from other units in the driver. \( \text{Max}(\text{Map}(i)) \) is the maximum value of the mapping connections originating in unit \( i \).

\[ RB_{LTM(=orRecipient),i} = \sum_j a_j + \sum_k a_k + \sum_l a_l + M_i - \sum_m 3a_m - \tau_G \]

Input to RB units - \( j \) is P units in parent mode to which \( i \) is upwardly connected, \( k \) is P units in child mode (downwardly connected), \( l \) is PO units connected to \( i \), \( M_i \) is mapping input, \( m \) is other RB units in recipient, \( \tau_G \) is the global inhibitor.

\[ PO_{LTM(=orRecipient),i} = \sum_j a_j + SEM_i + M_i - \sum_k a_k + \sum_l a_l - \sum_m 3a_m - \sum_n a_n - \tau_G - \tau_L \]

Input to the PO units - \( j \) is the RB unit connected to \( i \), \( SEM_i \) is the semantic input to \( i \), \( M_i \) is mapping input, \( k \) is all POs not connected to same RB, \( l \) is all P units in child mode not connected to same RB, \( m \) is PO units connected to same RB, \( n \) is RB units in recipient to which unit \( i \) is not connected.
3. Implementation

Step 4.5: Update activations

DORA uses a simple leaky integrator as shown in 3.1, with $\gamma = 0.3, \delta = 0.1$. RB and PO units update activation as:

$$\Delta a_i = \gamma n_i (1.1 - a_i) - \delta a_i$$  \hspace{1cm} (3.1)

Where $\Delta a_i$ is the change in activation of the unit, $n_i$ Net input to the unit, as calculated in the previous steps, $\gamma$ is the growth rate and $\delta$ is the decay rate. The activation is also clipped to lie in the range - [0,1]. The net input at any point in time is dependent on the type of unit, and its presence in the driver/recipient.

Step 4.6, 4.7, 5: Retrieval and Mapping

A preparatory step in DORA is the retrieval of analogs (a set of propositions representing an environment) from the Long term Memory (LTM) into the recipient for further operation. The assumption behind this step is that human cognitive processing is limited by working memory, which is why there is a separate step to ‘chunk’ or move propositions from LTM to Recipient. The activation and inputs of units in the LTM are updated the same as units in Recipient. Retrieval in DORA can be described as guided pattern recognition. A proposition in the driver passes activation to the semantic layer, and these patterns of activation lead to co-active excitation in the LTM. After all the propositions in the Driver have fired, DORA retrieves analogs probabilistically using the Luce choice algorithm -

$$p_i = \frac{R_i}{\sum_j R_j}$$  \hspace{1cm} (3.2)

Where $p_i$ is the probability that the analog $i$ will be picked, given the activation $R_i$ and the sum of all other analogs in the LTM in $\sum_j R_j$. A if $p_i > r$, where $r$ is a random number, $r \in (0,1)$. When one analog retrieved, all the RB and PO units that belong to the analog are added to the Recipient.

Mapping is the subject of our primary attention. It is the process of discovering which representational element (including POs, RBs, and Ps) in the driver that DORA is currently looking at (in the driver), matches with the elements in the Recipient. It is the algorithmic equivalent of finding the membership of the current proposition with respect to the equivalence classes formed on the set of propositions in DORA.

Mapping hypotheses are generated for every unit in the Driver, and they represent possible connections to every other unit of the same type in the Recipient. These mapping hypotheses accumulate evidence at each point in time, for a mapping connection between two units using a simple Hebbian learning rule :

$$\Delta h_{i,j} = a_j^t a_i^t$$  \hspace{1cm} (3.3)
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where $\Delta h_{i,j}^t$ is the mapping hypothesis at time $t$, and $a_i, a_j$ are the activations of the units under consideration. The mapping weights between these units are updated at the end of every phase set. Since these mapping connections are also excitatory, they serve to constrain further discoverable relations by passing activations directly to previously discovered mappings. This is foundational to many properties of human analogical processing [10][18].

From the formalisation, we recognise that any mapping between units must take into account the relative placement in time of its child units! With equation 3.4, we constrain mapping by using Pearson’s correlation of RB units’ children’s activation. That is, not only RB’s activation, but the correlation of the time patterns of its children’s activation is used as a feature.

$$\Delta h_{i,j}^t = a_j^t a_i^t + corr(a_j^t, children, a_i^t, children)$$ (3.4)

3.2. Dataset and representation

In this thesis, DORA’s mapping functionality is leveraged to form connections between natural language sentences across different analogs (see [19] for code). The problem of learning predicates for natural language sequences is an open question and beyond the scope of this thesis. What we instead investigate, is the representational constraints enforced by the formal method described in the preceding chapter - Cognitive systems capable of processing language must display incremental, structure-dependent functions.

To understand these functions, we look at a synthesised dataset, with 4 analogs, consisting of 8 propositions in each analog. As mentioned before, one analog is a situation or environment. Therefore every analog consists of various objects and actions representative of that environment. For example, analog 1 represents a situation involving dogs and cats, and the actions relating them or other objects in their shared space. A few sentences in this analog and their representation in DORA is shown in 3.4

Notice that in some cases, we have an empty predicate. If all sequences are encoded in first-order logic, then the structure looks very different from 3.4. For example, the sentence ‘Cats nap’ should be encoded as nap(cats), where the predicate ‘nap’ acts on ‘cats’. While this is true of propositions encoded in first-order logic, we cannot do the same due to constraints from a linguistic perspective. That is, ‘Cats’ acts as the subject of the proposition where ‘nap’ is the intransitive verb (verbs which do not take direct objects) the subject employs. In this way, we can justify the structure shown. Refer [.glossary.] for the set of all propositions used.
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Figure 3.4: Examples of propositions in a single analog

Word2vec

DORA uses the Semantic layer as a bridge to connect feature invariants between the LTM, Recipient, and the Driver banks. The question on how to represent words in DORA for this task was an important one and is also one of the criticisms that DORA faces. Previous work involving DORA or LISA have focused on interpretable and often hardcoded topical features. For example, in a typical setup, the features of a ‘Lion’ would reflect its characteristics, such as size, voice, aggression, etc. It is certainly true that human concept formation involves this kind of dimensional encoding \[18\], but how ML techniques address this problem is an area of active research.

To overcome this constraint, we use word2vec representations in the semantic layer. We will now take a brief look at how these embeddings are obtained.

Modern language models such as RNNs (Recurrent Neural Networks) are very good at predicting what the next word is, given an incomplete sequence of words. One very important basis for this is the improved quality is embedded word representations\[5\]. Word embeddings are a class of methods where individual words are represented as real-valued vectors. Word2vec is a conceptual generalisation of Gottlob Frege’s context principle - “never ask for the meaning of a word in isolation, but only in the context of a proposition”\[36\]. It is a generalisation because word embeddings are very good at describing the lexical and semantic content of words based on the corpus of data the language model has been trained on. There exist primarily two approaches to obtaining word em-
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The CBOW model generates embeddings by predicting the current word using a given context (past and future), while the Skip-gram method learns to predict the context using a given word. The CBOW is considered generally better only for frequent words, whereas Skip-gram is computationally more expensive, but does better on a sparser corpus.

![Diagram of CBOW and Skip-gram](image)

Figure 3.5.: Comparison of cbow and sg, taken from [27]

We run tests on two word embedding models, which are pretrained on large corpora of data - Google word2vec, which has been trained on 300 billion words from the Google news corpus[2]. The WordGCN model, which is trained on the Wikipedia corpus, uses Graph Convolutional Networks to combine syntactic context for improving word representations without increasing vocabulary size[35]. Both of these pretrained models encode words as 300-dimensional vectors.

There are a few more issues to be resolved before encoding the embeddings into DORA. Considering DORA’s computationally intensive architecture and the small dataset, it becomes important to reduce the memory requirement for representing words. We therefore use Principal Component Analysis (PCA) to reduce the dimension of the word embeddings. PCA is a method for obtaining maximally uncorrelated variables from the given datapoint×variable matrix. In our case, the words are datapoints and embedding dimensions are variables. We first define $M \in \mathbb{R}^{n \times k}$, as containing $n$, $\mathbb{R}^k$ vectors arranged into a matrix. Therefore, the task of finding embedding dimensions that preserve maximal variance reduces to finding the eigenvalues and eigenvectors of the correlation or covariance matrix of $n$ datapoints [16].

Given $M$, we first calculate the correlation matrix of the $n$ datapoints treating every
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dimension $k$ as a variable. Given $x_{i,j} \in M$, we define the correlation matrix as $R \in \mathbb{R}^{k \times k}$, where $\bar{x}_i$ is the mean of all datapoints in a certain dimension, $r_{l,m} \in R$ is the Pearson correlation between two dimensions $l, m$:

$$r_{l,m} = \frac{s_{lm}}{s_{l}s_{m}} = \frac{\sum_{i=1}^{n}(x_{il} - \bar{x}_l)(x_{im} - \bar{x}_m)}{\sqrt{\sum_{i=1}^{n}(x_{il} - \bar{x}_l)^2} \sqrt{\sum_{i=1}^{n}(x_{im} - \bar{x}_m)^2}}$$

Given $R$, we calculate its eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k$, and the corresponding eigenvectors $e_1, e_2, \ldots e_k$. At this point, we choose the top $p$ eigenvectors which can -

1. Give the simplest possible interpretation of the data with the lowest value of $p$. A related restriction is the memory constraint DORA faces.

2. The proportion of variation which the $p$ eigenvectors explain should be as large as possible.

Keeping this in mind, we choose $p = 10$. Now we arrange the top $p$ eigenvectors into a projection matrix $W \in \mathbb{R}^{k \times p} (k = 300, p = 10)$, and get the projection of each word embedding $y \in \mathbb{R}^{10}$:

$$y = W'x$$

where $W'$ is the transpose of $W$.

The semantic units accept only excitatory connections from POs, which means the link weights cannot be negative. Therefore, a max norm is first applied on every (reduced) dimension to make all values lie in the $(0,1)$ range. Then, every word embedding is $L_2$ normalised to make the magnitude of every embedding equal to 1.

To visualise how words are related in this embedding space, we use Pearson’s correlation to calculate the similarity between words. We see the results of the embeddings obtained on analogy in 3.6. The words have been arranged by syntactic category - Nouns (strangers, cats, etc.), verbs (purr, training, etc.), adjectives(big, angry etc., ), etc., to improve any inference that can be drawn from the visualisation. We see that the simple correlation of word embedding shows considerable clustering around syntactic category boundaries both in the Google300b pretrained vectors, and the WordGCN syntactic vectors. This clustering is more pronounced in the WordGCN embeddings (see the lighter colours chunked in the diagonal bands). This means that the word representations have explicit syntactic markers, which as we shall see, helps DORA form better quality mappings. We compare the results obtained on the two models in chapter 3.2.
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Figure 3.6.: Visualised correlation matrices of word embeddings
4. Results and Discussion

In the first section 4.1, we investigate DORA’s learning, and results of simulations, and connect them to the requirements from the formalisation. Later, we address DORA’s limitations, and discuss open questions and paths for the future.

4.1. Results

Learning

DORA starts as a blank slate, with all propositions encoded in the LTM. As time progresses, DORA fills its mapping connections by the self-supervised learning algorithm described in 2.4.3. In a single simulation, DORA’s retrieval and mapping routines were run for 100 iterations and the network state examined. 10 such simulation runs were conducted for both embedding strategies, and the network evaluated using precision as metric (explained below). The baseline model equally distributes mappings from a given sentence to all sentences. That is, the baseline prediction is given by $b_{i,j} \in B^{n \times n}$, $n =$ number of propositions:

$$b_{i,j} = 1.0/n$$ (4.1)

To compare the quality of mappings DORA generates, we collect all of its mapping connections into an adjacency matrix $M_p^{n \times n}$, where every $m_{i,j} \in M_p$ is the mapping from sentence $i$ to $j$. The true mapping matrix is given by $M_t^{n \times n}$, where $m_{i,j} \in M_t, m_{i,j} = 1 \iff i \neq j$ and $i$ has the same structure as $j$. Precision is the ratio of sum of correct predictions to the total predictions. It is given by the formula:

$$\text{precision} = \frac{\text{sum}(TP)}{\text{sum}(TP) + \text{sum}(FP))}$$ (4.2)

Remember that we are looking at the predicted adjacency matrix $M_p$, and the true adjacency matrix $M_t$ (square symmetric). That is a binary, multiclass classification, where the prediction lies in the range [0,1]. Here TP (True Positives) is the sum of all elements of $M_p$ where $M_t = 1$ (Since there exist only positive mapping connections). Therefore, the TP is the sum of all values in $M_p$ masked by $M_t$. FP (False Positives) are the sum of those values in $M_p$ where there should be no mapping connection i.e., values where $\neg M_t = 1$.

We see in figure 4.1 how DORA’s learning routine performs over iterations. Initially, DORA creates mapping connections that are noisy, resulting in a dip in the precision, after which it starts to make better predictions which also forms a basis for further constraining future mappings.
Recall that one of the aims was to find out if the quality of word embeddings and implicit markers in these embeddings help DORA to form better mappings. In 4.2, we first collect the precision at the end of 100 iterations for all repetitions. These scores are then averaged and plotted along with variances in 4.2 (Baseline F score - 0.04). The two sample t-test is used to determine if two population means are equal [1]. Or in other words, if one method is superior to the other. The WordGCN model was found to be significantly better than the google word2vec model ($p<0.01$). Therefore, we conclude that the discovery of underlying structure is aided by the lexical properties of words made explicit in vector representations.

4.2. Discussion

DORA, originally intended as a model of analogical reasoning, has many properties that make it suitable as a model of language.

4.2.1. Reusability of units

DORA represents objects (in this case words) as explicit units that have distributed semantic representations. These units are bound into higher units, and are not specific to a
single proposition. That is, in “Dogs bite men”, the RB unit encoding “bite men” is not limited to only this proposition. It can be further used in any other proposition that contains “bite men”. This fact is important because other Natural language processing models do not have a way to decompose compositional products like “bite men” into ‘bite’ and ‘men’[25]. The network state in these models is a black box from which these intermediate states cannot be identified. Which is of crucial importance given what we have seen from chapter 2. That is, a structure-dependent operation takes in its scope, the explicit representation of compositional elements.

4.2.2. Mapping of compositional structures

DORA’s biggest strength is in the retrievable compositions it encodes, and the possibility of transformation on these structures. This is a direct implementation of the recursive function application on a sentence as in 2.14.

Take for example the sentence “Majestic male lions roar in anger”. In DORA, this sentence is represented internally as $P = (RB_1, RB_2)$, where $RB_1$ contains $Majestic(P_{child})$, $P_{child} = male(lions)$; $RB_2$ contains $roar(P_{child}), P_{child} = in(anger)$. Such a setup becomes
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increasingly complex when considering past tenses, compound words, etc. This particular structure can be justified since ‘majestic’, which is an adjective, along with ‘male’ act as predicates on the object ‘lions’. Similarly, ‘roar’ acts on the prepositional phrase ‘in anger’. Now consider these words (with P present in Driver) presented to DORA. Word representations are activated in the semantic layer, by clamping the specific PO unit’s activation to 1. DORA then propagates this activation both upwards into the Driver, and downwards in the Recipient through the semantic layer 3.2. Therefore, as time progresses, and until the local PO inhibitor fires, DORA passes activation to units further in the hierarchy. At every instant of time, each mapping hypothesis is updated by coactivation of the respective units, and correlations of children 3.4.

The steps of passing activation (in steps 4.2 through 4.5) correspond to the recursive function definition as in chapter 2, 2.14. Information from intermediate units propagates upwards and inhibits other units of the same type. The activation from a lower RB/PO unit is reapplied as input to higher RB units. Hebbian learning 3.3 creates the mapping connections which is the implementation of the canonical inclusion function \( i_i \). We see what direct activation through mapping units does in 4.3.

To show how DORA’s mapping constrains activations, we compare the network activation profile across time in 4.3. Mapping allows for direct lateral transfer of activation between units i.e., Structurally similar units become coactive, and proportionally inhibit all other units of the same type. On every iteration in 4.3, the activations of all units are first set to zero. All the sentences in the memory are made active, one word at a time. At the end of every iteration, we collect the activations of all units and group them into their types. As we can see, when DORA’s mapping connections get better, the inhibitory activity also increases, thereby making fewer units active. The way to interpret this result, is to recognise the increasing efficiency, recognition of structure brings about. See [24] for other interesting phenomena when processing linguistic stimuli with DORA.

Deep Neural Networks

In [25], Martin and Doumas argue against tensor product based systems as models of cognitive processing. Consider the difference between structure-based and rigid dependencies as shown in 2.14. The crucial difference between a truly compositional system, and one that approximates the behavior of a compositional system, is in the existence of explicit structural information in its domain. A model that is optimised to reflect the behavioural nature of human language use (translation, description, etc.,) need not necessarily have structure-dependent processing as in 2.14, but a cognitive model should certainly possess those ingredients.
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Figure 4.3.: Coactivation leading to reduced summed activation across iterations
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4.2.3. Grammar induction

We have seen in the formalisation, the Pushout created by the equivalence relation generated on $L_i$. The method of inducing an independent grammar or syntax can only begin once the system has observed the compositional nature of atomic elements. Although DORA possesses a schema induction functionality [10], it is not yet capable of maintaining an independent set of grammatical structures. Top-down imposition of structure on sequences is important in how humans perceive natural language [23]. A readily adaptable solution exists in the form of mapping connections that DORA learns. An independent grammar is simply the set of mapping connections which are not bound to their units.

4.2.4. Evidence from neuroscience

The MEG study in [9] showed neural activity that correlated with hierarchically variable linguistic stimuli (syllables, phrases, and sentences). Participants were presented synthesised monosyllabic sequences in Chinese and English, at the rate of four words per second (4Hz). The structure of these sequences was manipulated by presenting meaningful four-word sentences (“Dry fur rubs skin”, condition 1), two- two-word phrases (“Fat rats new plans”, condition 2), or random four-word sequences (“walk egg nine house”, condition 3). The power spectrum of the neuro-oscillatory output showed power increases at 1Hz, 2Hz, and 4Hz for the three conditions as shown in 4.4. This signal has been attributed to the levels of syntactic structures that are latent in the stimuli.

The formalisation in 2 makes room for this observation. In 2 and in A.1, we see how every sequence can be mapped to $\mathbb{P}(L_i)$. In this case, setting $i = 2, 3$ and with four words per second, we should see one element in $p_3^*$ appearing as an image on the application of $f_3(s)$, when $s$ is a sequence in the first condition, corresponding to the 1Hz signal. No such element exists when $s$ is two phrases strung together (second condition), but two $p_2^*$ images are seen for the phrase condition - corresponding to the 2Hz signal. As for the third condition, the words do not group together at all, therefore the frequency response of the stimuli is reflected in the brain activity. See [24] for details on how DORA displays similar activity when presented with the same stimuli.

4.2.5. Limitations of DORA

DORA suffers from many of the problems faced by classical symbolic models. Here we discuss the issues DORA faces, and possible paths ahead -

1. Propagating activations through the network is a time consuming affair, with every unit updated individually, and not in parallel. Such a system can benefit tremendously by a matrix update approach. Such a method will also reduce unnecessary information made redundant by repeated creation. For example, every PO/RB/P unit (instantiated as an object in an Object-Oriented Programming paradigm) has a separate attribute inhibitor threshold, although every unit of a single kind has the
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Figure 4.4.: Taken from [9]. a is the visualisation of the latent structure in condition 1, whose audio frequency spectrum is shown in b. c shows the neural response for the three conditions.

same threshold. This redundancy can be overcome by taking an array-based approach.

2. A literature survey did not reveal pretrained topical word embedding models. That is, embeddings grounded in semantically interpretable dimensions. DORA’s operations would benefit greatly from such an encoding, making compositions more ‘meaningful’.

3. Occasionally, DORA makes errors in mapping. These incorrect mappings act as positive feedback which further constrains future activations. The SSL algorithm needs a more robust learning routine to overcome this issue.

4. From our formalisation, we see that grammar is simply a restriction imposed on possible compositional structures that a linear sequence affords. With this in mind, DORA’s SSL algorithm must be tweaked so that it becomes a Partial SSL method. That is, the separation of grammar can only take place with valid/invalid labels for compositional structures.
5. DORA is a complicated model, and understanding its processing is not particularly straightforward. More can be done to bring out a stable version which the open-source community can work on.

6. Currently, the formalisation assumes a purely bottom-up, perceptual system that builds evidence for membership in a particular equivalence class. The recursive computation of merge products as described, is costly. Therefore $H$ takes on added significance because of its predictive capacity. That is to say, whatever elements of $H$ are known, are used as bootstrapping to constrain any further perceptual learning.

7. DORA is at present incapable of learning predicates in natural language sentences. This is, of course, a non-trivial problem, and an area of active research. Consider why this is so problematic - Presented with a sequence of words, the model must be able to place every word at some level in the (unknown a-priori) hierarchical representation. This conclusion need not point to regression towards fully symbolic systems. A possible alternative is a statistically modified DORA, with the ability to maintain ‘active’ representations of symbols instead of passive, fixed ones. Notice also that we do not know the length of the sequence (nor its contents) before processing. The model must rely on the memory of what it has previously seen, to determine the current structure. This suggests a direct inspiration from Recurrent Neural Networks which do a very good job of representing states of linear processing. Using state information to actively build structure is therefore a promising path going forward.
Appendix
A. Detailed Descriptions

A.1. Overall processing

The intention behind A.1, is to look in detail at two sentences processed by the formal model described in chapter 2:

1. Big dogs bite men
2. Men say men bite men

We see the two sentences in $S$ at the topmost part of A.1. The two sentences and their corresponding images are distinguished by the colours of their bounding boxes.

From these two sentences, $f_2$ maps $s_1, s_2$ to the elements $a, b \in \mathbb{P}(L_2) \times \{0, 1\}$, where $a = ((\text{bigdogs, bitemen}), 0), b = ((\text{bitemen}), 0)$, where the 0 is indicative of the absence of the topmost syntactic operation. That is, “big dogs” and “bite men” are still distinct phrases at the $L_2$ level, and have not resulted in a single object. The exact implementational details of how $f_2$ does this is underspecified at the formal level, and shown in chapter 3 at the algorithmic level, keeping in mind the possibility of multiple realisability. (How such a function can be learnt is a matter of active research, and the description of processing at the algorithmic level is the first step towards that goal). In $f_3 : f_3(f_2(s), f_1(s), s)$, the combination of “big dogs” and “bite men” occurs, and $s_1$ is mapped to (big dogs bite men, 1), where 1 indicates the presence of the topmost syntactic operation. Similarly, for $s_2$, the same recursive functional mapping occurs, where each image in a $P^*_i$ is the result of previous merge-operations. Therefore, the topmost syntactic operation is reached in $P^*_5$ for $s_2$.

$\pi_i$ is a compression mechanism, which abstracts the elements of $P^*_i$ to $T^*_i$. The labelling of compositional elements uses lexical information along with time to perform indexing on the elements of $T^*_i$. This abstract representation allows multiple distinct sequences to have identical $T^*_i$ images. Take for example two sequences $s_1$ and “Big men bite dogs”. Although the semantic information carried in $P^*_i$ is distinct - “Big dogs” vs “Big men” and “bite men” vs “bite dogs”, their structural similarity is maintained because $\pi_2$ maps them to the same element - (2, 4, $NP$, $VP$, 0). That is to say, the NP and VP end at positions 2,4 respectively. One can claim that this element alone is sufficient to determine grammaticality, but it is the topmost operation which binds the NP and VP is what allows the sentence to be called so. And therefore, until the topmost merge operation does not occur, processing cannot be considered complete.
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The $i_i$ inclusion functions map the elements in $T^*_i$ to the Pushout generated by the equivalence relation. The pushout then is the discovery of latent structure. This is shown by the grouping of similarly coloured circles to represent equivalence classes. The universal property holds that there is a mapping $Q \rightarrow H$. Notice that there are dotted yellow and orange lines going from $T^*_3$ and $T^*_5$ to $\mathbb{H}$. Only these two elements, (which are topmost root constituents) have unique corresponding syntax trees in $\mathbb{H}$, therefore making $h_i$ a partial function. This is the crux of the statement - $f_i \circ \pi_i \circ h_i = f_i \circ \pi_i \circ i_i \circ (Q \rightarrow H)$.

Every sentence, when built up, requires the application of the topmost syntactic operation for membership in the syntax tree. But this is not to say that elements of other level sets do not have any significance. On the contrary, they gather evidence at every time step by claiming membership in an equivalence class in the Pushout.

A.2. Binding by Asynchrony

As shown in figure A.2, DORA shows binding by asynchrony. When this asynchrony is maintained at the level of PO units, unit coding for the predicate fires right before the unit coding for the object, and together, the RB unit fires out of synchrony with other units. Activation is shown by grey units. The binding of units larger to cup is carried by the firing of unit representing larger (in A.2(a) i), followed by unit representing cup (in A.2(a) ii). To make this binding phenomenon more robust, it is necessary that a given RB unit fire more than once. That is, if (i),(ii),(iii) and (iv) are considered four time steps, then the activation profile in A.2(b) shows DORA repeating these four time steps twice ie., i, ii,iii,iv - i,ii,iii,iv. The yoked inhibitor serves to ensure that once the activation of the PO/RB/P unit goes over a threshold, it is brought down to zero.
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Figure A.1.: Detailed diagram for sample sentences
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(a) Binding by asynchrony

(b) Activation profiles of units

Figure A.2.: Binding by asynchrony example - from [11]
A.2. Binding by Asynchrony
Bibliography

[1] 1.3.5.3. Two-Sample t-Test for Equal Means.
[2] Google Code Archive - Long-term storage for Google Code Project Hosting.
[3] GPT-3, Bloviator: OpenAI’s language generator has no idea what it’s talking about.
[4] David Adger. Syntax. *WIREs Cognitive Science*, 6(2):131–147, 2015. _eprint:_ https://onlinelibrary.wiley.com/doi/pdf/10.1002/wcs.1332.
[5] Jay Alammar. The Illustrated Word2vec.
[6] Catherine Anderson. 8.10 Wh-Movement. In *Essentials of Linguistics*. McMaster University, March 2018.
[7] Noam Chomsky. *Syntactic Structures*. Walter de Gruyter, 2002. Google-Books-ID: SNeHkMXHcd8C.
[8] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. _arXiv:1810.04805 [cs]_, May 2019. _arXiv:_ 1810.04805.
[9] Nai Ding, Lucia Melloni, Hang Zhang, Xing Tian, and David Poeppel. Cortical tracking of hierarchical linguistic structures in connected speech. *Nature Neuroscience*, 19(1):158–164, January 2016. Number: 1 Publisher: Nature Publishing Group.
[10] Leonidas A. A. Doumas, John E. Hummel, and Catherine M. Sandhofer. A theory of the discovery and predication of relational concepts. *Psychol Rev*, 115(1):1–43, January 2008.
[11] Leonidas A.A. Doumas and Andrea E. Martin. Learning structured representations from experience. In *Psychology of Learning and Motivation*, volume 69, pages 165–203. Elsevier, 2018.
[12] Martin B. H. Everaert, Marinus A. C. Huybregts, Noam Chomsky, Robert C. Berwick, and Johan J. Bolhuis. Structures, Not Strings: Linguistics as Part of the Cognitive Sciences. *Trends in Cognitive Sciences*, 19(12):729–743, December 2015.
[13] Jerry A. Fodor and Zenon W. Pylyshyn. Connectionism and cognitive architecture: A critical analysis. *Cognition*, 28(1):3–71, March 1988.
[14] Steven M. Frankland and Joshua D. Greene. Concepts and Compositionality: In Search of the Brain’s Language of Thought. *Annu. Rev. Psychol.*, 71(1):273–303, January 2020.

[15] Olivia Guest and Andrea E. Martin. How computational modeling can force theory building in psychological science. February 2020. Publisher: PsyArXiv.

[16] Nathaniel E Helwig. Principal Components Analysis. page 45.

[17] Wilfrid Hodges. Formal Features of Compositionality. *Journal of Logic, Language and Information*, 10(1):7–28, March 2001.

[18] John E. Hummel. Distributed representations of structure: A theory of analogical access and mapping. ISSN: 1939-1471 Issue: 3 Pages: 427 Publisher: US: American Psychological Association Volume: 104.

[19] KarthikeyaKaushik. KarthikeyaKaushik/Dora, July 2020. original-date: 2020-07-14T17:31:01Z.

[20] Richard S. Kayne, Professor of Linguistics Richard S. Kayne, and Richard S. Kayne. *The Antisymmetry of Syntax*. MIT Press, 1994. Google-Books-ID: tnXJVbGpMfEC.

[21] D. Marr and T. Poggio. From Understanding Computation to Understanding Neural Circuitry. May 1976. Accepted: 2004-10-01T20:36:50Z.

[22] Andrea E. Martin. A Compositional Neural Architecture for Language. *Journal of Cognitive Neuroscience*, 32(8):1407–1427, August 2020.

[23] Andrea E. Martin and Giosuè Baggio. Modelling meaning composition from formalism to mechanism. *Philosophical Transactions of the Royal Society B: Biological Sciences*, 375(1791):20190298, February 2020.

[24] Andrea E. Martin and Leonidas A. A. Doumas. A mechanism for the cortical computation of hierarchical linguistic structure. *PLOS Biology*, 15(3):e2000663, March 2017. Publisher: Public Library of Science.

[25] Andrea E. Martin and Leonidas A. A. Doumas. Tensors and compositionality in neural systems. *Philosophical Transactions of the Royal Society B: Biological Sciences*, 375(1791):20190306, February 2020. Publisher: Royal Society.

[26] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient Estimation of Word Representations in Vector Space. *arXiv:1301.3781 [cs]*, September 2013. arXiv: 1301.3781.

[27] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. Distributed Representations of Words and Phrases and their Compositionality. In C. J. C. Burges,
L. Bottou, M. Welling, Z. Ghahramani, and K. Q. Weinberger, editors, *Advances in Neural Information Processing Systems 26*, pages 3111–3119. Curran Associates, Inc., 2013.

[28] Peter Pagin and Dag Westerståhl. Compositionality I: Definitions and Variants. *Philosophy Compass*, 5(3):250–264, 2010. _eprint:_ https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1747-9991.2009.00228.x.

[29] Steven Phillips. Sheaving—a universal construction for semantic compositionality. *Philosophical Transactions of the Royal Society B: Biological Sciences*, 375(1791):20190303, February 2020. Publisher: Royal Society.

[30] Pinker. *Words and Rules (1999/2011)*. New York, NY: Harper Perennial, 2011.

[31] The MIT Press. *Perceptrons* | The MIT Press. Publisher: The MIT Press.

[32] David Silver, Julian Schrittwieser, Karen Simonyan, Ioannis Antonoglou, Aja Huang, Arthur Guez, Thomas Hubert, Lucas Baker, Matthew Lai, Adrian Bolton, Yutian Chen, Timothy Lillicrap, Fan Hui, Laurent Sifre, George van den Driessche, Thore Graepel, and Demis Hassabis. Mastering the game of Go without human knowledge. *Nature*, 550(7676):354–359, October 2017. Number: 7676 Publisher: Nature Publishing Group.

[33] Harold Simmons. An introduction to Category Theory. page 436.

[34] David I. Spivak and Robert E. Kent. Ologs: A Categorical Framework for Knowledge Representation. *PLOS ONE*, 7(1):e24274, January 2012.

[35] Shikhar Vashishth, Manik Bhandari, Prateek Yadav, Piyush Rai, Chiranjib Battacharyya, and Partha Talukdar. Incorporating Syntactic and Semantic Information in Word Embeddings using Graph Convolutional Networks. *arXiv:1809.04283 [cs]*, July 2019. arXiv: 1809.04283.

[36] Edward N. Zalta. Gottlob Frege. In Edward N. Zalta, editor, *The Stanford Encyclopedia of Philosophy*. Metaphysics Research Lab, Stanford University, fall 2020 edition, 2020.