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Abstract

We introduce a method for learning minimal-dimensional dynamical models from high-dimensional time series data that lie on a low-dimensional manifold, as arises for many processes. For an arbitrary manifold, there is no smooth global coordinate representation, so following the formalism of differential topology we represent the manifold as an atlas of charts. We first partition the data into overlapping regions. Then undercomplete autoencoders are used to find low-dimensional coordinate representations for each region. We then use the data to learn dynamical models in each region, which together yield a global low-dimensional dynamical model. We apply this method to examples ranging from simple periodic dynamics to complex, nominally high-dimensional non-periodic bursting dynamics of the Kuramoto-Sivashinsky equation. We demonstrate that it: (1) can yield dynamical models of the lowest possible dimension, where previous methods generally cannot; (2) exhibits computational benefits including scalability, parallelizability, and adaptivity; and (3) separates state space into regions of distinct behaviours.

I. INTRODUCTION

Dynamical systems are fundamental to our ability to model processes in engineering and the sciences. Accurate models, in turn, enable deeper understanding of these processes, as well as the ability to predict their future behaviour. In some cases, dynamical models can be derived from first principles; the equations describing how an apple falls under the influence of gravity, for example, can be derived by applying Newton’s second law. In other cases, though, no such dynamical models are available. Even when dynamical models can be derived, they may be high-dimensional to the point of being difficult to analyze and prohibitively expensive to make predictions with.

The latter two points have led to great efforts in developing methods that learn low-dimensional dynamical models directly from time series data [1–6]. We focus on the case where rich (high-dimensional) time series data are available, which is increasingly becoming the norm in the era of big data. (Time series that are not sufficiently rich can be augmented via time delay embedding [7].) Such methods typically comprise two modules: one that learns a representation of the state of the system, and another that learns how to evolve
the learned state representation forward in time. A key enabling assumption is that the data lie on or near a submanifold of the space in which they live, allowing for a state representation of possibly significantly lower dimension than the data while nevertheless containing the same information as the data. Thus, methods of manifold learning feature prominently in this line of work. (Notable exceptions to this paradigm are methods inspired by Koopman operator theory, which seek linear dynamical models but require rich state representations in order to be accurate.)

In this work, we return to the definition of a manifold to learn minimal-dimensional dynamical models from data. A manifold can (and in general must) be described as an atlas of charts: a collection of overlapping patches together with invertible maps between points on the patches and points in Euclidean space. A single patch will not generally suffice—we illustrate with examples below. Several prior works on manifold learning use at least loosely similar ideas, describing a manifold via a collection of local models. Brand is the first work we know of that explicitly mentions charts. Like prior works, Brand uses the local models to form a single global parameterization of the manifold, which we will show is limited in the degree of dimension reduction that it can achieve. More recent works follow the atlas of charts representation more closely, avoiding global parameterizations and therefore being able to achieve minimal-dimensional descriptions of manifolds. Nevertheless, the methods in these more recent works would falter in the context of dynamical models: Pitelis et al. describe a manifold as a collection of affine subspaces, which would lead to discontinuous dynamics when transitioning between subspaces; similarly, the method of Schonsheck et al. would also lead to non-smooth dynamics. Amsallem et al. develops a method based on a collection of local affine subspaces that produces continuous dynamics. However, they model the difference between the state at consecutive time steps—not the state itself—as lying in one of several low-dimensional subspaces in their collection. This choice leads to the state living in a higher-dimensional space, diverging from our desire to capture the manifold on which data live.

We propose a method, based on the representation of a manifold as an atlas of charts, that learns smooth minimal-dimensional dynamical models directly from data. We refer to our method as *Charts and Atlases for Nonlinear Data-Driven Dynamics on Manifolds*, and suggest the acronym CANDyMan for short. CANDyMan decomposes a manifold into patches, learns dynamical models on each patch, and sews the local models together to obtain a global
dynamical model without needing a global parameterization. Precise definitions and details of implementation follow. Our examples—ranging from simple low-dimensional periodic dynamics to complex high-dimensional non-periodic bursting dynamics arising in solutions of the Kuramoto-Sivashinsky partial differential equation—will bear out three major benefits of our atlas-of-charts-based framework:

1. The ability to obtain dynamical models of the lowest possible dimension, which previous methods are incapable of.

2. A divide-and-conquer approach that leads to computational benefits including scalability, the ability to adapt models locally, and an embarrassingly parallelizable algorithm.

3. The ability to separate state space into regions of distinct behaviours.

II. A PRIMER ON MANIFOLDS

The word “manifold” evokes an image of a curved surface embedded in a higher-dimensional Euclidean space; this is the relevant scenario for us, in which case our manifolds are, strictly speaking, submanifolds of $\mathbb{R}^m$. A manifold $\mathcal{M}$ is a set that is locally Euclidean, meaning that every point on the manifold has an open neighbourhood that can be mapped back and forth from and to a Euclidean space $\mathbb{R}^n$; the map and its inverse are continuous, and $n \leq m$ is called the dimension of the manifold. Informally, one may think of breaking a manifold into overlapping patches such that each patch can be flattened. This representation is sketched in figure 1 and is formalized by the concept of charts.

A chart is a pair $(U, \phi)$, where the coordinate domain $U$ is an open subset of the manifold, and the coordinate map $\phi$ is a continuous map that maps $U$ to $\phi(U) \subseteq \mathbb{R}^n$ and has a continuous inverse. A point $p \in U$ is mapped to $\phi(p)$, called the local coordinates on $U$. In general, the coordinate domain of a chart cannot cover the entire manifold, so there will be other charts, and each point on the manifold must belong to the coordinate domain of at least one chart. An atlas is a collection of charts whose coordinate domains cover the manifold, and forms our working representation of a manifold.

To switch between local coordinates, we use transition maps. Given two charts, $(U, \phi)$ and $(V, \psi)$, with intersecting coordinate domains, $U$ and $V$, the transition map from $\phi$ to $\psi$
is given by $\psi \circ \phi^{-1} : \phi(U \cap V) \to \psi(U \cap V)$; it is continuous and has continuous inverse. We refer the interested reader to [18] for more details and precise definitions.

A simple circle in the plane elucidates why charts are useful. A circle is a one-dimensional manifold, so we should be able to continuously map back and forth between the circle and $\mathbb{R}$. But this can only be done locally, not globally, so all popular manifold learning methods will fail at this simple task, producing a discontinuity. Intuitively, these methods try to unwrap a manifold onto a flat surface, but that cannot be done with the circle since it is a closed object. More formally, these methods implicitly use one chart, but at least two charts are needed for a circle.

It is worth pointing out that methods that use one chart, whether implicitly or explicitly, are still able to achieve dimension reduction. The strong Whitney embedding theorem states that any smooth real $n$-dimensional manifold can be smoothly embedded in $\mathbb{R}^{2n}$ [18] [27]. This means that a one-chart method can theoretically reduce the dimension to $2n$ in the worst case, compared to $n$ for a multi-chart method. Later, we will show an example where our multi-chart method reduces the dimension of data to 3 while nevertheless performing better than a deep autoencoder that reduces the dimension of the data to 6; this result suggests that the practical gap between our multi-chart method and comparable single-chart methods is even greater than the theoretical gap.
III. LEARNING AN ATLAS AND DYNAMICS ON A MANIFOLD

We now describe our method in detail. Suppose we have a dataset generated by a dynamical system. Namely, we have a set of pairs of vectors, \( \{(p_i, p'_i)\}_{i=1}^{N} \), with \( p_i, p'_i \in \mathbb{R}^m \), and with \( p_i \) mapping to \( p'_i \) under the dynamics. This data may be generated by a discrete dynamical system or a continuous dynamical system; in both cases, \( p'_i = F(p_i) \) for \( i = 1, \ldots, N \) for some mapping \( F \) (for a continuous dynamical system, we assume that \( p_i \) and \( p'_i \) are sampled from the continuous dynamical system at times \( \Delta t \) apart for \( i = 1, \ldots, N \)). Usually, such a dataset comes from a single time series \( \{p_i\}_{i=1}^{N+1} \), and \( p'_i = p_{i+1} \) for \( i = 1, \ldots, N \).

It is often the case that the dynamical system, and hence the data, live on a submanifold \( \mathcal{M} \subset \mathbb{R}^m \) of dimension \( n < m \); in some cases, \( n \ll m \). We specifically have in mind dissipative systems where at long times, the dynamics approach an invariant manifold. Even for systems described by partial differential equations, which are formally infinite-dimensional, the presence of dissipation can lead to the long-time dynamics residing on a finite-dimensional submanifold [28–30]. Our goal is to learn these manifolds, and the dynamics on them, directly from the data.

The method consists of two steps: first, we learn an atlas of charts; second, we learn the dynamics in the local coordinates of each chart. The key step is to patch the local descriptions together to form a global one. We illustrate the method via the example of a particle moving counterclockwise around the unit circle at constant speed. The data are embedded in \( \mathbb{R}^2 \), but live on the one-dimensional manifold \( S^1 \).

A. Learning an atlas

First, we partition the data into disjoint sets. We use \( k \)-means clustering [31–35] to do so. These sets do not yet form the coordinate domains of charts because they do not overlap. To make the sets overlap, we start by building a graph from the data, placing undirected edges between a data point and its \( K \) nearest neighbours, for every data point. We then expand each cluster along the graph, giving overlapping coordinate domains and causing some data points to be members of multiple clusters (figure 2A; in this case, each cluster was expanded by two neighbours along the graph). For each cluster, we use that cluster’s
FIG. 2. The method consists of three basic steps: (A) learning coordinate domains ($U_1$, $U_2$, and $U_3$ here), (B) learning coordinate maps and their inverses, and (C) learning the dynamics in the local coordinates. In D, we show that the first (top) and 25th (bottom) cycles of motion are well predicted (coloured points are from the learned system, and grey lines are from the true system). Filled markers are interior points, and large open markers are border points.

Data to train a deep fully-connected feedforward autoencoder that reduces the dimension of the data to that of the underlying manifold (figure 2B-C). In general, we do not know the dimension of the underlying manifold, so we estimate it by monitoring reconstruction error as a function of dimension. The resulting encoder is the coordinate map of the chart, and the decoder is its approximate inverse. (Other models can be used, for example, principal components analysis can be used to project the data to a lower dimension, and kernel ridge regression used to construct the approximate inverse of that projection.) An approximate transition map between charts is formed by composing the encoder of one chart with the decoder of the other chart.

Note that the ranges of values of the local coordinates differ amongst the three sets of local coordinates in figure 2, and that the densities of the data are not uniform in the local coordinates as they are on the unit circle. The definition of a manifold places no restrictions on the values of the local coordinates; any local coordinates will do as long as the coordinate map is homeomorphic. So, we have not restricted our autoencoders, e.g., by regularizing them in some way. As a result, the sets of local coordinates differ from each other and the distributions of data are distorted by the coordinate maps. In a later example described in section IV E, however, we find that normalizing the local coordinates is helpful when learning dynamics.
B. Learning the dynamics

Now that we have learned an atlas, learning the dynamics is simple. The dynamics on the manifold is given by a map $F_M : M \to M$. In each chart $\alpha$’s local coordinates, the dynamics are given by $f_\alpha = \phi_\alpha \circ F_M \circ \phi^{-1}_\alpha : \mathbb{R}^n \to \mathbb{R}^n$. That is, for the chart $(U_\alpha, \phi_\alpha)$ and a point $p \in U_\alpha$, the local coordinates of $p$, $\phi_\alpha(p)$, are mapped to $f_\alpha(\phi_\alpha(p))$ under the dynamics. Learning $f_\alpha$ is a simple regression task that gives the low-dimensional dynamics directly. For each chart, we assemble pairs of consecutive data points in that chart and train a deep fully-connected feedforward neural network to map from one point in the pair to the other (figure 2C).

To form a global picture, we need a way to transition between charts under the dynamics. For this purpose, we define the notions of interior and border data points, similar to [24]. We say that a data point is an interior point of a cluster if it was originally assigned to that cluster (filled markers in figure 2A), and we say that a data point is a border point of a cluster if it was assigned to that cluster during the expansion process (open markers in figure 2A). A data point may be a border point of many clusters (or even no clusters), but a data point has a unique interior assignment (as long as the original clustering of data assigned points to unique clusters, as k-means does).

Global dynamics on the manifold works as follows. Starting with an initial condition $p \in M$, we must find which chart’s interior it is in. We find the training data point $p_j$ closest to $p$. Since $p_j$ belongs to the interior of the coordinate domain of a unique chart $\alpha$, we use charts $\alpha$’s coordinate map to map $p$ to that chart’s local coordinates, $\phi_\alpha(p)$. (Since we use k-means for the clustering step, we may find the cluster centroid that is closest to $p$ instead of the closest training data point.) This initial step is the only one where calculations are performed in the ambient space $\mathbb{R}^m$. Next, we apply the dynamics that we learned in the local coordinates to map the state forward to $f_\alpha(\phi_\alpha(p))$. Each time we map the state forward, we find the closest training data point $\phi_\alpha(p_k)$ (contained in $\phi_\alpha(U_\alpha)$) in the local coordinates. If $p_k$ is an interior point of the chart, we continue to map the state forward under $f_\alpha$. If $p_k$ is a border point of the chart, instead being uniquely an interior point of chart $\beta$, we transition the state to the local coordinates of chart $\beta$ using the transition map $\phi_\beta \circ \phi^{-1}_\alpha$, and then proceed similarly, now under the dynamics $f_\beta$. For example, supposing that our state evolved under chart $\alpha$’s dynamics for $l$ time steps before transitioning to chart
\( \beta \), its local coordinates would be \( \phi_\beta(\phi_\alpha^{-1}(f_\alpha(\phi_\alpha(p)))) \). This process is shown in figure 2D for 25 cycles; changes in colour show chart transitions, which appear seamless.

C. Smooth transitions

Let \( p \) be a point in the intersection of the coordinate domains of charts \( \alpha \) and \( \beta \neq \alpha \). Let \( \phi_\alpha \) and \( \phi_\beta \) denote the coordinate maps that we learn, and let \( \phi_\alpha^{inv} \) and \( \phi_\beta^{inv} \) denote their approximate inverses that we learn. In order for our model to have smooth dynamics across transitions between charts, we need \( \phi_\alpha^{inv}(\phi_\alpha(p)) \) and \( \phi_\beta^{inv}(\phi_\beta(p)) \) to be (nearly) equal for all such \( p \). These are simply the reconstructions of \( p \) by the two charts from \( p \)'s local coordinates. If they differ significantly, then there will be a discontinuity in the dynamics across transitions. Mathematically, we want to minimize

\[
\|\phi_\alpha^{inv}(\phi_\alpha(p)) - \phi_\beta^{inv}(\phi_\beta(p))\| = \|\phi_\alpha^{inv}(\phi_\alpha(p)) - p\| - \|\phi_\beta^{inv}(\phi_\beta(p)) - p\|. \tag{1}
\]

The first term in brackets is chart \( \alpha \)'s reconstruction error, and the second term is chart \( \beta \)'s reconstruction error. By the triangle inequality,

\[
\|\phi_\alpha^{inv}(\phi_\alpha(p)) - \phi_\beta^{inv}(\phi_\beta(p))\| \leq \|\phi_\alpha^{inv}(\phi_\alpha(p)) - p\| + \|\phi_\beta^{inv}(\phi_\beta(p)) - p\|. \tag{2}
\]

The difference between the two charts’ reconstructions of \( p \) is upper-bounded by the sum of each chart’s reconstruction error. We can indirectly minimize the difference in the reconstructions by minimizing each chart’s reconstruction error. This argument generalizes to multiple points and more than two charts.

By using the triangle inequality, we have decoupled the two charts. We can indirectly minimize the difference in the reconstructions while training our autoencoders separately simply by weighting training data that belong to multiple charts more heavily in each autoencoder’s reconstruction loss function. Decoupling the charts allows for trivial parallelization of the training process.

For the results shown in this work, we have not weighted data that belong to multiple charts’ coordinate domains more heavily in the autoencoder reconstruction losses. We experimented with doing so, but did not see appreciable effects until the weights were so large that the autoencoders’ reconstructions of data belonging to only a single coordinate domain were poor. Nevertheless, this may be an important consideration in future work.
D. Time complexity

The time complexity to map a state forward one time step or to transition from one set of local coordinates to another is the time complexity of a forward pass of the associated neural network(s). This depends on the architectures of the neural networks, but a forward pass of a neural network is typically fast and would be necessary for a traditional one-chart model as well. The major expense comes from searching for a nearest neighbour. Using a \(k\)-d tree, the time complexity of a nearest neighbour search is \(O(\log_2(N))\) for a constant dimension of the search space [36]. However, the performance degrades rapidly with the dimension of the search space due to the curse of dimensionality, approaching the \(O(dN)\) time complexity of brute search in a \(d\)-dimensional space once \(d \gtrsim 10\) [37]. Fortunately, we only perform a single nearest neighbour search in the high-dimensional ambient space (when assigning the initial condition to a chart), and all subsequent nearest neighbour searches are performed in the local coordinates of the charts.

IV. EXAMPLES

We demonstrate our method on several examples of increasing complexity, from the simple periodic orbit in the plane that we already showed, to complex bursting dynamics of the Kuramoto-Sivashinsky equation. Details about the datasets, neural network architectures, training procedures, and hyperparameters are in the Supplementary Information.

A. Periodic dynamics on a torus

Here we consider a particle moving along the surface of a torus. The particle travels at constant speeds in the poloidal and toroidal directions, three times as fast in the poloidal direction as in the toroidal direction, generating a periodic orbit. The data live on a one-dimensional submanifold of \(\mathbb{R}^3\), shown in figure 3A.

We place the data into three clusters and follow our procedure to create an atlas of three charts and a local low-dimensional dynamical model for each chart (figure 3A–C). The resulting global dynamical model is excellent. In figure 3D, we show that the learned dynamics (coloured markers) match the true dynamics (grey curves) closely. Note especially the seamless transitions between charts.
FIG. 3. Analogous to figure 2, but for a periodic orbit on the surface of a torus. In D, we show that the first (top) and tenth (bottom) cycles of motion are well predicted (coloured points are from the learned system, and grey lines are from the true system).

B. Quasiperiodic dynamics on a torus

Now the particle travels in the poloidal direction $\sqrt{3}$ times as fast as in the toroidal direction. Since the speeds are incommensurate, the particle’s orbit is quasiperiodic, densely filling the surface of the torus in the limit of infinite time. The data live on a two-dimensional submanifold of $\mathbb{R}^3$, shown in figure 4A.

We place the data into six clusters and follow our procedure to create an atlas of six charts and a local low-dimensional dynamical model for each chart (figure 4A–C). The choice of six charts is arbitrary; as few as three (specially chosen) charts will work in this case. Note that some of the data points are assigned to up to four charts.

In figure 4D, we show the trajectory that results from evolving an initial condition forward under our learned dynamical model. The learned dynamics are generally correct, but the phase speeds are a little bit off (roughly 0.5% too slow in the poloidal direction and 0.5% too fast in the toroidal direction). The transitions between charts are apparently quite smooth, even when a chart is visited for only one time step (around time step 55). When we analyze first and higher order differences between consecutive points produced by our learned dynamical model, hiccups become apparent when transitioning between charts. This is to be expected since the decoders only approximate the encoders’ inverses, as discussed
FIG. 4. Analogous to figure 2 but for a quasiperiodic orbit on the surface of a torus. In A, we show the data before and after coordinate domains are made to overlap; data belong to up to four coordinate domains. In D, we show that the dynamics are well predicted (coloured points are from the learned system, and grey lines are from the true system). The top two plots show the predicted Cartesian coordinates on the surface of the torus, and the bottom two plots show the predicted poloidal and toroidal coordinates.

For the learned model whose results are shown in figure 4, we are confident that it indeed has quasiperiodic dynamics (we used the model to produce a trajectory that is 50,000 time steps long, finding no repeating pattern). However, the majority of the time we learn models that have periodic dynamics, with the period being on the order of the number of training...
FIG. 5. Analogous to figure 2 but for a beating standing wave from the K-S system. The coloured bars in A show which chart the data belong to, and B shows the result of putting the data through the autoencoders. In D, we show that the periodic dynamics are well predicted.

data but varying fairly significantly (ten learned models with periodic dynamics had periods between 418 and 1892 time steps). We attribute this to the existence of Arnold tongues, leading to a phase locking (or mode locking) phenomenon that often causes our learned model to have periodic dynamics. In short, if the dynamics of a nominally quasiperiodic system are perturbed, then the dynamics will be periodic in a finite region of parameter values; see [38] for more details.

C. Beating dynamics

Our next example comes from the Kuramoto-Sivashinsky (K-S) partial differential equation,

$$u_t + uu_x + u_{xx} + \nu u_{xxxx} = 0,$$

for $0 \leq x \leq 2\pi$, with periodic boundary conditions. We set $\nu = \frac{16}{337}$ [39] and compute a numerical solution using a pseudo-spectral method with 64 Fourier modes. After transients have died out, we obtain a beating standing wave. The data live on a one-dimensional submanifold of $\mathbb{R}^{64}$, shown in figure 5A.

We place the data into three clusters and follow our procedure to create an atlas of three
D. Beating travelling dynamics

Our next example also comes from the K-S equation, this time with $\nu = \frac{4}{87}$ \cite{39}. After transients have died out, we obtain a beating travelling wave. The travelling period and beating period are incommensurable, making the orbit quasiperiodic. Note the separation in timescales: the two periods differ by a factor of nearly 200. This quasiperiodic orbit lives on a two-dimensional submanifold (a 2-torus) of $\mathbb{R}^{64}$, shown in figure 6A.

We separate the data into shape (figure 6B) and phase (figure 6C) variables (the shape variable’s first Fourier mode’s phase is zero) \cite{6, 40}. Because of the translational equivariance of (3), the dynamics only depend on the shape variable, which lives on a one-dimensional submanifold of $\mathbb{R}^{64}$.

Our training data are shown in figure 7A. The data span a bit more than two beating
periods, just over 1% of the travelling period. We place the data into three clusters and follow our procedure to create an atlas of three charts and a local low-dimensional dynamical model for each chart (figure 7A–C). Additionally, for each chart we train a neural network that takes the shape variable (in local coordinates) as input and predicts the change in phase over one time step, giving the phase dynamics [6].

In figure 7D, we show a trajectory that results from evolving an initial condition forward in time under our learned dynamical model. Comparing figure 7D to figure 6A, our learned model again produces good results with seamless transitions between charts. The beating period of our model is 0.456 ± 0.001 time units, identical to the data, and the travelling period of our model is 94.88 ± 0.10 time units, compared to 90.46 ± 0.10 time units for the data. The discrepancy improves with increased training time of the neural networks.

It is worth re-iterating that the two periods of the quasiperiodic data differ by a factor of almost 200. Despite the large separation in timescales, our method produced a good dynamical model. Moreover, we were able to take advantage of a symmetry present in the system to reduce the data to a one-dimensional representation while still obtaining quasiperiodic dynamics, and learn from data that spans a small fraction of one of the timescales while nevertheless capturing that timescale in the final dynamical model.
FIG. 8. Analogous to figure 2 but for bursting data from the K-S system. In A and D, we show space-time plots and projections onto the real part of the second spatial Fourier mode and real and imaginary parts of the first spatial Fourier mode. Note that B shows a projection of the data, whereas C shows the data in the full learned three-dimensional spaces. In A-C, we subsampled the data for visual clarity.

E. Bursting dynamics

Our final example comes from the K-S equation with $\nu = \frac{16}{71}$. After transients have died out, we obtain complicated bursting dynamics, shown in figure 8A. The field bursts between pseudo-steady cellular states of opposite sign. The state space projection clarifies that the state seems to switch between two saddle points that are connected by four heteroclinic orbits [42]. The trajectory is non-periodic, as the state travels along each heteroclinic orbit pseudo-randomly with equal probability.

Our data cover each heteroclinic orbit four times, with the first half shown in figure 8A.
The data live on a submanifold of unknown dimension. We will use our method to find the dimension of the submanifold, and compare the results to a one-chart model.

We place the data into six clusters and follow our procedure to create an atlas of six charts and a local low-dimensional dynamical model for each chart (figure 8A–C). We chose to use six charts based on the state space structure in figure 8A. The clusters respectively constitute the two saddle points and the four heteroclinic orbits; this clustering of the data was done automatically by $k$-means.

We successfully built a model with three-dimensional local coordinates. In order to recreate qualitatively correct dynamics, we had to use the method described in [6] for the autoencoders, and normalize the local coordinates before learning the dynamics. The normalization we used is similar to whitening, with full details in the Supplementary Information. Additionally, we also had to use a different dataset with off-attractor data to train the neural networks for dynamics; details are in the Supplementary Information. The reason for using off-attractor data to learn the dynamics is that the attractor is very thin (see figure 8C), making it difficult to learn accurate dynamics in the three-dimensional local coordinates. When only using the original dataset to learn the dynamics, we found that the learned dynamics often included a stable fixed point that was off the attractor (in a region where there was no data to learn from). The new dynamics dataset was partitioned and transformed to local coordinates based on the previously trained charts before training the neural networks for the dynamics.

Even with the above modifications, many of our learned models display periodic dynamics. We have found models that have one stable limit cycle (essentially consisting of two of the heteroclinic orbits), two stable limit cycles (each consisting of an independent pair of the heteroclinic orbits), and one longer stable limit cycle (consisting of all four heteroclinic orbits), in addition to models with non-periodic dynamics. We attribute this to the presence, in the space of weights for the neural networks for the dynamics, of a gluing bifurcation [43–45]. In short, perturbations to the dynamics can “glue” the heteroclinic orbits together, forming periodic orbits of various degrees of complexity. It may be possible to avoid the gluing bifurcation by enforcing some of the symmetries present in the K-S system [42], but we do not pursue this avenue here. Figure 8 and the discussion below describe results from a model that does display qualitatively correct non-periodic dynamics.

In figure 8D, we show a trajectory that results from evolving an initial condition forward
FIG. 9. (A) Dynamics produced by a one-chart model with six-dimensional local coordinates (solid blue line). The true attractor is shown with a thin grey line. (B) MSEs of autoencoders of various bottleneck dimensions when trained on the bursting K-S data, using six charts (coloured markers, colours as in figure 8) and one chart (black and white markers). Autoencoders corresponding to black markers have the same architecture as those used in the six-chart case. Autoencoders corresponding to white markers have approximately the same number of trainable parameters as all six autoencoders in total from the six-chart case. For all cases, 20 trials were performed.

under our learned three-dimensional dynamical model. We are able to obtain qualitatively correct non-periodic bursting dynamics. The quasi-steady cellular states quantitatively match those in the original data. The only quantitative discrepancy is in how long the state stays in a quasi-steady cellular state. This difference can be understood from the fact that these quasi-steady states are approaches to saddle points. The time that a trajectory spends near a saddle point scales as $-\ln y$ near the saddle point, where $y$ is the distance from the stable manifold of the trajectory. The logarithmic divergence explains the sensitivity of the quiescent periods to model error.

For comparison, in figure 9A we show a typical trajectory that results from a one-chart model with six-dimensional local coordinates. The state settles onto a fixed point in the model, not reflective of the true dynamics. Although higher-dimensional one-chart models are in principle capable of capturing the attractor (by the strong Whitney embedding theorem), as a practical matter, we find that they are unable to capture the qualitative dynamics of this complex system.

Besides being able to capture dynamics that one-chart models are unable to, our multi-chart method also captures the submanifold better. In figure 9B, we show the mean squared errors (MSEs) of several autoencoders (using the method in [6]) as a function of the di-
mension of the local coordinates. The six-chart atlases (coloured markers) produce MSEs that are consistently over an order of magnitude lower than those of the one-chart atlases (black and white markers). The key comparison to make is between the six-chart atlas with three-dimensional local coordinates, and the one-chart atlas with six-dimensional local coordinates. Since the submanifold is three-dimensional, the strong Whitney embedding theorem states that it can be smoothly embedded in $\mathbb{R}^6$, i.e., it can be captured by a one-chart atlas with six-dimensional local coordinates. Nevertheless, the MSE of the six-chart atlas is an order of magnitude lower than that of the one-chart atlas with twice the dimension and same number of trainable parameters. It is clear that our multi-chart method provides practical benefits even beyond what is theoretically predicted.

V. CONCLUSIONS

We introduced a method that is able to learn smooth minimal-dimensional dynamical models directly from high-dimensional time series data. Our approach first finds and parameterizes the low-dimensional manifold on which the data live, then learns the dynamics on that manifold.

Taking inspiration from the general mathematical representation of a manifold, we characterize learning a manifold as learning an atlas of charts: a collection of overlapping patches on the manifold together with invertible maps between points on the patches and points in Euclidean space. We implement an atlas of charts by clustering the data in state space to form patches, assigning a deep autoencoder to each patch for the dimension reduction step, and using deep neural networks to learn the dynamics in each patch. Finally, we sew the local models together to obtain a global dynamical model. We call our method CANDyMan, short for charts and atlases for nonlinear data-driven dynamics on manifolds.

We applied CANDyMan to six examples of varying complexity, demonstrating that it: (1) has the ability to obtain dynamical models of the lowest possible dimension, which previous methods are incapable of; (2) uses a divide-and-conquer approach that leads to computational benefits including scalability, the ability to adapt models locally, and an embarrassingly parallelizable algorithm; and (3) has the ability to separate state space into regions of distinct behaviours. When applied to complicated bursting data generated by the Kuramoto-Sivashinsky partial differential equation, CANDyMan produced a three-
dimensional dynamical model with qualitatively and semi-quantitatively correct dynamics, while even a six-dimensional single-chart method did not succeed, producing qualitatively incorrect behaviour. Likewise, the three-dimensional CANDyMan model had an order of magnitude lower error when reconstructing data from their low-dimensional representations than an autoencoder with the same number of trainable parameters and a bottleneck dimension of six. This shows that CANDyMan has practical benefits beyond what is theoretically predicted by the strong Whitney embedding theorem.

A question that naturally arises is how many charts must be used. This question is intimately tied to the dimension that we are able to reduce the data to. We may always use a single chart, but doing so limits the dimension reduction that can be achieved. How many charts do we need in order to obtain a minimal-dimensional representation of the data, and how do we know what the minimal dimension is? For now, we suggest an empirical approach where one would sample in the space of number of charts and number of dimensions. It may be easier to first find the appropriate dimension by only considering a low number of charts that cover small incomplete patches of the data, and tuning the dimension of these charts; since the dimension of a manifold is a global property, it can be established locally in this way. Once the appropriate dimension is found, the number of charts can be tuned empirically.

We wish to emphasize that the application of deep learning and $k$-means should not be read as the contributions of this work. Rather, the true contribution of our work is the broader use and implementation of an atlas of charts in the context of dynamics. It may well be that other methods of partitioning data and learning charts (and associated transition maps) are better and more efficient; this deserves consideration in future work, and would fall under the CANDyMan framework. In particular, although the theory of manifolds is agnostic to what form the coordinate maps take (as long as they are homeomorphisms), from a practical standpoint, we believe that imposing structure on the coordinate maps will make learning the correct dynamics easier, as we saw in our last example. What this structure should be deserves more attention than our ad hoc attempt.

Finally, because our method decomposes state space into patches, we believe that it is particularly suited to applications that display very different behaviours in different parts of state space, such as the bursting and intermittency characteristic of turbulent fluid flows.
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Supplementary Information for Floryan and Graham, Charts and atlases for nonlinear data-driven models of dynamics on manifolds

The Supplementary Information contains details about the training datasets, neural network architectures, training procedures, and hyperparameters used for each of the examples in the main text. Neural networks were built and trained using Keras [46]. Unless otherwise indicated, all neural network layers are fully-connected, the mean squared error is used as the loss function, the default Adam optimizer is used for training [47], the default Glorot uniform initializer is used for weight initialization [48], and the batch size is the full number of training data points in the corresponding chart.

We did not attempt to optimize architectures nor hyperparameters, simply using ones that produced accurate results. To choose the dimension of the local coordinates, we either knew what the true dimension of the submanifold was (in which case we used that dimension), or we based our decision on reconstruction errors (i.e., figure 9B in the main text suggests that the dimension of the bursting data is 3 since the reconstruction error reaches a plateau there [6]; note that the dimension cannot be 2 since such a low dimension is not capable of producing the dynamics we observe). To choose the number of charts, we often knew the minimum number needed, and chose nearly that many. For the bursting example, we chose to use 6 charts based on an exploratory data analysis, where we saw that the state space structure of the data consists of two saddles connected by four heteroclinic orbits.

S1. PERIODIC DYNAMICS ON A CIRCLE

The training data are the Cartesian \((x, y)\) coordinates of a particle as it moves counterclockwise around the unit circle at a constant speed. There are 40 data points in total, uniformly spaced \(\pi/20\) radians apart on the unit circle.

We use three charts (three clusters in \(k\)-means). The graph is built by connecting points to their two nearest neighbours. Clusters are expanded twice along the graph.

The neural network parameters are listed in table I. The autoencoders are trained with a learning rate of 0.01, and the neural networks for dynamics are trained with a learning rate of 0.005.
| Shape          | Activations                | Epochs |
|---------------|----------------------------|--------|
| Encoders      | 2 : 32 : 32 : 16 : 4 : 1   | elu : elu : elu : elu : linear | 1000   |
| Decoders      | 1 : 4 : 16 : 32 : 32 : 2   | elu : elu : elu : elu : linear | 1000   |
| Dynamics      | 1 : 32 : 32 : 16 : 4 : 1   | elu : elu : elu : elu : linear | 500    |

TABLE I. Neural network parameters for periodic dynamics on a circle. “Shape” indicates the dimension of each layer, “activation” indicates the activation functions between layers, and “epochs” indicates the number of epochs used for training.

S2. PERIODIC DYNAMICS ON A TORUS

The training data are the Cartesian \((x, y, z)\) coordinates of a particle as it moves around the surface of a torus. The surface of the torus is given by

\[
\begin{align*}
x &= (1 + 0.5 \cos \theta) \cos \phi, \\
y &= (1 + 0.5 \sin \theta) \sin \phi, \\
z &= 0.5 \sin \theta,
\end{align*}
\]

where \(\theta\) is the poloidal coordinate and \(\phi\) is the toroidal coordinate. The particle moves at a constant rate in the poloidal and toroidal directions, three times as fast in the poloidal direction, generating a periodic orbit. There are 100 data points in total, uniformly spaced \(\pi/50\) radians apart in the toroidal direction, covering one full period of the motion.

We use three charts (three clusters in \(k\)-means). The graph is built by connecting points to their two nearest neighbours. Clusters are expanded twice along the graph.

The neural network parameters are listed in table I. The autoencoders are trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function), and the neural networks for dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function).

S3. QUASIPERIODIC DYNAMICS ON A TORUS

The training data are the Cartesian \((x, y, z)\) coordinates of a particle as it moves around the surface of a torus. The surface of the torus is given by \(S1\). The particle moves at a constant rate in the poloidal and toroidal directions, \(\sqrt{3}\) times as fast in the poloidal direction, generating a quasiperiodic orbit. There are 1000 data points in total, uniformly
TABLE II. Neural network parameters for periodic dynamics on a torus. “Shape” indicates the dimension of each layer, “activation” indicates the activation functions between layers, and “epochs” indicates the number of epochs used for training.

|       | Shape            | Activations                             | Epochs |
|-------|------------------|-----------------------------------------|--------|
| Encoders | 3 : 32 : 32 : 16 : 4 : 1 | elu : elu : elu : elu : linear         | 1000   |
| Decoders | 1 : 4 : 16 : 32 : 32 : 3 | elu : elu : elu : elu : linear         | 1000   |
| Dynamics | 1 : 32 : 32 : 16 : 4 : 1 | elu : elu : elu : elu : linear         | 1000   |

TABLE III. Neural network parameters for quasiperiodic dynamics on a torus. “Shape” indicates the dimension of each layer, “activation” indicates the activation functions between layers, and “epochs” indicates the number of epochs used for training.

|       | Shape            | Activations                             | Epochs |
|-------|------------------|-----------------------------------------|--------|
| Encoders | 3 : 32 : 64 : 32 : 16 : 4 : 2 | elu : elu : elu : elu : elu : linear         | 2000   |
| Decoders | 2 : 4 : 16 : 32 : 64 : 32 : 3 | elu : elu : elu : elu : elu : linear         | 2000   |
| Dynamics | 2 : 32 : 32 : 16 : 4 : 2 | elu : elu : elu : elu : linear         | 2000   |

We use six charts (six clusters in $k$-means). The graph is built by connecting points to their five nearest neighbours. Clusters are expanded twice along the graph.

The neural network parameters are listed in table III. The autoencoders are trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.8 every 200 steps using a staircase function), and the neural networks for dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function).

S4. BEATING DYNAMICS

We compute a numerical solution to the Kuramoto-Sivashinsky equation,

\[ u_t + uu_x + u_{xx} + \nu u_{xxxx} = 0, \]  \hspace{1cm} (S2)
TABLE IV. Neural network parameters for beating dynamics of the Kuramoto-Sivashinsky equation. “Shape” indicates the dimension of each layer, “activation” indicates the activation functions between layers, and “epochs” indicates the number of epochs used for training.

|                | Shape             | Activations          | Epochs |
|----------------|-------------------|----------------------|--------|
| Encoders       | 64 : 128 : 64 : 16 : 8 : 1 | elu : elu : elu : elu : linear | 2000   |
| Decoders       | 1 : 8 : 16 : 64 : 128 : 64 | elu : elu : elu : elu : linear | 2000   |
| Dynamics       | 1 : 32 : 32 : 16 : 4 : 1 | elu : elu : elu : elu : linear | 2000   |

for $0 \leq x \leq 2\pi$ with periodic boundary conditions using a pseudo-spectral method with 64 Fourier modes. Time integration is performed using Crank-Nicolson for the linear terms and two-step Adams-Bashforth for the nonlinear term. The first step of the time integration is performed using the fourth-order Runge-Kutta method. The time step used is $10^{-4}$. The initial condition is $u(x, 0) = -\sin x + 2\cos 2x + 3\cos 3x - 4\sin 4x$ [39].

We set $\nu = \frac{16}{337}$; once transients decay, we obtain a beating standing wave and collect our data. The training data are the values of the field $u$ at 64 points spaced equally in $x$; our dataset consists of 100 such data points, uniformly spaced 0.01 time units apart, covering a bit more than two periods of the beating wave.

We use three charts (three clusters in k-means). The graph is built by connecting points to their four nearest neighbours. Clusters are expanded once along the graph.

The neural network parameters are listed in table IV. The autoencoders are trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.8 every 200 steps using a staircase function), and the neural networks for dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function).

S5. BEATING TRAVELLING DYNAMICS

We compute a numerical solution to the Kuramoto-Sivashinsky equation as before. We set $\nu = \frac{4}{87}$; once transients decay, we obtain a beating travelling wave and collect our data. The training data are the values of the field $u$ at 64 points spaced equally in $x$; our dataset consists of 100 such data points, uniformly spaced 0.01 time units apart, covering a bit more than two beating periods and 1% of the travelling period. Separation of the data into shape
We use three charts (three clusters in k-means). The graph is built by connecting points to their four nearest neighbours. Clusters are expanded twice along the graph.

The neural network parameters are listed in table V. The autoencoders are trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function), the neural networks for shape dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function), and the neural networks for phase dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function).

### S6. Bursting Dynamics

We compute a numerical solution to the Kuramoto-Sivashinsky equation as before. We set \( \nu = \frac{16}{71} \); once transients decay, we obtain bursting dynamics and collect our data. The training data are the values of the field \( u \) at 64 points spaced equally in \( x \); our dataset consists of 6565 such data points, uniformly spaced 0.05 time units apart, covering 16 bursts.

The data described above are used to train the autoencoders. The neural networks for dynamics are trained using a different dataset. To create the dynamics dataset, we took every third data point of the autoencoder dataset (2189 in total), perturbed them, and used the resulting data as initial conditions for new simulations. The perturbations are given by

\[
a_1 \cos 2x + a_2 \cos x + a_3 \sin x, \quad (S3)
\]
|            | Shape                | Activations                  | Epochs |
|------------|----------------------|------------------------------|--------|
| **Encoders** | 64 : 128 : 64 : 16 : 8 : 3 | elu : elu : elu : elu : linear | 1000   |
| **Decoders** | 3 : 8 : 16 : 64 : 128 : 64  | elu : elu : elu : elu : linear | 1000   |
| **Shape dynamics** | 3 : 16 : 64 : 64 : 16 : 3  | elu : elu : elu : elu : linear | 1000   |

TABLE VI. Neural network parameters for bursting dynamics of the Kuramoto-Sivashinsky equation. “Shape” indicates the dimension of each layer, “activation” indicates the activation functions between layers, and “epochs” indicates the number of epochs used for training.

where the \( a_i \) are randomly sampled from a uniform distribution spanning \([-0.05, 0.05]\). The new simulations were all run for 1.5 time units, and only the last time unit of data was stored. In the end, our dynamics dataset consists of 2189 slightly-off-attractor trajectories, each spanning one time unit and consisting of 21 data points uniformly spaced 0.05 time units apart.

We use six charts (six clusters in k-means). The graph is built by connecting points to their four nearest neighbours. Clusters are expanded twice along the graph.

The neural network parameters are listed in table VI. For the autoencoders, we use the method described in [6] with \( \alpha = 1 \) (cf. eq. 4 in that work). The autoencoders are trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.8 every 200 steps using a staircase function), and the neural networks for dynamics are also trained with an exponential decay learning rate schedule (initial learning rate 0.01, decay rate 0.9 every 200 steps using a staircase function).

In this example, we add an additional step before learning the dynamics, which we referred to as normalization in the main text. In each chart, we take the training data in their local coordinates, subtract the mean, and perform principal components analysis (PCA), changing the local coordinates to their coordinates in the PCA basis (without any dimension reduction). We then normalize each PCA coordinate by the data’s standard deviation along the coordinate. This set of steps is similar to whitening. We found this type of normalization to be helpful in learning accurate dynamics. The rationale for normalizing the local coordinates before learning the dynamics is that the saddle points have sharp cusps leading into them, and we thought normalizing the local coordinates would make the cusps less sharp and therefore make the sensitive dynamics easier to learn.