ABSTRACT. To any trivalent plane graph embedded in the sphere, Casals and Murphy associate a differential graded algebra (dg-algebra), in which the underlying graded algebra is free associative over a commutative ring. Our first result is the construction of a generalization of the Casals–Murphy dg-algebra to non-commutative coefficients, for which we prove various functoriality properties not previously verified in the commutative setting. Our second result is to prove that rank $r$ representations of this dg-algebra, over a field $F$, correspond to colorings of the faces of the graph by elements of the Grassmannian $\text{Gr}(r, 2r; F)$ so that bordering faces are transverse, up to the natural action of $\text{PGL}_2(F)$. Underlying the combinatorics, the dg-algebra is a computation of the fully non-commutative Legendrian contact dg-algebra for Legendrian satellites of Legendrian 2-weaves, though we do not prove as such in this paper. The graph coloring problem verifies that for Legendrian 2-weaves, rank $r$ representations of the Legendrian contact dg-algebra correspond to constructible sheaves of microlocal rank $r$. This is the first such verification of this conjecture for an infinite family of Legendrian surfaces.

1. Introduction

In this paper, a trivalent plane graph $G$ will always mean a trivalent planar graph together with an embedding into $S^2$, up to isotopy of embeddings. The adjective trivalent indicates that each vertex has exactly three incident edges, whereas the adjective plane indicates that such an isotopy class of embedding has been fixed. Once we have fixed an embedding, we obtain a decomposition of $S^2$ into faces by cutting along the edges of the graph. Throughout, we will denote by $V$, $E$, and $F$ the set of vertices, edges, and faces of the graph $G$.

Casals and Murphy have constructed for each trivalent plane graph $G$, upon making a number of auxiliary choices, a certain algebraic invariant, in the form of a differential graded algebra (dg-algebra). Our first goal in this paper is to build a souped-up version of their dg-algebra. Whereas their underlying algebra is free associative over the group ring $\mathbb{Z}[H_1(\Lambda_G)]$, where $\Lambda_G$ is topologically a branched double cover of $S^2$ branched over $V$, our underlying algebra is instead free associative over the non-commutative group ring $\mathbb{Z}[\pi_1(\Lambda_G)]$, where the coefficients no longer commute with the generators, and where we must keep track of a choice of base point. Upon abelianization of the coefficient ring and commuting coefficients with generators, our dg-algebra recovers the Casals–Murphy version. It was shown in the appendix to the paper of Casals and Murphy, written by the author of the present article, that their
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dg-algebra encodes certain graph coloring data. As a second goal, and indeed the
initial impetus for this work, we extend this graph-coloring result to the fully non-
commutative setting.

Although this article is mostly presented in the guise of algebraic combinatorics
with a few details from algebraic topology, on a deeper layer lies contact geometry,
which provides context for the present article, as we now describe.

Associated to a trivalent plane graph is a Legendrian surface, the surface \( \Lambda_G \) of
the previous paragraph, as was defined by Treumann and Zaslow \[19\]. Associated to
any Legendrian (in a nice enough contact space) is a Legendrian contact dg-algebra,
as originally discussed by Eliashberg \[11\] and simultaneously computed for Legendrian
knots by Chekanov \[7\], and later formally shown to be well-defined by Ekholm, Et-
nyre, and Sullivan \[9, 10\]. The dg-algebra constructed by Casals and Murphy, though
presented purely combinatorially, is a computation of a certain version of the Legen-
drian contact dg-algebra attached to \( \Lambda_G \). The computation utilizes gradient flow trees,
a technique pioneered by Ekholm \[8\]. Our fully non-commutative dg-algebra simply
keeps track of a little more geometric detail: the homotopy classes (as opposed to the
homology classes) of the curves which comprise the boundary of the involved gradient
flow trees.

Our graph coloring result also has a contact-geometric interpretation. With underpinnings arising in the work of Nadler and Zaslow \[16\] and Nadler \[15\] providing a quasi-equivalence between the Fukaya category of a cotangent bundle with a category of
constructible sheaves on the base, there is a well-known conjecture that representations
of the Legendrian contact dg-algebra correspond to certain subclasses of constructible
sheaves (see the work of Chantraine, Dimitroglou Rizell, Ghiggini, and Golovko \[5\]
for the higher rank version). For Legendrian knots in \( \mathbb{R}^3 \), and rank 1 representa-
tions, called augmentations, the conjecture has been verified as an \( A_\infty \)-categorical equiva-
lence by Ng, Rutherford, Shende, Sivek, and Zaslow \[17\]. Higher rank representations
on Legendrian knots have also been understood for torus knots by Chantraine, Ng, and
Sivek \[6\]. Increasing to contact dimension 5 (and Legendrians of dimension 2), there
have been verifications for the rank 1 version of the conjecture for knot conormals, by
Gao \[13\], and for cellular Legendrian surfaces, by Rutherford and Sullivan \[18\]. Recent
work of Gao \[14\] proves the result for link conormals, though it indicates that subtle al-
gebraic restrictions on the sheaf side are necessary in order to obtain a bijection. The
graph coloring result we discuss is a verification of the ‘representations are sheaves’
conjecture for all Treumann–Zaslow Legendrian surfaces \( \Lambda_G \). This paper marks the
first nontrivial verification of the higher rank conjecture for an infinite collection of
Legendrian surfaces.

We will keep the contact geometry mostly in the background, with two notable
exceptions. First, throughout the introduction, we will expand, when appropriate,
upon the short description above, primarily for the purposes of providing motivation
for the results and constructions we discuss in this article. Second, we fundamentally
use the fact that \( \Lambda_G \) is a double cover of \( S^2 \) branched over the vertices \( V \) of \( G \) to
find a family of combinatorial models for the coefficient ring \( \mathbb{Z}[\pi_1(\Lambda_G)] \) with respect to
different base points, and further, to describe how to transition between the various
members of this combinatorial family. Our computation of the Legendrian contact
dg-algebra, therefore, is not just a single dg-algebra, but a collection of dg-algebras, together with intertwining dg-isomorphisms which compose in a functorial manner depending upon a number of combinatorial choices. In practice, the reader interested in the algebro-combinatorial content of the paper should be able to read what follows with only this minimal topological input (explicitly described in the statement and proof of Theorem 3.10 of Section 3.3).

1.1. Generalizing the Casals–Murphy dg-algebra. Associated to any trivalent plane graph $G$ is a constant $g \geq 0$ which we call the genus, such that $G$ has $|V| = 2g + 2$ vertices, $|E| = 3g + 3$ edges, and $|F| = g + 3$ faces. It is called the genus because the double cover of the sphere branched over the vertices is a surface of genus $g$. This is more than just a convenience in our situation: there exists a Legendrian surface $\Lambda_G$ in the unit cotangent sphere bundle $S^*\mathbb{R}^3$ with its standard contact structure, as constructed by Treumann and Zaslow [19], which is a double cover of the sphere branched over the vertices. In the more modern terminology of $N$-graphs and Legendrian $N$-weaves initially studied by Casals and Zaslow [4] and greatly generalizing the Treumann–Zaslow examples, $G$ is a 2-graph on the sphere, and $\Lambda_G$ is the associated Legendrian 2-weave.

From our graph, one may single out a face at infinity $f_{\infty} \in F$ so that we may draw $G$ as embedded in $\mathbb{R}^2$ via stereographic projection away from a point in the chosen face at infinity. We write $G_{f_{\infty}}$ for this trivalent plane graph embedded in $\mathbb{R}^2$, up to isotopy of embeddings (in $\mathbb{R}^2$). In the contact geometric picture a choice of face at infinity is required to form the Legendrian satellite of $\Lambda_G$ which lives in a standard contact Darboux ball $\mathbb{R}^5_{\text{std}}$. The algebraic invariant of Casals and Murphy [3], from this perspective, is a computation of the Legendrian contact dg-algebra of this Legendrian satellite using Ekholm’s gradient flow trees [8], though a proof that the combinatorics matches the geometry does not currently appear in the literature. We note that the Legendrian satellite of $\Lambda_G$ is diffeomorphic to $\Lambda_G$ itself, with diffeomorphism determined up to isotopy, and so $H_1(\Lambda_G)$ and $\pi_1(\Lambda_G)$ still have meaning when we use the satellite.

Suppose $G_{f_{\infty}}$ is trivalent plane graph with a specified face at infinity. Let $F_{\text{fin}} = F - \{f_{\infty}\}$ be the set of all finite faces, where we will always assume the choice of $f_{\infty}$ has been made clear from the context. Over the coefficient ring $R = \mathbb{Z}[H_1(\Lambda_G)]$, we form the free associative algebra

$$A_{G,f_{\infty}} = R\langle F_{\text{fin}}, x, y, z \rangle \cong R\langle f_1, f_2, \ldots, f_{g+2}, x, y, z \rangle,$$

where in the last isomorphism, $f_1, \ldots, f_{g+2}$ correspond to some labeling of the $g + 2$ finite faces. We turn it into a graded algebra by specifying degrees: elements of $R$ have degree zero, elements of $F_{\text{fin}}$ have degree 1, and $|x| = |y| = |z| = 2$. It is this graded algebra that Casals and Murphy upgrade into a dg-algebra.

**Definition 1.1.** A differential graded algebra (dg-algebra) is a pair $(A, \partial)$, where $A = \oplus_{i \in \mathbb{Z}} A_i$ is a graded algebra, and $\partial: A \to A$ is a linear map of degree $-1$ (so $\partial(A_i) \subset A_{i-1}$) satisfying

- the Leibniz rule: $\partial(xy) = (\partial x)y + (-1)^{|x|}x(\partial y)$ for $x \in A_k$ and $y \in A$
the differential condition: $\partial^2 = 0$

A **dg-homomorphism** of dg-algebras is a morphism of graded algebras intertwining the differentials, i.e. $\phi: (A, \partial^A) \to (B, \partial^B)$ such that $\partial^B \circ \phi = \phi \circ \partial^A$. A **dg-isomorphism** is a dg-homomorphism which is an isomorphism of graded algebras.

A dg-algebra has within it the structure of a chain complex, and dg-homomorphisms are a fortiori homomorphisms of chain complexes. We may therefore recall the following notions from the theory of chain complexes.

**Definition 1.2.** A dg-homomorphism $\phi: (A, \partial^A) \to (B, \partial^B)$ is called a **quasi-isomorphism** if the induced morphism on homology $\phi_*: H_*(A, \partial^A) \to H_*(B, \partial^B)$ is an isomorphism. Two dg-homomorphisms $\phi, \psi: (A, \partial^A) \to (B, \partial^B)$ are said to be **(linearly) homotopic** if there exists a linear map $H: (A, \partial^A) \to (B, \partial^B)$ of degree +1 such that $\phi - \psi = H \partial^A + \partial^B H$. In such a case, $\phi$ and $\psi$ induce the same map on homology.

On a trivalent plane graph $G$, there are a number of auxiliary combinatorial choices which one can make, which we package into the notion of a garden $\Gamma$; this is Definition 4.1 below. Casals and Murphy use a slightly more restrictive definition, which we call a finite-type garden. Associated to each garden (regardless of whether it is finite-type or not) is a specified face $f_\Gamma \in F$, which in the finite-type case we take to be the face at infinity. Casals and Murphy prove that associated to any finite-type garden, there exists a differential which makes the resulting dg-algebra with respect to the corresponding face at infinity an invariant.

**Theorem 1.3 (Casals–Murphy [3]).** For any choice of finite-type garden $\Gamma$ on $G$, there exists a differential $\partial^A_{G,\Gamma}$ yielding a dg-algebra $(A^A_{G,\Gamma}, \partial^A_{G,\Gamma})$, the dg-isomorphism type of which is independent of any two gardens with the same associated face at infinity.

There are many reasonable names for this dg-algebra:

- the **Casals–Murphy dg-algebra**, in reference to the mathematicians who computed it
- the invariant dg-algebra of binary sequences, as it was called in the paper of Casals and Murphy [3]
- the Legendrian contact dg-algebra (of the Legendrian satellite), in recognition of the contact-geometric picture
- the Chekanov-Eliashberg dg-algebra, which is synonymous with the Legendrian contact dg-algebra

In this paper, we will use the first of this list, because the second is rather cumbersome, and the third and fourth invoke the underlying contact geometry which we will largely ignore.

There are a few versions of the Legendrian contact dg-algebra one could reasonably define, depending upon how much structure one wishes to encode. The Casals–Murphy dg-algebra corresponds to one such choice; instead, we use a fully non-commutative
version, which on the level of the graded algebra is realized by removing commutativity using the following two-step procedure:

- First, we do not need that the elements of the coefficient ring commute with the other generators. We may instead consider $\mathbb{Z}$-linear combinations of words of the form $n_1w_1n_2w_2 \cdots n_kw_k$ where $n_i \in R$ and $w_i$ is a word in the other variables.
- We may change our coefficient ring from $R = \mathbb{Z}[H_1(\Lambda_G)]$ to $R^{nc} = \mathbb{Z}[\pi_1(\Lambda_G)]$ instead, with respect to some base point. The marker $nc$ stands for non-commutative.

For contact-geometric reasons, in order to apply the second step, we must have also applied the first, so our use of non-commutative coefficients also necessitates removing commutativity between the coefficients and the generators.

Let us be precise about our base points. If we fix a vertex $v \in V$, then since $\Lambda_G$ is branched at $v$, there is a unique point $\tilde{v} \in \Lambda_G$ lying over $v$, which we use as a base point for our computations. Let $\mathcal{B}_{G, f_\infty, v}$ be the resulting graded algebra; we may write it as a free product of algebras

$$\mathcal{B}_{G, f_\infty, v} = \mathbb{Z}[\pi_1(\Lambda_G, \tilde{v})] \ast \mathbb{Z}(F_{\text{fin}}, x, y, z),$$

where again the elements of $\pi_1(\Lambda_G, \tilde{v})$ are in degree zero, the elements of $F_{\text{fin}}$ are in degree 1, and $|x| = |y| = |z| = 2$.

In order to obtain nice combinatorial models for $\pi_1(\Lambda_G, \tilde{v})$ for $v \in V$, it is convenient to specify a set of generators and relations. This can be achieved by picking a tree $T \subset G$ spanning all of the vertices in $V$ except $v$. In fact, a choice of such a tree is already performed by Casals and Murphy for essentially the same reason: the Poincaré duals to the cycles in $\Lambda_G$ lying over $T$ yield a convenient set of generators of $H_1(\Lambda_G)$. We denote the vertex missed by $T$ as $v_T \in V$, and for the lift $\tilde{v}_T$ we use the slightly more convenient notation $\ast_T \in \Lambda_G$. Accordingly, we build a collection of groups $\Pi_T$ with explicit generators and relations which come with canonical isomorphisms $\Pi_T \cong \pi_1(\Lambda_G, \ast_T)$. As these models are purely combinatorial, we may therefore instead use the graded algebras

$$\mathcal{B}_{G, f_\infty, T} = \mathbb{Z}[\Pi_T] \ast \mathbb{Z}(F_{\text{fin}}, x, y, z)$$

with the understanding that if $T$ and $T'$ miss the same vertex $v_T = v_{T'}$, then there are canonical isomorphisms

$$\mathcal{B}_{G, f_\infty, T} \cong \mathcal{B}_{G, f_\infty, v_T} = \mathcal{B}_{G, f_\infty, v_{T'}} \cong \mathcal{B}_{G, f_\infty, T'}.$$

There is good reason for having these graded algebras depend upon $T$ (and not just $\ast_T$) aside from just that they are combinatorially convenient. Unlike in the version with homology coefficients, in order to obtain the Legendrian contact differential, each gradient flow tree counted in the differential must be connected to the base point $\ast$ in order to obtain an element in $\pi_1(\Lambda_G, \ast)$. In contact geometric parlance, such choices are referred to as capping paths. Conveniently, our trees $T$ spanning the vertices $V - \{v_T\}$ yield natural choices of capping paths, and hence fix the differentials. However, even if $v_T = v_{T'}$, the capping paths will not be the same, and hence a dg-isomorphism between the models will not in general be realized by the natural canonical isomorphisms
Theorem 1.4. Let $G$ be a trivalent plane graph. For any choice of finite-type garden $\Gamma$ on $G$ and tree $T \subset G$ spanning all but one vertex, there exists a differential $\partial^B_{G,\Gamma,T}$ on $B_{G,f,T}$, yielding a dg-algebra

$$(B_{G,f,T}, \partial^B_{G,\Gamma,T}),$$

which, under the map given by abelianizing coefficients and commuting ring elements with generators, induces a dg-homomorphism

$$\text{Ab} : (B_{G,f,T}, \partial^B_{G,\Gamma,T}) \to (A_{G,f,T}, \partial^A_{G,\Gamma}).$$

If $\Gamma$ and $\Gamma'$ are two finite-type gardens and $T$ and $T'$ are trees in $G$ spanning all but one vertex, then the resulting dg-algebras for the pairs $(\Gamma, T)$ and $(\Gamma', T')$ are dg-isomorphic.

Theorem 1.3 follows as an immediate corollary from Theorem 1.4.

1.2. Functoriality for the non-commutative Casals–Murphy dg-algebra. We may further refine the dg-isomorphisms of Theorem 1.4 as in Theorem 1.6 below. The refined version provides an understanding of two further questions:

1. What properties do the dg-isomorphisms between the dg-algebras associated to $(\Gamma, T)$ and $(\Gamma', T')$ satisfy?
2. What combinatorial data is required to specify a canonical dg-isomorphism for different pairs $(\Gamma, T)$ and $(\Gamma', T')$?

Let us begin with the first of these questions. In the setting of commutative coefficients, it is well known that the Legendrian contact dg-algebra is invariant up to a notion known as stable tame (dg-)isomorphism, c.f. [9]. In our setting, one can easily deduce that this is the case for the commutative coefficient setting by carefully studying the arguments of Casals and Murphy [3]. It was noted previously that there should be a notion of stable tame (dg-)isomorphism in the noncommutative setting [5], though formal definitions did not appear. We make those definitions under the assumption of non-negative grading, which will be the case throughout this paper (all of our generators will have degree 1 or 2).

Definition 1.5. Let $R$ be any unital ring, $S$ any set, and $\text{deg} : S \to \mathbb{Z}_{\geq 0}$ a collection of (non-negative) degrees for elements of $S$. Let

$$A_S = R \ast \mathbb{Z}\langle S \rangle$$

be the fully non-commutative associative graded algebra freely generated by $R$ and elements of $S$, where the grading of elements of $R$ is 0 and the grading of elements of $S$ matches the degree. The algebra $A_S$ together with its explicit set of generators $S$ is known as a **semi-free graded algebra**. If $A_S$ comes with a differential $\partial$ (of degree
−1), then we call \((A_S, \partial)\) a semi-free dg-algebra. Note that \(\partial r = 0\) for all \(r \in R\) for degree reasons.

An elementary automorphism of a semi-free graded algebra \(A_S\) is an automorphism \(\Phi: A_S \to A_S\) which is the identity on elements of \(R\) and \(S \setminus \{s\}\) for some \(s \in S\), and satisfies

\[\Phi(s) = s + \alpha\]

for some \(\alpha \in A_S \setminus \{s\}\). A tame automorphism of \(A_S\) is a composition of elementary automorphisms.

A regeneration of \(A_S\) is a graded algebra automorphism of the form \(\Phi(s) = u_s \cdot s \cdot v_s\) on all generators \(s \in S\), where \(u_s, v_s \in R\) are invertible elements. If \(\partial\) is a differential on \(A_S\), then any regeneration preserves the differential. A regeneration is said to be simple if \(u_s\) and \(v_s\) are inverse up to abelianization, i.e. \([u_s \cdot v_s] = 1 \in R^{ab}\) where \(R^{ab}\) is the abelianization of \(R\).

If \((A_S, \partial)\) is a semi-free dg-algebra, then any graded algebra automorphism \(\Phi: A_S \to A_S\) induces a unique differential \(\partial'\) on \(A_S\) so that \(\Phi: (A_S, \partial) \to (A_S, \partial')\) is a dg-isomorphism. If \(\partial\) is given, we will often conflate \(\Phi\) as a graded algebra automorphism with \(\Phi\) as a dg-isomorphism. (For example, we may call a tame automorphism a tame dg-isomorphism.)

The stabilization of a semi-free dg-algebra \((A_S, \partial)\) is the semi-free dg-algebra \((A_S^+, \partial^+)\), where \(S^+ = S \cup \{x, y\}\) with \(\deg(y) = \deg(x) + 1\), \(\partial^+\) matching \(\partial\) on \(S\), and

\[\partial^+ y = x, \quad \partial^+ x = 0.\]

The natural inclusion \(A_S \hookrightarrow A_S^+\) is a dg-homomorphism, called the stabilization (dg-homomorphism). Conversely, \(A_S\) is called the destabilization of \(A_S^+\) (with respect to \(x, y \in S\)), and the dg-homomorphism \(A_S^+ \to A_S\) which kills \(x\) and \(y\) but preserves the other generators and elements of \(R\) is called the destabilization (dg-homomorphism).

A stable regenerative tame dg-homomorphism is a composition of stabilizations, destabilizations, regenerations, and elementary dg-automorphisms. Any of the adjectives stable, regenerative, or tame may be removed one at a time if there are no stabilizations or destabilizations, no regenerations, and no tame dg-homomorphisms. We may similarly include the adverb ‘simply’ in front of regenerative, or replace the word dg-homomorphism with dg-automorphism, where appropriate.

It is a fact that every stable regenerative tame dg-homomorphism is a quasi-isomorphism, as is proved in Proposition 2.1.

Because we allow for stabilizations and destabilizations, we work in a slightly more symmetric set-up. Whereas the finite-type gardens considered by Casals and Murphy avoid considering the face at infinity, we may stabilize, including the face at infinity as an extra degree 1 generator at the cost of also introducing a degree 2 generator \(w\) which kills it (up to an elementary dg-homomorphism). We will use the superscript + for this enlargement. For any garden, not just those of finite-type, we form the graded
algebra.

\[ B_{G,T}^+ := \mathbb{Z}[\Pi_T] \ast \mathbb{Z}(F,x,y,z,w). \]

This allows us to treat all of the faces together in a slightly cleaner manner. As per Proposition 2.1, when we put the proper differential on this graded algebra, we obtain a model quasi-isomorphic to the version without the + enlargement. Contact geometrically, these two extra generators can be produced by a specific Legendrian isotopy of the satellite of \( \Lambda_G \), and so it is no surprise that we obtain a quasi-isomorphic model.

The second question is partly motivated by the fact that the constructed dg-isomorphisms seem to require a number of choices, even in the commutative coefficient setting of Casals and Murphy [3] (though they leave this point implicit in their constructions). We work to explain the extra underlying algebraic structure.

One piece of the story is relatively simple. A garden comes with a choice of orientation of the edges of \( G \). If \( E \) are the edges of \( G \), then there is always a natural \((\mathbb{Z}_2)^E\) action on gardens given by flipping edge orientations. For two gardens which are the same except for the orientation of edges on \( G \), the underlying graded algebras are the same, and we will see that the dg-isomorphisms are induced by ring automorphisms of \( \mathbb{Z}[\Pi_T] \). Other changes of the garden are more complicated.

Aside from changing the garden, we may also change the tree. We have already pointed out that even if \( *_T = *_{T'} \), then for fixed \( \Gamma \), the canonical identification \( B_{G,f,T} \cong B_{G,f,T'} \) given by the association \( \Pi_T \cong \pi_1(\Lambda_G,*_T) = \pi_1(\Lambda_G,*_{T'}) \cong \Pi_{T'} \) will not induce a dg-isomorphism, because the induced capping paths are not the same. More generally, if \( *_T \neq *_{T'} \), then to even compare \( \pi_1(\Lambda_G,*_T) \) and \( \pi_1(\Lambda_G,*_{T'}) \) in the first place, we must choose a non-canonical homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \), yielding the isomorphism \( C(\gamma): \pi_1(\Lambda_G,*_T) \rightarrow \pi_1(\Lambda_G,*_{T'}) \) defined by

\[ C(\gamma)(\eta) := \gamma^{-1} \ast \eta \ast \gamma. \]

We recall here that the composition \( \ast \) means the following: if \( \eta_1 \) and \( \eta_2 \) are two homotopy classes of paths from \( p \) to \( q \) and \( q \) to \( r \) respectively, then \( \eta_1 \ast \eta_2 \) is the homotopy class of paths from \( p \) to \( r \) with representative given by first following a representative of \( \eta_1 \) and then following a representative of \( \eta_2 \). Finally, let \( C_{T'}(\gamma): \Pi_T \rightarrow \Pi_{T'} \) be the induced isomorphism fitting into the commutative diagram

\[
\begin{array}{ccc}
\Pi_T & \xrightarrow{C_{T'}(\gamma)} & \Pi_{T'} \\
\downarrow{\iota} & & \downarrow{\iota} \\
\pi_1(\Lambda_G,*_T) & \xrightarrow{C(\gamma)} & \pi_1(\Lambda_G,*_{T'})
\end{array}
\]

which in turn induces graded algebra isomorphisms \( C_{T'}(\gamma): B_{G,T}^+ \rightarrow B_{G,T'}^+ \).

**Theorem 1.6.** Let \( G \) be a trivalent plane graph of genus \( g \). For any garden \( \Gamma \) and tree \( T \), there exists a canonical differential \( \partial_{G,\Gamma,T}^+ \) on \( B_{G,T}^+ \) yielding a dg-algebra. If two gardens \( \Gamma \) and \( \Gamma' \) on \( G \) are homotopic and \( T = T' \), then their associated dg-algebras are canonically identified via the identity on the underlying graded algebras.
The group
\[ \mathcal{H}(G) := (\mathbb{Z}_2)^E \times F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3) \]
naturally acts transitively on the set of homotopy classes of gardens on \( G \), where \( E \) is the set of edges of \( G \), and where \( F_{g+2} \) is the free group on \( g+2 \) generators. Suppose \( \zeta \in \mathcal{H}(G) \) with
\[ \Gamma' = \zeta \cdot \Gamma \]
and suppose \( \gamma \) is a homotopy class of paths from \( *_T \) to \( *_{T'} \) in \( \Lambda_G \). Then there exist canonical dg-isomorphisms
\[ \Phi_{\Gamma, T}^{\Gamma', T'}(\zeta, \gamma) : (\mathcal{B}_{G,T}, \partial_{G,T}) \to (\mathcal{B}_{G,T'}, \partial_{G,T'}) \]
which satisfy the following functorial properties:

- **Composition property:** The dg-isomorphisms compose naturally, in the sense that
  \[ \Phi_{\Gamma, T}^{\Gamma'', T''}(\zeta_2) \circ \Phi_{\Gamma, T}^{\Gamma', T'}(\theta, \gamma_1) = \Phi_{\Gamma, T}^{\Gamma'', T''}(\zeta \cdot \theta, \gamma_1 \cdot \gamma_2). \]

- **Orientation changes:** The action of the factor \((\mathbb{Z}_2)^E\) is induced by ring automorphisms of \( \mathbb{Z}[\Pi_T] \).

- **Fixing the trees and capping paths; modifying the garden:** If \( T = T' \) and \( \gamma = 1 \) is the constant path at \( *_T \), then for any \( \zeta \in F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3) \), the map \( \Phi_{\Gamma, T}^{\Gamma, T'}(\zeta, 1) \) is a simply regenerative tame dg-isomorphism. Furthermore, if \( \zeta \) stabilizes \( \Gamma \), i.e. \( \zeta \cdot \Gamma = \Gamma \), then \( \Phi_{\Gamma, T}^{\Gamma, T'}(\zeta, 1) \) is homotopic to the identity, and hence acts by the identity in homology.

- **Fixing the trees and capping paths:** For any fixed garden \( \Gamma \), any two trees \( T \) and \( T' \), and any homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \), we have
  \[ \Phi_{\Gamma, T}^{\Gamma, T'}(1, \gamma) = \mathcal{C}_{T'}(\gamma) \circ \mathcal{R}_{T}^T(\gamma) \]
  where \( \mathcal{C}_{T'}(\gamma) \) acts on the coefficient ring (as discussed just before this theorem statement) and \( \mathcal{R}_{T}^T(\gamma) \) is a simple regeneration independent of the garden acting on each generator by conjugation by an element of \( \Pi_T \) (not necessarily the same for each generator). If \( T = T' \), then \( \mathcal{R}_{T}^T(1) = 1 \).

- **Finite-type gardens:** If \( \Gamma \) is a finite-type garden, then the dg-algebra \((\mathcal{B}_{G,f,T}, \partial_{G,f,T})\) of Theorem 1.4 is obtained from \((\mathcal{B}_{G,T}, \partial_{G,T})\) via a canonical composition of an elementary automorphism of \( \mathcal{B}_{G,T}^+ \) followed by a destabilization.

Notice that we obtain significantly more functorial data than was originally obtained in the commutative coefficient setting by Casals and Murphy [3]. Any specified faces \( f, f' \in F \) may arise as \( f_{\Gamma}, f_{\Gamma'} \) for some finite-type gardens \( \Gamma, \Gamma' \), and accordingly, for any \( \zeta \in \mathcal{H}(G) \) with \( \zeta \cdot \Gamma = \Gamma' \) and homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \), we obtain a canonical quasi-isomorphism from \((\mathcal{B}_{G,f,T}, \partial_{G,f,T})\) to \((\mathcal{B}_{G,f',T'}, \partial_{G,f',T'})\) given by the composition
\[
\mathcal{B}_{G,f,T} \xrightarrow{\text{stab}} \mathcal{B}_{G,T}^+ \xrightarrow{\Phi_{\Gamma, T}^{\Gamma', T'}(\zeta, \gamma)} \mathcal{B}_{G,T'}^+ \xrightarrow{\text{destab}} \mathcal{B}_{G,f,T'},
\]
where the stabilization and destabilization maps include an extra elementary automorphism of \( \mathcal{B}_{G,T}^+ \) and \( \mathcal{B}_{G,T'}^+ \), respectively. Theorem 1.4 follows from Theorem 1.6 so long
as one proves that the above maps are dg-isomorphisms. Partial abelianization then
yields all functoriality properties satisfied by the original Casals–Murphy dg-algebras
\((A_G,f,T,\partial^A_{G,T})\).

Our construction of the differentials occuring in Theorem 1.6 borrows from an idea
of Casals and Murphy \[3\]. Instead of working with the coefficient ring \(\mathbb{Z}[\Pi_T]\), we may
work with instead a coefficient ring \(\mathbb{Z}[\Pi]\), where \(\Pi\) is a group coming with projections \(\pi_T: \Pi \to \Pi_T\) and inclusions \(i_T: \Pi_T \hookrightarrow \Pi\) with \(\pi_T \circ i_T = 1\). In other words, we separate
the dependence on the tree \(T\), forming the dg-algebra
\(\tilde{B}^+_G := \mathbb{Z}[\Pi] \ast \mathbb{Z}\langle F, x, y, z, w \rangle\),
and accordingly finding differentials \(\tilde{\partial}^+_{G,\Gamma}\) for each garden \(\Gamma\). (One may of course work
without the + enlargement, at the cost of restricting to finite-type gardens.) The
differentials over this enlarged ring then induce the differentials \(\partial^+_{G,\Gamma,T}\) of Theorem 1.6,
and the functoriality properties follow from a careful consideration of the algebraic
structure of \(\Pi\) with its various projections \(\pi_T\). The functoriality properties for the
dg-algebras \((\tilde{B}^+_G, \tilde{\partial}^+_{G,\Gamma})\) are given by Theorem 5.1.

1.3. Representations and colors. If \(R\) is a ring, which we consider as a graded
\(\mathbb{Z}\)-algebra concentrated in degree zero, then we obtain a dg-algebra \((R, 0)\).

**Definition 1.7.** An **\(R\)**-augmentation of a dg-algebra \((A, \partial)\) is a dg-homomorphism
\(\epsilon: (A, \partial) \to (R, 0)\). In the case that \(R = \text{Mat}_r(\mathbb{F})\) for a field \(\mathbb{F}\), we call the corresponding
\(R\)-augmentation a **rank \(r\)** representation over \(\mathbb{F}\). A rank 1 representation is
sometimes just called an **augmentation**. We denote the set of representations of rank \(r\)
by
\[\text{Rep}_r(A, \partial; \mathbb{F}) := \{\text{rank } r \text{ representations of } (A, \partial) \text{ over } \mathbb{F}\}.\]

Notice that there is a conjugation action of \(\text{GL}_r(\mathbb{F})\) on \(\text{Rep}_r(A, \partial; \mathbb{F})\): if \(\epsilon\) is a rank \(r\) representation and \(g \in \text{GL}_r(\mathbb{F})\), then
\[(g \cdot \epsilon)(x) := g \cdot \epsilon(x) \cdot g^{-1}.\]
We shall prefer to consider two rank \(r\) representations to be equivalent if they are related by the conjugation action.

**Definition 1.8.** The **moduli space of rank \(r\)** representations over \(\mathbb{F}\) of a dg-algebra \((A, \partial)\) is just the set of representations modulo equivalence by this conjugation
action, denoted by
\[\mathcal{M}^\text{Rep}_r(A, \partial; \mathbb{F}) := \text{Rep}_r(A, \partial; \mathbb{F})/\text{GL}_r(\mathbb{F}).\]

The conjugation \(\text{GL}_r(\mathbb{F})\)-action descends to a \(\text{PGL}_r(\mathbb{F})\)-action, so we could alternatively have written the quotient with respect to \(\text{PGL}_r(\mathbb{F})\) instead. In the case \(r = 1\),
since \(\text{PGL}_1(\mathbb{F})\) is trivial, we therefore have
\[\mathcal{M}^\text{Rep}_1(A, \partial; \mathbb{F}) = \text{Rep}_1(A, \partial; \mathbb{F}).\]
For higher \(r\), there is in general no such equality except for highly degenerate situations.

There is a general conjecture asserting a correspondence between the moduli space
of rank \(r\) representations of a Legendrian contact dg-algebra and a certain moduli
space of constructible sheaves of microlocal rank $r$ depending upon the Legendrian. As such, since we have stated throughout this introduction that the dg-algebras we are constructing are combinatorial models for the Legendrian contact dg-algebra associated to $\Lambda_G$, in order to test this conjecture, we need also to understand the corresponding moduli space of constructible sheaves. These have a clean combinatorial description in terms of the trivalent plane graph $G$, which we now describe.

Suppose we are given a trivalent plane graph $G$, and let $F$ be the faces of $G$. Consider the Grassmannian $\text{Gr}(r, 2r; F)$ consisting of subspaces of $\mathbb{F}^{2r}$ of dimension $r$.

**Definition 1.9.** A rank $r$ face coloring of $G$ over $\mathbb{F}$ is an assignment

$$\Phi: F \to \text{Gr}(r, 2r; F)$$

such that if $f$ and $g$ share an edge, then $\Phi(f)$ and $\Phi(g)$ are transverse. We denote the set of such rank $r$ face colorings by

$$\text{Col}_r(G; \mathbb{F}) := \{\text{rank } r \text{ face colorings of } G \text{ over } \mathbb{F}\}.$$  

In the case that $r = 1$, this recovers the usual notion of a face coloring of the graph $G$ (or equivalently a vertex coloring of the dual graph $G^*$) by elements of the projective line $\mathbb{F}P^1$. We note that in the case that $\mathbb{F} = \mathbb{F}_q$ is a finite field of order $q$, then the number of face colorings of rank 1 is therefore

$$|\text{Col}_1(G; \mathbb{F}_q)| = \chi_{G^*}(q + 1),$$

where $\chi_{G^*}$ is the famous chromatic polynomial associated to a trivalent plane graph. Here, we use the fact that $|\mathbb{F}_q P^1| = q + 1$.

Notice that $\text{PGL}_{2r}(\mathbb{F})$ acts on $\text{Gr}(r, 2r; \mathbb{F})$, and if $\Phi \in \text{PGL}_{2r}(\mathbb{F})$ and $X, Y \in \text{Gr}(r, 2r; \mathbb{F})$ are transverse, then $\Phi(X)$ and $\Phi(Y)$ are also transverse. Therefore, $\text{Col}_r(G; \mathbb{F})$ is an invariant set for the $\text{PGL}_{2r}(\mathbb{F})$-action.

**Definition 1.10.** The moduli space of rank $r$ colorings over $\mathbb{F}$ is the set given by

$$\mathcal{M}_r^{\text{Col}}(G; \mathbb{F}) := \text{Col}_r(G; \mathbb{F}) / \text{PGL}_{2r}(\mathbb{F}).$$

In the case that $r = 1$, so long as the trivalent plane graph $G$ is non-empty, the action of $\text{PGL}_2(\mathbb{F})$ is free. In particular, in the case that $\mathbb{F} = \mathbb{F}_q$ has order $q$, we have

$$|\mathcal{M}_1^{\text{Col}}(G; \mathbb{F}_q)| = \frac{\chi_{G^*}(q + 1)}{q^3 - q}.$$  

This description of $\mathcal{M}_1^{\text{Col}}(G; \mathbb{F}_q)$ appeared in the work of Treumann and Zaslow [19]. In the appendix to the paper of Casals and Murphy [3], written by the present author, the ‘augmentations are sheaves’ conjecture was proved.

**Theorem 1.11** (S [3, Appendix A] ). For any field $\mathbb{F}$, there is a natural bijection

$$\mathcal{M}_1^{\text{Rep}}(\mathcal{A}_{G,f,T}, \partial_{G,G,T}; \mathbb{F}) \cong \mathcal{M}_1^{\text{Col}}(G; \mathbb{F}).$$

---

2In our case, representations are homotopic if and only if they are equal for degree reasons; the more general conjecture requires taking representations modulo homotopies.
It is worth noting that in the case that $F = F_3$ is the field of order 3, then the Four Color Theorem, famous for its eventual solution by Appel and Haken [1,2] in the 1970s using computers, as well as the current non-existence of a non-computer-based proof, is the assertion that $M_{1}^{\text{Col}}(G; F_3)$ is non-empty whenever $G$ is bridgeless, meaning there is no face which borders itself. Therefore, we obtain the equivalent result that for bridgeless $G$, the Legendrian $\Lambda_G$ admits an $F_3$-augmentation.

Because $GL_1(F) = F^*$ is commutative, we notice that there is a canonical identification

$$M_{1}^{\text{Rep}}(A_{G,f,T}, \partial G_{A,T}; F) \cong M_{1}^{\text{Rep}}(B_{G,f,T}, \partial B_{G,T}; F).$$

In particular, the previous theorem is a special case of the ‘representations are sheaves’ conjecture for the non-commutative setting, which we verify, along with a number of functoriality properties.

With regards to functoriality, notice that if we have a dg-homomorphism $\Phi: (A, \partial) \to (A', \partial')$, then the pullback maps

$$\Phi^* : \text{Rep}_r(A', \partial'; F) \to \text{Rep}_r(A, \partial; F)$$

intertwine the conjugation action. Hence $\Phi^*$ descends to the moduli spaces

$$M_{r}^{\text{Rep}}(A', \partial'; F) \to M_{r}^{\text{Rep}}(A, \partial; F).$$

In our situation, $\Phi_{G,T}^r : (\zeta, \gamma)$ are all dg-isomorphisms yielding pullback isomorphisms

$$(\Phi_{G,T}^r (\zeta, \gamma))^* : \text{Rep}_r(B^+_{G,T}, \partial B^+_{G,T}; F) \to \text{Rep}_r(B^+_{G,T}, \partial B^+_{G,T}; F).$$

which intertwine the conjugation action of $GL_r(F)$, and hence also induce isomorphisms at the level of the moduli space of rank $r$ representations.

**Theorem 1.12.** Let $G$ be a trivalent plane graph, $F$ a field, and $r$ a positive integer. For each garden $\Gamma$ and subtree $T \subset G$ spanning all but one vertex, there is a canonical map

$$\Psi_{G,\Gamma,T} : \text{Rep}_r(B^+_{G,T}, \partial B^+_{G,T}; F) \to M_{r}^{\text{Col}}(G; F)$$

with the following properties:

- **Functoriality:** We have
  $$\Psi_{G,\Gamma,T} \circ (\Phi_{G,T}^r (\zeta, \gamma))^* = \Psi_{G',\Gamma',T'}.$$  

- **Representations are sheaves:** $\Psi_{G,\Gamma,T}$ is invariant under the conjugation action, and induces a bijection
  $$M_{r}^{\text{Rep}}(B^+_{G,T}, \partial B^+_{G,T}; F) \cong M_{r}^{\text{Col}}(G; F).$$

If one wishes to work with finite-type gardens, as was done in the original commutative setting, one simply notices that, so long as all generators are in positive degree, the pullbacks of stabilization and destabilization maps are inverses on the sets of representations; see Proposition 2.3 below. It follows immediately that

$$\text{Rep}_r(B^+_{G,T}, \partial B^+_{G,T}; F) \cong \text{Rep}_r(B_{G,f,T}, \partial B_{G,T}; F).$$
since the dg-algebras are related by a composition of (elementary) dg-isomorphisms together with stabilization/destabilization, where all generators involved are of positive degree. Furthermore, since pullbacks of dg-homomorphisms intertwine the conjugation action, we furthermore have
\[ \mathcal{M}_r^{\text{Rep}}(\mathcal{B}^r_{G,T}, \partial_{G,T}^r; \mathbb{F}) \cong \mathcal{M}_r^{\text{Rep}}(\mathcal{B}^{G_f,T}, \partial_{G_f,T}^G; \mathbb{F}). \]

In the case \( r = 1 \), one recovers Theorem 1.11 from combining this observation with Theorem 1.12.

1.4. Acknowledgements. The author, who was partially supported by the National Science Foundation under grant DMS-1547145, is also grateful to a number of people who influenced this paper. Emmy Murphy initially suggested this project, and provided helpful explanations of the underlying contact-geometric picture for the commutative case, especially in the early stages of this work. Though a discussion of Legendrian weaves remains in the background, discussions about them with Roger Casals and Honghao Gao have influenced the expositional structure of this paper. Furthermore, encouragement from Honghao Gao helped to prevent this paper from entering development limbo.

2. Preliminaries on stable regenerative tame dg-homomorphisms

In this short section, we prove a few algebraic preliminaries mentioned in the introduction about stable regenerative tame dg-homomorphisms. These proofs are somewhat technical, with techniques orthogonal to the main ideas of the paper, so we encourage the impatient reader to skip this section in a first read-through. They are presented for completeness.

**Proposition 2.1** (c.f. [12, Corollary 3.11]). A stable regenerative tame dg-homomorphism is a quasi-isomorphism.

**Proof.** Since elementary dg-automorphisms and simple regenerations are dg-isomorphisms, they obviously act by quasi-isomorphisms. It suffices to check that stabilizations and destabilizations are also quasi-isomorphisms. We will check that they are inverses up to homotopy, and hence inverses on homology.

Consider a stabilization and destabilization. The composition \( A_S \to A_{S^+} \to A_S \) is just the identity. It suffices to prove that the corresponding dg-homomorphism \( \Phi: A_{S^+} \to A_S \to A_{S^+} \) induces the identity on homology. By definition, \( \Phi \) is just the identity on \( R \) and elements of \( S \), but \( \Phi(x) = 0 = \Phi(y) \). We aim now to build a chain homotopy between \( \Phi \) and \( 1 \), i.e. a \( \mathbb{Z} \)-linear map \( \Psi: A_{S^+} \to A_{S^+} \) of degree +1 such that
\[ 1 - \Phi = \Psi \partial^+ + \partial^+ \Psi. \]

If we can construct such a map \( \Psi \), then \( 1 \) and \( \Phi \) act as the same map on homology.

Consider the map \( \Psi: S^+ \to A_{S^+} \) given by
\[ \Psi(s) = \begin{cases} 0, & s \neq x \\ y, & s = x \end{cases} \]
We may extend this to a $\mathbb{Z}$-linear map $\tilde{\Psi}: A_{S^+} \to A_{S^+}$ as follows: for any $k \geq 0$, $r_0, \ldots, r_k \in R$ and $s_1, \ldots, s_k \in S^+$, the value of $\tilde{\Psi}(r_0s_1r_2r_3 \cdots r_k) = 0$ if $s_j \in S$ for all $j$, and otherwise

$$\tilde{\Psi}(r_0s_1r_2r_3 \cdots r_k) = \frac{1}{\#\{s_j \notin S\}} \sum_{\ell=1}^k (-1)^{|s_1\cdots s_{\ell-1}|} r_0s_1r_2 \cdots s_{\ell-1}r_{\ell-1} \Psi(s_\ell)r_\ell \cdots r_k.$$

The full map $\tilde{\Psi}$ is then constructed by extending linearly, since every element of $A_{S^+}$ is a sum of such elements.

We must now check the desired chain homotopy equation $1 - \Phi = \tilde{\Psi} \partial^+ + \partial^+ \tilde{\Psi}$. It suffices to check that the chain homotopy equation holds on elements $w = r_0s_1r_2r_3 \cdots r_k$ as above. Suppose first that $w \in A_S$ (where we think of $A_S \subset A_{S^+}$), i.e. with all $s_j \in S$.

In this case, we have $\tilde{\Psi}(w) = 0$. Meanwhile,

$$\partial^+ w = \sum_{\ell=1}^k (-1)^{|s_1\cdots s_{\ell-1}|} r_0s_1r_2 \cdots s_{\ell-1}r_{\ell-1} (\partial^+ s_\ell)r_\ell \cdots r_k.$$

But $s_\ell \in S \subset A_S$ and $\partial^+$ acts by $\partial$ on elements of $A_S$, so $\partial^+ w$ is again an element of $A_S$, and so in this case

$$(\tilde{\Psi} \partial^+ + \partial^+ \tilde{\Psi})(w) = 0.$$ But also $w = \Phi(w)$ since $w \in A_S$ to start. Hence the chain homotopy equation is verified if $w \in A_S$. 

Suppose now that $w = r_0s_1r_2r_3 \cdots r_k \notin A_S$. Then at least one of the $s_j$ is not in $S$ (and hence is either $x$ or $y$). On the one hand,

$$\partial^+ \tilde{\Psi}(w) = \frac{1}{\#\{s_j \notin S\}} \tilde{\Psi}^{+} \left[ \sum_{j=1}^k (-1)^{|s_1\cdots s_{j-1}|} r_0s_1r_2 \cdots r_{j-1} \Psi(s_j)r_j \cdots r_k \right]$$

$$= \frac{1}{\#\{s_j \notin S\}} \left[ \sum_{1 \leq j < k} (-1)^{|s_1\cdots s_{j-1}|} r_0s_1r_2 \cdots r_{j-1}(\partial^+ s_j)r_j \cdots r_k \right.$$  

$$+ \sum_{j=1}^k r_0s_1r_2 \cdots r_{j-1} \left( \partial^+ \Psi(s_j) \right) r_j \cdots r_k$$

$$- \sum_{1 \leq j < \ell \leq k} (-1)^{|s_1\cdots s_{j-1}|} r_0s_1r_2 \cdots r_{j-1} \Psi(s_j)r_j \cdots r_{\ell-1}(\partial^+ s_\ell)r_\ell \cdots r_k \right].$$

On the other hand, $\partial^+ w$ has the same formula as was computed for $w \in A_S$. Notice that if $s_\ell \in S$, then $\partial^+ s_\ell \in A_S$ is a sum of elements given as words in $R$ and $S$, and hence in each element of the sum, the number of generators $x$ and $y$ which appear remains unchanged. So if we apply $\tilde{\Psi}$ to these terms, we get the same factor $\frac{1}{\#\{s_j \notin S\}}$.

If $s_\ell = x$, then $\partial^+ x = 0$, so there is no harm in writing the same factor out front upon applying $\tilde{\Psi}$. And finally, if $s_\ell = y$, then $\partial^+ y = x$, and so again we get the same factor.
Hence, regardless, we may write
\[
\tilde{\Psi} \partial^+(w) = \frac{1}{\#\{s_j \notin S\}} \left[ \sum_{1 \leq j < \ell \leq k} (-1)^{\|s_j - s_{\ell-1}\|} r_0 s_1 r_1 \cdots r_{j-1} \Psi(s_j) r_j \cdots r_{\ell-1} (\partial^+ s_{\ell}) r_{\ell} \cdots r_k \\
+ \sum_{j=1}^{k} r_0 s_1 r_1 \cdots r_{j-1} \left( \tilde{\Psi} \partial^+(s_j) \right) r_j \cdots r_k \\
- \sum_{1 \leq \ell < j \leq k} (-1)^{\|s_\ell - s_{j-1}\|} r_0 s_1 r_1 \cdots r_{\ell-1} (\partial^+ s_{\ell}) r_{\ell} \cdots r_{j-1} \Psi(s_j) r_j \cdots r_k \right]
\]
Therefore,
\[
(\tilde{\Psi} \partial^+ + \partial^+ \tilde{\Psi})(w) = \frac{1}{\#\{s_j \notin S\}} \sum_{j=1}^{\ell} r_0 s_1 r_1 \cdots r_{j-1} \left( (\tilde{\Psi} \partial^+ + \partial^+ \Psi)(s_j) \right) r_j \cdots s_k r_k.
\]
Notice that for \( s \in S^+ \), we have
\[
\left( \tilde{\Psi} \partial^+ + \partial^+ \Psi \right)(s) = \begin{cases} 0, & s \in S \\ s, & s \notin S \end{cases}
\]
Hence, for \( w = r_0 s_1 r_1 \cdots s_k r_k \notin A_S \), we have
\[
(\tilde{\Psi} \partial^+ + \partial^+ \tilde{\Psi})(w) = w.
\]
On the other hand, \( \Phi(w) = 0 \) since \( \Phi \) kills any \( s_j \notin S \), so \((1 - \Phi)(w) = w\), and we have verified the chain homotopy equation in this case. \( \square \)

**Proposition 2.2.** Suppose we have a dg-automorphism \( \Phi: (A_S, \partial) \to (A_S, \partial) \) satisfying the following properties:

- \( \Phi \) fixes the underlying ring \( R \).
- For each \( s \in S \), we have \( \partial s \in A_S' \), where \( S' = \{ s \in S \mid \Phi(s) = s \} \).
- For each \( s \in S \), \( \Phi(s) - s \) is exact.

Then \( \Phi \) is homotopic to the identity, and hence induces the identity on homology.

**Proof.** To fix notation, suppose for each generator \( s \in S \setminus S' \) that \( \Phi(s) = s + \partial \beta_s \) for some \( \beta_s \in A_S \). (Of course, for \( s \in S' \), we have \( \Phi(s) = s \) by hypothesis.) Any word \( w \in A_S \) may be written as a \( \mathbb{Z} \)-linear combination of elements of the form
\[
w := a_0 s_1 a_1 s_2 a_2 \cdots a_{k-1} s_k a_k
\]
for \( k \geq 0 \), where \( a_j \in A_S' \) and \( s_j \in S \setminus S' \). Define \( \Psi: A_S \to A_S \) on these \( \mathbb{Z} \)-linear generators by
\[
\Psi(w) = \sum_{\{I \subset \{1, \ldots, k\} \mid I \neq \emptyset\}} \sigma_{\min(I)} a_0 s_1^I a_1 s_2 a_2 \cdots a_{k-1} s_k a_k
\]
where
\[
s_j^I = \begin{cases} s_j, & j \notin I \\
\beta_j, & j = \min(I) \\
\partial \beta_j, & j \in I, j \neq \min(I) \end{cases}
\]
and
\[ \sigma_m = (-1)^{\|a_0s_0 a_1 \cdots a_m\|}. \]

If we apply \( \partial \) to \( \Psi(w) \), we see that the differential either hits one of the \( a_i \)'s, or it hits some \( s_j \). In other words,
\[
\partial \Psi(w) = \sum_{I} \sum_{j=1}^{k} \sigma_{I,j} a_0 s_1^I a_1 \cdots a_{j-1} (\partial s_j^I) a_j \cdots a_{k-1} s_k^I a_k
\]
\[ + \sum_{I} \sum_{j=1}^{k} \tau_{I,j} a_0 s_1^I a_1 \cdots a_{j-1} s_j^I (\partial a_j) s_{j+1}^I a_{j+1} \cdots a_k \]

where we are summing over nonempty subsets \( I \subset \{1, \ldots, k\} \) as before and where the signs are
\[
\sigma_{I,j} = \begin{cases} 
\sigma_{\min(I)} \sigma_j, & j \leq \min(I) \\
-\sigma_{\min(I)} \sigma_j, & j > \min(I)
\end{cases}
\]
\[
\tau_{I,j} = \begin{cases} 
(-1)^{|s_j|} \sigma_{\min(I)} \sigma_j, & j < \min(I) \\
(-1)^{1+|s_j|} \sigma_{\min(I)} \sigma_j, & j \geq \min(I)
\end{cases}
\]

On the other hand, we have
\[
\Psi \partial (w) = \Psi \left[ \sum_{j=0}^{k} \sigma_j (-1)^{|s_j|} a_0 s_1 a_1 \cdots a_{j-1} s_j (\partial a_j) s_{j+1} a_{j+1} \cdots a_k \right]
\]
\[ - \sum_{j=1}^{k} \sigma_j a_0 s_1 a_1 \cdots a_{j-1} (\partial s_j) a_j \cdots a_k \]

Since each \( \partial s_j \in A_{s'} \), we have applying \( \Psi \), to the second sum, it essentially skips over \( \partial s_j \) wherever it appears. Applying \( \Psi \), we therefore obtain that the above expression equals:
\[
\Psi \partial (w) = \sum_{j=0}^{k} \sum_{I} -\tau_{I,j} a_0 s_1^I a_1 \cdots a_{j-1} s_j^I (\partial a_j) s_{j+1}^I a_{j+1} \cdots a_k
\]
\[ - \sum_{j=1}^{k} \sum_{I'} \sigma_{I',j} a_0 s_1^I a_1 \cdots a_{j-1} (\partial s_j) a_j \cdots a_{k-1} s_k^I a_k \]

where in the second sum, the sum over \( I' \) is taken over non-empty subsets of \( \{1, 2, \ldots, k\} \setminus \{j\} \). Notice that if \( j \notin I' \), then \( \sigma_{I',j-1} = \sigma_{I,j} \). Hence, the expressions \( \Psi \partial (w) \) and \( \partial \Psi (w) \) are identical except for the terms in which the differential hits \( s_j^I \) for \( j \in I \). If \( j \neq \min(I) \), then \( s_j^I = \partial \beta_j \), and hence \( \partial s_j^I = 0 \), so these terms do not contribute. We are left with the terms corresponding to \( j = \min(I) \), i.e.
\[
(\Psi \partial + \partial \Psi)(w) = \sum_{I} \sigma_{I,\min(I)} a_0 s_1^I a_1 \cdots a_{\min(I)-1} (\partial s_{\min(I)}^I) a_{\min(I)} a_{\min(I)} \cdots a_{k-1} s_k^I a_k.
\]

But the signs are just \( \sigma_{I,\min(I)} = +1 \), and this is just
\[
(\Psi \partial + \partial \Psi)(w) = \sum_I a_0 t_1^I a_1 \cdots a_{k-1} t_k^I a_k.
\]
where
\[ t^I_j = \begin{cases} s_j, & j \notin I \\ \partial \beta_j, & j \in I \end{cases} \]

On the other hand, it is easy to see that this is precisely the expression for \( \Phi(w) - w \), and therefore
\[ \Phi - 1 = \Psi \partial + \partial \Psi. \]
Thus \( \Psi \) determines a chain homotopy between \( \Phi \) and \( 1 \).

**Proposition 2.3.** Suppose \((A_S, \partial)\) is a semi-free dg-algebra over a ring \( R \) with stabilization \((A_S^+, \partial^+)\), with the property that all generators of \( S^+ \) (and hence also of \( S \)) have strictly positive degree. Then for any positive integer \( r \) and field \( F \), the stabilization and destabilization maps induce inverse bijections
\[ \text{Rep}_r(A_S, \partial; F) \cong \text{Rep}_r(A_S^+, \partial^+; F) \]
via pullback.

**Proof.** Let \( i: (A_S, \partial) \to (A_S^+, \partial^+) \) and \( \pi: (A_S^+, \partial^+) \to (A_S, \partial) \) be the stabilization and destabilization dg-homomorphisms. Since \( \pi \circ i \) is the identity, we have
\[ i^* \circ \pi^*: \text{Rep}_r(A_S, \partial; F) \to \text{Rep}_r(A_S, \partial; F) \]
is the identity. On the other hand, \( i \circ \pi \) is the identity on the coefficient ring, and representations are only nontrivial on the coefficient ring since all of the generators of \( S^+ \) have positive degree. Hence, we also have that its pullback
\[ \pi^* \circ i^*: \text{Rep}_r(A_S^+, \partial^+; F) \to \text{Rep}_r(A_S^+, \partial^+; F) \]
is the identity. \( \square \)

### 3. The coefficient ring

Recall from the introduction that, in generalizing the Casals–Murphy graded algebra (even before constructing the differential), there were two algebraic steps to perform, the first introducing noncommutativity between the coefficient ring and the other generators, and the second in introducing non-commutativity to the coefficient ring itself. The first will be discussed when we define the differential. But before we can even write the differential, we need a combinatorial model for the coefficient ring. We will develop a family of such combinatorial models, depending upon a choice of tree \( T \subset G \) spanning all but one vertex which we will use as a base point. We will then see how to relate these models using homotopy classes of paths between the base points, a step which should feel well-motivated by the statement of Theorem 1.6.

**Remark 3.1.** Throughout this section, we will assume we have fixed a garden (to be defined later), and hence remove the corresponding decorations from our dg-algebras. Indeed, we are interested in the coefficient ring in this section, so it is better to keep the notation free from unnecessary clutter.
3.1. **The commutative case.** To begin, we consider the commutative case, as in the work of Casals and Murphy \[3\]. Recall from the introduction that in the commutative case, we work over the coefficient ring \( R = \mathbb{Z}[H_1(\Lambda_G)] \). The surface \( \Lambda_G \) is a genus \( g \) surface, so \( H_1(\Lambda_G) \) is non-canonically isomorphic to \( \mathbb{Z}^{2g} \). In order to have a combinatorial description for \( R \), we therefore need to choose an isomorphism of \( H_1(\Lambda_G) \) with \( \mathbb{Z}^{2g} \). To do this, we make a choice of a tree \( T \subset G \) spanning all but one of the vertices, as in Figure 1. Such a tree automatically contains \( 2g \) edges. Let \( \mathbb{Z}^T \) be the free abelian group on the set of edges of \( T \). Each edge in the graph \( G \) has preimage in \( \Lambda_G \) given by a circle, and that circle represents a corresponding 1-cycle in \( H_1(\Lambda_G) \). (There is a minor issue of orientations which we ignore, as the geometry of \( \Lambda_G \) makes this choice canonical.) Furthermore, one may check that for a tree as above, these 1-cycles form a basis for homology. One may then take the Poincaré dual basis of \( H_1(\Lambda_G) \). Hence we obtain for each edge \( e \in T \) the unique primitive cycle in \( H_1(\Lambda_G) \) which intersects \( e \) once (upon fixing orientations properly) and all other edges of the tree zero times. Thinking of this association as a map from \( T \) to \( H_1(\Lambda_G) \), we obtain, from the universal property of free abelian groups, a group isomorphism

\[
\varphi_T: \mathbb{Z}^T \xrightarrow{\sim} H_1(\Lambda_G).
\]

Setting \( R_T = \mathbb{Z}[\mathbb{Z}^T] \), upon applying the group ring functor, we obtain ring isomorphisms

\[
\varphi_T: R_T \xrightarrow{\sim} R,
\]

denoted by the same symbol by abuse of notation. Hence, for the underlying Casals–Murphy graded algebra \( A \), we have for each such tree \( T \) a combinatorial model \( A_T \) where

\[
A_T = R_T \langle F_{\text{fin}}, x, y, z \rangle.
\]

The isomorphisms at the level of rings hence induce isomorphisms at the level of graded algebras

\[
\varphi_T: A_T \xrightarrow{\sim} A,
\]

again notated by the same symbol by abuse of notation. The differential \( \partial^A \) may be computed in any of these models to yield dg-algebras \( (A_T, \partial_T^A) \), and we hence obtain canonical dg-isomorphisms

\[
\varphi_T: (A_T, \partial_T^A) \xrightarrow{\sim} (A, \partial^A).
\]
In other words, we may choose any of these combinatorial models as defining the same object. In order to change between combinatorial models, we simply apply the transition maps \( \Phi_T^{T'} = \varphi_{T'}^{-1} \circ \varphi_T \).

The perspective of Casals and Murphy \cite{3} is purely combinatorial, and hence, they work by constructing the various \((A_T, \partial_T)\) and proving that they may all be canonically identified via canonical isomorphisms. This is surprisingly tricky, as the transition maps between \( R_T \) and \( R_{T'} \) look somewhat complicated, and accounts for quite a bit of effort to achieve. In the non-commutative setting, we are automatically confronted with this issue; as described in the introduction, different choices of trees yield different choices of capping paths, and as is clear from the statement of Theorem 1.6, this makes the naturality of the corresponding transition dg-isomorphisms a bit harder. For that reason, it is worth mimicking the work of Casals and Murphy a little further to see how they identify their models. We modify the argument to make it more elementary; indeed, the functoriality in Theorem 1.6 is part of the structure of our non-commutative models, and accessing them is easiest if one avoids the language of geometric invariant theory.

To this end, consider the collection \( E \) of all of the edges of the graph. Then we may form the free abelian group \( \mathbb{Z}^E \) and consider the group ring \( \tilde{R} := \mathbb{Z}[\mathbb{Z}^E] \). We have natural projection maps

\[
\pi_T: \mathbb{Z}^E \rightarrow \mathbb{Z}^T,
\]

which upon applying the group ring functor yields projections

\[
\pi_T: \tilde{R} \rightarrow R_T.
\]

If we fix an explicit indexing of \( E \) such that the edges of \( T \) are listed first, this last map is just the map

\[
\mathbb{Z}[e_1^{\pm 1}, \ldots, e_{3g+3}^{\pm 1}] \rightarrow \mathbb{Z}[e_1^{\pm 1}, \ldots, e_{2g}^{\pm 1}]
\]

which evaluates a given Laurent polynomial at \( e_{2g+1} = \cdots = e_{3g+3} = 1 \).

The strategy of Casals and Murphy \cite{3} is to work instead over the coefficient ring \( \tilde{R} \) and use the projections \( \pi_T \) to understand the transition maps. That is, on the graded algebra

\[
\tilde{A} = \tilde{R}(F_{\text{fin}}, x, y, z),
\]

they find a differential \( \tilde{\partial}^A \), yielding a graded algebra homomorphism

\[
\pi_T: \tilde{A} \rightarrow A_T
\]

given by projecting the coefficients along \( \pi_T: \tilde{R} \rightarrow R_T \). This allows them to construct the differentials \( \partial_T^A \) via the following easy but important lemma.

**Lemma 3.2.** Suppose \( A_1, A_2, B_1, \) and \( B_2 \) are objects in an abelian category (e.g. \( \mathbb{Z} \)-graded (unital) algebras; abelian groups), with morphisms \( \Phi^A: A_1 \rightarrow A_2, p_1: A_1 \rightarrow B_1, \) and \( p_2: A_2 \rightarrow B_2, \) such that \( p_1 \) is an epimorphism. Let \( k_1: K_1 \rightarrow A_1 \) be the kernel of \( p_1 \). Then provided that \( p_2 \circ \Phi^A \circ k_1 = 0 \) (i.e. \( \Phi^A(\ker p_1) \subset \ker p_2 \)), there exists a unique
morphism \( \Phi^B : B_1 \to B_2 \) such that the diagram

\[
\begin{array}{ccc}
A_1 & \xrightarrow{\Phi^A} & A_2 \\
p_1 & \downarrow & \downarrow p_2 \\
B_1 & \xrightarrow{\Phi^B} & B_2
\end{array}
\]

commutes. If \( p_1 \) has a right inverse \( i_1 : B_1 \to A_1 \) (i.e. \( p_1 \circ i_1 = \text{id}_{B_1} \)), then

\[ \Phi^B = p_2 \circ \Phi^A \circ i_1. \]

Furthermore, these induced morphisms are compatible with composition, i.e. if \( \Phi^A : A_2 \to A_3 \) and \( \Phi^B : A_3 \to B_3 \) are further morphisms, \( p_3 \) is an epimorphism, and \( p_3 \circ \Psi^A \circ k_2 = 0 \) for \( k_2 : K_2 \to A_2 \) the kernel of \( p_2 \), then \( \Psi^A \) induces \( \Psi^B : B_2 \to B_3 \), and the composition \( \Psi^B \circ \Phi^B \) is the morphism induced by \( \Psi^A \circ \Phi^A \) (which satisfies the required property \( p_3 \circ \Psi^A \circ \Phi^A \circ k_2 = 0 \)).

\[ \Psi^A \circ \Psi^B = \Psi^A \circ \Phi^A \circ i_1. \]

Proof. Since we are in an abelian category, \( p_1 \) is the cokernel of \( k_1 \), and since \( p_2 \circ \Phi^A \circ i_1 = 0 \), the cokernel property implies that there is a unique morphism \( \Phi^B : B_1 \to B_2 \) such that \( p_2 \circ \Phi^A = \Phi^B \circ p_1 \). If \( p_1 \) has a right inverse, then the map \( p_2 \circ \Phi^A \circ i_1 \) clearly fits into the desired diagram. The composition property follows by uniqueness, since \( \Psi^B \circ \Phi^B \) fits into the commutative diagram

\[
\begin{array}{ccc}
A_1 & \xrightarrow{\Psi^A \circ \Phi^A} & A_3 \\
p_1 & \downarrow \Psi^B \circ \Phi^B & \downarrow p_3 \\
B_1 & \xrightarrow{} & B_3
\end{array}
\]

\[ \square \]

As a special case, we may use the abelian category of graded algebras, with morphisms homogeneous \( \mathbb{Z} \)-linear maps. If \( (A, \partial_A) \) is a dg-algebra and \( p : A \to B \) is a surjective morphism of graded algebras, then there is a unique differential \( \partial_B \) on \( B \) so that \( p : (A, \partial_A) \to (B, \partial_B) \) is a dg-homomorphism, i.e. such that the following diagram commutes:

\[
\begin{array}{ccc}
A & \xrightarrow{\partial_A} & A \\
p & \downarrow & \downarrow p \\
B & \xrightarrow{\partial_B} & B
\end{array}
\]

The differential property follows because \( (\partial_B)^2 \) is induced by \( (\partial_A)^2 = 0 \).

In the Casals–Murphy setting, the property that \( \tilde{\partial}^A \) preserves the kernel of the projection \( \pi_T : \tilde{A} \to A_T \) is easily checked, and hence one obtains the desired differentials \( \partial_T^A \) for which we have induced homomorphisms

\[ \pi_T : (\tilde{A}, \tilde{\partial}^A) \to (A_T, \partial_T^A). \]

Notice that the map \( \pi_T : \mathbb{Z}^E \to \mathbb{Z}^T \) comes with a right inverse induced by the natural inclusion \( i_T : \mathbb{Z}^T \to \mathbb{Z}^E \), which in turn yields right inverses as in Lemma 3.2 for the map \( \pi_T : \tilde{A} \to A_T \). In this manner, \( \partial_T^A \) is actually very easy to compute. One simply looks at the combinatorial formulas for \( \tilde{\partial}^A \) (which are very explicit), and ignores any edge which appears as an output, replacing it with the value 1.
The difficult part of the story now arises when one wishes to construct transition maps. A priori, one may hope that one could simply use the induced maps

$$\pi_T \circ i_T : A_T \to A_{T'}.$$ 

However, this cannot work, since $$\pi_{T'} : i_T : \mathbb{Z}^T \to \mathbb{Z}^{T'}$$ is far from being an isomorphism when $$T \neq T'$$, and hence cannot match our transition maps $$\Phi^T = \varphi_T \circ \Phi_T$$ from before. Instead, one hopes to be able to construct isomorphisms

$$\tilde{\Phi}^T : \mathbb{Z}^E \to \mathbb{Z}^E$$

such that

- $$\tilde{\Phi}^T (\ker \pi_T) \subset \ker \pi_{T'}$$
- $$\tilde{\Phi}_T = 1$$
- $$\tilde{\Phi}_T \circ \tilde{\Phi}_{T'} = \tilde{\Phi}^T$$

Notice in such a case, we have induced morphisms $$\Phi^T : \mathbb{Z}^T \to \mathbb{Z}^{T'}$$ which satisfy the same properties, via Lemma 3.2. We may further boost these $$\tilde{\Phi}^T$$ to graded algebra isomorphisms of $$\tilde{A}$$. If we further have that

$$\tilde{\Phi}^T : (\tilde{A}, \tilde{\partial}^A) \to (\tilde{A}, \tilde{\partial}^A)$$

is a dg-isomorphism (i.e. it preserves the differential), then by Lemma 3.2 the induced morphisms

$$\Phi^T : (A_T, \partial^A) \to (A_{T'}, \partial^A)$$

are also dg-isomorphisms. In the commutative coefficient setting, this is precisely what happens; we will omit the details of the construction of $$\Phi^T$$, as we may recover them from the non-commutative setting in Section 3.4.

**Remark 3.3.** The construction, as presented here, is hidden in the details of Casals and Murphy, and can be from their GIT quotient construction, in which they obtain $$(A, \partial^A)$$ from a $$\mathbb{Z}^F$$-action on $$\tilde{A}[[t^\pm 1]]$$. Indeed, they construct maps $$s_T : \mathbb{Z}^T \to \mathbb{Z}^E$$ such that one may take $$\Phi^T = \pi_{T'} \circ s_T$$. It is not much harder to construct the lift $$\tilde{\Phi}^T$$ as well.

### 3.2. The non-commutative case

In the non-commutative case, we follow the same procedure. Hence, we will need to define the ring $$\tilde{R}^{nc}$$ as well as the rings $$R^{nc}_T$$ for each choice of tree $$T$$ spanning all but one vertex $$v_T$$ of $$G$$. We will prove in Section 3.3 that each of our rings $$R^{nc}_T$$ is canonically isomorphic to the group ring $$R^{nc}_v = Z[\pi_1(\Lambda_G, \vec{v})]$$ where $$v = v_T$$ is the vertex missed by $$T$$.

Notice, in this case, that it is not really correct to talk about just one ring $$R^{nc} = Z[\pi_1(\Lambda_G)]$$, since we need to choose a base point in order to make this a true object. Indeed, there is no canonical isomorphism between the various $$R^{nc}_v$$ as $$v$$ varies in $$V$$. Although $$R$$ has no non-commutative analogue, we will find that $$\tilde{R}$$ does. Herein lies our point of entry into the theory.

Let $$\tilde{E}$$ be the set of all edges together with an orientation. We denote an element by $$(e, o) \in \tilde{E}$$, where $$e \in E$$, and $$o$$ is an orientation on $$e$$. We denote the opposite
orientation by $\mathfrak{o}$. Consider the free group

$$\ast\mathring{E}\mathbb{Z} = \mathbb{Z} \ast \mathbb{Z} \ast \cdots \ast \mathbb{Z}$$

generated by elements of $\mathring{E}$. For each oriented edge $(e, o) \in \mathring{E}$, we denote by $\lambda_{e,o} \in \ast\mathring{E}\mathbb{Z}$ the corresponding generator.

It is worthwhile to make a visual picture for the generators $\lambda_{e,o}$. For every edge, we draw four oriented transversals, two oriented each direction, and where we think of them either from going from a state $+$ to a state $-$ or vice versa. Our $\lambda_{e,o}$ generators correspond to a transversal going from $+$ to $-$, and oriented via a right-hand rule, so that the transversal orientation followed by the edge orientation give a positive orientation with respect to the sphere $S^2$. This convention is easier illustrated than stated, as is done in Figure 2.

Elements of $\ast\mathring{E}\mathbb{Z}$ are just arbitrary words in the various $\lambda_{e,o}^\pm$, though for the most part, we only care about words formed from paths on $S^2$ as in the following definition.

**Definition 3.4.** A **transverse signed path** with respect to a trivalent plane graph $G$ on $S^2$ is a pair $(\gamma, \sigma)$ consisting of a curve $\gamma: [0,1] \to S^2$ together with a sign $\sigma \in \{+,-\}$ such that:

- the image of $\gamma$ avoids the set of all vertices $V$
- if $\gamma(t) \in E$ lies on an edge, then $t \neq 0,1$ and the path passes through the edge transversely

A transverse signed path $(\gamma, \sigma)$ defines a unique lower-semicontinuous map $\sigma: [0,1] \to \{+,\sigma\}$ (we take $\sigma < +$) with initial value $\sigma(0) = \sigma$ and which is:

\begin{center}
\begin{tabular}{ccc}
$\lambda_{e,o}$ & $(\lambda_{e,o})^{-1}$ & $\lambda_{e,\overline{o}}$ & $(\lambda_{e,\overline{o}})^{-1}$ \\
$A_e$ & $A_e^{-1}$ & $B_e$ & $B_e^{-1}$
\end{tabular}
\end{center}
• locally constant away from values of \( t \) where \( \gamma \) intersects an edge
• discontinuous at values of \( t \) where \( \gamma \) intersects an edge, alternating either from + to – or from – to +

In other words, we may label the path of \( \gamma \), starting with the label \( \sigma \), so that every time \( \gamma \) crosses an edge, it alternates its label. Given a transverse signed path, the map \( \tilde{\sigma} \) in turn can be used to obtain an element of \( \ast \tilde{E} \mathbb{Z} \) given by reading out, in order, the generators corresponding to every time we pass through an edge, using the convention as in Figure 2.

**Definition 3.5.** A **transverse signed loop** is a transverse signed path \((\gamma, \sigma)\) with \( \gamma(0) = \gamma(1) \) and \( \tilde{\sigma}(1) = \sigma \). Any element of \( \ast \tilde{E} \mathbb{Z} \) obtained in this way from a transverse signed loop will be called a **geometric element**.

We provide not only a clarifying example, but a necessary example. Suppose that \( v \) is a vertex of the graph \( G \), and let \( e_1, e_2, \) and \( e_3 \) be the incident edges, labelled cyclically counter-clockwise, as in Figure 3. For each \( e_i \), let \( o_i \) be the orientation along each edge pointing towards the vertex. (Note that it may be the case that \( e_1 = e_2 \), for example, in which case automatically \( o_1 = \tilde{o}_2 \) since every edge has one source and one target.) Consider for each vertex the conjugacy class \( \omega_v = [w_v] \) of the word

\[
w_v = A_{e_1}B_{e_2}^{-1}A_{e_3}B_{e_1}^{-1}A_{e_2}B_{e_3}^{-1}.
\]

**Figure 3.** The loop around a vertex which corresponds to the word \( w_v \). If the graph is oriented as indicated by the arrows, this word is \( w_v = A_{e_1}B_{e_2}^{-1}A_{e_3}B_{e_1}^{-1}A_{e_2}B_{e_3}^{-1} \).

We see that changing our starting basepoint will change the word, but only by cyclic permutation of its six constituent letters, and so we will not change the conjugacy

\[
w_v := \lambda_{e_1, o_1} \lambda_{e_2, o_2}^{-1} \lambda_{e_3, o_3} \lambda_{e_1, \tilde{o}_1}^{-1} \lambda_{e_2, o_2} \lambda_{e_3, \tilde{o}_3}^{-1},
\]

which corresponds to a path going counterclockwise around the vertex twice. We see that changing our starting basepoint will change the word, but only by cyclic permutation of its six constituent letters, and so we will not change the conjugacy.
class $\omega_v$. Let $N$ be the normal subgroup of $*\tilde{E}\mathbb{Z}$ generated by these conjugacy classes over all of the vertices. We hence obtain a group

$$\Pi := \left( *\tilde{E}\mathbb{Z} \right) / N.$$  

In other words, $\Pi$ has a presentation as $\Pi = \langle \{ \lambda_{e,o} \} \mid \{ w_v \} \rangle$, with $6g + 6$ generators, one for each element of $\tilde{E}$, and $2g + 2$ relations, one for each vertex $v \in V$. The image of the geometric elements of $*\tilde{E}\mathbb{Z}$ in $\Pi$ will be called the **geometric elements** of $\Pi$.

**Remark 3.6.** There is nothing special about taking our word $w_v$ counter-clockwise. We could have instead considered the word corresponding to the composable loop going clockwise twice around the vertex

$$w_v' = \lambda_{e_1,o_1}^{-1} \lambda_{e_3,o_3}^{-1} \lambda_{e_3,o_2} \lambda_{e_1,o_3} \lambda_{e_3,o_2} \lambda_{e_1,o_1}^{-1} \lambda_{e_2,o_3} \lambda_{e_3,o_2} \lambda_{e_1,o_3}^-.$$  

In such a case, we have $(w_v')^{-1} \in \omega_v$, so we could use any $w_v'$ in place of $w_v$ in the presentation of the group $\Pi$ since the same normal subgroup will be generated.

Finally, taking the group ring, we arrive at our coefficient ring $\tilde{R}^{nc} := \mathbb{Z}[\Pi]$. There is a natural forgetful map

$$U : *\tilde{E}\mathbb{Z} \rightarrow \mathbb{Z}E,$$

given by abelianizing and forgetting about the orientation. We note that the word $w_v$ is killed by $U$, yielding an induced surjective group homomorphism

$$U : \Pi \rightarrow \mathbb{Z}E$$

also denoted $U$ by abuse of notation. At the level of rings, we arrive at a homomorphism

$$U : \tilde{R}^{nc} \rightarrow \tilde{R}.$$

Now suppose that $T \subset G$ is a tree spanning all but one vertex, and let $\tilde{T}$ be the collection of edges of the tree together with orientations. We have natural group homomorphisms

$$\pi_T : *\tilde{E}\mathbb{Z} \rightarrow *\tilde{T}\mathbb{Z}.$$  

The map $\pi_T$ simply sends $\lambda_{e,o}$ to the identity if $e \notin T$. Let $N_T$ be $\pi_T(N)$, which is automatically a normal subgroup of $*\tilde{T}\mathbb{Z}$ since $\pi_T$ is surjective. We set

$$\Pi_T := \left( *\tilde{T}\mathbb{Z} \right) / N_T,$$

which has a presentation of the form $\Pi_T = \langle \{ \lambda_{e,o} \} \mid \{ \pi_T(w_v) \} \rangle$, with $4g$ generators corresponding to the elements $(e,o) \in \tilde{T}$, and $2g + 1$ relations, one for each vertex $v \in V \setminus \{v_T\}$. (Notice that $\pi_T(w_{v_T}) = 1$, which explains why we have not included this trivial relation.) Setting $R_T = \mathbb{Z}[\Pi_T]$, we therefore have induced maps

$$\pi_T : \tilde{R}^{nc} \rightarrow R^{nc}_T.$$  

As before, forgetting the orientations and abelianizing gives a surjective group homomorphism

$$U_T : \Pi_T \rightarrow \mathbb{Z}T$$

inducing a surjective ring homomorphism

$$U_T : R^{nc}_T \rightarrow R_T.$$
It is clear that these forgetful maps commute with the projection maps, as per the following commutative diagram.

\[
\begin{array}{cccc}
\Pi & \xrightarrow{\pi_T} & \Pi_T \\
\downarrow{\pi} & & \downarrow{\pi_T} \\
\mathbb{Z}E & \xrightarrow{\pi_T} & \mathbb{Z}T \\
\end{array}
\]

**Remark 3.7.** We mentioned that we are mostly interested in the geometric elements of \(\Pi\). The main reason is that every element in \(\Pi_T\) is a geometric element, in the sense that it lies in the image of the geometric elements of \(\Pi\) under the map \(\pi_T: \Pi \to \Pi_T\). This point is further elucidated by Section 3.3 and especially Theorem 3.10 upon the realization that transverse signed paths lift uniquely to paths on \(\Lambda_G\). It is probably more mathematically optimal to use a certain path algebra instead of \(\Pi\), where non-geometric elements are killed, but it is not necessary for our purposes.

Admittedly, the notation \(\lambda_{e,o}\) is clumsy, but is useful in that it indicates that \(\tilde{R}^{nc}\) is completely independent of choices. However, in the case that our graph has an orientation chosen on each of its edges, which will be part of the data of a garden for other reasons, there is simpler notation which is useful for computations. Suppose each edge \(e\) of \(E\) comes with a choice of orientation \(o_e\). We obtain a bijection

\[
\tilde{E} \cong E_+ \sqcup E_-
\]

where \(E_+ \cong E\) consists of those edges matching the given orientation and \(E_- \cong E\) consists of those edges which go against the given orientation. We shall write

\[
A_e := \lambda_{e,o_e}, \quad B_e := \lambda_{e,\overline{o_e}}.
\]

We have traded the clumsiness of the notation \(\lambda_{e,o}\) for the clumsiness of the asymmetry between \(A_e\) and \(B_e\) which is very much dependent upon the orientation chosen on each edge of \(G\). Swapping the orientation of a single edge interchanges the roles of \(A\) and \(B\). See Figure 2 or Figure 3 with its caption for examples. Note that the words \(w_v\) no longer necessarily alternate between \(A\) and \(B\) terms: this occurs only if all the edges are oriented away from the vertex (a source) or towards the vertex (a sink); except for very special graphs, it is impossible to choose an orientation so that every vertex is either a source or a sink.

### 3.3. Matching the coefficients to the geometry.

We aim now to fill in the underlying geometric details of the combinatorics outlined in Section 3.2. The only geometric input we need from the contact picture is that we have a double cover

\[
p: \Lambda_G \to S^2
\]

branched over the set of vertices \(V\) such that for each (open) face \(f \in F\), the two connected components of \(p^{-1}(f)\) are canonically labelled + and − respectively, with the property that if \(\gamma\) is a curve on \(\Lambda_G\) such that the curve \(p \circ \gamma\) crosses precisely one edge transversely, then \(\gamma\) either goes from a region labelled + to a region labelled −, or exactly the opposite, from − to +.

It is clear from this description that transverse signed paths are identified canonically with paths on \(\Lambda_G\) by lifting along \(p\) and matching the starting label \(\sigma\). Transverse signed loops are just transverse signed paths whose lifts are loops in \(\Lambda_G\). Conversely, if
we have a loop in \( \Lambda_G \) which avoids the preimages of the vertices and passes transversely through the preimages of the edges, then its projection together with its initial label yield a transverse signed loop. We call such a loop on \( \Lambda_G \) \textit{generic}, so that transverse signed loops correspond precisely to generic loops on \( \Lambda_G \).

On the other hand, transverse signed loops give the geometric elements of \( \Pi \). Hence, we may think of the geometric elements as those which arise from generic loops on \( \Lambda_G \). Suppose now that two generic loops with the same base point are homotopic to each other. We may ask if they define the same geometric element in \( \Pi \). The point is that a homotopy from a generic loop to another generic loop may in general pass through non-generic loops. However, so long as the homotopy is itself generic, it will only pass through non-generic loops a finite number of times, and the non-generic behavior is quite mild. Either:

- The family of loops passes through a vertex \( \tilde{v} \in \Lambda_G \) (corresponding to \( v \in V \)). In this case, so long as the homotopy is generic, this has the effect of changing the geometric element by the vertex relation \( w_v \), which is trivial in \( \Pi \), and hence there is actually no effect.
- The family of loops passes through a tangency to an edge. A good picture of the behavior for a generic homotopy is given by Move II in Figure 5, but where the purple curve is thought of as our loop (instead of a \textit{tine}). In this case, the word is modified by insertion of a product \( \lambda_{e,o} \lambda_{e,o}^{-1} \), which is just the identity, and hence the geometric element remains unchanged.

We have therefore proved the following.

**Theorem 3.8.** Suppose \( q \in \Lambda_G \) is a point in the preimage of an open face of \( G \) (i.e. not a vertex or in the preimage of an edge). Suppose \( \gamma_1 \) and \( \gamma_2 \) are two generic loops in \( \Lambda_G \) based at \( q \) such that \([\gamma_1] = [\gamma_2] \in \pi_1(\Lambda_G, q)\). Then the geometric elements \( w_1, w_2 \in \Pi \) corresponding to \( \gamma_1 \) and \( \gamma_2 \) are equal, \( w_1 = w_2 \). We therefore obtain canonical group homomorphisms

\[
\Psi_q : \pi_1(\Lambda_G, q) \rightarrow \Pi.
\]

**Remark 3.9.** Suppose \( q \) and \( q' \) are connected by a path in \( \Lambda_G \) which remains completely in the preimage of an open face \( f \in F \). Then \( \Psi_q = \Psi_{q'} \). Hence, since \( |F| = g + 3 \), there are \( 2(g + 3) \) such homomorphisms \( \Psi_q \).

Already we have provided some geometric insight into the group \( \Pi \). We now wish to compute the fundamental group of \( \Lambda_G \) in a manner which is completely combinatorially described by the graph. To be a little more precise, suppose we have fixed a tree \( T \) which is a subgraph of \( G \) spanning all but one vertex \( v_T \in V \). With respect to \( T \), we may use the basepoint \( *_T = p^{-1}(v_T) \).

**Theorem 3.10.** There is a canonical isomorphism

\[
\varphi_T : \Pi_T \cong \pi_1(\Lambda_G, *_T).
\]

**Proof.** For notational convenience, around each vertex \( v \in V \) (including \( v_T \)), we draw a small open disk \( D_v \) in \( S^2 \), all of which are disjoint, and we pick any point \( q_v \in \partial D_v \) not lying on an edge of \( G \). Let \( \nu(V) = \bigsqcup D_v \) be the union of these disks. Also for notational
convenience, we fix on the edges of $T$ an orientation. To compute the fundamental
group $\pi_1(\Lambda_G, *)_T$, we proceed in three steps.

**Step 1:** First, we compute the fundamental group $\pi_1(X, q_{v_T})$ where $X := S^2 \setminus \nu(V)$.

The space $X$ is just a copy of $S^2$ with $2g + 2$ boundary components, which deformation retracts to a wedge of $2g + 1$ circles, so $\pi_1(X, q_{v_T})$ is isomorphic (non-canonically) to a free group of rank $2g + 1$. We aim to find a convenient system of generators. Since $T$ is contractible, for each edge $e \in T$, we may pick a loop $A_e \in \pi_1(X, q_{v_T})$ which intersects the tree only along the edge $e$ transversely so that it is oriented in the same way that we described for $\lambda_e, o = A_e$ with respect to the chosen orientation on $e$ (see again Figure 2). Also, let $\gamma \in \pi_1(X, q_{v_T})$ be the loop which follows $\partial D_{v_T}$ around once, say in the counter-clockwise direction (although this choice will end up being irrelevant). These $A_e$, together with $\gamma$, form the generators we are after.

**Lemma 3.11.** The collection $\{A_e | e \in T\} \cup \{\gamma\}$ forms a free system of generators for $\pi_1(X, q_{v_T})$.

Though the choice of $A_e$ is not canonical, it is easy to encode the ambiguity in this choice, and this ambiguity will happily disappear in the end of our computation of $\pi_1(\Lambda_G, *)_T$. The following lemma, which makes this ambiguity explicit, follows easily from the fact that $S^2 \setminus (T \cup \{v_T\})$ is a punctured disk with fundamental group generated by the loop $\gamma$.

**Lemma 3.12.** Suppose $A_e$ and $A'_e$ are two choices of paths transversely intersecting $T$ only along the edge $e$ with the same orientation. Then there exist (unique) integers $m, n \in \mathbb{Z}$ such that

$$A_e = \gamma^m A'_e \gamma^n.$$ 

**Step 2:** We compute $\pi_1(Y, q^+_v)$, where $Y = p^{-1}(X)$ and $q^+_v$ is the lift of $q_{v_T}$ to the face labelled $+$. The projection $p: Y \to X$ induces a map

$$p_*: \pi_1(Y, q^+_v) \to \pi_1(X, q_{v_T}).$$

Since $p: Y \to X$ is a connected double cover, we automatically have a short exact sequence of groups

$$0 \to \pi_1(Y, q^+_v) \xrightarrow{p_*} \pi_1(X, q_{v_T}) \xrightarrow{\text{par}} \mathbb{Z}_2 \to 0.$$ 

For each class in $\pi_1(X, q_{v_T})$, a generic representative will intersect the edges transversely, and the map par is simply the parity of the number of edges that the curve intersects.

Recall the following facts.

**Theorem 3.13.** Suppose $G$ is a finitely generated group, and $H \leq G$ is a finite index subgroup. Then:

- **(Schreier Subgroup Lemma)** Consider a right inverse $\sigma: H \setminus G \to G$ of the quotient $\pi: G \to H \setminus G$. Let $S$ be a set of generators for $G$. Then $H$ is generated
by the $|S| \cdot [G: H]$ elements
\[ g_{c,s} := \sigma(c) \cdot s \cdot (\sigma(\pi(\sigma(c) \cdot s)))^{-1} \]
for pairs $(c, s) \in H \setminus G \times S$.

- **(Nielsen-Schreier Theorem)** If $G$ is a free group, then $H$ is a free group. Furthermore, if $G$ has rank $n$ and $H$ is of finite index $k$, then $H$ has rank $1 + k(n - 1)$.

Since $\pi_1(X, q_{vy})$ is a free group, these two results automatically apply to our setting. By the Nielsen-Schreier Theorem, we see that $\pi_1(Y, q_{vy} + v_T)$ is a free group of rank $1 + 2((2g + 1) - 1) = 1 + 4g$. On the other hand, we may use the generating set $S = \{A_e \mid e \in T\} \cup \{\gamma\}$ and the section $\sigma : \mathbb{Z}_2 \to \pi_1(X, q_{vy})$ with
\[ \sigma(0) = e, \quad \sigma(1) = \gamma \]
as input into the Schreier subgroup lemma. If we let $m_e := \text{par}(A_e) \in \{0, 1\}$ be the parity of the loops $A_e$ that we have chosen, then
\[
\begin{cases}
g_0, A_e = A_e \cdot \gamma^{-m_e} \\
g_0, \gamma = \gamma \cdot \gamma^{-1} = e \\
g_1, A_e = \gamma \cdot A_e \cdot \gamma^{m_e - 1} \\
g_1, \gamma = \gamma^2
\end{cases}
\]
Forgetting the non-identity element, we see that we are left with precisely $4g + 1$ generators. As this matches the rank of the free group it generates, there are no relations between these generators.

Of the two generators $A_e \cdot \gamma^{-m_e}$ and $\gamma \cdot A_e \cdot \gamma^{m_e - 1}$, precisely one of them crosses the edge $e$ in such a way that it goes from a $+$ region to a $-$ region. We let $\bar{A}_e$ be this generator, and we let the other be $\bar{B}_e^{-1}$ (which matches our intuition from Figure 2). We set $\bar{\gamma} = \gamma^2$. Hence, we have
\[
\pi_1(Y, q_{vy}^+) = \langle \bar{\gamma}, \{\bar{A}_e \mid e \in T\}, \{\bar{B}_e \mid e \in T\} \rangle.
\]
Again, $\bar{A}_e$ and $\bar{B}_e$ are not canonically defined, since our choice of $A_e$ was only defined up to multiplying on the left and right by powers of $\gamma$. Nonetheless, it is easy to trace through how these are allowed to change. The following lemma is an easy exercise for the reader if it is not obvious.

**Lemma 3.14.** For two different choices $\bar{A}_e$ and $\bar{A}_e'$, the corresponding generators $\tilde{A}_e$ and $\tilde{A}_e'$ are related by
\[
\tilde{A}_e = \bar{\gamma}^m \bar{A}_e \bar{\gamma}^n
\]
for (unique) integers $m, n \in \mathbb{Z}$, and similarly for $\tilde{B}_e$ and $\tilde{B}_e'$. We finish Step 2 by noting not only that we have a nice presentation for $\pi_1(Y, q_{vy}^+)$, but also that for a given element in this fundamental group, it is quite easy to read off, up to powers of $\bar{\gamma}$, the corresponding word in these generators simply by looking at the projection to $X$ of a generic representative. In particular, for a generic representative,
Finally, we glue back in to the convention of Figure 2. The loop is given by
\[ \tilde{\gamma}^{m_1} \cdot g_1 \cdot \tilde{\gamma}^{m_2} \cdot g_2 \cdots \tilde{\gamma}^{m_n} \cdot g_n \cdot \tilde{\gamma}^{m_{n+1}} \]
for some integers \( m_i \in \mathbb{Z} \) and where each \( g_i \in \{ \tilde{A}_{e_i}, \tilde{A}_{e_i}^{\pm 1}, \tilde{B}_{e_i}, \tilde{B}_{e_i}^{\pm 1} \} \) is chosen according to the convention of Figure 2.

Step 3: Finally, we glue back in \( p^{-1}(\nu(V)) \) and compute \( \pi_1(\Lambda_G, \ast_T) \).

Each \( p^{-1}(D_v) \) is itself a disk, so we may attach them one by one and apply the Seifert-van Kampen theorem to compute the fundamental group. We begin with the disk \( p^{-1}(D_{v_T}) \), which has boundary given by the loop \( \tilde{\gamma} \), so attaching this disk simply kills this generator. In particular, we have that all of the choices \( \tilde{A}_e \) and \( \tilde{B}_e \) already correspond to well-defined classes \( A_e \) and \( B_e \). So at this point, we have
\[
\pi_1(Y \cup p^{-1}(D_{v_T}), q^+_{v_T}) = \langle \{ A_e \mid e \in T \}, \{ B_e \mid e \in T \} \rangle
\]
In fact, we see already from the description at the end of Step 2 that it is quite easy to read off the corresponding word from the projection of the loop to \( X \cup D_{v_T} \), with no ambiguity in choices since we have \( \tilde{\gamma} = 1 \).

Now suppose we glue in a single disk \( p^{-1}(D_v) \). This corresponds to killing the loop \( \partial D_v \), which we associate with an element of \( \pi_1(Y \cup p^{-1}(D_{v_T}), q^+_{v_T}) \) by choosing an arbitrary path from \( q^+_{v_T} \) to \( q^+_v \) which does not intersect the tree. We see that the word \( w_v \) (appropriately evaluated so that all non-tree edges are given the value 1) is precisely the word generating this loop. Therefore,
\[
\pi_1(\Lambda_G, q^+_{v_T}) = \langle \{ A_e \mid e \in T \}, \{ B_e \mid e \in T \} \mid \{ \pi_T(w_v) \} \rangle,
\]
which is precisely the group \( \Pi_T \) we described.

Finally, all paths between \( \ast_T \) and \( q^+_v \) completely contained in \( p^{-1}(D_{v_T}) \) are isotopic, and this allows us to move our base point from \( q^+_v \) to \( \ast_T \) canonically. This completes the proof of Theorem 3.10. \( \square \)

Both Theorems 3.8 and 3.10 offer geometric insight into \( \Pi \) and \( \Pi_T \). As these are both geometric, they should both interrelate with respect to the natural projection \( \pi_T : \Pi \to \Pi_T \). As a slight nuisance, we note that the former theorem relates to base points lying in the preimages of open faces, while the latter uses base points on the vertices. To this end, we note that if \( q \) is a point in \( \Lambda_G \) lying in the preimage of a face \( f \) adjacent to a vertex \( v \), then there is a canonical homotopy class of path from \( q \) to \( \tilde{v} \), which can be realized by a path in \( \Lambda_G \) projecting to a path completely contained in \( f \) except at its terminal endpoint. This induces a canonical short path isomorphism \( \pi_1(\Lambda_G, q) \cong \pi_1(\Lambda_G, \tilde{v}) \). We use this isomorphism to interrelate our constructions. The following lemma is clear by construction.

**Lemma 3.15.** Suppose \( q \) is a point in the preimage of an open face \( f \) of \( G \) which is adjacent to the vertex \( v_T \). Then the composition
\[
\varphi_T \circ \pi_T \circ \Psi_{q_{v_T}} : \pi_1(\Lambda_G, q_{v_T}) \to \pi_1(\Lambda_G, \ast_T)
\]
is the canonical short path isomorphism.

Proof. Given an element of $\pi_1(\Lambda_G, q_{v_T})$ realized by a loop $\gamma$, applying the map $\Psi_{q_{v_T}}$ yields the corresponding geometric element in $\Pi$. Applying $\pi_T$ simply keeps the data of the order in which $\gamma$ passes through the edges of $T$. Finally, applying $\varphi_T$ yields precisely the homotopy class of loop which passes through the edges of $T$ in the same order of $\gamma$, but is instead based at $*_T$. But the canonical short path between $q_{v_T}$ and $*_T$ does not intersect any edge of $T$, and hence we have the result. \qed

To end the section, we discuss how Theorem 3.10 relates to the commutative coefficient setting. From the universal property for abelianization of groups, the map $U_T \circ \varphi_T^{-1}: \pi_1(\Lambda_G, *_T) \to \mathbb{Z}^T$ must factor through the abelianization map $\pi_1(\Lambda_G, *_T) \to H_1(\Lambda_G)$, yielding a surjective morphism $H_1(\Lambda_G) \to \mathbb{Z}^T$, as in the following commutative diagram:

$$
\begin{array}{ccc}
W_T & \xrightarrow{\varphi_T} & \pi_1(\Lambda_G, *_T) \\
U_T \downarrow & & \downarrow \text{Ab} \\
\mathbb{Z}^T & \xleftarrow{-} & H_1(\Lambda_G)
\end{array}
$$

But this surjective morphism is between two free abelian groups of the same rank $2g$, and hence is automatically an isomorphism. In other words, $\mathbb{Z}^T$ is itself the abelianization of $\Pi_T$, $U_T$ is the abelianization map, and $\varphi_T$ descends to the isomorphism $\varphi_T: \mathbb{Z}^T \to H_1(\Lambda_G)$ which we used in the commutative case. We leave it to the reader to check that this definition of the isomorphism $\varphi_T: \mathbb{Z}^T \xrightarrow{\sim} H_1(\Lambda_G)$ matches our original description at the beginning of Section 3.1.

3.4. Transition maps. As discussed in the commutative setting, in order to define the Casals–Murphy dg-algebra, it sufficed to perform the following steps:

- define the tilde-version $(\tilde{\mathcal{A}}, \tilde{\partial}^A)$
- plug the tilde-version into Lemma 3.2 by using the maps $\pi_T$ to obtain the dg-algebras $(\mathcal{A}_T, \partial_T^A)$
- verify that the various versions with respect to different trees $T$ are naturally identified together

The first two steps hold over in exactly the same manner, with no changes in the non-commutative setting. It is the last step which we wish to discuss. In the commutative setting, this corresponded to a collection of isomorphisms

$$
\tilde{\Phi}^T_T: \mathbb{Z}^E \to \mathbb{Z}^E
$$

satisfying functoriality properties such that the induced graded algebra morphisms on $\tilde{\mathcal{A}}$ were dg-isomorphisms with respect to $\tilde{\partial}^A$, and which were geometric in the sense
that they fit into the commutative diagram:

\[
\begin{array}{ccc}
\mathbb{Z}^E & \xrightarrow{\phi_T'} & \mathbb{Z}^E \\
\pi_T & \downarrow & \pi_{T'} \\
\mathbb{Z}^T & \xrightarrow{\phi_{T'}} & \mathbb{Z}^{T'} \\
\varphi_T & \downarrow & \varphi_{T'} \\
H_1(\Lambda_G) & \xrightarrow{C} & H_1(\Lambda_G)
\end{array}
\]

In our non-commutative setting, there is a base point to include in these computations. Suppose \( \gamma \) is a homotopy class of path on \( \Lambda_G \) from \( *_T \) to \( *_{T'} \). Then there is an induced isomorphism \( C(\gamma): \pi_1(\Lambda_G,*_T) \xrightarrow{\sim} \pi_1(\Lambda_G,*_{T'}) \) given by

\[ C(\gamma)(\eta) := \gamma^{-1} * \eta * \gamma. \]

We aim to find, for each pair of trees \( T \) and \( T' \) and homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \), an isomorphism \( \bar{C}_{T,T'}(\gamma): \Pi \to \Pi \) fitting into the following commutative diagram:

\[
\begin{array}{ccc}
\Pi & \xrightarrow{\bar{C}_{T,T'}(\gamma)} & \Pi \\
\pi_T & \downarrow & \pi_{T'} \\
\Pi_T & \xrightarrow{\bar{C}_{T,T'}(\gamma)} & \Pi_{T'} \\
\varphi_T & \downarrow & \varphi_{T'} \\
\pi_1(\Lambda_G,*_T) & \xrightarrow{C(\gamma)} & \pi_1(\Lambda_G,*_{T'})
\end{array}
\]

We would also like the various \( \bar{C}_{T,T'}(\gamma) \) to satisfy the functoriality properties:

- For all trees \( T \) and constant paths \( 1 \) at \( *_T \), \( \bar{C}_{T}(1) \) is the identity map on \( \Pi \).
- For any triples of trees \( T, T', \) and \( T'' \) and homotopy classes of maps \( \gamma \) from \( *_T \) to \( *_{T'} \) and \( \gamma' \) from \( *_{T'} \) to \( *_{T''} \), we have

\[
\bar{C}_{T,T''}(\gamma * \gamma') = \bar{C}_{T,T'}(\gamma') \circ \bar{C}_{T,T'}(\gamma).
\]

It suffices to define \( \bar{C}_{T,T'}(\gamma) \) on generators. To begin, note that \( S^2 \setminus T \) is a topological disk, and \( p^{-1}(S^2 \setminus T) \subset \Lambda_G \) is therefore also a disk since it is branched at a single point. Hence, for any point \( q \in p^{-1}(S^2 \setminus T) \), there is a canonical homotopy class of path from \( *_T \) to \( q, \gamma_{q,T} \), which stays completely inside \( p^{-1}(S^2 \setminus T) \). Suppose now we have some element \( \lambda_{e,\sigma} \) for \( e \in E \). It is identified with a short transverse path \( \gamma_{e,\sigma} \) crossing one edge, from one face \( f \) labeled with a plus sign, to another face \( g \) labeled with a minus sign. Suppose \( q_f^+ \) and \( q_g^- \) are corresponding points in \( \Lambda_G \) lying above \( f \) and \( g \). Then for any \( T \), we have canonical paths are canonical paths \( \gamma_{q_f^+,T} \) and \( \gamma_{q_g^-,T} \) from \( *_T \) to \( q_f^+ \) and \( q_g^- \) respectively. For any pairs of trees \( T \) and \( T' \), and homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \), let \( \beta_{T,T'}(f,\gamma,\pm) \) be the geometric element in \( \Pi \) corresponding to a transverse signed loop starting and ending at \( q_f^\pm \) given by

\[
(\gamma_{q_f^+,T})^{-1} * \gamma^{-1} * \gamma_{q_f^+,T}.
\]

We define

\[
(\bar{C}_{T,T'}(\gamma))(\lambda_{e,\sigma}) := \beta_{T,T'}(f,\gamma,\sigma) \cdot \lambda_{e,\sigma} \cdot \beta_{T,T'}(f,\gamma,\tau)^{-1}.
\]
In order to check this is well-defined, we must check that it preserves the normal subgroup \( N \) of \( *E_Z \) generated by the words \( w_v \). But we see that because \( w_v \) is given as a geometric element, the inner factors of \( \beta \) come in pairs \( \beta^{-1} \cdot \beta \) which cancel, and we are left with a conjugate of \( w_v \). Hence, this is a well-defined isomorphism of \( \Pi \).

The two functoriality properties we asked \( \tilde{C}_T'(\gamma) \) to satisfy are now clear. If \( T = T' \) and \( \gamma = 1 \) is the constant path at \(*T\), then \( \beta_T^T(f, 1, \sigma) = 1 \) since it is the geometric element corresponding to the constant path at \( q_f^\pm \). The composition property follows from the fact that

\[
\beta_T^{T'}(f, \gamma', \pm) \cdot \beta_T^T(f, \gamma, \pm) = \beta_T^{T''}(f, \gamma, \pm)
\]

because the corresponding paths are homotopic:

\[
[(\gamma_{q,T''})^{-1} \ast (\gamma')^{-1} \ast \gamma_{q,T'}] \ast [(\gamma_{q,T'})^{-1} \ast \gamma^{-1} \ast \gamma_{q,T}] \sim (\gamma_{q,T''})^{-1} \ast (\gamma \ast (\gamma')^{-1} \ast \gamma_{q,T})
\]

where \( q = q_f^\pm \).

We now wish to check that these morphisms are geometric. Recall first that \( \varphi_T : \Pi_T \rightarrow \pi_1(\Lambda_G, *T) \) is the association whereby a word in \( \Pi_T \) corresponds to the unique path which passes through the corresponding oriented edges of \( T \) in the order they appear. On generators \( \lambda_{e,o} \) (including \( e \notin T \), in which case this is just 1), we see therefore that we may write

\[
\varphi_T(\lambda_{e,o}) = \gamma_{q_f^+,T} \ast \gamma_{e,o} \ast \gamma_{q_g^-,T}^{-1},
\]

where \( \gamma_{e,o} \) is the short transverse signed path corresponding to the generator. This description is precisely what we need. Recalling finally that \( C_T^T(\gamma) : \Pi_T \rightarrow \Pi_T \) is the morphism induced from \( \tilde{C}_T(\gamma) \) by Lemma 3.2, we have the following result.

**Lemma 3.16.** The diagram

\[
\begin{array}{ccc}
\Pi & \xrightarrow{\tilde{C}_T'(\gamma)} & \Pi \\
\pi_T \downarrow & & \downarrow \pi_{T'} \\
\Pi_T & \xrightarrow{C_T^T(\gamma)} & \Pi_{T'} \\
\varphi_T \downarrow & & \downarrow \varphi_{T'} \\
\pi_1(\Lambda_G, *T) & \xrightarrow{C(\gamma)} & \pi_1(\Lambda_G, *T')
\end{array}
\]

is commutative.

**Proof.** The top square is commutative tautologically by Lemma 3.2. As for the bottom square, it suffices to check the result for generators. Suppose we have \( \lambda_{e,o} \), corresponding to the short transverse signed path \( \gamma_{e,o} \) from \( q_f^+ \) to \( q_g^- \). Then

\[
(C(\gamma) \circ \varphi_T)(\lambda_{e,o}) = C(\gamma)(\gamma_{q_f^+,T} \ast \gamma_{e,o} \ast \gamma_{q_g^-,T}^{-1}) = \gamma^{-1} \ast \gamma_{q_f^+,T} \ast \gamma_{e,o} \ast \gamma_{q_g^-,T}^{-1} \ast \gamma
\]

while

\[
(\varphi_{T'} \circ C_T^T(\gamma))(\lambda_{e,o}) = \varphi_{T'}(\beta_T^{T'}(f, \gamma, \sigma) \cdot \lambda_{e,o} \cdot \beta_T^{T'}(f, \gamma, \tau)^{-1}) = \gamma_{q_f^+,T} \ast \gamma_{q_f^+,T'}^{-1} \ast \gamma^{-1} \ast \gamma_{q_f^+,T} \ast \gamma_{e,o} \ast \gamma_{q_g^-,T}^{-1} \ast \gamma \ast \gamma_{q_g^-,T'} \ast \gamma_{q_g^-,T'}^{-1}
\]
Hence \( C(\gamma) \circ \varphi_T = \varphi_{T'} \circ C_T'(\gamma) \) as desired. \( \square \)

Unfortunately, it is not the case that the naively induced graded algebra morphisms \( \tilde{\Phi}_T' : \tilde{B} \to \tilde{B} \) preserve the differential \( \tilde{\partial}_B \). We will need to further act on generators via simple regenerations (as suggested by Theorem 1.6). However, since we have not yet constructed the differentials, it is too early to discuss such matters. We relegate a treatment to Section 6.1.

4. THE ENLARGED NON-COMMUTATIVE CASALS–MURPHY DG-ALGEBRA

In this section, we will define a dg-algebra associated to a trivalent plane graph \( G \) and a choice of garden \( \Gamma \). This dg-algebra is enlarged from the version appearing in Theorem 1.6. The functoriality properties of this enlarged dg-algebra are then proved as Theorem 5.1 in Section 5.

4.1. Gardens, binary sequences, and associated words. In order to define our dg-algebra, we first need to make a number of auxiliary choices, which are grouped together in the following convenient definition.

**Definition 4.1.** Suppose \( G \) is a trivalent plane graph. A garden on \( G \) consists of the data of

- an **orientation**, by which we mean an orientation of all the edges of \( G \)
- a **centering**, consisting of, for each \( f \in F \), a point \( c_f \) contained in the interior of the face \( f \), called the **center** of \( f \)
- a **web**, consisting of, for each face-vertex adjacency \((f, v)\), a **thread** \( \tau_f(v) \), which is a connected embedded arc oriented from \( c_f \) to \( v \) completely contained in \( f \) except for its endpoint at \( v \), such that no two threads intersect except at their endpoints at the centers and vertices, and such that their tangent vectors at \( c_f \) are all distinct
- a **seed**, given by a covector in the unit cotangent bundle \( \xi \in S_s^* S^2 \) for a **base point** \( s \in S^2 \)
- a **rake**, consisting of oriented embedded loops \( \gamma_f \), called **tines**, one for each \( f \in F \), which start and end at the base point \( s \), pass through \( c_f \) and no other center, have initial and terminal tangent vectors positive with respect to \( \xi \), and intersect each other only at the base point \( s \)

The face \( f_r \in F \) to which the base point \( s \) belongs is called the **face at infinity with respect to** \( \Gamma \).

An oriented path \( \gamma : [a, b] \to S^2 \) is said to be **non-degenerate** with respect to a garden \( \Gamma \) if:

- its endpoints do not lie on a vertex, edge, center, or thread
- it passes through edges and threads transversely at interior points
- it passes through centers so that it is not tangent to any thread exiting that center
The garden is said to be non-degenerate if the tines of the rake are all non-degenerate, and degenerate otherwise.

A homotopy of gardens is a smoothly varying path of gardens $\Gamma_t$, $0 \leq t \leq 1$. We always allow our homotopies to pass through degenerate gardens in which the tines may be degenerate; on the other hand, homotopies must still be through gardens. Hence, for example, the base point of the seed cannot pass through a thread or edge, since then it would not be a garden at that time. Similarly, a tine $\gamma_f$ cannot homotope to nontrivially intersect another tine nor to pass through a face other than $c_f$.

Remark 4.2. Our definition of a garden is slightly different from the version of Casals–Murphy [3]; their version is essentially the same, except they take the base point $s$ of the seed to lie in a chosen face at infinity, and they exclude a tine through the face at infinity. We will handle this slightly differently when we define finite-type gardens in Definition 6.2. Our definition is essentially equivalent to theirs, but places it in our context in which all of the faces are treated equally, and where the base-point is free to move around.

See Figure 4 for an example of a non-degenerate garden.

Up to homotopy, any two non-degenerate gardens are equivalent via swapping the orientation on edges together with finite sequences of seven classes of moves, Moves I-VII. The first five, Moves I-V, were studied by Casals and Murphy [3] (our version of Move V is presented in a slightly modified form). Remark 4.2 explains why Moves VI and VII appear here but not in the original study of Casals and Murphy.

Moves I-IV are illustrated in Figure 5. Move I forms or removes a bigon between a tine and a thread, whereas Move II likewise forms or removes a bigon between a tine and an edge. Move III passes a tine through a vertex of the graph. Move IV swings the tangent vector to a thread at a vertex past the tangent vector the tine. If $\Gamma$ and $\Gamma'$ are any two homotopic non-degenerate gardens, then one may always find a homotopy between them which is a composition of isotopies of the garden on the graph and a composition of Moves I-IV.

Move V is demonstrated in Figure 6. Move V interchanges centers along a generic curve connecting the two centers. A single application of Move V will change the homotopy type of the garden, though there are also non-trivial sequences of applications of Move V which preserve the homotopy type. These matters will be discussed in great deal later.

Finally, Moves VI and VII are illustrated in Figure 7. They involve passing a seed through a tine or an edge. Again, a single application of Move VI or VII will in general change the homotopy type of the garden, as such a homotopy restricts the base point to lie in the same region of $S^2$ bounded by the graph and the web (just a triangle). However, a nontrivial sequence of applications of Moves VI and VII may in general preserve a garden, as will be discussed in great detail later.

Every non-degenerate path, including the tines of a non-degenerate garden’s rake, intersects with the rest of the garden in precisely three types of points: a center $c_f$ (one per tine), an edge of the graph, or the interior of a thread. For each type of intersection
Figure 4. A non-degenerate garden. We have elected, for simplicity, to stereographically project from the base point so that s is the point at infinity; the seed ξ is chosen so that all tines, represented by the magenta lines are oriented from the bottom of the picture to the top. (See Figure 7 for how we picture the seed, when needed.) The graph, together with the orientations of the edges, are notated in black. The green circles are the centers, and the web is given by the blue threads. Since the threads are always oriented from the centers to the vertices, we exclude their orientations. On the fourth tine is a sample binary sequence from 0 to 0, which contributes a term to the differential of z of the form \((H_1)(A_2)(H_3)(-B_4)(-H_5)(-B_6)(f_7)(A_8)(H_9)(A_{10})\), where the A and B terms correspond to where the tine passes an edge and are short for the corresponding elements \(A_e\) and \(B_e\) in \(W\), the H terms are shorthand for the element \(H_f(v)\) for where the tine switches at a thread, and \(f_7\) is the face through which the tine passes.

point, we study a certain type of combinatorial interaction by way of binary sequences. The following definition appears in the commutative setting of Casals and Murphy only for tines.

Definition 4.3. Suppose \(\gamma\) is an embedded path in \(S^2\) which is non-degenerate with respect to a trivalent plane graph \(G\) and garden \(\Gamma\). A binary sequence along \(\gamma\) is a lower semicontinuous function \(B: [a, b] \to \{0, 1\}\) with the properties that:

- \(B\) is locally constant away from the three types of intersection points
- at \(c_f\), \(B\) is discontinuous, and must switch from 0 to 1
Figure 5. Moves I-IV. Implicit are all possible orientations. For example, for Move IV, we can also swing the tangent vector to a thread around in the clockwise direction as opposed to the counter-clockwise direction drawn.

Figure 6. Move V. Suppose we have two adjacent tines, and consider a curve from one center to the next which intersects no tines, but may of course intersect edges or threads. This is depicted as an orange dashed curve in the left diagram. Note that in the dark gray region (and outside of the local picture), the garden may be arbitrary. We have removed the threads emanating from the centers for simplicity: they may be moved arbitrarily by Move IV. Then we may take the tines and perform a positive half-twist of the two centers supported in a neighborhood of a connecting curve. In the diagram, the tines tunnel through the light gray rectangle so that they swap centers.

- at an edge, $B$ is discontinuous and must switch, either from 0 to 1 or from 1 to 0
- at the interior of a thread, $B$ is either locally constant or switches from 0 to 1

For $i, j \in \{0, 1\}$, the set of binary sequences starting at $i$ and ending at $j$ is denoted by $BS_{i,j}(\gamma)$. 
Figure 7. Moves VI and VII. We pass the seed of the garden through a thread or an edge, respectively. The base point of the seed is located at the center of each diagram, and the seed itself is represented by the small vertical line and arrow, representing the kernel of the seed $\xi$ and its coorientation. Hence, in the diagrams presented, all the tines are oriented from right to left.

To each binary sequence $B$, we encode a monomial $w_B \in \tilde{R} = \mathbb{Z}[\Pi]$, with coefficient $\pm 1$, determined as follows. To determine $w_B$, we consider the set $D_B$ of discontinuities of the binary sequence, labelled in order that they appear on the tine. Each element of $D_B$ corresponds either to an edge, a thread, or a face. Note that $D_B$ does not in general contain every thread the tine intersects, but only those where the binary sequence is discontinuous. To each element of $d \in D_B$, we determine a monomial in $\mathbb{Z}[\Pi]$ with coefficient $\pm 1$, described in the next paragraphs, and set $w_B$ to be the product of these monomials in order. Let us now describe the monomial associated to each continuity. As we proceed, the reader should verify that our conventions match with the example in Figure 4, which shows a sample binary sequence along a tine, and which has the associated word described in the caption.

For an edge, the binary sequence always switches, either from 0 to 1, or vice versa. Associating the label 0 with the label $-$ and the label 1 with the label $+$, we have that the tine crosses the edge in a manner which matches one of the four diagrams of Figure 2, since the tines and edges are oriented. Accordingly, we associate to this discontinuity the corresponding generator $A_e, A_e^{-1}, -B_e, or -B_e^{-1}$, where we note that we have included a negative sign in two of these cases.

For a discontinuity with a thread $\tau_f (v)$, we associate with it a monomial $H_f (v) \in \mathbb{Z}[W]$ defined as follows. Consider a counterclockwise loop around the vertex $v$ based at $c_f$ which goes from the label $-$ to the label $+$, and where the $B$ and $B^{-1}$ terms come with negative signs (as we did for edges). In other words, if we look at Figure 3 if the center $c_f$ is in the region with the red circle and the thread flows from the red circle to the vertex $v$, then we have $H_f (v) = B_{e_1}^{-1} A_{e_2} B_{e_3}^{-1}$ by following a single loop counterclockwise around $v$ from $-$ to $+$, and where the sign is positive because there are two $B$ terms in this case. Notice that the sign of $H_f (v)$ is automatically $(-1)^{r_v}$, where $r_v$ is the number of outgoing vertices. As for our construction of $w_B$, we include another sign, using $\pm H_f (v)$ for a discontinuity at $\tau_f (v)$, where the sign is determined by the following right-hand rule: the sign is $+1$ or $-1$ according to whether the orientation of the thread followed by the orientation of the tine gives a frame matching the underlying orientation on the plane. The signs are indicated in Figure 8.
Remark 4.4. Notice that it is important in our conventions that we take the counterclockwise loop. If we took the clockwise loop, the element associated to a thread discontinuity would come with the opposite sign. This may look surprising, as the two corresponding transverse signed paths are lift to isotopic paths on $\Lambda_G$. The sign we have chosen comes from a choice of spin structure on $\Lambda_G$. The fact that these two paths yield the opposite sign is then just the standard fact that the trivial spin structure on the disk $D^2$ always restricts to the nontrivial spin structure on its boundary $S^1$.

Finally, if we have a discontinuity at a center $c_f$, we simply replace it with $f \in W$. This finishes the definition of $w_B$; we repeat, as we said at the beginning of this discussion, that an example is found in Figure 4 and its caption.

Remark 4.5. If $D_B = \emptyset$, then we set $w_B = 1$.

To each non-degenerate immersed path $\gamma$ and each $i,j \in \{0,1\}$, we may therefore define four associated words $w_{i,j} \in \tilde{R}^{nc} = \mathbb{Z}[\Pi]$, given by

$$w_{i,j}(\gamma) := \sum_{B \in BS_{i,j}(\gamma)} w_B.$$

Remark 4.6. If $BS_{i,j}(\gamma) = \emptyset$, then $w_{i,j}(\gamma) = 0$.

We end this subsection by establishing two fundamental properties about the words $w_{i,j}(\gamma)$. The first is a statement about locality, showing that breaking up non-degenerate paths into smaller non-degenerate paths plays nicely with the associated word construction. The second involves invariance of the associated word under mild homotopies. Both of these are used in the commutative coefficient case by Casals and Murphy [3] within various proofs; here we single them out in separate lemmas.

Lemma 4.7. Suppose $\gamma_0$ and $\gamma_1$ are non-degenerate paths such that the terminal point of $\gamma_0$ is the initial point of $\gamma_1$. Let $\gamma = \gamma_0 \ast \gamma_1$ be the composition of paths, smoothed along where they glue. Then

$$w_{i,j}(\gamma) = \sum_{k=0}^{1} w_{i,k}(\gamma_0) \cdot w_{k,j}(\gamma_1).$$

Proof. We have obvious bijections

$$BS_{i,j}(\gamma) = (BS_{i,0}(\gamma_0) \times BS_{0,j}(\gamma_1)) \sqcup (BS_{i,1}(\gamma_0) \times BS_{1,j}(\gamma_1)).$$
and the two sides of the equation in the lemma are just given by writing out the corresponding words according to these two associations. □

With this lemma proved, it is convenient from now on, for a non-degenerate path $\gamma$, to write
$$W(\gamma) := \begin{pmatrix} w_{0,0}(\gamma) & w_{0,1}(\gamma) \\ w_{1,0}(\gamma) & w_{1,1}(\gamma) \end{pmatrix} \in \text{Mat}_{2 \times 2}(\tilde{R}^t \cdot \mathbb{Z} \langle F \rangle).$$

We will call this the matrix of words for $\gamma$. Lemma 4.7 implies that a composition of non-degenerate paths is obtained by matrix multiplication of the corresponding matrices of words, i.e. $W(\gamma_1 * \gamma_2) = W(\gamma_1) \cdot W(\gamma_2)$. Even more is true; Lemma 4.8 below implies that the matrix of words is an invariant of non-degenerate paths relative to homotopies (through possibly degenerate paths) not crossing the centering of the garden.

**Lemma 4.8.** Suppose $\gamma_0$ and $\gamma_1$ are two non-degenerate paths with the same endpoints which are homotopic via a homotopy $\gamma_t$ (of not necessarily non-degenerate paths) which never intersects the centering of the garden. Then the matrices of words are equal, $W(\gamma_0) = W(\gamma_1)$.

**Proof.** Any such homotopy maybe generically perturbed so that it is given up to isotopy (of $S^1$) by a finite sequence of Moves I-IV as in Figure 5, with the understanding that our paths take the place of the tines. (Indeed, this lemma will primarily be applied to tines later on.) Hence, we must check invariance under any of Moves I-IV. By Lemma 4.7 this is just a local check. To be precise, let $\gamma$ and $\gamma'$ be the before and after for each curve. Then we may decompose
$$\gamma = \eta * \gamma_\ell * \mu$$
$$\gamma' = \eta * \gamma'_\ell * \mu,$$
where $\gamma_\ell$ and $\gamma'_\ell$ represent the local pieces on the left and right of the corresponding figure. It suffices to prove that
$$W(\gamma_\ell) = W(\gamma'_\ell),$$
i.e. that $w_{i,j}(\gamma_\ell) = w_{i,j}(\gamma'_\ell)$ for each $i, j \in \{0, 1\}$, since then
$$W(\gamma) = W(\eta)W(\gamma_\ell)W(\mu) = W(\eta)W(\gamma'_\ell)W(\mu) = W(\gamma').$$

For Move I, notice on the right that because there are only thread crossings, the only local binary sequences for which there is a discontinuity are from 0 to 1, and hence
$$\begin{cases} w_{0,0}(\gamma_\ell) = 1 = w_{0,0}(\gamma'_\ell) \\ w_{1,1}(\gamma_\ell) = 1 = w_{1,1}(\gamma'_\ell) \\ w_{1,0}(\gamma_\ell) = 0 = w_{1,0}(\gamma'_\ell) \end{cases}$$

On the other hand, whereas $\mathcal{BS}_{0,1}(\gamma_\ell) = \emptyset$, we have $\mathcal{BS}_{0,1}(\gamma'_\ell)$ consists of two elements, depending upon which thread crossing is chosen to give a discontinuity. However, those two binary sequences come with opposite thread orientations, and hence
$$w_{0,1}(\gamma'_\ell) = \pm H(\tau) \mp H(\tau) = 0 = w_{0,1}(\gamma_\ell).$$
For Move II, we have each $w_{i,j}(\gamma_\ell) = 1$ since there are no crossings in the left diagram. On the other hand, on the right, both crossings must be discontinuities, and must switch the label. Clearly $w_{1,0}(\gamma_\ell') = w_{0,1}(\gamma_\ell') = 1$ since there are no corresponding binary sequences. But also, it is easy to see that we have chosen our orientations so that also $w_{0,0}(\gamma_\ell') = w_{1,1}(\gamma_\ell') = 1$. For example, if both the edge and the tine are oriented upwards in the diagram, then $w_{1,1}(\gamma_\ell') = (-B_e)(-B_e^{-1}) = 1$, where $e$ is the edge.

For Move III, suppose without loss of generality that our paths are directed from bottom left to top right. Starting from the bottom left endpoint of the local path and working counterclockwise, suppose the edges and tines are labeled $e_1, \tau_1, e_2, \tau_2, e_3, \tau_3$. Suppose the orientations of all the edges are inwards towards the vertex; we leave the other orientations to the reader. (The edges of the threads are always inwards pointing, so we need not specify them.) One checks that with our orientations, $H(\tau_1) = B_{e_1}^{-1}A_{e_{i-1}}B_{e_{i-2}}^{-1}$, where the indices are taken modulo 3. The following relations are easily checked, since the corresponding local binary sequence sets are singletons.

\[
\begin{align*}
&\begin{cases}
  w_{0,0}(\gamma_\ell) = (A_{e_1})^{-1}(-B_{e_2}) = (-H(\tau_3))A_{e_3} = w_{0,0}(\gamma_\ell') \\
  w_{1,1}(\gamma_\ell) = (-B_{e_1})(A_{e_2})^{-1} = A_{e_3}(-H(\tau_2)) = w_{1,1}(\gamma_\ell') \\
  w_{1,0}(\gamma_\ell) = (-B_{e_1})(H(\tau_1))(-B_{e_2}) = A_{e_3} = w_{1,0}(\gamma_\ell')
\end{cases}
\]

For the final case, we have $\mathcal{BS}_{0,0}(\gamma_\ell') = \emptyset$, so that $w_{0,1}(\gamma_\ell') = 0$. On the other hand, $\mathcal{BS}_{0,0}(\gamma_\ell)$ consists of two elements, one which crosses only at the edge, and the other which also crosses at both threads. We see
\[
w_{0,1}(\gamma_\ell') = -B_{e_3}^{-1} + (-H(\tau_3))(A_{e_3})(-H(\tau_2)) = 0.
\]

For Move IV, the fact that the binary sequence must change from 0 to 1 at the center severely restricts the possible local binary sequences. In particular, on the right hand side, if the path is oriented upwards, then the binary sequence cannot switch at the thread because it would have to change from 0 to 1, but must be 0 when it enters the face. Similar reasoning applies if the path is oriented downwards. Regardless, we find
\[
\begin{cases}
  w_{0,0}(\gamma_\ell) = 0 = w_{0,0}(\gamma_\ell') \\
  w_{1,1}(\gamma_\ell) = 0 = w_{1,1}(\gamma_\ell') \\
  w_{1,0}(\gamma_\ell) = 0 = w_{1,0}(\gamma_\ell') \\
  w_{0,1}(\gamma_\ell) = f = w_{0,1}(\gamma_\ell')
\end{cases}
\]

where $f$ is the face corresponding to the center $c_f$ in the diagram through which the path passes. \(\square\)

4.2. The enlarged \textit{dg}-algebra. Define
\[
\tilde{B}_G^\pm := \tilde{R}^\text{nc} \ast \mathbb{Z} \langle F, x, y, z, w \rangle,
\]
the free associative graded algebra over the ring $\tilde{R}^\text{nc}$ generated by all faces $F$ (including any chosen face at infinity) of degree 1 and four extra generators $x, y, z, w$ of degree 2. This is of course a slightly different object than appears in Theorems 1.4 and 1.6, but we will be able to use Lemma 3.2 together with the transition maps of Section 3.4 to eventually prove our desired results. The tilde in the notation refers to the coefficient
ring $\tilde{R}^{mc}$ (as opposed to $R_T$), and the plus in the notation refers to the inclusion of the face at infinity and the generator $w$ which do not appear in the original formulation of Casals and Murphy in the commutative coefficient setting [3]. We will discuss removing these enlargements in Section 6.

For a given garden $\Gamma$ on $G$, we define a linear degree $-1$ endomorphism $\tilde{\partial}_{G,\Gamma}$ by specifying its action on generators and extending via the Leibniz rule

$$\tilde{\partial}(a \cdot b) = (\tilde{\partial}a) \cdot b + (-1)^{|a|} a \cdot (\tilde{\partial}b)$$

for homogeneous elements $a, b \in \tilde{B}^+_G$. To simplify notation, let

$$X = \begin{pmatrix} z & w \\ y & x \end{pmatrix}$$

be the matrix consisting of the four non-face generators of $\tilde{B}^+_G$. Then $\tilde{\partial}^+_G,\Gamma$ acts on the generators by

$$\tilde{\partial}^+_G,\Gamma f = \sum_{v \in f} H_f(v), \quad \forall \ f \in F$$

$$\tilde{\partial}^+_G,\Gamma X = \sum_{f \in F} W(\gamma_f)$$

It is not immediately clear that $\tilde{\partial}^+_G,\Gamma$ is actually a differential. Since we have defined it so that it is of degree $-1$ and is extended via the Leibniz rule, it suffices to check that $\tilde{\partial}^+_G,\Gamma$ squares to zero.

**Proposition 4.9.** For any non-degenerate garden $\Gamma$ for a trivalent plane graph $G$, the linear maps $\tilde{\partial}^+_G,\Gamma$ are differentials, i.e.

$$\left(\tilde{\partial}^+_G,\Gamma \right)^2 = 0.$$

Hence, $(\tilde{B}^+_G, \tilde{\partial}^+_G,\Gamma)$ is a dg-algebra with respect to any choice of non-degenerate garden.

**Proof.** It suffices to check that $\left(\tilde{\partial}^+_G,\Gamma \right)^2 = 0$ on generators. For degree reasons, this holds on faces, and it suffices to check the relation on the generators $x, y, z, w$, which we conveniently group as the matrix $X$.

For the given garden $\Gamma$, let $f_1, \ldots, f_{g+3}$ be the enumeration of the faces given by enumerating the tines in clockwise order as they emanate from the seed. For example, in Figure 3, the face at infinity is given as $f_2$; alternatively, in any of the diagrams in Figure 7, the tines are ordered from bottom to top, both as they leave the seed, and as they exit the seed. Let us decompose

$$\gamma_{f_k} = \gamma^s_k \ast \gamma^c_k \ast \gamma^t_k,$$

where $\gamma^s_k$ is the starting portion of the tine, from the seed to just before the center $c_{f_k}$, $\gamma^c_k$ is the portion of the tine from just before $c_{f_k}$ to just after, and $\gamma^t_k$ is the terminal portion of the tine from just after $c_{f_k}$ back to the seed. We have

$$W(\gamma_{f_k}) = W(\gamma^s_k) \cdot \begin{pmatrix} 0 & f_k \\ 0 & 0 \end{pmatrix} \cdot W(\gamma^t_k).$$
If we apply the differential to this expression, it only hits $f_k$ since the matrices of words have elements lying in $\tilde{R}$. In other words,

$$\left(\tilde{\partial}^{G+}_{G,\Gamma}\right)^2 X = \sum_{k=1}^{g+3} W(\gamma_k^s) \cdot \begin{pmatrix} 0 & \tilde{\partial}^{G+}_{G,\Gamma} f_k \\ 0 & 0 \end{pmatrix} \cdot W(\gamma_k^t).$$

We will find an alternate description of this expression to conclude it is zero.

Choose non-degenerate loops $\eta_0, \eta_1, \ldots, \eta_{g+3}$ based at the seed such that $\gamma_{f_k}$ lies between $\eta_{k-1}$ and $\eta_k$. Notice that up to homotopy without passing through any centers (i.e. using Moves I-IV), which does not affect the associated words, we may write

$$\eta_{k-1} \sim \gamma_k^s \ast \gamma_k^{c,L} \ast \gamma_k^t$$

$$\eta_k \sim \gamma_k^s \ast \gamma_k^{c,R} \ast \gamma_k^t$$

where $\gamma_k^{c,L}$ and $\gamma_k^{c,R}$ bypass $c_{f_k}$ to the left or right, intersecting only the threads emanating from $c_{f_k}$. It is clear by considering the local binary sequences that we have matrices of words of the form

$$W(\gamma_k^{c,L}) = \begin{pmatrix} 1 & w_{0,1}(\gamma_k^{c,L}) \\ 0 & 1 \end{pmatrix}, \quad W(\gamma_k^{c,R}) = \begin{pmatrix} 1 & w_{0,1}(\gamma_k^{c,R}) \\ 0 & 1 \end{pmatrix}.$$  

Consider the local binary sequences from 0 to 1. All of the threads emanating from $c_{f_k}$ either hit $\gamma_k^{c,L}$, with associated monomial $H_{f_k}(v)$ counted with a minus sign, or hit $\gamma_k^{c,R}$ and are counted with a plus sign. Regardless,

$$w_{0,1}(\gamma_k^{c,R}) - w_{0,1}(\gamma_k^{c,L}) = \sum_{v \in f_k} H_{f_k}(v) = \tilde{\partial}^{G+}_{G,\Gamma} f_k.$$

We therefore find that

$$W(\eta_k) - W(\eta_{k-1}) = W(\gamma_k^s) \cdot \left[ W(\gamma_k^{c,R}) - W(\gamma_k^{c,L}) \right] \cdot W(\gamma_k^t)$$

$$= W(\gamma_k^s) \left( 0 \quad \tilde{\partial}^{G+}_{G,\Gamma} f_k \right) W(\gamma_k^t).$$

Summing all of these up, we find

$$W(\eta_{g+3}) - W(\eta_0) = \sum_{k=1}^{g+3} W(\gamma_k^s) \left( 0 \quad \tilde{\partial}^{G+}_{G,\Gamma} f_k \right) W(\gamma_k^t) = \left( \tilde{\partial}^{G+}_{G,\Gamma} \right)^2 X.$$ 

But notice that both $\eta_0$ and $\eta_{g+3}$ may be contracted to a point, so that

$$W(\eta_0) = I = W(\eta_{g+3})$$

is just the identity matrix. Hence indeed

$$\left( \tilde{\partial}^{G+}_{G,\Gamma} \right)^2 X = 0.$$

\textit{Remark} 4.10. Our proof of Proposition [1.9] is simpler than the one presented by Casals and Murphy [3]. They build an involution of pairs consisting of binary sequences and threads, each of which contributes a term to $(\tilde{\partial}^{A}_{G,\Gamma})^2$ (recall they do not include the enlargement in which we include two extra generators, so we have not included a + in the notation), and check that the signs of these terms are opposite of each other. One could reason in precisely the same way in the non-commutative setting with no complication. Their argument is closer to the contact-geometric reason why the differential should square to zero: cancelling pairs identified via this involution are rigid gradient flow trees at the boundaries of moduli spaces of (non-rigid) gradient flow.
trees of dimension 1. The contact geometry inclined reader may therefore also wish to read their proof.

5. Functoriality for the enlarged dg-algebra

At this point, we have defined an enlarged version \((\mathcal{B}_G^+, \widetilde{\partial}_{G,\Gamma}^+)\), of the non-commutative Casals–Murphy dg-algebra. Some of the functoriality properties of Theorem 1.6 will not appear at the enlarged level, since there is no choice of tree, and since we are not restricting to finite-type gardens. However, the composition property, changing the orientation, and changing the garden do make perfect sense at the enlarged level. The goal in this section is to prove the following theorem.

**Theorem 5.1.** For any choice of garden \(\Gamma\) on a trivalent plane graph \(G\) of genus \(g\), there exists a differential \(\widetilde{\partial}_{G,\Gamma}^+\) on the graded algebra \(\widetilde{B}_G^+\), making it into a dg-algebra. For any two gardens which are homotopic, the differentials are canonically identified.

There exists a group action of \(\mathcal{H}(G) := \mathbb{Z}_2^E \times F_{g+2} \times \mathbb{Z}_2 * \mathbb{Z}_3\) on the space of gardens up to homotopy. For each \(\zeta \in \mathcal{H}(G)\) and homotopy class of garden \(\Gamma\) on \(G\), with \(\Gamma' = \zeta \cdot \Gamma\), there is a dg-isomorphism

\[
\Phi_{\Gamma'}(\zeta) : (\widetilde{B}_G^+, \widetilde{\partial}_{G,\Gamma}^+) \rightarrow (\widetilde{B}_G^+, \widetilde{\partial}_{G,\zeta \cdot \Gamma}^+)
\]

satisfying the following properties:

- **Composition property:** The dg-isomorphisms compose naturally, in the sense that
  \[
  \Phi_{\Gamma''}(\zeta) \circ \Phi_{\Gamma'}(\theta) = \Phi_{\Gamma''}(\zeta \theta).
  \]

- **Orientation changes:** The action of the factor \((\mathbb{Z}_2)^E\) is induced by ring automorphisms of \(\mathbb{Z}[\Pi]\).

- **Modifying the garden:** For any \(\zeta \in F_{g+2} \times (\mathbb{Z}_2 * \mathbb{Z}_3)\) (i.e. trivial in the \((\mathbb{Z}_2)^E\) factor), the map \(\Phi_{\Gamma'}(\zeta)\) is a simply regenerative tame dg-isomorphism. Furthermore, if \(\zeta\) stabilizes \(\Gamma\), i.e. \(\zeta \cdot \Gamma = \Gamma\), then \(\Phi_{\Gamma'}(\zeta)\) is homotopic to the identity, and hence acts by the identity in homology.

We have already verified that \(\widetilde{\partial}_{G,\Gamma}^+\) is a differential which is unaffected by Moves I-IV, and hence, our dg-isomorphisms will be constructed for orientation changes along with each of Moves V, VI, and VII. We proceed in the following order, subsection by subsection:

- **Changing Orientations:** We construct a dg-isomorphism every time we change the orientation of an edge simply by negating the corresponding generators in the coefficient ring.

- **Invariance under Move V:** We construct a tame dg-isomorphism for each application of Move V. Further, we show that Move V yields a natural free transitive braid group action \(\text{Br}_{g+3}\) on the homotopy classes of the space of gardens with a fixed seed. We have a surjection \(F_{g+2} \twoheadrightarrow \text{Br}_{g+3}\), the kernel of which acts by dg-automorphisms homotopic to the identity.
• **Exactness of the full twist:** The full twist in the braid group preserves the homotopy class of the garden, as it may be realized by just twisting the seed by 360 degrees. We prove that the full twist acts by a dg-automorphism homotopic to the identity.

• **Invariance under Moves VI and VII:** We construct a dg-isomorphism for each application of Moves VI and VII. We show these commute with Move V, and further show that Moves VI and VII yield a \( \mathbb{Z}_2 \ast \mathbb{Z}_3 \) action on the homotopy classes of gardens, and understand the corresponding regenerative tame dg-isomorphisms.

• **Proof of Theorem 5.1:** In this short subsection, we simply summarize the results we have obtained, which proves the desired theorem.

5.1. **Changing orientations.** We have already seen as a consequence of Lemma 4.8 that Moves I-IV preserve the differential on the nose. In other words, if two gardens \( \Gamma \) and \( \Gamma' \) differ by a composition of isotopies and applications of Moves I-IV, then \( \tilde{\partial}_\Gamma = \tilde{\partial}_{\Gamma'} \), and hence we may take \( \Phi_{\Gamma'} = 1 \). We turn our attention now to the remaining ways in which we may change a garden, by changing the orientation of an edge, or by Moves V-VII. In this subsection, we focus on changing orientations.

There is an obvious \((\mathbb{Z}_2)^E\) action on the homotopy classes of gardens given by swapping orientations at corresponding edges. Let us consider the simplest case, in which we swap a single edge, \( e_0 \in E \) is an edge. Let us define a ring automorphism \( \Phi_{e_0} : \mathbb{Z}[\Pi] \to \mathbb{Z}[\Pi] \) on generators as follows. Recall that \( \Pi \) is generated by elements of the form \( \lambda_{e,o} \), where \( (e,o) \in \tilde{E} \). Define \( \Phi_{e_0} \) on these generators by

\[
\Phi_{e_0}(\lambda_{e,o}) = \begin{cases} 
\lambda_{e,o}, & e \neq e_0 \\
-\lambda_{e,o}, & e = e_0 
\end{cases}
\]

In turn, this induces an graded algebra automorphism of \( \tilde{B}_G^+ \), acting by the identity on generators. Furthermore, it is obvious that \( (\Phi_{e_0})^2 = 1 \), and that \( \Phi_{e_0} \) and \( \Phi_{e_1} \) commute for any \( e_0, e_1 \in E \). Hence, we also have a homomorphism

\[(\mathbb{Z}_2)^E \to \text{Aut}(\tilde{B}_G^+).\]

For \( \iota \in (\mathbb{Z}_2)^E \) (the character \( \iota \) is used because we have an involution on the orientations of edges), we write \( \Phi_\iota \) for the induced automorphism of \( \tilde{B}_G^+ \).

**Lemma 5.2.** For any homotopy class of garden \( \Gamma \) and \( \iota \in (\mathbb{Z}_2)^E \), the graded algebra automorphism \( \Phi_\iota : \tilde{B}_G^+ \to \tilde{B}_G^+ \) intertwines the differentials \( \tilde{\partial}_{G,\Gamma}^* \) and \( \tilde{\partial}_{G,\iota \cdot \Gamma}^* \), yielding a dg-isomorphism

\[
\Phi_\iota : (\tilde{B}_G^+, \tilde{\partial}_{G,\Gamma}^*) \to (\tilde{B}_G^+, \tilde{\partial}_{G,\iota \cdot \Gamma}^*).
\]

**Proof.** It suffices to check the equation

\[
\Phi_\iota \circ \tilde{\partial}_{G,\Gamma}^* = \tilde{\partial}_{G,\iota \cdot \Gamma}^* \circ \Phi_\iota
\]
on generators. If we apply both sides to a face \( f \), then this reads

\[
\sum_f \Phi_\iota(H^\Gamma(\tau_f(v))) = \sum_f H^{\iota \cdot \Gamma}(\tau_f(v)),
\]

where we have augmented the notation \( H(\tau_f(v)) \) to point out that it depends upon a choice of orientation of the edges. But this relation is clear term by term for each \( f \) by
definition of $H(\tau_f(v))$. Similarly, applying both sides to one of the generators $x, y, z,$ or $w$, the only place the two differentials differ is when we use the signed monomials $H(\tau_f(v))$, so the same relation implies the lemma. □

5.2. Invariance under Move V. We turn now to understanding Move V. For simplicity, it is useful to organize the threads of $c_f$ and $c_g$ in a particular way, using Move IV to do so. Our Move V will be performed as in Figure 9, which we will refer back to throughout the discussion that follows.

![Figure 9](image)

**Figure 9.** We assume that upon performing Move V, our threads are as shown in this diagram.

Recall in the proof of Proposition 4.9 that we wrote each tine $\gamma_f$ as a composition

$$\gamma_f = \gamma^s_f \ast \gamma^c_f \ast \gamma^t_f,$$

where $s, c,$ and $t$ stand for the starting, central, and terminal portions of the tine. Suppose $f$ and $g$ are the faces containing the centers belonging to neighboring tines, and let $\eta$ be a path from $c_f$ to $c_g$ completely contained between $\gamma_f$ and $\gamma_g$. We wish to understand the effect of performing Move V along the path $\eta$. We let $\eta^{-1}$ be the inverse path from $c_g$ to $c_f$. For convenience, even though $\eta$ and $\eta^{-1}$ are not non-degenerate, since they start and end on centers, we will still consider binary sequences on them, with the understanding that we use a sub-path of $\eta$ and $\eta^{-1}$ starting just off of the centers.

Consider the contribution to $\tilde{\partial}G_{\Gamma}X$ given by just the two tines occuring in Figure 9. On the left diagram, the two tines contribute

$$W(\gamma^s_f) \cdot \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} W(\gamma^t_f) + W(\gamma^s_g) \cdot \begin{pmatrix} 0 & g \\ 0 & 0 \end{pmatrix} W(\gamma^t_g)$$

to the differential of $X$. Meanwhile, for the right diagram, the contribution is of the form

$$W(\gamma^s_g)W(\eta^{-1}) \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} W(\eta)W(\gamma^t_g) + W(\gamma^s_f)W(\eta) \begin{pmatrix} 0 & g \\ 0 & 0 \end{pmatrix} W(\eta^{-1})W(\gamma^t_f).$$

Notice now that, by homotopy invariance, we have

$$W(\gamma^s_g)W(\eta^{-1}) = W(\gamma^s_f), \quad W(\eta^{-1})W(\gamma^t_f) = W(\gamma^t_g).$$
On the other hand it is not the case that \( W(\eta)W(\gamma^t_g)W(\gamma^t_f) \) the reason being that the two matrices of words correspond to compositions which lie on either side of \( c_g \). However, we saw in the proof of Proposition 4.9 that in such an event, the difference between the words involves the differential of \( g \). To be precise, we have the two relations

\[
W(\eta)W(\gamma^t_g) = W(\gamma^t_f) + W(\eta) \begin{pmatrix} 0 & \tilde{\partial}^{G^+} g \\ 0 & 0 \end{pmatrix} W(\gamma^t_g)
\]

and

\[
W(\gamma^f_g)W(\eta) = W(\gamma^s_g) - W(\gamma^s_g) \begin{pmatrix} 0 & \tilde{\partial}^{G^+} f \\ 0 & 0 \end{pmatrix} W(\gamma^t_g).
\]

(Here we have removed the subscript from the differential because so long as two gardens have the same orientation, the differential acts the same on degree 1 generators.)

We see therefore that

\[
\left( \tilde{\partial}_{G,G'}^{G^+} - \tilde{\partial}_{G,G'}^{G^+} \right) X = W(\gamma^t_f) \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} W(\eta) \begin{pmatrix} 0 & \tilde{\partial}^{G^+} g \\ 0 & 0 \end{pmatrix} W(\gamma^t_g)
\]

\[- W(\gamma^f_g) \begin{pmatrix} 0 & \tilde{\partial}^{G^+} f \\ 0 & 0 \end{pmatrix} W(\eta) \begin{pmatrix} 0 & g \\ 0 & 0 \end{pmatrix} W(\gamma^t_g)
\]

\[= \tilde{\partial}^{G^+} \left[ W(\gamma^s_g) \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} W(\eta) \begin{pmatrix} 0 & g \\ 0 & 0 \end{pmatrix} W(\gamma^t_g) \right].
\]

(Notice that on the left, we must include the garden in the subscripts of the differential, whereas on the right, since the differential acts on face generators in the same way regardless of the garden, we remove it from the notation.) Let

\[
\gamma^\Gamma_{f,g} = \gamma^s_f \ast \eta \ast \gamma^t_g
\]

be the path given by composing these three legs, with the understanding that \( \gamma_{f,g} \) passes through \( c_f \) and \( c_g \). We see that

\[
\left( \tilde{\partial}_{G,G'}^{G^+} - \tilde{\partial}_{G,G'}^{G^+} \right) X = W(\gamma^\Gamma_{f,g}).
\]

This path is actually well defined up to homotopy, assuming the garden has been fixed up to homotopy. Suppose \( \Gamma \) is a garden, and suppose \( \gamma_f \) is tine adjacent and to the left of \( \gamma_g \) (as we have been assuming). Then \( \gamma^\Gamma_{f,g} \) may be defined as the (unique homotopy class of) path from the base point to itself, with initial and tangent vectors positive with respect to the seed, which stays between \( \gamma_f \) and \( \gamma_g \), and such that it passes through the centers \( c_f \) and \( c_g \) once, in that order.

Our discussion has proved the following proposition.

**Proposition 5.3.** Suppose \( \Gamma \) and \( \Gamma' \) are gardens which differ from each up to homotopies fixing the seed by an application of Move V as in Figure 6 applied to neighboring tines \( \gamma_f \) and \( \gamma_g \) in \( \Gamma \). Let \( \gamma^\Gamma_{f,g} \) be any path from the seed back to itself, with initial and final tangent vectors positive with respect to the seed, such that \( \gamma^\Gamma_{f,g} \) stays in the strip between \( \gamma_f \) and \( \gamma_g \), and such that it passes through the centers \( c_f \) and \( c_g \) once, in that order. The curve \( \gamma^\Gamma_{f,g} \) is well defined up to homotopy (possibly through degenerate paths, but not through the centering), and the graded algebra homomorphism \( \Phi^\Gamma_{\Gamma'} : \tilde{B}^+ \to \tilde{B}^+ \).
defined on generators by

\[ \Phi^\Gamma_\Gamma'(f) = f \]
\[ \Phi^\Gamma_\Gamma'(X) = X + W(\gamma^\Gamma_{f,g}) \]

is a tame dg-isomorphism with respect to \( \tilde{\partial}_{G,\Gamma} \) and \( \tilde{\partial}_{G,\Gamma'} \).

Proof. This is just a summary of our discussion. Tameness is clear, as this dg-isomorphism is just a composition of four elementary dg-automorphisms, one for each of the generators \( x, y, z, \) and \( w \) which have been collected in the matrix \( X \). \( \square \)

Remark 5.4. Notice that Move V comes with a handed-ness, in which we perform a clockwise half-twist on the centers. We notice that after Move V, the new tine \( \gamma'_g \) is now to the left of \( \gamma'_f \), and one might be tempted to say that the inverse of Move V is given by taking \( X \mapsto X + W(\gamma^\Gamma_{g,f}) \). But this is not correct, since this second application of Move V actually yields a different garden, up to homotopy, given by a full twist of the two centers. Instead, we artificially define the dg-isomorphism for the counter-clockwise twist to just be the inverse map. In particular, it has the slightly funky form as follows: suppose \( \Gamma' \) is given from \( \Gamma \) by an inverse application of Move V, with a counter-clockwise half twist. If \( f \) is to the left of \( g \) in \( \Gamma \), then \( g \) is to the left of \( f \) in \( \Gamma' \), and our dg-isomorphism takes \( X \mapsto X - W(\gamma^\Gamma_{f,g}) \). It is worth noting that \( \gamma^\Gamma_{f,g} \) may be defined with respect to \( \Gamma \) as well: it is the (unique homotopy class of) path from the base point to itself, positive with respect to the seed, which remains between the two tines \( \gamma'_g \) and \( \gamma'_f \), and crosses the faces \( c_f \) and \( c_g \) once, in that order. Notice here that it crosses \( c_f \) first, but now \( c_f \) is to the right of \( c_g \).

Proposition 5.3 demonstrates that Move V preserves the tame dg-isomorphism type of our dg-algebra. But actually, there is more structure. Suppose we have trivalent plane graph \( G \). Notice that up to isotopy, the centering and web of any two gardens are the same, and hence we may assume this data is fixed. We will also fix an underlying orientation of the edges of \( G \), as we have described the effect of changing this orientation in Section 5.1. Let \( \mathcal{G}(G) \) denote the space of (not necessarily non-degenerate) gardens for this fixed centering, web, and orientation, all of which we omit from the notation. If \( \xi \in S^*S^2 \) is a possible seed, meaning its base point \( s \) is not on the vertices, edges, centering, or web, then denote by \( \mathcal{G}(G; \xi) \) the space of gardens with this fixed centering, web, and orientation, but with \( \xi \) as its seed. We may realize this as the fiber of a Serre fibration.

Let \( S_n(\xi) \) denote the space of \( n \)-tuples of embedded loops on \( S^2 \) starting and ending at \( \xi \) with initial and terminal tangent vectors positive with respect to \( \xi \), such that the strands are disjoint except at the base point \( s \), and with a chosen point on each loop other than \( s \). We may simply take any such element of \( S_n(\xi) \) and extract from it the (unordered) \( n \)-tuple of points, one for each loop. This is a Serre fibration

\[ \pi: S_n(\xi) \to UConf_n(S^2 \setminus \{s\}) \]

to the \( n \)th unordered configuration space. When \( n = g + 3 \), the space \( \mathcal{G}(G; \xi) \) is just the fiber over the centering. Hence, from the long exact sequence of homotopy groups, and since \( S_n(\xi) \) is contractible, we find that the connected components of \( \mathcal{G}(G; \xi) \) are
in bijection with the braid group on \( g + 3 \) elements,
\[
\pi_0(\mathcal{G}(G; \xi)) = \pi_1(\text{UConf}_{g+3}(S^2 \setminus \{s\})) \cong \text{Br}_{g+3}.
\]
As Moves I-IV leave the differential invariant, we see that the dg-algebra is constant on each connected component of \( \mathcal{G}(G; \xi) \). On the other hand, we see that Move V consists of taking two neighboring centers and twisting them around each other: this is precisely a braid group element. That is, \( \pi_0(\mathcal{G}(G; \xi)) \) naturally forms a \( \text{Br}_{g+3} \)-torsor.

To be more explicit, recall that as a group, the braid group on \( n \) strands has the natural presentation
\[
\text{Br}_n = \left\langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \quad 1 \leq i \leq n-2 \right\rangle.
\]
Suppose we have fixed a garden with seed \( \xi \). Then the tines may be ordered \( f_1, \ldots, f_{g+3} \) based upon their initial tangent vectors at the base point. The element \( \sigma_i \) in \( \text{Br}_{g+3} \) then acts via Move V applied to the tines \( \gamma_{f_i} \) and \( \gamma_{f_{i+1}} \). In Proposition 5.3, we have already discussed how Move V acts by dg-isomorphism on the dg-algebra. In fact, these dg-isomorphisms are coherent, in that the braid relations are satisfied up to exact tame dg-isomorphims, as we now verify.

Let \( F_{g+2} \) be the free group on \( g + 2 \) generators, denoted \( \tilde{\sigma}_1, \ldots, \tilde{\sigma}_{g+2} \). Let
\[
\pi: F_{g+2} \twoheadrightarrow \text{Br}_{g+3}
\]
be the natural projection, with \( \pi(\tilde{\sigma}_k) = \sigma_k \). Then the action of \( \text{Br}_{g+3} \) on \( \pi_0(\mathcal{G}(G; \xi)) \) yields in turn an action of \( F_{g+2} \). Under this action, we have the following lemma.

**Lemma 5.5.** Suppose \( \Gamma \in \pi_0(\mathcal{G}(G; \xi)) \) and \( \zeta \in F_{g+2} \). Then there exist tame dg-isomorphisms
\[
\Phi_{\Gamma}^{\zeta}: (\tilde{B}_G^+, \tilde{\partial}^+_G) \to (\tilde{B}_G^+, \tilde{\partial}^+_G)
\]
such that
\[
\Phi_{\Gamma}^{1} = 1
\]
and
\[
\Phi_{\Gamma}^{\zeta \theta} = \Phi_{\theta, \Gamma}^{\zeta} \circ \Phi_{\Gamma}^{\theta}.
\]
Furthermore, if \( \pi(\zeta) = 1 \in \text{Br}_{g+3} \), then \( \Phi_{\Gamma}^{\zeta} \) is homotopic to the identity, and hence induces the identity on homology.

**Proof.** The construction of the dg-isomorphisms \( \Phi_{\Gamma}^{\zeta} \) is clear: the element \( \tilde{\sigma}_k \) acts via the action of Move V as applied to the faces \( f_k \) and \( f_{k+1} \) via the formula of Proposition 5.3. The composition rule is given by construction since we are using a free group and have defined the action on a minimal generating set.

The kernel \( K \) of the projection \( \pi: F_{g+2} \twoheadrightarrow \text{Br}_{g+3} \) is the normal subgroup generated by the braid relations. We check the extent to which the braid relations are satisfied by the morphisms constructed by Move V. Notice that it suffices to find \( \Psi_{\Gamma}^{\zeta} \) for \( \zeta \) which normally generate \( K \). Indeed, if \( \zeta, \theta \in K \), then we may take
\[
\Psi_{\Gamma}^{\zeta \theta^{-1}} = \Psi_{\Gamma}^{\zeta} - \Psi_{\Gamma}^{\theta},
\]
and if \( \theta \in F_{g+2} \) and \( \zeta \in K \), then we may take
\[
\Psi_{\Gamma}^{\theta^{-1} \zeta \theta} = (\Phi_{\Gamma}^{\theta})^{-1}\Psi_{\theta, \Gamma}^{\zeta} \Phi_{\Gamma}^{\theta}.
\]
First, consider the braid relations $\sigma_i \sigma_j = \sigma_j \sigma_i$ for $|i - j| \geq 2$. Notice that Move V applied to $f_i$ and $f_{i+1}$ does not affect $\gamma_{f_i, f_{i+1}}$ at all, and vice versa. In other words,

$$\gamma_{f_i, f_{i+1}}^\sigma = \gamma_{f_i, f_{i+1}}^\Gamma,$$

$$\gamma_{f_i, f_{i+1}}^{\sigma_j} = \gamma_{f_i, f_{i+1}}^{f_{i+1}}.$$

We find that both $\tilde{\sigma}_i \tilde{\sigma}_j$ and $\tilde{\sigma}_j \tilde{\sigma}_i$ therefore both act on the degree 2 generators by

$X \mapsto X + W(\gamma_{f_i, f_{i+1}}^\Gamma) + W(\gamma_{f_j, f_{j+1}}^\Gamma)$.

Meanwhile, they act by the identity on the degree 1 generators. Hence, since they act the same way on all generators, they are identical. In particular, we have $\Phi_{1}^{-1} \Phi_{2} \Phi_{3}^{-1} = 1$.

The second braid relation $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$ is a little more tricky, and we will need to choose nonzero $\Psi$. To simplify notation, we will suppose $i = 1$. The argument is the same for any other triple of adjacent tines, so this may be assumed without loss of generality. The tines will simply be referred to as $\gamma_1$, $\gamma_2$, and $\gamma_3$ passing through the centers $c_1$, $c_2$, and $c_3$, respectively, and we will use paths $\eta_1$ from $c_1$ to $c_2$ and $\eta_2$ from $c_2$ to $c_3$ completely contained between neighboring tines. As usual, for any tine we use the decomposition

$$\gamma_f = \gamma_f^s \gamma_f^c \gamma_f^t.$$

See Figure 10.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10}
\caption{All of the tines are oriented upwards, and the curves $\eta_1$ and $\eta_2$ are oriented from left to right.}
\end{figure}

Let us consider the action of $\sigma_1 \sigma_2 \sigma_1$. As discussed, the action of $\sigma_1$ is given on the generators $x, y, z,$ and $w$, by adding the corresponding associated words for $\gamma_{1,2}$, which goes along $\gamma_1^s$ through $f_1$, then along $\eta_1$, through $f_2$, and ends with $\gamma_2^t$. Once we have performed this operation, we are now in a position to apply $\sigma_2$, as in Figure 11.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure11}
\caption{We see in this case that the connecting curve goes under the second center $f_2$. By homotoping the curves using Moves I-IV, we see that Move V acts at this stage by the word associated to $\gamma_1^s \gamma_2^c \gamma_3^t$, where the superscript $D$ denotes that the curve goes down, under $f_2$. Finally, after this application of Move V, the picture now looks as in the left diagram of Figure 12 which we homotope to the right diagram. In total, we find that $\tilde{\sigma}_1 \tilde{\sigma}_2 \tilde{\sigma}_1$ acts via $X \mapsto X + W(A) + W(B) + W(C)$.}
\end{figure}
After performing Move V according to $\sigma_1$, we are now in a position to apply Move V along the orange curve, i.e. by $\sigma_2$.

The diagram after an application of $\sigma_i$ followed by an application of $\sigma_{i+1}$. The left and right figures are the same up to a number of applications of Moves I and II. A final application of $\sigma_i$ may now be performed by considering Move V along the orange curve of the right diagram.

where $A$, $B$, and $C$ are the curves in the top row of Figure 13. Similarly, we find that $\tilde{\sigma}_2\tilde{\sigma}_1\tilde{\sigma}_2$ acts via

$$X \mapsto X + W(A') + W(B') + W(C')$$

and similarly on the other generators, where $A'$, $B'$, and $C'$ are on the bottom row of Figure 13. We see that up to homotopy through Moves I-IV:

- $A$ and $C'$ are the same curve, except that $C'$ is pushed to go around $f_3$ to the right, whereas $A$ goes around it to the left
- $B$ and $B'$ are the same curve, except that $B'$ is pushed to go over $f_2$, whereas $B$ goes under it
- $C$ and $A'$ are the same, except that $C$ is pushed to go around $f_1$ to the left, whereas $A'$ goes around it to the right

We described in Proposition 4.9 how pushing a non-degenerate curve through a center changes the associated word by an exact element, with primitive involving the face through which the curve is pushed. One easily sees that

$$(W(A') + W(B') + W(C')) - (W(A) + W(B) + W(C)) = \tilde{\partial}B^+ W(\gamma_1^* \eta_1 \eta_2 \eta_3^t),$$

Figure 11.

Figure 12.
where the composition of paths on the right passes through $f_1$, $f_2$, and $f_3$ at its three junctures. (Notice we have removed the garden from the notation on the right since for all such choices, the differential acts in the same way on the matrix of words, since the words only involve the degree 1 face generators.) In other words, we have

$$\left(\Phi_{\tilde{\sigma}_2\tilde{\sigma}_2\tilde{\sigma}_2} - \Phi_{\tilde{\sigma}_1\tilde{\sigma}_2}\right)(X) = \Delta B^+ W(\gamma_1^s \ast \eta_1 \ast \eta_2 \ast \gamma_3^t).$$

Applying $\left(\Phi_{\tilde{\sigma}_1\tilde{\sigma}_2}\right)^{-1}$, which acts trivially on the right hand side since degree 1 generators are unharmed, yields

$$\Phi_{\tilde{\sigma}_1^{-1}\tilde{\sigma}_2^{-1}\tilde{\sigma}_1^{-1}\tilde{\sigma}_2}\tilde{\sigma}_2}(X) = X + \Delta B^+ W(\gamma_1^s \ast \eta_1 \ast \eta_2 \ast \gamma_3^t).$$

This is homotopic to the identity because it satisfies the hypotheses of Proposition 2.2. Hence, for $\zeta \in K$, the dg-automorphism $\Phi_{\tilde{\sigma}_1}$ is a composition of dg-automorphisms homotopic to the identity, and the result follows. \(\square\)

**Remark 5.6.** From the proof, we see that everywhere we use the action of the free group $F_{g+2}$, we could instead use the action of the quotient by the normal subgroup generated by the commutators $[\sigma_i, \sigma_j]$ for $|i-j| \geq 2$.

5.3. **The full twist.** So far, we have understood the path components $\pi_0(\mathcal{G}(G; \xi))$ of gardens where we have fixed the seed as a $Br_{g+3}$-torsor. Let us now study $\pi_0(\mathcal{G}(G))$. (Again, implicitly, we have fixed an orientation in this discussion.) We have a Serre fibration

$$\pi: \mathcal{G}(G) \to S^*(S^2 \setminus (G \cup W))$$

given by projecting to the seed. Here, $G$ is the union of the vertices and edges of the graph, and $W$ (for web) consists of the threads and centers. By definition, $\pi^{-1}(\xi) = \mathcal{G}(G; \xi)$. On the other hand, we have $S^2 \setminus (G \cup W)$ consists of a union of open triangles, each with one vertex at a center opposite an edge of the triangle which is just an edge of the graph, and two vertices on the vertices of the graph, each opposite an edge lying
along a thread of the web. Since each edge of the graph has a triangle on either side of it, there are $2E = 6g + 6$ such triangles. Let $\text{Tri}(G)$ be the collection of these triangles, just a finite set with $6g + 6$ elements. Let $\nu \in \text{Tri}(G)$ be one such triangle. Then we obtain a sequence

$$\pi_1(S^*\nu; \xi) \rightarrow \pi_0(\mathcal{G}(G; \xi)) \rightarrow \pi_0(\mathcal{G}(G))$$

which is exact at the central term. Notice that $S^*\nu \cong \nu \times S^1 \sim S^1$, so $\pi_1(S^*\nu; \xi) \cong \mathbb{Z}$. Geometrically, this represents the free action given by twisting $\xi$ by a full 360 degrees. This $\mathbb{Z}$-action on $\pi_0(\mathcal{G}(G; \xi))$ corresponds to the full braid twist in $\text{Br}_{g+3}$, which is the generator of the center of $\text{Br}_{g+3}$. We hence find that $\pi_0(\mathcal{G}(G))$ consists of a collection of $6g + 6 \text{Br}_{g+3}/\mathbb{Z}$-torsors, indexed by $\text{Tri}(G)$ based on in which triangle the base point lies. We will study $\text{Tri}(G)$ further in Section 5.4.

Even though the full twist acts non-trivially on $\pi_0(\mathcal{G}(G; \xi))$, it acts trivially on $\pi_0(\mathcal{G})$. Comparing with Theorem 1.6, we must therefore prove that the full twist is homotopic to the identity.

**Lemma 5.7.** Suppose $G$ is a trivalent plane graph with garden $\Gamma \in \pi_0(\mathcal{G}(G; \xi))$. Then any lift $\tilde{\Delta} \in F_{g+2}$ of the full twist $\Delta = (\sigma_{g+2} \cdots \sigma_1)^{g+3} \in \text{Br}_{g+3}$ acts on $(\tilde{\mathcal{B}}^+_G; \partial^+_G, \partial^+_G)$ via a tame dg-automorphism homotopic to the identity.

**Proof.** It suffices to prove the result for one lift, since a composition of dg-automorphisms homotopic to the identity is itself homotopic to the identity, and any two lifts differ by a dg-automorphism homotopic to the identity by Lemma 5.5. We use the lift

$$\tilde{\Delta} = (\tilde{\sigma}_{g+2} \cdots \tilde{\sigma}_1)^{g+3}.$$

Let $\tilde{C} = \tilde{\sigma}_{g+2} \cdots \tilde{\sigma}_1$ be a lift of $C \in \text{Br}_{g+3}$, so $\tilde{\Delta} = \tilde{C}^{g+3}$. Identifying $\text{Br}_{g+3} \cong \pi_1(U\text{Conf}_{g+3}(S^2 \setminus \{s\}))$, we see $C$ acts on the garden as follows. Up to homotopy, there is a unique decomposition $S^2 = \mathbb{D}_+ \cup_{s^1} \mathbb{D}_-$ into two disks with the property that $\mathbb{D}_+$ contains the seed and the centers appear in order according to the boundary orientation of $\mathbb{D}_+$. Then $\tilde{C}$ acts on the tines via a homotopy supported near the gluing of $S^1$, so that the centers are rotated from one to the next. See Figure 14.

Let us consider the action of $\tilde{C}$ on the dg-algebra. Notice that curves $A$ and $B$ in Figure 13 already correspond to the curves $\gamma_{C_1}$ involved in $\tilde{\sigma}_1$ followed by $\tilde{\sigma}_2$ respectively. It is not hard to see how this pattern continues as we apply $\tilde{C}$: $\tilde{\sigma}_k$ corresponds to the curve which goes through $f_1$, under $f_2$ through $f_k$ and then through $f_{k+1}$. Let us denote these curves by $\gamma_{i,k+1}^\Gamma$.

More generally, we may define curves $\gamma_{i,j}^\Gamma$ as the homotopy class of loop based at the base point of $\Gamma$ given by first following a path from the base point to $c_i$ through $\mathbb{D}_+$, then a path from $c_i$ to $c_j$ through $\mathbb{D}_-$, and then a path from $c_j$ back to the base point through $\mathbb{D}_+$. Notice that this description completely determines a unique curve up to homotopy since $\mathbb{D}_+$ and $\mathbb{D}_-$ are contractible. Further, notice that when $i = 1$ and $j = k + 1$, this matches the description above. Finally, up to homotopy, we have simply

$$\gamma_{i,j}^\Gamma \sim (\gamma_i^\Gamma)^{-1} \ast \gamma_j^\Gamma,$$

where $\gamma_k^\Gamma$ is the $k$th tine. The curves $\gamma_{i,j}^\Gamma$ are shown in Figure 15.
Figure 14. The action of the cyclical twist $C$ on the tines. In general, there may be more tines, but we only draw three for convenience. The disk $D_-$ is shaded in grey, and the centers occur in the order from left to right across the top of the disk. The seed is off at infinity. We have drawn the action of $C$ so that it is supported in a neighborhood of the circle separating $D_+$ and $D_-$. 

Figure 15. The curves $\gamma_{i,j}^\Gamma$, where $D_-$ is highlighted in grey. In this case, imagining the centers are labelled in this case from 1 to 5 from left to right, then the curve depicted is either $\gamma_{2,5}^\Gamma$ or $\gamma_{5,2}^\Gamma$, depending upon the orientation of the curve. Here, we have moved the base point in from infinity for a slightly different perspective.

Notice, either by inspection of Figure 14 or by noting that the decomposition $S^2 = D_+ \cup D_-$ is compatible with both $\Gamma$ and $C \cdot \Gamma$, we have 

$$\gamma_{i,j}^{C \cdot \Gamma} = \gamma_{i+1,j+1}^\Gamma,$$

with the convention that the indices are taken modulo $g + 3$. In fact, explicitly on tines, one sees that 

$$\gamma_{i}^{C \cdot \Gamma} = \eta_1^{-1} \ast \gamma_{i+1}^\Gamma.$$
where $\eta_1$ is a loop lying between $\gamma_1^\Gamma$ and $\gamma_2^\Gamma$ (as in Proposition 4.9).

On the other hand, the action of $\tilde{C}$ on the degree 2 generators is just

$$\tilde{C} \cdot X = X + \sum_{k=1}^{g+2} W(\gamma_{1,k+1}^\Gamma).$$

Hence, applying $\tilde{C}$ a total of $g + 3$ times, we find

$$\tilde{C}^{g+3} \cdot X = X + \sum_{j=0}^{g+3} \sum_{k=2}^{g+3} W(\gamma_{1,k}^{C^j \Gamma})$$

$$= \sum_{\begin{array}{c} 1 \leq i,j \leq g+3 \\ i \neq j \end{array}} W(\gamma_{i,j}^\Gamma)$$

$$= \sum_{\begin{array}{c} 1 \leq i,j \leq g+3 \\ i \neq j \end{array}} W((\gamma_i^\Gamma)^{-1}) \cdot W(\gamma_j^\Gamma).$$

But even further, notice that if $i = j$, then $\gamma_{i,i}$ can be homotoped so that it hits $c_f_i$ twice in a row, without intersecting a thread or edge in between. Hence $W(\gamma_{i,i}) = 0$, since no binary sequence can switch from 0 to 1 at both points it intersects $c_f_i$ since it doesn’t have a chance to go from 1 to 0 in between. Hence, we may more simply write

$$\tilde{C}^{g+3} \cdot X = X + \left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right) \cdot \left(\sum_{i=1}^{g+3} W(\gamma_j)\right).$$

By Proposition 2.2, we see that the action of $\tilde{\Delta}$ satisfies the required conditions so long as we can prove that $\left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right) \cdot \left(\sum_{j=1}^{g+3} W(\gamma_j)\right)$ is exact. To this end, let $\overline{\Gamma}$ be the garden obtained from $\Gamma$ by switching the orientation of all the tines simultaneously and negating $\xi$. Then since the differentials of $\Gamma$ and $\overline{\Gamma}$ are the same on faces, and hence on matrices of words,

$$\tilde{\partial}^{G,\overline{\Gamma}}_{G,\overline{\Gamma}} \left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right) = \tilde{\partial}^{G,\overline{\Gamma}}_{G,\overline{\Gamma}} \left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right)$$

$$= \left(\tilde{\partial}^{G,\overline{\Gamma}}_{G,\overline{\Gamma}}\right)^2 X$$

$$= 0.$$

On the other hand, $\tilde{\partial}^{G,\overline{\Gamma}}_{G,\overline{\Gamma}} X = \sum_{j=1}^{g+3} W(\gamma_j)$. Hence, we have

$$\left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right) \cdot \left(\sum_{j=1}^{g+3} W(\gamma_j)\right) = \tilde{\partial}^{G,\overline{\Gamma}}_{G,\overline{\Gamma}} \left[\left(\sum_{i=1}^{g+3} W(\gamma_i^{-1})\right) \cdot X\right]$$

is exact as desired. □
5.4. Invariance under Moves VI and VII. Recall that Moves VI and VII pass a seed through a thread or edge respectively, as in Figure 7. We now construct tame dg-automorphisms which intertwine the respective differentials for the gardens, in two separate lemmas.

Lemma 5.8. Suppose $\Gamma$ and $\Gamma'$ are two gardens which differ by Move VI as in the left side of Figure 7, and suppose $\tau$ is the thread appearing in the diagram. Let $\sigma$ be $+1$ if the thread is oriented upwards and $-1$ if the thread is oriented downwards, and let $\tilde{H}(\tau) = \sigma \cdot H(\tau)$ be the monomial associated to the thread, with an appropriate sign. Then we have a tame dg-automorphism

$$\Phi_{\Gamma'}: (\tilde{B}^+_G, \partial_{G,\Gamma}) \to (\tilde{B}^+_G, \partial_{G,\Gamma'})$$

defined on generators by

$$\Phi_{\Gamma'}(f) = f, \quad \Phi_{\Gamma'}(X) = \begin{pmatrix} 1 & \tilde{H}(\tau) \\ 0 & 1 \end{pmatrix} X \begin{pmatrix} 1 & -\tilde{H}(\tau) \\ 0 & 1 \end{pmatrix}.$$ 

Proof. Suppose $\gamma$ is any curve on $S^2$ from the base point $s$ back to itself with initial and final tangent vectors matching the coorientation of the seed $\xi$, and suppose that the thread passes through $\xi$ according to Move VI. Notice that before the thread passes through, we may write $\gamma = \gamma' \ast \gamma^\tau$, whereas after, we have $\gamma = \gamma' \ast \gamma^\tau$, up to homotopy of endpoints not interacting with the garden $\Gamma$ in the first case and with the garden $\Gamma'$ in the second. In particular, in this decomposition, the binary sequences associated to $\gamma'$ and $\gamma^\tau$ are identified, so we may write $W(\gamma')$ and $W(\gamma^\tau)$ without respect to the garden, even though we must write $W(\Gamma)(\gamma)$ and $W(\Gamma')(\gamma)$ accordingly. The matrix of words for $\gamma^\tau$ is

$$W(\gamma^\tau) = \begin{pmatrix} 1 & \tilde{H}(\tau) \\ 0 & 1 \end{pmatrix}.$$ 

Therefore, we find

$$W(\Gamma)(\gamma) = \begin{pmatrix} 1 & \tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix} W(\gamma'), \quad W(\Gamma')(\gamma) = W(\gamma') \begin{pmatrix} 1 & \tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix}.$$ 

Since $\begin{pmatrix} 1 & \tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix}^{-1} = \begin{pmatrix} 1 & -\tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix}$, we arrive at

$$W(\Gamma)(\gamma) = \begin{pmatrix} 1 & \tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix} W(\Gamma')(\gamma) \begin{pmatrix} 1 & -\tilde{H}(\gamma) \\ 0 & 1 \end{pmatrix}.$$ 

Summing these relations over all tines $\gamma_f$, we find the desired result

$$\tilde{\partial}_{G,\Gamma}^g(X) = \begin{pmatrix} 1 & \tilde{H}(\tau) \\ 0 & 1 \end{pmatrix} \cdot \tilde{\partial}_{G,\Gamma'}^g(X) \cdot \begin{pmatrix} 1 & -\tilde{H}(\tau) \\ 0 & 1 \end{pmatrix} = \tilde{\partial}_{G,\Gamma'}^g \left( \begin{pmatrix} 1 & \tilde{H}(\tau) \\ 0 & 1 \end{pmatrix} \cdot X \cdot \begin{pmatrix} 1 & -\tilde{H}(\tau) \\ 0 & 1 \end{pmatrix} \right).$$
This verifies that $\Phi_{\Gamma'}$ as in the statement in the lemma is a dg-homomorphism. Writing these expressions out in terms of $x$, $y$, $z$, and $w$, we have

\[
\begin{align*}
\Phi(x) &= x - y \cdot \tilde H(\tau) \\
\Phi(y) &= y \\
\Phi(z) &= z + \tilde H(\tau) \cdot y \\
\Phi(w) &= w + \tilde H(\tau) \cdot x - \tilde H(\tau) \cdot y \cdot \tilde H(\tau) - z \cdot \tilde H(\tau)
\end{align*}
\]

from which it follows that the constructed dg-isomorphism is tame, given as a composition of four elementary dg-automorphisms.

Lemma 5.9. Suppose $\Gamma$ and $\Gamma'$ are two gardens which differ by Move VII as in the right side of Figure 7, and suppose $e$ is the edge appearing in the diagram. Let $o$ be the orientation of the edge upwards (regardless of the orientation induced by the garden), and set $\lambda := \lambda_{e,o}$ and $\bar{\lambda} := \lambda_{e,o}$. Then we have a regeneration

$$
\Phi_{\Gamma'} : (\tilde B^+_G, \tilde \partial^+_{G,\Gamma}) \to (\tilde B^+_G, \tilde \partial^+_{G,\Gamma'})
$$

defined on generators by

$$
\begin{align*}
\Phi_{\Gamma'}(f) &= f \\
\Phi_{\Gamma'}(X) &= \begin{pmatrix} 0 & -\lambda^{-1} \\ \lambda & 0 \end{pmatrix} X \begin{pmatrix} 0 & \bar{\lambda}^{-1} \\ -\lambda & 0 \end{pmatrix}
\end{align*}
$$

Proof. The proof is the same as in Lemma 5.8, but where now we use $\gamma^e$ instead of $\gamma^\tau$, with

$$
W(\gamma^e) = \begin{pmatrix} 0 & \pm \lambda^{-1} \\ \mp \lambda & 0 \end{pmatrix},
$$

where the signs depend upon whether the orientation of the edge in the garden points upwards or downwards. Either choice of sign yields the same end result.

Notice that in the proof of Lemmas 5.8 and 5.9, the key point is that the formulas for $X$ actually hold for any non-degenerate path from the seed back to itself. This is useful for the following reason. Suppose that $\Gamma$ is a garden, and suppose that $\Gamma'$ is a resulting garden after Move VI; Move VII is handled similarly. Consider the application of Move V, according to $\sigma_i$, on either $\Gamma$ or $\Gamma'$. Then we have

$$
W(\gamma_{f_i, f_{i+1}}) = \begin{pmatrix} 1 & \tilde H(\tau) \\ 0 & 1 \end{pmatrix} W(\gamma_{f_i, f_{i+1}}^\tau) \begin{pmatrix} 1 & -\tilde H(\tau) \\ 0 & 1 \end{pmatrix}.
$$

It follows, regardless of whether we apply Move V followed by Move VI, or Move VI followed by Move V, the image of the matrix of generators $X$ is given by the left and right hand sides of the following equality:

$$
\begin{pmatrix} 1 & \tilde H(\tau) \\ 0 & 1 \end{pmatrix} X \begin{pmatrix} 1 & -\tilde H(\tau) \\ 0 & 1 \end{pmatrix} + W(\gamma_{f_i, f_{i+1}}) \begin{pmatrix} 1 & \tilde H(\tau) \\ 0 & 1 \end{pmatrix} (X + W(\gamma_{f_i, f_{i+1}}^\tau)) \begin{pmatrix} 1 & -\tilde H(\tau) \\ 0 & 1 \end{pmatrix}.
$$

In other words, the dg-isomorphisms by which Moves V and VI act commute. By the same reasoning, Moves V and VII also commute. Hence, we may essentially study Moves VI and VII independently from Move V, which we already understand quite well, as summarized by Lemma 5.5.
Recall from Section 5.3 that $\pi_0(\mathcal{G}(G))$ is given by a collection of $\text{Br}_{g+3}/\mathbb{Z}$-torsors over the collection $\text{Tri}(G)$ of triangles obtained by cutting $S^2$ along the graph and the web (which we have fixed up to isotopy, since the web is a contractible choice). Moves VI and VII are precisely the moves which allow us to move from one triangle to the next. In fact, suppose that triangles $\nu_1, \nu_2 \in \text{Tri}(G)$ are adjacent to each other, sharing an edge which is either an edge of the graph or a thread. If we have a garden $\Gamma$ with base point in $\nu_1$, then we may homotope all of the tines (via Moves I-IV) so that they all pass through the edge shared between $\nu_1$ and $\nu_2$ before interacting with any other edges, threads, or centers. Then we can push the seed from $\nu_1$ to $\nu_2$ using Move VI or VII accordingly. Since these moves commute with Move V, this yields a bijection between the corresponding $\text{Br}_{g+3}/\mathbb{Z}$-torsors of homotopy classes of gardens. In fact, this bijection is completely canonical, irrespective of how we applied Moves I-IV in order to arrive in a situation in which we could push the seed through an edge or thread via Move VI or VII. It so happens also that the formulas of Lemmas 5.8 and 5.9 only depend upon the orientation through which the seed is pushed. Hence, if $\Gamma_1$ is a homotopy class of garden with base point on $\nu_1$ and $\Gamma_2$ is the corresponding homotopy class of garden with base point on $\nu_2$ given by an application of Move VI or VII, then the corresponding formula for Move VI or VII is a canonical tame dg-automorphism or regeneration from $(\tilde{B}^+, \tilde{\partial}_{G,\Gamma}^B)$ to $(\tilde{B}^+, \tilde{\partial}_{G,\Gamma}^B)$.

In this way, for each triangle $\nu \in \text{Tri}(G)$ and each of its edges (which is either an edge of $G$ or a thread in the web), we may associate a dg-automorphism corresponding to moving the seed through that edge. Furthermore, the triangle comes with a canonical orientation, and hence we can distinguish canonically between the two edges of the triangle which are actually threads. We write $L, R, S$, for left, right, and straight, to denote the corresponding Move VI and VII actions, where the labels $L, R, S$ appear in the order of the natural boundary orientation of the triangle, and where $S$ is placed on the unique edge of the triangle which is an edge of the graph. In this way, we naturally find an $F_3 = \langle L, R, S \rangle$-action on gardens up to homotopy which lift canonically to regenerative tame dg-automorphisms. That is, for each word $\zeta \in F_3$ and $\Gamma \in \pi_0(\mathcal{G}(G))$, we obtain canonical regenerative tame dg-automorphisms

$$\Phi^\zeta_\Gamma: (\tilde{B}^+, \tilde{\partial}_{G,\Gamma}^B) \to (\tilde{B}^+, \tilde{\partial}_{G,\Gamma}^B)$$

which compose in the obvious way

$$\Phi^\zeta_\Gamma = \Phi^\theta_\Gamma \circ \Phi^\zeta_\Gamma.$$

As is suggested in Theorem 1.6, we would like to understand the stabilizer of the action on $F_3$ on gardens. If we push a seed back and forth through the same edge, then we come back to the same garden up to homotopy, i.e. $\Gamma = LR \cdot \Gamma = S^2 \cdot \Gamma = RL \cdot \Gamma$. In fact, this is reflected at the level of dg-automorphisms.

**Lemma 5.10.** We have that $L$ and $R$ act by inverses, and $S$ acts as its own inverse, i.e.

$$1 = \Phi^L_{R,\Gamma} \Phi^R_{\Gamma} = \Phi^S_{S,\Gamma} \Phi^S_{\Gamma} = \Phi^R_{L,\Gamma} \Phi^L_{\Gamma}.$$

**Proof.** This is obvious from Lemmas 5.8 and 5.9 and the fact that we pass the thread or edge back and forth with opposite orientation. \qed
If a thread moves around a vertex of the graph, i.e. via the word \((SL)^3\), then the garden is again preserved up to homotopy, since the seed has just gone around a contractible loop in \(S^2\) around a vertex. This is also reflected at the level of dg-automorphism.

**Lemma 5.11.** We have

$$1 = \Phi^S_{LSLSL \cdot \Gamma} \circ \Phi^L_{LSL \cdot \Gamma} \circ \Phi^S_{LSL \cdot \Gamma} \circ \Phi^L_{LS \cdot \Gamma} \circ \Phi^S_{L \cdot \Gamma} \circ \Phi^L_{\Gamma}.$$ 

**Proof.** Upon applying \((SL)^3\), we traverse three threads and three edges. Let us label them \(\tau_1, e_1, \tau_2, e_2, \tau_3, e_3\) in the order that they appear. Let \(\lambda_k = A_{e_k}\) and \(\lambda_k = B_{e_k}\) with respect to the inward pointing orientation of the edge. Let

$$Z := \begin{pmatrix} 1 & H(\tau_1) \\ 0 & H(\tau_2) \end{pmatrix} \begin{pmatrix} 0 & -\lambda_1^{-1} \\ \lambda_1 & 0 \end{pmatrix} \begin{pmatrix} 1 & H(\tau_2) \\ 0 & H(\tau_3) \end{pmatrix} \begin{pmatrix} 0 & -\lambda_2^{-1} \\ \lambda_2 & 0 \end{pmatrix} \begin{pmatrix} 1 & H(\tau_3) \\ 0 & \lambda_3 \end{pmatrix} \begin{pmatrix} 0 & -\lambda_3^{-1} \\ \lambda_3 & 0 \end{pmatrix}.$$ 

The right hand side of the desired equation preserves the degree 1 generators and acts on the degree 2 generators as

$$X \mapsto ZXZ^{-1}.$$ 

But notice that \(Z = \pm W(\gamma_v)\), where \(\gamma_v\) is the loop going around a vertex once, and \(W(\gamma_v) = I\), since \(\gamma_v\) can be contracted to a point under Move IV. □

Our action of \(F_3 = \langle L, R, S \rangle\) is actually larger than we need, since even on the dg-algebra level, we have \(LR = S^2 = (SL)^3 = 1\). We may therefore instead use the group

\[\mathbb{Z}_2 \ast \mathbb{Z}_3 \cong \langle S, (SL) \mid S^2, (SL)^3 \rangle \cong \langle L, R, S \mid LR, S^2, (SL)^3 \rangle.\]

In other words, we arrive at the following.

**Lemma 5.12.** There is an action of \(F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3)\) on homotopy classes of gardens (with the same orientation). For each homotopy class of garden \(\Gamma\) and element \(\tau \in F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3)\), there exists a simply regenerative tame dg-isomorphism

\[\Phi^\tau_{\Gamma} : (\tilde{\mathcal{B}}^+_G, \tilde{\partial}^+_G, \Gamma) \rightarrow (\tilde{\mathcal{B}}^+_G, \tilde{\partial}^+_G, \tau \cdot \Gamma).\]

These satisfy the composition property

\[\Phi^{\tau \tau'}_{\Gamma} = \Phi^{\tau'}_{\tau \cdot \Gamma} \circ \Phi^\tau_{\Gamma}.\]

**Proof.** We have defined an action of \(\mathbb{Z}_2 \ast \mathbb{Z}_3\) on the dg-algebras which commute with the action of \(F_{g+3}\) via Move V. In other words, we may write

\[\Phi^\tau_{\Gamma} := \Phi^{\tau_1}_{\tau_2, \Gamma} \circ \Phi^{\tau_2}_{\Gamma} = \Phi^{\tau_2}_{\tau_1, \Gamma} \circ \Phi^{\tau_1}_{\Gamma}.\]
where $\tau = (\tau_1, \tau_2) \in F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3)$. The commutativity allows us to group like terms. In other words, if $\tau = (\tau_1, \tau_2)$ and $\tau' = (\tau'_1, \tau'_2)$, then:

$$\Phi_{\tau', \Gamma} \circ \Phi_{\Gamma} = \Phi_{(\tau_1 \tau'_1, \Gamma)} \circ \Phi_{\tau'_2, \Gamma} \circ \Phi_{\tau_2, \Gamma} \circ \Phi_{\Gamma}$$

$$= \Phi_{(\tau_2 \tau'_1, \Gamma)} \circ \Phi_{\tau'_2, \Gamma} \circ \Phi_{\tau_1, \Gamma} \circ \Phi_{\Gamma}$$

$$= \Phi_{\tau_2, \Gamma} \circ \Phi_{\tau'_1 \Gamma} \circ \Phi_{\Gamma}$$

$$= \Phi_{\tau_2, \Gamma} \circ \Phi_{\tau'_1, \Gamma} \circ \Phi_{\Gamma}$$

$$= \Phi_{\tau_2, \Gamma} \circ \Phi_{\tau'_1, \Gamma} \circ \Phi_{\Gamma}$$

$$= \Phi_{\Gamma}$$

$$= \Phi_{\tau'}$$.

One of the items in Theorem 1.6 asks us to prove that the stabilizer at $\Gamma$ of the action of $\mathcal{H}(G)$ on homotopy classes of gardens acts in a manner homotopic to the identity. From our description, we are now at a point where we may understand this stabilizer. We notice that since the orientation of the edges of $G$ is invariant under homotopies, any element of the stabilizer is trivial in the factor $(\mathbb{Z}_2)^E$.

Suppose $\Gamma \in \pi_0(\mathcal{G}(G))$, and let us consider its stabilizer. Suppose that we fix $s \in S^2$. Let $C$ be the union of the centering of a garden, which we continue to assume is fixed. Then there is an injective homomorphism

$$\phi: \pi_1(S^2 \setminus C; s) \to \mathbb{Z}_2 \ast \mathbb{Z}_3$$

as follows. If we choose a representative non-degenerate loop, then we may label it with a word in $F_3 = \langle L, R, S \rangle$ according to how it passes through threads and edges of the graph. Any two non-degenerate representatives of the same element in the fundamental group are equivalent up to the relations $LR = S^2 = (SL)^3 = 1$, as we can form a homotopy which cancels out going back and forth through the same edge or going around a vertex. The image of $\phi$ consists of those elements of $\mathbb{Z}_2 \ast \mathbb{Z}_3$ which preserve gardens with base point in the triangle in $\text{Tri}(G)$ containing $s$.

Notice that $S^2 \setminus C$ is homotopy equivalent to a wedge of $g + 2$ circles. Hence $\pi_1(S^2 \setminus C; s) \cong F_{g+2}$. One could use a canonical set of generators given by the curves $\eta_1, \ldots, \eta_{g+2}$ appearing in the proof of Proposition 1.9 with $\eta_k$ lying between the tines $\gamma_{f_k}$ and $\gamma_{f_{k+1}}$. One could study the action of Moves VI and VII as applied along $\eta_k$, though we take an alternative approach.

Suppose $c_f$ is one of the centers in $C$, and suppose that the corresponding face $f$ has $n_f$ vertices, or equivalently, $c_f$ has $n_f$ triangles with $c_f$ as a vertex. If $\nu \in \text{Tri}(G)$ has $c_f$ as a vertex, and $\Gamma$ is a homotopy class of garden with base point in $\nu$, then $L^{n_f} \cdot \Gamma$ is a garden again with base point in $\nu$, though not the same garden. However, there will be some element $\tau_f \in \text{Br}_{g+3}/\mathbb{Z}$ such that $\tau_f L^{n_f} \cdot \Gamma = \Gamma$. 
In our presentation, however, we are interested in studying a garden $\Gamma$ with base point $s$ which is not necessarily in a triangle with vertex $c_f$. Suppose we choose a path from $s$ to (some fixed point in) $\nu$, where $\nu$ is a triangle with vertex $c_f$. The path corresponds to a word $P_f \in \mathbb{Z}_2 \ast \mathbb{Z}_3$. The loops based at $s$ corresponding to $P_f L^{n_f} P_f^{-1}$ generate $\pi_1(S^2 \setminus C; s)$. (In fact, any collection of all but one of them are a free set of generators.) It follows, therefore, that if $\Gamma$ is a garden with base point $s$, then its stabilizer in $\mathcal{H}(G)$ is

$$\text{Stab}_{\mathcal{H}(G)}(\Gamma) = \langle P_f \tilde{\tau}_f L^{n_f} P_f^{-1} \rangle,$$

the subgroup generated by the collection $\{P_f \tilde{\tau}_f L^{n_f} P_f^{-1}\}$ over all faces $f$ and lifts $\tilde{\tau}_f \in F_{g+2}$ of $\tau_f \in \text{Br}_{g+3}/\mathbb{Z}$. (This is true regardless of the choices of paths $P_f$, precisely because the loops corresponding to $P_f L^{n_f} P_f^{-1}$ generate $\pi_1(S^2 \setminus C; s)$, and any other choice of $P_f$ differs by left multiplication by some element of this group.) Our goal, c.f. Theorem 1.6, is to prove that the various $P_f \tilde{\tau}_f L^{n_f} P_f^{-1}$ act $(\tilde{B}_G^+, \tilde{B}_G^+)$ via dg-automorphisms homotopic to the identity.

**Lemma 5.13.** In the set up just described, the dg-automorphisms $(\tilde{B}_G^+, \tilde{B}_G^+)$ induced by the elements $P_f \tilde{\tau}_f L^{n_f} P_f^{-1}$ are homotopic to the identity.

**Proof.** It suffices to prove that $\tilde{\tau}_f L^{n_f}$ is homotopic to the identity whenever $\Gamma$ has base point in one of the triangles with vertex $c_f$, since conjugation by $P_f$ does not affect this. In fact, for the same reason, by conjugating by a sequence of actions of Move V, we may assume without loss of generality that $\Gamma$ is such that the tine $\gamma_f$ passing through $c_f$ is the right-most tine exiting the seed. In other words, if we enumerate the faces $f_1, \ldots, f_{g+3}$ according to the order of the tines, then $f = f_{g+3}$ is the specific face we are focusing on. We label the centers $c_1, \ldots, c_{g+3}$ and the tines $\gamma_1, \ldots, \gamma_{g+3}$ accordingly. We write $n_{g+3}$ instead of $n_{f_{g+3}}$ and $\tau$ for $\tau_{f_{g+3}}$. Finally, we note that it suffices to prove the result for a single lift $\tilde{\tau}$ of $\tau$, since any two lifts differ by a sequence of full twists, which acts by a dg-automorphism itself homotopic to the identity.

With these assumptions out of the way, we must first understand the element $\tau \in \text{Br}_{g+3}/\mathbb{Z}$. Consider a decomposition of $S^2 = \mathbb{D}_+ \cup S^1 \mathbb{D}_-$ into two disks, similar to in Lemma 5.7, but now where both the base point and $c_{g+3}$ are contained in the interior of $\mathbb{D}_+$, and $c_1$ through $c_{g+2}$ now occur in order around the boundary of $\mathbb{D}_+$, as in See Figure 16. Notice that if we apply $L^{n_f}$ to the garden, it has the effect given by twisting $\mathbb{D}_+$ clockwise by a full twist. Correspondingly, $\tau$ must be a counter-clockwise twist of $\mathbb{D}_+$, since this undoes the clockwise twist of $\mathbb{D}_+$. That is,

$$\tau = (\sigma_{g+1} \cdots \sigma_2 \sigma_1)^{g+2}.$$

We may therefore use the lift

$$\tilde{\tau} := (\tilde{\sigma}_{g+1} \cdots \tilde{\sigma}_2 \tilde{\sigma}_1)^{g+2}.$$

Let $\tilde{D} := \tilde{\sigma}_{g+1} \cdots \tilde{\sigma}_2 \tilde{\sigma}_1$, so that $\tilde{\tau} = \tilde{D}^{g+2}$. Let $D = \pi(\tilde{\tau})$, so that $\tau = D^{g+2}$. Then the action of $\tilde{\tau}$ is given by preserving the degree 1 generators and acting on the degree 2 generators by

$$\tilde{\tau} \cdot X = X + \sum_{j=0}^{g+1} \sum_{k=2}^{g+2} W(\gamma_{1,k}^{D_{j+1}}),$$

where $W(\gamma_{1,k}^{D_{j+1}})$ denotes the weight of $\gamma_{1,k}^{D_{j+1}}$ in $\tilde{B}_G^+$.
Our set-up for Lemma 5.13, where $D$ is shaded in grey, and the center $c_{g+3}$ is now in the interior of $D_+$. For simplicity, we have drawn the situation $g = 1$, so that there are only four tines. The dotted black arrow indicates that $L^{n_{g+3}}$ acts by homotoping the seed around this loop (under the assumption that the base point is located in the face corresponding to $f_{g+3}$), which is realized by a full clockwise rotation of $D_+$.

where we have used the same notation $\gamma^\Gamma_{i,j} \sim (\gamma^\Gamma_i)^{-1} \ast \gamma^\Gamma_j$ as in the proof of Lemma 5.7. However, the sum is less simple here, because $D$ does not simply shift indices by 1. Indeed, by inspection of when we apply the action of $D$, \[
\gamma^D_i \sim \begin{cases} 
(\eta_1)^{-1} \ast \gamma^\Gamma_{i+1,j+1}, & i, j \neq g + 2, g + 3 \\
(\eta_1)^{-1} \ast \gamma^\Gamma_1 \ast \eta_{g+2}, & i = g + 2 \\
\gamma^\Gamma_{g+3}, & i = g + 3
\end{cases}
\]
where $\eta_1$ is the path between $\gamma^\Gamma_1$ and $\gamma^\Gamma_2$ and $\eta_{g+2}$ is the path between $\gamma^\Gamma_{g+2}$ and $\gamma^\Gamma_{g+3}$, as in the proof of Proposition 4.9 (Notice $\eta_{g+2}$ appears in Figure 16 as the dotted black line.) It follows that the action of $\widetilde{\tau}$ on the generators $X$ may be written \[
\widetilde{\tau} \cdot X = X + \sum_{1 \leq i < j \leq g+2; i \neq j} W(\gamma^\Gamma_{i,j}) + \sum_{1 \leq j < i \leq g+2} W(\gamma^\Gamma_{i,j} \ast \eta_{g+2}^{-1}).
\]

On the other hand, the action of $L^{n_{g+3}}$ (as the seed moves counter-clockwise around $c_{g+3}$) is given by \[
L^{n_{g+3}} \cdot X = \begin{pmatrix} 1 & H_1 \\ 0 & 1 \end{pmatrix} \ldots \begin{pmatrix} 1 & H_{n_{g+3}} \\ 0 & 1 \end{pmatrix} X \begin{pmatrix} 1 & -H_{n_{g+3}} \\ 0 & 1 \end{pmatrix} \ldots \begin{pmatrix} 1 & -H_1 \\ 0 & 1 \end{pmatrix}
\]
where $H_k$ are the monomials associated to the threads emanating from $c_{g+3}$ in order. (This formula holds for any $\Gamma$ with base point in a triangle with vertex $c_{g+3}$.) But multiplying all of these out, this is just

$$L^{g+3} \cdot X = \begin{pmatrix} 1 & \tilde{\partial}^B f_{g+3} \\ 0 & 1 \end{pmatrix} X \begin{pmatrix} 1 & -\tilde{\partial}^B f_{g+3} \\ 0 & 1 \end{pmatrix}.$$

For simplicity, let us write

$$W_i := W(\gamma_i) \quad \bar{W}_i := W(\gamma_i^{-1})$$

$$W := \sum_{i=1}^{g+3} W_i \quad \bar{W} := \sum_{i=1}^{g+3} \bar{W}_i$$

We have already seen, in the course of the proof of Lemma 5.7, that

$$\tilde{\partial} \bar{W} = \tilde{\partial}^B W = 0$$

$$X = \tilde{\partial}^B X = W.$$

Notice also that

$$W_{g+3} = \begin{pmatrix} 0 & f_{g+3} \\ 0 & 0 \end{pmatrix} = \bar{W}_{g+3}$$

since they both matrices of words associated to out-and-back paths from the seed to $c_{g+3}$, which lie in the same face. Finally, notice that

$$W(\eta_{g+2}) = \begin{pmatrix} 1 & -\tilde{\partial}^B f_{g+3} \\ 0 & 1 \end{pmatrix} = I - \tilde{\partial}^B W_{g+3}.$$ 

This allows us to notationally simplify both the actions of $\tilde{\tau}$ and $L^{g+3}$. For the action of $\tilde{\tau}$, notice that if we include terms with $i = j$, then those terms are 0. So we have

$$\tilde{\tau} \cdot X = X + \sum_{1 \leq i < j \leq g+2} \bar{W}_i W_j + \sum_{1 \leq j < i \leq g+2} \bar{W}_i W_j (I - \tilde{\partial}^B W_{g+3})$$

$$= X + \left( \sum_{i=1}^{g+2} \bar{W}_i \right) \left( \sum_{j=1}^{g+2} W_j \right) - \sum_{1 \leq j < i \leq g+2} \bar{W}_i W_j (\tilde{\partial}^B W_{g+3})$$

$$= X + (\bar{W} - W_{g+3})(W - W_{g+3}) + W_{g+3} W(\tilde{\partial}^B W_{g+3}) - \sum_{1 \leq j < i \leq g+3} \bar{W}_i W_j (\tilde{\partial}^B W_{g+3})$$

$$= X + \bar{W} W - \bar{W} W_{g+3} - W_{g+3} W + W_{g+3} W(\tilde{\partial}^B W_{g+3}) - \sum_{1 \leq j < i \leq g+3} \bar{W}_i W_j (\tilde{\partial}^B W_{g+3}),$$

where the tricky terms $W_{g+3} W(\tilde{\partial}^B W_{g+3})$ arises because we include in our sum the case $i = g + 3$. The action of $L^{g+3}$ simplifies to

$$L^{g+3} \cdot X = (I + \tilde{\partial}^B W_{g+3}) X (I - \tilde{\partial}^B W_{g+3})$$

$$= X + (\tilde{\partial}^B W_{g+3}) \cdot X - X (\tilde{\partial}^B W_{g+3}) - (\tilde{\partial}^B W_{g+3}) X (\tilde{\partial}^B W_{g+3}).$$
Combining these actions, we have the following, upon reordering terms.

\[
\tilde{\Gamma} L^{n_{g+3}} \cdot X - X = \overline{W} W \\
+ (\tilde{\partial}^{B^+} W_{g+3}) \cdot X - W_{g+3} \cdot W \\
+ W_{g+3} W (\tilde{\partial}^{B^+} W_{g+3}) - (\tilde{\partial}^{B^+} W_{g+3}) X (\tilde{\partial}^{B^+} W_{g+3}) \\
- \left( X + \sum_{1 \leq j < i \leq g+3} \overline{W} W_j \right) (\tilde{\partial}^{B^+} W_{g+3}) - \overline{W} W_{g+3}
\]

The first three lines on the right are exact:

\[
\tilde{\Gamma} L^{n_{g+3}} \cdot X - X = \tilde{\partial}^{B^+} \left( \overline{W} X + W_{g+3} X - W_{g+3} X \tilde{\partial}^{B^+} W_{g+3} \right) \\
- \left( X + \sum_{1 \leq j < i \leq g+3} \overline{W} W_j \right) (\tilde{\partial}^{B^+} W_{g+3}) - \overline{W} W_{g+3}.
\]

By Proposition 2.2 it suffices to prove that the last line is exact. For this, it suffices to prove that

\[
\tilde{\partial}^{B^+} \left( \sum_{1 \leq j < i \leq g+3} \overline{W} W_j \right) = \overline{W} - W,
\]

since then the last line is just

\[
\tilde{\partial}^{B^+} \left[ \left( \sum_{1 \leq j < i \leq g+3} \overline{W} W_j + X \right) W_{g+3} \right].
\]

Let us prove this final claim. Let \(\eta_0\) through \(\eta_{g+3}\) be as in the proof of Proposition 4.9 so that \(\eta_k\) is between the tines \(\gamma_k^\Gamma\) and \(\gamma_{k+1}^\Gamma\). Then, as was proved in that proposition,

\[
\tilde{\partial}^{B^+} W_j = W(\eta_j) - W(\eta_{j-1}),
\]

and similarly we may conclude that

\[
\tilde{\partial}^{B^+} \overline{W}_i = W((\eta_{i-1})^{-1}) - W((\eta_i)^{-1}).
\]

Therefore,

\[
\tilde{\partial}^{B^+} \left( \sum_{1 \leq j < i \leq g+3} \overline{W} W_j \right) = \sum_{1 \leq j < i \leq g+3} \left[ (W((\eta_{i-1})^{-1}) - W((\eta_i)^{-1})) W_j - \overline{W}_i (W(\eta_j) - W(\eta_{j-1})) \right] \\
= \sum_{j=1}^{g+3} (W((\eta_j)^{-1}) - W(\eta_{g+3}^{-1})) W_j - \overline{W}_i (W((\eta_{i-1})^{-1}) - W(\eta_0))
\]

by summing over one index. But \(\eta_0\) and \(\eta_{g+3}\) are contractible via homotopies not interacting with the centering, and so \(W(\eta_0) = W((\eta_{g+3})^{-1}) = I\). We find, therefore,

\[
\tilde{\partial}^{B^+} \left( \sum_{1 \leq j < i \leq g+3} \overline{W} W_j \right) = \overline{W} - W + \sum_{j=1}^{g+3} (W(\eta_j^{-1} \cdot \gamma_j) - W(\gamma_j^{-1} \cdot \eta_{j-1})).
\]

But \(\eta_j^{-1} \cdot \gamma_j \sim \gamma_j^{-1} \cdot \eta_{j-1}\) are both homotopic to the out-and-back paths from the base point to the center \(c_j\), so the last sum cancels, and we have the desired claim. \(\square\)
5.5. **Proof of Theorem 5.1** In order to prove Theorem 5.1, we essentially just need to check that orientation changes commute with Moves V-VII. We include an explicit proof for completeness.

**Proof of Theorem 5.1** Suppose $\zeta = (\iota, \tau) \in (\mathbb{Z}_2)^E \times (F_{g+2} \times (\mathbb{Z}_2 \ast \mathbb{Z}_3))$, and $\Gamma$ is a homotopy class of garden. Then we may take

$$\Phi_\Gamma^\zeta(\tau) : (\widetilde{B}_G^+, \partial_{G,\tau}^+) \to (\widetilde{B}_G^+, \partial_{G,\tau}^+)$$

as the composition

$$\Phi_\Gamma^\zeta(\tau) := \Phi_\iota \circ \Phi_\tau^\Gamma,$$

where $\Phi_\iota$ is as in Lemma 5.2 describing the action of changing orientations, and where $\Phi_\tau^\Gamma$ is as in Lemma 5.12 describing the action of Moves V, VI, and VII together. We now verify the desired properties.

- **Composition Property:** It suffices to check that orientation changes commute with Moves V–VII, in which case we have that

$$\Phi_\Gamma^\zeta(\zeta) = \Phi_\iota \circ \Phi_\tau^\Gamma = \Phi_\tau^\iota \circ \Phi_\iota.$$

Once we establish this claim, the proof of the composition property is now the same as in the proof of Lemma 5.12, where we use the fact that Move V and Moves VI and VII commuted in the same way. We work towards establishing the claim.

First, note that if $\gamma$ is a non-degenerate path, then

$$\Phi_\iota(W_\Gamma(\gamma)) = W_\iota^\Gamma(\gamma).$$

Indeed, we may check this discontinuity by discontinuity for each binary sequence. Equality at centers through which $\gamma$ passes is clear because $\Phi_\iota \left(\begin{array}{cc} 0 & f \\ 0 & 0 \end{array}\right) = \left(\begin{array}{cc} 0 & f \\ 0 & 0 \end{array}\right)$. Similarly, for discontinuities at edges of the graph, since our sign conventions are precisely so that $A_e$ and $B_e$ come with opposite signs, the result is clear. Finally, for discontinuities at threads, we have already discussed the relevant statement in the proof of Lemma 5.2.

With this in mind, it is clear that orientation changes commute with Move V. This is clear on the ring and on the degree 1 generators. On the degree 2 generators, this follows from the formula of Move V in Proposition 5.3 combined with the fact just discussed, which implies

$$\Phi_\iota(W_\Gamma(\gamma_{f,g})) = W_{\iota^\Gamma}(\gamma_{f,g}),$$

where $\gamma_{f,g} = \gamma_{f,g}^\Gamma = \gamma_{f,g}^\iota$ since the curve is independent of the orientations of the edges of the graph.

Move VI, with formula as in Lemma 5.8, is similar, since $\tilde{H}(\tau)$ appearing in the formula transforms in the same way. As for Move VII, the matrix

$$\left(\begin{array}{cc} 0 & -\lambda^{-1} \\ \lambda & 0 \end{array}\right)$$

is completely independent of the orientation of the edge, whereas applying $\Phi_\iota$ either preserves or negates this matrix, depending upon whether the corresponding edge has its orientation reversed. Either way, since we conjugate by this matrix, even if the orientation is reversed, the minus signs cancel,
and we have that changing orientation commutes with Move VII.

- **Orientation changes:** This is just a part of Lemma 5.2.

- **Modifying the garden:** This follows from Lemma 5.12 and Lemma 5.13
  (with the understanding that the stabilizer of $\Gamma$ is generated by the elements occurring in Lemma 5.13 as discussed in Section 5.4).

\[\square\]

### 6. Removing the enlargements

We now wish to prove Theorem 1.6, our starting point being Theorem 5.1 of the last section. We must form the following two operations:

- We must shrink the ring from $\tilde{R}_{nc}^\Gamma = \mathbb{Z}[\Pi]$ to $R_{nc}^\Gamma = \mathbb{Z}[\Pi_T]$, using functoriality properties from $\tilde{B}_G^+$ (with its differentials depending upon a garden) to yield functoriality properties on $B_{G,T}^+$ (with its differentials depending upon a garden as well as the tree $T$).
- In the special case that the garden $\Gamma$ is finite-type (Definition 6.2 below), we must further show that we can destabilize to cancel the generators $f_{\Gamma}$ and $w$.

We spend a subsection on each of these, and a final short subsection to check that we have proved Theorems 1.4 and 1.6.

#### 6.1. Shrinking the ring

The projections $\pi_T: \Pi \to \Pi_T$ from Section 3.2 induce graded algebra morphisms

$$\pi_T: \tilde{B}_G^+ \to B_{G,T}^+$$

simply by reducing all of the coefficients. By Lemma 3.2, the differentials $\tilde{\partial}_{G,\Gamma}^{B^+}$ hence induce differentials $\partial_{G,\Gamma,T}^{B_{G,T}^+}$, and in fact, they may be written as

$$\partial_{G,\Gamma,T}^{B_{G,T}^+} = \pi_T \circ \tilde{\partial}_{G,\Gamma}^{B^+} \circ i_T,$$

where $i_T$ is induced by the inclusion $i_T: \Pi_T \hookrightarrow \Pi$. In other words, we simply apply the differential to an element of $\Pi_T$ as we usually word, but every time we see a generator $\lambda_{e,o}$ for an edge $e$ not in $T$, we set it equal to 1.

Recall that we defined morphisms $\tilde{C}_T'(\gamma): \Pi \to \Pi$ given on generators $\lambda_{e,o}$, which we may think of as a transverse signed path from $c_f^+$ to $c_{\gamma}^-$ in $\Lambda_G$, by

$$(\tilde{C}_T'(\gamma))(\lambda_{e,o}) = \beta_T'(f,\gamma,+) \cdot \lambda_{e,o} \cdot \beta_T'(f,\gamma,-)^{-1}.$$  

In turn, this induces a graded algebra isomorphism

$$\tilde{C}_T'(\gamma): \tilde{B}_G^+ \to \tilde{B}_G^+$$

with the caveat that it does not intertwine the differential $\tilde{\partial}_{G,\Gamma}^{B^+}$. In order to fix this, we may now consider the simple regeneration

$$\tilde{R}_T'(\gamma): \tilde{B}_G^+ \to \tilde{B}_G^+$$
In other words, we simply treat \( f \) as though it were a path from \( c^-_f \) to \( c^+_f \), and similarly, the generators in \( X \) as paths from \( c^+_G \) to \( c^-_G \), depending upon which particular generator we are looking at. (For example, the generator \( w \), corresponding to binary sequences of type \((1,0)\), are thought of as paths from \( c^+_G \) to \( c^-_G \).)

**Proposition 6.1.** For a fixed garden \( \Gamma \), the graded algebra isomorphism

\[
\bar{\Phi}^{T^r}_T(\gamma) := \bar{\mathcal{R}}^{T^r}_T(\gamma) \circ \bar{\mathcal{C}}^{T^r}_T(\gamma) : \bar{B}^+_G \to \bar{B}^+_G
\]

is a dg-automorphism with respect to the differential \( \partial^{G,G}_G \). Furthermore, these satisfy the composition rule

\[
\bar{\Phi}^{T^r}_T(\gamma') \circ \bar{\Phi}^{T^r}_T(\gamma) = \bar{\Phi}^{T^r}_T(\gamma \ast \gamma').
\]

**Proof.** We first check that \( \bar{\Phi}^{T^r}_T(\gamma) \) intertwines the differential by checking this property on generators. For the degree 1 generators \( f \), we have

\[
\left( \partial^{G,G}_G \circ \bar{\Phi}^{T^r}_T(\gamma) \right)(f) = \bar{\Phi}^{T^r}_T \left( \beta^{T^r}_T(f,\gamma,-) \cdot f \cdot \beta^{T^r}_T(f,\gamma,+)^{-1} \right)
\]

\[
= \beta^{T^r}_T(f,\gamma,-) \cdot \sum_{v \in f} H(\tau(f(v))) \cdot \beta^{T^r}_T(f,\gamma,+)^{-1}
\]

whereas

\[
(\bar{\Phi}^{T^r}_T \circ \partial^{G,G}_G)(f) = \bar{\mathcal{C}}^{T^r}_T(\gamma) \left( \sum_{v \in f} H(\tau(f(v))) \right).
\]

If we write out \( H(\tau(f(v))) \) as a (signed) product of three generators in \( W \), we see that

\[
\bar{\mathcal{C}}^{T^r}_T(\gamma)(H(\tau(f(v)))) = \beta^{T^r}_T(f,\gamma,-) \cdot H(\tau(f(v))) \cdot \beta^{T^r}_T(f,\gamma,+)^{-1}
\]

since the internal \( \beta \) terms cancel out.

Similarly, for the degree 2 generators, we have the same principle, but where we notice that our binary sequences are based at curves starting and ending at the seed, located in the face \( f_G \). For example, for the generator \( x \), we have

\[
\partial^{G,G}_G(x) = \sum_f w_{1,0}(\gamma_f^x) \cdot f \cdot w_{1,1}(\gamma_f^x),
\]

and we notice correspondingly that each word comprising \( w_{1,0}(\gamma_f^x) \) corresponds to a geometric element of the group \( \Pi \) which originates with label \(+\) in the face \( f_G \) and similarly \( w_{1,1}(\gamma_f^x) \) terminates with label \(+\) in \( f_G \).
Finally, for the composition property, we may check it on the ring and on the generators. On the ring, we just have $$\tilde{\Phi}_T''(\gamma')(f) = (\tilde{\Phi}_T''(\gamma'))(\beta_T''(f,\gamma,-) \cdot f \cdot \beta_T''(f,\gamma,+))^{-1}$$

$$= \left(\tilde{\Phi}_T''(\gamma')\right)\left(\beta_T''(f,\gamma,-)\right) \cdot \left(\tilde{\Phi}_T''(\gamma')\right)\left(\beta_T''(f,\gamma,+)^{-1}\right)$$

$$= \left(\beta_T''(f,\gamma',-) \cdot \beta_T''(f,\gamma,-) \cdot \beta_T''(f,\gamma',-)^{-1}\right) \cdot \left(\beta_T''(f,\gamma',-\beta_T''(f,\gamma',+)) \cdot \beta_T''(f,\gamma',+)^{-1}\right)$$

$$= \beta_T''(f,\gamma'*\gamma',-) \cdot f \cdot \beta_T''(f,\gamma'*\gamma',+)^{-1}$$

$$= \left(\tilde{\Phi}_T''(\gamma'*\gamma')\right)(f)$$

A similar computation works for the degree 2 generators.

Via Lemma \ref{lem:composition} for fixed garden $\Gamma$, the dg-isomorphisms $\tilde{\Phi}_T''(\gamma)$ induce dg-isomorphisms $\Phi_T''(\gamma): (B^G_{G,T},d^G_{G,T}) \rightarrow (B^G_{G,T'},d^G_{G,T'})$.

The fact that they intertwine the differentials also follows from Lemma \ref{lem:composition} since the morphisms $\Phi_T''(\gamma) \circ d^G_{G,T}$ and $d^G_{G,T'} \circ \Phi_T''(\gamma)$ are induced by the same morphism upstairs given by $\tilde{\Phi}_T''(\gamma) \circ \tilde{\delta}^G = \tilde{\delta}^G \circ \tilde{\Phi}_T''(\gamma)$, and hence are equal.

6.2. Destabilization for finite-type gardens. Recall from Remark \ref{rem:finite-type} that the Casals–Murphy definition of a garden excludes a tine passing through the face at infinity. We use the following slightly different definition.

**Definition 6.2.** A garden $\Gamma$ on a trivalent plane graph $G$ is said to be of **finite-type** if the tine $\gamma_{f_\infty}$ passing through the center of the face at infinity $c_{f_\infty}$ comes either first or last as it exits the seed.

Notice that if a garden is finite type, then the tine $\gamma_{f_\infty}$ may be homotoped so that it is completely contained inside of the face $f_\infty$. After this homotopy, the tine only interacts with the rest of the garden at threads and the center $c_{f_\infty}$. It follows that there is a unique binary sequence in $BS(\gamma_{f_\infty})$, since any binary sequence must go from 0 to 1 as the tine passes through $f_\infty$, and can only go from 0 to 1 as it passes through threads. In other words, for a finite-type garden $\Gamma$, the differential on $\tilde{\delta}^G_{G,T}$ on degree 2 generators is of the form

$$\tilde{\delta}^G_{G,T}X = \begin{pmatrix} 0 & f_T \\ 0 & 0 \end{pmatrix} + \sum_{f \in F_{\text{fin}}} W(\gamma_f) = \begin{pmatrix} 0 & f_{\Gamma} \\ 0 & 0 \end{pmatrix} + \sum_{f \in F_{\text{fin}}} W(\gamma_f^*) \cdot \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} \cdot W(\gamma_f^*).$$

In other words, the differentials of the generators $x$, $y$, and $z$ only see terms corresponding to the tines through the finite faces, whereas the differential of $w$ picks up
for the face at infinity. This already explains algebraically why, when Casals and Murphy defined a garden, they were able to simply not include a tine through the face at infinity – they were only looking at the generators $x$, $y$, and $z$!

Projecting under $\pi_T$, we have that for a finite type garden,

$$
\partial_{G,G,T}^{B^+} X = \begin{pmatrix} 0 & f_T' \\ 0 & 0 \end{pmatrix} + \sum_{f \in F_{\text{fin}}} \pi_T \left( W(\gamma_f^s) \right) \cdot \begin{pmatrix} 0 & f \\ 0 & 0 \end{pmatrix} \cdot \left( W(\gamma_f^T) \right).
$$

Singling out the generator $w$,

$$
\partial_{G,G,T}^{B^+} w = f_T + \sum_{f \in F_{\text{fin}}} \pi_T( w_{0,0}(\gamma_f^s) ) \cdot f \cdot \pi_T( w_{1,1}(\gamma_f^T) )
$$

Consider now the elementary automorphism $\mu_{G,G,T}$ of $B_{G,T}^+$ given by

$$
\mu_{G,G,T}(f_T) = f_T - \sum_{f \in F_{\text{fin}}} \pi_T( w_{0,0}(\gamma_f^s) ) \cdot f \cdot \pi_T( w_{1,1}(\gamma_f^T) )
$$

(and the identity on all other generators), inducing a dg-isomorphism

$$
\mu_{G,G,T} : (B_{G,T}^+, \partial_{G,G,T}^{B^+}) \xrightarrow{\sim} (B_{G,T}^+, (\partial_{G,G,T}^{B^+})')
$$

with induced differential the same on all generators except $w$ and $f_T$, for which

$$
(\partial_{G,G,T}^{B^+})' w = f_T
$$

$$
(\partial_{G,G,T}^{B^+})' f_T = 0
$$

We may therefore destabilize, yielding the desired dg-algebra $(B_{G,T}^+, f_T, \partial_{G,G,T}^{B^+})$. Explicitly, the formula for $\partial_{G,G,T}^{B^+}$ on the generators in $F_{\text{fin}}$ and $x$, $y$, and $z$ is just the same as the formula for $\partial_{G,G,T}^{B^+}$, where we notice that none of these differentials include a term $f_T$ or $w$ by inspection.

6.3. **Proof of Theorems 1.4 and 1.6.** We now have all of the ingredients to prove our desired theorems.

**Proof of Theorem 1.6.** We have constructed the dg-algebras $(B_{G,T}^+, \partial_{G,G,T}^{B^+})$ in Section 6.1. For a fixed garden, we have discussed changing trees in the form of the morphisms $F_T^T(\gamma)$ in Proposition 6.1 and its induced morphisms $F_T^T(\gamma)$ downstairs. On the other hand, by Lemma 3.2, the morphisms $F_T^T(\zeta)$ constructed in Section 5.1 via the actions of Moves V–VII, where $\Gamma' = \zeta \cdot \Gamma$, descend from $\bar{B}_G^+$ under $\pi_T$, i.e. we obtain

$$
\Phi_{T,T}(\zeta) : (B_{G,T}^+, \partial_{G,G,T}^{B^+}) \to (B_{G,T}^+, \partial_{G,G,T}^{B^+})
$$

arising as the unique graded algebra morphism fitting into the diagram

$$
\begin{array}{ccc}
\bar{B}_G^+ & \xrightarrow{\Phi_T^T(\zeta)} & \bar{B}_G^+ \\
\pi_T \downarrow & & \pi_T \\
B_{G,T}^+ & \xrightarrow{\Phi_{T,T}(\zeta)} & B_{G,T}^+
\end{array}
$$
By Lemma \[3.2\] the fact that it intertwines the differentials follows from the same property upstairs. We may therefore define
\[
\Phi_{\Gamma,T}^{\nu,T'}(\zeta,\gamma) := \Phi_{T}^{T'}(\gamma) \circ \Phi_{\Gamma,T}^{\nu,T}(\zeta).
\]
We now check the desired properties.

• **Composition property:** Just like in the proof of Theorem \[5.1\] it suffices to check that the two factors \(\Phi_{\Gamma,T}^{\nu,T'}(\zeta)\) and \(\Phi_{T}^{T'}(\gamma)\) commute with each other, in the sense that
\[
\Phi_{T}^{T'}(\gamma) \circ \Phi_{\Gamma,T}^{\nu,T}(\zeta) = \Phi_{\Gamma,T}^{\nu,T'}(\zeta) \circ \Phi_{T}^{T'}(\gamma),
\]
since if this is satisfied, then the composition property of Theorem \[5.1\] and the composition property of Proposition \[6.1\] yield the desired result. It suffices to check this composition property upstairs, i.e. that
\[
\tilde{\Phi}_{T}^{T'}(\gamma) \circ \Phi_{\Gamma}^{\nu}(\zeta) = \Phi_{\Gamma}^{\nu}(\zeta) \circ \tilde{\Phi}_{T}^{T'}(\gamma).
\]
Because \(\Phi_{\Gamma}^{\nu}(\zeta)\) is itself constructed as a composition of orientation changes and Moves \(V\)–\(VII\), it suffices to check this commutativity for each of these types of moves, each of which is easy to check. For example, if \(\zeta\) acts via an application of Move \(V\), then since it preserves all degree 1 generators, it suffices to check commutativity on the degree 2 generators. That is, if the application of Move \(V\) is with respect to the faces \(f\) and \(g\), we have, for example
\[
(\Phi_{T}^{T'}(\gamma) \circ \Phi_{\Gamma}^{\nu}(\zeta))(x) = \tilde{\Phi}_{T}^{T'}(\gamma)(x + w_{1,1}(\gamma_{f,g}))
\]
\[
= (\tilde{\Phi}_{T}^{T'}(\gamma))(x) + (\tilde{\Phi}_{T}^{T'}(\gamma))w_{1,1}(\gamma_{f,g})
\]
\[
= \beta_{T}^{T'}(f_{\Gamma},\gamma,+) \cdot x \cdot \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1}
\]
\[
+ \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1} \cdot w_{1,1}(\gamma_{f,g}) \cdot \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1}
\]
\[
= \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1} \cdot (x + w_{1,1}(\gamma_{f,g})) \cdot \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1}
\]
\[
= \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1} \cdot (\Phi_{\Gamma}^{\nu}(\zeta))(x) \cdot \beta_{T}^{T'}(f_{\Gamma},\gamma,+)^{-1}
\]
\[
= (\Phi_{\Gamma}^{\nu}(\zeta)) \circ \tilde{\Phi}_{T}^{T'}(\gamma)(x).
\]
The other generators \(y, z, w\) are analogous, and we leave Moves VI and VII for the reader.

• **Orientation changes:** This descends from the same property in Theorem \[5.1\] under Lemma \[3.2\].

• **Fixing the trees and capping paths; modifying the garden:** This also descends from the enlarged property.

• **Fixing the garden; modifying the trees and capping paths:** This follows from Proposition \[6.1\].

• **Finite-type gardens:** We have defined the differential on \(\partial_{G,\Gamma,T}^{B}\) precisely in this way in Section \[6.2\].
Proof of Theorem 1.4. We have already found the desired differentials yielding the dg-algebras \((B_{G,f,r}, T, \partial_{G,f,r}^{T})\). That these partially abelianize to the Casals–Murphy dg-algebras is clear by comparing our construction with their construction.

Suppose \(\Gamma\) and \(\Gamma'\) are two finite-type gardens and \(T, T' \subset G\) are two trees spanning all but one vertex. For any homotopy class of path \(\gamma\) from \(*_T\) to \(*_{T'}\) and element \(\zeta \in H(G)\) such that \(\zeta \cdot \Gamma = \Gamma'\), we then have a quasi-isomorphism induced under destabilization as in Lemma 3.2 as in the following diagram:

\[
\begin{array}{c}
(B_{G,f,r}, T, \partial_{G,f,r}^{T}) \xrightarrow{\text{destab}} (B_{G,T}, (\partial_{G,T}^{r})') \\
\downarrow \mu_{G,T}' \downarrow \\
(B_{G,T}, (\partial_{G,T}^{r})) \xrightarrow{\Phi_{G,T}'(\gamma)} (B_{G,T'}, (\partial_{G,T'}^{r}')) \\
\downarrow \mu_{G,T'} \downarrow \\
(B_{G,T'}, (\partial_{G,T'}^{r'})) \xrightarrow{\text{destab}} (B_{G,T'}, (\partial_{G,T'}^{r'}))' \\
\end{array}
\]

This is clearly a dg-isomorphism, since its inverse is constructed in the same way but swapping \((\Gamma, T)\) with \((\Gamma', T')\) and using \(\gamma^{-1}\) in place of \(\gamma\).

\[\square\]

7. Representations and rank \(r\) face colorings

The goal of this section is to prove Theorem 1.12.

7.1. Representations-to-colors for the enlarged dg-algebra. As with functoriality between the various dg-algebras \((B_{G,f,T}^{r}, \partial_{G,f,T}^{r})\), when studying representations, it is convenient to begin with \((B_{G,T}^{r}, \partial_{G,T}^{r})\), and to therefore verify a version of Theorem 1.12 but with respect to the dg-isomorphism \(\Phi_{G,T}'(\zeta)\) appearing in Theorem 5.1. Let us therefore begin with a study of \(\text{Rep}_{r}(B_{G,T}^{r}, \partial_{G,T}^{r}; \mathbb{F})\), and see how we can extract from it a rank \(r\) face coloring.

For degree reasons, a representation \(\epsilon \in \text{Rep}_{r}(B_{G,T}^{r}, \partial_{G,T}^{r}; \mathbb{F})\) kills all of the generators in nonzero degree, and hence, we may identify \(\epsilon\) with a representation of \(\Pi\), which we think of as a ring homomorphism

\[\epsilon_{\Pi} : \mathbb{Z}[\Pi] \rightarrow \text{Mat}_{r \times r}(\mathbb{F})\]

That \(\epsilon\) is a representation of the dg-algebra is just the requirement that

\[\epsilon_{\Pi}(\partial_{G,T}^{r} f) = 0\]
for all $f \in F$. Writing this out, we are simply looking at representations of $\Pi$ with the property that

$$\sum_{v \in f} \epsilon_{\Pi}(H_f(v)) = 0.$$ 

Recall that associated to any path $\gamma$ on the sphere $S^2$, non-degenerate with respect to the graph $G$ and its web, there is an associated word $W(\gamma) \in \text{Mat}_{2 \times 2}(\mathbb{Z}[\Pi] * \mathbb{Z}(F))$. If the path $\gamma$ furthermore is disjoint from the faces, then all of the faces disappear from the expression, and $W(\gamma) \in \text{Mat}_{2 \times 2}(\mathbb{Z}[\Pi])$, in which case $W(\gamma)$ is a composition of matrices either of one of the following two forms:

$$\begin{pmatrix} 1 & H \\ 0 & 1 \end{pmatrix} \pm \begin{pmatrix} 0 & \lambda \\ -\lambda^{-1} & 0 \end{pmatrix}$$

Here, $H$ is a monomial in $\Pi$, with sign $\pm 1$, and $\lambda$ and $\lambda^{-1}$ are just an elements of $\Pi$. Hence, under $\epsilon_{\Pi}$, the matrices

$$\epsilon_{\Pi} \begin{pmatrix} 1 & H \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} I & \epsilon_{\Pi}(H) \\ 0 & I \end{pmatrix}$$

$$\epsilon_{\Pi} \begin{pmatrix} 0 & \lambda \\ -\lambda^{-1} & 0 \end{pmatrix} = \begin{pmatrix} 0 & \epsilon_{\Pi}(\lambda) \\ -\epsilon_{\Pi}(\lambda)^{-1} & 0 \end{pmatrix}$$

are both invertible matrices, i.e. they live in $\text{GL}_{2r}(\mathbb{F})$.

Suppose $\gamma$ is a small loop around $c_f$. Then

$$W(\gamma) = \begin{pmatrix} 1 & \tilde{\partial}_{G,\Gamma}^f \\ 0 & 1 \end{pmatrix}.$$ 

The condition that $\epsilon$ is a representation implies that $\epsilon_{\Pi}(W(\gamma)) = I_{2r} \in \text{GL}_{2r}(\mathbb{F})$. Hence, even though $W(\gamma)$ is invariant only up to homotopies (with fixed endpoints) not passing through the centering, the matrix $\epsilon_{\Pi}(W(\gamma))$ is now independent under all homotopies (with fixed endpoints). Since our paths lie on $S^2$, any two paths with the same endpoints are homotopic, so the corresponding element $\epsilon_{\Pi}(W(\gamma)) \in \text{GL}_{2r}(\mathbb{F})$ only depends upon the endpoints of $\gamma$. Furthermore, two points in the same triangle $\text{Tri}(G)$ are essentially indistinguishable. We therefore obtain, for any two triangles $\nu_1, \nu_2 \in \text{Tri}(G)$, an element

$$M^\epsilon(\nu_1, \nu_2) \in \text{GL}_{2r}(\mathbb{F}).$$

These satisfy the following properties:

- For all $\nu_1, \nu_2, \nu_3 \in \text{Tri}(G)$, we have
  $$M^\epsilon(\nu_1, \nu_2) \cdot M^\epsilon(\nu_2, \nu_3) = M^\epsilon(\nu_1, \nu_3).$$

- For all $\nu \in \text{Tri}(G)$, we have $M^\epsilon(\nu, \nu) = I_{2r}.$

Recall now that as part of the data of a garden $\Gamma$, we have a base point, which lives in one of the triangles $\nu_\Gamma \in \text{Tri}(G)$. Hence, for each $\nu \in \text{Tri}(G)$, we may define

$$M^\epsilon_{\Gamma}(\nu) := M^\epsilon(\nu_\Gamma, \nu) \in \text{GL}_{2r}(\mathbb{F}).$$
Consider the $2r \times r$ matrix \( \begin{pmatrix} I \\ 0 \end{pmatrix} \). The product $M^{e, \Gamma}(\nu) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix}$ is the $2r \times r$ matrix consisting of the first $r$ columns of $M^{e, \Gamma}(\nu)$. Suppose that $\nu_1$ and $\nu_2$ are two triangles sharing an edge along a thread of the graph. Then we have that for some $H \in \GL_r(\F)$,

$$
M^{e, \Gamma}(\nu_2) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot M^e(\nu_1, \nu_2) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} H \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix}.
$$

Therefore, for each $f \in F$, we obtain a canonical $2r \times r$ matrix $M^{e, \Gamma}(f)$ given as

$$M^{e, \Gamma}(f) := M^{e, \Gamma}(\nu) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix}$$

for any triangle $\nu \in \Tri(G)$ contained in $f$. In fact, this matrix is of rank $r$, on account of the fact that the columns of $M^{e, \Gamma}(\nu)$ are linearly independent, a fortiori the first $r$ columns are linearly independent. Taking the span of the columns of $M^{e, \Gamma}(f)$ yields an element $\chi^{e, \Gamma}(f) \in \Gr(r, 2r; \F)$.

Similarly, suppose that $\nu_1, \nu_2 \in \Tri(G)$ are two triangles sharing an edge which is also an edge of the graph. Let us write $f_1, f_2 \in F$ for the two faces containing $\nu_1$ and $\nu_2$ respectively. Then we have that there are some $\Lambda, \Lambda' \in \GL_r(\F)$ such that

$$
M^{e, \Gamma}(f_2) = M^{e, \Gamma}(\nu_2) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot M^e(\nu_1, \nu_2) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot \begin{pmatrix} 0 \\ \Lambda \end{pmatrix} \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} = M^{e, \Gamma}(\nu_1) \cdot \begin{pmatrix} 0 \\ \Lambda \end{pmatrix} \cdot \Lambda
$$

Notice that $M^{e, \Gamma}(\nu_1) \cdot \begin{pmatrix} 0 \\ I \end{pmatrix}$ consists of the last $r$ column vectors of $M^{e, \Gamma}(\nu_1)$, which are linearly independent with span transverse to the span of the first $r$ columns, i.e. $\chi^{e, \Gamma}(f_1)$. Multiplying by $\Lambda$ on the right does not change the span. Therefore, we see that $\chi^{e, \Gamma}(f_1)$ and $\chi^{e, \Gamma}(f_2)$ are transverse.

Let us be explicit about what our construction has given. In the first step of the construction, we had a morphism

$$M^\Gamma : \Rep_r((\tilde{B}_G^+, \partial_{G, \Gamma}^\pm ; \F)) \to (\GL_{2r}(\F))^\Tri(G).$$
To each element of $GL_{2r}(\mathbb{F})$, we then multiply on the right by $\begin{pmatrix} I \\ 0 \end{pmatrix}$ to obtain, for each $\nu \in \text{Tri}(G)$, an element of $\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F})$, by which we mean a $2r \times r$ matrices of rank $r$, yielding the composition
\[
\text{Rep}_r(\overline{E}^+_G, \overline{G}^+_G; \mathbb{F}) \xrightarrow{M^F} (GL_{2r}(\mathbb{F}))^{\text{Tri}(G)} \xrightarrow{\cdot \left( \begin{array}{c} I \\ 0 \end{array} \right)} (\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}))^{\text{Tri}(G)}.
\]

The image of this composition has the property that it lands inside of $(\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}))^F \subset (\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}))^{\text{Tri}(G)}$, those elements for which all triangles in the same face have the same matrix. Taking the span of the column vectors yields a map
\[
\text{span}: \text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}) \to \text{Gr}(r, 2r; \mathbb{F}),
\]
which we may now apply to each face to yield a morphism
\[
\text{Span}: (\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}))^F \to (\text{Gr}(r, 2r; \mathbb{F}))^F.
\]

If we trace this through, starting at a representation, we end up with an element of $\text{Col}_r(G; \mathbb{F})$.

Summarizing, we have therefore constructed a map
\[
\overline{\Psi}_{G,\Gamma}: \text{Rep}_r(\overline{E}^+_G, \overline{G}^+_G) \to \text{Col}_r(G; \mathbb{F})
\]
given by
\[
\overline{\Psi}_{G,\Gamma}(\epsilon) := (\chi^{e,\Gamma}(f))_{f \in F}.
\]
which fits into the following diagram, where the dashed arrows indicate that these exist (and are obviously uniquely determined):
\[
\begin{array}{ccc}
\text{Rep}_r(\overline{E}^+_G, \overline{G}^+_G; \mathbb{F}) & \xrightarrow{M^F} & (GL_{2r}(\mathbb{F}))^{\text{Tri}(G)} \\
& & \downarrow \\
(\text{Mat}^{rk=r}_{2r \times r}(\mathbb{F}))^{\text{Tri}(G)} & \xrightarrow{\text{Span}} & (\text{Gr}(r, 2r; \mathbb{F}))^F \\
& \xrightarrow{\Psi_{G,\Gamma}} & \text{Col}_r(G; \mathbb{F})
\end{array}
\]

Let us trace the conjugation action of $GL_r(\mathbb{F})$ on $\text{Rep}_r(\overline{E}^+_G, \overline{G}^+_G; \mathbb{F})$ through this diagram. Suppose $g \in GL_r(\mathbb{F})$. Then by a simple computation,
\[
(g \cdot \epsilon)_\Pi \begin{pmatrix} 1 & H \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} \begin{pmatrix} 1 & \epsilon_\Pi(H) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} g^{-1} & 0 \\ 0 & g^{-1} \end{pmatrix}
\]
and
\[
(g \cdot \epsilon)_\Pi \begin{pmatrix} 0 & \lambda \\ -\overline{\lambda}^{-1} & 0 \end{pmatrix} = \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} \begin{pmatrix} 0 & \epsilon_\Pi(\lambda) \\ -\epsilon_\Pi(\overline{\lambda})^{-1} & 0 \end{pmatrix} \begin{pmatrix} g^{-1} & 0 \\ 0 & g^{-1} \end{pmatrix}.
\]
We find, therefore, that since our map $M^F$ was given as a composition of these matrices, that,

$$M^{g \cdot \Gamma} = \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} M^{g^{-1} \cdot \Gamma} \begin{pmatrix} g^{-1} & 0 \\ 0 & g^{-1} \end{pmatrix}.$$  

In other words $M^\Gamma$ intertwines the GL$_r(F)$ action on representations with simultaneous conjugation by the matrix $\begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix}$. Multiplying by the matrix $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$ on the right, we see that the unlabelled dotted map in the previous diagram intertwines the GL$_r$-conjugation on representations with the action of GL$_r(F)$ on $(\text{Mat}_{2r \times r}(F))^F$ given by simultaneous action on each component by

$$g \cdot M = \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} \cdot M \cdot g^{-1}$$

for $M \in \text{Mat}_{2r \times r}(F)$. Finally, applying Span, we find that the multiplication by $g^{-1}$ on the right in the above expression does not change the span, and we are hence left with the fact that $\widetilde{\Psi}_{G,\Gamma}$ intertwines the conjugation action of GL$_r(F)$ with the action of PGL$_{2r}(F)$ on Col$_r(G;F)$ via the map from GL$_r(F)$ to PGL$_{2r}(F)$ given by

$$g \mapsto \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix}.$$

In conclusion, because $\widetilde{\Psi}_{G,\Gamma}$ has this compatibility between the conjugation action on representations by elements of GL$_r(F)$ and the action on colorings by elements of PGL$_{2r}(F)$, it descends to the corresponding moduli spaces as

$$\Psi_{G,\Gamma} : \mathcal{M}^\mathit{Rep}_r(\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma}^{G^+};F) \rightarrow \mathcal{M}^\mathit{Col}_r(G;F).$$

7.2. Functoriality for the representations-to-colors map. Notice that the maps

- $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and Span both intertwine a natural simultaneous left action of GL$_{2r}(F)$ which reduces to the desired PGL$_{2r}(F)$-action on Color$_r(G;F)$. We wish to intertwine the functoriality properties for the dg-algebra $(\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma}^{G^+})$ appearing in Theorem 5.1 with the PGL$_{2r}(F)$-action on Color$_r(G;F)$.

Suppose $\zeta \in \mathcal{H}(G) = (\mathbb{Z}_2)^F \times F_{g+2} \times (\mathbb{Z}_2 * \mathbb{Z}_3)$ and let $\Gamma$ and $\Gamma'$ be two gardens with $\Gamma' = \zeta \cdot \Gamma$. Then we have maps

$$\Phi^{\Gamma'}_{\Gamma}(\zeta) : (\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma}^{G^+}) \rightarrow (\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma'}^{G^+}),$$

inducing pullbacks

$$(\Phi^{\Gamma'}_{\Gamma}(\zeta))^* : \text{Rep}_r(\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma'}^{G^+};F) \rightarrow \text{Rep}_r(\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma}^{G^+};F).$$

The following proposition yields the desired functoriality for the maps $\Psi_{G,\Gamma}$.

**Proposition 7.1.** For each $\Gamma, \Gamma', \zeta$ as above, we have

$$\Psi_{G,\Gamma'} = \Psi_{G,\Gamma} \circ (\Phi^{\Gamma'}_{\Gamma}(\zeta))^*.$$  

**Proof.** Let us be more explicit about what we wish to prove. Suppose we are given

$$\epsilon \in \text{Rep}_r(\overline{\mathcal{B}}^+_G, \partial_{G,\Gamma'}^{G^+};F).$$
Then we have

\[
M^{\nu'}(\epsilon) \in (GL_{2r}(\mathbb{F}))^{\text{Tri}(G)}
\]

\[
M^{\nu}((\Phi_{\Gamma}^{\nu'}(\zeta))^*\epsilon) \in (GL_{2r}(\mathbb{F}))^{\text{Tri}(G)}.
\]

It suffices to find an element \(Z^{\nu'}_{\Gamma}(\zeta, \epsilon) \in GL_{2r}(\mathbb{F})\) such that

\[
Z^{\nu'}_{\Gamma}(\zeta, \epsilon) \cdot M^{\nu}((\Phi_{\Gamma}^{\nu'}(\zeta))^*\epsilon) = M^{\nu'}(\epsilon),
\]

since then we see that

\[
\widetilde{\Psi}_{G,\Gamma}(\epsilon) = [Z^{\nu'}_{\Gamma}(\zeta, \epsilon)] \cdot \widetilde{\Psi}_{G,\Gamma}'((\Phi_{\Gamma}^{\nu'}(\zeta))^*\epsilon),
\]

where \([Z^{\nu'}_{\Gamma}(\zeta, \epsilon)]\) is the image of \(Z^{\nu'}_{\Gamma}(\zeta, \epsilon)\) under the projection \(GL_{2r}(\mathbb{F}) \to PGL_{2r}(\mathbb{F})\).

Recall that \(\Phi_{\Gamma}^{\nu'}(\gamma)\) arises via a composition of three types of behavior: orientation changes, changing the tines (Move V), and moving the base-point (Moves VI-VII). It suffices, therefore, to study each type of behavior, since we may simply compose the various \(Z^{\nu'}_{\Gamma}(\zeta, \epsilon)\) under compositions. Let us check each of these individually.

- **Orientation changes**: We have already seen how orientation changes affect the elements \(H(\tau)\) (the proof of Lemma 5.2) and \(\lambda_{e,\theta}\) (by definition); it follows that we may take each \(Z^{\nu'}_{\Gamma}(\zeta, \epsilon) = I\) for any \(\epsilon\) when \(\zeta \in (\mathbb{Z}_2)^E\).

- **Tine changes (Move V)**: Tine changes only affect the differentials of the generators of degree 2, and hence do not affect the representations at all. Again, we may take \(Z^{\nu'}_{\Gamma}(\zeta, \epsilon) = I\) in this setting as well.

- **Moving the base-point (Moves VI-VII)**: Move VI or VII simply moves the base-point through a tine or thread. In particular, it follows that we may take

\[
Z^{\nu'}_{\Gamma}(\zeta, \epsilon) := M'(\nu_{\nu'}, \nu_{\nu'}) = M^{\Phi^*\epsilon}(\nu_{\nu'}, \nu_{\nu'}),
\]

where the two matrices on the right are the same because the representations \(\epsilon\) and \(\Phi^*\epsilon\) take the same values on elements of the coefficient ring because \(\Phi\) preserves the degree 1 generators (i.e. the maps \(\epsilon_\Pi\) and \((\Phi^*\epsilon)_\Pi\) are the same, as ring homomorphisms from \(\mathbb{Z}[\Pi]\) to Mat_{r \times r}(\mathbb{F})\)).

\[
\square
\]

Given a tree \(T\), we have a projection \(\pi_T: (\overline{B}_G, \overline{\partial}_{G,\Gamma}) \to (\overline{B}^+_G, \overline{\partial}^+_{G,\Gamma,T})\) inducing pullbacks

\[
(\pi_T)^*: \text{Rep}_r(B^+_G, \partial^+_{G,\Gamma,T; \mathbb{F}}) \to \text{Rep}_r(\overline{B}^+_G, \overline{\partial}^+_{G,\Gamma,T; \mathbb{F}}).
\]

and

\[
(\pi_T)^*: \mathcal{M}_r^{\text{Rep}}(B^+_G, \partial^+_{G,\Gamma,T; \mathbb{F}}) \to \mathcal{M}_r^{\text{Rep}}(\overline{B}^+_G, \overline{\partial}^+_{G,\Gamma,T; \mathbb{F}}).
\]

In particular, we obtain the maps

\[
\widetilde{\Psi}_{G,\Gamma,T} := \widetilde{\Psi}_{G,\Gamma} \circ (\pi_T)^*.
\]
and
\[ \Psi_{G,\Gamma,T} := \Psi_{G,\Gamma} \circ (\pi_T)^*, \]
the latter of which is the one occurring in Theorem 1.12.

Recall that if we wish to change the tree, then we have dg-isomorphisms
\[ \tilde{\Phi}_{T'}^T(\gamma) : (\tilde{\mathcal{B}}^+_G, \tilde{\partial}^{G+}_{G,\Gamma,T}) \to (\tilde{\mathcal{B}}^+_{G,T'}, \tilde{\partial}^{G+}_{G,\Gamma,T'}). \]
We will prove functoriality with respect to these transformations, which will easily allow us to project to the version in which we have included the tree.

**Lemma 7.2.** For any fixed garden \( \Gamma \) on \( G \) and any homotopy class of path \( \gamma \) from \( *_T \) to \( *_{T'} \) in \( \Lambda_G \), we have
\[ (\tilde{\Phi}_{T'}^T(\gamma))^* : \text{Rep}_r(\tilde{\mathcal{B}}^+_G, \tilde{\partial}^{G+}_{G,\Gamma; F}) \to \text{Rep}_r(\tilde{\mathcal{B}}^+_G, \tilde{\partial}^{G+}_{G,\Gamma; F}) \]
is just the identity.

**Proof.** Recall that \( \tilde{\Phi}_{T'}^T(\gamma) \) acts on degree 0 generators as \( \tilde{C}_{T'}^T(\gamma) \), given by
\[ (\tilde{C}_{T'}^T(\gamma))(\lambda_{e,o}) = \beta_{T'}^T(f, \gamma, +) \cdot \lambda_{e,o} \cdot \beta_{T'}^T(f, \gamma, -)^{-1}. \]
Recall further that the words \( \beta \) were associated to certain loops of paths on \( \Lambda_G \). In particular, the terms \( \beta \) appear as the diagonal terms in the matrix of words for these loops. Upon applying any representation \( \epsilon \), we find that \( \epsilon(\beta) = I \). It follows now that if \( \epsilon \in \text{Rep}_r(\tilde{\mathcal{B}}^+_G, \tilde{\partial}^{G+}_{G,\Gamma; F}) \) and \( \lambda_{e,o} \in \Pi \), then
\[ \epsilon(\lambda_{e,o}) = \epsilon((\tilde{C}_{T'}^T(\gamma))(\lambda_{e,o})). \]
Hence, \( \epsilon = (\tilde{\Phi}_{T'}^T(\gamma))^*\epsilon \). \( \square \)

**Corollary 7.3.** For any of the dg-isomorphisms \( \Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma) \), we have
\[ \Psi_{G,\Gamma,T} \circ (\Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma))^* = \Psi_{G,\Gamma',T'}. \]

**Proof.** We have proved that \( \Psi_{G,\Gamma} \) commutes with orientation changes and Moves V-VII, as well as the morphisms \( \tilde{\Phi}_{T'}^T(\gamma) \). Every \( \Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma) \) descends from a composition of these simple changes, i.e. \( \Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma) \) fits into a diagram of the form
\[
\begin{array}{ccc}
(\tilde{\mathcal{B}}^+_G, \tilde{\partial}^{G+}_{G,\Gamma,T}) & \xrightarrow{\Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma)} & (\tilde{\mathcal{B}}^+_{G,T'}, \tilde{\partial}^{G+}_{G,\Gamma,T'}) \\
\pi_T & & \pi_{T'} \\
(\mathcal{B}^+_{G,T}, \partial^{B+}_{G,\Gamma,T}) & \xrightarrow{\Phi_{\Gamma,T'}^{\Gamma',T'}(\zeta, \gamma)} & (\mathcal{B}^+_{G,T'}, \partial^{B+}_{G,\Gamma,T'})
\end{array}
\]
with the property that \( \Psi_{G,\Gamma} \circ (\tilde{\Phi}_{T'}^T(\gamma))^* = \Psi_{G,\Gamma'} \). In a similar manner as in the composition property of Lemma 3.2, the desired equation is induced from this one. \( \square \)
7.3. The colors-to-representations map. In this final subsection, we prove the following proposition, which is enough to prove our desired theorem.

**Proposition 7.4.** The maps

\[ \Psi_{G,\Gamma,T} : \mathcal{M}_r^{\text{Rep}}(\mathcal{B}_{G,T}^+, \partial G_{G,T}^+; \mathbb{F}) \to \mathcal{M}_r^{\text{Col}}(G; \mathbb{F}) \]

are bijections for each choice of \( \Gamma \) and \( T \).

**Proof of Theorem 1.12 (assuming Proposition 7.4).** By Proposition 7.4, the maps \( \Psi_{G,\Gamma,T} \) are bijections. They were proved to satisfy the functoriality property in Corollary 7.3. □

In the rest of this subsection, we prove Proposition 7.4, essentially by constructing inverse maps. Although we wish to find an inverse to \( \Psi_{G,\Gamma,T} \), we will work with representations instead of moduli of representations, until we need to.

To begin, we wish to understand which elements of \( (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \) belong in the image of \( \tilde{M}^\Gamma \). Instead of attacking this directly, note that we may encode more information in the construction of \( \tilde{M}^\Gamma \) as follows. For each representation \( \epsilon \in \text{Rep}_r(\tilde{\mathcal{B}}_{G,T}^+, \tilde{\partial} G_{G,T}^+; \mathbb{F}) \), we may choose to encode \( \epsilon_{\Pi}(H(\tau_f(v))) \in \text{GL}_r(\mathbb{F}) \) for each thread \( \tau_f(v) \), as well as \( \epsilon_{\Pi}(\lambda_{e,o}) \in \text{GL}_r(\mathbb{F}) \) for each generator \( \lambda_{e,o} \in \Pi \) corresponding to some oriented edge \( (e, o) \in \tilde{E} \). In other words, we have a modified morphism

\[ \tilde{M}^\Gamma : \text{Rep}_r(\tilde{\mathcal{B}}_{G,T}^+, \tilde{\partial} G_{G,T}^+; \mathbb{F}) \to (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^{\text{Thr}(G)} \times (\text{GL}_r(\mathbb{F}))^{\tilde{E}} \]

where we have denoted by \( \text{Thr}(G) \) the collection of threads. We may write this map in terms of the three factors on the right as

\[ \tilde{M}^\Gamma = (M^\Gamma, H^\Gamma, \Lambda^\Gamma), \]

where \( M^\Gamma \) is the map described previously, and

\[ H^\Gamma(\epsilon, \tau) := \epsilon_{\Pi}(H(\tau)), \quad \Lambda^\Gamma(\epsilon, \lambda_{e,o}) := \epsilon_{\Pi}(\lambda_{e,o}) \]

for all \( \tau \in \text{Thr}(G) \) and \( (e, o) \in \tilde{E} \) respectively.

**Lemma 7.5.** The map \( \tilde{M}^\Gamma \) is injective.

**Proof.** We have that \( \Lambda^\Gamma(\epsilon) \) is precisely encoding the images \( \epsilon_{\Pi}(\lambda_{e,o}) \). But since the various \( \lambda_{e,o} \) generate \( \Pi \), and \( \epsilon \) is only non-trivial on elements of \( \Pi \), we have that \( \Lambda^\Gamma(\epsilon) \) alone is enough to recover \( \epsilon \). □

An element in the image of \( \tilde{M}^\Gamma \) satisfies a number of properties which are clear by construction:

- **Base-point fixing:** If \( \nu_T \in \text{Tri}(G) \) is the triangle containing the base-point of the garden \( M^\Gamma(\nu_T) = I \) (by which we mean this is the case for every \( \epsilon \)).
• **Edge relation:** For every edge \( e \), if \( o \) is the orientation of \( e \) occurring in \( \Gamma \), and \( \nu_1, \nu_2 \) are the adjacent triangles to the left and right of the edge respectively, then
\[
M^\Gamma(\nu_2) = M^\Gamma(\nu_1) \begin{pmatrix} 0 & \Lambda^\Gamma(\lambda_{e,o})^{-1} \\ -\Lambda^\Gamma(\lambda_{e,o}) & 0 \end{pmatrix}
\]
(again for every \( \epsilon \)).

• **Thread relation:** For every thread \( \tau \), with its canonical orientation from center to vertex, if \( \nu_1 \) and \( \nu_2 \) are the triangles on the left and right of the thread, respectively, then
\[
M^\Gamma(\nu_2) = M^\Gamma(\nu_1) \begin{pmatrix} I & H^\Gamma(\tau) \\ 0 & I \end{pmatrix}
\]
(for every \( \epsilon \)).

• **Compatibility:** For every vertex \( v \in V \) and every thread \( \tau \) terminating at \( v \), let \( e_1, e_2, e_3 \) be the edges around \( E \) appearing counterclockwise around \( v \) starting at the face containing \( \tau \), and let \( o_1, o_2, o_3 \) be the outward orientations. Then
\[
H^\Gamma(\tau) = (-1)^{r_v} \Lambda^\Gamma(\lambda_{e_1,o_1})^{-1} \Lambda^\Gamma(\lambda_{e_2,o_2}) \Lambda^\Gamma(\lambda_{e_3,o_3}^{-1}).
\]

In fact, the compatibility condition is extraneous, as the following lemma demonstrates.

**Lemma 7.6.** Suppose we have a vertex \( v \in V \). Suppose for each of the six triangles around the vertex, each incident thread, and each incident edge with orientation, we have associated an element of \( \text{GL}_2(F) \), \( \text{GL}_r(F) \), and \( \text{GL}_r(F) \), with the property that these associated elements satisfy the edge and thread relations around each incident thread and edge. Then the compatibility condition is automatically satisfied.

**Proof.** For simplicity, we assume all of the edges are oriented inwards in \( \Gamma \); we may change the orientation of an edge by negating the two elements of \( \text{GL}_r(F) \) associated to that edge. Then, just as in the proof of Lemma 5.11, we have that for \( \nu \) a triangle adjacent to the vertex such that the counter-clockwise loop around \( v \) traverses the threads and edges \( \tau_1, e_1, \tau_2, e_2, \tau_3, e_3 \), in that order, we find
\[
M(\nu) = M(\nu) \cdot Z,
\]
where, letting \( H_j \in \text{GL}_r(F) \) be the component corresponding to \( \tau_j \) and \( \Lambda_j \in \text{GL}_r(F) \) be the component corresponding to \( e_j \) inwardly oriented,
\[
Z := \begin{pmatrix} 1 & H_1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -\Lambda_1^{-1} \\ \Lambda_1 & 0 \end{pmatrix} \begin{pmatrix} 1 & H_2 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & \Lambda_2^{-1} \\ -\Lambda_2 & 0 \end{pmatrix} \begin{pmatrix} 1 & H_3 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -\Lambda_3^{-1} \\ \Lambda_3 & 0 \end{pmatrix}.
\]
Since \( M^\Gamma(\nu) \in \text{GL}_2(F) \) is invertible, it follows that \( Z = I \). Multiplying out and looking at the bottom right \( r \times r \) matrix yields
\[
I = \Lambda_1 H_2 \Lambda_2 \Lambda_3^{-1},
\]
and hence
\[
H_2 = \Lambda_1^{-1} \Lambda_3 \Lambda_2,
\]
which is one of the compatibility relations. The others follow by symmetry. \( \square \)
Let
\[ V_r(G, \Gamma; \mathbb{F}) \subset (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^{\text{Thr}(G)} \times (\text{GL}_r(\mathbb{F}))^{\tilde{E}} \]
be the subset satisfying these relations simultaneously. As the lemma indicates, since the compatibility relation is extraneous, we will henceforth ignore it.

**Proposition 7.7.** The image of \( \tilde{M}^\Gamma \) is \( V_r(G, \Gamma; \mathbb{F}) \). Hence, there is an induced bijection
\[ \text{Rep}_r(\tilde{B}_G^+, \partial_{G, \Gamma}^+; \mathbb{F}) \cong V_r(G, \Gamma; \mathbb{F}). \]

**Proof.** As just described, the image clearly lands in this subset. Conversely, if we have an element of this subset, then we may simply read off the representation \( \varepsilon \) from \( \Lambda \).

It suffices to check that \( \sum H^\Gamma(\tau) = 0 \) where the sum is over threads around a center, but this is clear by using the thread relation around this center, and noting that for \( H_1, \ldots, H_m \in \text{GL}_r(\mathbb{F}) \), we have
\[
\begin{pmatrix}
I & H_1 \\
0 & I
\end{pmatrix}
\cdots
\begin{pmatrix}
I & H_m \\
0 & I
\end{pmatrix}
= \begin{pmatrix}
I & \sum_{j=1}^m H_m \\
0 & I
\end{pmatrix}.
\]
The last sentence follows because we have already proved that \( \tilde{M}^\Gamma \) is injective. \( \square \)

Now let us include the tree into the story. Notice that elements in the image of \( \tilde{M}^\Gamma \circ (\pi_T)^* \) have the following further property:

- **Tree triviality:** If \( e \in E \setminus T \), then \( \Lambda^\Gamma(\lambda_{e, o}) = I \) for either orientation \( o \) of \( e \).

Let \( V_r(G, \Gamma, T; \mathbb{F}) \subset V_r(G, \Gamma; \mathbb{F}) \) be the further subset of elements with the tree triviality property. We have
\[
V_r(G, \Gamma, T; \mathbb{F}) \subset (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^{\text{Thr}(G)} \times (\text{GL}_r(\mathbb{F}))^{\tilde{T}}
\subset (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^{\text{Thr}(G)} \times (\text{GL}_r(\mathbb{F}))^{\tilde{E}}
\]
where the second inclusion is the identity in elements of \( E \setminus T \).

**Proposition 7.8.** The image of \( \tilde{M}^\Gamma \circ (\pi_T)^* \) is \( V_r(G, \Gamma, T; \mathbb{F}) \). Hence, there is an induced bijection
\[ \text{Rep}_r(\mathcal{B}_{G,T}^+, \partial_{G,\Gamma,T}^+; \mathbb{F}) \cong V_r(G, \Gamma, T; \mathbb{F}). \]

**Proof.** The proof is essentially identical, noting that the only requirement of including the tree is that the edges not in the tree are sent to the identity. The last sentence follows because both \( (\pi_T)^* \) and \( \tilde{M}^\Gamma \) are injective, and hence their composition is injective. \( \square \)

Our description of \( V_r(G, \Gamma, T; \mathbb{F}) \) is a seemingly extraneous construction, in that the coordinates \( H \) and \( \Lambda \) are simply disregarded in the map \( M^\Gamma \); we are interested in \( M^\Gamma \) instead of \( \tilde{M}^\Gamma \) after all. Our goal is to show that \( V_r(G, \Gamma, T; \mathbb{F}) \) is itself naturally in bijective correspondence with the image of \( M^\Gamma \circ (\pi_T)^* \). To do this, we will essentially remove the tree and thread coordinates one by one. Suppose:

- \( T' \) a subtree of \( T \) (possibly including \( T' = \emptyset \))
• $Y \subset \text{Thr}(G)$ a subset of threads

Let us consider the set

$$V_r(G, \Gamma, T' \subset T, Y; \mathbb{F}) \subset (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^Y \times (\text{GL}_r(\mathbb{F}))^{\overline{T \setminus T'}}$$

satisfying essentially the same properties as before wherever they can, but where the edge and thread relations are replaced with the following weaker version:

- **Edge* relation**: We require the old edge relation to hold for edges in $E \setminus T'$ (as we don’t have access to edge data for elements in $T'$). For edges in $T'$ with adjacent triangles $\nu_1$ and $\nu_2$, we require the weaker condition that the span of the first $r$ columns of $M^\Gamma(\nu_1)$ are equal to the span of the last $r$ columns of $M^\Gamma(\nu_2)$ and vice versa. Equivalently, there exist elements $\Lambda_1, \Lambda_2 \in \text{GL}_r(\mathbb{F})$

$$M^\Gamma(\nu_2) = \begin{pmatrix} 0 & \Lambda_1^{-1} \\ -\Lambda_2 & 0 \end{pmatrix} M^\Gamma(\nu_1).$$

- **Thread* relation**: We require the old thread relation for elements of $Y$. For threads $\tau$ in $\text{Thr}(G) \setminus Y$, we require the weaker condition that there exists $H \in \text{GL}_r(\mathbb{F})$ such that for the triangles $\nu_1$ and $\nu_2$ neighboring $\tau$, we have

$$M^\Gamma(\nu_2) = \begin{pmatrix} I & H \\ 0 & I \end{pmatrix} M^\Gamma(\nu_1).$$

That is, instead of requiring that the data of the values of $H$ and $\Lambda$ are encoded, we require that locally, such values exist (we do not require uniqueness; the point is essentially that uniqueness is automatic). Notice that when $T' = \emptyset$ and $Y = \text{Thr}(G)$, we have

$$V_r(G, \Gamma, T; \mathbb{F}) = V_r(G, \Gamma, \emptyset \subset T, \text{Thr}(G); \mathbb{F}).$$

We prove now that we may increase $T'$ or decrease $Y$ at will and still end up with an isomorphic set under the corresponding projection.

**Lemma 7.9.** Suppose $T', T''$ are two subtrees of $T$ with $T' \subset T''$, and suppose $Y'' \subset Y' \subset \text{Thr}(G)$. Consider the projection

$$(\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^Y \times (\text{GL}_r(\mathbb{F}))^{\overline{T \setminus T'}} \rightarrow (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \times (\text{GL}_r(\mathbb{F}))^{Y''} \times (\text{GL}_r(\mathbb{F}))^{\overline{T \setminus T''}}.$$

Then it induces a bijection of subsets

$$V_r(G, \Gamma, T' \subset T, Y'; \mathbb{F}) \cong V_r(G, \Gamma, T'' \subset T, Y''; \mathbb{F}).$$

**Proof.** It is clear that an element of $V_r(G, \Gamma, T' \subset T, Y; \mathbb{F})$ lands in $V_r(G, \Gamma, T'' \subset T, Y''; \mathbb{F})$, since we simply require weaker relations to hold. We prove that this is a bijection by constructing an inverse. It suffices to fill in the data on $Y' \setminus Y''$ and $T'' \setminus T'$ so that the edge and thread relations hold. But notice that by the edge* and thread* relations, we have that there exist choices which make the edge and thread relation holds on the nose. It suffices to check they are unique.
For the case of edges, notice that we have
\[
\begin{pmatrix}
0 & \Lambda_1^{-1} \\
-\Lambda_2 & 0
\end{pmatrix} = M(\nu_2) \cdot M(\nu_1)^{-1},
\]
so \(\Lambda_1\) and \(\Lambda_2\) are obviously determined by the values of \(M(\nu_1)\) and \(M(\nu_2)\). The same reasoning works for the threads.

In particular, we have that
\[
\text{Rep}_r(\mathcal{B}^+_{G,T}, \partial_{G,T}^r; \mathbb{F}) \cong V_r(G, \Gamma, T; \mathbb{F})
\]
\[
\cong V_r(G, \Gamma, \emptyset \subset T, \text{Thr}(G))
\]
\[
\cong V_r(G, \Gamma, T \subset \emptyset; \mathbb{F})
\]
But this last set, \(V_r(G, \Gamma, T \subset \emptyset; \mathbb{F})\), is just the image of \(M^\Gamma \circ (\pi_T)^*\), simply because \(V_r(G, \Gamma, T; \mathbb{F})\) was the image of \(\tilde{M}^\Gamma \circ (\pi_T)^*\), and the bijection between the two is just the projection down to \((\text{GL}_r(\mathbb{F}))^{\text{Tri}(G)}\), the same projection which when composed with \(\tilde{M}^\Gamma\) yields \(M^\Gamma\).

Finally, we are in a position to build an inverse map to \(\Psi_{G,\Gamma,T}\). Instead of constructing the inverse with image in \(\text{Rep}_r(\mathcal{B}^+_{G,T}, \partial_{G,T}^r; \mathbb{F})\), we will instead construct it to have image in our convenient model \(V_r(G, \Gamma, T \subset \emptyset; \mathbb{F})\), where we only need to check the edge* and thread* relations.

By the functoriality of Corollary 7.3, we may assume that the triangle \(\nu_T\) containing the base point is adjacent to the vertex \(*_T\). The reason we do this is that \(\tilde{\Psi}_{G,\Gamma,T}(\epsilon) \in \text{Col}_r(G, \mathbb{F})\) always has that for the three faces around \(*_T\) given as \(f_T\) (containing \(\nu_T\)), \(f'_T\), and \(f''_T\), we always have that
\[
\tilde{\Psi}_{G,\Gamma,T}(\epsilon, f_T) = \text{Span} \begin{pmatrix} I \\ 0 \end{pmatrix}
\]
\[
\tilde{\Psi}_{G,\Gamma,T}(\epsilon, f'_T) = \text{Span} \begin{pmatrix} 0 \\ I \end{pmatrix}
\]
\[
\tilde{\Psi}_{G,\Gamma,T}(\epsilon, f''_T) = \text{Span} \begin{pmatrix} I \\ I \end{pmatrix}
\]
This is simply because in our construction of \(M^\Gamma\), we could have taken all of our paths to be located in a small disk around the vertex, so this is a local computation.

Suppose we are given an element \(\chi \in \mathcal{M}^\text{Col}(G; \mathbb{F})\). Let us choose a representative \(\tilde{\chi} \in \text{Col}_r(G; \mathbb{F}) \subset (\text{Gr}(r, 2r; \mathbb{F}))^F\), by which we mean \(\chi\) is the equivalence class of \(\tilde{\chi}\) under the \(\text{PGL}_{2r}(\mathbb{F})\) action, such that the following conditions are satisfied:
\[
\tilde{\chi}(f_T) = \text{Span} \begin{pmatrix} I \\ 0 \end{pmatrix}
\]
\[
\tilde{\chi}(f'_T) = \text{Span} \begin{pmatrix} 0 \\ I \end{pmatrix}
\]
\[
\tilde{\chi}(f''_T) = \text{Span} \begin{pmatrix} I \\ I \end{pmatrix}
\].
Notice that such $\chi$ exists, because the three faces involved are pairwise adjacent to each other, and any three pairs of transverse Grassmannian $r$-planes in $\mathbb{P}^{2r}$ may be arranged in this way by the action of $GL_{2r}(\mathbb{F})$. Note also that the elements of $GL_{2r}(\mathbb{F})$ which fix these three planes are of the form \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} for $g \in GL_r(\mathbb{F})$. We see that our choice of $\chi$ is therefore well-defined up to action by $GL_r(\mathbb{F})$ on $Col_r(\mathbb{F})$; we recall that $\Psi_{G,T,T}$ intertwined the conjugation action on representations with this action on colorings, which is a good sign that we have picked the right gauge fixing condition.

Suppose now we have a curve $\gamma: [0, 1] \to S^2$ satisfying the properties:

- $\gamma(0)$ is the base point of $\Gamma$
- $\gamma(1)$ is located in the interior of a triangle
- $\gamma$ intersects none of the edges of the tree $T$, nor the vertex $*_T$, nor any of the centers of the garden
- $\gamma$ is otherwise transverse to the edges (of $E \setminus T$) and threads that it crosses, say at a finite set of times $0 < t_1 < \cdots < t_n < 1$

Associated to $\gamma$ and $\chi$ is a locally constant function

$$\Theta(\gamma, \chi): [0, 1] \setminus \{ t_1, \ldots, t_n \} \to GL_{2r}(\mathbb{F})$$

determined by first setting $\Theta(\gamma, \chi)(0) = I$ and providing the following rules for how this function changes as we pass through $t_i$ as follows

- $\Theta(\gamma, \chi)(0) = I$ is the identity matrix
- If $\gamma$ crosses through an edge at time $t_i$, then for $0 < \epsilon < \max(t_i - t_{i-1}, t_{i+1} - t_i)$, we have
  $$\Theta(\gamma, \chi)(t_i + \epsilon) = \pm \Theta(\gamma, \chi)(t_i - \epsilon) \cdot \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$$
  where the sign is determined by whether $\gamma$ crosses through the edge positively or negatively.
- If $\gamma$ crosses through a thread at time $t_i$ from $\nu_1$ to $\nu_2$, then similarly
  $$\Theta(\gamma, \chi)(t_i + \epsilon) = \pm \Theta(\gamma, \chi)(t_i - \epsilon) \cdot \begin{pmatrix} I & H \\ 0 & I \end{pmatrix},$$
  where $H$ is the unique element of $GL_r(\mathbb{F})$ such that the resulting product
  $\Theta(\gamma, \chi)(t_i - \epsilon) \cdot \begin{pmatrix} I & H \\ 0 & I \end{pmatrix}$ has that the span of the last $r$ columns is the element of $\chi$ attached to the face adjacent to $\nu_2$.

Notice that it is easy to check inductively that for all $t \neq t_i$, we have that if $\gamma(t) \in \nu \subset f$, with $f'$ the face opposite $\nu$ via an edge, then the span of the first $r$ columns of $\Theta(\gamma, \chi)(t)$ is given by $\chi(f)$, whereas the span of the last $r$ columns is $\chi(f')$. Indeed, this is certainly true for $t = 0$, and remains true when we pass through an edge since we essentially swap the first and last $r$ columns up to a sign, and also remains true when we pass through a thread by the very definition of how $\Theta^F(\gamma, \chi)$ changes.

**Lemma 7.10.** Suppose $\nu_\gamma$ is the triangle containing $\gamma(1)$. We wish to claim that if $\nu_\gamma = \nu_{\gamma'}$, then

$$\Theta(\gamma, \chi)(1) = \Theta(\gamma', \chi)(1).$$
Proof. Notice that \( S^2 \setminus T \) is topologically a disk, so \( \gamma \) and \( \gamma' \) are homotopic, in fact via a homotopy so that the ending points remain in \( \nu_\gamma = \nu_{\gamma'} \). It follows that we may change \( \gamma \) into \( \gamma' \) via a small handful of moves, each of which we check does not affect the resulting value of \( \Theta(\cdot, \widetilde{\chi})(1) \):

- We may isotope \( \gamma \) in such a way that it still intersects the same threads and edges in the same order. The resulting value clearly does not change.
- We may push \( \gamma \) through a tangency with an edge or thread (as in Moves I and II, but where the tine is replaced by \( \gamma \)). When we go back and forth through an edge, we see that we end up at the same place, because we multiply by

\[
\begin{pmatrix}
0 & \pm I \\
\mp I & 0
\end{pmatrix}
\begin{pmatrix}
0 & \mp I \\
\pm I & 0
\end{pmatrix} = I_{2r},
\]

where the signs exactly cancel because we traverse the edge with opposite orientations. On the other hand, suppose we go back and forth through a thread, from \( \nu_1 \) to \( \nu_2 \) back to \( \nu_1 \). Let \( \Theta \) be the matrix we have at the beginning, when we are in \( \nu_1 \). Then we have that the matrix goes from \( \Theta \) to \( \Theta \cdot \begin{pmatrix} I & H \\ 0 & I \end{pmatrix} \) to \( \Theta \cdot \begin{pmatrix} I & H' \\ 0 & I \end{pmatrix} \) for some uniquely determined \( H, H' \in \text{GL}_r(\mathbb{F}) \). But these must satisfy that the end result has that the last \( r \) columns spanning the face opposite \( \nu_1 \) via an edge. But inductively, \( \Theta \) already has this property, so by the uniqueness, we have that \( H' = -H \). Hence, after going back and forth, we arrive back at \( \Theta \).
- We may push \( \gamma \) through a center. As we go around the center, starting at some triangle \( \nu \) and ending up back at \( \nu \), because our curve goes through threads, if we started at \( \Theta \), we accumulate a product

\[
\Theta \cdot \begin{pmatrix} I & H_1 \\ 0 & I \end{pmatrix} \cdots \begin{pmatrix} I & H_k \\ 0 & I \end{pmatrix}
\]

where \( k \) is the number of threads around the center, again with the property that the last \( r \) columns must span the same as the last \( r \) columns of \( \Theta \). We see that \( H_k = -H_1 - \cdots - H_{k-1} \) seems to work, and by the uniqueness, it suffices to check that this is indeed an element of \( \text{GL}_r(\mathbb{F}) \). But this is true because the last \( r \) columns of

\[
\Theta \cdot \begin{pmatrix} I & H_1 \\ 0 & I \end{pmatrix} \cdots \begin{pmatrix} I & H_{k-1} \\ 0 & I \end{pmatrix}
\]

span a subspace transverse to the span of the last \( r \) columns of \( \Theta \), by the fact that the last \( r \) columns span the element of \( \widetilde{\chi} \) on the opposite face.
- We may push \( \gamma \) through the vertex \(*_T\) (as in Move III). But because everything is uniquely determined as we go around \(*_T\), everything matches a standard local model up to multiplication on the left by the original \( \Theta \).

\[\square\]

Therefore, given \( \widetilde{\chi} \), we obtain an element in \( \Theta(\widetilde{\chi}) \in (\text{GL}_{2r}(\mathbb{F}))^{\text{Tri}(G)} \), taking the value \( \Theta(\gamma, \widetilde{\chi})(1) \) on \( \nu_\gamma \) for any path \( \gamma \) from the base-point to \( \nu_\gamma \). In fact, by construction,
we have that $\Theta(\tilde{\chi})$ satisfies the edge* relations with respect to the full tree $T$ and the thread* relations with respect to the empty set of threads. That is, we have

$$\Theta(\tilde{\chi}) \in V_r(G, \Gamma, T \subset T, \emptyset; F).$$

Although $\tilde{\chi}$ was only determined from $\chi$ up to the action of $\text{GL}_r(F)$, this action intertwined with the conjugation action on representations, or in turn the conjugation action on $(\text{GL}_{2r}(F))^{\text{Tr}G}$ by the corresponding element $\begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix}$. Hence, the map $\tilde{\chi} \mapsto \Theta(\tilde{\chi})$ descends to a map

$$\Theta_{G,\Gamma,T}: \mathcal{M}_r^{\text{Col}}(G; F) \to V_r(G, \Gamma, T \subset T, \emptyset; F)/\text{GL}_r(F) \cong \mathcal{M}_r^{\text{Rep}}(B_{G,T}^+, \partial B_{G,T}^+; F).$$

If we follow $\Theta(\tilde{\chi})$ back along the construction of $\tilde{\Phi}_{G,\Gamma,T}$, i.e. taking

$$\text{Span} \left( \Theta(\tilde{\chi}) \cdot \begin{pmatrix} I \\ 0 \end{pmatrix} \right),$$

by construction, we simply arrive back at $\tilde{\chi}$, which implies that

$$\Psi_{G,\Gamma,T} \circ \Theta_{G,\Gamma,T} = 1.$$

Therefore $\Psi_{G,\Gamma,T}$ is surjective. In fact, since $\Theta(\tilde{\chi})$ was essentially determined uniquely by requiring

- the edge* relations hold,
- the thread* relations hold, and
- $\tilde{\Phi}_{G,\Gamma,T}(\Theta(\tilde{\chi}))$ matches $\tilde{\chi}$ on the three faces around $*T$

we have that actually $\Theta(\tilde{\chi})$ is the unique element of $V_r(G, \Gamma, T \subset T, \emptyset; F)$ such that $\tilde{\Phi}_{G,\Gamma,T}(\Theta(\tilde{\chi})) = \tilde{\chi}$. But the specific value of $\tilde{\chi}$ only depended up to the action of $\text{GL}_r(F)$ (given $\chi$), and hence $\Theta(\tilde{\chi})$ only varies by the action of $\text{GL}_r(F)$ as we change our choice of $\tilde{\chi}$. In particular, if we have $\Psi_{G,\Gamma,T}(\epsilon) = \chi$, then that implies that

$$\tilde{\Phi}_{G,\Gamma,T}(\epsilon) = \tilde{\chi}$$

for one of the lifts of $\chi$, and in turn by this uniqueness, we have

$$\epsilon = g \cdot \Theta(\tilde{\chi})$$

for some $g \in \text{GL}_r(F)$. Hence, we have that $\Psi_{G,\Gamma,T}$ is injective. Summarizing:

**Proof of Proposition 7.4.** We have proved that $\Psi_{G,\Gamma,T}$ is both injective and surjective, which is what we needed to show. \qed

**Remark 7.11.** We have done slightly better than to prove Proposition 7.4; we have actually constructed an explicit inverse in the form of $\Theta_{G,\Gamma,T}$.
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