TWO-WEIGHT $L^p \to L^q$ BOUNDS FOR POSITIVE DYADIC OPERATORS IN THE CASE $0 < q < 1 \leq p < \infty$

TIMO S. HÄNNINEN AND IGOR E. VERBITSKY

Abstract. Let $\sigma$, $\omega$ be measures on $\mathbb{R}^d$, and let $\{\lambda_Q\}_{Q \in \mathcal{D}}$ be a family of non-negative reals indexed by the collection $\mathcal{D}$ of dyadic cubes in $\mathbb{R}^d$. We characterize the two-weight norm inequality,

$$\|T_\lambda(f \sigma)\|_{L^q(\omega)} \leq C \|f\|_{L^p(\sigma)}$$

for every $f \in L^p(\sigma)$, for the positive dyadic operator

$$T_\lambda(f \sigma) := \sum_{Q \in \mathcal{D}} \lambda_Q \left( \frac{1}{\sigma(Q)} \int_Q f d\sigma \right) 1_Q$$

in the difficult range $0 < q < 1 \leq p < \infty$ of integrability exponents. This range of the exponents $p, q$ appeared recently in applications to nonlinear PDE, which was one of the motivations for our study.

Furthermore, we introduce a scale of discrete Wolff potential conditions that depends monotonically on an integrability parameter, and prove that such conditions are necessary (but not sufficient) for small parameters, and sufficient (but not necessary) for large parameters.

Our characterization applies to Riesz potentials $I_\alpha(f \sigma) = (-\Delta)^{-\frac{\alpha}{2}}(f \sigma)$ ($0 < \alpha < d$), since it is known that they can be controlled by model dyadic operators. The weighted norm inequality for Riesz potentials in this range of $p, q$ has been characterized previously only in the special case where $\sigma$ is Lebesgue measure.
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Appendix A. Characterizations by means of auxiliary coefficients
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Notation

\[ \mathcal{D} \]  The collection of all the dyadic cubes.

\[ \mathcal{Q} \]  The collection of all the dyadic cubes that contribute to the two-weight norm inequality. \( \mathcal{Q} := \{ Q \in \mathcal{D} : \lambda_Q > 0, \sigma(Q) > 0, \text{ and } \omega(Q) > 0 \} \).

\( L^p(\mu) \)  The Lebesgue space, equipped with the norm \( \| f \|_{L^p(\mu)} := (\int |f|^p d\mu)^{\frac{1}{p}} \).

\( f^{p,q}(\mu) \)  The discrete Littlewood–Paley space, equipped with the norm \( \| a \|_{f^{p,q}(\mu)} := (\int (\sum |a_Q|^{q} 1_{Q})^\frac{p}{q} d\mu)^{\frac{1}{p}} \), when \( 0 < p < \infty, 0 < q \leq \infty \).

\( \langle \rangle \)  The average of a function \( f \) on a cube \( Q \), \( \langle f \rangle_Q := \frac{1}{\mu(Q)} \int_Q f d\mu \).

\( p' \)  The Hölder conjugate \( p' \in [1, \infty] \) of an exponent \( p \in [1, \infty] \).

\( T_{\lambda}(\cdot) \)  The dyadic operator, \( T_{\lambda}(f) := \sum_{Q \in \mathcal{Q}} \lambda_Q \langle f \rangle_Q 1_Q \).

\( \rho_Q \)  The localized sum of the operator’s coefficients, \( \rho_Q := \sum_{R \subseteq Q} \lambda_R 1_R \).

\( \Lambda_{\gamma,Q} \)  The \( \gamma \)-average of the localized sum of the operator’s coefficients, \( \Lambda_{\gamma,Q} := \left( \frac{1}{\mu(Q)} \int_Q \rho_Q^\gamma d\omega \right)^{\frac{1}{\gamma}} \), \( \gamma \in \mathbb{R} \setminus \{0\} \).

\( a^{-1} \)  For a family \( a := \{ a_Q \} \), the family \( a^{-1} \) is defined by \( a^{-1} := \{ a_Q^{-1} \} \).

The least constant in the \( L^p(\sigma) \to L^q(\omega) \) two-weight norm inequality for the operator \( T_{\lambda}(\cdot) \) is denoted by \( \| T_{\lambda}(\cdot) \|_{L^p(\sigma) \to L^q(\omega)} \).

The upper case Latin letters \( P, Q, R, S \) are reserved for dyadic cubes. When the collection of the cubes is clear from the context, the indexations ‘\( Q \in \mathcal{D} \)’ and ‘\( Q \in \mathcal{Q} \)’ are both abbreviated as ‘\( Q \)’ in the indexation of summations, and omitted in the indexation of families (and similarly for the cubes \( P, R, S \)).

The lower case Latin letters \( a, b, c, d \) are reserved for various families \( a := \{ a_Q \} \), \( b := \{ b_Q \} \), \ldots of non-negative reals, and \( \lambda := \{ \lambda_Q \} \) for the fixed family of non-negative reals associated with the operator \( T_{\lambda}(\cdot) \).

Throughout this paper, we follow the usual convention \( 0 \cdot 0 := 0 \).

1. Introduction

Let \( L^p(\sigma) \) and \( L^q(\omega) \) denote the Lebesgue spaces associated with exponents \( 0 < p, q \leq \infty \) and locally finite Borel measures \( \sigma \) and \( \omega \) on \( \mathbb{R}^d \). Let \( \lambda := \{ \lambda_Q \}_{Q \in \mathcal{D}} \) be a family of non-negative reals indexed by the collection \( \mathcal{D} \) of dyadic cubes. The positive dyadic operator \( T_{\lambda}(\cdot) \) associated with the coefficients \( \lambda \) is defined by setting

\[
T_{\lambda}(f) := \sum_{Q \in \mathcal{D}} \lambda_Q \left( \frac{1}{\sigma(Q)} \int_Q f d\sigma \right) 1_Q
\]

for every measurable function \( f : \mathbb{R}^d \to \mathbb{R} \).

We characterize the two-weight norm inequality

\[
\| T_{\lambda}(f) \|_{L^q(\omega)} \lesssim \| f \|_{L^p(\sigma)} \quad \text{for every } f \in L^p(\sigma)
\]
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in the case $0 < q < 1 \leq p < \infty$. This range of the exponents $p, q$ appeared recently in applications to nonlinear PDE [2, 15, 26], which was one of the motivations for our study.

Our characterization is obtained by means of factorization of the operator’s coefficients $\{\lambda_Q\}$ in discrete Littlewood–Paley spaces. Furthermore, we introduce a scale of discrete Wolff potential conditions that depends monotonically on an integrability parameter $\gamma$, and prove that this potential condition is necessary (but not sufficient) for small parameters, and sufficient (but not necessary) for large parameters.

We note that, for the two-weight norm inequality (1.2), we may in the operator’s definition (1.1) restrict the summation over the collection $D$ of all the dyadic cubes to the summation over the subcollection $Q$ defined by

$$Q := \{Q \in D : \lambda_Q > 0, \sigma(Q) > 0, \text{ and } \omega(Q) > 0\},$$

because only such cubes contribute to the norm. This restriction allows us to avoid division by zero in certain conditions.

In the case $1 < p \leq q < \infty$, the two-weight inequality can be characterized by a pair of the usual testing conditions associated with inequality (1.2) and its dual inequality [15, 12, 24, 10].

In the case $1 < q < p < \infty$, the two-weight inequality can be characterized by a pair of the Wolff potential conditions [4, 21], or, alternatively, by maximal inequalities that will be introduced in the authors’ forthcoming preprint. These characterizations have also been extended to vector-valued [20, 8, 13] and multilinear [22, 9, 23] settings.

In contrast to these well-understood cases, the case $0 < q < 1 < p < \infty$ is less studied. To the best of the authors’ knowledge, the only earlier characterizations of the two-weight norm inequality are the following:

- Characterization by means of a single Wolff potential condition (1.7) under an additional restriction that the operator’s coefficients satisfy the so-called dyadic logarithmic bounded oscillation (DLBO) condition, by Cascante, Ortega, and Verbitsky [5, Theorem A]. The Wolff potential condition and the DLBO restriction are explained later in the introduction.
- A dual reformulation of the weighted norm inequality through rephrasing it in terms of discrete Littlewood–Paley norms, by Cascante and Ortega [3, Theorem 1.1]. The dual reformulation is explained in Section 2.4.

Remark. In the much simpler “unweighted” case, when $\mu = \omega = \sigma$, the inequality is characterized by the simple condition $\int \left( \sum_{Q \in D} |\lambda_Q| 1_Q \right)^p d\mu < \infty$ (see [26], where more general integral operators are treated).

In this paper, we study the difficult case $0 < q < 1 \leq p < \infty$, for general measures $\sigma$ and $\omega$, and general coefficients $\lambda$. In the endpoint case $p = 1$, some of our results hold for a related multiplier problem for discrete Littlewood–Paley spaces, which can be viewed as a modification of the weighted norm inequality (1.2) (see the remark after Theorem 1.2).

We characterize the two-weight norm inequality (1.2) by means of the existence of an auxiliary family of coefficients satisfying a $\sigma$-Carleson and an $\omega$-integrability condition:

**Theorem 1.1** (Characterization via auxiliary coefficients). Let $0 < q < 1 < p < \infty$. Let $\sigma$ and $\omega$ be locally finite Borel measures on $\mathbb{R}^d$. Let $\{\lambda_Q\}_{Q \subseteq Q}$ be a family of non-negative reals associated with the operator $T_{\lambda}(. \sigma)$. Then the following assertions hold:
if and only if there exists $u$

Remark. Clearly, under the assumptions of Theorem 1.1, we have

(ii) (Necessity) There exists a family $\{a_Q\}_{Q \in \mathcal{Q}}$ of positive reals that satisfies the reverse of estimate (1.3).

Reversal of estimate (1.3)

The pointing start for us is the following characterization theorem, which allows us to factorize the operator’s coefficients as $\{\lambda_Q\}_{Q \in \mathcal{Q}} = \{b_Q c_Q\}_{Q \in \mathcal{Q}}$ with non-negative coefficients $\{b_Q\}_{Q \in \mathcal{Q}}$ and $\{c_Q\}_{Q \in \mathcal{Q}}$ each satisfying certain integral conditions. We obtain this factorization by appealing Maurey’s theorem [14 Theorem 2], discretizing the factorizing density function, and using duality:

Theorem 1.2 (Characterization via factorization). Let $0 < q < 1 < p < \infty$. Let $\sigma$ and $\omega$ be locally finite Borel measures. Let $\{\lambda_Q\}_{Q \in \mathcal{Q}}$ be a family of non-negative reals, with which the operator $T_\lambda(\cdot, \sigma)$ is associated. Then the following assertions hold:

(i) (Sufficiency) Every factorization $\{\lambda_Q\}_{Q \in \mathcal{Q}} = \{b_Q c_Q\}_{Q \in \mathcal{Q}}$ satisfies the estimate

$$
\|T_\lambda(\cdot, \sigma)\|_{L^p(\sigma) \to L^q(\omega)} \lesssim_{p,q} \sup_{a_Q \geq 0} \left( \int \left( \sum_{Q \in \mathcal{Q}} \lambda_Q a_Q^{p-1} \sigma(R) \right)^{\frac{1}{p}} \, d\omega \right)^\frac{1}{p}.
$$

(ii) (Necessity) There exists a factorization $\{\lambda_Q\}_{Q \in \mathcal{Q}} = \{b_Q c_Q\}_{Q \in \mathcal{Q}}$ that satisfies the reverse of estimate (1.3).

In the endpoint case $p = 1$, $0 < q < 1$, the statement of the theorem is interpreted in a natural way:

$$
\|T_\lambda(\cdot, \sigma)\|_{L^1(\sigma) \to L^q(\omega)} \lesssim_q \inf_{\{b_Q\}, \{c_Q\}} \left( \int \left( \sup_{Q \in \mathcal{Q}} b_Q \sigma^{1/q} \right) \, d\omega \right)^\frac{1}{q} \left( \int \left( \sum_{Q \in \mathcal{Q}} c_Q \omega(Q) \, d\sigma \right)^{\frac{1}{q}} \, d\omega \right)^\frac{1}{q}.
$$

Remark. In the endpoint case, a different characterization was obtained by Quinn and Verbitsky [13]. The two-weight inequality (1.2) holds for $p = 1$, $0 < q < 1$ if and only if there exists $u \in L^q(\sigma)$, with $u > 0 \sigma$-almost everywhere, such that
\[ T_\lambda(u^\varphi) \leq c u. \] This characterization works also for more general integral operators. It is related to a sublinear version of Schur’s test, and is motivated by applications to sublinear elliptic PDE.

We next recall the definition of discrete Littlewood–Paley spaces \( f^{r,s}_r(\mu) \) for exponents \( 0 < r \leq \infty, \) \( 0 < s \leq \infty, \) and a locally finite Borel measure \( \mu \) on \( \mathbb{R}^d. \) This scale of spaces was introduced originally by Frazier and Jawerth [7] in the special case where \( \mu \) is Lebesgue measure. (In fact, they introduced the closely related space \( F^{r,s}_r \) as the discrete space of coefficients in wavelet-type decompositions of Lizorkin–Triebel spaces \( F^{r,s}_r \) via the so-called \( \varphi \)-transform.)

The discrete Littlewood–Paley norm \( \| f \|_{f^{r,s}_r(\mu)} \) of a family \( \{c_Q\}_{Q \in \mathcal{D}} \) of reals is defined as follows: for exponents \( r \in (0, \infty) \) and \( s \in (0, \infty), \) as the mixed \( L^r(f^s) \) Lebesgue norm

\[
\|c\|_{f^{r,s}_r(\mu)} := \left( \int \left( \sum_Q |c_Q|^s 1_Q \right)^{\frac{r}{s}} d\mu \right)^{\frac{1}{r}},
\]

for exponents \( r = \infty \) and \( s \in (0, \infty), \) as the Carleson norm

\[
[\|c\|_{f^{\infty,s}_\infty(\mu)} := \left( \sup_Q \frac{1}{\mu(Q)} \sum_{R \in Q} |c_R|^s \mu(R) \right)^{\frac{1}{s}};\]

for other exponents \( r, s, \) the definition is deferred to Section 2.2.

In terms of discrete Littlewood–Paley norms, the characterization by factorization (Theorem 1.2) of the two-weight norm inequality (1.2) for \( p \in (1, \infty) \) can be expressed as

\[
\| T_\lambda(\cdot) \|_{L^p(\sigma) \to L^q(\omega)} \cong_{p,q} \inf_{\{a_Q\}, \{b_Q\}} \| a_Q \|_{Q \in \mathcal{D}} \| b_Q \|_{Q \in \mathcal{D}} \omega(Q) \sigma(Q) \| f^{1,1}_r(\sigma). \]

**Remark.** We observe that:

(a) For \( p \in (1, \infty), \) the two-weight norm inequality (1.2) is equivalent to the multiplier inequality from \( f^{p,\infty}(\sigma) \) to \( f^{q,1}(\omega):\n\[
\| T_\lambda(\cdot) \|_{L^p(\sigma) \to L^q(\omega)} \cong_{p,q} \sup_{\{d_Q\}} \| \sum_Q \lambda_Q dq 1_Q \|_{L^q(\omega)} \sup_{\{d_Q\}} \| \sum_Q dq 1_Q \|_{L^p(\sigma)},
\]

as explained in Section 2.4.

(b) In the endpoint case \( p = 1, \) a modification of Theorem 1.1 and Theorem 1.2 for the multiplier inequality from \( f^{1,\infty}(\sigma) \) to \( f^{q,1}(\omega) \) states that

\[
\sup_{\{d_Q\}} \| \sum_Q \lambda_Q dq 1_Q \|_{L^q(\omega)} \cong_{q} \inf_{\{b_Q\}, \{\chi_Q\}} \| b_Q \|_{Q \in \mathcal{D}} \| \{\chi_Q\} \|_{\| \sum_Q \omega(Q) \sigma(Q) \| f^{1,1}_r(\sigma). \}
\]

Note that

\[
\sup_{f \in L^1(\sigma)} \| T_\lambda(f) \|_{L^q(\omega)} \leq \sup_{\{d_Q\}} \| \sum_Q \lambda_Q dq 1_Q \|_{L^q(\omega)},
\]

where \( M^\sigma f := \sup_Q (f_Q) \) is the dyadic Hardy–Littlewood maximal operator with respect to the measure \( \sigma. \)

(c) Factorization results in Theorems 1.1 and 1.2 can be restated equivalently via interpolation theory between various multipliers for discrete Littlewood–Paley spaces and Carleson measures.

Next, we consider the sufficiency and necessity of Wolff potential-type conditions. Let \( 1 < p < \infty, \) and let \( \sigma, \omega \) be locally finite Borel measures on \( \mathbb{R}^d. \) The discrete
Wolff potential $W^p_{\lambda,\sigma}[\omega]$ is defined by

$$W^p_{\lambda,\sigma}[\omega] := \sum_Q 1_Q \lambda_Q \frac{(\omega(Q))^{p'-1}}{(\sigma(Q))^{p'/p-1}} \left( \frac{1}{\omega(Q)} \int (\sum_{R, R \in Q} \lambda_R 1_R \omega R) d\omega \right)^{p'-1}. \tag{1.6}$$

The Wolff potential condition reads

$$\int (W^p_{\lambda,\sigma}[\omega])^{\frac{(p-1)q}{p-q}} d\omega < \infty. \tag{1.7}$$

The discrete two-weight version (1.6) of the Wolff potential and the Wolff potential condition (1.7) were introduced by Cascante, Ortega, and Verbitsky [5] in relation to the so-called Wolff inequality. (See [1] and [11] for a discussion of Wolff potentials’ history and applications in harmonic analysis, function spaces, and PDE.)

The discrete Wolff potential can be generalized as follows. For a local integrability parameter $\gamma \in \mathbb{R} \setminus \{0\}$, the local $\gamma$-average $\Lambda_{\gamma, Q}$ of the operator’s coefficients is defined by

$$\Lambda_{\gamma, Q} := \left( \frac{1}{\omega(Q)} \int_Q (\sum_{R, R \in Q} \lambda_R 1_R)^\gamma d\omega \right)^{\frac{1}{\gamma}}. \tag{1.8}$$

Using this notation, the discrete Wolff potential can be extended to the generalized discrete Wolff potential $W^p_{\gamma,\lambda,\sigma}[\omega]$ defined by

$$W^p_{\gamma,\lambda,\sigma}[\omega] := \sum_Q 1_Q \lambda_Q \frac{(\omega(Q))^{p'-1}}{(\sigma(Q))^{p'/p-1}} \Lambda_{\gamma, Q}^{p'-1},$$

and, accordingly, the generalized Wolff potential condition reads

$$\int (W^p_{\gamma,\lambda,\sigma}[\omega])^{\frac{(p-1)q}{p-q}} d\omega < \infty. \tag{1.9}$$

The generalized discrete Wolff potential $W^p_{\gamma,\lambda,\sigma}[\omega]$ is increasing in the integrability parameter $\gamma$, by Jensen’s inequality, and coincides with the usual discrete Wolff potential when $\gamma = 1$.

In the case $q \in (1, \infty)$, the two-weight norm inequality (1.2) is characterized by a pair of the Wolff potential conditions: the Wolff potential condition (1.7) together with its dual counterpart are necessary [1] Theorem B’s first assertion, and sufficient [20] Theorem 1.3 for (1.2). In the borderline case $q = 1$, $1 < p < \infty$, the Wolff potential condition (1.7) alone is both necessary and sufficient [5].

By contrast, in the case $q \in (0, 1)$, no characterization by Wolff potential conditions is known in the general case. In the special case that the operator’s coefficients satisfy the dyadic logarithmic bounded oscillation (DLBO) condition,

$$\sup_{x \in Q} \left( \sum_{R \in Q} \lambda_R 1_R(x) \right) \leq \inf_{x \in Q} \left( \sum_{R \in Q} \lambda_R 1_R(x) \right) \quad \text{for every } Q, \tag{1.9'}$$

the two-weight norm inequality is characterized by the Wolff potential condition (1.7), as was shown by Cascante, Ortega, and Verbitsky [5]. Whereas in this special case the local averages are independent of the local integrability parameter $\gamma$ so that

$$\Lambda_{\gamma, Q} = \Lambda_{-\infty, Q} := \inf_{x \in Q} \left( \sum_{R \in Q} \lambda_R 1_R(x) \right) \quad \text{for every } \gamma \in \mathbb{R} \setminus \{0\},$$

in the general case it is not so, and the integrability parameter turns out to be decisive, as Wolff potential conditions fail to be sufficient or necessary depending on it:

**Theorem 1.3** (Sufficiency and necessity of generalized Wolff potential conditions depend on $\gamma$). Let $0 < q < 1 < p < \infty$. Let $\sigma$ and $\omega$ be locally finite Borel measures. Then the following assertions hold:
Remark (Riesz potentials). Our sufficient, necessary, or equivalent conditions can also be applied to continuous operators that are comparable with positive model dyadic operators.

Such comparison is well-known for Riesz potentials. For \( \alpha \in (0,d) \), the Riesz potential of order \( \alpha \), or fractional integral, \( I_{\alpha}(\cdot, \sigma) \) is defined by

\[
I_{\alpha}(f \sigma)(x) := \int_{\mathbb{R}^d} \frac{f(y)}{|x-y|^{d-\alpha}} d\sigma(y),
\]

and its model dyadic operator \( I_{\alpha}^D(\cdot, \sigma) \) by

\[
I_{\alpha}^D(f \sigma)(x) := \sum_{Q \in D} \frac{1_Q}{|Q|^{\frac{1}{\alpha}}} \int_Q f(y) d\sigma(y).
\]

From the basic principle of dyadic analysis that generic cubes can be approximated by dyadic cubes of shifted dyadic systems

\[
D^t := \{2^k([(0,1)^d + j + t): k \in \mathbb{Z}, j \in \mathbb{Z}^d \}, t \in \mathbb{R}^d,
\]

it follows that the Riesz potential can be controlled by its model dyadic operators \( I_{\alpha}^D(\cdot, \sigma) \) with \( D^t \) in place of \( D \). Consequently, the normwise comparison

\[
\|I_{\alpha}(\cdot, \sigma)\|_{L^p(\sigma) \rightarrow L^q(\omega)} \approx \sup_{t \in [0,1]^d} \|I_{\alpha}^D(\cdot, \sigma)\|_{L^p(\sigma) \rightarrow L^q(\omega)}
\]

holds \cite{19}. The model dyadic operator \( I_{\alpha}^D(\cdot, \sigma) \) is precisely the positive dyadic operator \( T_{\lambda}(\cdot, \sigma) \) associated with the coefficients \( \lambda := \{\frac{1}{|Q|^{\frac{1}{\alpha}}}\}_{Q \in D^t} \). Thereby, our sufficient, necessary, or equivalent conditions apply to the Riesz potential by imposing them for its model dyadic operators uniformly over the dyadic systems \( D^t \).

Notice that in the special case that the measure \( \sigma \) is Lebesgue measure, the model dyadic operator’s coefficients \( \lambda := \{|Q|^{\frac{1}{\alpha}}\}_{Q \in D} \) satisfy the DLBO condition.

In this case, the weighted norm inequality for Riesz potentials was characterized previously by Casacante, Ortega and Verbitsky \cite{3} in terms of Wolff potentials, and by Maz’ya and Netrusov \cite{15} Sec. 11.6.1 in terms of capacities.

This paper is organized as follows. In Section 2 basic properties of discrete Littlewood–Paley spaces are summarized, and Maurey’s factorization theorem is discussed. In Section 3 we prove the factorization characterization (Theorem 1.2), and obtain equivalent conditions (in particular, Theorem 1.4) in terms of auxiliary coefficients by using factorizations of the Littlewood–Paley spaces. In Section 4 we prove that the generalized Wolff potential condition is necessary for small and sufficient for large integrability parameters (one half of Theorem 1.3). By constructing concrete counterexamples, we prove that the condition is nevertheless not necessary for large parameters and not sufficient for small parameters (the other half of Theorem 1.3). In the Appendix, we summarize various integral conditions used in the paper.

We conclude the introduction by stating two open problems. In the case \( q \in (0,1) \), no explicit integral conditions that characterize the two-weight norm inequality in its full generality are known, so we pose the problem:
Problem 1.4. Let $0 < q < 1 \leq p < \infty$. Let $\sigma$ and $\omega$ be locally finite Borel measures. Can the two-weight norm inequality (1.2) be characterized by some explicit integral conditions?

In the scale of generalized Wolff potential conditions, it is unknown how large the gap between necessity and sufficiency is, so we pose the problem:

Problem 1.5. Let $0 < q < 1 < p < \infty$. Let $\sigma$ and $\omega$ be locally finite Borel measures. Is the generalized Wolff potential condition (1.8), which depends on the integrability parameter $\gamma$, sufficient for (1.2) for some integrability parameter $\gamma \in [q,1]$? (Note that the sufficiency for $\gamma = 1$ is contained in Theorem 1.3)

This research was conducted during the first author’s visit to the Mathematics Department at the University of Missouri. He thanks the department for its hospitality.

2. Preliminaries

2.1. Maurey’s factorization. A lattice $(E, \leq)$ is a set equipped with a partial order relation $\leq$ such that for every pair $e_1, e_2 \in E$ there exists the least upper bound $e_1 \lor e_2 \in E$ and the greatest lower bound $e_1 \land e_2 \in E$.

Definition 2.1 (Banach lattice). A Banach lattice $(E, \| \cdot \|_E, \leq)$ is both a real Banach space $(E, \| \cdot \|_E)$ and a lattice $(E, \leq)$ so that both structures are compatible:

i) For every $e_1, e_2, e_3 \in E$, we have that $e_1 \leq e_2$ implies $e_1 + e_3 \leq e_2 + e_3$.

ii) For every $r \in \mathbb{R}$ and $e \in E$, we have that $r \geq 0$ and $e \geq 0$ implies $re \geq 0$.

The positive part $e_+$ of a vector $e \in E$ is defined by $e_+ := e \lor 0$, the negative part $e_-$ by $e_- := -e \lor 0$, and the absolute value $|e|$ by $|e| := e \lor -e$.

iii) For every $e \in E$, we have that $\|e\|_E = \|e\|_E$. For every $e_1, e_2 \in E$, we have that $0 \leq e_1 \leq e_2$ implies $\|e_1\|_E \leq \|e_2\|_E$.

An operator $T : E \to E'$ between Banach lattices $E$ and $E'$ is called positive if for every $e \in E$ with $e \geq 0$ we have $T(e) \geq 0$, or equivalently, for every $e \in E$ we have $\|T(e)\| \leq T(|e|)$.

Theorem 2.2 (Maurey’s factorization). Let $L^q$ denote the Lebesgue space associated with a measure space $(X, \mathcal{F}, \mu)$ and an exponent $q \in (0,1)$. Let $E$ be a Banach lattice. Let $T : E \to L^q$ be a positive linear operator. Then the following assertions are equivalent:

(i) There exists a positive constant $C$ such that the inequality

$$\left( \int |T(e)|^q d\mu \right)^{\frac{1}{q}} \leq C \|e\|_E$$

holds for every $e \in E$.

(ii) There exists a measurable function $\Phi$ with $\Phi \geq 0$, $\int \Phi d\mu \leq 1$, and $\mu$-almost everywhere $\{\Phi = 0\} \subseteq \{T(e) = 0\}$ for every $e \in E$, such that

$$\int |T(e)| \Phi \stackrel{\mu}{\rightarrow} d\mu \leq C \|e\|_E$$

for every $e \in E$, where $C$ is a positive constant which does not depend on $e$. Furthermore, the least constants in these estimates coincide.

Note that assertion (ii) implies assertion (i) by Hölder’s inequality, and hence the converse is the main point of the theorem. This theorem was proven by Maurey [13, Theorem 2]; an alternative proof was given by Pisier [17, Remark on page 111]. In fact, in Maurey’s book [13, Theorem 2], the factorization theorem is (after renaming exponents and functions) phrased as follows:
Theorem 2.3 (Maurey’s factorization rephrased). Let $L^q$ denote the Lebesgue space associated with a measure space $(X, \mathcal{F}, \mu)$ and an exponent $q \in (0, 1)$. Let $\{f_i\}_{i \in I}$ be a family of measurable functions indexed by an index set $I$. Then the following assertions are equivalent:

(i) There exists a positive constant $C$ such that the inequality

$$\left( \int \left( \sum_{i \in I} |\alpha_i||f_i|^q \right)^{\frac{p}{q}} d\mu \right)^{\frac{q}{p}} \leq C \sum_{i \in I} |\alpha_i|$$

holds for every finitely supported family $\{\alpha_i\}_{i \in I}$ of reals.

(ii) There exists a measurable function $\Phi$ with $\Phi \geq 0$, $\int \Phi d\mu \leq 1$, and $\mu$-almost everywhere $\{\Phi = 0\} \subseteq \{f_i = 0\}$ for every $i \in I$, such that

$$\int |f_i|\Phi^{-\frac{1}{q}} d\mu \leq C$$

for every $i \in I$.

Furthermore, the least constants in these estimates coincide.

Theorem 2.2 and Theorem 2.3 are clearly equivalent:

- Applying Theorem 2.2 to the Banach lattice $E := \ell^1(I)$ and the positive linear operator $T(\{\alpha_i\}_{i \in I}) := \sum_{i \in I} \alpha_i f_i$ yields Theorem 2.3.

- Conversely, applying Theorem 2.2 to the family $\{T(e)\}_{e \in E \setminus \{0\}}$ of functions yields Theorem 2.3 because in this case, by the assumed positivity and linearity of the operator $T$, we have

$$\sum_{e \in E \setminus \{0\}} |\alpha_e| \frac{T(e)}{|e|_E} = \sum_{e \in E \setminus \{0\}} \frac{|T(\alpha_e e)|}{|e|_E} \leq \sum_{e \in E \setminus \{0\}} T\left( \frac{|\alpha_e| e}{|e|_E} \right) = T\left( \sum_{e \in E \setminus \{0\}} \frac{|\alpha_e| e}{|e|_E} \right)$$

and hence assertion (i) of Theorem 2.3 is equivalent to assertion (i) of Theorem 2.2.

2.2. Discrete Littlewood–Paley spaces.

Definition 2.4 (Discrete Littlewood–Paley norms). Let $\mu$ be a locally finite Borel measure, and let $p \in (0, \infty]$ and $q \in (0, \infty]$. Let $a := \{a_Q\}$ be a family of non-negative reals. The discrete Littlewood–Paley norm $\|\cdot\|_{f^p,q(\mu)}$ is defined as follows:

- For $p \in (0, \infty)$ and $q \in \mathbb{R} \setminus \{0\}$,

$$\|a\|_{f^p,q(\mu)} := \left( \int \left( \sum_{Q} a_Q^p 1_Q \right)^{\frac{q}{p}} d\mu \right)^{\frac{p}{q}}.$$

- For $p \in (0, \infty)$ and $q = \infty$,

$$\|a\|_{f^p,\infty(\mu)} := \left( \int \left( \sup_{Q} a_Q 1_Q \right)^p d\mu \right)^{\frac{1}{p}}.$$

- For $p = \infty$ and $q \in \mathbb{R} \setminus \{0\}$,

$$\|a\|_{f^{\infty,q}(\mu)} := \sup_{Q} \left( \frac{1}{\mu(Q)} \sum_{R \subseteq Q} a_R^q \mu(R) \right)^{\frac{1}{q}}.$$

- For $p = \infty$ and $q = \infty$,

$$\|a\|_{f^{\infty,\infty}(\mu)} := \sup_{Q} a_Q.$$

We use the notation $f^{p,q}$ in place of $f^{p,q}(\mu)$ if the measure $\mu$ has been specified in the context.

Note that, except at the endpoint $p = \infty$, the discrete Littlewood–Paley norm $\|\cdot\|_{f^p,q}$ is just the mixed Lebesgue norm $\|\cdot\|_{L^p(L^q)}$, whereas at the endpoint $p = 1$, it is the Carleson norm instead of the mixed Lebesgue norm $\|\cdot\|_{L^\infty(L^1)}$. 

Note also that the discrete Littlewood–Paley norm has the scaling property:
\begin{equation}
\|(a_Q^2)\|_{F^p} = \|a_Q\|_{F^{p,q}} \quad \text{for every } s \in (0, \infty).
\end{equation}

The discrete Littlewood–Paley norm can be computed via duality \cite{23} Theorem 4 and Remark 5:

**Proposition 2.5** (Computing norm by duality). Let $p, q \in [1, \infty]$. Let $\mu$ be a locally finite Borel measure. Then we have
\[
\|a\|_{F^{p,q}} \sim p,q \sup_{|b|_{p',q'} \leq 1} \sum_Q a_Q b_Q \mu(Q).
\]

The following factorization theorem was proven by Cohn and Verbitsky \cite{6} Theorem 2.4:

**Proposition 2.6** (Factorization of discrete Littlewood–Paley spaces). Let $\mu$ be a locally finite Borel measure on $\mathbb{R}^d$. Let $p, p_1, p_2 \in (0, \infty]$ and $q, q_1, q_2 \in (0, \infty]$ be exponents that satisfy the Hölder relations:
\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \quad \text{and} \quad \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2}.
\]

Then the following assertions hold:

(i) Every $a \in f^{p_1,q_1}$ and $b \in f^{p_2,q_2}$ satisfy the estimate
\[
\|ab\|_{F^{p,q}} \lesssim_{p,q} \|a\|_{f^{p_1,q_1}} \|b\|_{F^{p_2,q_2}}.
\]

(ii) For each $c \in f^{p,q}$ there exists $a \in f^{p_1,q_1}$ and $b \in f^{p_2,q_2}$ such that $c = ab$ and
\[
\|a\|_{f^{p_1,q_1}} \|b\|_{f^{p_2,q_2}} \lesssim_{p,q} \|c\|_{F^{p,q}}.
\]

The factorization $f^{p,q} = f^{p_1,q_1} f^{p_2,q_2}$ is actually deduced by combining the factorizations $f^{\infty,q} = f^{\infty,q_1} f^{\infty,q_2}$ (which is \cite{6} Theorem 2.4) with the trivial factorizations $f^{p_1,q} = f^{p_1,q_1} f^{p_2,q}$ and $f^{p_1,q} = f^{p_1,q_1} f^{p_2,q}$.

2.3. **Equivalent discrete expressions.**

**Lemma 2.7** (Summation by parts). For every $p \in (0, \infty)$, we have
\[
\left( \sum_Q a_Q 1_Q \right)^p \lesssim_p \sum_Q a_Q \left( \sum_{R \not\in Q} a_R 1_R \right)^{p-1} \lesssim_p \sum_Q a_Q 1_Q \left( \sum_{R \not\in Q} a_R 1_R \right)^{p-1}.
\]

**Proof.** At each point, the summation is linearly ordered by the nestedness of dyadic cubes. Using the mean value theorem (applied to the function $t \mapsto t^p$) and summation by parts yields the estimates. \hfill \Box

**Remark.** Applying the lemma to the summation inside the integration, we deduce, for every $p \in (0, \infty)$,
\begin{equation}
\int \left( \sum_Q a_Q 1_Q \right)^p d\mu \lesssim_p \sum_Q a_Q \mu(Q) \left( \sum_{R \not\in Q} a_R \right)^{p-1} \lesssim_p \sum_Q a_Q \int_Q \left( \sum_{R \not\in Q} a_R 1_R \right)^{p-1} d\mu.
\end{equation}

The following lemma was proven in \cite{6} Proposition 2.2:

**Lemma 2.8** (Equivalent discrete expressions). Let $p \in (1, \infty)$. Then the following expressions are comparable:
\begin{equation}
\int \left( \sum_Q a_Q 1_Q \right)^p d\mu
\end{equation}
\begin{equation}
\lesssim_p \sum_Q a_Q \mu(Q) \left( \frac{1}{\mu(Q)} \sum_{R \not\in Q} a_R \mu(R) \right)^{p-1}
\end{equation}
\begin{equation}
\lesssim_p \int \left( \sup_Q \frac{1}{\mu(Q)} \sum_{R \not\in Q} a_R \mu(R) \right)^p d\mu.
\end{equation}
Remark. From the lemma together with H"older’s inequality it follows that we also have
\begin{equation}
\int \left( \sum a_Q 1_Q \right)^p d\mu \approx_p \sum_{Q} a_Q \mu(Q) \left( \sup_{R \in Q} \frac{1}{\mu(R)} \sum_{S \in R} a_S \mu(S) \right)^{p-1}.
\end{equation}

2.4. Straightforward sufficient, necessary, and equivalency conditions.
We collect straightforward necessary, sufficient, or equivalent conditions in the following lemma. Assertions \([i]\) and \([iii]\) were observed by Cascante and Ortega \([5]\) Proof of Theorem 1.1].

Lemma 2.9 (Sufficient, necessary, or equivalent conditions). The following assertions hold:
\begin{enumerate}[(i)]
\item For \( p \in (1, \infty) \) and \( q \in (0, \infty) \), the norm estimate \([2.2]\) is equivalent to the estimate
\begin{equation}
\left| \sum \lambda_Q a_Q 1_Q \right|_{L^p(\omega)} \leq \left| \sup_{Q} a_Q 1_Q \right|_{L^p(\sigma)} \quad \text{for every} \ \{a_Q\}.
\end{equation}
\item For every \( p, q \in (0, \infty) \), estimate \([2.5]\) is equivalent to the estimate
\begin{equation}
\left| \sum \rho_Q b_Q 1_Q \right|_{L^p(\omega)} \leq \left| \sum b_Q 1_Q \right|_{L^p(\sigma)} \quad \text{for every} \ \{b_Q\},
\end{equation}
where \( \rho_Q \) is defined as the localized sum \( \rho_Q := \sum_{R \in Q} \lambda_R 1_R \).
\item In terms of the Littlewood–Paley norms, estimate \([2.5]\) can be viewed as the \( f^{\infty} \mapsto f^{\infty,1}(\omega) \) norm estimate for the multiplier operator \( \{a_Q\} \mapsto \{\lambda_Q a_Q\} \), which is the estimate
\begin{equation}
\left\| \{\lambda_Q a_Q\} \right\|_{f^{\infty} \mapsto f^{\infty,1}(\omega)} \lesssim \|a\|_{f^{\infty} \mapsto f^{\infty,1}(\sigma)}.
\end{equation}
By duality, it is equivalent to the \( f^{\infty} \mapsto f^{\infty,1}(\omega) \) norm estimate for the adjoint multiplier operator \( \{b_Q\} \mapsto \{\lambda_Q a_Q \sigma(Q) b_Q\} \), i.e., the estimate
\begin{equation}
\left\| \{\lambda_Q a_Q \sigma(Q) b_Q\} \right\|_{f^{\infty,1} \mapsto f^{\infty} (\omega)} \lesssim \|b\|_{f^{\infty,1} \mapsto f^{\infty} (\sigma)}.
\end{equation}
\item The condition
\begin{equation}
\int \left( \sum \lambda_Q \omega(Q) 1_Q \right)^{\frac{p}{p-1}} d\sigma < \infty
\end{equation}
is sufficient for \([2.8]\).
\item For every \( \gamma \in (0, q) \), the estimate
\begin{equation}
\left| \sum \lambda_Q a_Q 1_Q \right|_{L^p(\omega)} \leq \gamma \left| \sum a_Q 1_Q \right|_{L^p(\sigma)}
\end{equation}
is necessary for \([2.6]\).
\end{enumerate}

Proof. \((i)\) One direction follows from substituting \( f := \sup_{Q} a_Q 1_Q \), and the other from substituting \( a_Q := \{f\} \) and using the dyadic Hardy–Littlewood maximal inequality.
\((ii)\) First, we observe that for each \( b \) there exists \( a \) (which depends on \( b \)) that satisfies the relations
\begin{equation}
\sum_{Q} \rho_Q b_Q 1_Q = \sum_{Q} \lambda_Q a_Q 1_Q \quad \text{and} \quad \sup_{Q} a_Q 1_Q = \sum_{Q} b_Q 1_Q;
\end{equation}
indeed, the choice \( a_Q := \sum_{R \in Q} b_Q \) works. Next, we observe that for each \( a \) there exists \( b \) (which depends on \( a \)) that satisfies the relations
\begin{equation}
\sum_{Q} a_Q 1_Q \leq \sum_{Q} \rho_Q b_Q 1_Q \quad \text{and} \quad \sum_{Q} b_Q 1_Q = \sup_{Q} a_Q 1_Q;
\end{equation}
Indeed, the choice

\[ b_Q := \sum_{R \subset Q} \left( \left( \sup_{S \subset R} a_S \right) - \left( \sup_{S \supset R} a_S \right) \right), \]

where \( \hat{Q} \) denotes the dyadic parent of the dyadic cube \( Q \), works by telescoping summation. Estimate (2.5) implies estimate (2.4) through the relations (2.11), and conversely, estimate (2.4) implies estimate (2.5) through the relations (2.12).

This assertion follows by writing estimate (2.5) in terms of the discrete Littlewood–Paley spaces and using duality (Proposition 2.5).

The sufficiency of condition (2.9) follows from the dual estimate (2.8). Conversely, estimate (2.6) implies estimate (2.5) through the relations (2.11), and estimate (2.5) implies estimate (2.6) through the relations (2.12).

This condition guarantees that no division by zero occurs, as we may assume that we restrict the indexation to be over the collection \( Q \) of the remaining cubes

\[ Q := \{ Q \in \mathcal{D} : \lambda_Q > 0, \sigma(Q) > 0, \text{ and } \omega(Q) > 0 \}. \]

By interchanging the order of integration and summation in (3.1a) and using the \( L^p(\sigma) - L^{p'}(\sigma) \) duality, we see that (3.1a) is equivalent to

\[ \left( \int (\sum_{Q \subset Q} \lambda_Q \frac{1}{\sigma(Q)} \frac{\omega(Q)}{\sigma(Q)} 1_Q)^{\frac{1}{p'}} d\sigma \right)^{p} \leq C. \]

By (3.2) together with the remark following it, the average \( \left( \Phi^{\frac{1}{p'}} \right)^{\frac{1}{q'}} \) is positive for every \( Q \in Q \).

Next, we discretize. We prove that the following assertions are equivalent:
We see that condition (3.3a) becomes condition (3.4a). By estimating the supremum of dyadic cubes, and hence no division by zero occurs. We abbreviate the indexation}\). Thus, condition (3.4b) becomes condition (3.3b). By Jensen’s inequality together with the convexity of the function \(t \mapsto t^q\), and the Hardy–Littlewood maximal inequality, condition (3.3a) implies condition (3.4a) through

\[
\int \left( \sup_{Q \in \mathcal{Q}} a_Q 1_Q \right)^{\frac{2}{q^*}} \, d\omega = \int \left( \sup_{Q \in \mathcal{Q}} \left( (\Phi^{-1/q})_Q \right)^{-\frac{1}{q^*}} \right) \, d\omega \\
\leq \int \left( \sup_{Q \in \mathcal{Q}} \Phi_1 \right)^{\frac{2}{q^*}} \, d\omega \leq \int \Phi \, d\omega.
\]

Next, we prove that the discrete conditions imply the continuous ones. We set

\[
a_Q^{-1} := (\Phi^{-1/q})_Q.
\]

Thus, condition (3.3a) becomes condition (3.4a). By estimating the supremum from below by omitting all but one cube from the indexation, we see that condition (3.4a) implies condition (3.3a). The proof is complete.

### 3.2. Related equivalent conditions

For a family \(a := \{a_Q\}\) of positive reals, we write \(a^{-1} := \{a_Q^{-1}\}\). All the indexations throughout this section are restricted to the subcollection

\[
\mathcal{Q} := \{Q \in \mathcal{D} : \lambda_Q > 0, \sigma(Q) > 0, \text{ and } \omega(Q) > 0\}
\]

d of dyadic cubes, and hence no division by zero occurs. We abbreviate the indexation ‘\(Q \in \mathcal{Q}\)’ as ‘\(Q\)’.

For every family \(a := \{a_Q\}\) of positive reals, we define the quantities \(A_1(a^{-1})\) and \(A_2(a)\), and conditions (3.5) by

\[
\begin{align*}
A_1(a^{-1}) & := \left( \int \left( \sum_{Q} \frac{\omega(Q)}{\sigma(Q)} a_Q^{-1} 1_Q \right)^{q' \frac{1}{q^*}} \, d\sigma \right)^{\frac{1}{q'}} < \infty \\
A_2(a) & := \left( \int \left( \sup_{Q} a_Q 1_Q \right)^{\frac{2}{q^*}} \, d\omega \right)^{\frac{1}{q^*}} < \infty.
\end{align*}
\]
For every family \( d := \{d_Q\} \) of positive reals, we define the quantities \( D_1(d^{-1}) \) and \( D_2(d) \), and conditions (3.7) by

\[
(3.6a) \quad D_1(d^{-1}) := \frac{1}{\sigma(Q)} \sum_{Q \subseteq R} \lambda_Q d_Q^{-1} \omega(Q) < \infty
\]

\[
(3.6b) \quad D_2(d) := \left( \int \left( \sum_Q \lambda_Q d_Q^{\beta - 1} 1_Q \right)^{\frac{p-1}{p}} d\omega \right)^{\frac{p}{p-1}} < \infty.
\]

In this section, we prove the following proposition:

**Proposition 3.1.** The following assertions hold:

(i) For each family \( a := \{a_Q\} \) of positive reals that satisfies conditions (3.5), there exists a family \( d := \{d_Q\} \) of positive reals that satisfies conditions (3.6); in fact, such a family is given by

\[
d_Q := a_Q \sup_{R \ni Q} \left( \frac{1}{\sigma(R)} \sum_{S \subseteq R} \lambda_S a_S^{-1} \omega(S) \right),
\]

and satisfies the estimates:

\[
(3.7a) \quad D_1(d^{-1}) \leq 1
\]

\[
(3.7b) \quad D_2(d) \leq A_1(a^{-1})^p A_2(a)^q.
\]

(ii) For each family \( d := \{d_Q\} \) of positive reals that satisfies conditions (3.6), there exists a family \( a := \{a_Q\} \) of positive reals that satisfies conditions (3.5); in fact, such a family is given by

\[
a_Q := \left( \sum_{R \ni Q} \lambda_R d_R^{\beta - 1} \right)^{\frac{q(1-p)}{p-1}}.
\]

and satisfies the estimates:

\[
(3.8a) \quad A_1(a^{-1}) \leq D_1(d^{-1})^{\frac{q}{p - q}} D_2(d)^{\frac{q}{p - q}}
\]

\[
(3.8b) \quad A_2(a) \leq D_2(d)^{\frac{q}{p - q}}.
\]

We note that, by the proposition, for each family \( a \) there exists a family \( d \) such that the estimate

\[
(D_1(d^{-1}))^{\frac{q}{p - q}} (D_2(d))^{\frac{q}{p - q}} \leq A_1(a^{-1}) A_2(a)
\]

holds, and, conversely, for each family \( d \) there exists a family \( a \) such that the reverse estimate

\[
A_1(a^{-1}) A_2(a) \leq (D_1(d^{-1}))^{\frac{q}{p - q}} (D_2(d))^{\frac{q}{p - q}}
\]

holds. Combining these estimates with the characterization by factorization (Theorem 1.2) yields the characterization by auxiliary coefficients (Theorem 3.1).

To prepare for the proof of the proposition, we split each of the conditions (3.6a) and (3.6b) into equivalent subconditions by writing out factorizations in the Littlewood–Paley spaces.

**Lemma 3.2** (Factorization of condition (3.6a)). Let \( d := \{d_Q\} \) be a family of positive reals. Then the following assertions hold:

(i) Every family \( e := \{e_Q\} \) of positive reals satisfies the estimate

\[
(3.9) \quad \left( \int \left( \sum_Q \lambda_Q e_Q^{\beta - 1} 1_Q \right)^{\frac{p-1}{p}} d\omega \right)^{\frac{p}{p-1}} \leq \left( \sum_Q \lambda_Q e_Q^{\beta} \omega(Q) e_Q^{\beta - 1} \right)^{\frac{p}{p-1}} \left( \int (\sup_Q 1_Q)^{\frac{q}{p}} \right)^{\frac{p(1-q)}{q}}.
\]
(ii) Some family \( e := \{e_Q\} \) of positive reals (which depends on the family \( d := \{d_Q\} \)) satisfies the reverse of estimate (3.11).

Proof. The lemma follows from writing out the factorization
\[
\int^{\frac{p}{p-1}}_{0} f^{1-\frac{1}{p}}(\omega) = \int^{\frac{p}{p-1}}_{0} f^{1-\frac{1}{p}}(\omega) \cdot f^{\frac{p}{p-1}}_{\infty}(\omega)
\]
of the Littlewood–Paley spaces (stated in Proposition 2.6).

Lemma 3.3 (Factorization of condition (3.5a)). Let \( a^{-1} := \{a^{-1}_Q\} \) be a family of positive reals. Then the following assertions hold:

(i) Every family \( b := \{b_Q\} \) of positive reals satisfies the estimate
\[
\left( \int \left( \sum_Q \lambda_Q \frac{\omega(Q)}{\sigma(Q)} a^{-1}_Q 1_Q \right)^p \, d\omega \right)^{\frac{1}{p}} \leq \left( \sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_R b_R^{-1} \omega(R) \right) \left( \sum_Q \lambda_Q a^{-1}_Q b_Q^{-1} \omega(Q) \right)^{\frac{1}{p}}.
\]
(3.10)

(ii) Some family \( b := \{b_Q\} \) of positive reals (which depends on the family \( a := \{a_Q\} \)) satisfies the reverse of estimate (3.11).

Proof. The lemma follows from writing out the factorization
\[
f^{p^{-1}}(\sigma) = f^{p_1}(\sigma) \cdot f^{\infty}(\sigma)
\]
of the Littlewood–Paley spaces (stated in Proposition 2.4).

We are now prepared for the proof of the proposition:

Proof of Proposition 3.7. First, we prove assertion (ii). Assume that \( d \) is a family that satisfies the conditions
\[
(3.11a) \quad \sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_Q d^{-1}_R \omega(Q) < \infty
\]
\[
(3.11b) \quad \int \left( \sum_Q \lambda_Q d^{-1}_Q 1_Q \right)^{\frac{p(1-q)}{p-q}} \, d\omega < \infty
\]
Since, by Lemma 2.8, we have
\[
\sum_Q \lambda_Q d^{-1}_Q \omega(Q) \left( \sum_Q \lambda_R d^{-1}_R \right)^{\frac{p(1-q)}{p-q}} \approx \int \left( \sum_Q \lambda_Q d^{-1}_Q 1_Q \right)^{\frac{p(1-q)}{p-q}} d\omega < \infty
\]
condition (3.11b) is equivalent to the condition
\[
(3.12) \quad \sum_Q \lambda_Q d^{-1}_Q \omega(Q) \left( \sum_Q \lambda_R d^{-1}_R \right)^{\frac{p(1-q)}{p-q}} < \infty
\]
By factorization (Lemma 3.3), it is sufficient (and necessary) to construct families \( a \) and \( b \) (which depend on the family \( d \)) that satisfy the conditions
\[
(3.13a) \quad \sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_R b_R^{-1} \omega(R) \infty
\]
\[
(3.13b) \quad \sum_Q \lambda_Q a_Q^{-1} b_Q^{-1} \omega(Q) < \infty
\]
\[
(3.13c) \quad \int \left( \sup_Q a_Q 1_Q \right)^{\frac{q}{p}} d\omega < \infty
\]
Comparing condition (3.12) with condition (3.13b), we set
\[
a_Q^{-\frac{q}{p}} := \left( \sum_{R \subseteq Q} \lambda_R d^{-1}_R \right)^{\frac{p(1-q)}{p-q}} \text{ and } b_Q := d_Q.
With these choices, condition (3.13b) coincides with condition (3.12), condition (3.13c) with condition (3.11c), and condition (3.13a) with condition (3.11a).

Next, we prove assertion (ii). Assume that \( \sigma \) is a family that satisfies the conditions

\[
\int \left( \sum Q \frac{\omega(Q)}{\sigma(Q)} a_Q^{-1} 1_Q \right)^{\nu'} d\sigma < \infty
\]

(3.14a)

\[
\int \left( \sup Q a_Q 1_Q \right)^{\nu'} d\sigma < \infty
\]

(3.14b)

Since, by the comparison (2.4), we have

\[
\int \left( \sum Q \frac{\omega(Q)}{\sigma(Q)} a_Q^{-1} 1_Q \right)^{\nu'} d\sigma = \sum Q \lambda_Q a_Q^{-1} \omega(Q) \left( \sup R Q \frac{1}{\sigma(R)} \sum S R \lambda_S a_S^{-1} \omega(S) \right)^{\nu' - 1},
\]

condition (3.14a) is equivalent to the condition

\[
\sum Q \lambda_Q a_Q^{-1} \omega(Q) \left( \sup R Q \frac{1}{\sigma(R)} \sum S R \lambda_S a_S^{-1} \omega(S) \right)^{\nu' - 1} < \infty.
\]

(3.15)

By factorization (Lemma 3.2), it is sufficient (and necessary) to construct families \( d \) and \( e \) (which depend on the family \( a \)) that satisfy the conditions

\[
\sup Q \frac{1}{\sigma(Q)} \sum R Q \lambda_R d_R^{-1} \omega(Q) < \infty
\]

(3.16a)

\[
\sum Q \lambda_Q e_Q^{-1} \omega(Q) (e_Q^{-1} d_Q)^{\nu' - 1} < \infty
\]

(3.16b)

\[
\int \left( \sup Q 1_Q \right)^{\nu'/\nu} d\sigma < \infty.
\]

(3.16c)

Comparing condition (3.15) with condition (3.16b), we set

\[
e_Q = a_Q \quad \text{and} \quad e_Q^{-1} d_Q : = \left( \sup R Q \frac{1}{\sigma(R)} \sum S R \lambda_S a_S^{-1} \omega(S) \right).
\]

With these choices, condition (3.16b) becomes condition (3.14), condition (3.16c) becomes condition (3.14b). Condition (3.16a) also holds because, by omitting all but one cube from the supremum, we have:

\[
\sum Q \lambda_Q d_Q^{-1} \omega(Q) = \sum Q \frac{\lambda_Q a_Q^{-1} \omega(Q)}{\sup R Q \sigma(R) \sum S R \lambda_S a_S^{-1} \omega(S)} \leq \sum Q \frac{\lambda_Q a_Q^{-1} \omega(Q)}{\sigma(P) \sum S P \lambda_S a_S^{-1} \omega(S)} \leq \sigma(P).
\]

The claimed comparisons of the appropriate powers of the quantities \( A_1, A_2 \) and \( D_1, D_2 \) can be seen from Lemma 3.2 and Lemma 3.3 or alternatively, the appropriate powers can be determined by matching the homogeneity in the comparisons under the scaling with respect to the family \( a \) or \( d \), the family \( \lambda \), and the measures \( \sigma \) and \( \omega \). The proof is complete. \( \square \)

We conclude this section by recording the following factorization of condition (3.5a).

**Lemma 3.4** (Another factorization of condition (3.5a)). Let \( a^{-1} := \{ a_Q \} \) be a family of positive reals. Then the following assertions hold:
(4.1) Proposition

We make the following trivial observation: for every families of positive reals \(c \in \mathbb{R}^+\) such that \(\sum c_i \leq C\) if and only there exists a family \(c_{ij}\) of positive reals such that \(\sum c_{ij} \leq C\) and \(\sup b_i c_i^{-1} \leq 1\). Using Lemma 2.8, we write

\[
\int \left( \sum_Q \lambda_Q \frac{\omega(Q)}{\sigma(Q)} \frac{1}{\omega(Q)} \right)^{\frac{1}{p'}} \, d\sigma \leq \left( \frac{1}{\sigma(Q)} \sum_{\mathcal{R} \subseteq Q} \lambda_{\mathcal{R}} a_{\mathcal{R}}^{-1} \omega(\mathcal{R}) \right)^{\frac{1}{p'}} \left( \sum_Q \lambda_Q a_Q^{-1} \omega(\mathcal{R}) \right)^{\frac{1}{p'}}.
\]

Applying this trivial observation to the summation on the right hand-side yields the lemma.

\[\square\]

4. Scale of generalized Wolff potential conditions

All the indexations throughout this section are restricted to the subcollection

\(Q := \{ Q \in D : \lambda_Q > 0, \sigma(Q) > 0, \text{ and } \omega(Q) > 0 \}\)

of dyadic cubes, and hence no division by zero occurs. We abbreviate the indexation ‘\(Q \in Q\)’ as ‘\(Q\)’.

4.1. Sufficiency for large parameters and related conditions. Applying characterizations by auxiliary coefficients through constructing auxiliary families by hand, we prove the following proposition:

Proposition 4.1 (Sufficient integral conditions). Let \(0 < q < 1 < p < \infty\). Let \(\sigma\) and \(\omega\) be locally finite Borel measures. Let \(\lambda_Q \in \mathbb{R}^+\) be a family of non-negative reals associated with the operator \(T_\lambda(R \cdot \sigma)\). Then the two-weight norm inequality (4.2) holds if any one of the following integral conditions is satisfied:

(i) (Wolff potential condition) We have

\[
\int \left( \sum_Q \lambda_Q \left( \frac{\omega(Q)}{\sigma(Q)} \Lambda_Q \right)^{\frac{1}{p' - 1}} a_Q \right)^{\frac{p-1}{p}} \, d\omega < \infty.
\]

(ii) (Variant of the Wolff potential condition) Let \(\gamma \in (0, \infty)\). We have

\[
\int \left( \sum_Q \lambda_Q \left( \Lambda_{\gamma, Q} \right)^{1-\gamma} \right)^{\frac{p-1}{p}} \, d\omega < \infty.
\]

Proof. First, we check the sufficiency of condition (4.2). By the characterization by auxiliary coefficients (Theorem 1.1), it suffices to construct a family \(\{d_Q\}\) that satisfies the conditions:

\[
\sup_Q \frac{1}{\sigma(Q)} \sum_{\mathcal{R} \subseteq Q} \lambda_{\mathcal{R}} d_{\mathcal{R}} a_{\mathcal{R}}^{-1} \omega(\mathcal{R}) < \infty
\]

\[
\int \left( \sum_Q \lambda_Q d_Q^{p' - 1} a_Q \right)^{\frac{p-1}{p'}} < \infty
\]

We choose

\[d_Q := (A_{\gamma, Q})^{1-\gamma} \sup_{\mathcal{R} \subseteq Q} \frac{\omega(\mathcal{R})}{\sigma(\mathcal{R})} \Lambda_{\gamma, R},\]
so that condition (4.3a) becomes the assumed condition (4.1). It remains to check condition (4.3a) as follows. By writing out the expression, we have

\[ d_Q = \frac{1}{\omega(Q)} \int \left( \sum_{R \subseteq Q} \lambda_R 1_R \right)^{-1} d\omega. \]

By omitting all but one cube from the supremum, and by summation by parts (the comparison (2.2)), we have

\[ \sum_{Q \in P} \lambda_Q d_Q^{-1} \omega(Q) \leq \sigma(P) \int \left( \sum_{Q \subseteq P} \lambda_Q \left( \sum_{R \subseteq Q} \lambda_R 1_R \right)^{-1} d\omega \right) \leq \frac{1}{\gamma} \sigma(P). \]

Next, we prove the sufficiency of condition (4.1). By the characterization via auxiliary coefficients (Theorem 1.2 combined with Lemma 3.4), it suffices to construct families \( \{a_Q\} \) and \( \{c_Q\} \) that satisfy the conditions:

(4.4a) \[ \sup_Q \frac{c_Q^1}{a_Q^1} \sigma(Q) \sum_{R \subseteq Q} \lambda_R a_R^{-1} \omega(R) < \infty \]

(4.4b) \[ \sum_Q \lambda_Q \sqrt{Q} c_Q^{-1} \omega(Q) < \infty \]

(4.4c) \[ \int \left( \sup_Q a_Q 1_Q \right)^{1/n} d\omega < \infty. \]

We choose

\[ a_Q := \left( \sum_{R \subseteq Q} \lambda_R \left( \frac{\omega(R)}{\sigma(R)} \right)^{p'/R_{1}} \Lambda_R^{p'-1} \right)^{\left(\frac{q-1}{n}\right)^{-1}}, \]

so that condition (4.4c) becomes the assumed condition (4.1). Since \( a_Q \geq a_R \) whenever \( Q \subseteq R \), for condition (4.4a) it suffices that

\[ \sum_{R \subseteq Q} \lambda_R \omega(R) \leq c_Q \sigma(Q) \quad \text{for every} \ Q, \]

which is satisfied by choosing

\[ c_Q := \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_R \omega(R) =: \frac{\omega(Q)}{\sigma(Q)} \Lambda_Q. \]

Under these choices, condition (4.4b) is written out as

\[ \sum_Q \lambda_Q \left( \frac{\omega(Q)}{\sigma(Q)} \right)^{p'/Q_{1}} \Lambda_Q^{p'-1} \omega(Q) \left( \sum_{R \subseteq Q} \lambda_R \left( \frac{\omega(R)}{\sigma(R)} \right)^{p'/R_{1}} \Lambda_R^{p'-1} \right)^{\left(\frac{q-1}{n}\right)^{-1}} < \infty, \]

which, by summation by parts (comparison (2.2)), is comparable to the assumed condition (4.1). The proof is complete.

\[ \square \]

4.2. A counterexample to sufficiency for small parameters.

**Proposition 4.2.** Let \( 0 < q < 1 < p < \infty \). Let \( \gamma \in (0, q) \). Then there exist coefficients \( \lambda \) and measures \( \sigma \) and \( \omega \) such that the necessary condition

(4.5) \[ \sup_Q \frac{1}{\sigma(Q)} \left( \int \left( \sum_{R \subseteq Q} \lambda_R 1_R \right)^q d\omega \right)^{1/2} < \infty \]

fails, but yet the condition

(4.6) \[ \int \left( \sum_{Q \subseteq P} \lambda_Q \left( \frac{\omega(Q)}{\sigma(Q)} \right)^{p'/Q_{1}} \Lambda_Q^{p'-1} 1_Q \right)^{\left(\frac{q-1}{n}\right)^{-1}} d\omega < \infty. \]

holds (and thereby this condition is not sufficient).
Proof. Let $P_0 \geq P_1 \geq \cdots$ be a decreasing sequence of nested dyadic cubes. Define the dyadic annuli $E_j$ by $E_j := P_j \setminus P_{j+1}$. We construct the counterexample by choosing the operator’s coefficients $\{\lambda_{P_j}\}$, the $\sigma$-measures $\{\sigma(P_j)\}$ of the cubes $P_j$, and the $\omega$-measures $\{\omega(E_j)\}$ of the annuli $E_j$ such that the quantity in condition (4.7) is infinite but yet the quantity in condition (4.6) is finite. Note that the only constraints on the choice of these sequences is that they are non-negative and that $\sigma(P_0) \geq \sigma(P_1) \geq \cdots$.

First, we prepare for the computations. We note that, through integration by parts, for all exponents $\alpha$ and $\delta$ with $\delta \neq 0$ and for all integration limits $c$ and $d$, we have

$$\int_c^d (t + 1)^{\alpha-1} \log(t + 1)^\delta \left(\alpha + \frac{\delta}{\log(t + 1)}\right) dt = (d + 1)^\alpha \log(d + 1)^\delta - (c + 1)^\alpha \log(c + 1)^\delta.$$

Therefore, for all exponents $\alpha, \beta, \delta > 0$, we have

$$\sum_{j=0}^k j^{\alpha-1} \log(j + 2)^{-\delta} \leq k^\alpha \log(k + 2)^{-\delta}$$

and

$$\sum_{j=k}^\infty (j + 1)^{-\beta-1} \log(j + 2)^{-\delta} \leq (k + 1)^{-\beta} \log(k + 2)^{-\delta}$$

for sufficiently large $k$.

Next, we choose the sequences $\{\lambda_{P_j}\}$, and $\{\omega(E_j)\}$. Let $\alpha, \beta, \delta > 0$ be exponents that we will pick later. We choose

$$\lambda_{P_j} := j^{\alpha-1} \log(j + 2)^{-\delta} \quad \text{and} \quad \omega(E_j) := (j + 1)^{-\beta-1}.$$

With these choices, we estimate the quantity in condition (4.6). Writing out, we have

$$\int \left(\sum_Q \lambda_Q \left(\frac{\omega(Q)}{\sigma(Q)}\right)^{\frac{1}{p-1}} \Lambda_{\gamma, Q}^{-\frac{1}{q-1}}Q\right)^{\frac{p-1}{p}} \sigma(Q)^{\frac{q-1}{p}} d\omega$$

$$= \sum_{k=0}^\infty \omega(E_k) \left(\sum_{i=0}^k \lambda_{P_i} \left(\frac{\omega(P_i)}{\sigma(P_i)}\right)^{\frac{1}{p-1}} \left(\frac{1}{\omega(P_i)} \sum_{m=1}^\infty \omega(E_m) (\sum_{n=1}^m \lambda_{P_n})^\gamma\right)^{\frac{1}{q-1}}\right)^{\frac{p-1}{p}}.$$

We start computing the relevant sums appearing in the quantity:

$$\sum_{m=1}^\infty \omega(E_m) (\sum_{n=1}^m \lambda_{P_n})^\gamma \leq \sum_{m=1}^\infty m^{-\beta+1-\alpha} \log(m + 2)^{-\gamma}$$

$$\leq l^{-\beta+\alpha} \log(l + 2)^{-\gamma}, \quad \text{assuming} \quad \beta - \alpha > 0.$$

We have $\omega(P_i) = \sum_{j=i}^\infty \omega(E_j) = \sum_{j=i}^\infty (j + 1)^{-\beta+1} \approx (l + 1)^{-\beta}$. Then

$$\Lambda_{\gamma, P_i} := \left(\frac{1}{\omega(P_i)} \sum_{m=1}^\infty \omega(E_m) (\sum_{n=1}^m \lambda_{P_n})^\gamma\right)^{\frac{1}{q-1}} \leq l^\alpha \log(l + 2)^{-\delta}.$$

Now, we choose the sequence $\{\sigma(P_j)\}$. Let $\epsilon > 0$ be an exponent that we will pick later. We choose

$$\sigma(P_j) := \log(j + 2)^{-\epsilon}.$$
With this choice, we continue computing the relevant sums:

\[
\sum_{l=0}^{k} \lambda_{\gamma}(P_{l})^{q} \Delta_{\gamma, P_{l}}^{\rho_{l}^{-1}} \leq \int \sum_{l=0}^{k} l^{(p'-\beta)(\rho_{l}^{-1})-1} \log(l + 2)^{-(\rho'_{l}^\gamma - (\rho_{l}^{-1}))} d\omega
\]

(4.8)

Next, we obtain the following lower estimate for the quantity in condition (4.5):

\[
\sup_{Q} \frac{1}{\sigma(Q)^{q}} \int \rho_{Q}^{\gamma} d\omega \geq \frac{1}{\sigma(P_{0})^{q/q'}} \int \rho_{P_{0}}^{\gamma} d\omega = \frac{1}{\sigma(P_{0})^{q/q'}} \sum_{k=0}^{\infty} \omega(E_{k}) \left( \sum_{l=0}^{k} \lambda_{P_{l}} \right)^{q}
\]

(4.10)

Next, we choose \( \epsilon \) so that condition (4.8) holds, which is to say that the quantity (4.10) is finite. With the already made choices for \( \alpha, \beta, \delta, \) and \( \epsilon \), that is obtained by picking any \( \epsilon \) such that \( \epsilon < 1 \). Note that these choices for the exponents \( \alpha, \beta, \delta, \) and \( \epsilon \) satisfy the assumptions appearing in the intermediate computations (4.7) and (4.8). The proof is complete. \( \square \)

Remark. In the endpoint case \( p = 1 \), a similar counterexample yields the following proposition: When the integrability parameter \( \gamma \) is small so that \( \gamma \in (0, q) \), the endpoint generalized Wolff potential condition

\[
\int \left( \sup_{Q} \frac{\omega(Q)}{\sigma(Q)} \Delta_{\gamma, Q}^{1} \right)^{\frac{q}{q'}} d\omega < \infty
\]

is in general not sufficient for the endpoint inequality

\[
\| \sum_{Q} \lambda_{Q} a_{Q} 1_{Q} \|_{L^{\infty}(\omega)} \leq \| \sup_{Q} a_{Q} 1_{Q} \|_{L^{p}(\sigma)} \quad \text{for every } \{a_{Q}\}.
\]
4.3. Necessity for small parameters. Fix an integrability parameter $\gamma \in (0, q)$. We recall that $\Lambda_{\gamma, Q} := \left(\frac{1}{\omega(Q)} \int \left(\sum_{R \subseteq Q} \lambda_R r^R \right)^{1/p} d\omega\right)^{1/p}$. We prove that the estimate
\[
(\int \sum_{Q} \lambda_Q \frac{\omega(Q)}{\sigma(Q)} \frac{1}{\Lambda_{\gamma, Q} 1_Q}^{p' - 1} r^R \left(\sum_{R \subseteq Q} \lambda_R r^R \right)^{\frac{1}{p'}} d\omega)^{\frac{1}{p'}} \leq C.
\]
follows from inequality (1.2).

First, we notice two auxiliary estimates that are necessary for the norm inequality (4.12). As recorded in Lemma 2.9, the following estimates are necessary:
\[
\|\sum_{Q} \lambda_Q a_Q 1_Q\|_{L^q(\omega)} \leq C \sup_{Q} \|a_Q 1_Q\|_{L^p(\sigma)},
\]
and
\[
\|\sum_{Q} \lambda_Q a_Q 1_Q\|_{L^\infty(\omega)} \leq C \|a_Q 1_Q\|_{L^p(\sigma)}.
\]

Next, we dualize the claimed estimate (4.11), and the auxiliary necessary estimates (4.12) and (4.13). By duality in terms of the discrete Littlewood–Paley norms (Proposition 2.8), estimate (4.11) is equivalent to the estimate
\[
\sum_{Q} \lambda_Q^{\frac{1}{p'}} \frac{\omega(Q)}{\sigma(Q)} \frac{1}{\Lambda_{\gamma, Q} 1_Q} \leq C \sup_{Q} \|b_Q 1_Q\|_{L^{\frac{p}{p'} - 1}(\omega)},
\]
and estimate (4.12) to the estimate
\[
\left(\int \sum_{Q} \lambda_Q^{\frac{1}{p'}} \frac{\omega(Q)}{\sigma(Q)} \frac{1}{\Lambda_{\gamma, Q} 1_Q} \right)^{\frac{1}{p'}} \leq C \|b\|_{L^{\frac{1}{p'} - 1}(\omega)},
\]
and estimate (4.13) to the estimate
\[
\left(\int \sum_{Q} \Lambda_{\gamma, Q}^{\frac{1}{p'}} \frac{\omega(Q)}{\sigma(Q)} \frac{1}{\Lambda_{\gamma, Q} 1_Q} \right)^{\frac{1}{p'}} \leq C \|b\|_{L^{\frac{1}{p'} - 1}(\omega)}.
\]

Finally, we observe that the claimed estimate follows from the auxiliary necessary estimates by Hölder’s inequality. We define the Hölder exponents $r, s \in (1, \infty)$ by
\[
\begin{align*}
\frac{r}{s} &:= \frac{p}{p - q} \\
\frac{r'}{s'} &:= \frac{p(1 - q)}{p - q}
\end{align*}
\]
and the families $\{c_Q\}$ and $\{d_Q\}$ by
\[
\begin{align*}
c_Q^s &:= \lambda_Q^\frac{p}{p - q} \frac{\omega(Q)}{\sigma(Q)} \frac{1}{b^r_Q} \\
d_Q^{r'} &:= \Lambda_{\gamma, Q}^{\frac{p}{p - q}} \frac{\omega(Q)}{\sigma(Q)} \frac{1}{b^r_Q}.
\end{align*}
\]
In terms of these, the claimed estimate (1.11) is rewritten as
\[
\|c \cdot d\|_{L^{\frac{1}{p'} - 1}(\sigma)} \leq C \|b\|_{L^{\frac{1}{p'} - 1}(\omega)},
\]
and the auxiliary necessary estimates (4.12) and (4.13) as
\[
\|c\|_{L^{\frac{1}{p'} - 1}(\sigma)} \leq C \|b\|_{L^{\frac{1}{p'} - 1}(\omega)} \quad \text{and} \quad \|d\|_{L^{\frac{1}{p'} - 1}(\sigma)} \leq C \|b\|_{L^{\frac{1}{p'} - 1}(\omega)}.
\]
Using Hölder’s inequality $\|c \cdot d\|_{L^{\frac{1}{p'} - 1}(\sigma)} \leq \|c\|_{L^{\frac{1}{p'} - 1}(\sigma)} \|d\|_{L^{\frac{1}{p'} - 1}(\sigma)}$ completes the proof.
4.4. A counterexample to necessity for large parameters.

**Proposition 4.3.** Let $0 < q < 1 < p < \infty$. Then there exist measures $\sigma, \omega$ and coefficients $\lambda$ such that the condition

$$\int_Q \left( \sum_Q \lambda^p_Q \frac{\omega(Q)}{\sigma(Q)} \right)^{\frac{1}{p-q}} d\sigma < \infty \quad (4.17)$$

holds, but yet the condition

$$\int \sup_Q \lambda^{p-1}_Q \left( \frac{\omega(Q)}{\sigma(Q)} \right)^{\frac{1}{p-q}} \Lambda^{p-1}_Q 1_Q d\omega < \infty \quad (4.18)$$

fails.

We note that, since condition (4.17) is sufficient for the norm inequality (1.2) (by Lemma 2.3), the proposition implies that condition (4.18) and also the stronger condition

$$\int \left( \sum_Q \lambda_Q \frac{\omega(Q)}{\sigma(Q)} \right)^{\frac{1}{p-q}} \Lambda^{p-1}_Q 1_Q d\omega < \infty$$

are both not necessary for the weighted norm inequality.

**Proof of Proposition 4.3.** Let $P_0 \subseteq P_1 \subseteq \cdots$ be an increasing sequence of cubes. We define the dyadic annuli $E_j$ by $E_0 := P_0$ and $E_j := P_j \setminus P_{j-1}$ for $j \geq 1$. Let $\sigma$ be a measure that is supported and non-vanishing on the cube $P_0$. (This is the only requirement for the measure $\sigma$ in this counterexample.) Let $\{\lambda_Q\}$ be coefficients that are non-vanishing only for the cubes $P_j$.

By decomposing the domain of integration into the dyadic annuli, by writing out the nested summation, and by pulling out the constant measure $\sigma(P_j) = \sigma(P_0)$, we write out the left-hand side of condition (4.17) as follows:

$$\text{LHS of (4.17)} = \sigma(P_0) \frac{1}{p-q} \sum_{j=0}^{\infty} \lambda^p_{P_j} \omega(P_j).$$

We notice that the localized sum $\rho_Q := \sum_{R \subseteq Q} \lambda_R 1_R$ is increasing: $\rho_Q \leq \rho_R$ whenever $Q \subseteq R$. Thus, $\int \rho^q_Q d\omega \geq \int \rho^q_{P_0} d\omega = \lambda^q_{P_0} \omega(P_0)$. By using this monotonicity, and by omitting all but one cube in the supremum, we estimate the left-hand side of condition (4.18) as follows:

$$\text{LHS of (4.18)} = \lambda^q_{P_0} \omega(P_0) \frac{1}{p-q} \sum_{j=0}^{\infty} \omega(E_j) \frac{1}{\lambda_{P_j}^q} \left( \frac{\rho^q_{P_j}}{\omega(P_j)} \right)^{\frac{1}{p-q}}.$$

Note that, in our situation, the measure $\omega$ on $\mathbb{R}^d$ is determined by choosing the measures $\omega(E_j)$ of the sets $E_j$. Thus, to prove the proposition, it suffices to find sequences $\{\lambda_{P_j}\}$ and $\{\omega(E_j)\}$ that satisfy the requirements:

$$\sum_{j=0}^{\infty} \lambda^p_{P_j} \omega(P_j) < \infty \quad \text{but} \quad \sum_{j=0}^{\infty} \frac{\omega(E_j)}{\omega(P_j)} \left( \lambda^q_{P_j} \omega(P_j) \right)^{\frac{1}{p-q}} = \infty$$

where the exponent $\alpha$ is defined by $\alpha := \alpha_{p,q} := \frac{p-1}{p-q} \in (0,1)$.

To further simplify the search for such sequences, we observe that for every pair of sequences $\{a_j\}$ and $\{b_j\}$ such that $a_0 \geq 1$ and $b_j$ is decreasing, we have

$$\sum_{j=0}^{\infty} \frac{a_{j+1}}{\sum_{k=0}^{j} a_k} b_j^\alpha \geq \lim_{j \to \infty} \left( \log \sum_{k=0}^{j} a_k \right) b_j^\alpha - \log a_0 b_0.$$
which follows from the mean value theorem and a telescoping summation.

We note that \( \omega(P_j) = \sum_{k=0}^j \omega(E_j) \). From applying the lower estimate (4.20) to the right-hand side of conditions (4.19), it follows that it suffices to find sequences \( \{\lambda_{P_j}\} \) and \( \{\omega(E_j)\} \) that satisfy the requirements:

\[
\sum_{j=0}^{\infty} \lambda_{P_j}^q \omega(P_j) < \infty \quad \text{but} \quad \lim_{j \to \infty} \omega(P_j) \left( \lambda_{P_j}^q \omega(P_j) \right)^\alpha = \infty,
\]

together with the additional requirements that \( \omega(P_0) = \omega(E_0) \geq 1 \), the product sequence \( \lambda_{P_j}^q \omega(P_j) \) is decreasing, and \( \inf_{j \geq 0} \frac{\omega(E_j)}{\omega(P_j)} > 0 \). We find such sequences, for example, by picking any \( \beta \in (1, \infty) \) such that \( \alpha \beta \in (0, 1) \), which is possible because \( \alpha \in (0, 1) \), and setting \( \omega(E_j) := 2^{j+1} \) and \( \lambda_{P_j}^q \omega(P_j) := \frac{1}{(j+1)^\beta} \).

\[\square\]

**Appendix A. Characterizations by means of auxiliary coefficients**

In this section we summarize various equivalent conditions in terms of the families of nonnegative reals \( a_Q, b_Q \), etc., used in the main body of the paper. The appropriate powers of the quantities appearing in the conditions are comparable, with constants that depend only on the exponents \( p \) and \( q \). These powers can be determined by matching the homogeneity (with respect to the scaling of the measures \( \sigma \) and \( \omega \) and the fixed operator’s coefficients \( \lambda_Q \)) in the corresponding estimates.

The two-weight norm inequality (1.2) holds for \( 0 < q < 1 < p < \infty \) if and only if any one (and hence, by equivalence, all) of the following conditions hold:

(i) There exists a family \( \{a_Q\} \) that satisfies the pair of conditions:

\[
\int \left( \sum_Q \lambda_Q \frac{\omega(Q)}{\sigma(Q)} a_Q^{-1} \right)^{p'} d\sigma < \infty,
\]

\[
\int \left( \sup_Q a_Q 1_Q \right)^{q'} d\omega < \infty.
\]

(ii) There exist families \( \{a_Q\} \) and \( \{b_Q\} \) that satisfy the triple of conditions:

\[
\sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_R b_R^{-1} \omega(R) < \infty,
\]

\[
\sum_Q \lambda_Q a_Q^{-q} b_Q^{p-1} \omega(Q) < \infty,
\]

\[
\int \left( \sup_Q a_Q 1_Q \right)^{q'} d\omega < \infty.
\]

(iii) There exists a family \( \{a_Q\} \) that satisfies the pair of conditions:

\[
\sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_Q a_Q^{-1} \omega(Q) < \infty,
\]

\[
\int \left( \sum_Q \lambda_Q b_Q^{p-1} 1_Q \right)^{\frac{1}{p-1}} d\omega < \infty.
\]
(iv) There exist families \( \{a_Q\} \) and \( \{b_Q\} \) that satisfy the triple of conditions:

\[
\sup_Q \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_Q a_Q^{-1} \omega(Q) < \infty,
\]

\[
\sum_Q \lambda_Q b_Q^{-p'} \omega(Q) a_Q^{-p'-1} < \infty,
\]

\[
\int (\sup_Q b_Q 1_Q) \frac{\omega}{\omega} d\omega < \infty.
\]

(v) There exist families \( \{a_Q\} \) and \( \{b_Q\} \) that satisfy the triple of conditions:

\[
\sup_Q \frac{b_Q^{-1}}{a_Q^{-1}} \frac{1}{\sigma(Q)} \sum_{R \subseteq Q} \lambda_R a_R^{-1} \omega(R) < \infty,
\]

\[
\sum_Q \lambda_Q a_Q^{-p'} b_Q^{-1} \omega(Q) < \infty,
\]

\[
\int (\sup_Q a_Q 1_Q) \frac{\omega}{\omega} d\omega < \infty.
\]
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