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Abstract
This article proposes a conceptual mapping to outline salient properties and relations that allow for a knowledge transfer from the well-established greenwashing phenomenon to the more recent machinewashing. We account for relevant dissimilarities, indicating where conceptual boundaries may be drawn. Guided by a “reasoning by analogy” approach, the article addresses the structural analogy and machinewashing idiosyncrasies leading to a novel and theoretically informed model of machinewashing. Consequently, machinewashing is defined as a strategy that organizations adopt to engage in misleading behavior (communication and/or action) about ethical Artificial Intelligence (AI)/algorithmic systems. Machinewashing involves misleading information about ethical AI communicated or omitted via words, visuals, or the underlying algorithm of AI itself. Furthermore, and going beyond greenwashing, machinewashing may be used for symbolic actions such as (covert) lobbying and prevention of stricter regulation. By outlining diverse theoretical foundations of the established greenwashing domain and their relation to specific research questions, the article proposes a machinewashing model and a set of theory-related research questions on the macro, meso, and micro-level for future machinewashing research. We conclude by stressing limitations and by outlining practical implications for organizations and policymakers.
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Introduction
Automation, digitization, and machine learning have irreversibly entered the scene. However, at the moment, it remains unpredictable what impact, what level of disruption, and which threats and benefits digital technology will contribute to business and society. Hopes and fears, utopian and dystopian visions are equally discussed. Particularly, ethical questions arising from machine intelligence are prevalent and trending. But it is not all (ethical) gold that shines: Kevin Roose (2019) reported for the New York Times, from the World Economic Forum in 2019, describing the “hidden automation agenda of the Davos Elite” where business leaders were publicly praising and discussing ethical and “human-centered AI,” whereas in private talks with other managers, consultants and investors, shared that “they are racing to automate their own workforces to stay ahead of the competition, with little regard for the impact on workers” (Roose, 2019).

Corporations developing or working with machine intelligence respond to this unease among humans and their politicians trying to calm the worries with ethics programs and the hiring of ethics experts to “navigate the moral hazards presented by artificial intelligence without press scandals, employee protests, or legal trouble” (Knight, 2019). Business consulting company KPMG, for example, named “AI ethicist” among the “[t]op 5 AI hires companies need to succeed in 2019” (Fisher, 2019). Hitherto, the recent exit of Google’s Ethical AI co-leader casts at least doubt on the seriousness of such ethical engagement. Timnit Gebru, Google’s former researcher, “said she was fired by the company after criticizing its approach to minority hiring and the biases built into today’s artificial intelligence
systems” (Metz & Wakabayashi, 2020). The media scandal that followed her exit and the firing of her co-head Margaret Mitchell has provoked broad skepticism about the actual reality behind corporate AI ethics programs (Johnson, 2021; Vincent, 2021). As a consequence, critical observers have drawn associations with a well-established business ethics concept, labeling AI ethics as “machinewashing”—derived from greenwashing as misleading environmental communication by companies (Obradovich et al., 2019). Now, what is machinewashing? The term has first been coined by Wagner (2018) and further refined by researchers from MIT Media Lab in a Boston Globe article, stressing that it represents a new form of greenwashing used to “addressing widespread concerns about the pernicious downsides of artificial intelligence (AI)—robots taking jobs, fatal autonomous-vehicle crashes, racial bias in criminal sentencing, the ugly polarization of the 2018 election—tech giants are working hard to assure us of their good intentions surrounding AI. But some of their public relations campaigns are creating the surface illusion of positive change without the verifiable reality. Call it “‘machinewashing’” (Obradovich et al., 2019).

Machinewashing is closely related to or used interchangeably with competing concepts that emerged in parallel: AI washing, (AI) ethics washing, ethical white washing, ethics bluewashing, and ethics theater (see Table 2). Given the evolving status of the discussion, research into the ethical issues raised by machinewashing is still in an early stage. Against this background, we reason by analogy to bring conceptual clarity into the machinewashing domain, bridging it with the established greenwashing domain (Cornelissen & Durand, 2014; Ketokivi et al., 2017; Vaughan, 2014). Thus, the guiding research questions of this article are: What are the antecedents, outcomes, idiosyncrasies, and underlying practices of machinewashing, where the source domain of greenwashing can inform the target domain of machinewashing (Ketokivi et al., 2017; Neressian, 2008)? Furthermore, we ask: What are the similarities and differences, where the analogy does not fit, and where machinewashing goes beyond greenwashing given the disruptive momentum of AI? In other words, we analyze salient properties and relations that allow for transferring knowledge from the structural analogous greenwashing field. In addition, we stress the limitations of such a transfer in light of diverging theory assumptions that reveal unique characteristics of machinewashing and its distinct conceptual boundaries (Alvesson & Sandberg, 2011). Consequently, we summarize a conceptual model of machinewashing (see Fig. 1; Table 3) as a guiding framework that helps to organize and describe the various understandings and implications of machinewashing.

Although a scientific concept definition of machinewashing may help better understand its underlying practices and trigger focused (empirical) research, few attempts have been made to provide a concept definition (Neressian, 2008). Therefore, machinewashing is defined as a strategy that organizations adopt to engage in misleading behavior (communication and/or action) about ethical
Artificial Intelligence (AI)/algorithmic systems. Machine-washing involves misleading information about ethical AI communicated or omitted via words, visuals, or the underlying algorithm of AI itself. Furthermore, and going beyond greenwashing, machine-washing may be used for symbolic actions such as (covert) lobbying and prevention of stricter regulation.

Given the relevance and strength of the link between the greenwashing and machine-washing domain, we outline a research program that builds on the analogy-derived model as a foundation (Ketokivi et al., 2017). As greenwashing occurred in a range of literatures, we show how the analogy links to multiple domains and opens the way for empirical study of the diverse machine-washing practices (Table 4 and 5). Thus, we provide evidence of the analogy’s structural soundness and factual validity, encouraging future research and interdisciplinary dialog about machine-washing with a set of possible research questions on the macro, meso, and micro-level (Ketokivi et al., 2017). We emphasize that the suggested theory domains should not be seen as an exhaustive list but as an initial starting point to advance our understandings of machine-washing and broaden the scope of the research program (Alvesson & Sandberg, 2011; Ketokivi et al., 2017). Finally, we discuss broader avenues for future research and practical implications.

Conceptual Comparison of Greenwashing and Machine-washing

Analogies are central to management and organizational theories (Cornelissen & Durand, 2014; Ketokivi et al., 2017; Swedberg 2014; Vaughan, 2014). Many important theories that evolved in previous decades build on analogies to introduce new ideas, provide explanations and comprehensive insights into complex subjects, and trigger scientific discourse (Astley & Zammuto, 1992; Cornelissen, 2005; Williamson, 1971). An analogy typically links a source and a target domain through structural mapping, thereby utilizing the knowledge of the source to draw implications in the target domain (Ketokivi et al., 2017). In the following, we reason by analogy to connect the machine-washing domain with the source domain of greenwashing. To do so, we invoke a structural mapping that connects and transfers elements from the greenwashing debate to corresponding elements of the machine-washing discourse to ultimately arrive at a new and theoretically informed model of machine-washing (Gentner & Smith, 2012; Ketokivi et al., 2017; Nersessian, 2008; Vaughan, 2014). It is essential to be aware of the potential limits of such a knowledge transfer, given the distinct characteristics of the machine-washing phenomenon. A helpful way to approach this challenge is Alvesson and Sandberg’s (2011) problematization strategy to identify and contest core assumptions underlying a given domain. Thus, we use the problematization approach as an important means to stress the boundaries of the analogy, bringing forth salient elements of the machine-washing phenomenon.

Greenwashing and Machine-washing: State-of-the-Art and Core Assumptions

Greenwashing

In 1986, the biologist Jay Westerveld coined the term greenwashing, referring to the hotel industry’s misleading practice of promoting the reuse of towels to save water and, thus, to conserve planetary resources (Becker-Olsen & Potucek, 2013). Whereas corporate communication emphasized an environmentally friendly image, the actual business intention to reduce laundry costs and increase profits remained in the dark (Orange, 2010). In this regard, greenwashing emerged as a concept that discusses corporate activities and practices that make “an organization look more environmentally friendly than it actually is” (Becker-Olsen & Potucek, 2013, p. 1318). Since its inception, the greenwashing concept has gained substantial traction in business ethics and related literatures, with several authors identifying and refining its boundaries. Table 1 summarizes the various academic and non-academic definitions of greenwashing and shows that today’s understandings of greenwashing have become broader in scope, going beyond a single focus on “the unjustified appropriation of environmental virtue by a company to create a pro-environmental image” (Marciniak, 2010, p. 49), covering also societal aspects, “i.e. merely businesses claiming environmental credentials and other social contributions while continuing to generate excessive harms such as social costs, i.e. ‘business as usual’” (Sheehy, 2014, p. 626). The underlying core assumptions of the greenwashing domain can be summarized as follows. Greenwashing is: (1) “focused on information disclosure decisions,” (2) “assumed to be a deliberate strategy,” (3) “conceived primarily as a corporate phenomenon,” and (4) “usually assumed to be beneficial for firms and detrimental to society (environment)” (5) relates to social and environmental

---

1. Within the limited space of this paper, we focus on the crucial second step of the problematization approach: the identification and articulation of core assumptions. For a full outline of all stages of the problematization strategy, chapter 5 of Alvesson and Sandberg (2013) may be considered.
2. For the purpose of this research, we adopt a wide understanding of greenwashing, which goes beyond mere symbolic communication about environmental aspects, and also covers various social dimensions, as the more recent term “CSR washing” underlines (Pope and Wæraas 2016).
Table 1  Greenwashing concepts and definitions

| Author (year)                              | Title                                                                 | Concept/definition                                                                                   |
|-------------------------------------------|-----------------------------------------------------------------------|------------------------------------------------------------------------------------------------------|
| Oxford English Dictionary (2012)          | Greenwashing, n                                                       | “Disinformation disseminated by an organization so as to present an environmentally responsible public image; a public image of environmental responsibility promulgated by or for an organization, etc., but perceived as being unfounded or intentionally misleading” |
| Merriam-Webster Dictionary (2020)         | Greenwashing                                                          | “practice of promoting environmentally friendly programs to deflect attention from an organization’s environmentally unfriendly or less savoury activities” |
| Laufer (2003)                             | Social accountability and corporate Greenwashing                       | “[F]orms of disinformation from organizations seeking to repair public reputations and further shape public images” |
| Walker and Wan (2012, p. 227)             | The harm of symbolic actions and green-washing: corporate actions and communications on environmental performance and their financial implications | “[A] strategy that companies adopt to engage in symbolic communications of environmental issues without substantially addressing them in actions […]” |
| Seele and Gatti (2017, p. 239)            | Greenwashing revisited: in search of at typology and accusation-based definition incorporating legitimacy strategies | “[G]reenwashing as co-creation of an external accusation toward an organization with regard to presenting a misleading green message.” |
| Bowen (2014, p. 33)                      | After greenwashing: symbolic corporate environmentalism and society   | “Greenwashing is a special case of ‘merely symbolic’ in which firms deliberately manipulate their communications and symbolic practices so as to build a ceremonial façade” |
| Marciniak (2010, p. 49)                   | Greenwashing as an example of ecological marketing misleading practices| “[T]he unjustified appropriation of environmental virtue by a company to create a pro-environmental image.” |
| Matejek and Gössling (2014, p. 572)      | Beyond legitimacy: a case study in BP’s “Green Lashing”               | “[S]ymbolic actions may even eclipse substantive activities entirely, a phenomenon generally referred to as greenwashing, or window dressing” |
| Marquis et al. (2016, p. 483)             | Scrutiny, norms, and selective disclosure: a global study of greenwashing | “[A] symbolic strategy whereby firms seek to gain or maintain legitimacy by disproportionately revealing beneficial or relatively benign performance indicators to obscure their less impressive overall performance” |
| Guo et al. (2017, p. 524)                 | A path analysis of greenwashing in a trust crisis among Chinese energy companies: the role of brand legitimacy and brand loyalty | “Greenwashing here refers to the integration of two corporate behaviors: poor environmental performance and positive communication about environmental performance” |
| Sheehy (2014, p. 626)                    | Defining CSR: problems and solutions                                  | “[…] i.e. merely businesses claiming environmental credentials and other social contributions while continuing to generate excessive harms such as social costs, i.e. ‘business as usual’” |
issues (Bowen, 2014, p. 26). From the established greenwashing source domain, we will now turn toward the target domain of machinewashing, depicting similarities its unique characteristics.

**Machinewashing**

Has only recently entered the business ethics research agenda in light of the widespread implementation of AI systems and rising concerns over the adverse impacts of AI (Benkler, 2019). Although machinewashing and similar concepts (see Table 2) are increasingly gaining momentum, the academic discourse around them remains dispersed. Current discussions are located at the intercept of multiple fields, including AI/machine ethics, information ethics, digital ethics, bioethics, robot ethics, and international law and governance literature. Considering existing machinewashing definitions (Table 2) along with the above-listed assumptions of greenwashing, one can see strong similarities, but also differences, where alternative assumptions may emerge (Alvesson & Sandberg, 2011): Machinewashing is a practice that: (1) focuses on information disclosure in the form of communicative activities using ethical language directed at various stakeholders (e.g., disclosure of ethics principles and guidelines); (2) focuses on misleading actions (e.g., symbolic and lobbying activities); (3) is seen as a deliberate practice; (3) is understood as an organizational phenomenon closely related technology firms, but not exclusively; (4) assumed to be benefit organizations while being detrimental for society; (6) relates to AI issues. Given that AI or algorithmic system issues mark the crucial difference, where machinewashing and greenwashing assumptions depart, a few words are in order to detail these salient elements (Alvesson & Sandberg, 2011).

**Idiosyncrasies of Machinewashing**

Machinewashing should not be considered a mere extension of greenwashing. At its core, machinewashing relates to broader AI issues, which warrant treating machinewashing as a distinct phenomenon rather than a digital version of greenwashing (see Table 2). Thus, the presented conceptual analogy is informed by the following peculiarities that characterize machinewashing concerning these broader AI issues (Ketokivi et al., 2017; Nersessian, 2008).

**Disruptive AI**

AI topics touch the general public and business’s surface only within a few years. With the substantial advancements of computer technologies and increased processing power of modern microchips, machine learning and other advanced algorithmic systems have been developed and deployed on a large scale throughout society (Appenzeller, 2017; Crawford & Calo, 2016). Thus, machinewashing rapidly emerged just as the digital transformation did and does, disrupting societal values and legal systems rather than gradually changing them, as in the case of greenwashing (Becker-Olsen & Potucek, 2013).

**Broad Scope and Scalability**

AI use cases are only limited by designers’ imagination, as the wide deployment and scalability across many areas of daily life show. Neurosurgical procedures, facial recognition, and speech synthesis systems to identify and imitate humans, self-driving cars, chatbots that respond to consumer emotions, or pre-trial risk assessments in courtrooms are all examples of systems featuring AI (Chesney & Citron, 2019; Hao, 2019; Hao & Stray, 2019; Huang & Rust, 2021a; Yuste et al., 2017). Thus, given the broad range of use cases, the spectrum for potential machinewashing becomes much more expansive than in the case of greenwashing.

**Lack of Societal and Governmental Watchdogs**

Characteristic for the emergence of greenwashing were newly formed civil society organizations and NGOs that aimed to point out corporations’ adverse social and environmental impacts and hold them accountable (Becker-Olsen & Potucek, 2013; Sheehy, 2014). Further, dedicated governmental “watchdog” institutions evolved in several jurisdictions (see, e.g., Department for Environment Food and Rural Affairs (DEFRA) 2010; Federal Trade Commission (FTC) 2012). In contrast, when it comes to AI issues and machinewashing, apart from a few examples (see, e.g., AlgorithmWatch and Opendatawatch) civil society organizations and dedicated machinewashing watchdogs are still lacking (Koene et al., 2019).

**Tangibility of AI Issues**

The greenwashing phenomenon emerged in light of increasing attention for highly visible social and environmental problems, such as sweatshop working conditions and environmental degradation (Beder, 2002; Lim & Phillips, 2008). These social and green issues have a ‘feel’ and visibility. In contrast, issues related to machinewashing are much more abstract. Challenges associated with AI, such as privacy, algorithmic biases, discrimination, job loss, power- and information asymmetries, are often not apparent at first glance (Rust & Huang, 2021; Seele et al., 2021; Theodorou & Dignum, 2020). In other words, an oil spill in the Gulf of Mexico draws much greater attention than a data privacy...
| Author (year) | Title | Concept/definition |
|--------------|-------|--------------------|
| Wagner (2018, p. 1) | Ethics as an escape from regulation: from ethics-washing to ethics-shopping? | “[E]thics is presented as a concrete policy option. Striving for ethics and ethical decision-making it is argued, will make technologies better. […] Unable or unwilling to properly provide regulatory solutions, ethics is seen as the ‘easy’ or ‘soft’ option which can help structure and give meaning to existing self-regulatory initiatives. In this world, ‘ethics’ is the new ‘industry self-regulation’” |
| Obradovich et al. (2019) | Beware corporate ‘machinewashing’ of AI | Today, we may be witnessing a new kind of greenwashing in the technology sector. Addressing widespread concerns about the pernicious downsides of artificial intelligence (AI)—robots taking jobs, fatal autonomous-vehicle crashes, racial bias in criminal sentencing, the ugly polarization of the 2018 election—tech giants are working hard to assure us of their good intentions surrounding AI. But some of their public relations campaigns are creating the surface illusion of positive change without the verifiable reality. Call it “machinewashing” |
| Bietti (2020, p. 210) | From ethics washing to ethics bashing: a view on tech ethics from within moral philosophy | “[T]he term has been used by companies as an acceptable façade that justifies deregulation, self-regulation or market driven governance, and is increasingly identified with technology companies’ self-interested adoption of appearances of ethical behavior” |
| McMillan and Brown (2019, p. 1) | Against ethical AI | In reference to Wagner (2018) it is summarized: “ethics washing is the use of working groups, guidelines, and manifestos as a counterbalance to calls for legal and regulatory frameworks which would ensure the safety of the public.” |
| Rességquier and Rodrigues (2020, p. 2) | AI ethics should not remain toothless! A call to bring back the teeth of ethics | “Using ethics to prevent the implementation of legal regulation that is actually necessary is a serious and worrying abuse and misuse of ethics” |
| Floridi (2019, p. 186) | Translating principles into practices of digital ethics: five risks of being unethical | “Digital ethics shopping = def. the malpractice of choosing, adapting, or revising (‘mixing and matching’) ethical principles, guidelines, codes, frameworks, or other similar standards (especially but not only in the ethics of AI), from a variety of available offers, in order to retrofit some pre-existing behaviours (choices, processes, strategies, etc.), and hence justify them a posteriori, instead of implementing or improving new behaviours by benchmarking them against public, ethical standards.” |
| Floridi (2019, p. 187) | Translating principles into practices of digital ethics: five risks of being unethical | “Ethics bluewashing = def. the malpractice of making unsubstantiated or misleading claims about, or implementing superficial measures in favour of, the ethical values and benefits of digital processes, products, services, or other solutions in order to appear more digitally ethical than one is.” |
| Floridi (2019, p. 188) | Translating principles into practices of digital ethics: five risks of being unethical | “Digital ethics lobbying = def. the malpractice of exploiting digital ethics to delay, revise, replace, or avoid good and necessary legislation (or its enforcement) about the design, development, and deployment of digital processes, products, services, or other solutions” |
| Floridi (2019, p. 191) | Translating principles into practices of digital ethics: five risks of being unethical | “Ethics shirking = def. the malpractice of doing increasingly less ‘ethical work’ (such as fulfilling duties, respecting rights, and honouring commitments) in a given context the lower the return of such ethical work in that context is mistakenly perceived to be” |
| Author (year)            | Title                                                                 | Concept/definition                                                                 |
|-------------------------|----------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| Coeckelbergh (2020, p. 4) | Green leviathan or the poetics of political liberty: navigating freedom in the age of climate change and artificial intelligence | “What if companies’ insistence that they will develop AI for ‘the earth’ and use AI in a sustainable and climate-friendly way is just ‘ethics washing’, a fig leaf for doing business as usual?” |
| Yeung et al. (2020, p. 7) | AI governance by human rights-centred design, deliberation and oversight: an end to ethics washing | “It is hardly surprising that critics have dismissed these voluntary codes of conduct as ‘ethics washing’ given overwhelming evidence that the tech industry cannot be relied upon to honour its voluntary commitments” |
| Umbrello and van de Poel (2020, p. 21) | Mapping value sensitive design onto AI for social good principles | “[…] there is a danger that contribution that societal challenge and SDGs are used to for legitimisation of AI technologies that do not respect some fundamental ethical principles, i.e. there is a danger of ethical white-washing (which is already visible ta the webpages of some large companies)” |
| Metzinger (2019)        | EU guidelines: ethics washing made in Europe                         | “Industry organizes and cultivates ethical debates to buy time – to distract the public and to prevent or at least delay effective regulation and policymaking.” |
| Hao (2019)              | In 2020, let’s stop AI ethics-washing and actually do something       | “We’re falling into a trap of ethics-washing, where genuine action gets replaced by superficial promises” |
| Johnson (2019)          | How AI companies can avoid ethics washing                            | “[E]thics washing—also called ‘ethics theater’—is the practice of fabricating or exaggerating a company’s interest in equitable AI systems that work for everyone. A textbook example for tech giants is when a company promotes ‘AI for good’ initiatives with one hand while selling surveillance capitalism tech to governments and corporate customers with the other” |
| Susser (2019)           | Ethics alone can’t fix big tech                                      | “The result is “ethics theater”—or worse,”ethics washing”—a veneer of concern for the greater good, engineered to pacify critics and divert public attention away from what’s really going on inside the A.I. sausage factories.” |
| Kinstler (2020)         | Ethicists aim to save tech’s soul. Will anyone let them?             | “[T]he practice of merely kowtowing in the direction of moral values in order to stave off government regulation and media criticism.” |
| Waddell (2019)          | The dangers of “AI washing”                                          | “This “AI washing” threatens to overinflate expectations for the technology, undermining public trust and potentially setting up the booming field for a backlash.” |
leak triggered by a dysfunctional AI system. Consequently, also machinewashing becomes less palpable.

**Opacity and Complexity of AI: Difficult to Grasp for Stakeholders**

The abstract nature of issues related to the machinewashing phenomenon is partly due to the underlying complexity of AI systems (Hagendorff, 2019). Although some corporations make efforts to provide insights into their algorithms, their precise functioning is undoubtedly not evident, even for experts (Crawford & Calo, 2016; Jordan & Mitchell, 2015). AI systems remain black boxes for most stakeholders, often shielded by property rights (Martin, 2019; Noto La Diega, 2018). Consequently, the exact functionality of AI remains largely unknown and difficult to grasp, which makes opacity and complexity also crucial aspects of machinewashing.

**Fluid Algorithms**

AI-powered products or services are based on different forms of algorithms. As such, AI is difficult to grasp due to the fluid nature of the underlying algorithmic code (Buhmann et al., 2020). Especially machine learning systems adapt their behavior to a context in real time (Yeung et al., 2020). Thus, rather than being associated with concrete or even tangible products as in greenwashing, AI can easily change shape via software updates, patches, or an altered deployment environment (Yeung, 2019). As a consequence, the machinewashing of AI products and services becomes more challenging to capture and follow.

**Automated Decision Making and Unknown Consequences**

At the core of AI systems is the possibility to automate processes and decision making with algorithms. Although AI, by definition, emerges from human design, its developing or deploying organization often slides into the background (Bryson, 2020). Further, algorithmic decision-making outcomes are not always what designers and organizations want or have planned for. Especially machine learning systems designed to develop independently and in real time carry the risk of triggering unintended or undesirable consequences (Wagner & Winkler, 2019). Thus, AI goes along with unpredictability and raises new responsibility questions when making independent or semi-automated (Coeckelbergh, 2020). In turn, the issue of unintended outcomes and the problem of responsibility translates to the machinewashing phenomenon.

In light of the depicted idiosyncrasies, the following paragraphs will structurally map the source and target domain to indicate fundamental relations that allow for a knowledge transfer between green and machinewashing (Gentner & Smith, 2012; Ketokivi et al., 2017; Nersessian, 2008; Vaughan, 2014). By building on five major dimensions, we stress the analogy and indicate where new ways of thinking are required to account for machinewashing idiosyncrasies (see Fig. 1; Table 3): (1) Antecedents (2) Underlying Goals (3) Practice (4) Examples and Manifestations (5) Outcomes.

**Antecedents**

**Greenwashing**

Greenwashing and machinewashing are both subject to antecedents that stem from the external and internal corporate environment. As depicted by Delmas and Burbano (2011), the external environment can be characterized as the non-market environment that includes the regulatory and broader public (e.g., the media), as well as the market environment (consumers, financiers, competitors). The internal environment includes organizational and individual psychological drivers that are summarized in Sect. (2) underlying goals. Previous research has identified the uncertain regulatory environment as a key driver of greenwashing, which indirectly touches on all other greenwashing drivers (Delmas & Burbano, 2011). Further, external drivers include pressure upon the corporation by activist groups, NGOs, and the media (Marciniak, 2010). Also, a company’s institutional or operational context can be a decisive aspect in terms of prevalent industry norms and competitor practices (Du, 2014; Jones, 2012). Additionally, consumer and investor demands play a crucial role as drivers in the market environment (Delmas & Burbano, 2011; Sheehy, 2014).

**Machinewashing**

The uncertain regulatory context is also the most crucial institutional driver of corporate machinewashing in the non-market external environment (Benkler, 2019; Jobin et al., 2019; Wagner, 2018). This regulatory void has invited numerous organizations to launch soft-law initiatives making extensive but unsubstantiated ethical claims about their AI systems without having to risk any legal charges (Bietti, 2020; Jobin et al., 2019). Similar to greenwashing, in the nonmarket external environment, activist groups, NGOs, and the media play a role as monitors of machinewashing (Kinstler, 2020; McMillan & Brown, 2019). In terms of the external market environment, industry norms, competition, and consumers and investors are crucial external market dimensions to consider in the machinewashing debate. As pressure from these groups may trigger corporations to engage in symbolic communication about their AI practices (Mittelstadt, 2019).
Underlying Goals

Greenwashing

Underlying goals may be instrumental or normative in nature and relate to the firm’s response to the external environment and depend on the internal organizational environment, including firm characteristics, incentive structures, and the ethical climate (Delmas & Burbano, 2011). Benefits arising from a green image include reputational gains and a potential competitive advantage and increased willingness to pay, mainly connected to large and highly visible firms (Matejek & Gössling, 2014; Szabo & Webster, 2020). Moreover, business legitimacy to build or maintain what has been termed the social license to operate remains a crucial underlying goal (Suchman, 1995; Walker & Wan, 2012). Moreover, organizational and individual psychological characteristics and the bounded rationality of agents can help explain greenwashing goals (Delmas & Burbano, 2011; Verbeke & Greidanus, 2009; Walker & Wan, 2012).

Machinewashing

Machinewashing follows similar goals. The AI ethics debate stresses the corporate quest for reputational gains, a competitive advantage, and business legitimacy (Benkler, 2019; Bietti, 2020; Douek, 2019; Koene et al., 2019). Additionally, technology corporations are driven by the incentive to maintain power and authority, triggering increased engagement in machinewashing (Kalluri, 2020). Given that algorithms and data are crucial to corporate success, large-scale and highly visible technology corporations have a general interest in maintaining control over these resources and the broader AI ethics debate (Floridi, 2019; Zuboff, 2019). Analogous to greenwashing, individual agents, in the form of managerial directors, may follow bounded rational agendas, triggering...
machinewashing (Papazoglou, 2019; Roose, 2019; Satiriano, 2020).

**Practice**

**Greenwashing**

Greenwashing represents a symbolic communication gesture to create an unfounded or misleading pro-environmental or pro-social image (Laufer, 2003; Marciniak, 2010). The primary actor is the corporation making false or misleading claims about environmental and social attributes of products, services, and the organization’s social and environmental performance. Whether a claim or corporate action is deceptive also depends on the audience’s overall impression, as “greenwash is truly in the eye of the beholder” (Lyon & Montgomery, 2015, p. 6). To further specify greenwashing practices, it is helpful to look into existing regulations. Several types of false or misleading claims are the focus of regulatory standards and practice guidelines, issued by the U.S. Federal Trade Commission (FTC) (2012), the Australian Competition and Consumer Commission (2011), the Canadian Standards Association (CSA) (2008), and the UK Department for Environment, Food and Rural Affairs (DEFRA) (2010). Next to these public institutions, several NGOs and public/private sector organizations provide indicators that help to identify greenwashing: the Greenpeace Greenwash Criteria, the Greenwashing Index of EnviroMedia and the University of Oregon, the Seven sins of greenwashing by Terrachoice, and Futerra’s signs of greenwashing (Zanasi et al., 2017). The most detailed outline of greenwashing types is provided by Lyon and Montgomery (2015), listing 11 mechanisms, also covering greenwashing as a nonmarket strategy that is (astroturf) lobbying. Summarizing these sources, greenwashing practices can be distinguished according to different categories or types of misleading behavior (see Table 4):

1. Misleading with words, which may include (a) misleading claims (b) inaccurate claims (c) vague/unprovable claims (d) meaningless claims (d) overstatements/exaggerations
2. Misleading with visuals or graphics. This aspect relates to various forms of visual rhetoric and semiotics. It also covers false or misleading seals, certifications, and labels.
3. Misleading by omission. Noteworthy in this regard are corporate practices that relate to (a) complete omission of information, (b) selective disclosure, (c) incomplete comparisons (d) masking of information.
4. Mislead with symbolic action refers to an inconsistency between promises about, e.g., social and environmental initiatives and actual actions in this regard.
5. Mislead with (covert) lobbying. This category involves open or covert nonmarket activities aimed at favorable laws and regulations.

**Machinewashing**

Machinewashing practices match the above types of misleading behavior (see Table 4) and are further informed by the machinewashing idiosyncrasies (see Fig. 1; Table 3). Machinewashing includes the use of vague, inaccurate, and meaningless claims as well as jargon and exaggerations. Corporations may thereby not only communicate or mislead with words but also visuals and graphics. This involves the deceptive use of commercials, show robots but also covers certifications invoking unjustified commitments. Besides, it is not only the communication that may mislead but also what is omitted. Several omission types can be distinguished (see Table 4): complete omission of information, selective disclosure, incomplete comparisons, and information masking. In addition, AI itself may be used to mislead when imitating humans, presenting biased information, or obscuring responsibilities (Chesney & Citron, 2019; Wagner & Winkler, 2019; Yeung, 2019). This may involve deceptive corporate practices, such as strategically using property rights protection or function creep, when silently changing the algorithmic use case with a software update (Noto La Diega, 2018; Yeung, 2019). The misleading communication gestures are often accompanied by symbolic and aspirational measures and corporate political actions (Roose, 2019; Yeung et al., 2020). Machinewashing can represent a profound nonmarket strategy involving the full-level lobbying spectrum directed at the government, civil society, and academia (Bietti, 2020; Floridi, 2019; Ochigame, 2019; Resseguiuer & Rodrigues, 2020). Consequently, machinewashing practices go further than greenwashing, concerning nonmarket actions, but share the crucial similarity that deceptive claims and actions are subject to the audience’s interpretation, resting “in the eye of the beholder” (Floridi, 2019; Lyon & Montgomery, 2015, p. 6).

**Examples and Manifestations**

**Greenwashing**

Greenwashing examples and manifestations are diverse and may be located at the product or firm level as listed in Table 4. One may find misleading claims such as...
| Type | Description | Greenwashing Example | Machinewashing Example |
|------|-------------|----------------------|-----------------------|
| (1) Mislead with words | | | |
| (a) Misleading/vague claims | Broad claims without any specific meaning | Eco-friendly, environmental-friendly, eco-safe, all-natural, non-toxic, eco-conscious (see, e.g., Futerra and Terrachoice greenwash criteria in Zanasi et al., 2017) | Ethical AI, explainable AI, fair AI, trustworthy AI, human-friendly AI, sustainable AI, AI to benefit everyone |
| (b) Inaccurate claims | Claims or data that are wrong or made-up (closely related to 3 (a) complete omission of information) | “Common examples are tissue products that claim various percentages of post-consumer recycled content without providing any evidence” (TerraChoice, 2010, p. 10) | “IBM Watson is helping doctors outthink cancer, one patient at a time.” [...] IBM needs to be held accountable for the image that it’s producing of its successes compared to what they’re actually able to deliver, because at a certain point it becomes an ethical issue… You’re telling cancer patients that they should have a higher feeling of hope about their outcome and then under-delivering on that—to me, that’s just dirty.” |
| (c) Jargon claims | Claims that use language, terms, or jargon which do not resonate with stakeholders (especially customers) | Language and information that only an expert may understand (Futerra Sustainability Communications, 2009, p. 5) | Misleading and lengthy data and privacy policies, terms of service, and informed consent using legal and technical jargon (Obar & Oeldorf-Hirsch, 2020) |
| (d) Meaningless/irrelevant claims | Stressing a trivial ethical/green aspect, whereas remaining business practices go against ethical or environmental standards | “For example, if a company brags about its boutique green R&D projects but the majority of spending and investment reinforces old, unsustainable, polluting practices.” (Greenpeace Greenwash Criteria, in Zanasi et al., 2017, p. 65) | “YouTube has been driving millions of viewers to climate misinformation videos every day, a shocking revelation that runs contrary to Google’s important missions of fighting misinformation and promoting climate action” (Corbin, 2020) |
| (e) Overstatements/exaggerations | Claims that make the organization or its products look better than they are. Overstatements claims that go far beyond the possibilities of the product or organization’s capabilities | “For example, if a company were to do a million dollar ad campaign about a clean up that cost less” (Greenpeace Greenwash Criteria, in Zanasi et al., 2017, p. 65) | “If a typical person could do a mental task with less than one second of thought, we can probably automate it using AI either now or in the near future” (Ng, 2016) |
| (2) Mislead with visuals or graphics | Relates to images and video footage used in advertising, and seals, certifications and labels invoking unjustified commitments | “Green images that indicate a (un-justified) green impact e.g., flowers blooming from exhaust pipes” and “A label that looks like a third party endorsement … except it’s made up” (Futerra Sustainability Communications, 2009, p. 5) | “Sophia is not the first show robot to attain celebrity status. Yet accusations of hype and deception have proliferated about the misrepresentation of AI to public and policymakers alike” (Sharkey, 2018) |
| (3) Misleading by omission | Claims that are made without proof of evidence (scientific confirmation) | “It could be right, but where’s the evidence?” (Futerra Sustainability Communications, 2009, p. 5) | “IBM Watson is the Donald Trump of the AI industry—outlandish claims that aren’t backed by credible data […] There is no way to validate what we’re getting from IBM is accurate unless we test the real patients in an experiment” (Brown, 2017) |
| Type                        | Description                                                                 | Greenwashing Example                                                                                                                                                                                                 | Machinewashing Example                                                                                     |
|-----------------------------|------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------|
| (b) Selective disclosure    | Presented information creates a positive impression, while relevant information is kept back | “For example, if an industry or company has been forced to change a product, clean up its pollution or protect an endangered species, then uses PR campaigns to make such action look proactive or voluntary.” (Greenpeace Greenwash Criteria, in Zanasi et al., 2017, p. 65) | Chatbots imitating humans and the challenge of consumers to know whether they are interacting with AI or not: “As this development gains traction, service providers have to decide whether to disclose the chatbot identity and, if so, whether to provide additional information about it. From an ethical viewpoint, withholding identity information does not prove tenable, as intransparency regarding the non-human chatbot identity may be perceived as deceptive and could be exploited by service providers” (Mozafari et al., 2020, p. 2916) |
| (c) Incomplete comparison   | Basis for comparison is not provided                                          | “Acme is more effective” (Lyon & Montgomery, 2015, p. 227)                                                                                                                                                             | “Ed Harbour, vice president of Implementation at IBM Watson […]”I believe very strongly Watson is ahead of the competition and we’ve got to continue to push [to make Watson better]. No, I don’t think it’s something that anybody can just do.” (Brown, 2017) |
| (d) Masking of information  | Relevant consequences of product/or services are omitted                      | “The ad leaves out or masks important information, making the green claim sound better than it is” (Greenwashingindex, in Zanasi et al., 2017, p. 66)                                                                         | “A.I., most people in the tech industry would tell you, is the future of their industry, and it is improving fast thanks to something called machine learning. But tech executives rarely discuss the labor-intensive process that goes into its creation. A.I. is learning from humans. Lots and lots of humans. Before an A.I. system can learn, someone has to label the data supplied to it” (Metz, 2019) |
| (4) Mislead with AI*        | (a) (Ab)using AI to imitate humans                                            |                                                                                                                                                                                                                     | “Harmful lies are nothing new. But the ability to distort reality has taken an exponential leap forward with “deep fake” technology. This capability makes it possible to create audio and video of real people saying and doing things they never said or did” (Chesney & Citron, 2019, p. 1753) |
|                             | Refers to the use of AI to deceive/mislead consumers and, or the wider public |                                                                                                                                                                                                                     | Discussing geographic information systems, Wagner and Winkler (2019, p. 7) note: “there is a considerable risk that users misinterpret the data provided to them and make bad decisions based on false or at best misleading information.” |
| Type | Description | Greenwashing Example | Machinewashing Example |
|------|-------------|----------------------|-----------------------|
| (c) Leaving AI code undisclosed | Using intellectual property rights law to avoid disclosure of algorithmic code (Related to mislead by omission) | - | Corporations may mislead about AI, leaving code undisclosed to avoid external assessment, referring to patent protection: “First, the overlap between, if not abuse of, intellectual property rights create a legal black box which is very difficult to open“ (Noto La Diega, 2018, p. 15) |
| (d) Hidden change of use case (function creep) | Using dynamic nature of algorithms (such as updates and patches) to adjust the mode of operation in the future | - | “Any change to the software of the system may affect the behaviour of the entire system or of individual components, extending their functionality, and these may change the system’s operational risk profile, including its capacity to operate in ways that might cause harm or violate human rights.” (Yeung, 2019, p. 63) |
| (e) Obscuring responsibility | Obscuring responsibility for unintended outcomes of semi-automated systems to human in the loop | - | “The collision of a Tesla car in semi-automated mode exemplifies the tendency to blame the proximate humans in the loop for unintended adverse consequences, rather than the surrounding socio-technical system in which the human is embedded. (Yeung, 2019, p. 61) |
| (5) Mislead with symbolic action | | | |
| (a) Policy practice gap | Refers to an inconsistency between promises about initiatives and actual actions | “Such as efficient light bulbs made in a factory which pollutes rivers” (Futerra Sustainability Communications, 2009, p. 5) | “The decisions of internal AI ethics committees are subjected to internal limits, subordinated to the endorsement of high management and dependent on company funding. This dependency on the company’s benevolence makes such efforts inadequate for addressing serious cases of company misconduct and also importantly unfit for achieving desirable policy outcomes” (Bietti, 2020, p. 216) |
| (b) Instrumentalization of ethics and moral philosophy* | Involves the instrumental use of ethics to achieve organizational outcomes | - | “[T]he trivialization of ethics and moral philosophy now understood as discrete tools or pre-formed social structures such as ethics boards, self-governance schemes or stakeholder groups” (Bietti, 2020, p. 210) |
| (6) Mislead with (covert) lobbying | | | |
| (a) Legislative lobbying | Involves open or covert non-market actions aimed at favorable laws and regulations | “For example, if advertising or public statements are used to emphasize corporate environmental responsibility in the midst of legislative pressure or legal action” (Greenpeace Greenwash Criteria, in Zanasi et al., 2017, p. 65) | “Google led the way with what would become one of the world’s richest lobbying machines. In 2018 nearly half the Senate received contributions from Facebook, Google and Amazon, and the companies continue to set spending records” (Zuboff, 2021) |
eco-friendly, environmental-friendly, eco-safe, all-natural, non-toxic, eco-conscious in product descriptions (see, e.g., Futerra and Terrachoice greenwash criteria in Zanasi et al., 2017). Further, companies may use language and information that only an expert may understand or publish inaccurate, exaggerated, or meaningless claims (Greenpeace Greenwash Criteria, in Zanasi et al., 2017). Misleading visuals or graphics manifest as green-, eco-, or social labels that highlight that a product or service meets the respective standards of the label (Bowen, 2014). In this regard, greenwashing occurs when such certificates are erroneously adopted for products and services, which actually do not meet the certified standards.

Similarly, corporate communication may mislead by omission: presenting environmental product attributes as proactive achievements while missing to disclose that the action was a requirement to comply with existing regulations (Becker-Olsen & Potucek, 2013; Walter, 2010). Greenwashing can also manifest as symbolic action such as: “efficient light bulbs made in a factory which pollutes rivers” (Futerra Sustainability Communications, 2009, p. 5). Further, a green corporate image may be publicly presented, while the corporation lobbies against the environmental legislation (Walter, 2010).

**Machinewashing**

Among the most prominent expression of machinewashing (see Table 4) is the corporate adherence to ethical principles and values listed in guidelines or similar standards, which often communicate vague claims of explainable, human-friendly, sustainable, or trustworthy AI (Floridi, 2019; Jobin et al., 2019; Umbrello and van de Poel, 2020; Yeung et al., 2020). Machinewashing also manifests as deceptive vague, and inaccurate claims, such as the example of IBM’s flagship AI shows: “IBM Watson is helping doctors outthink cancer, one patient at a time” (Brown, 2017). Further, machinewashing may hide in the technical or legal jargon of lengthy data and privacy policies and service terms, which do not resonate with average consumers (Obar & Oeldorf-Hirsch, 2020). Corporations also mislead with visuals and graphics, as the show robot Sophia exemplifies: “Sophia is not the first show robot to attain celebrity status. Yet accusations of hype and deception have proliferated about the misrepresentation of AI to public and policymakers alike” (Sharkey, 2018). Similar to eco-labels, an increasing number of initiatives aim to introduce AI certification schemes, which run the same risk as the aforementioned, in case of the absence of adequate control (AI Ethics Impact Group, 2020; IEEE Standards Association, 2020). Misleading behavior may also involve AI itself, such as providing biased real-time information: “there is a considerable risk that users misinterpret
the data provided to them and make bad decisions based on false or at best misleading information” (Wagner & Winkler, 2019, p. 7). Or by using misleading claims about patent protection to leave AI code undisclosed and avoid external assessment: “First, the overlap between, if not abuse of, intellectual property rights create a legal black box which is very difficult to open “ (Noto La Diega, 2018, p. 15).

Further, symbolic actions involving corporate ethics boards, in-house philosophers, ethics working groups, and multi-stakeholder partnerships are prominent examples often associated with machinewashing. Particularly when these actions fail to produce meaningful results, as in the case of the instrumentalization of ethics to achieve organizational outcomes (Bietti, 2020; McMillan & Brown, 2019; Papa-zoglou, 2019). Another noteworthy expression of machinewashing is (covert) lobbying. Whereas legislative and judicial lobbying are well-known practices, lobbying academia to favor corporate interests is relatively new (Bietti, 2020; Rességuiér & Rodrigues, 2020). Some have argued that the technology industry is manipulating academia to shape the AI debate by financing institutes that engage in AI ethics research (Ochigame, 2019; Ochigame et al., 2019). A recent New York Times article shows that this strategy focuses not only on soft-law research but also on hard-law and practices-oriented training directed at antitrust regulators and judges from multiple nations around the globe (Wakabayashi, 2020). As shown by Hagendorff and Meding (2020), such academic-industry cooperation is growing, with conflicts of interest remaining often undisclosed (see, e.g., Wright et al., 2018).

Outcomes

Greenwashing

Corporations engage in greenwashing practices to create a pro-social or pro-environmental image that may lead to reputational gains (Laufer, 2003; Marciniak, 2010). A favorable impression can also distract from an unsustainable core business (Marquis et al., 2016). In addition, several studies highlight the role of consumer behavior, particularly in light of perceived corporate greenwashing and the willingness to pay more for environmentally friendly products (Laroche et al., 2001; Nyilasy et al., 2014; Szabo & Webster, 2020). Another potential outcome of greenwashing is the potential financial gain and access to capital (Delmas & Burbano, 2011; Du, 2014). Past literature shows that firms are also exposed to risk in light of external stakeholders’ back-slash for greenwashing (Szabo & Webster, 2020). Further, research has shown that retaining human capital can be an important outcome (Ramdhony, 2018). Ambiguity and aspirational talk about CSR may benefit employee engagement, talent retention, and attraction, impacting firm capabilities and operational efficiency (Winkler et al., 2020).

Machinewashing

Machinewashing uses or misuses ethics to engineer or fabricate a public image or façade that boosts the organizational reputation to appease and gain the acceptance of the public and critical stakeholders (Floridi, 2019; Johnson, 2019). Machinewashing may also create unintended network effects when misleading information is automatically distributed at scale and real time (Wagner & Winkler, 2019). In this way, machinewashing may also impact customer choice of products and company loyalty but also help to distract and “retrofit some pre-existing behaviours (choices, processes, strategies, etc.)” (Floridi, 2019, p. 186). Further, machinewashing may shape AI’s future development, given the underlying goal to prevent, avoid, counter, delay, revise or replace legislative efforts as a way to manage environmental risks (Floridi, 2019; Rességuiér & Rodrigues, 2020). From an internal perspective, machinewashing may also relate to financial performance and impact the firm capabilities (McLennan et al., 2020; Rakova et al., 2020). A noteworthy example was Google dropping its AI ethics council after employee protests (Levin, 2019). The example also shows the potential impact of machinewashing on organizational identification, employee engagement, and an employer’s attractiveness. Additionally, unintended outcomes may be triggered, such as increased job polarization, where promises of AI may manifest for high-skill workers but leave middle-skilled workers worse off (Dau-Schmidt, 2018; Huang & Rust, 2021b).

From the Structural Analogy Towards a Definition of Machinewashing

In the sections above, we reasoned by analogy to structurally map the machinewashing phenomenon and delineate its unique conceptual boundaries in a new model (Gentner & Smith, 2012; Ketokivi et al., 2017; Nersessian, 2008; Vaughan, 2014). Given the novelty of the phenomenon, few attempts have been made to provide a conceptual definition of machinewashing (see Table 2). Yet, a scientific concept definition may help to better understand the diverse machinewashing practices and trigger a focused research program (Nersessian, 2008). Thus, a definition can assist future attempts to operationalize and engage in the empirical study. This is crucial when it comes to identifying and measuring machinewashing and its outcomes. Further, from a practical perspective, a conceptual definition can assist...
corporations in avoiding misleading about their AI ethics activities. Consequently, we believe there is a need for a comprehensive theory-informed machinewashing definition. Therefore, the following definition derives from the structural analogy and the idiosyncrasies of the outlined machinewashing model (Ketokivi et al., 2017; Nersessian, 2008).

Definition: machinewashing is defined as a strategy that organizations adopt to engage in misleading behavior (communication and/or action) about ethical Artificial Intelligence (AI) / algorithmic systems. Machinewashing involves misleading information about ethical AI communicated or omitted via words, visuals, or the underlying algorithm of AI itself. Furthermore, and going beyond greenwashing, machinewashing may be used for symbolic actions such as (covert) lobbying and prevention of stricter regulation.

The Analogy as Foundation for Future Machinewashing Research

Machinewashing as a novel and multifaceted phenomenon requires the close attention of practitioners, regulators, and the broader public, making it a highly interesting and timely subject of study for business ethics and related fields (Bietti, 2020; Johnson, 2015; Martin et al., 2019). Given the relevance and strength of the link between the greenwashing and machinewashing domains established above, we argue that the analogy-derived machinewashing model can constitute the basis for future research to study the diverse machinewashing practices (Fig. 1; Table 4). Thus, in the following, we provide evidence of the structural soundness and factual validity of the analogy by demonstrating how machinewashing: (1) links to existing theories underpinning the greenwashing debate, and (2) lends itself to multiple research questions for empirical study (Ketokivi et al., 2017). The below-described theories are grouped according to macro, meso, and micro levels, indicating the respective focus of the theories (Cornelissen & Durand, 2014; Jeurissen, 1997). In light of Alvesson and Sandberg’s (2013) problematization strategy, we emphasize the need to challenge the suggested theories concerning their underlying core assumptions and the distinct characteristics of machinewashing (see Idiosyncrasies of Machinewashing). Consequently, the proposed theories should not be seen as an exhaustive list but as an initial starting point to expand the analogy and broaden the scope of the machinewashing research (Table 5).

Macro-level Theories

Future machinewashing research may focus on macro theories dealing with organizations and the broader environments they are embedded in. This includes studying machinewashing concerning macro-level institutions, such as markets and governments, and more general cultural traditions of a given context (Cornelissen & Durand, 2014; Jeurissen, 1997). To adapt and shape this institutional environment, organizations may adopt machinewashing practices (Scott, 2014). In this regard, the following macro-level theories offer fruitful avenues to shed light on machinewashing practices: legitimacy theory, corporate political activity, and resource-dependence theory.

Legitimacy refers to the extent to which an organization operates according to a given set of social rules, such as formal and informal ones (Long & Driscoll, 2008; Suchman, 1995; Suddaby et al., 2017). Legitimacy theory follows the idea that organizations strive for social approval of their conduct in a given setting while avoiding disapproval to ensure their business continuity. Thus, to maintain what has been termed “social license to operate,” organizations engage in a constant legitimization process (Melé & Armengou, 2016). Legitimacy theory can help shed light on machinewashing practices that aim at various types of legitimacy—pragmatic, moral, and cognitive (Bietti, 2020; Greenwood et al., 2011). For instance, previous research associates greenwashing with an organization’s failure to attain pragmatic legitimacy (Seele & Gatti, 2017). Analog, this raises the question: how does machinewashing relate to different types of legitimacy—pragmatic, moral, and cognitive (Long & Driscoll, 2008)? Previous legitimacy research also associates corporate ethics codes with strategic self-interest, which may lead to symbolic isomorphism (Long & Driscoll, 2008). Similarly, today’s AI ethics codes may serve the organizational self-interest and gradually converge, such that a hypocritical approach to ethics may become the new social norm in the institutional context (Jobin et al., 2019; Long & Driscoll, 2008). Thus, legitimacy theory can also illuminate mimetic pressure from the institutional environment regarding how mimetic pressure in the market might affect a firm’s use of machinewashing. This also raises the question: which kind of pressure (mimetic or normative) is more influential in adopting machinewashing practices?

Future research may also benefit from the theoretical insights of corporate political activity (CPA) research, including lobbying and public affairs. As shown above, machinewashing is strongly associated with legislative, judicial, and academic lobbying (Bietti, 2020; Floridi, 2019; Ochigame, 2019; Rességuy & Rodrigues, 2020). Here, the CPA and public affairs lenses may help study machinewashing practices of organizations that are actively shaping their institutional environments. As discussed by den Hond et al. (2014), corporations may simultaneously play on two chessboards, the self-regulatory chessboard and the CPA chessboard, to achieve overall favorable outcomes in the non-market sphere. Technology organizations may similarly play on the AI ethics chessboard while engaging
| Theory                                           | Key assumptions                                                                 | Examples of future research questions                                                                 |
|-------------------------------------------------|---------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------|
| Theories of organizations in their environments (Macro) |                                                                                 |                                                                                                         |
| Legitimacy theory                                | Organizations' long-term survival hinges on legitimacy: the conformity with societal norms (formal/informal) | How might mimetic pressures affect a firm’s use of machinewashing?                                       |
|                                                  |                                                                                 | Which kind of pressure (mimetic or normative) is more influential in adopting machinewashing practices?|
|                                                  |                                                                                 | How does machinewashing relate to different types of legitimacy—pragmatic, moral, and cognitive?        |
|                                                  |                                                                                 | How does machinewashing affect the credibility of an AI strategy—or the organization’s reputation as such?|
| Corporate political activity/lobbying            | Organizations as strategic players shaping the non-market environment             | Does machinewashing distract society from questioning the limits of current AI ethics programs and from pushing governments to adopt stricter regulations? |
|                                                  |                                                                                 | How are lobbying expenditures against more stringent AI regulations related to organizational spending on AI ethics programs? |
|                                                  |                                                                                 | Which role do societal watchdogs or internal whistleblowers play in exposing a misalignment of the two chessboards? |
| Resource-dependence theory                       | The long-term survival and growth of firms' hinges on access to critical resources from the external firm environment | How does resource pressure impact the adoption and use of machinewashing?                                |
|                                                  |                                                                                 | How is AI used as a resource itself to engage in machinewashing and influence external stakeholders?     |
|                                                  |                                                                                 | Are AI ethics boards used to limit dependence on or gain access to critical resources?                   |
| Intermediate, organization-focused theories (Meso) |                                                                                 |                                                                                                         |
| Organizational Institutionalism                  | Organizations are embedded in institutional arrangements adapting to internal and external pressures | To what extent are AI ethics principles aligned with day-to-day organizational practices?             |
|                                                  |                                                                                 | How do internal procedures and the goal to preserve organizational efficiency relate to the adoption of machinewashing practices? |
|                                                  |                                                                                 | What role can ethics boards play in ensuring that ethics guidelines and codes are translated to daily practice? |
|                                                  |                                                                                 | To what extent are specific machinewashing practices (already) institutionalized in a given organization? |
| Theory                                           | Key assumptions                                                                 | Examples of future research questions                                                                                                                                 |
|-------------------------------------------------|---------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| Instrumental and deliberative CSR               | A discursive approach to organizations’ responsibilities (e.g., discourse ethics, agnostic rhetoric, license to critique) | Can a deliberative approach to AI ethics offset the lack of societal watchdogs and assist in transferring principles into practice? |
|                                                 |                                                                                 | Who influences the current AI ethics discourse, and why?                                         |
|                                                 |                                                                                 | In which way can organizational ethics boards contribute to the formation of ethics codes? How should an ethics board be structured to serve as an independent forum for discussion on weaknesses of AI? |
|                                                 |                                                                                 | How are power and information asymmetries in the AI ethics discourse related to machinewashing practices? |
|                                                 |                                                                                 | How can symbolic practices (e.g., ethics working groups and multi-stakeholder partnerships) be turned into credible and constructive discussions on ethical AI? |
| Signaling theory                                | Observing organizational behavior from an economic self-interest perspective or instrumental rationale | Does machinewashing pay off?                                                                    |
|                                                 |                                                                                 | Is machinewashing used to change perceptions about organizational AI ethics performance? |
|                                                 |                                                                                 | Does evidence exist that the market values machinewashing?                                       |
| Theories of individuals within and around organizations (Micro) | Issues arising when the principal employs an agent for value creation | (How) Does machinewashing impact agency cost?                                                   |
| Agency theory                                    |                                                                                 | How can organizations control and verify that an agent acts in the principal’s interest, not engaging in machinewashing practices? |
|                                                 |                                                                                 | How do AI ethics programs relate to individual employees?                                         |
|                                                 |                                                                                 | What are the impacts of machinewashing on employee performance, well-being, and satisfaction? |
|                                                 |                                                                                 | How can individual members of the organization be included in creating AI ethics codes and guidelines? |
|                                                 |                                                                                 | How can individuals (continuously) challenge and be challenged by the code of their respective organizations? |
|                                                 |                                                                                 | How can whistleblowers speaking out about weaknesses of corporate AI ethics be better protected/incentivized? |
in the policymaking chess game to lobby against governmental regulations (Floridi, 2019; Yeung et al., 2020). However, organizations risk being exposed (machinewashing) as players on both chessboards, which may adversely impact their reputation and legitimacy if these two strategies are not aligned (den Hond et al., 2014; Rehbein et al., 2018). Interesting future research questions may revolve around the conceptual framing of two chessboards’ logic, including institutionalization and paradoxes resulting from misalignment. Questions may include: Does machinewashing distract society from questioning the limits of current AI ethics programs and from pushing governments to adopt stricter regulations? How are lobbying expenditures against more stringent AI regulations related to organizational spending on AI ethics programs (Zuboff, 2021)? Which role do societal watchdogs or internal whistleblowers play in exposing a misalignment of the two chessboards? In addition, the CPA theory lens is beneficial in investigating the rising academic lobbying: to what extent does organizational funding of public research favor corporate interests? Does the lobbying of academic institutions undermine the independence of academia?

Resource-dependence theory (RDT) argues that firms’ long-term survival and growth hinges on access to critical resources. Future research may build on this theoretical angle when studying machinewashing as a nonmarket organizational strategy used to “reduce environmental interdependence and uncertainty” (Hillman et al., 2009, p. 1404). Here, AI ethics and other related firm activities can be observed as mechanisms to reduce external dependence for critical resources and create a favorable non-market environment to secure essential resources from external stakeholders (Mellahi et al., 2016; Shirodkar et al., 2018). From this perspective, the flow of digital (behavioral) data may be perceived as a crucial resource that machinewashing practices help to secure (Zuboff, 2019). Thus, interesting questions may relate to how resource pressure impacts the adoption and use of machinewashing? How is AI used as a resource itself to engage in machinewashing and influence external stakeholders? Previous research also highlights the value of RDT when understanding boards (Hillman et al., 2009). In particular, RDT may help to shed light on the way in which organizations may use AI ethics boards to limit dependence or gain certain resources, as the case of Google’s ethics panel composition has shown (Metzinger, 2019).

**Meso-level Theories**

Organizational-focused theories can be utilized to better understand organizational antecedents and outcomes of machinewashing. Thus, organizational-focused theories are on an intermediate level between macro and micro-theories,
opening the door to a better understanding of internal conditions under which organizations engage in machinewashing practices (Cornelissen & Durand, 2014). In this regard, future research may draw on insights from organizational institutionalism, instrumental/deliberative CSR, and signaling theory.

Organizational institutionalism. A fruitful avenue of future research is the decoupling concept as discussed in organizational institutionalism (Greenwood et al., 2018). Decoupling focuses on the potential gap between firms’ policies and practices or, more precisely, means and ends (Bromley & Powell, 2012). Decoupling is relevant for machinewashing research, particularly to observe formal AI policies adopted by technology corporations concerning their daily business conduct. CSR and greenwashing research highlight the need to study talk action dynamics and, in light of aspirational CSR talk (Christensen et al., 2020a, 2020b; Glozer & Morsing, 2020). Firms’ resources dedicated to ethical AI may have limited or no relation to their intended AI goals. Thus, research questions along these lines include to what extent are organization AI ethics principles aligned with day-to-day practices? How do internal procedures and the goal to preserve organizational efficiency relate to the adoption of machinewashing practices? What role can ethics boards play in ensuring that ethics guidelines and codes are translated to daily practice? Another interesting question to explore is to what extent are specific machinewashing practices (already) institutionalized within a given organization?

Instrumental and deliberative CSR. Communication about ethical AI is often labeled as untrustworthy, aspirational, and not least as machinewashing (Benkler, 2019; B. Mittelstadt, 2019; Truby, 2020). Similar concerns have previously been raised about CSR as a mere marketing or public relations tool, where a substantial gap between symbolic and aspirational managerial ‘talk’ and the actual upholding of social responsibility standards prevails (Christensen et al., 2017; Haack et al., 2012; Winkler et al., 2020). In response to such critique, recent research observes how communication can move from an instrumental to a deliberative mode (B. D. Mittelstadt et al., 2015; Palazzo & Scherer, 2006; Scholz et al., 2019; Winkler et al., 2020). Seele and Lock (2015) outline a pathway about how idealistic principles can be translated into practice via discourse ideals. Further, Winkler et al. (2020) develop a framework of agnostic rhetoric that may facilitate the enactment of aspirational talk. In a similar vein, Christensen et al. (2017) emphasize a license to critique, outlining that ongoing communication (involving criticism and contestation) about sustainability standards is necessary to develop, adjust, and fine-tune standards as functional governance tools. Consequently, such deliberative approaches may also represent fruitful avenues for future machinewashing research, triggering important questions: Can a deliberative approach to AI ethics offset the lack of societal watchdogs and assist in transferring principles into practice? Who controls the current AI ethics discourse, and why? How are power and information asymmetries in the AI ethics discourse related to machinewashing practices? How can symbolic practices (e.g., ethics working groups and multi-stakeholder partnerships) be turned into meaningful and constructive discussions on ethical AI?

Signaling theory focuses on the behavior of a sender (e.g., a corporation) and a receiver (e.g., the customers, the public) in a communication process that is characterized by diverging information access (Connelly et al., 2011). Thus, signaling theory leans towards micro-levels, dealing with how the organization “signals” information to receivers, who choose the way of interpreting the communicated signal (Connelly et al., 2011). In greenwashing literature, the disclosure of corporate signals is studied as a form of deliberative communication of positive information that lacks observable attributes (Bowen, 2014). From this perspective, the corporate engagement in symbolic practices of ‘ethical talk’ about AI can be an effective signal toward society, underlining the corporate commitment to ethical values (Walker & Wan, 2012; Wu et al., 2020). In this regard, signaling theory stresses that corporations might signal false claims “if initial financial payoffs outweigh future losses once the truth becomes known” (Whelan & Demangeot, 2015, p. 1). Thus, signaling theory opens the door for observing machinewashing from an economic self-interest perspective and instrumental rationale. Analogous to greenwashing research, one may ask whether machinewashing pays off for an organization (Berrone et al., 2017)? Is machinewashing used to change perceptions about organizational AI ethics performance? Does evidence exist that the market values machinewashing (Du, 2014)? Does greater transparency about AI ethics programs, such as the disclosure of algorithmic code, mitigate information asymmetries between organizations and their stakeholders?

Micro-level Theories

Whereas the previous paragraphs outline machinewashing issues connected to organizations and the environments in which they are embedded, the study of machinewashing on a micro-level is likewise important (Lyon & Montgomery, 2015). Micro-level theories focus on the individual within and around organizations (Cornelissen & Durand, 2014). Micro-level theories are essential, as machinewashing practices can influence or be shaped by prominent individuals within an organization. In addition, as a phenomenon that lies in the beholder’s eye, it is crucial to study how external stakeholders evaluate machinewashing. Thus, how individuals perceive various machinewashing practices.
Previous greenwashing research builds on two prominent theories in this regard: agency theory and attribution theory.

Agency theory may provide a fruitful avenue for future research to analyze internal antecedents of machinewashing. Individual actors may play a crucial role in designing, implanting, and executing AI ethics programs. Managers may engage in machinewashing activities and thereby follow personal interests (as opposed to shareholder interests), creating costs and inefficiencies for the principle (the organization) and broader society (Bosse & Phillips, 2016; Hadani & Schuler, 2013; Petrenko et al., 2016). An interesting question in this regard is how do managers instrumentalize AI ethics or build on information asymmetries to pursue their own career goals? Mark Zuckerberg’s Facebook role has recently received critical attention (Abdalla & Abdalla, 2020; Zuboff, 2021). Thus, agency theory raises questions, such as: how does machinewashing impact agency cost? How can organizations control and verify that an agent acts in the principal's interest, not engaging in machinewashing practices? Further, it may be interesting to apply agency theory regarding employee’s relation to machinewashing practices. The introductory example of Timnit Gebru and Margaret Mitchell may be an interesting starting point to study how machinewashing practices may impact organizational identification, employee engagement, and performance (Johnson, 2021; Vincent, 2021). Thus, further questions raised by agency theory include: how do AI ethics programs relate to individual employees? What is the impact of machinewashing on employee performance, well-being, and satisfaction? How can individual members of the organization be included in creating AI ethics codes and guidelines? How can individuals (continuously) challenge and be challenged by the code of their respective organizations?

Another theory that may prove helpful for future research is attribution theory (Harvey et al., 2014; Lange & Washburn, 2012). Attribution theory may help to capture external evaluations of machinewashing on an individual basis. This may include studying individuals' perceptions of machinewashing practices and the conclusions they draw from them. Thus, important avenues for future research may consist of how observers make sense of machinewashing communication and whether this may relate to aspects such as purchase and investment intention or product and organizational loyalty (Ginder et al., 2019; Pizzetti et al., 2019). In addition, attributional processes may help explain individuals' emotions and behavior when facing potential deceptive AI claims. This raises several questions: What micro-level attribution processes occur when consumers perceive AI ethics programs to be misleading? How do consumers and the wider public perceive deceptive practices, such as using intellectual property rights law to avoid disclosing algorithmic code or obscuring responsibility for unintended outcomes of semi-automated systems by blaming the human in the loop?

Empirical Inquiry

To further explore and theorize about machinewashing empirical inquiry is paramount, as current research remains largely conceptual (Benkler, 2019; Jobin et al., 2019; Wagner, 2018). As shown above, future research may utilize the theories from the three focus levels as a basis for empirical study. The suggested research questions (see Table 5) can be seen as initial ideas to apply these theories to different organizations, different organizational and institutional contexts, and investigate individual behavior. The complexity of machinewashing practices demands a holistic way of proceeding that draws on different methodological approaches, such as quantitative, qualitative, and combined methods. Further, to gain profound insights into machinewashing, it is necessary to collect data on multiple levels (individuals, organizations, and aggregated institutional contexts) and study processes and how they develop over time. The introductory case of Timnit Gebru exemplifies the involvement of multiple levels (from individual to aggregated institutions) and the need to study machinewashing practices from within and outside the organization and how it unfolds over time (Johnson, 2021; Vincent, 2021).

Future research may also benefit from further operationalizing the outlined machinewashing concept. This may include developing ways to measure stakeholder perceptions of machinewashing as a phenomenon that lies in the eye of the beholder (Lyon & Montgomery, 2015). In this regard, one possible pathway for future research is developing a scale that allows assessing perceptions of machinewashing. Scale development is a multistage process that helps create a validated scientific measurement instrument (DeVellis, 2017; Hinkin, 1995; Jian et al., 2014). In addition, scales can reveal insights into variables such as machinewashing that are not readily observable (DeVellis, 2017). Thus, a scale can benefit future research to generate and test hypotheses empirically, such as the perceived legitimacy of corporate AI soft policies.

Conclusion

With the widespread implementation of AI, organizations have started implementing AI ethics programs to meet societal and regulatory concerns and counter potential adverse outcomes of AI. However, critical voices increasingly question the reality behind corporate AI ethics, labeling it as machinewashing (Johnson, 2021; Ochigame, 2019). This article set out to offer conceptual clarity into the emerging
machinewashing debate, discussing its resemblance and difference to greenwashing and providing a research program based on multiple theory lenses present in existing greenwashing literature. We have reasoned by analogy, invoking as structural mapping of greenwashing as the source and machinewashing as the target domain to allow for a knowledge transfer, thus, creating a theory-informed model of machinewashing (Ketokivi et al., 2017; Nersessian, 2008). Given the distinct idiosyncrasies of machinewashing, we have cautioned against a blind transfer of theoretical assumptions from greenwashing to machinewashing (Alvesson & Sandberg, 2013). Thus, we have emphasized the need for adaptations and critical reflection about greenwashing theories against distinct machinewashing characteristics. Further, we strongly encourage future research to draw on theoretical insights beyond the previously mentioned theories to allow for a rethinking and the generation of novel insights beyond the traditional “research box” or community (Alvesson & Sandberg, 2014). Overall, with our conceptual machinewashing model, the definition, and the theory-driven research program, we strive to trigger future research and cross-disciplinary dialog about machinewashing.

**Limitations and Future Research**

The introduction of the greenwashing-machinewashing analogy can enhance the understanding of organizational machinewashing practices and benefit theorizing in the emerging domain. However, researchers and theorists should not simply accept the analogy for its own sake. Therefore, an important future research direction is to critique the analogy, particularly in its boundary conditions (Ketokivi et al., 2017). In this regard, the section on machinewashing idiosyncrasies has shown where limitations of the analogy are situated, which in turn, can lead to novel insights. Thus, it is necessary to map and collect further evidence about the boundaries of the analogy to ensure the progress of the outlined research program. Another important starting point for future research to extend the themes highlighted in this manuscript relates to the broader discussion of whether AI systems or environmental issues go along with more systematic and universal impacts. For example, AI systems, with their possibility to automate work, decision making, idea production, value creation, organizational structures, and reward systems, increasingly disrupt the job market and firms’ management processes (Chalmers et al., 2020; Lyytinen et al., 2017). This may trigger broader societal debates about aspects, such as the tension between increased automation and the possibility to uphold high employment rates. Future research may pay attention to such macro discussions in the CSR domain, where social and environmental issues are discussed concerning systemic perspectives on overconsumption and closed-loop economies (Kopnina, 2019; Murray et al., 2017).

**Practical Implications**

Machinewashing practices are difficult to assess, representing high credence issues similar to greenwashing. Over the past decades, new governance mechanisms and objective assessment methods emerged to approach challenges related to greenwashing and connected social and environmental problems (Beder, 2002; Lim & Phillips, 2008). With these approaches, regulators and NGOs are empowered to independently assess product and firm-level greenwashing by verifying product components or auditing work sites (Delmas & Burbano, 2011; see, e.g., Federal Trade Commission (FTC) 2012; TerraChoice, 2010). Regarding machinewashing, an objective external assessment is highly difficult or even impossible to perform without a firms’ collaboration to share the algorithmic code or accept algorithmic auditing (Buhmann et al., 2020; Yeung, 2019). Thus, it remains a crucial challenge from a practical perspective to gain insights into and assess algorithmic black boxes (Martin, 2019). Theoretically, several solutions may be possible to tackle this challenge, ranging from voluntary transparency to complete disclosure requirements. Corporations may opt to transparently share the code of their algorithms with the public. However, in light of current market practices and corporate interests to protect business models and value chains, such an approach seems unlikely (Noto La Diega, 2018). A more feasible solution could be a state-level assessment body for algorithms, such as in the case of high-risk AI and the multistage certification process in the aviation industry (European Aviation Safety Agency, 2020) or an independent third-party verification performed by an auditing firm or delegated regulation unit as in co-regulation (Kamara, 2017). Above all, governments could implement new regulations for mandatory disclosure about algorithms and the handling of user data, similar to the transparency provided by soft- and hard-law approaches (Gatti et al., 2019) that aim at countering greenwashing.
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