Attenuation Tomography of the Yellow Sea/Korean Peninsula from Coda-source normalized and direct Lg Amplitudes
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Abstract—We invert for regional attenuation of the crustal phase Lg in the Yellow Sea/Korean Peninsula (YSKP) using three different amplitude attenuation tomography methods. The first method solves for source, site, and path attenuation. The second method uses a scaling relationship to set the initial source amplitude and interpret the source term after inversion. The third method implements a coda-derived source spectral correction. By comparing methods with slightly different assumptions we are able to make a more realistic assessment of the uncertainties in the resulting attenuation maps than is obtainable through formal error analysis alone. We compare the site, source and path-terms produced by each method and comment on attenuation, which correlates well with tectonic and topographic features in the region. Source terms correlate well with each other and with magnitude. Site terms are similar except for two stations that are located in a region that has the greatest difference in path term, which demonstrates the site/path trade-off. Another region of path term difference has the fewest crossing paths, where the tomography method employing the coda-derived spectral correction may perform more accurately since it is not as susceptible to the source/path trade-off. The Bohai Bay basin, an area of extension, is a region of high attenuation, and regions of low attenuation occur along topographic highs located in the Da-xin-an-ling and Changbai Mountains and Mount Taishan.

1. Introduction

There are many reasons to study the attenuation of seismic waves. Variations in regional attenuation \((1/Q)\) can facilitate structure and tectonic interpretation (e.g., FRANKEL, 1990). Local and regional distance attenuation of seismic phases is important in earthquake hazard prediction. Quantifying seismic wave attenuation and correcting for its effects improves source parameter studies, which will aid in discrimination of small nuclear tests from naturally occurring earthquakes (e.g., BAKER et al., 2004; MAYEDA et al., 2003; TAYLOR et al., 2002). Current event identification relies on \(Q\) models to remove propagation effects, revealing source differences. \(Q\) models taken from the literature can vary greatly within the same region. In previous work (FORD et al., 2008), we compared five different 1-D methods to measure \(Q\)Lg and attempted to assess the error associated with the results. The assessment showed the possible influence of lateral variations in attenuation. In the same spirit of the 1-D method comparison study, we compare inversions for 2-D attenuation in the Yellow Sea/Korean Peninsula (YSKP) using three different methods with identical data. The comparison is made for the source, site, and path parameters.

Comparison of solutions obtained with different methods can give insight to the model error, which is often considerably more important and larger in magnitude than any type of random error that is usually calculated for inverse studies. This study will only assess this model-based error. In the section that follows we will outline the amplitude tomography method of PHILLIPS and STEAD (2008) and the source-interpreted amplitude tomography method of PASYANOS et al. (2009). We will also introduce the coda-source corrected amplitude tomography method, which is a 2-D implementation of the 1-D analysis presented in WALTER et al.
Concludingly, the attenuation structure of the YSKP will be interpreted in terms of the tectonics of the region.

2. Data Set and Attenuation Tomography Techniques

The YSKP data set consists of 145 earthquakes recorded at 6 broadband (20 sps) three-component stations of the Global Seismographic Network (GSN) and the OHP-Japan network (station TJN, Fig. 1). We omitted data with paths that traverse the Sea of Japan/East Sea, since this region is oceanic crust and does not efficiently propagate Lg (ZHANG and LAY, 1995). Using these data, we apply three different attenuation tomography techniques. By testing techniques that have different assumptions in the source, site and attenuation trade-offs we hope to better understand true uncertainties in the resulting $Q$ maps.

The first method we implement is the amplitude tomography method of PHILLIPS and STEAD (2008), which assumes that the spreading-corrected Lg spectrum ($A_{Lg}$) at a finite frequency $f$ can be represented as

$$\ln(A_{Lg}) - \ln(G(r)) = \ln(S(f)) + \ln(P(f)) - \frac{\pi f}{U} \int_s Q^{-1} ds,$$  \hspace{1cm} (1)

where $U$ is the group velocity, and is assumed to be 3.5 km/s. The inversion solves for $S(f)$ and $P(f)$, the source and site terms, respectively, as well as $Q^{-1}$ along the path, $s$, in a damped least-squares sense using the LSQR algorithm (PAIGE and SAUNDERS, 1982). Damping was chosen on the basis of L-curve analysis (HANSEN, 1998), in which the final damping parameter minimizes both the model length and error. The mean of the log site terms is damped to zero and the spreading correction is done using the STREET et al. (1975) function

$$G(r) = \begin{cases} \frac{1}{r_0^\gamma} & \text{for } r < r_0 \\ \frac{1}{r_0^\gamma} (\frac{r}{r_0})^\gamma & \text{for } r \geq r_0, \end{cases}$$  \hspace{1cm} (2)

where $\gamma$ is 0.5 and $r_0$ is 100 km. Therefore, spreading transitions from a spherical to a cylindrical type at approximately 100 km. FORD et al. (2008) found that results differed only slightly when $r_0$ is between 60 and 120 km. For brevity we will refer to this method as AMP (for AMPlitude).

We also implement the method of PASYANOS et al. (2009), which is similar in form to the AMP method [eq (1)], but which uses a starting source term based on seismic moment as defined in the magnitude-distance amplitude correction (MDAC) formalism (WALTER and TAYLOR, 2001). The formalism employs a modified corner-frequency source model with frequency-squared fall-off incorporating seismic moment, apparent stress, and source-region geophysical parameters. In this way, the output source terms are perturbations to the original source, and the source term has a better physical interpretation. The site terms are not constrained. This method will be referred to as source interpretation (SI).

We also employ a recently developed method (WALTER et al., 2007), which alters the AMP method so that the amplitude is directly corrected for the source using stable, coda-derived source spectra that already account for regional source-scaling and are calculated via the methodology of MAYEDA et al. (2003). As performed in WALTER et al. (2007) on Italian data, the coda-derived source spectra have been calibrated specifically for the YSKP region and include non-self-similar source scaling determined independently using the coda ratio method which was first introduced by MAYEDA et al. (2007). Also, as with the SI method, the site terms are not constrained. This method will be referred to as coda source (CS).

Amplitude inversion methods based on eq. (1) must confront the direct trade-off of the site and source terms. The AMP method rebalances the terms by constraining the mean of the site terms to be zero, whereas the SI method rebalances by using a physically based initial source term. Other differences between the methods are that the AMP and CS methods use a first-difference roughening matrix in their regularization whereas the SI method uses second-difference regularization (finite-difference approximation of the Laplacian operator). The SI method uses a block discretization as opposed to the node-based discretization of the AMP and CS methods. A grid spacing of $1^\circ$ (blocks or nodes) was used for all methods due to the relatively small data set and to facilitate comparison. The choice of
discretization will have little effect on the solution, though the regularization may make a difference and this will be investigated.

Data collection starts with an analyst review of each seismogram. The beginning of the Lg window is defined by the analyst pick, or when a pick is not available, the group velocity 3.45 km/s. The end of the window is defined by the group velocity 2.8 km/s, and the minimum window length is 1 s. These windows are used to measure time-domain root-mean-squares amplitudes, which are converted to pseudo-spectral amplitudes in the passband of 1–2 Hz via the method of Taylor et al. (2002). Amplitudes are kept if the pre-event signal-to-noise ratio (SNR) exceeds two. A pre-phase SNR test resulted in only a few less amplitude measurements and was not used.

3. Results and Discussion

In the remaining sections attenuation will be discussed in terms of \( q \) which is defined as \( 1000/Q \), and is linearly related to attenuation so that high \( q \) means high attenuation and low \( q \) means low attenuation. \( q \) values will also be translated to \( Q \) to facilitate comparison with other studies. \( q \) from the attenuation term of the new CS method is shown in Fig. 2. Attenuation derived with all methods is an apparent path attenuation, which will have components of both scattering and intrinsic attenuation, and we make no attempt to separate the two. Figure 2 shows attenuation that is correlated with topography (low \( q \) in the Da-xin-an-ling and Changbai Mts., and Mt. Taishan) and basins (high \( q \) in the Bohai Bay and Songliao Basin), where there is a transitional region along the Yellow Sea/West Sea from high \( q \) in the west, a region of extension, to low \( q \) in the east along the Korean coast. The \( q \) in the entire YSKP ranges from 0.95 (\( Q = 1048 \)) to 3.63 (\( Q = 275 \)). Resolution of the path term is calculated via direct solution of the normal equations using Cholesky decomposition, and the resolution length is estimated by taking the square-root of the ratio of grid area to diagonal resolution element (Phillips and Stead, 2008). This length is contoured in Fig. 2 and is approximately 3° over most of the YSKP, and where there are no crossing rays, no \( q \) is plotted.

The source terms output from the inversions is compared among each other and with \( M_W \) in Fig. 3 (top right, panels A, B, C, E, F, I), where \( M_W \) is either
a coda-based magnitude or has been derived from a source inversion (e.g., Herrmann et al., 2007). Therefore, this outlier may be due to an incorrect catalog magnitude, which demonstrate that the SI method is able to correct for small errors in the initial source term. Also, as expected, the source terms of the AMP and SI method are very similar (panel F, Fig. 3) except for two outliers that are marked with a diamond and square. These two events are very near one another and located just south of station TJN (Fig. 1), which is a region of very low attenuation (see Fig. 2). The outlier marked with a square is an outlier for all AMP comparisons, and is the smallest event in the data set.

The site terms are mutually compared and with Vs30 in Fig. 3 (bottom left, panels D, G, J, K, L), where Vs30 for each station is taken from the topography-derived database of Wald and Allen (2009). We compare with Vs30 because it is often used as a proxy for site response in engineering applications and it would be useful to see if there is any correlation with Lg-derived site terms. There is very little correlation between the site term from the different methods and Vs30 (first column, panels D, G, J, Fig. 3), though there is a slight positive correlation with the SI method. The site terms of the CS and AMP method correlate fairly well (panel H, Fig. 3), except for an absolute shift that is due to the constraint of the AMP method that requires the mean of the site terms to be zero. The site terms of the SI method agree well with the other methods (bottom row, panels J, K, L, Fig. 3), except for the site terms due to INCN and TJN. These stations are relatively close to one another and in a region of very low attenuation (see Fig. 2). However, the variation in these site terms is small and general agreement among the methods is good.

The path terms are compared amongst each other in Fig. 4. The panels along the diagonal of Fig. 4 (panels A, E, I) are the 2-D path terms for each method. The image produced with the CS method (panel E, Fig. 4) is the same as in Fig. 2 without bilinear interpolation of the values. Panels in the top right of Fig. 4 (panels B, C, F) compare q values from each method. Each point in those panels represents q at a specific grid point, or latitude/longitude point on the map. The location of grid point correlation can be found by looking at the bottom left of Fig. 4 (panels D, G, H). These panels are 2-D plots of percent...
difference $PD$ between two $q$ maps, $A$ and $B$. To make these plots we calculate

$$PD_{ij} = \frac{2|A_{ij} - B_{ij}|}{A_{ij} + B_{ij}} \times 100,$$

which is the absolute difference between two points divided by their average. The grid point by grid point $q$ of all the methods correlates well, especially between the CS and AMP methods (panel B). However, there is high $PD$ along the Da-xin-an-ling Mts. (panel D and see Fig. 2 for location), which is a region with few crossing paths (Fig. 1). Therefore the CS method may be better at resolving structure that is poorly sampled. This performance difference may be due to a reduction of the null space gained in the assumed elimination of the source term as a model parameter (Menke et al., 2006). The comparison with the SI method has more scatter (panels C, F) and this difference occurs along the northwest border of the tomography and in the region near stations INCN and TJN (highest $PD$ in panels G, H), where the SI method produces the smallest $q$ (panel I). The difference along the northwest border is due to the effects of the methods’ different damping and regularization in an unconstrained region. The SI method does not deviate from the starting $q$ of the initial
model, and tightly constrains the low $q$ region to be along the Da-xin-an-ling Mts. The AMP method smooths the low $q$ of the Da-xin-an-ling Mountains to the unconstrained region, however this area is unresolved and therefore should not be interpreted. The difference in the region near stations INCN and TJN is most probably related to the source and site outliers discussed previously, and demonstrates the trade-off between source, site, and path inherent to the underlying formalism used by all methods. This is especially interesting when comparing the AMP and SI methods (panel G), which differ not only in how they resolve the source-site tradeoff but also in the regularization schemes employed. These differences remained even after perturbing the damping parameter around the optimum value to make the methods as similar as possible.

There are several previous lateral attenuation studies in which the YSKP region is imaged. P HILLIPS et al. (2005) produced maps of $Lg\,Q$ at 1 Hz in Asia and where there is overlap with this study there is good agreement in spatial variation as well as absolute $q$. P ETI et al. (2006) used amplitudes recorded to measure $M_L$ in southern China and inverted for $Q$. 

Figure 4
Path term comparison of the amplitude tomography method (AMP), coda-source corrected method (CS) and source-interpreted method (SI, see text for descriptions of the methods). Plots along the diagonal (panels A, E, I) show spatial attenuation for the YSKP region ($q$ color scale in the lower right) for each method. Comparison at each 1° grid node is shown in the top right panels (panels B, C, F) where values are given in $q\, (1000/Q)$. Spatial comparison in normalized percent difference (scale in lower left) is shown in the bottom left panels (panels D, G, H).
near 1 Hz in the region. The Bohai Bay is one of the most attenuating regions in their study, and this feature along with the low attenuation near Jiaoliao is similar to the results here. The $q$ near the Da-xin-an-ling and Changbai Mountains in this study is not as low as in Pei et al. (2006), though these features are at the edges of their model. In an update of an earlier study, Mitchell et al. (2008) calculate $L_g$ coda $Q$ and its power-law frequency dependence for all of Eurasia. Though the YSKP region contains some of the greatest standard error in their study, they find high attenuation along the western portion of the Yellow Sea and Bohai Bay that is similar to this study. However, Mitchell et al. (2008) did not find the low $q$ features along the mountainous regions shown in Fig. 2. Xie et al. (2006) derive an $L_g$ $Q$ map of Eurasia using a two-station spectral ratio method. As with Mitchell et al. (2008), Xie et al. (2006) find agreement with most of the features in this study, but do not find a high $Q$ region along the Changbai Mountains, though there are few crossing paths in this region. Finally, Chung et al. (2007) spatially smoothed the results from a reverse two-station analysis of $L_g$ $Q$ to produce an image of $Q$ at 1 Hz for the YSKP. Their results differ from those presented here in the Songliao Basin and Bohai Bay, where they find low $q$ ($<1.5$). Hu et al. (2001) found high heat flow anomalies and evidence for a pull-apart basin in the Bohai Bay region which would predict high $q$ in this area relative to the surrounding region.

4. Conclusion

We introduce CS corrected amplitude tomography and compare it with two other similar methods to measure path attenuation in the Yellow Sea/Korean Peninsula region. The CS method is a 2-D implementation of the 1-D method of Walter et al. (2007) and it compares favorably with the amplitude tomography method (AMP) of Phillips and Stead (2008) and a new SI amplitude tomography method developed by Pasyanos et al. (2009). The CS method corrects for the source using independent, stable coda-derived source spectra. The source term is estimated in the AMP and SI methods and additional steps are taken to balance the inherent source-site trade-off. The AMP method requires that mean of the site terms is zero, and the SI method uses a scaling relationship to set the initial source amplitude and interpret the source term after inversion. By comparing methods with different assumptions we are able to make a more realistic assessment of the uncertainties in the resulting attenuation maps than is obtainable through formal error analysis alone.

The maps of 2-D attenuation are fairly similar, indicating the results are robust to differences in regularization, damping, and source and site constraints. The methods also have similar reduction of variance. Due to its reduction of the null space from the elimination of the source parameter in the inversion, the CS method may be more accurate in regions with poor coverage. The source correction potentially improves coverage by adding events measured at only one station. Also, all methods are insensitive to small errors in the starting model. This is especially encouraging in the context of the SI method, where by amplitudes from new events can now be better predicted.

The greatest difference in the model parameters produced by each of the methods is due to the region between stations INCN and TJN in South Korea. The source, site, and path terms from this area have a slight variance among the methods. A higher resolution, more regional study is needed to find appropriate parameters for this subregion. Attenuation in the Yellow Sea/Korean Peninsula is correlated with topography (low attenuation) and extension in the Bohai basin (high attenuation). The $q$ in the entire YSKP ranges from 0.95 ($Q = 1048$) to 3.63 ($Q = 275$).
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