We report on the temperature dependence of $^{63}\text{Cu}$ and $^{199}\text{Hg}$ NMR magnetic shifts and linewidths for an optimally doped and an underdoped HgBa$_2$CuO$_{4+\delta}$ single crystal, as well as the quadrupole splitting and its distribution for $^{63}\text{Cu}$. From the $^{63}\text{Cu}$ and $^{199}\text{Hg}$ magnetic shifts we have recently concluded on the existence of two spin components with different temperature dependencies [J. Haase, D. Rybicki, C. P. Slichter, M. Greven, G. Yu, Y. Li, and X. Zhao, Phys. Rev. B 85, 104517 (2012)]. Here we give a comprehensive account of all data and focus on the linewidths and quadrupole splittings. While the $^{63}\text{Cu}$ quadrupole coupling and its distribution are by and large temperature independent, we identify three regions in temperature for which the magnetic widths differ significantly: at the lowest temperatures the magnetic linewidths are dominated by the rigid fluxoid lattice that seems to have disappeared above about 60 K. In the intermediate temperature region, starting above 60 K, the magnetic linewidth is dominated by the spatial distribution of the magnetic shift due to the pseudogap spin component, and grows linearly with the total shift up to about $\sim$170-230 K, depending on sample and nucleus. Above this temperature the third region begins with an sudden narrowing where the second, Fermi-liquid-like spin component becomes homogeneous. We show that all linewidths, quadrupolar as well as magnetic, above the fluxoid dominated region can be understood with a simple model that assumes a coherent charge density variation with concomitant variations of the two spin components. In addition, we find a temperature independent spin based broadening in both samples that is incoherent with the other broadening for the underdoped crystal, but becomes coherent for the optimally doped crystal.

I. INTRODUCTION

High-temperature superconductivity in the cuprates was discovered about a quarter century ago, but a full understanding of its origin is still lacking. An important property of these materials is their electron spin susceptibility, and its energy and wavevector dependence as a function of temperature ($T$) and hole concentration ($x$) holds important clues for theory. The uniform magnetic response to an external, homogeneous magnetic field ($B_0$) is of particular importance and contains, in addition to spin also orbital contributions. First, there is the anisotropic, $T$ independent van-Vleck term from the bonding electrons. Secondly, the isotropic diamagnetic contribution from the core electrons (also $T$ independent). Thirdly, below the superconducting transition temperature ($T_c$) we expect a small $T$-dependent screening of the field due to the superfluid in the mixed state (for large $B_0$). These contributions complicate the isolation of the spin part of the uniform susceptibility in magnetization or nuclear magnetic resonance (NMR) shift measurements. On the other hand, the uniform spin susceptibility is a simple, fundamental property of the cuprates and NMR is capable of testing by investigating different nuclear sites whether a single $T$-dependent spin component is at work or if one has to resort to more complicated scenarios. Given the structure of the doped cuprates with Cu and O holes, early NMR experiments addressed this question with the Cu and O studies on two underdoped cuprates and it was concluded that a single $T$-dependent spin component is indeed appropriate for the understanding of these materials.

More recently, in a careful study of La$_{1.85}$Sr$_{0.15}$CuO$_4$ it was found that the $T$ dependence of Cu and O shifts in this compound cannot be explained with a single $T$-dependent spin component. The authors showed that their data above $T_c$ are in agreement with the scaling behavior suggested earlier from magnetization measurements that suggest a two-component approach. Such shift measurements are of great importance since they have significant consequences for the interpretation of other NMR parameters, as well. For example, the $T$ dependence of the nuclear relaxation rate that can be sensitive to very different wave vectors can lead to very different conclusions in a one- vs. a two-component scenario.

In order to find out whether this two-component behavior is a peculiarity of La$_{2-x}$Sr$_x$CuO$_4$ or if it applies to other cuprates as well, we decided to study another single-layer system, HgBa$_2$CuO$_{4+\delta}$, for which high-quality single crystals have recently become available. We note that the two compounds, YBa$_2$Cu$_3$O$_{6.63}$ and YBa$_2$Cu$_4$O$_8$, from which NMR single-component behavior of the cuprates was deduced, are underdoped systems that have double CuO$_2$ layers and a lower structural symmetry.
spin susceptibility. Unlike \( \text{La}_{1.85}\text{Sr}_{0.15}\text{CuO}_4 \) it has one of the highest \( T_c \)s up to date and has a very simple tetragonal crystal structure. There is only one \( \text{CuO}_2 \) plane and only one \( \text{Cu} \) site in the unit cell. The \( \text{Cu} \) sites in adjacent planes are linked by O-Hg-O, i.e., the apical oxygen atoms of \( \text{Cu} \) are connected through Hg. By increasing the content (\( \delta \)) of extra oxygen, which is located in the Hg plane, the hole concentration (\( x \)) in the \( \text{CuO}_2 \) plane increases. While the relation between \( \delta \) and \( x \) is not known exactly, \( T_c \) shows an approximately parabolic dependence on both parameters. Since extra oxygen is located far away from the \( \text{CuO}_2 \) plane one may expect only a small influence on the structure of the \( \text{CuO}_2 \) plane. Single crystals of sufficient size were not available until recently, so that previous NMR measurements could only be performed on (aligned) powders. Given the large shift anisotropies for the various nuclei and the large electric quadrupole interaction for Cu and O in the high-temperature superconducting cuprates (HTSC), single crystals are helpful for precise shift and linewidth analyses. Therefore, the recent success by some of us in synthesizing large, high purity single crystals of the single-layer \( \text{HgBa}_2\text{CuO}_4+\delta \) stimulated their investigation also with NMR.

Here, we present a comprehensive set of Cu and Hg NMR shifts and linewidths data for an underdoped \( (T_c=74\ \text{K}) \) and an optimally doped \( (T_c=97\ \text{K}) \) sample of \( \text{HgBa}_2\text{CuO}_4+\delta \). In separate accounts, we found that the spin shifts cannot be explained with a single \( T \)-dependent spin component, but with a two-component scenario where the spin susceptibility is written as the sum of two terms, \( \chi(T,x) = \chi_1(T,x) + \chi_2(T,x) \), where the first term \( (\chi_1) \) carries the pseudogap feature discovered by NMR shifts measurements, i.e., it is \( T \)-dependent far above \( T_c \). The second susceptibility \( (\chi_2) \) is \( T \) independent above \( T_c \), but it quickly disappears below \( T_c \), similar to what was concluded previously for \( \text{La}_{1.85}\text{Sr}_{0.15}\text{CuO}_4 \), and that reminds one of Fermi-liquid-like behavior. Another important experimental finding is the simple scaling behavior of the pseudogap susceptibility with the hole concentration in the underdoped regime. The pseudogap susceptibility changes proportionally with doping that some of us anticipated earlier from linewidths studies.

As a local, bulk probe NMR is not only powerful when it comes to measuring the uniform spin susceptibility. It is also very sensitive to inhomogeneities in the bulk of a material that manifest themselves in excessive broadenings of the NMR lines. However, since the HTSC are rather anisotropic, the lack of single crystals of sufficient size has hampered the investigation of the NMR linewidths. In addition, since most HTSC are non-stoichiometric, concomitant chemical disorder may induce linewidths that are of no great interest, while studies of broad lines are very time consuming. Nevertheless, there have been early accounts of unusual spatial inhomogeneities from NMR resonance (NQR), but since stoichiometric materials like \( \text{YBa}_2\text{Cu}_4\text{O}_8 \) can have rather narrow lines, the importance of NMR linewidths studies of HTSC remained controversial, despite the fact that many other experimental methods indicated the presence of significant inhomogeneities.

Here we will show that NMR linewidths in two studied single crystals require a two-component description, as well. We introduce a simple model based on a coherent variation of spin shifts and quadrupole splittings, which explains most of the NMR linewidths above about 60 K (for \( T < 60\ \text{K} \) we believe the linewidths are dominated by broadening due to the fluxoids). We find that the magnetic linewidth is dominated by a spatial variation of \( \chi_1 \), the susceptibility that carries the pseudogap. A smaller contribution from the variation of \( \chi_2 \) is also present, but abruptly disappears at higher \( T \) (similar to what we find in the case of motional narrowing). We also identify another \( T \)-independent broadening that appears for Cu as well as for Hg and is thus believed to be given by variations of spin, as well. Interestingly, this component appears to be coherent with the other broadening mechanisms for the optimally doped sample while being incoherent for the underdoped material.

Concurrent with the investigation summarized here, some of us developed a new kind of high-pressure NMR and investigated the \( ^{17}\text{O} \) NMR in \( \text{YBa}_2\text{Cu}_4\text{O}_8 \), which was shown to have single spin component behavior, earlier. It was found that increasing pressure changes the uniform spin susceptibility in such a way that a two-component description is necessary for this material, as well.

The results also show that the second component \( (\chi_2) \) is rather weak at ambient pressure (that is why it was not identified with earlier measurements), but increases by an order of magnitude under high pressures where the NMR pseudogap has almost disappeared.

It has been suggested that our two spin components are due to a (nodal) Fermi-liquid-like component and a (anti-nodal) spin liquid. Indeed, the presence of a Fermi-liquid-like component in the underdoped cuprates, which we have found with NMR is supported by other recent experiments. New dc resistivity measurements on \( \text{HgBa}_2\text{CuO}_4+\delta \) and a careful analysis of experiments in a number of other cuprates showed that there is a doping and \( T \)-dependent region where the resistivity \( \rho \propto T^2 \). There are two characteristic temperatures, \( T^* \) below which resistivity deviates from linear dependence and \( T^{**} \) below which \( \rho \propto T^2 \). The ‘pseudogap’ temperature \( T^* \) has been recently associated with the novel magnetic excitation observed with neutron scattering experiments. The temperature \( T^{**} \) coincides with the maximum of the thermoelectric power. Also optical spectroscopy measurements show that the near-nodal excitations of the underdoped cuprates obey a Fermi-liquid-like behavior. Based on the NMR shift scaling we have found it was suggested that electronic entropy data of \( \text{YBa}_2\text{Cu}_4\text{O}_{6+\delta} \) and \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta} \) can be explained in a two-component scenario, as well.
II. EXPERIMENTAL

The two crystals used in this study were annealed to result in one optimally doped crystal with $T_c = 97$ K (mass 30.3 mg) that we label X97 and one underdoped crystal with $T_c = 74$ K (mass 3.3 mg) that we label X74. The uniform susceptibility data in Fig. 1 reveal very sharp change in signal intensity. In order to study the origin of the decrease in the nuclear spin-lattice relaxation rate. For the decrease in the nuclear spin-lattice relaxation rate, we did not notice any unaccounted final loss due to small radio frequency (RF) penetration of the pulse sequence $\tau \pi /2$ and $\tau \pi$ are durations of the $\pi /2$ and $\pi$ pulse for the particular transition, respectively. The spin echoes were then integrated and plotted versus frequency. The Fourier transform (FT) of the spin echo was also used, but only when the line was narrow in comparison with the excitation/detection bandwidth. The $^{199}$Hg NMR line shapes were obtained from the FT of the second half of the spin echo excited with short RF pulses (a few $\mu$s). The pulse separation $\tau$ was 10-15 $\mu$s and 40 $\mu$s for $^{63}$Cu and $^{199}$Hg measurements, respectively (except for spin-echo decay measurements).

A particular nuclear transition was typically measured as a function of temperature ($T$) for a given orientation of the tetragonal single crystals with respect to the external magnetic field, in most cases with the field parallel ($c \parallel B_0$) or perpendicular ($c \perp B_0$) to the crystal $c$-axis. The mean resonance frequency of such a transition is denoted by $\nu_0$ and its mean magnetic shift by $K = (\nu_0 - \nu_{\text{ref}})/\nu_{\text{ref}}$, where $\nu_{\text{ref}}$ denotes the resonance frequency of a suitable reference compound: for $^{63}$Cu ($^{63}$K) we used fine metallic copper powder that has a Knight shift of 3820 ppm, $^{199}$Hg shifts ($^{199}$K) were referenced to (CH$_3$)$_2$Hg using the referencing procedure described by Harris.

With more details of basic NMR theory for the cuprates available elsewhere here we repeat some fundamental definitions only. Both Cu isotopes, $^{63}$Cu and $^{65}$Cu, have nuclei with spin $I=3/2$, similar abundance, magnetic and quadrupole moments, and we focus here on $^{63}$Cu NMR. Its electric quadrupole moment $eQ$ leads in the presence of an electric field gradient (EFG) $V_{ij}$ with the principle axis components $V_{XX}, V_{YY}, V_{ZZ}$ and the asymmetry parameter $\eta = (V_{XX} - V_{YY})/V_{ZZ}$, $|V_{ZZ}| \geq |V_{XX}| \geq |V_{YY}|$, to an electric quadrupole interaction. In the presence of a strong magnetic field $B_0$ the spin Hamiltonian in leading order can be written as

$$H = \hbar \omega_0 I_z + \frac{\hbar \omega}{6} A_{\theta \phi} \left[ 3 I_z^2 - I(I+1) \right],$$

with $\omega_0/2\pi = \nu_0$. $V_{zz}$ depends on the relative orientation $\theta, \phi$ of the nuclear quantization axis with respect to the symmetric tensor’s principle axes system. We have with the quadrupole frequency $2\pi \nu_Q = \omega_Q \equiv 3eQV_{XX}/2(I-1) \equiv 3e^2Q/2(I-1)$,

$$H = \hbar \omega_0 I_z + \frac{\hbar \omega}{6} A_{\theta \phi} \left[ 3 I_z^2 - I(I+1) \right],$$

with

$$A_{\theta \phi} = \frac{3\cos^2 \theta - 1}{2} + \frac{\eta}{2} \sin^2 \theta \cos 2\phi.$$ (3)

From the $2I+1$ eigenvalues of (2) we can write for the three Cu resonance lines (with $m=-1/2$ for the central transition),

$$\nu_m(\theta, \phi) = \nu_0 + \left( m + \frac{1}{2} \right) \nu_Q \cdot A_{\theta \phi}.$$ (4)

Since the quadrupole interaction for Cu in the cuprates can be rather large, higher order effects can be important and we employ a numerical diagonalization for fitting procedures. However, for most of this work second order corrections are sufficient for the shift of the central transition.

For this tetragonal crystal and a partially filled Cu 3d($x^2-y^2$) orbital $V_{ZZ}$ must be along the crystal $c$-axis, and we expect $\eta \approx 0$ (this is indeed what we found experimentally for the X97 crystal earlier). Therefore, the two important orientations are $\theta = 0$ ($c \parallel B_0$) and $\theta = 90^\circ$ ($c \perp B_0$), i.e. the crystal $c$-axis is along the external field or perpendicular to it, respectively.

Similar arguments apply also to the total magnetic shift tensor, and we expect with $\eta = 0$,

$$K(\theta) = K_{\text{iso}} + K_{\text{ani}} \left( 3 \cos^2 \theta - 1 \right)/2,$$ (5)

where $K_{\text{iso}}$ and $K_{\text{ani}}$ are the isotropic and anisotropic shift components, respectively.
We have for the central transition (0) resonance frequencies up to 2nd order,

\[ \nu_{\parallel,0} = \nu_{\text{ref}} (1 + K_{\parallel}) \]

\[ \nu_{\perp,0} \approx \nu_{\text{ref}} (1 + K_{\perp}) + \frac{3}{16} \nu_{\text{ref}}^2 \]

The two (+) satellite transitions for \( c \parallel B_0 \) are given by,

\[ \nu_{\parallel,\pm} = \nu_{\text{ref}} (1 + K_{\parallel}) \pm \nu_{Q}, \]

and \( K_{\parallel} = K_{\text{iso}} + K_{\text{ani}} \) and \( K_{\perp} = K_{\text{iso}} - K_{\text{ani}}/2 \) are the components of the magnetic shift tensor for the two orientations of the field. Since \( \nu_{Q} \) can easily be determined, its contribution to the perpendicular shift can be removed.

For the \( I=1/2 \) \(^{199}\text{Hg} \) nucleus there is only the Zeeman term in the shift equations from above, however, since we find two Hg resonances they must have different shift tensors.

The total magnetic shifts for nucleus \( n \) are then given by the following three terms,

\[ nK = nK_L + nK_S(T) + K_D(T < T_c), \]

with the anisotropic orbital shift \( nK_L \), the anisotropic spin (Knight) shift \( nK_S \). \( K_D \) denotes the macroscopic diamagnetic shift (Meissner diamagnetism) that appears only below \( T_c \) in the mixed state; at our field strengths it is expected to be small on the \(^{63}\text{Cu} \) shift scale (we will estimate it below): note that \( K_D \) does not carry the label \( n \) as it is independent of the gyromagnetic ratio for relative shift units. The orbital term \( K_L \) is \( T \) independent while \( K_S \) can change significantly with \( T \) in the cuprates (pseudogap)\(^{24}\).

III. RESULTS

A. \(^{63}\text{Cu} \) NMR

All three \(^{63}\text{Cu} \) NMR transitions, two satellite lines and one central line, for both single crystals for \( c \parallel B_0 \) and at 100 K are shown in Fig. 2. All lines are normalized to the same height for a better display of the broad satellites (we find the expected intensity ratios conserved). For X97 (X74) the central transition has a center frequency of 134.41 MHz (134.29 MHz) and a linewidth of about 150 kHz (100 kHz); higher resolution plots of the central lines for \( c \parallel B_0 \) and \( c \perp B_0 \) and both crystals are shown in Fig. 2 (a,b). For \( \nu_{Q} \) in \(^{63}\text{Cu} \) we find 20.88 MHz (18.46 MHz) for X97 (X74). The rather large satellite linewidth of 2.61 MHz (2.70 MHz) for X97 (X74) is in stark contrast to that of the central transition (about a factor of 20 smaller), but expected if the dominant mechanism is a distribution of EFGs that does not affect the central transition to first order.

The dependence of \( \nu_{Q} \) and its distribution on \( T \) is found to be rather weak (the change of lattice constants...
with $T$ is rather small. For the X97 crystal we estimate from our data that $\nu_Q$ changes by less than 1.4% between 300 K and 50 K. For X74 we did not observe any $T$ dependent changes of $\nu_Q$.

The increase of $\nu_Q$ with increasing hole concentration $x$ has been observed for HgBa$_2$CuO$_{4+\delta}$ before. In fact, a linear increase in $\nu_Q$ with $x$ has been found for all HTSC and is quantitatively accounted for by the increase in hole content, predominantly of the O 2$p$ and Cu 3$d(x^2 - y^2)$ orbitals. For the X97 crystal we estimated from angular dependent measurements that the asymmetry parameter $\eta < 0.006$, in accord with the tetragonal crystal structure. We conclude that the satellite linewidths are given by largely symmetry conserving EFG variations.

In order to investigate the origin of the linewidths of the central transitions we carried out measurements at various magnetic field strengths ($B_0 = 7.05$ T, 11.75 T and 17.62 T). The results for the X74 crystal for $c \parallel B_0$ are shown in the inset of Fig. 3(a). The linewidth in units of frequency is proportional to the field, as expected for magnetic broadening. The results for the X79 crystal are very similar (data not shown). The linewidth for $c \perp B_0$ is bigger than for $c \parallel B_0$ due to the distribution of the just mentioned quadrupole coupling, and we find experimentally at the highest $B_0$ and 300 K roughly a 100 kHz larger width compared to that for $c \parallel B_0$.

The magnetic shifts and linewidths are strongly $T$-dependent. Fig. 3(c,d) shows the $T$ dependence of $^{63}K$ for both crystals and for both orientations. These are the total magnetic shifts (only the second order quadrupolar contributions have been subtracted for $c \perp B_0$). We note that all $^{63}K$ shifts begin to decrease already far above $T_c$ signaling pseudogap behavior. For both single crystals there is no dramatic change in the shifts near $T_c$. Our shift data are in agreement with what has been observed for this class of materials earlier and also from $^{17}O$ NMR.

In Fig. 3(c,d) we observe for both orientations at the lowest $T$ that the $^{63}Cu$ shifts are practically identical for both crystals. This is expected if the shifts at these $T$ are dominated by $^{63}K_{L,\parallel}$ and $^{63}K_{L,\perp}$, since the orbital shift has been found to be doping independent. With this assumption we find for the ratio $^{63}K_{L,\parallel}/^{63}K_{L,\perp} = 4.23$, which is typical for HTSC.

The $T$ dependences of the $^{63}Cu$ central transition linewidths (full width at half height) for $c \parallel B_0$ and both crystals are presented in Fig. 4(b). The dependences for $c \perp B_0$ (Fig. 4a) show qualitatively the same behavior as for $c \parallel B_0$, but the widths are bigger due to quadrupolar contribution. For the X97 crystal, starting from 400 K, the linewidths increase and reach a maximum at around 200 K, then they start to decrease. This trend continues also in the superconducting state down to about 60 K with perhaps a small jump at $T_c$. Further decrease of $T$ results in an increase of the linewidth. For the X74 crystal the $T$ dependence of the linewidths is qualitatively similar. However, the relative change of the linewidth with $T$ is much smaller.
B. $^{199}$Hg NMR

Typical $^{199}$Hg NMR spectra for both single crystals are shown in the upper and lower panel of Fig. 5. $^{199}$Hg is a spin $I = 1/2$ nucleus, i.e. no quadrupole interaction perturbs the Zeeman term (only a single resonance line is expected). However, we recognize in Fig. 5, in particular for the X97 crystal (lower panel), two well-resolved Hg lines that we denote by $\alpha$ and $\beta$. These two lines must be due to non-equivalent Hg sites in the crystal lattice. The site that we call $\alpha$ is similar in both samples, not only in terms of intensity, but also the shifts at low $T$ are identical (see Fig. 7). We conclude that the $\beta$ line must be caused by doping with extra oxygens. Note that even for the X97 crystal both resonances are sharp, pointing to a well defined local structure for both sites. In previous studies on aligned powders, only a single broad asymmetric $^{199}$Hg line was reported.$^{22}$

Since the doping may change the principal components of the shift tensor and/or its orientation, we recorded $^{199}$Hg spectra as a function of the angle $\theta$ between $B_0$ and the crystal $c$-axis. The data taken at 295 K for the X97 crystal are shown in Fig. 6. Both Hg lines move within error according to a symmetric shift tensor whose main axis is the crystal $c$-axis. The $\beta$ Hg atoms whose orbital shift changes significantly with doping appear to retain this bonding symmetry. The anisotropy of the total magnetic shift in Fig. 5 is dominated by the orbital shift since its anisotropy is much larger than that of the spin shift, cf. also Fig. 7.

Expressing $^{199}K$ by Eq. (5) we find for the two sites $^{199}K_{\text{iso},\alpha} = (-0.064 \pm 0.004)\%$, $^{199}K_{\text{ani},\alpha} = (-0.357 \pm 0.005)\%$, $^{199}K_{\text{iso},\beta} = (-0.068 \pm 0.003)\%$, $^{199}K_{\text{ani},\beta} = (-0.312 \pm 0.004)\%$. The isotropic contribution remains the same while the anisotropy changes slightly with doping.

The $T$ dependences of the $^{199}$Hg shifts for both resonances in both crystals and two orientations are shown in Fig. 7. We see that they are very similar for both sites for a given crystal and orientation, but very anisotropic. Similar to $^{63}$Cu NMR and to other cuprates, the size of the $T$ dependent part is bigger for the sample with higher doping. From the $T$ dependence of $^{199}K(T)$ we can also conclude that the diamagnetic Meissner term ($K_D$) that is expected below $T_c$ must be small on the Cu shift scale: the total shift change, $^{199}K$, below $T_c$ is less than $\approx 0.02\%$ and $\approx 0.01\%$ for $c \parallel B_0$ and $c \perp B_0$, respectively. Since $K_D$ (in %) is the same for all nuclei in the sample, we see that these values are very small on the $^{63}$Cu shift scale. Due to the poor signal-to-noise ratio in the superconducting state for these small single crystals (shielding effects and exceedingly slow nuclear relaxation) we could not reliably measure signals at lower temperatures. The upturn for $^{199}K_1$ at low temperatures is due to a broad component that is not found in powders$^{20}$ and must be due to the increasing influence of surface effects as the temperature decreases.

The $^{199}$Hg NMR linewidths for $c \parallel B_0$ for X97 and X74

![Fig. 6. Angular dependence of the $^{199}$Hg NMR spectra at 295 K for the optimally doped sample. a) Spectra at different angle $\theta$ between the magnetic field direction and the $c$-axis. b) Shifts $^{199}K$ vs. $\theta$ with fits (solid lines) to the Eq. 5. For $\theta=60^\circ$ we were unable to resolve two lines.](image)

![Fig. 7. Temperature dependence of the total $^{199}$Hg shifts, $^{199}K_{1,\perp,\alpha,\beta}(T)$, for the X97 (a, b) and X74 crystal (c, d) with the magnetic field parallel to the $c$-axis, $c \parallel B_0$ (a, c), and perpendicular to the $c$-axis, $c \perp B_0$ (b, d). For the X74 crystal, the two resonances could not be resolved for $c \perp B_0$. (The full lines are guides to the eye.)](image)
are shown in Fig. 8. We see that they are much narrower compared to Cu $c \parallel B_0$, for which the broadening is also only of magnetic origin. The $T$ dependences are similar to that for the central transition of Cu. This is expected if the changes of the linewidths with $T$ are due to inhomogeneities of the field induced electronic spin polarization. For $c \perp B_0$ and X97 (data not shown) the linewidth of the $\alpha$ line shows a $T$ dependence similar to $c \parallel B_0$ while for the $\beta$ site it increases as temperature decreases. Due to line overlap we were unable to reliably measure the linewidths for $c \perp B_0$ for the X74 crystal.

At room temperature for X97 the spin-spin relaxation was approximately Gaussian with $1/T_2 \approx 1.8$ ms$^{-1}$, which is much bigger than expected from the direct nuclear dipolar interaction that amounts to about 0.2 ms$^{-1}$\textsuperscript{20}. Thus, the observed linewidths are all inhomogeneous.

![Graph](image)

**FIG. 8.** Temperature dependence of $^{199}\text{Hg}$ linewidth for $c \parallel B_0$ orientation for a) the X97 crystal $\alpha$ and $\beta$ line, b) the X74 crystal $\alpha$ line. The linewidth for $\beta$ line could not be calculated reliably (cf. Fig. 5b).

The presence of a second, sharp Hg line despite the large Hg orbital shift points to a very well defined crystallographic site. At low $T$, where we can assume similar diamagnetic terms for both crystals, the orbital shift of the $\alpha$ site, $^{199}K_{\text{L},\alpha}\parallel$, is independent of doping while $^{199}K_{\text{L},\beta}\parallel$ increases with doping and indicates a well defined change of all Hg atoms affected by the doping. For X97 we find $^{199}K_{\text{L},\beta}\parallel = ^{199}K_{\text{L},\alpha}\parallel \approx 0.035\%$ and for X74, $^{199}K_{\text{L},\beta}\parallel = ^{199}K_{\text{L},\alpha}\parallel \approx 0.015\%$. That is, the orbital shift for $c \parallel B_0$ grows by 0.02\% (only about 4\% of the total orbital shift). For X97 and $c \perp B_0$ we have a similar change of the orbital term, $^{199}K_{\text{L},\perp}\beta - ^{199}K_{\text{L},\perp}\alpha \approx 0.025\%$, for X74 and $c \perp B_0$ the two sites could not be resolved.

The shift anisotropy of the Hg $\alpha$ site is expected for Hg atoms with axial symmetry. If the doped, extra oxygen enters the Hg plane in the middle of a Hg plaquette,\textsuperscript{2,51} it may induce a well-defined Hg $\beta$ site in accordance with what we find. The symmetry of the $\beta$ site shift tensor is similar to that of the $\alpha$ site so the extra oxygen does not change the wave functions, and the changes of the principal components are probably due to changes in energy. From the relative line intensities we can roughly estimate the extra oxygen content $\delta$ for our samples assuming that the extra oxygen is $O_\delta^{2+}$. From the spectra with $c \parallel B_0$ at higher temperatures where the lines are narrow we estimate the relative line intensities of $I_\alpha/I_\beta \approx 3.3\pm0.3$ and $1.4\pm0.2$ for X74 and X97, respectively. Assuming a stoichiometric composition with $O_\delta$ located in the center of the Hg plaquette, these values of $I_\alpha/I_\beta$ correspond to $\delta = 0.07 \pm 0.01$ (X74) and $\delta = 0.15 \pm 0.01$ (X97). These values are in good agreement with a formula suggested by Balagurov et al.,\textsuperscript{12}

$$T_c = T_{c,\text{max}} \left[ 1 - 52(\delta - 0.127)^2 \right].$$

For the values of $T_c$ of our crystals we obtain $\delta = 0.06$ and $\delta = 0.13$.

It has been found that Hg vacancies can be present in HgBa$_2$CuO$_{4+\delta}$\textsuperscript{2,12} Such a defect also affects 4 Hg atoms and could in principle produce a distinct NMR line due to Hg atoms that are close to a vacancy. If Hg vacancies are present $\delta$ will be lower than calculated above from the measured line intensities. With an increasing amount of Hg vacancies the theoretical ratio $I_\alpha/I_\beta$ decreases. The values of $\delta$ calculated above for a stoichiometric material are indeed slightly higher than expected from the formula given by Balagurov et al. After close inspection of the $^{199}\text{Hg}$ spectrum for the X97 crystal (Fig. 5b) one can notice weak signals (i.e. a broad foot) for $c \perp B_0$, which could be due to Hg vacancies, Hg atoms with two O$_\delta$ as neighbors or other types of defects.

It has been suggested that O$_\delta$ changes position in the lattice as the extra oxygen content increases.\textsuperscript{2,4} However, precise evaluation of the nature of $^{199}K_{\text{L},\beta}\delta$ change with $\delta$ would require studying more samples with different extra oxygen content.

### IV. DISCUSSION

#### A. The two $^{199}\text{Hg}$ resonance lines

The largely $T$ independent quadrupole interaction for Cu with $\eta \approx 0$ is typical for HTSC, and the values for the crystals investigated here are in agreement with what has been reported before.\textsuperscript{23,24} It reflects the fact that Cu is near a 3d$^9$ configuration with a hole in the 3d($x^2-y^2$) orbital that is hybridized with the surrounding four oxygen 2p$\sigma$ orbitals that predominantly take up the holes upon doping.\textsuperscript{24} This causes quadrupole splittings or electric field gradients (EFG) that depend approximately linearly on the extra oxygen content and thus on the hole concentration in the CuO$_2$ plane. While for planar O the EFG is given by the 2p$\sigma$ holes only, for Cu it depends on the Cu as well as O holes. With no $^{17}\text{O}$ NMR splittings available, we cannot determine the number of holes that enter Cu 3d($x^2-y^2$) upon doping, but the slope of $\nu_Q$.
vs. $x$ of about 48 MHz/hole suggests that some fraction of holes also enter $3d(x^2 - y^2)^{49}$

As mentioned earlier, the rather large linewidths of the $^{63}$Cu satellites shown in Fig. 2 are dominated by a distribution of quadrupole splittings, and thus a distribution of EFGs and they are similar to those observed by NQR (i.e. at zero magnetic field).{46} Given the superior chemical homogeneity of the crystals reflected in the very narrow $^{199}$Hg NMR lines, this may seem a surprising result. Indeed, if one tries to relate the linewidths to local structural disorder (buckling of the CuO$_2$ plane) static tilts of unphysical size (about 20 degrees) would be necessary and simple local disorder does not explain our findings. Likewise, the doped O$^{2+}$ ions in the Hg planes with their Coulomb potential do not produce sufficiently large gradients.

In addition, such disorder likely comes with $\eta \sim 1$, but we find $\eta < 0.006$. However, since the local charge density has a strong effect on the EFG an inhomogeneity in this charge density (e.g., triggered by structural disorder or the dopant) can explain the observed linewidths. A variation of the Cu hole density of less than 0.03 would account for the observed linewidths. A variation of the Cu hole density of $\lesssim 0.03$ would explain the observed linewidths. A variation of the Cu hole density of less than 0.03 would account for the observed linewidths.

While the total shifts are similar to those of other HTSC, the samples investigated here have sizable $T$-dependent $^{63}$Cu shifts also for $c \parallel B_0$ ($^{63}K_{\parallel}(T)$), cf. Fig. [3]. This is similar to Tl$_2$Ba$_2$CuO$_{6+\delta}$ but very different from what one finds for YBa$_2$Cu$_3$O$_{7-\delta}$ and La$_{2-x}$Sr$_x$CuO$_4$, which only have $T$-dependent $^{63}K_{\perp}(T)$. In addition, optimally doped YBa$_2$Cu$_3$O$_{7-\delta}$ and La$_{2-x}$Sr$_x$CuO$_4$ show $^{63}K_{\perp}(T)$

C. Magnetic Shifts

While the total shifts are similar to those of other HTSC, the samples investigated here have sizable $T$-dependent $^{63}$Cu shifts also for $c \parallel B_0$ ($^{63}K_{\parallel}(T)$), cf. Fig. [3]. This is similar to Tl$_2$Ba$_2$CuO$_{6+\delta}$ but very different from what one finds for YBa$_2$Cu$_3$O$_{7-\delta}$ and La$_{2-x}$Sr$_x$CuO$_4$, which only have $T$-dependent $^{63}K_{\perp}(T)$. In addition, optimally doped YBa$_2$Cu$_3$O$_{7-\delta}$ and La$_{2-x}$Sr$_x$CuO$_4$ show $^{63}K_{\perp}(T)$

FIG. 9. The quadrupolar satellite line shapes plotted against the effective local charge density described by parameter $H$ for both single crystals, see text for more details.

for other HTSC.

### Diagram

![Diagram](image-url)

- **X74, $\lambda_{\text{sat}}=48$**
- **X97, $\lambda_{\text{sat}}=48$**
- **X97, $\lambda_{\text{sat}}=36$**

**Table:**

| Number of Cu nuclei | Effective local charge density, $H$ |
|---------------------|-----------------------------------|
| 0.00                | 0.08                             |
| 0.12                | 0.20                             |
| 0.24                | 0.28                             |

**Notes:**

1. The quadrupole splitting is dominated by a distribution of quadrupole splittings, and thus a distribution of EFGs and they are similar to those observed by NQR (i.e. at zero magnetic field).
2. Given the superior chemical homogeneity of the crystals reflected in the very narrow $^{199}$Hg NMR lines, this may seem a surprising result.
3. Indeed, if one tries to relate the linewidths to local structural disorder (buckling of the CuO$_2$ plane) static tilts of unphysical size (about 20 degrees) would be necessary and simple local disorder does not explain our findings.
4. Likewise, the doped O$^{2+}$ ions in the Hg planes with their Coulomb potential do not produce sufficiently large gradients.
5. In addition, such disorder likely comes with $\eta \sim 1$, but we find $\eta < 0.006$.
6. However, since the local charge density has a strong effect on the EFG an inhomogeneity in this charge density (e.g., triggered by structural disorder or the dopant) can explain the observed linewidths.
7. A variation of the Cu hole density of less than 0.03 would account for the observed linewidths.
In a separate account we discussed the magnetic shifts for X74 and X97. We found that they must be explained in a two-component scenario in which two spin components with different T dependences couple with different hyperfine coupling coefficients to the same nucleus, as discovered recently in two other systems. The shifts are then given by,

\[ nK_{||,\perp}(x, T) = n_{||,\perp} \cdot \chi(x, T) + n_{\perp,\perp} \cdot \chi_2(x, T). \]  

(10)

It was concluded that each susceptibility consists of two terms, i.e., \( \chi_1 = \chi_{AA} + \chi_{AB} \) and \( \chi_2 = \chi_{BB} + \chi_{AB} \), and it follows,

\[ nK_{||,\perp} = n_{||,\perp} \cdot (\chi_{AA} + \chi_{AB}) + n_{\perp,\perp} \cdot (\chi_{AB} + \chi_{BB}). \]  

(11)

Furthermore, it was shown that \( \chi_{AA}(x, T) \), which is responsible for the pseudogap feature in the NMR shifts, appears to obey scaling behavior (below 300 K): \( \chi_{AA}(x, T) = (x/x_0) \cdot \chi_{AA}(x_0, T) \). Contrary to \( \chi_{AA} \), which does not vanish rapidly below \( T_c \), the other two susceptibilities \( \chi_{AB} \) and \( \chi_{BB} \) are \( T \) independent above \( T_c \), but vanish rapidly at \( T_c \). This scenario follows from the Cu as well as Hg shifts. The corresponding hyperfine coefficients were found to be independent of doping and for HgBa2CuO4+\( \delta \) we find: \( 63p_{||}/63p_{\perp} \approx 0.4, 199p_{||}/63p_{\perp} \approx 0.12, (\chi_{AB}X74 + \chi_{BB}X97) \approx 0.1, \chi_{AA}X97/\chi_{AA}X74 \approx 1.4 \) and \( 63p_{||} \cdot \Delta\chi_{AB}X74 \approx 0.06\% \).

From the shift data one can make further estimates. From Fig. 3 (c,d) we can read off the total change of the shifts \( \Delta^{63}K(T) \) with temperature. We find \( \Delta^{63}K_{||,X74} \approx 0.178\% \) and therefore \( 63p_{||} \cdot \chi_{AA}X97(300K) \approx 0.12\% \). This allows us to estimate \( 63p_{||} \cdot \chi_{AA}X97(300K) \approx 0.3\% \), but from Fig. 3 (c) we know that \( \Delta^{63}K_{||,X74} \approx 0.418\% \). We conclude that \( 63p_{||} \cdot \chi_{AB}X97 \approx 0.12\% \). Using the scaling of \( \chi_{AA} \) with doping we can now make similar estimates for the X74 crystal. We find \( 63p_{||} \cdot \chi_{AA}X74 \approx 0.086\% \), which is equal to \( \Delta^{63}K_{||,X74} \) obtained from Fig. 3 (d). We also find \( 63p_{||} \cdot \chi_{AB}X74 \approx 0.21\% \), from Fig. 3 (c) we have \( \Delta^{63}K_{||,X74} = 0.3\% \) and therefore we conclude that \( (63p_{||} + 63q_{||}) \chi_{AB}X74 + 63q_{\perp} \chi_{BB}X74 \approx 0.09\% \).

In order to summarize and simplify the notation for the further discussion we define,

\[ A \equiv \chi_{AA}, \ B \equiv \chi_{BB}, \ C \equiv \chi_{AB}. \]  

(12)

We then have for the two crystals,

\[ K_{||,X74} \approx p_{||} A_{X74} \]  

(13a)

\[ K_{\perp,X74} \approx p_{\perp} A_{X74} + (p_{\perp} + q_{\perp}) C_{X74} + q_{\perp} B_{X74} \]  

(13b)

\[ K_{||,X97} \approx p_{||} A_{X97} + C_{X97} \]  

(13c)

\[ K_{\perp,X97} \approx p_{\perp} A_{X97} + C_{X97}. \]  

(13d)

For \( 63\text{Cu} \) and above \( T_c \) with the constants estimated above it follows:

\[ K_{||,X74} \approx p_{||} A_{X74} + 0.09\% \]  

(14a)

\[ K_{\perp,X74} \approx p_{\perp} A_{X74} + 0.06\% \]  

(14b)

\[ K_{||,X97} \approx p_{||} A_{X97} + 0.12\%. \]  

(14c)

with the constant terms vanishing quickly at \( T_c \).

### D. 63Cu and 199Hg Linewidths

The widths of the central 63Cu lines of both crystals are doping and temperature dependent, cf. Fig. 4. For comparison, in La2−xSrxCuO4 the 63Cu linewidths increase with decreasing temperature (similar to what was found for YBa2CuO4, but here the widths are much smaller). However, the linewidth of planar \( 17\text{O} \) in La1.65Sr0.15CuO4 shows a more complicated \( T \)-dependence that is similar to that of 63Cu in our X97 sample.

As noted previously from measurements at different fields we confirmed that the linewidths for 63Cu and \( c \parallel B_0 \) are entirely magnetic (cf. chapter 11A and inset in Fig. 4). For \( c \perp B_0 \) we have higher order quadrupolar contributions to the 63Cu widths. Since all linewidths are inhomogeneous (typical room temperature spin echo decay constants are less than 100 \( \mu \text{s} \) for Cu and about 580 \( \mu \text{s} \) for Hg), they could simply be due to a spatial distribution of the field induced spin polarization. We already know that the effective local charge density (\( H \)) varies across the CuO2 plane and with it the quadrupole splitting (\( \lambda \text{q} \)(\( H \))). Furthermore, we know that \( A_X \equiv \chi_{AA} \) is a function of the average hole concentration \( x \equiv \langle \lambda \text{q} \rangle \).

Therefore, in order to investigate the linewidths more quantitatively we introduce a simple model that assumes coherent variations of all shift contributions as a function of \( H \). We show later, from comparison of the 63Cu widths with those of 199Hg that we can neglect orbital shift variations as a substantial source of linewidth. We thus consider only variations of the spin shift and where appropriate a quadrupolar term \( K_{Q} \), and write,

\[ K(H) = pA(H) + (p + q)C(H) + qB(H) + K_{Q}(H). \]  

(15)

For \( c \parallel B_0 \) the quadrupolar contribution (that depends on \( B_0 \)) can be calculated from \( (15) \), or numerically. It will be approximately linear in \( H \). In fact, we will use a linear approach for all components \( Y(H) \) in \( (15) \), i.e., \( Y(H) \approx Y(\langle H \rangle) + y \cdot (H - \langle H \rangle) \), where \( y \) is the derivative of \( Y \) with respect to \( H \) near \( \langle H \rangle \). With \( h \approx H - \langle H \rangle \) we write for the deviation of the shift from its mean value,

\[ \delta K(h) = K(H) - K(\langle H \rangle), \]

\[ \delta K(h) = [p \cdot a + (p + q) \cdot c + q \cdot b + \lambda_{Q}] \cdot h. \]  

(16)

Then, the root mean square (RMS) shift variation that is responsible for the linewidth is given by,

\[ \sqrt{\langle \delta K^2 \rangle} = [p \cdot a + (p + q) \cdot c + q \cdot b + \lambda_{Q}] \cdot \sqrt{\langle h^2 \rangle}. \]  

(17)
For the satellite transitions the linewidths are determined by quadrupole interaction and the RMS widths are given by \( \sqrt{\langle \delta K^2 \rangle} = |\lambda_Q| \cdot \sqrt{\langle h^2 \rangle} \). For \( c \parallel B_0 \) we determined \( \lambda_{Q,\text{sat}} \approx 48 \text{ MHz/hole} \), and we found from the linewidths in Fig. 9 (assuming \( \delta \nu = 2\sqrt{\langle h^2 \rangle} / 2 \ln(2) \)) practically the same RMS of \( h \) for both crystals X74 and X97,

\[
\sqrt{\langle h^2 \rangle} \approx 0.025. \tag{18}
\]

Using \( \lambda_{Q,\text{old}} \approx 36 \text{ MHz/hole} \) we get \( \sqrt{\langle h^2 \rangle} \approx 0.033 \).

Since \( A_X \) in (12) is the only \( T \)-dependent term above \( T_c \), we only expect a \( T \)-dependent linewidth for \( T > T_c \) from \( a(T) \) in (17). We found earlier that \( A_{X,97}(T) = 1.4 \cdot A_{X,74}(T) \), i.e., both susceptibilities are proportional to each other with the constant given by the ratio of the average hole concentration. Therefore, we set \( a_X(T) = A_X(h, T) / \langle H \rangle_X \), and we can express \( pA_X \) by the experimentally measured shift. We conclude that the linewidths must then be linear functions of the experimentally measured shifts for \( T > T_c \). In addition, with the rapid disappearance of \( C_X \) and \( B_X \) at \( T_c \) also their derivatives \( c_X \) and \( b_X \) are expected to vanish, and width and shift should be linear functions of each other below \( T_c \), as well. We thus write,

\[
\sqrt{\langle \delta K^2 \rangle} = |\lambda_Q + K / \langle H \rangle - [(p + q)C + qB] / \langle H \rangle| \cdot \sqrt{\langle h^2 \rangle}. \tag{19}
\]

### 1. X97 Linewidths

We now discuss the experimental results for the X97 crystal. From (19) we have with the shift from (13),

\[
\sqrt{\langle \delta K_{97}^2 \rangle_{\text{sat}}} = |\lambda_{Q,97} + K_{97} / \langle H \rangle_{97} - pC_{97} / \langle H \rangle_{97} + pC_{97} + q[c_{97} + b_{97}]| \cdot \sqrt{\langle h^2 \rangle}. \tag{20}
\]

The corresponding experimental linewidth vs. shift plots are shown in Figs. 10 and 11 for \(^{63}\text{Cu}\) and \(^{199}\text{Hg}\), respectively. We find indeed straight lines with fixed slopes in the central region. In addition, common to all four plots are also high-\( T \) drop-offs, low-\( T \) upturns, and also a \( T \) independent offset that is not contained in our model.

**\(^{63}\text{Cu}\):** For \(^{63}\text{Cu}\) and \( c \parallel B_0 \) in Fig. 11 (a), we find a linear dependence between about 60 K and 200 K without a rapid change at \( T_c \), but we know from the shifts that \( C_{97} \) does change at \( T_c \) (it can be seen in Fig. 9). Consequently, the change in \( C_{97} \) must be offset by a change in \( c_{97} \) (and/or \( b_{97} \)). From the linear slope we determine \( \sqrt{\langle h^2 \rangle} / \langle H \rangle_{97} \approx 0.22 \), in good agreement with what can be calculated from the satellite width (0.16 and 0.21 for \( \lambda_{Q,\text{sat}} \) and \( \lambda_{Q,\text{old}} \), respectively). This says that the variation of the linewidth with \( T \) in this linear region is dominated by a substantial spatial variation of \( A_X \equiv \chi_{AA} \), STM, which is a surface probe, also indicates that the inhomogeneity comes mostly from a spatial variation of the pseudogap while the superconducting gap is more homogeneous.

At high \( T \) we observe a drop in the linewidth that causes a deviation from the linear behavior. This is rather unusual since the shift still increases, cf. Fig. 9. With our model we conclude that \( C_{97} \) and/or \( b_{97} \) begin to vanish so that we see a drop due to \([ -63p_0C_{97} \approx -0.06\% ] \). We expect a change of \([ -63p_0C_{97} \approx 0.22 \approx -0.013\% ] \), or about 20 kHz at 11.75 T, in modest agreement with the linewidth that shows a decrease of \( \approx 31 \text{ kHz} \). A vanishing of the derivatives means the inhomogeneities in \( C_{X,97} \) and/or \( B_{X,97} \) disappear while the average shift still grows.

The low \( T \) increase we believe is caused by the freezing of the fluid lattice since the Hg data show a corresponding change as well. We will discuss the low \( T \) region separately below.

Unexplainable with our model (20) is a substantial low \( T \) intercept \( \sqrt{\langle \delta K_{97}^2 \rangle_{\text{sat}}} \) for zero shift, which we find to be about 100 kHz or 0.076\% while we expect it to be zero. Note that it must be a constant also in the linear region and probably beyond it. In addition, if it was incoherent with the other broadening mechanisms in (20), these would hardly be visible in a large incoherent background. We will call the associated linewidth \( \zeta \). This constant broadening \((^{63}\zeta_{\parallel,97} \approx 100 \text{ kHz}) \) does not appear to be of orbital origin since we show below that it is of similar size at the Hg nucleus. In separate field-dependent experiments we verified that this large background broadening is of magnetic origin. \( \zeta \) is thus based on a modulation of the spin density with a wavevector different from zero as it does not contribute to the average shift.

For \( c \perp B_0 \) we observe a similar scenario with a similar constant slope \( \sqrt{\langle h^2 \rangle} / \langle H \rangle_{97} \approx 0.18 \) in the same \( T \) range, except for a sudden drop of about 0.013\% in the offset at \( T_c \), expected in general from the change of the high-\( T \) constants \( C_X, B_X \). The high-\( T \) drop is \( \approx 50 \text{ kHz (0.038\%) } \), and thus in agreement with the expected anisotropy of \( ^{63}p_0^{\perp}/^{63}p_0^{\parallel} \approx 0.4 \). We calculate \( \lambda_{Q,97} \approx +2.8 \text{ MHz/hole at 11.75 T, from which an intercept of } \sqrt{\langle \delta K_{97}^2 \rangle_{\text{sat}}} \approx 165 \text{ kHz (at 11.75 T) results}, while we find about 210 kHz from experiment. This means the additional broadening is \( ^{63}\zeta_{\perp,97} \approx 45 \text{ kHz} \).

The \(^{63}\text{Cu}\) linewidths give a consistent picture of coherent broadening (above the fluxoid freezing) in which a spatial variation of the charge density \( H \) is the variable that triggers a variation of the quadrupole interaction and the various shift contributions. In addition, there is a large \( T \) independent broadening present that has an anisotropy of about 2.2, i.e., \( ^{63}\zeta_{\parallel,97} / ^{63}\zeta_{\perp,97} \approx 2.2 \). Note that wavelength effects with anisotropic hyperfine scenarios affect the anisotropy so that it does not have to reflect any particular ratio of hyperfine constants.

**\(^{199}\text{Hg}\), \( \alpha \)-line.** In Fig. 11 (a) we plot the linewidth
against the shift for the Hg $\alpha$-line and $c \parallel B_0$. We find a dependence similar to that of Cu. There is again a linear regime (between about 80 K and 170 K), a high-$T$ drop, a low-$T$ upturn, as well as a $T$ independent part. With our model \cite{20} we deduce from the slope that $\sqrt{\langle \hbar^2 \rangle / \langle H \rangle_{X97}} \approx 0.08$ and thus a value that is less than half of what we found for Cu, while the drop of about 3.3 kHz or 0.0037% is expected from the ratio of the hyperfine coefficients for component $C_X$. In order to understand this behavior we would like to point out that the Hg nuclei couple to two Cu nuclei in the nearest two CuO$_2$ planes. Consequently, we have to replace $\langle \hbar^2 \rangle$ by $\langle \hbar^2 \rangle + \langle h_i h_j \rangle / \sqrt{2}$, where $h_i$ and $h_j$ denote the effective charge variation in the CuO$_2$ plane above and below the Hg nucleus, respectively. Our results then say that as far as component $A$ is concerned, the correlation between the two planes appears to be negative. On the other hand, it appears to be close to 1 for the $C$ term. This says that the local deviation from $\langle H \rangle$ is different for $A$ than for $C$, which points to different wavelength for both spin components. This is perhaps what one might expect if $A$ is a local property, contrary to $C$.

From the low-$T$ intercept in Fig.\ref{fig:11} we also deduce that there is a $T$ independent residual Hg NMR linewidth that could range between $199\zeta_{\parallel,\alpha,X97} = 8.5$ kHz to 9.5 kHz for $c \parallel B_0$ (the uncertainty comes from the low-$T$ shift that could be influenced by diamagnetism). For $c \perp B_0$ (plot not shown) we estimate $199\zeta_{\perp,\alpha,X97} = 10$ kHz, and thus $199\zeta_{\parallel,\alpha,X97} / 199\zeta_{\perp,\alpha,X97} \approx 0.9$. From the high-$T$ shifts we also deduce $199p_{\parallel} / 199p_{\perp} \approx 1.7$, which indicates that the residual broadening may not be dominated by a coupling through $np$ unless wavelength effects are of importance. On the other hand, $63\zeta_{\parallel,X97} / 199\zeta_{\parallel,\alpha,X97} \approx 11$ and thus similar to $63p_{\parallel} / 199p_{\parallel}$, which suggests that the residual broadening $\zeta$ is not of orbital origin.

The low-$T$ upturn (4 kHz) of the width from 80 K to 50 K for $c \parallel B_0$ would amount to a Cu linewidth of about 49 kHz for coupling through $np$, a value that appears far too big, cf. Fig.\ref{fig:11}. On the other hand, if its origin is Meissner diamagnetism we estimate a 6 kHz increase in Cu linewidths in that $T$ range, which fits the experimental results. We conclude that the low-$T$ upturn is dominated by Meissner diamagnetism in the mixed state.

Hg $\beta$-line. In the lower panel of Fig.\ref{fig:11} we plot width vs. shift of the $\beta$-line for $c \parallel B_0$. The central, linear region has an even smaller slope of $\sqrt{\langle \hbar^2 \rangle / \langle H \rangle} \leq 0.05$ (it was 0.08 for the $\alpha$ site) indicating stronger negative correlations of the effective charge in adjacent planes. The high-$T$ drop of about 5 kHz or 0.0056% appears at the same $T$ and is in agreement with the ratio of the hyperfine coefficients $199p_{\beta} / 199p_{\alpha} \approx 1.423$. In addition, the $\beta$ site is close to the hole donating $O_\delta^2$ and the average charge density ($H_\beta$) might be higher and more homogeneous in its vicinity (the so-called Cu B-site in La$_2\!\!-$Sr$_2$CuO$_4$ shows a similar phenomenon, i.e., a higher hole concentration that depends much less on doping, compared with the Cu A-site)\cite{20,21}.

The low-$T$ intercept of the width for vanishing shift $199\zeta_{\parallel,\beta,X97} \approx 13$ kHz or 0.0145% would fit to a spin component coupling to the $\beta$ Hg nuclei through $199p_{\beta}$ (we do not have reliable data for $c \perp B_0$). The low-$T$ upturn of about 8 kHz is somewhat in excess of what one might
expect if the field distribution in the mixed state is the same for both sites, but since it is based on just one data point it is not significant.

From the above discussion or by inspecting again Fig. 11 it is clear that if we were to plot the linewidths of both Hg sites against each other, we would not obtain a straight line between 80 and 300 K. Indeed, in such a plot (not shown) coming from high T we find that both widths increase with the expected slope of $199p_β/199p_α \approx 1.4$ (with a low-T intercept near [0,0] within limits of error). However, at about 170 K the slope sharply turns rather flat since now the $β$-site changes more slowly with $T$ compared to the $α$-site. It takes another sharp turn towards slope of one below 80 K when the fluxoid lattice is established.

Interestingly, the temperature at which the linewidths have a maximum (~170-200 K) corresponds very well to the onset of the magnetic excitation recently found from neutron scattering and the maximum of the thermoelectric power.\[43\]

2. X74 Linewidths

For the X74 crystal the $^{63}$Cu linewidth vs. shift plots in Fig. 12 show a high-$T$ drop now at 230 K and low-$T$ upturn also at about 60 K. However, while the linewidth between 60 K and 230 K increases for $c \perp B_0$, it is quite flat in $T$ for $c \parallel B_0$. The $T$ independent width for $c \parallel B_0$ is about $^{63}ζ_{\|,X74} \approx 90$ kHz, similar to what we found for X97. For $c \perp B_0$ we find a $T$ independent width of approximately 170 kHz that includes the quadrupolar broadening of about 140 kHz ($λ_{Q,X74} \approx 2.5$ MHz/hole). The additional magnetic broadening for $c \perp B_0$ could thus range from 30 kHz to about 100 kHz for coherent and incoherent broadening, respectively. Near $T_c$, we do not observe substantial changes in the linewidths for either orientation. The high-$T$ downturn is about 1/3 of that found for X97. The low-$T$ upturn agrees with the findings for X97.

Most surprising is the fact that between 60 K and 230 K there is no $T$-dependent linewidth for $c \parallel B_0$ since we expect $A_{X74}$ to vary substantially across the CuO$_2$ plane similarly to $A_{X97}$ ($\sqrt{⟨h^2⟩}$ is the same for both crystals). In fact, in our model (Eq. 19) the change of the linewidth between 60 K and 230 K should amount to $ΔK_{X74,\|} √{⟨h^2⟩}/⟨H⟩_{X74} \approx 20$ kHz, which is clearly in excess of what we find experimentally in this temperature range (Fig. 12a). Note that our model (Eq. 19) does not contain the additional $T$ independent broadening $ζ$ that we also found for X97. If this broadening $^{63}ζ_{\|,X74} \approx 90$ kHz were incoherent with regard to that caused by $A_{X74}$, the linear dependence would indeed almost disappear. However, since the broadening through $A_{X74}$ must be coherent with the quadrupole splitting that was calculated to cause a 140 kHz linewidth for $c \perp B_0$, the broadening from $A_{X74}$ should be lifted out of the incoherent $ζ$ broadening by this second-order quadrupole term for $c \perp B_0$. This is indeed the case as Fig. 12b reveals. Between 60 K and 230 K the linewidth changes by $\approx75$ kHz, in agreement with what we expect from our model.

The Hg NMR linewidth versus shift plot for $c \parallel B_0$ (not shown) is flat in $T$ between about 60 K and 200 K and has a high-$T$ downturn, as well as a low-$T$ upturn, all in agreement with the Cu data.

For the X74 crystal the temperature at which the linewidths have a maximum (~230 K) also corresponds very well with temperature at which a maximum of the thermoelectric power was observed and with $T^*$ (when $ρ$ becomes $∝ T^2$).\[28\] For the X74 crystal we measured only up to 300 K, i.e. below the onset of the novel magnetic excitation $T^*$.

3. Linewidths in the mixed state

While we could not investigate the low-$T$ broadening down to the lowest $T$ with our single crystals, we believe that the increase of linewidths at low temperatures is due to vortex lattice, which forms in the mixed state.\[29,30\] The broadening of NMR lines starts at 60-70 K, which is somewhat lower than $T_c$, but it agrees with the recent SANS results on nearly optimally doped HgBa$_2$CuO$_{4+δ}$. In the vortex phase the local magnetic field is spatially distributed resulting in an increase of the NMR linewidth. A similar low temperature behavior of the linewidth was observed for powder samples\[22\] and
for other cuprates, as well.\textsuperscript{82,83}

We can estimate effects of this broadening, assuming an ideal 3D triangular vortex lattice for the $c \parallel B_0$ orientation, with $B_{c1} < B_0 < B_{c2}$, the distribution of the local field is given by: $0.0609 \phi_0/|\lambda_{ab}|^2$ where $B_{c1}$ and $B_{c2}$ are lower and upper critical fields, respectively, $\phi_0 = 2.07 \times 10^{-15}$ Tm$^2$ is the magnetic flux quantum and $|\lambda_{ab}|$ is the in-plane penetration depth. For the optimally doped crystal $|\lambda_{ab}(T = 0K)| = 150$ nm.\textsuperscript{84,86} Thus, at $T=0$ K we expect a broadening of about 60 kHz and 40 kHz for $^{63}$Cu and $^{199}$Hg, respectively. For the X74 crystal $|\lambda_{ab}(0)|$ increases to about 235 nm and we can expect additional broadening of 25 kHz for $^{63}$Cu and 17 kHz for $^{199}$Hg.

Our experimental resonance lines have a Gaussian shape, not the shape characteristic for a field distribution in the vortex phase, which is obscured by already large magnetic widths. In general the linewidth due to the vortex lattice could be coherent or incoherent with $\zeta$. Using $^{63}$Cu data, for which we have measured down to 20 K, we can test which case agrees better with theoretical values. For the X97 crystal we estimate a vortex lattice contribution of 50 kHz and 120 kHz for the coherent and incoherent case, respectively. Clearly the coherent case agrees better with theory (60 kHz). The same conclusion is made for the X74 crystal, we obtain 30 kHz (80 kHz) for the coherent (incoherent) case and the theoretical value is 25 kHz. Assuming the coherent case for $^{199}$Hg, the linewidth increase due to vortex lattice is up to 10 kHz (4 kHz) for the X97 (X74) crystal. These values are smaller than expected, but we measured $^{199}$Hg only down to 50 K (30 K). For $c \perp B_0$ all linewidths show similar low temperature behavior. Although we did not measure at temperatures close to 0 K, our experimental values are in reasonable agreement with theoretical predictions.

\section{Conclusions}

We have presented extensive measurements of the $^{63}$Cu quadrupole parameters, shifts, and linewidths, as well as the shifts and linewidths of $^{199}$Hg for two single crystals of HgBa$_2$CuO$_{4+\delta}$, one underdoped with $T_c = 74$ K and one optimally-doped with $T_c = 97$ K. The $^{63}$Cu quadrupole interaction, which is largely $T$ independent, is in agreement with earlier studies on powder samples. We determine that the asymmetry parameter is very small ($\eta < 0.006$), despite a rather large variation of the quadrupole splittings that we believe is caused by a charge density variation in the CuO$_2$ plane (as found in other non-stoichiometric HTSC).

With the knowledge of the quadrupole interaction we can measure the Cu magnetic shifts and we find that they cannot be explained with a single $T$-dependent spin component (the same conclusion is reached just from the Hg magnetic shifts, as well as from comparing the Cu and Hg magnetic shifts).\textsuperscript{23} We find that we can explain all the shifts with two spin components that have different $T$ dependences. The $T$ dependence of the first component carries the pseudogap behavior, i.e., it is $T$-dependent already above $T_c$ and does not change at $T_c$. The other component is $T$ independent above $T_c$ similar to the behavior of a Fermi liquid and vanishes rapidly below $T_c$. The susceptibilities of both components grow with doping at a given $T$.

With $^{199}$Hg NMR we can resolve two resonance lines (that could not be distinguished before) with different, but symmetric chemical shift tensors. One Hg site is neighbored by doped extra oxygen O$_\delta$. The fact that only one Hg site appears as a result of doping points to a well defined chemical structure, despite the electronic inhomogeneity in the CuO$_2$ plane. The intensity ratio of the lines is in agreement with what one expects from interstitial oxygen in the middle of an Hg plaquette that changes the chemical shift of the four nearest Hg atoms. The Hg magnetic shifts also reveal two-component behavior and we can estimate the Meissner diamagnetism from the shifts at low $T$.

The study of the Cu satellite and central transition linewidths, as well as the magnetic linewidths of both Hg resonances reveal the following simple features:

(1) The Cu satellite widths are largely $T$ independent due to a $T$ independent charge density modulation in the CuO$_2$ plane.

(2) Below about 60 K the magnetic widths for Cu and Hg are dominated by the fluxoid lattice (which was not studied in great detail here due to penetration depth issues for single crystals at very low $T$).

(3) Above 60 K all magnetic widths can be understood in terms of spatial shift variations (long wavelengths) from the two spin components, in addition to a $T$ independent broadening due to an unknown spin component. Above about 200 K to 230 K the Fermi-liquid-like component becomes suddenly homogeneous (its contribution to the width disappears), while that due to the pseudogap component remains. Interestingly, all these linewidths mechanisms are coherent with the charge density modulation in the CuO$_2$ plane for the optimally doped sample, but for the underdoped sample only the $T$ independent component becomes incoherent.

The two spin components that give rise to the $T$-dependent magnetic shifts are in agreement with what has been found in La$_{2-\delta}$Sr$_{\delta}$CuO$_4$ and YBa$_2$Cu$_3$O$_{6.5-\delta}$.\textsuperscript{38,44} The fact that we confirm them with shift measurements on a very different system and by comparing different nuclei makes them ubiquitous to the HTSC. Only with a more detailed investigation of the two components can we point clearly to their nature, however, they do resemble the susceptibilities of a spin liquid and that of a Fermi liquid. The universal presence of a Fermi-liquid-like component has recently been established from other experiments as well.\textsuperscript{38,44}

The results of our linewidth studies appear to be in agreement with the observation that large electronic in-
homogeneities can be present in HTSC without degrading $T_c$. In particular, our studies of the bulk of the samples appear to be in agreement with surface studies that find the pseudogap to be rather inhomogeneous, since our shift variations are dominated by the pseudogap component. We note that stoichiometric compounds do not have this static inhomogeneity. The onset of motional narrowing or depinning at 170-200 K (X97), 230 K (X74) is unexplained. However, these temperatures correspond very well to $T^*$, a temperature at which a maximum of thermoelectric power and onset of $\rho \propto T^2$ (a Fermi-liquid-like behavior) were observed. Additionally, for crystals close to optimal doping a novel magnetic excitation appears at around 200 K. It is unclear, whether the coherent modulation of the charge density with the various shift components could have to do with a "stripy" electronic state that may exhibit such features in the NMR when pinned to the lattice.
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