Sample-Based Output-Feedback Navigation with Bearing Measurements

Mahroo Bahreinian\textsuperscript{1}, Marc Mitjans\textsuperscript{2}, Roy Xing\textsuperscript{3} and Roberto Tron\textsuperscript{4}

Abstract—We consider the problem of sample-based feedback-based motion planning from bearing (direction-only) measurements. We build on our previous work that defines a cell decomposition of the environment using RRT\textsuperscript{*}, and finds an output feedback controller to navigate through each cell toward a goal location using duality, Control Lyapunov and Barrier Functions (CLF, CBF), and Linear Programming. In this paper, we propose a novel strategy that uses relative bearing measurements with respect to a set of landmarks in the environment, as opposed to full relative displacements. The main advantage is then that the measurements can be obtained using a simple monocular camera. We test the proposed algorithm in the simulation, and then in an experimental environment to evaluate the performance of our approach with respect to practical issues such as mismatches in the dynamical model of the robot, and measurements acquired with a camera with a limited field of view.

I. INTRODUCTION

Motion planning is a major research area in the context of mobile robots, as it deals with the problem of finding a path from an initial state toward a goal state while avoiding collisions \cite{1}–\cite{3}. Traditional path planning methods focus on finding single nominal paths in a given known map, and the majority of them makes the implicit assumption that the agent possesses a lower-level state feedback controller for following such nominal path in the face of external disturbances and imperfect models. In this paper, we instead use the alternative approach of synthesizing a set of output-feedback controllers instead of single a nominal path. Focusing on controllers allows us to directly consider the measurements (outputs) available to the agent, instead of assuming full state knowledge (i.e., a perfect localization in the environment); the main advantage of this approach is that it is intrinsically robust to disturbances and limited changes in the environment. The main challenge, however, is that we need to explicitly take into account the type of measurements that are available. For instance, in this paper we consider the case of a mobile robot that can use a monocular camera to detect a set of landmarks (e.g., objects) in the environment. Using image-based information, the robot can compute the bearing (i.e., the direction vector) with respect to the landmarks. The goal of this work is then to synthesize controllers that can use this type of measurements for feedback-based path planning.

Previous works. A well known class of techniques for motion planning is sampling-based methods. Algorithms such as Probabilistic RoadMaps (PRM) \cite{4}, Rapidly exploring Random Trees (RRT\textsuperscript{*}, \cite{5}, \cite{6}) and asymptotically optimal Rapidly Exploring Random Tree (RRT\textsuperscript{*}, \cite{7}), have become popular in the last few years due to their good practical performance, and their probabilistic completeness \cite{6}–\cite{8}; there have also been extensions considering perception uncertainty \cite{9}. However, these algorithms only provide nominal paths, and assume that a separate low-level controller exists to generate collision-free trajectories at run time.

The concept of the sample-based output feedback controller is based on \cite{10}, \cite{11} which, the output feedback controller takes as input relative displacement measurements with respect to a set of landmarks. This algorithm is based on solving a sequence of robust min-max Linear Programming (LP) problems on the elements of a convex cell decomposition of the environment and using linear Control Lyapunov Function (CLF) and Control Barrier Function (CBF) constraints, to provide stability and safety guarantees, respectively. Additionally, it extends planning beyond the discrete nominal paths, as feedback controllers can correct deviations from such paths, and are robust to discrepancies between the planning and real environment maps. The authors in \cite{10} assumes that a polyhedral convex cell decomposition of the environment is available, which greatly reduces its applicability. The authors in \cite{11} extended upon \cite{10} and introduces a representation of the environment that is obtained via a modified version of the optimal Rapidly-exploring Random Trees (RRT\textsuperscript{*}), combined with a convex cell decomposition of the environment.

In order to observe the environment, modern robots can be equipped with different kinds of sensors, such as Inertial Measurement Units \cite{12}, visual sensors \cite{13}, sonar sensors \cite{14}, and contact sensors \cite{15}, etc. Among these, monocular cameras are nearly ubiquitous, given their favorable trade-offs with respect to size, power consumption, and the richness of information in the measurements; a peculiarity of this sensor is that, due to perspective projection, it can provide relatively precise bearing information (the direction of an object or point in the environment) but not, from a single image alone, depth information. Many different techniques have been introduced for monocular navigation and control. An example is visual servoing, where image-based computations are used to find a control law that guides the robot toward a home location using bearing alone \cite{16}–\cite{19}, or by concurrently estimating depths \cite{20}–\cite{22}. 
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**Proposed approach and contributions.** The goal of the present work is to joint the two threads of work mentioned above: apply the synthesis method of [10], [11] but with controllers that use as input a set of bearing measurements between the robot and a set of landmarks. Since we consider a planning problem, we assume that a map of the environment is available, and that the positions of the landmarks are known and fixed in the reference frame of this map; furthermore, we assume that a global compass direction is available (so that the orientation, but not the position of the robot in the map is known). The main contribution of this work is then to provide a way to synthesize bearing-based feedback controllers that can be used to solve the path planning problem by extending the method of [10], [11] via a dynamic rescaling of the measurements. This contribution is tested in both simulations and experiments with real robots.

**II. BACKGROUND**

In this section, we review the system dynamics, bearing direction measurements, CLF and CBF constraints, and the RRT* method in the context of our proposed work.

**A. System Dynamics**

Consider a driftless control affine system

\[ \dot{x} = Bu, \]

where \( x \in \mathcal{X} \subset \mathbb{R}^n \) denotes the state, \( u \in \mathcal{U} \subset \mathbb{R}^m \) is the system input, and \( B \in \mathbb{R}^{n \times m} \) define the linear dynamics of the system. Note that We assume that the system (1) is controllable, that \( \mathcal{X} \) and \( \mathcal{U} \) are polytopic,

\[ \mathcal{X} = \{ x \mid A_x x \leq b_x \}, \quad \mathcal{U} = \{ u \mid A_u u \leq b_u \}, \]

and that \( 0 \in \mathcal{U} \). The assumptions above are more restrictive than those in, e.g., [11], but are necessary to allow our solution to the bearing-based control problem.

Note that, in our case, \( \mathcal{X} \) will be a convex cell centered around a sample in the tree (Sec. II-D).

**B. Bearing direction measurements**

In this work, we assume global compass direction is available (the bearing directions can be compared in the same frame of reference) and the robot has only access to bearing direction measurements (see Fig. 1a). The bearing direction measurements are defined as

\[ \beta_i = d_i(x)^{-1}(l_i - x), \quad i = \{ 1, \ldots, N \}, \]

where \( N \) is the number of landmarks and \( d_i \) is the relative displacement measurement between the position of the robot and landmark \( l_i \)

\[ d_i(x) = \|l_i - x\|. \]

The location of landmarks \( l_i \) is assumed to be fixed and known at the planning time. Additionally, we assume at the implementation time, the robot can measure the bearing direction \( \beta_i \) between its position \( x \) and a set of landmarks \( l_i \).

**C. Optimal Rapidly-Exploring Random Tree (RRT*)**

The RRT* sampling-based algorithm is typically used for single-query path planning, but that can also be used (as in this paper) to build a tree \( T = (\mathcal{V}, \mathcal{E}) \) representing the free configuration space starting from a given root node. In this work, we build a tree in the free configuration space by implementing the RRT* algorithm, and the only modification we made to the original RRT* algorithm is that we store random samples that were found to be in collision with an obstacle in the list \( \mathcal{V}_{\text{collision}} \) instead of discarding them; this list is then returned and used to define the CBF constraints in our algorithm (see Sec. II-G). RRT* is guaranteed to be asymptotically complete and optimal, although these guarantees do not hold with a finite number of samples.

**D. Convex Decomposition of the Environment by Simplified RRT* Trees**

We start with a tree \( T = (\mathcal{V}, \mathcal{E}) \) generated by the traditional RRT* algorithm from Sec. II-C. Since the number of samples is finite, the generated tree is not optimal although it has a large number of nodes. We simplify the tree to reduce the number of nodes (while keeping all the samples that are in collision with obstacles) by following the simplified-RRT* algorithm in [11] and denote it as \( T = (\mathcal{V}_s, \mathcal{E}_s) \).

Note that as a consequence of the simplifying steps above, it is still possible to connect any sample that was discarded from the original RRT* to the simplified tree with a straight line, suggests that the simplified tree will be a good road-map representation [23] of the free configuration space reachable from the root (up to the effective resolution given by the original sampling). Given the simplified tree \( T_s = (\mathcal{V}_s, \mathcal{E}_s) \), for each node \( i \in \mathcal{V}_s \) in the tree, we define a convex cell \( \mathcal{X}_{ij} \) similar to [11] such that the boundaries of \( \mathcal{X}_{ij} \) are defined as the bisectors hyper-plane between node \( i \) and other nodes in the tree except node \( j \) which node \( j \) is the parent of node \( i \). The polyhedron \( \mathcal{X}_{ij} \) is similar to a Voronoi region [2] (see Fig. 2 for an example). Note that \( \mathcal{X}_{ij} \) contains all the points that are closest to \( i \) than other vertices in \( T_s \), but it also includes the parent \( j \). The environment is implicitly represented by a simplified tree graph \( T_s = (\mathcal{V}_s, \mathcal{E}_s) \) via sampling. According to the simplified tree, the environment is decomposed the environment into a set of convex cells.

Note that the landmarks \( l_i \), from the point of view of our algorithms, can be arbitrary as long as there is at least two landmark visible from any point \( x \) in the free configuration space. The landmarks do not need to be chosen from the samples of the RRT* algorithm, or from the obstacles.

**E. Control Lyapunov and Barrier Functions (CLF, CBF)**

In this section, we review the CLF and CBF constraints, which are differential inequalities that ensure stability and safety (set invariance) of a control signal \( u \) with respect to the dynamics (1). First, it is necessary to review the following.

**Definition 1:** Given a sufficiently smooth function \( h : \mathbb{R}^n \to \mathbb{R} \) and a vector field \( f : \mathbb{R}^n \to \mathbb{R}^n \), we use the
Consider a continuously differentiable function \( h(x) : \mathcal{X} \to \mathbb{R} \) which defines a safe set \( \mathcal{C} \) such that
\[
\mathcal{C} = \{ x \in \mathbb{R}^n \mid h(x) \geq 0 \},
\]
\[
\partial \mathcal{C} = \{ x \in \mathbb{R}^n \mid h(x) = 0 \},
\]
\[
\text{Int}(\mathcal{C}) = \{ x \in \mathbb{R}^n \mid h(x) > 0 \}.
\]
In our setting, the set \( \mathcal{C} \) will represent a convex local approximation of the free configuration space (in the sense that \( x \in \mathcal{C} \) does not contain any sample that was found to be in collision). We say that the set \( \mathcal{C} \) is forward invariant (also said positive invariant [25]) if \( x(t_0) \in \mathcal{C} \) implies \( x(t) \in \mathcal{C} \), for all \( t \geq 0 \) [26].

**Definition 3 (CBF, [27]):** The function \( h(x) \) is a **Control Barrier Function** with respect to (1) if there exists a positive constant \( c_h \), control inputs \( u \in \mathcal{U} \), and a set \( \mathcal{C} \) such that
\[
\mathcal{L}_B h(x) + c_h h(x) \geq 0, \forall x \in \mathcal{C}.
\]
Furthermore, (8) implies that the set \( \mathcal{C} \) is forward invariant.

**F. Stability by CLF**

To stabilize the navigation along an edges of a tree, we define the Lyapunov function \( V_{ij}(x) \) as
\[
V_{ij}(x) = z_{ij}^T (x - x_j),
\]
where \( z_{ij} = \frac{x_i - x_j}{\| x_i - x_j \|} \) is the unit vector of exit direction for edge \((i, j)\), \( x_j \in \text{exit face} \) is the position of the parent of node \( i \), and \( V_{ij}(x) \) reaches its minimum \( V(x) = 0 \) at \( x_j \). Note that the Lyapunov function represents, up to a constant, the distance \( d(x, x_j) \) between the current system position and the exit face. By Definition 3 \( V_{ij}(x) \) is a CLF.

**G. Safety by CBF**

In this section, we define barrier functions \( h_{ij}(x) \) that define a cone representing a local convex approximation of the free space between \( i \) and \( j \), in the sense that it excludes all samples in \( \mathcal{V} \) that are on the way from \( i \) to \( j \). In particular, we use the following steps:

1) Define set \( \mathcal{O}_{ij} \subset \mathcal{V}_{\text{collision}} \) whose are in \( \mathcal{X}_{ij} \).
2) From the set of samples \( O_{ij} \), we choose two samples \( \{o_u, o_d\} \) on two sides of the edge \((i,j)\) such that they are closest samples in \( O_{ij} \) to edge \((i,j)\).

3) We write the equations of two lines passing through \( \{j, o_u\} \) and \( \{j, o_d\} \) in a matrix form using \( A_{hi} \in \mathbb{R}^{2 \times 2}, b_{hi} \in \mathbb{R}^{2} \) to define the invariant set

\[
C_{ij} = \{ x \in \mathbb{R}^{2} : A_{hi}x + b_{hi} > 0 \}.
\]

The corresponding CBF is then defined as

\[
h_{ij}(x) = A_{hi}x + b_{hi}.
\]

An example of the set \( C_{ij} \) is shown in Fig. 2. Note that the region \( C_{ij} \) might not include the entire cell \( X_{ij} \). However, the controller will be designed to satisfy the CBF and CLF constraints over the entire cell \( X_{ij} \).

H. Output Feedback Controller

We assume that the robot can only measure the relative displacements between the robot’s position \( x \) and the landmarks in the environment, which corresponds to the output function

\[
Y = (L - x1^{T})^\dagger = L^\dagger - Iz = stack (l_i - x),
\]

where \( L \in \mathbb{R}^{n \times n_l} \) is a matrix of landmark locations, \( i = 1, \ldots, n_l \) that \( n_l \) is the number of landmarks, \( A^\dagger \) represents the vectorized version of a matrix \( A, I = 1_{nl} \otimes I_{n_l}, \) and \( \otimes \) is the Kronecker product. We define the feedback controller as

\[
\nu_{ij} = K_{ij}Y,
\]

where \( K_{ij} \in \mathbb{R}^{n \times n_{nl}} \) are the feedback gains that need to be found for each cell \( X_{ij} \).

In [13], the input to the controller is the relative displacement measurements between the position of the robot and the set of landmarks in the environment. The controller in [13] is a weighted linear combination of the measured displacements \( y \). The goal is to design \( u \) such that the system is driven toward the exit direction \( z_{ij} \) while avoiding obstacles. Assume the controller is in the form of (13), and the output function is (12), following the approach of [10], [11], and using the CLF-CBF constraints reviewed in Sec. II-B, we encode our goal in the following feasibility problem:

\[
\text{find } K_{ij} \\
\text{subject to:} \\
\text{CBF: } - (L_Bh_{ij}(x)u + c_{hi}^T h_{ij}(x)) \leq 0, \quad \text{(14)} \\
\text{CLF: } L_BV_{ij}(x)u + c_{hi}^T V_{ij}(x) \leq 0, \\
\quad \forall x \in X_{ij}, (i,j) \in \mathcal{E}.
\]

The constraints in (14) need to be satisfied for all \( x \) in the region \( X_{ij} \), i.e., the same control gains should satisfy the CLF-CBF constraints at every point in the region. In [11], this problem is solved by rewriting (14) using a min-max formulation and Linear Programming (LP) method. Starting from a point \( x \in X_{ij}, u_{ij} \) drives the robot toward \( x_j \), the robot switches its controller to \( u_{jq} \) when \( x \) reaches the exit face of \( X_{ij} \).

III. FEEDBACK CONTROL PLANNING WITH BEARING MEASUREMENTS

As mentioned in the introduction, in this paper we consider a robot equipped with a monocular camera that, in general, does not provide the depth of a target object in the image, and instead measures the corresponding relative bearing (Sec. II-B). In this section, we show that in this case, it is possible to still use the control synthesis method of Sec. II-B after rescaling the bearing measurements, such that they are similar to the ideal displacement measurements. We divide the section into three parts. First, we give details on the rescaling procedure; then, we show that the resulting bearing controller still solves the path planning problem, albeit with modified CLF and CBF conditions; finally, we discuss how to handle the practical problem of a camera with a limited field of view.

A. Rescaling of the Bearing Measurements

For simplicity, in this section we consider only 2-D environments (however, an extension to the 3-D case is possible with minor modifications). Without loss of generality, we assume that the robot position \( x \) is equal to the zero vector (if not, all the computations below are still valid after introducing opportune shifts by \( x \)).

The bearings \( \{\beta_i\} \) can be identified with points on a unitary circle centered at the origin (Fig. 13).

For the current cell and hence its associated controller we pick a fixed landmark \( f \) among those available. We then define \( l_f \) as the point on the circle corresponding to \( \beta_f \). Our goal is to rescale all the other bearings \( i \neq f \) such that they are similar to the full displacements.

For this purpose, we define inter-landmark bearing directions between landmark \( f \) and every other landmarks \( i \neq f \) as

\[
\beta_i^f = d_i(\bar{l}_f) - l_i^{-1}(l_i - \bar{l}_f);
\]

note that these bearings can be pre-computed from the known locations of the landmarks in the map.

For each landmark \( i \neq f \), let \( P_i^f \) be the line passing through the fixed landmark \( \bar{l}_f \) with direction \( \beta_i^f \). Let \( P_i \) be the line passing through the robot position \( x \) with direction \( \beta_i \). We then define the scaled landmark position \( \bar{l}_i \) as the intersection between \( P_i^f \) and \( P_i \).

Lemma 1: Let \( s(x) = d_f(x) \) be the distance between landmark \( f \) and the robot; then, we have that \( l_i - x = s(x)(l_i - \bar{l}_f) \) for each landmark \( i \).

Proof: The triangles \( l_f, x, l_i \) and \( \bar{l}_f, x, \bar{l}_i \) are similar since they have identical internal angles. Moreover, \( \|\bar{l}_f - x\| = 1 \) by construction, the ratio between the segments \( l_f, x \) and \( \bar{l}_f, x \) is equal to \( s(x) \). Combining these two facts, we have that the ratio between the segments \( l_f, x \) and \( \bar{l}_f, x \) is also \( s(x) \); the claim then follows.

Our proposed solution is then to compute the scale displacements \( \bar{Y} = stack(\bar{l}_f - x) \), which are then used with the pre-computed controller

\[
\bar{u}_{ij}(x) = K_{ij}\bar{Y}.
\]
B. Analysis of the Bearing Controller

The following lemma shows that the original displacement-based controller $u_{ij}$ and our proposed bearing-based controller $\tilde{u}_{ij}$ are essentially equivalent from the point of view of path planning.

**Proposition 1:** Assume $s(x)$ is uniformly upper bounded (i.e., $s(x) < \infty$ for all $x \in X_{ij}$). The controllers $u_{ij}$ in (13) and $\tilde{u}_{ij}$ in (16) produce the same paths (but traced, in general, with different speeds) for the driftless system (1) when started from the same initial condition.

**Proof:** Let $x$ and $\tilde{x}$ be the trajectories of the system under $u_{ij}$ and $\tilde{u}_{ij}$, respectively. Since both the dynamics and the controllers are linear, we have that $\dot{x} = \tilde{x}$ when evaluated at the same location. This implies that the two curves $x$ and $\tilde{x}$ are the same up to a reparametrization of the velocity.

In fact, we can also relate the new controller to the conditions in the synthesis problem (14).

**Proposition 2:** Assume that $s_{\text{min}} < s(x) \leq s_{\text{max}}$, and that $\dot{u} = K_{ij}y \in U$ for all $x \in X_{ij}$. Then $K_{ij}$ is a feasible solution for (14) with the modified CLF and CBF conditions:

\[
-(L_Bh_{ij}\dot{u} + \hat{c}_h h_{ij}) \leq 0,
\]
\[
L_BV_{ij}\dot{u} + \hat{c}_v V_{ij} \leq 0,
\]

where $\hat{c}_h = s_{\text{min}}^{-1}c_h$ and $\hat{c}_v = s_{\text{max}}^{-1}c_v$.

**Proof:** The claim follows by dividing the original CBF and CLF conditions by $s(x)$, and then using the bounds $s_{\text{min}}$, $s_{\text{max}}$.

Note that the bounds on $s(x)$ translate to bounds on the distance between the cell $X_{ij}$ and the landmarks $l_i$.

Taken together, Propositions 1 and 2 show that the controller $K_{ij}$ found by assuming a displacement-based controller can be used also for the bearing-based case, although the speed of the resulting trajectories might be more aggressive.

C. Control With the Limited Field of View

In the formulation Sec. [14] it is implicitly assumed that the controller has access to all the landmarks measurements at all times. However, in practice, a robot will only be able to detect a subset of the landmarks due to a limited field of view or environment occlusions (see Fig. 3b). To tackle this issue, we show in this section that the controller $\tilde{u}_{ij}$ in (16) can be designed using all available landmarks (as in the preceding section), but then implemented using two landmarks or more.

The main idea is to use the two available landmarks to estimate the missing landmarks $\tilde{l}_i$ through the following steps (see also Fig. 3a):

1. Choose one landmark $f$ as the fixed landmark, and denote as $f'$ the other landmark (in the figure $f = 2$ and $f' = 1$). Compute $\beta_f^I$ and $\beta_f^{I'}$ for all $i \notin \{f, f'\}$.
2. Following the same steps as in Sec. [11-A], compute $\tilde{l}_f$ (from the bearing $\beta_f$) and $\tilde{l}_f^{I'}$ (via intersection).
3. Let $P_f^I$ and $P_f^{I'}$ be the lines passing through $l_f$ and $l_f'$ in the directions $\beta_f^I$ and $\beta_f^{I'}$, respectively.
4. Compute the non-visible modified landmark $\tilde{l}_i$ from the intersection of $P_i^I$ and $P_i^{I'}$.

After finding the modified bearings for all landmarks, the controller is implemented as in Sec. [11-A].

IV. SIMULATION AND EXPERIMENTAL RESULTS

To assess the effectiveness of the proposed algorithm, we run a set of validations using both MATLAB simulations and experiments using ROS on a Jackal robot by Clearpath Robotics [28]. While the optimization problem guarantees exponential convergence of the robot to the stabilization point, in these experiments the velocity control input $u$ has been normalized to achieve constant velocities along the edges of the tree.

A. MATLAB Simulation

The simulated MATLAB environment is presented in Fig. 4, where the obstacles are represented by gray color. For RRT*, we set the maximum number of iterations in RRT* to 1500, we choose $\eta = 50$, and we place the root of the tree at the origin of the environment (bottom left corner). The generated tree from RRT* and its simplified form are shown in Fig. 4b and Fig. 4c respectively. Then, we compute a controller for each edge of the simplified tree as described in Sec. [11-I]. Fig. 4d shows the resulting trajectories from four initial positions. In all cases, the robot reaches the desired goal location by applying the sequence of controllers found during planning.

B. Clearpath Robotics Jackal Experiment

We used the Jackal robot [28] to test our algorithm in a lab environment. A bird’s-eye view of the environment is presented in Fig. 5. We equipped the Jackal with an Intel RealSense D455 camera [29]. The Jackal’s trajectory is tracked by the OptiTrack motion capture system (with 44 infra-red cameras), and we use AprilTags [30] with unique codes as the landmark fiducials, which are placed in the environment at known positions and orientations with respect to the inertial reference frame of OptiTrack. The data was managed by the Robot Operating System (ROS) [31].

The experimental implementation of our algorithm requires taking into account several practical considerations. First, due to the limited field of view inherent in the RealSense camera, which prevents the Jackal from detecting all required fiducials,
Fig. 4: (a) Configuration space shows the configuration space of a kitchen-like environment, where obstacles are represented by gray color. In (b) the root for RRT* is located at the origin, red dots show the samples in collision with the obstacles, and the tree generated by RRT* is plotted in green. (c) Simplified tree depicts the corresponding simplified tree. In (d) the agent is initialized at different start points and moves toward the goal point.

Fig. 5: The Jackal robot used for the experiments is shown in (a). We use AprilTags (Fig. 5b) as the landmarks for the algorithm.

we use the proposed method in Sec. III-C to compute the controller based on two fiducials detected by the camera at each time instant. Second, all bearing measurements described in previous sections are assumed to be rotationally aligned with the global inertial reference frame. To accommodate for this assumption, we compute the global rotation of the Jackal with respect to the world reference frame as

\[ W R_{J} = W R_{AT} \left( J R_{AT} \right)^{-1}, \]

where \( J R_{AT} \) is the measured rotation of the AprilTag with respect to the Jackal. Then, a normalized bearing \( J t_{AT−J} \) detected by the Jackal can be aligned with the global reference frame as

\[ W t_{AT−J} = W R_{J} J t_{AT−J}. \]

Finally, previous sections assumed a linear dynamical model for the robot, while the Jackal has a unicycle dynamics. We map the original 2D input \( u \) to a linear velocity \( u_x \) along the \( x \) axis of the robot and an angular velocity \( \omega_z \) around the \( z \) axis using a standard low-level controller:

\[
\begin{align*}
  u_x &= \alpha \frac{\|u\|}{\cos \varphi} \begin{bmatrix} \cos \varphi \\ \sin \varphi \end{bmatrix}^T u, \\
  \omega_z &= \beta \frac{\|u\|}{1} \begin{bmatrix} 0 \\ \cos \varphi \\ \sin \varphi \end{bmatrix} \times \begin{bmatrix} u_x \\ 0 \\ 0 \end{bmatrix}
\end{align*}
\]

where \( \varphi \) is the instantaneous yaw rotation of the robot with respect to the world reference frame, which is extracted from \( CR_{AT} \) and \( WR_{AT} \), and \( \times \) represent the 3-D cross product; \( \alpha \) and \( \beta \) are user-defined scalar gains, 0.1 and 0.5 respectively.

We moved the Jackal across 4 different paths in the environment. The Jackal followed the edges of the simplified RRT* tree and reached the expected goal for all starting positions, despite the fact that the measurements were obtained with vision alone, and despite different dynamics of the robot. The video of the experiments is available at https://github.com/Mahrooo/NavigationwithBearingMeasurements.

V. CONCLUSIONS AND FUTURE WORKS

In this work, we proposed a novel approach to synthesize a set of output feedback controllers on elements of a cell decomposition of the environment that is based on the tree generated by a simplified version of sampling-based RRT* method. We assumed the robot is equipped with a monocular camera and there exists a global compass. We introduced a new approach to modify the bearing measurements such that they form a uniform scaling of the set of landmarks and defined the output feedback controllers take as input the modified bearing measurements. Then, we computed the output-feedback controllers by implementing the robust Linear Programming that satisfied the stability of the system by the CLF constraint and satisfied the safety of the system by CBF constraint. We validated our approach on both the simulation and the experimental environment and represented the robustness of our approach to the mismatches in the dynamical model of the robot, and to the measurements.
acquired with a camera with a limited field of view. For the future, we plan to prove to study the robustness of our algorithm to the deformation of the environment. In addition, we plan to find the output feedback controller when there exists an uncertainty in the bearing measurements.
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