Improved noise resistance analysis for path-entangled subspace quantum key distribution
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We revisit the practical implementation of high-dimensional quantum key distribution protocol using path entanglement reported in Phys.Rev.Lett. 127, 110505, 2021. Here we refine the noise robustness analysis performed there by simulating the effect of different types of channel noise on the noiseless experimental data. Further, we extend the analysis to two kinds of asymmetric scenarios. In the first scenario the entanglement source is placed in Alice’s lab and thus only one noisy channel has to be considered. In the second scenario, Bob’s detection devices are placed at different physical locations and therefore such scenario implements a simple communication network. Our analysis can also be extended to other experimental platforms and therefore provides a novel framework for fair noise resistance comparison of high-dimensional quantum key distribution protocols.

I. INTRODUCTION

Secure communication is becoming ever more important in today’s world. Quantum key distribution (QKD) is a quantum communication protocol, which allows two users Alice and Bob obtain two identical copies of a bit-string, called a secret key [1, 2]. Secret key can in turn be used as a resource for various information-theoretically secure cryptographic protocols in order to secure users’ communications (see e.g. [3]). Secret key produced by QKD is guaranteed by the laws of quantum physics to be completely unpredictable to any eavesdropper, which sets it apart from the current classical-information solutions based on computational assumptions.

While QKD is arguably the most mature application of quantum information, its real world deployment is still hindered by relatively low secure key rates and short distribution distances. It has been reported that using photon pairs entangled in high-dimensional degrees of freedom can solve both of these challenges. This is because high-dimensional entanglement can be used to distribute more than a single bit of key per photon [3–15] and additionally, high-dimensional entanglement is more robust to noise [16]. However, using high-dimensional entanglement for QKD in practice is not entirely straightforward, due to various limitations of experimental setups. Especially, while the data tolerates a large amounts of noise before entanglement can no longer be certified, this surviving entanglement is tied to smaller subspaces [16].

Due to this fact a subspace QKD protocol was introduced in [17]. In this protocol the key rate is evaluated in several non-overlapping subspaces of size \(k\) of a larger \(d\)-dimensional Hilbert space. This idea enables the harnessing of the entanglement present in the subspaces even in very noisy scenarios, but decreases the maximum achievable key rate per photon to \(\log_2(k)\). The optimal achievable key rate is therefore an intricate function of total dimension \(d\), chosen subspace size \(k\) and the noise present in the communication channel. In [18] an experimental demonstration of this protocol was performed with the use of path-entangled photon pairs. The goal was to study noise robustness of various subspace QKD protocol parameter settings — total dimension \(d \in \{2, 4, 8\}\) and key subspace dimension \(k \in \{2, 4\}\). The comparison of key rates was performed in a symmetric case with the entanglement source placed between the communicating parties and isotropic noise in the channel (see section [11] for details). In this paper we significantly improve the noise robustness analysis of the experimental setup introduced in [18]. This is achieved by simulating various types of physical noise in the symmetric scenario (see section [III A]), as well as extending the analysis to two interesting asymmetric scenarios. In the first one entanglement source placed in Alice’s lab (see section [III B]) and in the second one Bob’s detection device is physically distributed to multiple locations thus creating a simple QKD network (see section [III C]). We show that in almost all scenarios, the high-dimensional entanglement-based subspace QKD protocol outperforms the traditional qubit protocols. Our analysis can also be extended to other experimental platforms and therefore provides a novel framework for fair noise robustness comparison of high-dimensional quantum key distribution protocols.

II. SIMULATING NOISE IN PATH-ENTANGLLED SUBSPACE HD-QKD PROTOCOL

Before describing our noise simulation method, let us briefly introduce the experimental setup used in [18]. The entangled photon pairs are created in Type-II spontaneous parametric down-conversion (SPDC) [19, 20] in which the pump beam is coherently split into \(d\) paths with the use of beam-displacers, before hitting the BBO crystal. There some of the pump photons are down-converted to an entangled pair of photons. The down-converted photon pair is therefore traveling in a superposition of one of \(d\) possible paths and it can be described as a state \(\ket{\psi_d} = \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} \ket{i}\) in a \(d \times d\) dimensional...
The entangled photons are subsequently separated using a polarizing beam-splitter and sent to two different parties, called Alice and Bob, who perform multi-outcome projective measurements on their respective photons. The subspace QKD protocol introduced in [17] requires them to switch between the computational basis projective measurement and subspace Fourier-transform basis projective measurements, which are defined, for each $d$ and its divisor $k$ by the orthonormal basis

$$\{ |i_j\rangle | i \in \{0, 1, \ldots, k - 1\}, j \in \{0, 1, \ldots, \frac{d}{k} - 1\} \},$$

where $|i_j\rangle = \frac{1}{\sqrt{k}} \sum_{l=0}^{k-1} \omega_k^l |jk + l\rangle$ and $\omega_k = e^{\frac{2\pi i}{k}}$ is the primitive $k$th root of unity.

Switching between measurement settings can be realized by changing the angles of specific half-wave plates (HWPs) in the paths of the photons. Importantly, since there are $d$ paths, each party requires $d$ detectors to perform the measurements. Additionally, in order to study noise resistance of the protocol, each detector coupler in the experiment is equipped with an adjustable intensity light emitting diode (LED) which is used to introduce noise to each detector. Note that this high-level description of the experimental setup is sufficient for the work presented in this paper and we refer the interested reader to [18] for technical details.

The basic data unit produced in the experiment takes a form of two $d \times d$ coincidence matrices $C_{\text{Comp}}$ and $C_{\text{Four}}$, which in $i$-th row and $j$-th column contain the number of simultaneous (within the same coincidence window set to $\tau = 5 \times 10^{-9}$ s) detector clicks produced by $i$-th Alice’s and $j$-th Bob’s detector during the run of the experiment, when simultaneously measuring in the computational basis or the subspace Fourier basis respectively. In the ideal noiseless experiment both of these matrices are proportional to identity. The role of the noise LEDs is to produce additional single click events in each detector with a precisely controllable rate $S$, which sometimes result in accidental coincidences. These extra coincidences manifest as noise in the data matrices $C_{\text{Comp}}$ and $C_{\text{Four}}$ and they are distributed uniformly, i.e. any pair of detectors has equal probability $\frac{1}{d}$ to produce an accidental coincidence.

In [18], this setup is used to simulate an experimental scenario, in which an isotropic state

$$\Psi_d = (1 - p)|\psi_d\rangle\langle\psi_d| + p \frac{I_d^2}{d^2}$$

is distributed to the communicating parties. Isotropic states are a useful tool to study noise robustness of various protocols and entanglement properties. They can be seen as a classical mixture of the maximally entangled state $|\psi_d\rangle\langle\psi_d|$, with the fully mixed state $\frac{I_d^2}{d^2}$ in $d \times d$-dimensional Hilbert space and are parametrized by the probability $p \in [0, 1]$ of the state being fully mixed.

In [18], five levels of noise were experimentally compared, corresponding to $p \in \{0, 0.025, 0.075, 0.15, 0.3\}$.

In this paper we take a different approach to studying the noise resistance of the subspace QKD protocol implemented in [18]. The main idea is that the effect of the LED noise sources on the coincidence matrices produced in the experiment is predictable, and thus, with access to the noiseless data generated in the experiment, i.e matrices $C_{\text{Comp}}$ and $C_{\text{Four}}$ with $p = 0$ setting, various interesting noise scenarios can be studied. The advantage of this approach compared to the more traditional full statistical modeling of quantum photonic setups (see e.g. [21] [22]) is that some noise sources originating from device imperfections, such as dark counts of detectors or polarization error induced by imperfect optical components, are partially factored in the noiseless data and only channel noise needs to be simulated.

The basic tool of the channel noise simulation is a formula that calculates the rate of accidental coincidences resulting from the single click events introduced to the detectors. In order to encompass asymmetric scenarios studied in this paper, we assume that single click events are introduced into each detector in Alice’s lab with rate $S_A$ and into Bob’s lab with with rate $S_B$. The first simplification is that we assume both Alice’s and Bob’s labs obtain $dS_A$ and $dS_B$ extra single clicks over all $d$ detectors. In other words, we neglect possible multi-click events occurring in a single lab. Such a simplification is justifiable, because with the coincidence window $\tau = 5 \times 10^{-9}$ and Hilbert space dimensions up to 8, multi-click rates are several orders of magnitude lower than the critical accidental coincidence rates (i.e. coincidence rates that cause the key rate to vanish). The accidental coincidence rate $C(S_A, S_B, d)$ with $d$ detectors on each side and extra single count rates $S_A$ and $S_B$ then can be calculated as

$$C(S_A, S_B, d) = dS_A(1 - e^{-\tau dS_B}) + dS_B(1 - e^{-\tau dS_A}),$$

where $1 - e^{-\tau dS_B}$ and $1 - e^{-\tau dS_A}$ are the probabilities that Bob and Alice respectively observe a single count in time interval $\tau$. Since we are working in regimes with $\tau \ll S_A$ and $\tau \ll S_B$, both $(1 - e^{-\tau dS_A})$ and $(1 - e^{-\tau dS_B})$ can be expanded to their first order as $1 - e^{-\tau dS_A} \approx 1 - (1 - \tau dS_A) = \tau dS_A$ and $1 - e^{-\tau dS_B} \approx 1 - (1 - \tau dS_B) = \tau dS_B$. Thus the extra coincidence count rate can be estimated as

$$C(S_A, S_B, d) \approx 2\tau d^2 S_A S_B.$$
$25 \times C(S_A, S_B, d)$ accidental counts into a $d \times d$ matrix. Note that multiplication by 25 to obtain the amount of accidental coincidences is performed because the duration of all experiments performed in [18] was 25 seconds. Types of noise studied in this paper differ mainly in how many additional single counts $S_A$ and $S_B$ they produce, since this quantity depends on the scenario and the total number of detectors in each lab. Our results therefore can be interpreted as a more elaborate way to compare noise robustness of instances of subspace QKD protocol with different total dimensionality $d$ and subspace size $k$.

III. RESULTS

Our results are split into three parts grouped by the practical scenario employed. In the first part we study a symmetric scenario with the entanglement source between the communicating parties. Second part is devoted to an asymmetric scenario with the entanglement source in Alice’s lab. In the last part we study a novel potential application of path-entanglement — an implementation of the subspace QKD protocol, in which Bob’s detectors are split into three separate labs. Such a setup implements a simple QKD network scenario.

A. Entanglement source in the middle

In this subsection we reexamine the scenario studied in [18], in which the entanglement source is placed between Alice’s and Bob’s labs and therefore $S_A = S_B = S$. There are three physically inspired types of noise we study here. First, we derive the results for isotropic noise for a full range of noise parameter $p$. Interestingly, as pointed out in [18], isotropic noise parameter $p$ is proportional to an accidental coincidence rate $C(S, S, d)/d = 2rdS^2$. Therefore to compare the key rates at the same isotropic noise level $p$ for instances of QKD with different total dimension, individual single rates $S$ decrease with $d$. This prompts a question whether isotropic noise is a fair way to compare instances of the high-dimensional QKD protocols with different $d$. To provide a more fair comparison, we propose two additional types of noise inspired by the actual physical implementation. The first type, we call detector noise, is characterized by the rate of single counts $S$. This type of noise is consistent with increasing the dark count rate of the detectors. Second type, we call channel noise, is characterized by the total single count rate $dS$ introduced to each lab. This is physically motivated by outside light entering the labs from the communication channel, which is a relevant scenario for free-space experiments.

In FIG. 1 we plot the key rate per subspace coincidence (BPSC) (i.e. key bits per photon in the asymptotic scenario) for all three noise types. Additionally, we plot the experimental points from [18] to show that the models are accurate. Interestingly, it is revealed that in presence of the subspace QKD protocol, in which Bob’s detectors are split into three separate labs. Such a setup implements a simple QKD network scenario.

![FIG. 1. Simulated key rates in case of symmetric scenario](image-url)
of detector noise, increasing the total dimensionality \( d \) does not provide any advantage in BPSC and only increasing \( k \) effectively changes the key rate in low noise regimes. On the other hand, in presence of channel noise the advantage of using higher \( d \) is even more pronounced than in the case of isotropic noise. This has an intuitive explanation — photons entering the measurement setup from the channel are split equally between all the detectors, therefore increasing the number of detectors in the setup results in smaller individual single count rates in each detector. In FIG. 1(c) this can be seen from the fact that the experimental points of the same color, which were obtained in experimental runs with different \( d \) and \( k \), but the same \( p \), are not vertically aligned anymore.

B. Entanglement source in Alice’s lab

In this subsection we study an asymmetric scenario, in which the entanglement source is placed in Alice’s lab. In this scenario the amount of single counts in Alice’s and Bob’s lab is not symmetric anymore, because their physical sources differ. While the source of singles for Bob is the detector noise and channel noise, just like in the symmetric case discussed above, we assume channel noise does not contribute to Alice’s single counts anymore, since she has a full control of the channel between the source and her detectors. Instead, we take into account channel loss — Bob’s part of the entanglement pair can get lost in the channel. This type of physical noise has two contributions to the coincidence count matrices. First, the number of counts originating from the entanglement source decreases. We model this by randomly erasing counts from the noiseless matrices \( C_{\text{Comp}} \) and \( C_{\text{Comp}} \). At the same time, for each source photon lost in the channel, Alice registers a single count, which contributes to her single count rate \( S_A \). In FIG. 2 we plot the obtainable key rate in BPSC for different settings of \( d \) and \( k \) in a subspace QKD protocol, with the channel loss in \( dB \) as the noise parameter. Here, we set the detector noise count rate to 0, as we assume that the intrinsic dark count rate of the detectors used in the experiment is already accounted for in the noiseless matrices \( C_{\text{Comp}} \) and \( C_{\text{Comp}} \), but it can in principle also be set to an arbitrary value. To account for channel noise in Bob’s lab the figure contains graphs for three different levels of channel noise \( dS_B \in \{0, 160000, 320000\} \) contributing singles on Bob’s side. Because erasing clicks from the data matrices increases the variance of the simulated key rates (especially in the case of \( dS_B = 0 \), we performed each simulation 100 times and plot the average value (thick lines in FIG. 2), as well as minimum and maximum value observed, thus giving error bounds on the key rate for each noise parameter value.

In this case the results show that channel loss behaves similarly to the detector noise — there is no advantage in increasing the local dimension \( d \) with the same subspace size \( k \). However, combining this type of noise with the
channel noise again suggest that increasing $d$ while keeping $k$ fixed increases the key rates for all studied noise levels.

C. QKD network via path entanglement

In this subsection we introduce a novel scenario enabled by the path entanglement implementation of the subspace QKD protocol and simulate the effect of channel noise on obtainable key rates. Since paths each photon in the entangled pair are spatially separated, it is possible to divide Bob’s detectors into subsets and place them in different physical locations. In such a layout it would still be possible to perform the measurements required for certain variants of the subspace QKD protocol, but each subspace could be controlled by a different entity. In practice this would implement a simple QKD network with a star architecture.

Similar networks were implemented before [23, 24], using photons entangled simultaneously in frequency and polarization degrees of freedom. Here we exemplify the scenario by considering an entanglement source with 8 paths (i.e. $d = 8$) and splitting Bob’s detectors into three physically distinct locations. The first two locations (Bob$_1$ and Bob$_2$) control 2 detectors each, while the remaining location (Bob$_3$) controls 4 detectors. Since the combination of measurements required for this setup was not performed in the experiment, we construct the coincidence matrices $C_{\text{Comp}}$ and $C_{\text{Comb}}$ from coincidence matrices obtained in $d = 8, k = 2$ and $d = 8, k = 4$ cases, by taking the blocks from the corresponding subspaces (see Appendix A). As for the noise, we assume the entanglement source is placed in Alice’s lab. Like in the asymmetric case with two parties, the only contribution to $S_A$ is from the channel loss. Difference to the two party scenario is that the same number of extra photons from the channel needs to be added to each physical location with the detectors, which is consistent with outside light entering the setup in a free-space experiment. This in particular means that the single count rate for Bob$_i$’s detectors $S_{B_k} = \frac{1}{2}S_{B_1} = \frac{1}{2}S_{B_2}$, where $S_{B_1}$ and $S_{B_2}$ are single count rates of Bob$_1$ and Bob$_2$ respectively. This ensures that $4S_{B_3} = 2S_{B_1} = 2S_{B_2}$, i.e. the number of photons entering each lab is the same. Because of this asymmetry, we use the coincidence count formula of Eq. (4) separately for each subspace, leading to the extra coincidence formula for each Bob$_i$ of the form:

$$C_{AB_i}(d_i) = 2 \times 25 \times \tau \times \frac{dS_A}{8/d_i} \times F,$$  (5)

where $F$ is the intensity of the channel noise in single counts per second, $d_i$ is the total local dimension of Bob$_i$ and $dS_A$ is Alice’s single count rate resulting from the channel loss. Results of this simulation are depicted in FIG. 3. Again, we performed each simulation 100 times and plot the average value (thick lines in FIG. 3), as well as minimum and maximum value observed, thus giving error bounds on the key rate for each noise parameter.

FIG. 3. QKD network key rates. Bob’s detectors are split into three labs. Parameter $F$ characterizes the outside channel conditions and represent the rate of the number photons entering each lab in one second. The line in the middle represents an average BPSC obtained over 100 simulations, while top and bottom line are the best/worst key rate observed respectively.
value. As expected, the results are similar to the results in the asymmetric scenario, as the key rates for Bob3 are basically identical to the $d = 4$, $k = 4$ case, while the key rates for Bob1 and Bob2 are identical to the $d = 2$, $k = 2$ case. Note, however that in principle Bob3’s BPSC can be made identical to Bob1 and Bob2, since he can freely switch to the $d = 4$, $k = 2$ case as well.

IV. DISCUSSION

In this paper we have revisited the implementation of the high-dimensional subspace QKD protocol in the path degree of freedom presented in [18]. We have extended the noise resistance analysis of the implementation to include various noise types that were not considered before — detector noise, channel noise and channel loss. In addition, we present a novel network scenario enabled by the path-entanglement and analyze its noise resistance as well. In broader context, we present a more complex way to compare the noise resistance of QKD protocols implemented with high-dimensional degrees of freedom that goes well beyond considering the visibility of the state as the figure of noise. Additionally, the technique of taking the experimental data from an (almost-noiseless) tabletop experiment and simulating the effects of different types of noise has advantages compared to the full statistical analysis. In particular, the noise that originates in the optical elements and are independent of the channel do not have to be simulated as they are already accounted for in the data.
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Appendix A: Noiseless matrices

In this appendix we list the experimental coincidence matrices obtained in the experiment reported in [18], which were used as a basis of our simulations. All of them were collected in experimental runs with duration of 25 s.

### TABLE I. Noiseless computational coincidence matrix for \(d = 8\).

| Comp. | \(0\) | \(1\) | \(2\) | \(3\) | \(4\) | \(5\) | \(6\) | \(7\) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \(0\)  | 10372 | 42    | 51    | 31    | 8     | 2     | 3     | 12    |
| \(1\)  | 36    | 9641  | 37    | 41    | 6     | 7     | 15    | 2     |
| \(2\)  | 41    | 19    | 10821 | 45    | 6     | 13    | 10    | 6     |
| \(3\)  | 34    | 65    | 41    | 10311 | 7     | 5     | 14    | 9     |
| \(4\)  | 7     | 8     | 7     | 9715  | 42    | 53    | 41    |
| \(5\)  | 4     | 5     | 13    | 9     | 21    | 9621  | 32    | 69    |
| \(6\)  | 7     | 4     | 5     | 11    | 47    | 23    | 10571 | 37    |
| \(7\)  | 11    | 14    | 8     | 7     | 31    | 71    | 41    | 10003 |

### TABLE II. Noiseless subspace Fourier coincidence matrix for \(d = 8, k = 2\).

| Four. | \(0\)_\(1\) | \(1\)_\(1\) | \(0\)_\(2\) | \(1\)_\(2\) | \(0\)_\(3\) | \(1\)_\(3\) | \(0\)_\(4\) | \(1\)_\(4\) |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| \(0\)  | 9569        | 311         | 70          | 106         | 7           | 6           | 2           | 10          |
| \(1\)  | 290         | 9768        | 76          | 41          | 6           | 7           | 12          | 5           |
| \(0\)  | 42          | 134         | 10315       | 318         | 3           | 12          | 5           | 7           |
| \(1\)  | 162         | 54          | 271         | 9515        | 6           | 4           | 4           | 10          |
| \(0\)  | 7           | 3           | 10          | 4           | 9218        | 253         | 32          | 78          |
| \(1\)  | 13          | 16          | 14          | 8           | 270         | 9401        | 102         | 72          |
| \(0\)  | 6           | 2           | 10          | 10          | 67          | 103         | 9625        | 279         |
| \(1\)  | 8           | 11          | 7           | 4           | 178         | 35          | 254         | 9577        |

### TABLE III. Noiseless subspace Fourier coincidence matrix for \(d = 8, k = 4\).

| Four. | \(0\)_\(1\) | \(1\)_\(1\) | \(2\)_\(1\) | \(3\)_\(1\) | \(0\)_\(2\) | \(1\)_\(2\) | \(2\)_\(2\) | \(3\)_\(2\) |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| \(0\)  | 9541        | 305         | 307         | 89          | 10          | 3           | 5           | 7           |
| \(1\)  | 337         | 9321        | 83          | 271         | 7           | 10          | 9           | 7           |
| \(2\)  | 203         | 72          | 9314        | 303         | 4           | 6           | 18          | 9           |
| \(3\)  | 104         | 337         | 251         | 9931        | 6           | 6           | 3           | 19          |
| \(0\)  | 8           | 12          | 13          | 10          | 9213        | 301         | 250         | 75          |
| \(1\)  | 4           | 10          | 10          | 13          | 299         | 9437        | 107         | 261         |
| \(2\)  | 11          | 5           | 5           | 7           | 311         | 103         | 9321        | 307         |
| \(3\)  | 8           | 12          | 10          | 4           | 108         | 307         | 201         | 9632        |

### TABLE IV. Noiseless computational coincidence matrix for \(d = 4\).

| Comp. | \(0\)_\(1\) | \(1\)_\(1\) | \(0\)_\(2\) | \(1\)_\(2\) |
|-------|-------------|-------------|-------------|-------------|
| \(0\)  | 10562       | 53          | 45          | 21          |
| \(1\)  | 47          | 9731        | 32          | 43          |
| \(0\)  | 57          | 18          | 10714       | 41          |
| \(1\)  | 37          | 71          | 35          | 10136       |
TABLE V. Noiseless subspace Fourier coincidence matrix for $d = 4, k = 2$.

| Four. | $|0\rangle_1$ | $|1\rangle_1$ | $|0\rangle_2$ | $|1\rangle_2$ |
|-------|-------------|-------------|-------------|-------------|
| $|0\rangle_1$ | 9404 | 321 | 68 | 143 |
| $|1\rangle_1$ | 291 | 9935 | 99 | 39 |
| $|0\rangle_2$ | 53 | 201 | 10235 | 251 |
| $|1\rangle_2$ | 105 | 43 | 304 | 9523 |

TABLE VI. Noiseless subspace Fourier coincidence matrix for $d = 4, k = 4$.

| Four. | $|0\rangle_1$ | $|1\rangle_1$ | $|2\rangle_1$ | $|3\rangle_1$ |
|-------|-------------|-------------|-------------|-------------|
| $|0\rangle_1$ | 9550 | 321 | 307 | 104 |
| $|1\rangle_1$ | 294 | 9227 | 97 | 291 |
| $|2\rangle_1$ | 195 | 121 | 9382 | 271 |
| $|3\rangle_1$ | 132 | 338 | 327 | 9878 |

TABLE VII. Noiseless computational coincidence matrix for $d = 2$.

| Comp. | $|0\rangle_1$ | $|1\rangle_1$ |
|-------|-------------|-------------|
| $|0\rangle_1$ | 10562 | 53 |
| $|1\rangle_1$ | 47 | 9731 |

TABLE VIII. Noiseless subspace Fourier coincidence matrix for $d = 2, k = 2$.

| Four. | $|0\rangle_{Bob_1}$ | $|1\rangle_{Bob_1}$ | $|0\rangle_{Bob_2}$ | $|1\rangle_{Bob_2}$ | $|0\rangle_{Bob_3}$ | $|1\rangle_{Bob_3}$ | $|2\rangle_{Bob_3}$ | $|3\rangle_{Bob_3}$ |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $|0\rangle_{Bob_1}$ | 9569 | 311 | 0 | 0 | 0 | 0 | 0 | 0 |
| $|1\rangle_{Bob_1}$ | 290 | 9768 | 0 | 0 | 0 | 0 | 0 | 0 |
| $|0\rangle_{Bob_2}$ | 0 | 0 | 10315 | 318 | 0 | 0 | 0 | 0 |
| $|1\rangle_{Bob_2}$ | 0 | 0 | 271 | 9518 | 0 | 0 | 0 | 0 |
| $|0\rangle_{Bob_3}$ | 0 | 0 | 0 | 0 | 9213 | 301 | 250 | 75 |
| $|1\rangle_{Bob_3}$ | 0 | 0 | 0 | 0 | 290 | 9437 | 107 | 261 |
| $|2\rangle_{Bob_3}$ | 0 | 0 | 0 | 0 | 311 | 103 | 9321 | 307 |
| $|3\rangle_{Bob_3}$ | 0 | 0 | 0 | 0 | 108 | 307 | 201 | 9632 |

TABLE IX. Noiseless subspace Fourier coincidence matrix for "simple QKD network" scenario. The top two $2 \times 2$ blocks of this matrix are taken from the $d = 8, k = 2$ matrix and the bottom $4 \times 4$ block from the $d = 8, k = 4$ scenario.

| Comp. | $|0\rangle$ | $|1\rangle$ | $|2\rangle$ | $|3\rangle$ | $|4\rangle$ | $|5\rangle$ | $|6\rangle$ | $|7\rangle$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| $|0\rangle$ | 10377 | 42 | 0 | 0 | 0 | 0 | 0 | 0 |
| $|1\rangle$ | 30 | 9641 | 0 | 0 | 0 | 0 | 0 | 0 |
| $|2\rangle$ | 0 | 0 | 10812 | 45 | 0 | 0 | 0 | 0 |
| $|3\rangle$ | 0 | 0 | 41 | 10311 | 0 | 0 | 0 | 0 |
| $|4\rangle$ | 0 | 0 | 0 | 0 | 9715 | 42 | 53 | 41 |
| $|5\rangle$ | 0 | 0 | 0 | 0 | 21 | 9621 | 32 | 69 |
| $|6\rangle$ | 0 | 0 | 0 | 0 | 47 | 23 | 10571 | 37 |
| $|7\rangle$ | 0 | 0 | 0 | 0 | 31 | 71 | 41 | 10003 |

TABLE X. Noiseless subspace Computational coincidence matrix for "simple QKD network" scenario. The top two $2 \times 2$ blocks of this matrix are taken from the $d = 8, k = 2$ matrix and the bottom $4 \times 4$ block from the $d = 8, k = 4$ scenario.