Numerical modelling of velocity profile parameters of the atmospheric boundary layer simulated in wind tunnels
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Abstract. Experimental and numerical modeling and simulations of the wind influence within the atmospheric boundary layer are essential tools in optimum building structural design. Each of these methods, however, has both advantages and disadvantages. In experimental investigations performed in wind tunnels, reliable results can be obtained, but detailed information of the wind profile parameters, such as the surface roughness length $z_0$ or the friction velocity $u^*$, are difficult to determine. Numerical simulations, on other hand, easily yield any information of the wind velocity profile. However, the reliability of numerical results strongly depends on the established and adopted computational model. This paper presents the computational fluid dynamics (CFD) analysis of the atmospheric boundary layer simulated in subsonic wind tunnels using appropriate types of obstacles, based on the $SST k-\omega$ turbulence model with optimized unstructured mesh and optimum selection of relevant physical model parameters, performed in Ansys Fluent software. Results have been compared with the measurements from the Assiut University wind tunnel with maximum velocity of 4 m/s, and from subsonic wind tunnel at Belgrade University, with maximum air velocity of 45 m/s. Detailed comparisons for velocity distributions with these experimental results have shown very good conformity. Also, the three-parameter fitting methods were successfully established to define surface roughness length $z_0$ and the friction velocity $u^*$. Obtained results have shown that the established numerical model is able to substitute a remarkable number of expensive wind tunnel tests hours within the operational investigations of wind influence on the building structures.

1. Introduction

The wind flow over different terrains has been investigated for many years in full scale measurements, numerical simulations and wind tunnel experiments. It is of great importance in many engineering areas, as for example pollution control, wind turbine siting and large civil engineering constructions. Despite the use of numerical methods in the estimation of wind flow in different terrains, the results of those simulations as every other numerical model need to be verified in real physical experience [1].

Wind tunnels are generally classified into four groups according to flow speed. They are: subsonic or low-speed, transonic, supersonic, and hypersonic. Subsonic or low-speed wind tunnels are the most common type used in many applications. Atmospheric boundary layer wind tunnels (ABLWTs) are usually of the subsonic or low-speed type. Transonic wind tunnels are common in the aircraft industry since. Supersonic wind tunnels can be used to investigate the behavior of jet engines and military aircrafts. Hypersonic wind tunnels find their applications in rockets and space vehicles. A further way to categorize low speed wind tunnels is by dividing them into open loop or closed loop wind tunnels [2].
The computational fluid dynamics (CFD) is a tool which has increasingly been used to study a wide variety of processes in the atmospheric boundary layer (ABL). There are several numerical models that can be employed in the simulation of the ABL due to their availability of appropriate boundary conditions and meteorological data [3, 4]. One of them is a shear stress transport (SST) $k$-$\omega$ model which employs the $k$-$\omega$ model near the surface, and $k$-$\epsilon$ model in free flow. Good performance of the SST $k$-$\omega$ model for ABL flow around blunt bodies has been shown, for example, in [5, 6].

This paper presents the computational fluid dynamics (CFD) analysis of the atmospheric boundary layer, simulated in wind tunnels. CFD results have been compared with the available experimental data from two subsonic wind tunnels, the Assiut University wind tunnel with maximum velocity of 4 m/s [7], and the Belgrade University (Faculty of Mechanical Engineering) wind tunnel, with maximum air velocity of 45 m/s [8]. Experimental data and CFD analyses have been used to estimate the mean velocity profiles in wind tunnel test sections for different flow speeds passed a variety of different obstacles, roughness elements and other devices, in order to validate the applied methodology for proper simulation of complex terrain influence on the ABL.

Also, mean velocity profiles in the surface layer can be characterized by determining the zero-plane displacement $d$, the roughness length $z_0$ for the given roughness and boundary layer height. Accurate evaluation of these parameters requires knowledge of the shear velocity $u^*$, which may be measured directly using a skin-friction balance, inferred from Reynolds stress measurements, deduced using the momentum integral equation, or evaluated indirectly from the mean velocity profile [9, 10, 11, 12]. The indirect procedures are less time consuming, and they have been used for the analyses presented in this paper.

2. Wind velocity profiles in atmospheric boundary layer
There are two main methods for describing the mean horizontal wind profile in the ABL [13], the logarithmic, or log law and the power law (see Figure 1).

![Figure 1. Log-law and power-law region in mean wind speed profile.](image)

2.1. The log law model
According to the log law model, which is applied for inner ABL domain, the mean wind speed $U(z)$ at height $z$ above the ground can be mathematically expressed as:

$$U(z) = \frac{u^*}{k} \ln \left( \frac{z-d}{z_0} \right)$$

(1)

It can be rearranged as:
where $u_*$ is shear velocity, $k$ is Von Karman’s constant whose typical value is 0.4, $d$ is zero-plane displacement which is the depth of still air trapped among the roughness elements, and $z_0$ is roughness length which represents the size of the eddies produced from the wind moving over a rough surface.

Table 1 gives the appropriate value of roughness length, for various types of terrain types (adapted from the Australian Standard for Wind Loads, AS1170.2, 1989) [14].

### Table 1. Terrain types, roughness length

| Terrain types                        | Roughness length (m) |
|--------------------------------------|----------------------|
| Very flat terrain (snow, desert)     | 0.001-0.005          |
| Open terrain (grassland, few trees)  | 0.01-0.05            |
| Suburban terrain (buildings 3-5 m)   | 0.1-0.5              |
| Dense urban (buildings 10-30 m)      | 1-5                  |

#### 2.2. The power law model

According to the power law, which is applied for outer ABL domain, the mean wind speed $U(z)$ at height $z$ above the ground can be expressed by equation:

$$ U(z) = U_s \left( \frac{z - d}{z_s} \right)^\alpha $$

where $U_s$ is the mean wind speed at a chosen reference height, $z_s$ is the reference ABL height, $\alpha$ is power index or exponent which changes with surface roughness (terrain type).

Figure 2 shows an example of different power law profiles (and corresponding $\alpha$ values) for different types of terrain, obtained in [15].

### Figure 2. The power law profiles for the velocity distributions in boundary layer over different terrains.

#### 3. Experimental facilities

Simulation of the ABL in a wind tunnel requires designing and experimenting with the different passive device configurations to be added at the entrance of the test section in order to create the desired boundary layer properties upstream of the test object (building, bridge, etc.). In this study, two wind tunnels have been chosen, and their experiments aimed to simulate the atmospheric boundary layer within the test section, at quite different flow speeds, have been presented.
First experiments were carried out in an open-loop, low-speed (up to 4 m/s), atmospheric boundary layer wind at the Mechanical Engineering Department of the Assiut University, as described in [7]. This wind tunnel had the test section with length of 1.7 m, and had 1×1 m square cross section area. The simulated ABL was generated along the 3.5 m boundary layer development section, by the use of three triangular flat spires combined with 710 cubes (roughness elements), as shown in Figure 3.

![Figure 3. Photograph of the test section at the Assiut University wind tunnel.](image)

Mean vertical velocity distribution was measured at different heights in the middle of test section, at the distance 3.6 m from the inlet of the boundary layer development section, and experimental results have been obtained in the empty wind tunnel, wind tunnel with spires only, and wind tunnel with the combination of spires and arrays of roughness elements.

Second experiment was carried out in the wind tunnel built at the Belgrade University, Faculty of Mechanical Engineering (Aeronautical Engineering Department), which is of a closed-loop type. Its test section is 6 m long, with 2.8×2.2 m octagonal cross section, and maximum speed was up to 60 m/s with empty test section, at the time when tests were performed (more details described in [8]).

As shown in Figure 4, ABL was simulated by four small wall barriers, seven elliptic spires and 1156 small pyramids (roughness elements) placed on the floor, in the front domain of the test section. Mean velocity distribution was measured at 3 m distance from the test section inlet, at different heights from the floor.

![Figure 4. Photograph of the test section at the Belgrade University wind tunnel.](image)

### 4. Calculation procedure

The CFD simulations, presented in this paper, were performed in ANSYS Fluent using 3D steady state, density-based, RANS approach with the SST $k-\omega$ model which was adopted by [16]. Fluid was air, and its viscosity was described by Sutherland law, using three coefficient method. Second order discretization schemes were used for the convective and viscous terms of the governing equations. Numerical convergence was achieved when the solution monitor for mass flow rate through the control volume outlet showed no change, and remained constant observing significant number of digits.

Due to the vertical symmetry of the flow, for both wind tunnels the half-models for the effuser and test section were modeled, in order to minimize the number of mesh elements within the control volume. The unstructured meshes were used for both cases, and attention was paid to appropriately increase the number of elements on the lower wall of test sections, but still keep the total number of elements at reasonably low values, with satisfactory mesh quality, see Figures 5 and 6.

Numerical analyses were applied for two cases for Assiut University wind tunnel - in the first case spires only were mounted on the lower wall of boundary layer development section, and in the second case both spires and surface roughness elements were used to simulate obstacles which generate atmospheric boundary layer. In Belgrade University wind tunnel, tests were performed with all elements included (wall barriers, spires and roughness elements mounted on the lower wall of test section).
Also, the indirect methods used to estimate $u^*$, $z_0$ and $d$ based either on experimental data, or numerical simulation, can be classified into several ways. One of the approaches uses the generalized reduced gradient (GRG) non-linear least squares method built in the Microsoft Office Excel Solver add-in [17], and it calculates the values of the three parameters $u^*$, $z_0$, and $d$ by minimizing the sum of squared differences between measured and predicted $z$ values on the logarithmic law. The parameter values are selected from the results that best fit the considered velocity profile (the so-called three parameter fitting). The fitting procedure is also applied for the power law profiles.

5. Results and discussion

5.1. Comparison of CFD and wind tunnel results

All CFD simulations presented in this paper have been performed at 1:1 scale (i.e. using the actual wind tunnel model dimensions). The presentation of the CFD and wind tunnel results and their comparison has been done for three general cases, in order to validate here established computational method over a wide range of simulated wind speeds.

The first two cases consider the Assuit University wind tunnel tests and their CFD simulations. The flow velocities were obtained by three different fan speeds of 500, 1000, 1440 rpm during the tests, and the maximum flow speed achieved was 4 m/s at 1440 rpm.

Figure 7 shows comparisons between the numerically simulated and measured mean velocity profiles for different fan speeds, with only spires used for ABL generation. The CFD results and the
wind tunnel results are in fairly good agreement, except in the inner layer of ABL. In actual experiments, although no roughness elements were applied, the wind tunnel wall had its inherent surface roughness. Since this value was not published, the CFD calculations were performed assuming a smooth wall which, at such small speeds, has caused small inevitable differences between the measured and calculated speeds near the wall surface.

Figure 8 shows measured mean velocity profiles for different fan speeds compared with the CFD results. In this case, both spires and surface roughness elements were used, and comparison shows good agreements for velocity profiles across the whole relevant height.

The third case considers the Belgrade University wind tunnel, where the experiment and here presented CFD calculations were performed for flow speed of 45 m/s, about ten times higher than the maximum flow speed achieved in the Assuit University wind tunnel. Relative velocity profiles $U/U_0$ obtained along relative height $z/z_s$ at the middle of test section are used for the presentation of both experimental and numerical results.

Figure 9 shows comparison between the experimental and the numerically obtained values of the relative velocity. The CFD results for this case also show good agreements with the experiment, for the practical engineering purposes.

![Figure 9. Relative velocity profile comparisons for Belgrade University wind tunnel.](image)

Figure 10 shows the spatial contour of eddy viscosity calculated for the Belgrade University wind tunnel test, the region of high eddy viscosity grows massively large behind the spires and then it fades out along the test section.

![Figure 10. Eddy viscosity in Belgrade University wind tunnel.](image)
5.2. Determination of wind velocity profile parameters

Indirect method used the validation of the logarithmic law in inner layer, from equation (2) predicted height $z$ was plotted against measured height $\hat{z}$ at same value of measured velocity. Values of $u^*$, $z_0$ and $d$ were determined from the height curve ($z$) fitting, using the (GRG) non-linear least squares method.

Table 2 shows the estimated values of $u^*$, $z_0$ and $d$ for three mentioned cases of atmospheric boundary layers simulations. The sum of squared residuals is computed and minimized using the Solver add-in to obtain the set of parameter values that best describes the experimental data. The confidence of best-fit values is then visualized and assessed in a generally applicable and easily comprehensible way.

| Case       | Shear velocity $u^*$ (m/s) | Roughness length $z_0$ (m) | Zero-plane displacement $d$ (m) |
|------------|-----------------------------|-----------------------------|---------------------------------|
| Case 1 (Assuit, spire only) | 0.108                       | 0.0000285                   | 0                               |
| Case 2 (Assuit, spire and roughness) | 0.239                       | 0.0062                      | 0                               |
| Case 3 (Belgrade) | 4.753                       | 0.0101                      | 0                               |

Figures 11 and 12 show the best fits for cases 1 and 2, for the results from Assuit University wind tunnel, obtained at 1000 rpm fan speed. Figure 13 shows the fit for case 3, where the predicted height $z$ values have been compared with the measured height $\hat{z}$ values taken from the experimental results from Belgrade University wind tunnel.

![Figure 11](image_url)  
**Figure 11.** Best fit of predicted height $z$ to measured height $\hat{z}$ for case 1.

![Figure 12](image_url)  
**Figure 12.** Best fit of predicted height $z$ to measured height $\hat{z}$ for case 2.

![Figure 13](image_url)  
**Figure 13.** Best fit of predicted height $z$ to measured height $\hat{z}$ for case 3.
Assuming an object model in scale 1:100 within the simulated ABL in wind tunnels, comparisons with Table 1 show that the estimated $z_0$ for case 1 would correspond to very flat area (snow, desert), value $z_0$ for case 2 would correspond to the urban and suburban area, while $z_0$ for case 3 would correspond to the ABL generated by the dense urban area, with buildings 10-30 m. On the other hand, all determined zero-plane displacements are equal to zero, because measurements in wind tunnels were made downstream form the simulated surface roughnesses.

Also, the power law representation of the mean velocity profile in the outer ABL layer is possible and is often used in wind engineering applications. Values of $\alpha$ were determined for power law expression in equation (3), after estimating the zero-plane displacement $d$.

Figures 14 and 15 show power law profiles for cases 1 and 2, compared with the measured relative velocity profiles from Assuit University wind tunnel, at 1000 rpm fan speed. For case 1, the power law gave computed value of $\alpha = 0.12$, corresponding to a flat area (also see figure 2), while for case 2 the computed value $\alpha = 0.24$ would correspond to the suburban area.

Figure 16 shows power law profile for case 3, i.e. the Belgrade University wind tunnel. Power law in this case gave the computed value of $\alpha = 0.37$ which, compared with figure 2, would correspond to a large city area. These computations show that the obtained log law curves for the inner ABL layer, and power law dependences for the outer ABL layer, show very good match by categories. Namely, the first wind tunnel test case has obviously modeled the ABL that would correspond to a very smooth and flat area, the second would resemble boundary layer generated by a suburban domain, characterized by mixture of small houses and trees, while the third ABL would be generated by a big city building structures.
Previous section has shown that here presented CFD calculation model can readily be used as a “virtual” wind tunnel and substitute many hours of expensive real wind tunnel tests, spent in the preparations of optimum obstacle setups for ABL simulations, for wind velocities in the range from 1 to 45 m/s. In that case, the log and power law fitting methods shown in this section should also be used to verify if the wind tunnel obstacle setups, defined through the CFD modeling and analyses, would give the desired type of atmospheric boundary layer velocity profile. This is mandatory for proper testing of the wind influence on any desired building structure in its natural environment, either if we use the real, or here presented “virtual” CFD wind tunnel for that purpose.

6. Conclusion

The atmospheric boundary layer (ABL) is the region of air which is greatly influenced by the local terrain, i.e. the Earth’s surface. For structural design purposes, it is important to understand the atmospheric boundary layer and the flow characteristics associated with it. Although wind tunnels have been extensively used to simulate such ABL in their test sections, there are many aspects of information considering the wind profile parameters that still difficult to measure. Therefore, numerical simulations represent an important additional investigative tool.

In this paper, the CFD calculation model has been established, with an aim to properly simulate the exact conditions that exist in wind tunnels during the ABL tests. CFD analyses were performed in order to validate the adopted calculation algorithm and setups for wide speed range and different terrain types. Experimental results for three test cases, from two different wind tunnels, have been used for verifications. In the first wind tunnel, small speeds were used, in the range 1 ÷ 4 m/s, while in the second tunnel, the speed of 45 m/s was applied. Depending on the obstacle types applied in wind tunnels for ABL simulations, tests in the first tunnel were divided to two cases, while in the second tunnel one test setup has been investigated.

The velocity profiles obtained by CFD analyses, using here presented calculation model, were compared with the experimental results, and good agreements have been obtained for operational engineering purposes. By this, here presented CFD calculation model can successfully be used to substitute a certain part of the expensive wind tunnel tests, both in the definition of optimum obstacle setups for ABL simulations, and for further tests of building structure models.

Another important aspect in obstacle setup verifications is proper fitting of the ABL velocity profile by log law in inner, and power law in outer domain, using indirect approach. The three experimentally obtained velocity profiles that were used for the validation of CFD calculations, were first fitted by the log law in the inner domains, and later by power law in outer domains. The two independent fitting procedures have achieved very good correlation, showing that the first experiment would correspond to ABL generated over flat and smooth terrain, second to a suburban area ABL, and third by a large city building structures. Such simple but efficient fitting procedure can be used both in wind tunnel tests and in CFD analyses in order to verify if the selected obstacle setup gives the desired type of ABL velocity profile, corresponding to the actual environment that should be simulated.
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