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ABSTRACT
The COVID-19 pandemic has caused a global crisis with 47,209,305 confirmed cases and 1,209,505 confirmed deaths worldwide as of November 2, 2020. Forecasting confirmed cases and understanding the virus dynamics is necessary to provide valuable insights into the growth of the outbreak and facilitate policy-making regarding virus containment and utilization of medical resources. In this study, we applied a mathematical epidemic model (MEM), statistical model, and recurrent neural network (RNN) variants to forecast the cumulative confirmed cases. We proposed a reproducible framework for RNN variants that addressed the stochastic nature of RNN variants leveraging z-score outlier detection. We incorporated heterogeneity in susceptibility into the MEM considering lockdowns and the dynamic dependency of the transmission and identification rates which were estimated using Poisson likelihood fitting. While the experimental results demonstrated the superiority of RNN variants in forecasting accuracy, the MEM presented comprehensive insights into the virus spread and potential control strategies.

1. Introduction
COVID-19, caused by the virus SARS-CoV-2, was first identified in Wuhan, China, and subsequently spread across the globe. It is a respiratory infection with typical symptoms such as fever, cough, dyspnea, and breathing difficulties. In severe cases, the infection can cause pneumonia, acute respiratory syndrome, kidney failure, and death \cite{1,2}. Since January 17, 2020, the reported cases have significantly risen, and COVID-19 has been listed as a public health emergency of international concern by the WHO. One of the most affected countries is the USA, with 9,518,763 cases and 236,737 confirmed deaths reported as of November 2, 2020 \cite{3}. The virus is a significant threat to the health and safety of people worldwide. Two types of counter measures are required: (i) to forecast daily confirmed cases so that health-care systems can efficiently address significant challenges, such as testing and caring for a massive number of confirmed patients, and (ii) to understand the dynamics of the disease so that public health professionals can implement effective control measures to slow down and reduce the rapid growth of infections. With the exponential growth of COVID-19, hospitals encounter difficulties in ensuring essential supplies, such as ventilators, personal protective equipment, and test kits. Moreover, irrepressible outbreaks were caused by the lack of understanding of transmission mechanisms and insufficient public acceptance of control measures \cite{4,5}. Therefore, it is important not only to estimate the number of confirmed cases but also to provide valuable insights into the outbreak mechanisms; this would facilitate the policy-making for epidemic control and resource utilization.

Mathematical epidemic models (MEM) have been widely used to estimate future trends of disease transmission, gain insight into disease dynamics, and plan control strategies to mitigate outbreaks \cite{6,7}; though possess limitations, such as identifiability in data fitting, case specificity, and robustness \cite{7}. Recently, researchers have been applying advanced statistical methods, and deep neural networks to overcome the limitations of fitting and achieve more accurate forecast \cite{8,9}. However,
these do not provide insight to disease transmission mechanism and implications to control.

Time series forecasting is a well-known challenge for infectious diseases. Many researchers have already attempted to forecast COVID-19 pandemic time series. Most studies have applied statistical models, conventional machine learning, and deep learning [10–13]. Statistical models—such as autoregressive integrated moving average (ARIMA), single exponential, double exponential, moving average, and S-curve models—were employed to forecast daily new cases COVID-19 in India by using data from January 22, 2020 to April 13, 2020 [10]. Experimental results of the study showed that ARIMA(2,2,2) outperformed other methods with a minimum mean absolute percentage error (MAPE) of 4.1. Exponential smoothing models were implemented to forecast various trends and seasonal patterns with limited training data [11]. The research focused on real-time cumulative daily cases (from January 22, 2020 until March 11, 2020) in the US and produced ten-days-ahead forecasts, updating these forecasts every ten days. Another analysis focused on daily cumulative cases of COVID-19 in 10 Brazilian states and applied models such as ARIMA, cubic regression (CUBIST), random forest (RF), support vector machine (SVM), and stacking-ensemble learning for short-term forecasting: one, three, and six days ahead [12]. The study showed that the SVR achieved the best mean absolute error (MAE) and symmetric MAPE in the evaluation. Autoregressive time-series models based on the two-piece scale mixture normal distribution (which excludes the assumption of the symmetric distribution of error terms) were applied to cumulative confirmed and recovered cases in the world, using data from February 02, 2002 to April 30, 2020 [13]. Moving average, weighted moving average, and single exponential smoothing methods were applied to time-series data on COVID-19 confirmed cases, deaths, and recoveries in several countries [14].

Deep learning models, such as recurrent neural network (RNN) variants, have been extensively used to forecast epidemics of infectious diseases. Long short-term memory (LSTM), a variant of RNN, was applied to predict COVID-19 cases in India [15]. COVID-19 data from January 30, 2020 to April 4, 2020 were used in the experiment, where 80% of data were used for training, and the remaining 20% were used for forecasting. The model produced an error percentage of between 1.6 and 6.4 for days from April 5 to 9 for total confirmed cases. LSTM, Bidirectional-LSTM (Bi-LSTM), gated recurrent unit (GRU), and ARIMA were employed to forecast confirmed COVID-19 cases in 10 countries [16]. Confirmed cases from 01/22/2020 to October 5, 2020 and from November 5, 2020 to 6/27/2020 were considered as training and testing data, respectively. The experimental results of these studies showed that Bi-LSTM outperformed other methods in terms of MAE, root-mean-square error (RMSE), and R2 score. Another recent study applied five deep learning methods—RNN, LSTM, Bi-LSTM, GRU, and variational autoencoder (VAE)—to COVID-19 time-series data (01/22/2020 to 07/17/2020) to forecast new cases and recovered cases in six highly impacted countries: Italy, Spain, France, China, the USA, and Australia [17]. VAE outperformed other models in terms of RMSE, MAE, MAPE, explained variable (EV), and root-mean-squared logarithmic error (RMSLE). An LSTM-based network was applied to forecast COVID-19 transmission in Canada, Italy, and the USA [18]. Several variants of RNN, such as LSTM and GRU, were used for training (1/20/2020 to December 3, 2020) and forecasting of confirmed, negative, released, and deceased COVID-19 cases [19]. Accuracy and RMSE were used as evaluation metrics.

In addition, prediction models help us explore the disease dynamics and facilitate assessment of the efficacy of the potential preventive and control measures, particularly when relevant biological or epidemiological characteristics are not well understood. Although SARS-CoV-2 has caused one of the largest pandemics in human history, its biological and epidemic characteristics are yet to be explored. Scientists used diverse variations of the basic susceptible-exposed-infected-removed (SEIR) model to explore important features of the transmission dynamics of the current epidemic. For instance, phase-based transmission [20–22], time-dependent transmission [23–25], piecewise transmission [20,24], state-dependent transmission, time-dependent identification [25], and the role of super-spreaders [26] are few important features of the disease transmission mechanism addressed so far. Other important features—unreported cases and unreported case-mediated transmissions—were addressed in Refs. [20,21,23,27–29]. Further details on the existing literature can be found in Refs. [8,9,30]. Among these, many studies produced time-dependent estimates of crucial parameters [23–25,31]. However, in the case of COVID-19, all countries take prompt actions to develop control strategies, deploy preventive measures, and encourage people to follow them. In addition, fear of disease [32–34] and sense of safety [35] modulate the transmission. Therefore, the parameters associated with disease spreading, transmission, and identification would evolve depending on the epidemic status. For example, Yang and Wang [26] assumed that the number of identified cases would stimulate public awareness and hence reduce transmission. Usherwood et al. [35], introduced dynamic dependency of the transmission rate on the level of caution and sense of safety modulated by the number of active infected and vaccinated population. Wang et al. [36], assumed the parameters explicitly depend on time, expressed each parameter as a polynomial function of time, and fit with data. Also, the heterogeneity in susceptibility due to fear, lockdown and spatial spreading is a crucial factor addressed in the literature [37–41]. Besides, infectious individuals do not always have noticeable symptoms from the beginning of the infectious lifetime. Therefore, with the expansion of testing facilities, the identification rate would also change and play a crucial role in epidemiology [42].

In this study, we intend to introduce dynamic dependency of transmission rate and identification rate in a deterministic SEIR type model. In addition, we consider a fraction of the total population as susceptible to account geographical spread. COVID-19 is an imported disease in the USA, where strict lockdowns were imposed as new cases surged. Therefore, a good number of people were in geographically distant places from the location of the initial infections or maintaining strict social distancing to avoid the risk of a transmissible contact. We assume these group of people as non-susceptible. However, over time, the epidemic spread nation-wide and non-susceptible individuals turn out to be susceptible (candidate for a possible exposure to the virus). Also, individual violations of lockdowns may be considered as a social contagion. We assume, susceptible individuals who could avoid contracting the disease would inspire non-susceptible quarantined individuals to violate the control measures. Therefore, we model this phenomenon as follows: non-susceptible individuals become susceptible by following the crowd.

The transmission rate in our MEM replicates the human response to epidemiological status [26]. With a high number of identified cases, the implementation of control measures will be strict, and people will be highly cautious about following the control measures to reduce the transmission. Finally, the identification rate in our model depends on the number of daily identified cases. We assume no limitations in testing facilities, and we increase the testing rate as long as the number of daily identified cases keeps increasing. Further details regarding the model parameters have been provided in the next section.

Importantly, the proposed MEM distinguishes the group of people with no plausible exposure to the virus because they strictly follow preventive measures or geographically at distant places form the virus exposure. In addition, the model shows the dynamic evolution of transmission and identification rates as the epidemic progress. These parameters evaluate public health initiatives and may suggest required modifications of control measures. In our study, we apply MEM, statistical models, and RNN variants to forecast daily cumulative cases and provide valuable insights into the outbreak’s mechanism. Our study has three main contributions:
I. We propose a framework for RNN variants that can provide more robust and reproducible forecast which is crucial for public health resource management.

II. Our proposed MEM can provide reasonable forecasts with proper interpretation for the spreading, individual participation in preventive measures, transmission, and identification rates which are crucial for identifying and developing effective control measures.

III. Lastly, we demonstrate the efficiency of neutral network modeling in forecasting with respect to that of MEMs.

2. Methodology

2.1. Autoregressive integrated moving average (ARIMA)

ARIMA, a classic time-series forecasting method, is a generalized model for the autoregressive moving average (ARMA) that combines the autoregressive (AR) process and the moving average (MA) process [43, 44]. The AR term expresses the dependencies between an observation and a number of lagged observations (p). The MA term indicates the dependencies between observations and the residual error terms for a number of lagged observations (q). ARMA applies to a stationary process, whereas ARIMA can deal with non-stationary time-series data by leveraging an integrated step to convert the non-stationary series to a stationary series by differentiation. The general form of an ARIMA model is denoted as ARIMA($p,d,q$), where $p$ is the order of the AR part, $d$ is the degree of differentiation, and $q$ is the order of the MA part. Equation (1) is the mathematical expression of the ARIMA model:

\[
y_t = c + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} + \epsilon_t - \theta_1 \epsilon_{t-1} - \ldots - \theta_q \epsilon_{t-q}
\]  

Here, $y_t$ and $\epsilon_t$ refer to the actual value of a time series and the random error (white noise) at time $t$, respectively. Moreover, $\phi_i$ and $\theta_j$ are a constant and the coefficients of the AR and MA parts, respectively.

2.2. Long short-term memory (LSTM)

LSTM is an extended version of the RNN architecture that can learn long-term dependencies. LSTM can overcome the limitations of a conventional statistical model (such as ARIMA) by capturing non-linearity of sequential data and simultaneously generating more precise forecasting for time-series data [18]. LSTM addresses the vanishing gradient problem of RNN [45]. The building block of LSTM architecture is a memory block, which consists of a memory cell that can preserve information of the preceding time step with self-recurrent connections.

Fig. 1 displays an internal architecture of an LSTM memory cell. The cell consists of three controlling gates: input gate, forget gate, and output gate [46]. The forget gate decides what information should be preserved or removed from the memory cell by using a sigmoid activation function. Value updates are controlled by the input gates that leverage a $\tanh$ layer and a sigmoid layer [47]. The sigmoid function determines which value should be updated. The $\tanh$ layer generates potential values that can be added to the memory cell. The output gate uses the sigmoid function to identify the memory contribution to the cell output. Subsequently, the $\tanh$ activation is applied to capture non-linearity of the values. Finally, the output value is multiplied with the output of the sigmoid layer.

Equation (2) describes the full mechanisms of an LSTM model for an input $x_t$ at time $t$, where $f_t$, $i_t$, and $c_t$ are the forget, input, and output gates, and the internal memory cell state at time $t$, respectively. Moreover, $h_t$ and $h_{t-1}$ are the values of the hidden layer of the LSTM memory cell at time steps $t$ and $t-1$, respectively. Finally, $\odot$ and $\sigma$ denote element-wise multiplication and sigmoid activation function, respectively.

\[
f_t = \sigma(W_h h_{t-1} + W_i x_t, b_f) \\
i_t = \sigma(W_h h_{t-1} + W_i x_t, b_i) \\
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_h h_{t-1} + W_i x_t, b_c) \\
o_t = \sigma(W_o h_{t-1} + W_i x_t, b_o) \\
h_t = o_t \odot \tanh(c_t)
\]  

LSTM architecture takes advantage of the gates that adjust the values of memory cells and provide an internal dynamic in a cooperative manner [48]. Considering this property of LSTM, it shows a superior ability to learn nonlinear statistical and temporal dependencies of real-world time-series data [47].

2.3. Gated recurrent unit (GRU)

GRU is an alternative version of LSTM that was introduced to avoid the vanishing gradient problem and boost the efficiency of LSTM [49]. GRU has a less complicated architecture than LSTM, with a reduced number of parameters to learn. Fig. 2 shows the architecture of a memory cell of GRU. It consists of two gates: update and reset gates. (In comparison, three gates are included in LSTM.) GRU solves the vanishing gradient problems of RNN by leveraging the two gates through controlling what information should be passed to the future states [17]. The input and forget gates in LSTM models are integrated into the GRU update gate, which determines how much information from previous steps should be passed to the future time steps. Similarly, to the output gate in LSTM, the reset gate in the GRU incorporates new input and previous memory and determines how much memory of past information should be forgotten.

Equation (3) displays the mathematical relationship of GRU components for an input $x_t$ at time $t$, where $Z_t$, $R_t$, $\bar{H}_t$, and $H_t$ are the update, reset, current cell state, and new memory cell state at time $t$, respectively. Here, $W_{Hx}$, $W_{Sx}$, and $W_{Hy}$ are weight parameters. Moreover, $b_u$ and $b_r$ are bias parameters.

\[
Z_t = \sigma(W_{Hx} x_t + H_{t-1} W_{Hy} + b_u) \\
R_t = \sigma(W_{xR} x_t + H_{t-1} W_{Rh} + b_r) \\
\bar{H}_t = \tanh(W_{xh} x_t + (R_t \odot H_{t-1}) W_{yh} + b_h) \\
H_t = Z_t \odot \bar{H}_t + (1 - Z_t) \odot \bar{H}_{t-1}
\]  

Fig. 1. Internal architecture for LSTM memory cell.

Fig. 2. Internal architecture for GRU memory cell.
2.4. Bidirectional RNN (BRNN)

Bidirectional recurrent neural network (BRNN) is an extension of RNN that was first developed by Schuster and Paliwal to enhance the amount of information in the network [50]. Fig. 3 shows the architecture of BRNN. A limitation of the standard RNN is that it cannot access the future-state information from the current state. However, BRNN links two hidden layers of opposite directions to the same input so that the future-state information from the current state is accessible. BRNN has been widely applied in natural language processing tasks such as machine translation, speech recognition, and text summarization. A limitation of BRNN is that it cannot access the future-state information from the current state. However, BRNN links two hidden layers of opposite directions to the same input so that the future-state information from the current state is accessible.

Equation (4) presents the mathematical relationship of BRNN components. Wherein, the forward, backward and output sequences are \( \overrightarrow{H_t}, \overleftarrow{H_t}, \) and \( y_t \), respectively. Here, \( W_{iH}, W_{Ht}, W_{H\overrightarrow{H}}, \) and \( W_{H\overleftarrow{H}} \) are weight parameters. Moreover, \( b_{\overrightarrow{H}}, b_{\overleftarrow{H}}, \) and \( b_y \) are bias parameters.

\[
\overrightarrow{H}_t = \sigma \left( W_{iH} \overrightarrow{x_t} + W_{H\overrightarrow{H}} H_{t-1} + b_{\overrightarrow{H}} \right)
\]

\[
\overleftarrow{H}_t = \sigma \left( W_{iH} \overleftarrow{x_t} + W_{H\overleftarrow{H}} H_{t-1} + b_{\overleftarrow{H}} \right)
\]

\[
y_t = W_{\overrightarrow{H}y} \overrightarrow{H}_t + W_{\overleftarrow{H}y} \overleftarrow{H}_t + b_y
\]  
(4)

2.5. RNN-variants framework

The outputs of RNNs vary due to the stochastic nature of optimization and random initialization of weights. Hence, we propose a simple but effective framework that can generate reproducible results for RNN variants. The framework initially performs \( n \) repetitions of the experiments for each day of the forecasting horizon. Subsequently, it uses the summary statistics of the repetitions to obtain reproducible results. We assumed that there were outliers in the distribution of \( n \) repetitions. The z-score method detected outliers in the distribution and removed any output outside of two standard deviations from the mean. Finally, the mean was calculated for each unit of forecasts. Fig. 4 shows the architecture of this framework.

2.6. Mathematical epidemic model (MEM)

To model the COVID-19 outbreak in the USA using MEM, we assume that the entire population was divided into six compartments: non-susceptible self-quarantined individuals \( Q(t) \) who are aware and maintain social distance and preventive measures due to imposed lockdowns, susceptible individuals \( S(t) \) who do not maintain preventive measures or are vulnerable to plausible exposure to the virus, exposed individuals \( E(t) \) who have been exposed to the virus but have not yet transmitted the disease, infectious individuals \( I(t) \) who have started transmitting the disease irrespective of showing symptoms, confirmed individuals \( C(t) \) who have been tested positive and quarantined, and removed individuals \( R(t) \) who have recovered from the infection or died.

Geographically the USA is a large country with a low population density (174th among 232 countries arranged in descending order) [51], where lockdowns were imposed after the initial cases were detected. Therefore, all individuals were not vulnerable to plausible infectious contacts from the very beginning (i.e., \( S(0) = N \)). We assume \( \alpha_0 \) fraction of the total population belonging to the susceptible compartment was initially vulnerable to infectious contacts. The remaining \( 1 - \alpha_0 \) fraction of the total population belonged to compartment \( Q \) at the beginning, i.e., \( Q(0) = (1 - \alpha_0)N \), where \( N = Q + S + E + I + C + R \) is the total population.

The individuals in \( Q \) transferred to \( S \) at a rate \( \alpha \). Here, \( \alpha \) is correlated with the geographical spread of the epidemic, lockdowns, and individual lockdown violations or negligence. We assumed that susceptible people who moved around without getting infected non-susceptible people to move to the susceptible compartment. The individuals in \( S \) could acquire the infection if exposed to the virus through contact with any person belonging to compartment \( I \) at rate \( \beta \) and transfer to compartment \( E \) of the exposed individuals. The virus in the individuals belonging to compartment \( E \) was in latent stage and could not be transmitted.

After a certain period, the exposed individuals became infectious and transferred to compartment \( I \) at a rate of \( \gamma \). However, all infectious individuals were not identified (because of asymptomatic or mild symptomatic nature of the infection or a delayed onset of symptoms). When the infectious individuals were tested and identified, they were isolated and shifted to compartment \( C \) at a rate of \( \kappa \). The individuals in compartment \( C \), recovered or died at rate \( \zeta \) and proceeded to compartment \( R \). If an individual remains unidentified (because of not expressing symptom or limited testing facilities), \( s \) he recovers at rate \( \gamma \).

There is little evidence of re-infection, which we neglected; thus, we assume that individuals remained recovered for the entire period of interest. As we were interested in understanding the epidemic for the current outbreak, we ignored the demographic changes and assumed that the total population \( N \) was constant.

\[
\begin{align*}
\frac{dQ(t)}{dt} &= -\alpha S(t) Q(t) \\
\frac{dS(t)}{dt} &= \alpha S(t) Q(t) - \beta(t) I(t) S(t) \\
\frac{dE(t)}{dt} &= \beta(t) I(t) S(t) - \gamma E(t) \\
\frac{dI(t)}{dt} &= \gamma E(t) - \gamma I(t) - \kappa I(t) \\
\frac{dC(t)}{dt} &= \kappa I(t) - \zeta C(t) \\
\frac{dR(t)}{dt} &= \gamma I(t) + \zeta C(t)
\end{align*}
\]  
(5)

Among the parameters \( \alpha_0, \alpha, \zeta, \gamma, \) and \( \kappa \) were considered constant. Parameters \( \beta \) and \( \kappa \) were associated with human awareness and public health measures adopted by the government and, thus assumed to evolve over time with the epidemic. Following the work of Yang and Wang [26], we assume \( \beta(t) = \beta_0 \frac{t}{t + \theta(t)} \) to replicate the fact that higher values of \( C \) would stimulate both the public awareness and intensity of public health policy implications. Here, \( \beta_0 \) is the maximum possible transmission rate and \( \theta(t) \) is an adjustment coefficient. We also assumed no limitations in testing facilities. The daily testing rate was an increasing function of daily identified cases \( \kappa(t)I(t) \), to represent that the testing facilities improved as the number of identified surged. Therefore, as a simple approximation, we consider \( \kappa(t) = \kappa_0 + c_\kappa \kappa(t)I(t) \), which gives \( \kappa(t) = \frac{\kappa_0}{1 + c^{-1} \kappa_0} \), where \( \kappa_0 \) is the lowest possible identification rate, and \( c_\kappa \) is an adjustment coefficient. Fig. 5 illustrates MEM. The transmission and identification rates are written as \( \beta(C) \) and \( \kappa(I) \), respectively, to express...
the dynamic dependency of the parameters on the specified state variables.

The next-generation matrix [52] for the MEM (5) is
\[
\begin{bmatrix}
N\beta_0 & N\beta_0 \\
\frac{N\beta_0}{I_1 + \kappa_0} & \frac{N\beta_0}{I_1 + \kappa_0} \\
0 & 0
\end{bmatrix}.
\]

The basic reproduction number \( R_0 \) is defined as the average number of secondary infections produced by one infected individual throughout its entire infectious lifetime in a completely susceptible environment. It can be computed as the spectral radius of the matrix \( K \). Therefore, \( R_0 = \rho(K) = \frac{N\beta_0}{N + \kappa_0} \) for the MEM. According to our assumptions, the average infectious life time of an infected individual is \( \frac{1}{\gamma_0} \), throughout which the individual transmit the disease at per-capita rate \( \beta_0 \). Therefore, one infected individual transmits the virus to \( N \times \beta_0 \times \frac{1}{\gamma_0} \) individuals on average. Hence, the definition of \( R_0 \) is justified. However, according to our assumption, rather than the whole population, a subset \( S \) of the whole population is susceptible. Therefore, instead of \( R_0 \), time-dependent effective reproduction number \( R_{\text{eff}}(t) \) is of interest. Complying with the expression of \( R_0 \), we can define \( R_{\text{eff}}(t) \) as
\[
R_{\text{eff}}(t) = \frac{R_0(t)}{t_{\text{inf}}(t)}.
\]

There are several estimates of the latent period. We consider \( t_{\text{inf}} = 5 \) days [53]. The infectious period is assumed to be \( \frac{1}{\gamma_0} = 22 \) days [54]. The average stay in compartment \( C \) is \( \frac{1}{\gamma_0} = 9.3 \times 100 = \frac{9.3 \times 100}{127.8} = 9.925 \) days [55]. Therefore, the remaining unknown parameters are \( a_0, a, \beta_0, \kappa_0, \kappa_0 \) and \( \kappa_\epsilon \).

We intended to adopt the maximum likelihood method for fitting our model to the US data of cumulative daily identified cases \( y(t) \). Let \( X = (Q, S, E, I, C, R) \in \mathbb{R}_+^6 \) denote the state variables, \( f \) be the right side of system (5), and \( \tilde{y}(t) = \int_0^t k(s)I(s)ds \) be cumulative identified cases. We assumed all \( y(t) \) to be independent and follow the Poisson distribution with mean \( \tilde{y}(t) \). Hence, the fitting problem can be expressed as follows:

\[
\frac{d}{dt} X(a, \beta_0, \kappa_0, \kappa_\epsilon, c_\epsilon, t) = f(X, a, \beta_0, \kappa_0, \kappa_\epsilon, c_\epsilon, t)
\]

\[
\tilde{y}(a, \beta_0, \kappa_0, \kappa_\epsilon, c_\epsilon, t) = \int_0^t k(s)I(s)ds
\]

(6)

\[X(0) = (N(1 - a_0), Na_0 - E(0) - I(0) - y(0), E(0), I(0), y(0), 0)
\]

\[X(t), a, \beta_0, \kappa_0, \kappa_\epsilon \geq 0 \quad \text{and} \quad 1 \geq a_0 \geq 0
\]

Therefore, the likelihood function can be expressed as,
\[L(y(t)||\tilde{y}(t)) = \prod_{i=1}^{n} \frac{x(t_i)^{y_i} e^{-x(t_i)}}{y_i!} \quad \text{where} \quad t_{\text{f}} \text{ is the final time.}
\]

We know the value of \( H(0)(= y(0)) \) and \( R(0) \) from the data. Moreover, we assume \( E(0) = 10, I(0) = 10 \). Our objective was to find \( a_0, a, \beta_0, \kappa_0, \kappa_\epsilon \) and \( c_\epsilon \) that maximize the probability of observing \( y(t) \), i.e., to maximize the above likelihood function. To obtain the optimal fitting, we used the Nelder-Mead simplex method [56] which is implemented by “fminsearch” function of MATLAB. To comply with the “fminsearch” function, instead of maximizing the likelihood, we minimize the negative log-likelihood function given by,
\[\text{NLL}(a_0, a, \beta_0, \kappa_0, \kappa_\epsilon) = - \sum_{i=1}^{n} \left( y_i \ln(\tilde{y}(t_i)) - \tilde{y}(t_i) - \ln(y(t_i)) \right).
\]

3. Numerical results

3.1. Evaluation metrics

MAPE, RMSE, and MAE are common metrics for comparing forecasting methods applied to a single time series. MAPE is used as the primary performance metric throughout this study due to its advantage of interpretability. MAPE represents the absolute error as a percentage of the actual value. Equation (7) presents the mathematical definitions of MAPE, RMSE, and MAE, where \( y_i \) and \( \tilde{y}_i \) are the \( i \)-th observed and forecasted values, respectively, and \( \kappa \) is the number of test data points.

\[
\text{MAPE} = \frac{1}{k} \sum_{i=1}^{k} \left| \frac{y_i - \tilde{y}_i}{y_i} \right| \times 100\%
\]

\[
\text{RMSE} = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (y_i - \tilde{y}_i)^2}
\]

(7)

\[
\text{MAE} = \frac{1}{k} \sum_{i=1}^{k} |y_i - \tilde{y}_i|
\]
3.2. Experiments

We considered cumulative identified data up to August 10, 2020 as training data, and the next 15 days were used as test data [57]. The original sequence from 01/22/2020 to 08/24/2020 of the cumulative number of confirmed COVID-19 cases showed an upward trend with non-constant mean and variance. Next, the series was converted into a stationary process by transforming \( x_i' = x_1 - x_i \) and subsequently carrying out both the first and second differences of the series. The augmented Dickey-Fuller test was performed on the transformed series to validate stationarity. The test provided a significant \( p \)-value of 0.001, confirming that the series finally transformed into a stationary process after required transformation and differencing. Once the series was ready for modeling, a list of candidate models was selected by investigating the spikes of the autocorrelation function (ACF) and partial autocorrelation function (PACF). Finally, the model that generated minimum MAPE with the test data was selected as the best model to fit the cumulative daily number of confirmed cases of COVID-19 in the USA. In this process, ARIMA(2,3) model was selected as the best model (having the lowest MAPE). ACF, PACF, inverse autocorrelation function (IACF), and white noise probability of residual correlation of the ARIMA(2,3) were examined for diagnostic testing.

Fig. 6 illustrates the ACF, PACF, IACF, and white noise probability plots. The ARIMA(2,3) model satisfies all diagnostics criteria: ACF and PACF show no significant correlation of residuals; the IACF does not reveal any instability, and the white noise probability shows significance. We applied the min-max normalization technique to the time-series data to scale the original data to a fixed range of 0 and 1. The normalization ensures consistency of the data distribution. Moreover, it helps to avoid the exploding gradients problem in the training phase. The test data are normalized using the parameters of training data.

We applied different RNN variants on normalized datasets with default Keras initialization weights, where the Glorot uniform was the initializer for the kernel weights matrix, and the orthogonal initializer was used as the recurrent initializer. The bias vector was initialized with all zeros. The sigmoid activation function was used in the recurrent step. We used the rectified linear unit (ReLU) activation function in the hidden layer. The Adam optimization algorithm and mean squared error (MSE) were used as optimizer and loss function, respectively. LSTM, BRNN, and GRU units were used in the hidden layer for LSTM, BRNN, and GRU methods, respectively. The learning rate was fixed at 0.001. Hyperparameters were optimized using grid search. All experiments were performed with an identical setup to maintain consistency in the model evaluation process. In this process, we run all experiments 30 times, following the central limit theorem of the sampling distribution. Consequently, we used the z-score method to detect outliers and to remove outliers from the forecasting list. Finally, we considered the median as the summary metric of the remaining experiments was calculated for each day of forecasts, respectively.

The different RNN-variants network with optimized hyperparameters was applied with the time-series generator class in Keras. In the training phase, the generator uses the number of lagged observations as input with a fixed batch size of 1 as output that allows generating a one-step-ahead forecast after the last available date in the training set. We opted to employ recursive multistep time-series forecasting criteria that involved recursively applying the model for one-step-ahead forecasts until reaching the desired n-step forecast horizon. In this process, the prior-time-step forecast was fed to the model as an input to forecast the sequential time step.

We applied the reproducible framework to different RNN variants. The number of time steps in lagged observations, \( n \), ranged from 1 to 12. Subsequently, we selected the time steps that produced minimum MAPE. Overall, we performed \( 12 \times 30 = 360 \) experiments for each RNN variant. Table 1 displays the results (MAPE score) of LSTM, BRNN, and GRU for different numbers of lagged observations. The lowest MAPE score of 1.659 was achieved by LSTM with 2 days of lagged observations. BRNN generated a minimum MAPE score of 0.23 by using 3 days of lagged observations. In comparison, GRU produced minimum MAPE (0.53) with 9 days of lagged observations. Table 2 shows performance of all models in terms of MAPE, RMSE, and MAE. The results show that BRNN outperformed other methods in terms of MAPE, RMSE, and MAE.

![Fig. 6. Diagnostic tests for ARIMA (2, 3) model using (a) Auto-correlation Function (ACF), (b) Partial Auto-correlation Function (PACF), (c) Inverse Auto-Correlation Function (IACF), and (d) White noise probability plots.](Image)
Table 1

| Lag days | LSTM | BRNN | GRU |
|----------|------|------|-----|
| 1        | 2532.836 | 329.0414 | 25.7877 |
| 2        | 1.659383 | 1.791408 | 4.201779 |
| 3        | 2.48154 | 1.203563 | 3.065812 |
| 4        | 4.902399 | 1.421821 | 3.361842 |
| 5        | 3.796942 | 6.158511 | 1.857447 |
| 6        | 3.50816 | 5.275999 | 1.847113 |
| 7        | 6.204086 | 4.078184 | 2.030198 |
| 8        | 6.59439 | 6.408474 | 0.826541 |
| 9        | 6.000012 | 6.463311 | 0.53685 |
| 10       | 7.259901 | 6.578114 | 0.760299 |
| 11       | 3.796942 | 6.158511 | 0.547891 |
| 12       | 6.288304 | 5.042317 | 0.825948 |

Table 2

Performance of the techniques. Comparison of errors produced by the methods.

| Model     | MAPE  | RMSE (×10^4) | MAE (×10^4) |
|-----------|-------|--------------|-------------|
| ARIMA     | 0.55  | 3.53         | 3.06        |
| LSTM-RNN  | 1.65  | 10.84        | 9.21        |
| Bidirectional-RNN | 0.23  | 1.55        | 1.27        |
| GRU-RNN   | 0.53  | 3.45         | 2.97        |
| MEM       | 4.86  | 26.52        | 26.25       |

In addition, BRNN achieved the lowest MAPE score of 0.23, lowest RMSE score of 1.55 × 10^4, and lowest MAE score of 1.27 × 10^4. The GRU was the second-best model and achieved a MAPE score of 0.53, RMSE score of 1.55 × 10^4, and MAE score of 1.27 × 10^4. Daily level forecasts for each implemented model are listed in Table 3. The forecasting accuracy of MEM is not very promising. However, such models can provide a proper interpretation of the virus transmission.

Fig. 7-a,b show the performance of the maximum likelihood fitting of MEM. The corresponding estimation of the parameters are shown in Table 4. The mathematical model produces poor predictions in comparison with statistical models and neural network (Please refer to Table 2 to find the comparison among errors). However, the estimated parameter values agree with the COVID-19 outbreak time line and answers crucial questions from the epidemic perspective for instance, how the disease has spread nationwide, how effective the preventive efforts were, how effective the screening was, how many of the infections could not be identified. At the beginning, approximately 8% people were in the susceptible compartment according to our estimation. Gradually lockdown was lifted, and disease spread. Thus, the individuals from Q transferred to S (Fig. 7c). Approximately 60% of the entire population was in compartment Q by August 10, 2020.

Fig. 8 shows the estimated evolution of the transmission rate, identification rate, and effective reproduction number. Both β(t) and κ(t) were at a steady level for approximately the first 30 days, which was followed by an abrupt decrease in β(t) and an abrupt increase in κ(t) until approximately the 85th day. Hence, the public health measures required time to become effective and create awareness among the individuals. Between the 30th to 85th day, awareness and testing facilities were improved remarkably. This result is correlated with the government effort of making COVID-19 test open to all on 6th March 2020 (45th day in our simulation) and investment of $50 billion dollar for COVID-19 testing facility expansion on 13th March 2020 [58]. Onward, β(t) continued to gently decrease, whereas κ(t) was increasing as a result of imposing social distancing guidelines from 16th March 2020 [58]. These results show the increased awareness regarding preventive measures, the improvement in expanding testing facilities, and the overall improvement in public health policies against the COVID-19 outbreak in the USA.

The effective reproduction number was 2.747 but increased to a maximum of 3.856 by the 45th day. Although public health efforts reduced the reproduction number, the increased number of susceptible individuals increased R_eff(t). However, it fell abruptly after the 45th day and decreased below one by the 83rd day, owing to improved preventive efforts and testing facilities. This estimate agrees with the estimate produced by Macdonald et al. [41]. However, as the social distancing regulations are relaxed and business reopening started from 24th April 2020 (95th day in our simulation) [58], the number of susceptible individuals increased. As a result, R_eff exceeds 1 by the 101th day. Therefore, although public health interventions temporarily suppressed the transmission, consistent increase in the number of susceptible individuals (due to releasing the lockdown and geographical spread) made it insufficient to retrieve and maintain R_eff(t) below 1.

The daily number of estimated identified (blue shading) and unidentified (red shading) infected cases are compared in Fig. 9-a. Because of inconsistent symptoms many of the infectious patients were unidentified. In addition, a decrease after the first peak is observed, which is followed by another increase, showing tendency toward a second peak. The estimated fraction of identified cases is plotted in Fig. 9-b. Although approximately 10% of the infectious people were identified at the beginning, this number increased with an improvement in testing facilities, and it was stabilized at approximately 53%. A crucial problem with improving the identification rate was the uncertainty in the symptom onset. However, as the fraction of identified cases was approximately 53%, there is a room for improvement in the identification rate and reduction in the infectious lifetime, which could be performed by contact tracing and quarantining people with plausible exposure.

4. Discussion

The COVID-19 pandemic is exponentially spreading worldwide, causing an unprecedented global health crisis. Developing models that can reliably forecast the number of confirmed cases and provide useful
information on the outbreak dynamics is critical. In this paper, we applied statistical models, a reproducible framework for RNN variants and a MEM to forecast the number of confirmed COVID-19 cases in the USA. Moreover, it helped to understand the transmission dynamics of the infection. We implemented five techniques: ARIMA, LSTM, BRNN, GRU, and MEM. In our study, LSTM, BRNN, and GRU exploited the presented framework for robust performance. Fifteen-days-ahead forecasts were provided based on historical data from January 22, 2020 to

Table 4
Maximum likelihood estimate of the parameters.

| Parameter | Estimate |
|-----------|----------|
| $\alpha_0$ | 0.0837 |
| $\alpha$ | $3.007 \times 10^{-11}$ |
| $\beta_0$ | $1.6438 \times 10^{-8}$ |
| $C_0$ | $2.150 \times 10^{-5}$ |
| $q$ | 0.1204 |
| $C_q$ | $7.9573 \times 10^{-8}$ |

Fig. 7. Maximum likelihood fitting of the MEM for (a) Cumulative identified (b) Daily identified (c) Evolution of susceptible $S(t)$ and non-susceptible population $Q(t)$ with time.

Fig. 8. Maximum likelihood estimate of (a) transmission rate $\beta(t)$, (b) identification rate $\kappa(t)$, and (c) effective reproduction number $R_0(t)$ have been shown as a function of time. The dashed line in (c) resembles the threshold value 1 for disease outbreak.

Fig. 9. (a) The red and blue area shows estimated unidentified $I(t)$ and identified cases $H(t)$ cases respectively. (b) The variation of fraction identified $\frac{H(t)}{I(t)+H(t)}$ with time is shown. Though initially the fraction identified was very low, it settled down above 0.5 by the 200th day. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
Dealing epidemic with deep learning and MEM comes with their own specific challenges. Deep learning techniques require handful of data to produce reliable prediction, while comes with the limitation of not revealing the transmission mechanism [60]. On the other hand, prediction with MEM is highly dependent on model assumptions, fitting technique and identifiability issue of the parameters [60,61]. In the present work, we implemented both type of approach on time series data of cumulative infected in the USA and found that these two types of approach serves two mutually exclusive purpose for managing disease outbreak. Deep learning techniques produce accurate prediction which is useful for distributing and managing public health resources. On the other hand, MEM helps to explore the transmission mechanism which helps to infer potential control strategies. Our analysis reveals that expansion of testing facility is very crucial for slowing down the spread. In the case of USA, expansion of testing facility along with social distancing measures reduced the effective reproduction number below 1, which is the condition for disease extinction. As the lock down was released and more people become vulnerable to plausible exposure of the virus, the effective reproduction number surge back above 1 and the epidemic takes off again. A delayed lock down release could eradicate the disease in the USA. As releasing lockdown increase susceptibility, preventive measures like using mask, disinfecting surfaces maintain distance in crowded places, etc. should be maintained with sufficient care to keep the effective reproduction number below 1.

However, USA is a big country with geographical heterogeneity. Model implications could be more useful and accurate if smaller geographical units are considered. Our future research direction is to combine mathematical modeling with state of the art neural networks to combine mathematical modeling with state of the art neural networks to produce interpretable and effective forecasting simultaneously over a network of smaller geographical units.
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