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Abstract

We prove positivity of the Markov operators that correspond to the hit-and-run algorithm, random scan Gibbs sampler, slice sampler and Metropolis algorithm with positive proposal. In particular, the results show that it is not necessary to consider the lazy versions of these Markov chains. The proof relies on a well known lemma which relates the positivity of the product $MTM^*$, for some operators $M$ and $T$, to the positivity of $T$. It remains to find that kind of representation of the Markov operator with a positive operator $T$.
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1 Introduction

In many applications, for example volume computation [1, 6, 9] or integration of functions [7, 11, 15, 16], it is essential that one can approximately sample a distribution in a convex body. The dimension $d$ might be very large. One approach that is feasible for a general class of problems is to run a Markov chain that has the desired distribution as its limit distribution. In the following let us explain why the positivity of the Markov operator is helpful to prove efficiency results for such sampling procedures.

We assume that we have a Markov chain in $K \subset \mathbb{R}^d$ which is reversible with respect to the distribution $\pi$. Let $P$: $L_2(\pi) \to L_2(\pi)$ be the corresponding Markov operator and let $L_2(\pi)$ be all square integrable functions $f$: $K \to \mathbb{R}$. We assume that $P$ is ergodic, which means that $Pf = f$ implies that $f$ is constant. Then let $\text{gap}(P) = 1 - \beta$ be the absolute spectral gap, where $\beta$ denotes the largest absolute value of the elements of the spectrum of $P$ without 1. In formulas $\beta = \sup\{ |\alpha| : \alpha \in \text{spec}(P) \setminus \{1\} \}$, where $\text{spec}(P)$ denotes the spectrum of $P$. For example a lower bound for $\text{gap}(P)$ implies an upper bound of the total variation distance [6] and on the mean square error of Markov chain Monte Carlo algorithms for the approximation of expectations with respect to $\pi$, see e.g. [16].

Maybe the most successful technique to bound $\text{gap}(P)$ is the conductance technique [3, 6]. But, unfortunately, bounds on the conductance allow only bounds on the second largest element of the spectrum of the Markov operator. This is known as Cheeger’s
inequality \[3\]. To handle variation distance and absolute spectral gap it is necessary to consider also the smallest element of the spectrum, which describes some kind of periodicity of Markov chains. Usually, this problem is avoided by considering the lazy version of a Markov chain. That is, in each step, the Markov chain remains at the current state with probability \(1/2\). Such a lazy version induces a Markov operator with non-negative spectrum, which implies that the smallest element of the spectrum does not matter. This strategy has almost no influence on the computational cost, since, compared to the overall cost of one step of the chain, one additional random number is mostly negligible. However, it is desirable to omit any slowdown whenever possible.

In particular, the best known bounds on the total variation distance of the hit-and-run algorithm, see \[5\], \[7\], \[8\], \[10\], rely on the conductance and Corollary 1.5 resp. Corollary 1.6 of \[6\]. These corollaries give upper bounds on the total variation distance in terms of the conductance resp. \(\sigma\)-conductance, but it has to be assumed that the corresponding Markov operator is positive, cf. Section 1.B of \[6\]. (More precisely, the assumption that the smallest element of the spectrum is smaller in absolute value than the second largest one is sufficient.) Thus, there is a small gap in the proofs of \[7\] and \[8\], which might be easily fixed by considering the lazy version of the hit-and-run algorithm. We prove, among others, that hit-and-run is positive. Thereby, we close the small gap and show in addition that the results of \[5\] and \[10\] hold also for the non-lazy hit-and-run algorithm as originally proposed in \[17\].

The technique that we will use to prove that the spectrum of a Markov operator is positive is based on a simple and well known lemma from functional analysis. This was already successfully applied in a discrete setting to prove positivity (and comparison results) for the Swendsen-Wang process from statistical physics, see \[18\], \[19\]. Here, we show that the hit-and-run algorithm, random scan Gibbs sampler, slice sampler and the Metropolis algorithm with positive proposal are positive. In particular, it implies that the independent Metropolis algorithm is positive. The result is new for the hit-and-run algorithm and the Metropolis algorithm with positive proposal, whereas for the random scan Gibbs sampler and the slice sampler it is known \[4\], \[13\].

2 The procedure

We consider a time-homogeneous Markov chain \( (X_t)_{t \in \mathbb{N}} \), where the \( X_i \) are random variables on a common probability space \((\Omega, \mathcal{F}, P)\) that map into \( \mathbb{R}^d \), equipped with the Borel \( \sigma \)-algebra \( \mathcal{B} \), and satisfy the Markov property. Namely,

\[ P(X_n \in A_n \mid X_{n-1} \in A_{n-1}, \ldots, X_0 \in A_0) = P(X_n \in A_n \mid X_{n-1} = A_{n-1}) \]

for all \( n \geq 1 \) and any sequence of \( \mathcal{B} \)-measurable sets \( A_0, A_1, \ldots \) with the property \( P(X_{n-1} \in A_{n-1}, \ldots, X_0 \in A_0) > 0 \). We assume that the Markov chain has a unique stationary distribution \( \pi \) and that it is reversible with respect to this measure. For a more comprehensive introduction to the theory of Markov chains we refer to \[12\] \[14\].

To every Markov chain \( (X_t)_{t \in \mathbb{N}} \) corresponds a Markov kernel \( P : \mathbb{R}^d \times \mathcal{B} \rightarrow [0,1] \) such that for each \( x \in \mathbb{R}^d \), \( P(x, \cdot) \) is a probability measure on \( \mathcal{B} \) and, for each \( A \in \mathcal{B} \), \( P(\cdot, A) \) is \( \mathcal{B} \)-measurable. This Markov kernel is given by

\[ P(x, A) = P(X_{n+1} \in A \mid X_n = x), \quad x \in \mathbb{R}^d, \ A \in \mathcal{B}, \ n \in \mathbb{N} \]

and describes the probability that the Markov chain reaches the set \( A \) in one step from \( x \). Using this Markov kernel we define the Markov operator \( P \) (for notational convenience we use the same letter as for the Markov kernel) by

\[ Pf(x) = \int_{\mathbb{R}^d} f(y) P(x, dy), \quad x \in \mathbb{R}^d \]
for all functions $f \in L_2 = L_2(\pi)$, where $L_2$ is the Hilbert space of functions on $f : \mathbb{R}^d \to \mathbb{R}$ with inner product
\[
\langle f, g \rangle = \int_{\mathbb{R}^d} f(x) g(x) \, d\pi(x).
\]
By reversibility of the Markov chain we know that $P$ is a self-adjoint operator on $L_2$. A self-adjoint operator $P$ is called positive, written $P \geq 0$, if
\[
\langle Pf, f \rangle \geq 0, \quad \forall f \in L_2.
\]
It is well known that positive operators have only non-negative spectrum, for further details see for example [2].

Our aim is to show that several Markov chains that are used to sample from distributions in $\mathbb{R}^d$ induce positive Markov operators. In this case, we say that the Markov chain is positive. We will basically utilize the following lemma.

**Lemma 2.1.** Let $H_1$ and $H_2$ be Hilbert spaces and $M : H_1 \to H_2$ be a bounded, linear operator. Let $M^*$ be the adjoint operator of $M$ and let $T : H_2 \to H_2$ be a bounded, linear and positive operator. Then $MTM^* : H_1 \to H_1$ is also positive.

**Proof.** We denote the inner product of $H_i$ by $\langle \cdot, \cdot \rangle_i$ for $i = 1, 2$. By the definition of the adjoint operator and positivity of $T$,
\[
\langle MTM^* f, f \rangle_1 = \langle TM^* f, M^* f \rangle_2 \geq 0.
\]
This proves the statement. \hfill \Box

Suppose we have an operator $P : H_1 \to H_1$ on a Hilbert space with the property that it can be written as $P = MTM^*$, where $T : H_2 \to H_2$, $M : H_1 \to H_2$ and $M^*$ is the adjoint of $M$ for some (other) Hilbert space $H_2$. If we can show, additionally, that $T$ is a positive operator, we obtain by the lemma above that $P$ is also positive. Thus, the proof of positivity of the Markov chains under consideration is done by a construction of a suitable second Hilbert space such that the corresponding Markov operator can be written in the above mentioned form.

## 3 Applications

Throughout this section we consider Markov chains in a subset $K$ of $\mathbb{R}^d$ with non-empty interior. Additionally, we denote by $B_d$ the $d$-dimensional unit ball and by $S^{d-1}$ its boundary. Let $\rho : K \to [0, \infty)$ be a (not necessarily normalized) density, i.e. a non-negative Lebesgue-integrable function. We define the measure with density $\rho$ by
\[
\pi(A) = \frac{\int_A \rho(x) \, dx}{\int_K \rho(x) \, dx}
\]
for all measurable sets $A \subset K$. For example, if $\rho(x) = 1_K(x)$ then $\pi$ is simply the uniform distribution on $K$. In what follows we present some Markov chains that can be used sample approximately from $\pi$, that is, $\pi$ is their stationary distribution. We will see that each of them is positive, independent from the choice of the density $\rho$.

We will define only the Markov operators for the corresponding Markov chains, since the corresponding Markov kernel can be obtained by applying the operators to indicator functions.
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3.1 Hit-and-run

The hit-and-run algorithm consists of two steps: Starting from $x \in K$, choose a random direction $\theta \in S^{d-1}$ and then choose the next state of the Markov chain with respect to the density $\rho$ restricted to the chord determined by $x$ and $\theta$.

For $x \in K$ and $\theta \in S^{d-1}$ we denote by $L(x, \theta)$ the chord in $K$ through $x$ and $x + \theta$, i.e.

$$L(x, \theta) = \{ x + s\theta \in K \mid s \in \mathbb{R} \}.$$ 

Additionally we write $\kappa_d$ for the volume of the $(d-1)$-dimensional unit sphere and

$$\ell(x, \theta) = \int_{L(x, \theta)} \rho(y) \, dy$$

for the total weight of the chord $L(x, \theta)$. The Markov operator $H$ that corresponds to the hit-and-run chain is defined by

$$H f(x) = \frac{1}{\kappa_d} \int_{S^{d-1}} \frac{1}{\ell(x, \theta)} \int_{L(x, \theta)} f(y) \rho(y) \, dy \, d\theta$$

for all $f \in L_2(\pi)$. To rewrite $H$ in the desired form let $\mu$ be the product measure of $\pi$ and the uniform distribution on $S^{d-1}$ and $L_2(\mu)$ be the Hilbert space of functions $g : K \times S^{d-1} \to \mathbb{R}$ with inner-product

$$\langle g_1, g_2 \rangle_\mu = \frac{1}{\kappa_d} \int_K \int_{S^{d-1}} g_1(x, \theta) g_2(x, \theta) \, d\theta \, d\pi(x)$$

for $g_1, g_2 \in L_2(\mu)$. We define the operators $M : L_2(\mu) \to L_2(\pi)$ and $T : L_2(\mu) \to L_2(\mu)$ by

$$M g(x) = \frac{1}{\kappa_d} \int_{S^{d-1}} g(x, \theta) \, d\theta$$

and

$$T g(x, \theta) = \frac{\ell(x, \theta)}{\ell(x, \theta)} \int_{L(x, \theta)} g(y, \theta) \rho(y) \, dy.$$ 

Recall that the adjoint operator of $M$ is the unique operator $M^*$ that satisfies $\langle f, M g \rangle = \langle M^* f, g \rangle_\mu$ for all $f \in L_2(\pi)$, $g \in L_2(\mu)$, see [2 Thm. 3.9-2]. Since

$$\langle f, M g \rangle = \frac{1}{\kappa_d} \int_K \int_{S^{d-1}} f(x) g(x, \theta) \, d\theta \, d\pi(x),$$

we obtain that, for all $\theta \in S^{d-1}$ and $x \in K$,

$$M^* f(x, \theta) = f(x).$$

This implies

$$M T M^* f(x) = \frac{1}{\kappa_d} \int_{S^{d-1}} \frac{1}{\ell(x, \theta)} \int_{L(x, \theta)} f(y) \rho(y) \, dy \, d\theta = H f(x)$$

and thus, that $M$ and $T$ are the desired “building blocks” for Lemma [2.1]. First of all, note that by Fubini’s Theorem the operator $T$ is self-adjoint in $L_2(\mu)$. It remains to show that $T$ is positive. We know that $L(x, \theta) = L(y, \theta)$ for all $y \in L(x, \theta)$. It follows that

$$T^2 g(x, \theta) = \frac{1}{\ell(x, \theta)} \int_{L(x, \theta)} T g(y, \theta) \rho(y) \, dy$$

$$= \frac{1}{\ell(x, \theta)} \int_{L(x, \theta)} \frac{1}{\ell(y, \theta)} \int_{L(y, \theta)} g(z, \theta) \rho(z) \, dz \rho(y) \, dy$$

$$= \frac{1}{\ell(x, \theta)^2} \int_{L(x, \theta)} g(z, \theta) \rho(z) \, dz \int_{L(x, \theta)} \rho(y) \, dy$$

$$= T g(x, \theta).$$
Thus, $T$ is a self-adjoint and idempotent operator on $L_2(\mu)$, which implies that $T$ is a projection and, in particular, that it is positive, see e.g. [2 Thm. 9.5-2]. Finally, Lemma 2.1 shows that $H$ is positive.

### 3.2 Gibbs sampler

The Gibbs sampler, or specifically the random scan Gibbs sampler, is conceptually very similar to the hit-and-run algorithm. In each step, we choose a direction and sample with respect to $\rho$ restricted to the chord in this direction. But, in contrast to the hit-and-run, we choose the direction from the $d$ possible directions of the coordinate axes.

Let $e_1 = (1,0,\ldots,0), \ldots, e_d = (0,\ldots,0,1)$ be the Euclidean standard basis in $\mathbb{R}^d$ and $\ell(\cdot, \cdot)$ be from (3.1). The Markov operator $G$ of the Gibbs sampler is given by

$$Gf(x) = \frac{1}{d} \sum_{j=1}^d \ell(x, e_j) \int_{L(x,e_j)} f(y) \rho(y) \, dy,$$

for all $f \in L_2(\pi)$. We follow almost the same lines as for the hit-and-run chain. Let $m$ be the product measure of $\pi$ and the uniform distribution on $[d] = \{1, \ldots, d\}$. By $L_2(m)$ we denote the Hilbert space of functions $g: K \times [d] \rightarrow \mathbb{R}$ equipped with the inner product

$$\langle g_1, g_2 \rangle_m = \frac{1}{d} \sum_{j=1}^d \int_K g_1(x, j) g_2(x, j) \, d\pi(x)$$

for $g_1, g_2 \in L_2(m)$. We define the operators $M: L_2(m) \rightarrow L_2(\pi)$ and $T: L_2(m) \rightarrow L_2(m)$ by

$$Mg(x) = \frac{1}{d} \sum_{j=1}^d g(x, j)$$

and

$$Tg(x, j) = \frac{1}{\ell(x, e_j)} \int_{L(x, e_j)} g(y, j) \rho(y) \, dy.$$

By the same calculations as in Subsection 3.1 we obtain for all $f \in L_2(\pi)$, $x \in K$ and $j \in [d]$, that $M^*f(x, j) = f(x)$ and that $G = MTM^*$. It is easily seen that $T$ is self-adjoint and idempotent. Hence, $T$ is a projection and thus, positive, which proves the assertion by Lemma 2.1

### 3.3 Slice sampler

For any $t > 0$ assume that $R_t$ is the transition kernel of a Markov chain on the level set $K(t)$ of $\rho$, i.e.

$$K(t) = \{ x \in K \mid \rho(x) \geq t \}.$$

Note that $\text{vol}_d(K(t)) < \infty$ for each $t > 0$ by the integrability of $\rho$. Further let $R_t$ be reversible with respect to $U_t$, the uniform distribution on $K(t)$, i.e.

$$U_t(A) = \frac{\text{vol}_d(A \cap K(t))}{\text{vol}_d(K(t))}, \quad A \subset K, \ t > 0,$$

where $\text{vol}_d$ denotes the $d$-dimensional Lebesgue measure. Note that if $K = K(0)$ is bounded, then also $U_0$ is well-defined and denotes the uniform distribution in $K$. The slice sampler, starting from a state $x$ works as follows: First choose a level $t$ uniformly distributed in $(0, \rho(x))$ and then sample the next state with respect to $R_t(x, \cdot)$ in the level.
set $K(t)$. If $R_t(x, \cdot) = U_t(\cdot)$ then the slice sampler is called simple slice sampler \cite{13}. The corresponding Markov operator is defined by

$$Rf(x) = \frac{1}{\rho(x)} \int_0^{\rho(x)} R_t f(y) \, dt = \frac{1}{\rho(x)} \int_0^{\rho(x)} \int_{K(t)} f(y) R_t(x, dy) \, dt,$$

for all $f \in L_2(\pi)$. For any $t > 0$ we assume that $R_t$ is a positive operator on $L_2(U_t)$, which is the set of all square integrable real functions with respect $U_t$ on $K(t)$, i.e.

$$\langle R_t f, f \rangle_{U_t} = \int_{K(t)} R_t f(x) f(x) U_t(dx) \geq 0.$$ 

To show that $R$ is positive, let

$$K_\rho = \{(x, t) \mid x \in K, \ t \in (0, \rho(x)) \} \subset \mathbb{R}^{d+1}$$

and let $\mu$ be the uniform distribution in $K_\rho$. Let $L_2(\mu)$ be the Hilbert space of functions $g: K_\rho \to \mathbb{R}$ with inner product

$$\langle g_1, g_2 \rangle_\mu = \int_{K_\rho} g_1(x, t) g_2(x, t) \, d\mu(x, t)$$

for $g_1, g_2 \in L_2(\mu)$. We define the operators $M: L_2(\mu) \to L_2(\pi)$ and $T: L_2(\mu) \to L_2(\mu)$ by

$$M g(x) = \frac{1}{\rho(x)} \int_0^{\rho(x)} g(x, t) \, dt.$$ 

and

$$T g(x, t) = \int_{K(t)} g(y, t) R_t(x, dy)$$

for $g \in L_2(\mu)$. The adjoint operator $M^*: L_2(\pi) \to L_2(\mu)$ is $M^* f(x, t) = f(x)$. The operator $T$ is self-adjoint, since $R_t$ is reversible with respect to $U_t$. For the positivity define $g_t(x) = g(x, t)$, $(x, t) \in K_\rho$. We have

$$\langle Tf, f \rangle_\mu = \int_0^\infty \langle R_t g_t, g_t \rangle_{U_t} \frac{\text{vol}_d(K(t))}{\text{vol}_{d+1}(K_\rho)} \, dt,$$

which implies positivity of $T$ by the positivity of $R_t$. By the fact that $R = M T M^*$ and by Lemma \cite{2.1} it is proven that $R$ is positive.

### 3.4 Metropolis algorithm

For simplicity we additionally assume that $K \subset \mathbb{R}^d$ is bounded. With some extra work one could avoid this assumption. Let $B$ be a positive proposal kernel which is reversible with respect to $U_0$, the uniform distribution in $K$. Then the Markov operator of the Metropolis algorithm is given by

$$M f(x) = \int_K f(y) \alpha(x, y) B(x, dy) + \left( 1 - \int_K \alpha(x, y) B(x, dy) \right) f(x)$$

where $\alpha(x, y) = 1 \land \frac{\rho(y)}{\rho(x)}$ and $f \in L_2(\pi)$. We interpret the Metropolis algorithm as a slice sampler. For $t \geq 0$, $x \in K(t)$ and $A \subset K$ define

$$R_t(x, A) = B(x, A \cap K(t)) + (1 - B(x, K(t))) \mathbf{1}_A(x).$$

Recall that

$$Rf(x) = \frac{1}{\rho(x)} \int_0^{\rho(x)} \int_{K(t)} f(y) R_t(x, dy) \, dt,$$

is the Markov operator of the slice sampler and that $U_t$ is the uniform distribution in $K(t)$. 

---
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Lemma 3.1. 1. If $B$ is reversible with respect to $U_0$, then $R_t$ is reversible with respect to $U_t$ for any $t \geq 0$.

2. If $B$ is positive on $L^2(U_0)$, then $R_t$ is positive on $L^2(U_t)$ for any $t \geq 0$.

3. The general slice sampler and the Metropolis algorithm coincide, i.e. $Rf = Mf$ for $f \in L^2(\pi)$.

Proof. We have for any $f, g \in L^2(U_t)$ that

$$
\langle R_t f, g \rangle_{U_t} = \int_{K(t)} \int_{K(t)} f(y) g(x) \mathbf{1}_{K(t)}(y) B(x, dy) U_t(dx)
+ \int_{K(t)} (1 - B(x, K(t))) f(x) g(x) U_t(dx)
= \langle B(\mathbf{1}_{K(t)} f), \mathbf{1}_{K(t)} g \rangle_{U_0} \frac{\text{vol}_d(K)}{\text{vol}_d(K(t))}
+ \int_{K(t)} (1 - B(x, K(t))) f(x) g(x) U_t(dx).
$$

By using the self-adjointness of $B$ on $L^2(U_0)$ we obtain that $R_t$ is self-adjoint on $L^2(U_t)$ for any $t \geq 0$, which proves (1). Assertion (2) follows by similar arguments. One obtains

$$
\langle R_t f, f \rangle_{U_t} = \langle B(\mathbf{1}_{K(t)} f), \mathbf{1}_{K(t)} f \rangle_{U_0} \frac{\text{vol}_d(K)}{\text{vol}_d(K(t))}
+ \int_{K(t)} (1 - B(x, K(t))) f(x)^2 U_t(dx),
$$

which, by using the positivity of $B$, proves the positivity of $R_t$. Note that the Markov operator of the slice sampler can be written as

$$
Rf(x) = \int_0^{\rho(x)} \int_{K(t)} f(y) B(x, dy) dt
+ \frac{f(x)}{\rho(x)} \int_0^{\rho(x)} \mathbf{1}_{K(t)}(x) (1 - B(x, K(t))) dt
= \frac{1}{\rho(x)} \int_K \int_0^\infty \mathbf{1}_{K(t)}(x) \mathbf{1}_{K(t)}(y) dt f(y) B(x, dy)
+ f(x) \left(1 - \frac{1}{\rho(x)} \int_K \int_0^\infty \mathbf{1}_{K(t)}(x) \mathbf{1}_{K(t)}(y) dt B(x, dy)\right).
$$

Then (3) follows by

$$
\frac{1}{\rho(x)} \int_0^\infty \mathbf{1}_{K(t)}(x) \mathbf{1}_{K(t)}(y) dt = \alpha(x, y).
$$

Note that, by the previous lemma all assumptions of Subsection 3.3 are satisfied if we additionally assume that $B$ is positive. Hence, the Metropolis algorithm defines a positive Markov operator if the proposal is positive.

References

[1] R. Kannan, L. Lovász, and M. Simonovits, Random walks and an $O^*(n^5)$ volume algorithm for convex bodies, Random Structures Algorithms 11 (1997), no. 1, 1–50.

[2] E. Kreyszig, Introductory functional analysis with applications, John Wiley & Sons, Inc., 1989.
Positivity of hit-and-run and related algorithms

[3] G. Lawler and A. Sokal, *Bounds on the $L^2$ spectrum for Markov chains and Markov processes: a generalization of Cheeger’s inequality*, Trans. Amer. Math. Soc. 309 (1988), no. 2, 557–580.

[4] J. Liu, W. Wong and A. Kong, *Covariance structure and convergence rate of the Gibbs sampler with various scans*, J. Roy. Statist. Soc. Ser. B 57 (1995), no. 1, 157–169.

[5] L. Lovász, *Hit-and-run mixes fast*, Math. Program. 86 (1999), no. 3, Ser. A, 443–461.

[6] L. Lovász and M. Simonovits, *Random walks in a convex body and an improved volume algorithm*, Random Structures and Algorithms 4 (1993), no. 4, 359–412.

[7] L. Lovász and S. Vempala, *Fast algorithms for logconcave functions: sampling, rounding, integration and optimization*, Proceedings of the 47th Annual IEEE Symposium on Foundations of Computer Science (Washington, DC, USA), FOCS ’06, IEEE Computer Society, 2006, pp. 57–68.

[8] , *Hit-and-run from a corner*, SIAM J. Comput. 35 (2006), no. 4, 985–1005.

[9] , *Simulated annealing in convex bodies and an $O^*(n^4)$ volume algorithm*, J. Comput. System Sci. 72 (2006), no. 2, 392–417.

[10] , *The geometry of logconcave functions and sampling algorithms*, Random Structures Algorithms 30 (2007), no. 3, 307–358.

[11] P. Mathé and E. Novak, *Simple Monte Carlo and the Metropolis algorithm*, J. Complexity 23 (2007), no. 4-6, 673–696.

[12] S. Meyn and R. Tweedie, *Markov chains and stochastic stability*, second ed., Cambridge University Press, 2009.

[13] A. Mira and L. Tierney, *Efficiency and convergence properties of slice samplers*, Scand. J. Statist. 29 (2002), no. 1, 1–12.

[14] G. Roberts and J. Rosenthal, *General state space Markov chains and MCMC algorithms*, Probability Surveys 1 (2004), 20–71.

[15] D. Rudolf, *Explicit error bounds for lazy reversible Markov chain Monte Carlo*, J. Complexity 25 (2009), no. 1, 11–24.

[16] , *Explicit error bounds for Markov chain Monte Carlo*, Dissertationes Math. 485 (2012), 93 pp.

[17] R. Smith, *Efficient Monte Carlo procedures for generating points uniformly distributed over bounded regions*, Oper. Res. 32 (1984), no. 6, 1296–1308.

[18] M. Ullrich, *Rapid mixing of Swendsen-Wang and single-bond dynamics in two dimensions*, ArXiv e-prints (2012).

[19] M. Ullrich, *Rapid mixing of Swendsen-Wang dynamics in two dimensions*, Ph.D. thesis, Friedrich-Schiller-Universität Jena, Germany, 2012.

Acknowledgments. The second author wants to thank F. Martinelli and P. Caputo for their kind hospitality while he was visiting Università Roma Tre, Italy. Additionally, we want to thank K. Łatuszyński and the referees for helpful comments.