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Abstract—AlphaCode is a code generation system for assisting software developers in solving competitive programming problems using natural language problem descriptions. Despite the advantages of the code generating system, the open source community expressed concerns about practicality and data licensing. However, there is no research investigating generated codes in terms of code clone and performance. In this paper, we conduct an empirical study to find code similarities and performance differences between AlphaCode-generated codes and human codes. The results show that (i) the generated codes from AlphaCode are similar to human codes (i.e., the average maximum similarity score is 0.56) and (ii) the generated code performs on par with or worse than the human code in terms of execution time and memory usage. Moreover, AlphaCode tends to generate more similar codes to humans for low-difficulty problems (i.e., four cases have the exact same codes). It also employs excessive nested loops and unnecessary variable declarations for high-difficulty problems, which cause low performance regarding our manual investigation. The replication package is available at https://doi.org/10.5281/zenodo.6820681
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I. INTRODUCTION

Over the past few years, Artificial Intelligence (AI) applications have become very popular, especially in the software engineering field, as they help software developers to work faster and more efficiently [1]. The examples of tasks that AI can assist developers in the software development process are (i) software defect prediction [2, 3], (ii) cost estimation [4, 5], (iii) task prioritization [6], (iv) expert recommendation [7], (v) security vulnerability detection [8, 9], and (vi) code generation [10, 11]. These AI applications rely on massive amounts of data from software development tools such as version control systems, issue tracking systems, and continuous integration and deployment systems (CI/CD).

In the case of the code generation system, AI models are expected to synthesize new and unseen codes, while they know existing programs from their training dataset [12]. Recently, several works focus on evaluating code generation systems on Codex [10] and GitHub Copilot [13] from security [14] and correctness aspects [15]. These code generation systems require a code comment or a short natural language as input for solving the given task.

AlphaCode, a transformer-based AI code generation system developed by DeepMind [11], is currently the state of the art for competitive programming AI. The advantage of AlphaCode compared to other code generation systems is that it can generate source codes from competitive programming problem descriptions, which usually require an understanding of algorithms and complex natural languages. However, as the model behind the AI used human codes for the training process, concerns about data-related issues were raised in the open source community, such as data privacy, licensing, and data extraction attacks [16, 17]. As there is no research investigating AlphaCode, it is unclear whether generated codes are clones of human codes. It is also unclear whether the performance of the generated codes at which, if deployed, how many resources (i.e., time and memory) are required to run the program.

In this paper, we conduct an empirical study to find code similarities and performance differences between AlphaCode-generated codes and human codes. We define two following research questions:

- \textbf{(RQ\textsubscript{1})} Are generated codes similar to human codes?
- \textbf{(RQ\textsubscript{2})} Can generated codes perform better than human codes?

We collected 44 samples of valid generated codes in C++ and Python languages from the AlphaCode official website [18] that solve 22 problems on Codeforces. We then retrieved 31,736 human codes by using the Codeforces API. For R\textsubscript{Q\textsubscript{1}}, we compare source code similarity between the generated and human codes using metrics to detect source code reuse [19]. For R\textsubscript{Q\textsubscript{2}}, we measure the performance of the codes based on an existing performance comparison work [20].

The results show that (i) the generated codes from AlphaCode are similar to the human codes (i.e., the average maximum similarity score is 0.56 and 0.50 for C++ and Python), while the code fragments in the generated code are comprised of various human codes (i.e., the uniqueness of 3.30\% and 8.94\% for C++ and Python) and (ii) the generated code performs on par with or worse than the human code in terms of execution time and memory usage. Furthermore, AlphaCode generates code that is more similar to human code for low-difficulty problems (i.e., four cases with the same code) and employs excessive nested loops and unnecessary variable declarations (i.e., using long long instead of int, unused integer list), resulting in poor performance.
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Regular Bracket Sequences
A bracket sequence is a string containing only characters "(" and ")". A regular bracket sequence is a bracket sequence that can be transformed into a correct arithmetic expression by inserting characters "*" and "#" between the original characters of the sequence. For example, bracket sequences "((())" and "(()())" are regular. The resulting expressions are: "((*)#())" and "(()*#())", and "((*)#())" and "(()*#())" are not.

You are given an integer n. Your goal is to construct and print exactly n different regular bracket sequences of length 2n.

| Input                                                                 | Example Input |
|-----------------------------------------------------------------------|---------------|
| The first line contains one integer \( t \) \((1 \leq t \leq 50)\) — the number of test cases. Each test case consists of one line containing one integer \( n \) \((1 \leq n \leq 50)\). |
| Output                                                                 | Example Output |
| For each test case, print \( n \) lines, each containing a regular bracket sequence of length exactly \( 2n \). All regular bracket sequences you output for a test case should be different (though they may repeat in different test cases). If there are multiple answers, print any of them. It can be shown that it’s always possible. |

Fig. 1: Example competitive programming problem from Codeforces (1574A - Regular Bracket Sequences) [21].

The rest of this paper is organized as follows. Section II describes the background of this research. Section III shows our analysis method. Section IV describes results of the analysis. Section V discusses limitations and threats to validity. Section VI concludes this paper and suggests future work.

II. BACKGROUND

In this section, we briefly explain terms that have been used throughout the paper.

A. Competitive Programming

Competitive programming is a competition that gives well-known computer science problems to contestants and asks them to solve those problems by writing source codes as quickly as possible [22]. To solve a problem, contestants have to analyze the description and use their logical, mathematical, and computer science skills to find the optimal solution, which is usually not directly stated in the description text. There are several well-known programming competitions that are annually held and supported by software organizations, such as Google Code Jam [23], Meta Hacker Cup [24], and ACM ICPC [25]. The format of competitions can be different depending on the host; for example, the number of problems, competition times, and available programming languages. In this paper, we focus on Codeforces, one of the most popular competitive programming platforms that has over one million users and regularly holds a weekly competition [26].

Figure 1 shows the competitive programming problem example, called Regular Bracket Sequences, hosted on Codeforces. The problem description consists of (i) the details of the problem, and (ii) input and output constraints, which include the format and the example test case. In this example, the contestants are asked to generate \( n \) different bracket sequences that can be transformed into a correct expression for each test case. There are multiple solutions to this problem, but they have to be executed within limited memory and time.

B. AlphaCode: A Competitive-level AI Code Generation

In February 2022, DeepMind introduced AlphaCode, a large-scale transformer-based code generation system. The main target of AlphaCode is to generate code for solving competitive programming problems that require an understanding of algorithms and complex natural languages. One of the highlights of AlphaCode is that it can generate the entire program from a long natural language description compared to Codex, a code generation system used in GitHub Copilot [10, 13], which is capable of generating code for a simple task with a short solution (e.g., function, API usage).

Several studies focused on the evaluation of the transformer-based code generation system. Chen et al. [10] evaluated Codex and found that it has a strong performance for easy interview problems. Nguyen and Nadi [15] evaluated the suggested codes of GitHub Copilot with LeetCode and found that it achieved at most 57% of correctness score. Pearce et al. [14] found that generated code can introduce the security vulnerability issue. In the case of AlphaCode, the evaluation is still limited as only DeepMind provides such information [11]. They found that AlphaCode achieved an average ranking within the top 54.3% with over 5,000 human contestants. Additionally, AlphaCode achieved 20.36% and 7.75% solve rates (i.e., pass@k metric) in introductory and competition tasks. However, the understanding of generated codes from AlphaCode is still unclear especially in terms of the quality of codes compared to the actual human codes. Hence, this study empirically evaluates the code similarities and performance differences between generated codes and human codes, as described in the following section.

III. Experiment Setup

This section presents the dataset and analysis methods to understand how generated codes are similar to human codes.

A. Dataset

Our dataset consists of (i) the generated codes from AlphaCode and (ii) the human codes from Codeforces. From the AlphaCode official website [18], there are 141 generated

| Table I: Summary information of our dataset. |
|---------------------------------------------|
| Summary information of collected generated codes |
| Detail | Mean | Median | SD | Total |
| --- | --- | --- | --- | --- |
| C++ language | 1 | 1 | 1 | 22 |
| - # codes | 31.772 | 26 | 11.688 | 699 |
| - # line of code | 1 | 1 | 1 | 22 |
| Python language | 16.318 | 15.5 | 6.724 | 359 |
| - # codes | 977 | 1000 | 102.48 | 21,508 |
| - # lines of code | 52.117 | 36.0 | 48.740 | 1,120,933 |
| Summary information of collected human codes |
| Detail | Mean | Median | SD | Total |
| --- | --- | --- | --- | --- |
| C++ language | 464 | 461 | 352.19 | 10,228 |
| - # codes | 14.274 | 11.0 | 16.990 | 145,998 |
| - # lines of code | 977 | 1000 | 102.48 | 21,508 |
codes from 43 different problems written in C++ and Python languages. However, some of these generated codes do not successfully solve the problems. Additionally, some problems have generated code in only one language. In this paper, we consider only problems that have both C++ and Python generated codes and those that can solve the problems correctly. We crawled and collected the 44 generated codes that solve 22 problems written in C++ and Python languages.

To empirically evaluate the generated codes, we retrieved human codes from Codeforces using a provided API on May 17, 2022. However, we were able to retrieve at most 1,000 submitted codes per language for each problem due to API limitations. We also collected the difficulty score of each problem. In the end, 21,508 C++ and 10,228 Python human codes were collected for our experiment. The summary of our dataset is described in Table 1.

B. Analysis for RQ1

TABLE II: An example of similarity value. A bold trigram is unique to a code fragment.

| Code fragment a | Code fragment b |
|-----------------|-----------------|
| if ( x != y); x++; | if ( y == x ); y++; |
| trigrams(a) | trigrams(b) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |
| \( \langle \text{trigrams} \rangle \) | \( \langle \text{trigrams} \rangle \) |

To analyze the source code similarity between generated and human codes, we make a comparison for each problem at the file-level granularity. We have employed two source code similarity metrics that have been used to measure the degree of source code reuse [19].

\[
\text{sim}(f_1, f_2) = \frac{\text{trigrams}(f_1) \cap \text{trigrams}(f_2)}{\text{trigrams}(f_1) \cup \text{trigrams}(f_2)}
\]

\[
\text{unique}(f, H) = \frac{\text{trigrams}(f) \setminus \bigcup_{h \in H} \text{trigrams}(h)}{\text{trigrams}(f)}
\]

where \( \text{trigrams}(f) \) is a multiset of token trigrams (three consecutive tokens) extracted from a file \( f \). Table II shows example values of the metrics for a pair of code fragments (i.e., a sample of lines in a file).

We calculate source code similarity for each pair of generated and human codes. A higher similarity indicates that a larger amount of source code could be reused from the human code. As Juergens et al. [27] reported that different authors write different source codes, the similarity is expected to be low.

The uniqueness of a generated code is defined as the ratio of trigrams that are unique to the generated code. In other words, it measures the number of trigrams in the generated code that are never included in human codes. A higher uniqueness indicates that the generated code includes only its own code. The uniqueness becomes low if token trigrams in generated codes are also found in human codes.

C. Analysis for RQ2

To analyze the performance difference between generated codes and human codes, we implement the system to measure the execution time and memory usage similar to Leelaprute et al. [20]. We first generate the input data based on the constraints of Codeforces problems. Due to the limitations of the Codeforces API, it is impossible to retrieve the largest input data for each problem. Hence, we use the upper-bond constraint described in the problem description as the size of the input in order to simulate the worst-case scenario. We then compile and execute both generated and human codes by using our input data. In this case, we use only human codes that are the most similar to generated codes for each problem. We repeatedly execute codes 100 times to reduce the threat from non-deterministic and other factors that affect the execution time and memory usage. We also set an execution time limit of five seconds to avoid the infinity loop case.

In our experiment, we use \texttt{memory-profiler}, a Python library for measuring the amount of memory consumption for each code execution with the execution timestamp [28]. For compiler and interpreter setup, we use the GNU G++20 11.2.0 compiler with -O2 option for C++ code compilation and CPython 3.9.7 for Python code execution. Our machine uses an AMD Ryzen Threadripper 3970X CPU and 128 GB of DDR4 RAM on Ubuntu 20.04 operating system.

To statistically validate the differences between the execution time and memory usage of generated codes and human codes, we use the independent sample t-test, which compares the means between two groups [29]. Our hypothesis is that “the execution time and memory usage between generated and human codes are the same or not”. We also measure the effect size using Cohen’s d, which shows differences based on means and standard deviations of two groups [30]. The interpretation is listed as follows: (i) \( 0 \leq d < 0.1 \) as Very small, (ii) \( 0.1 \leq d < 0.35 \) as Small, (iii) \( 0.35 \leq d < 0.65 \) as Medium, (iv) \( 0.65 \leq d < 0.9 \) as Large, or (v) \( d \geq 0.9 \) as Very large. In our experiment, we use NumPy [31], Scipy [32], and researchpy [33] for the statistical test.

IV. RESULTS

A. (RQ1) Are generated codes similar to human codes?

Similarity between generated and human codes. Figure 2 shows the similarity score between generated codes and human codes for each problem in C++ and Python. We find that, overall, AlphaCode can generate similar codes to human as the mean of maximum similarity scores for C++ (Figure 2a) and Python (Figure 2b) are 0.56 and 0.50 respectively. Only four cases that generated codes are exactly the same as human codes for both languages. We also find that these four cases have difficulty score at 800, which is one of the lowest score among all problems in our study.
Tables IV and V show that we show |Δ| and Cohen’s d if generated codes perform significant difference (p-value < 0.001).

| Difficulty | AlphaCode | Human |
|------------|-----------|-------|
| Mean | SD | Mean | SD | | Cohen's d |
| 1549A | 800 | 0.0009 | 0.0022 | 0.0017 | 0.0005 | - | - |
| 1549C | 1400 | 5.821 | 0.0069 | 0.0059 | 0.0074 | 5.7619 | 399.22* |
| 1551A | 800 | 5.8216 | 0.0047 | 0.0053 | 0.0027 | 5.8083 | 1501.59* |
| 1551B1 | 800 | 0.006 | 0.0018 | 0.0065 | 0.0011 | - | - |
| 1552A | 800 | 0.004 | 0.0006 | 0.0041 | 0.0008 | - | - |
| 1552B | 1500 | 5.8219 | 0.0057 | 0.0040 | 0.0017 | 5.773 | 1377.4* |
| 1553A | 800 | 0.0019 | 0.0004 | 0.0019 | 0.0005 | - | - |
| 1553H | 2900 | 5.821 | 0.0038 | 0.0019 | 0.0017 | 5.731 | 1961.69* |
| 1554A | 800 | 5.8199 | 0.0048 | 0.0059 | 0.0025 | 5.761 | 1477.15* |
| 1554B | 1700 | 5.82 | 0.0045 | 0.0203 | 0.017 | 5.799 | 1683.69* |
| 1554C | 1800 | 5.82 | 0.0052 | 0.0025 | 0.017 | 5.811 | 1488.17* |
| 1556A | 800 | 0.0031 | 0.0006 | 0.0024 | 0.0016 | 0.0072 | - |
| 1557A | 800 | 0.0914 | 0.0047 | 0.0911 | 0.0031 | - | - |
| 1559A | 900 | 0.0024 | 0.0027 | 0.002 | 0.0005 | - | - |
| 1560A | 800 | 0.000 | 0.0026 | 0.0001 | 0.0005 | - | - |
| 1561A | 800 | 0.0003 | 0.0066 | 0.0034 | 0.0006 | - | - |
| 1566A | 800 | 5.8194 | 0.0041 | 0.0146 | 0.024 | 5.8048 | 1722.22* |
| 1566D1 | 1100 | 0.0271 | 0.0038 | 0.0121 | 0.0018 | 0.0135 | 3.0* |
| 1567E | 2200 | 5.8213 | 0.0103 | 1.4461 | 0.044 | 4.3752 | 548.34* |
| 1568A | 800 | 0.0024 | 0.0022 | 0.0049 | 0.0008 | 0.065 | 1.7* |
| 1574C | 1800 | 5.82 | 0.0045 | 0.0203 | 0.017 | 5.799 | 1683.69* |
| 1574A | 800 | 0.0038 | 0.0017 | 0.0021 | 0.0004 | 0.0017 | 1.33* |

Answer to RQ2: Yes, generated codes from AlphaCode can be similar to human codes (the average maximum similarity is 0.56). The code fragments used by AlphaCode are common across all human codes.

B. (RQ2) Can generated codes perform better than human codes?

Comparison of execution time. Tables IV and V show the summary statistics of the execution time when receiving our generated input for generated codes and human codes written in C++ and Python, respectively. From our comparison, we find that 11 out of 22 C++ human codes (50%) and 6 out of 22 (27.27%) for Python significantly outperform generated codes (i.e., less execution times and highlighted in yellow). We also find that 8 out of 22 C++ generated codes (36.36%) and 5 (22.73%) for Python cannot execute within 5 seconds (i.e., time limit exceeded and highlighted in gray). On the other hand, only 3 out of 22 generated codes (13.64%) for both C++ and Python beat human codes with less than 0.01 second difference (i.e., highlighted in green). From our manual investigation for the time limit exceeded cases, we find that AlphaCode introduced unnecessary nested loops in the generated codes that are from high-difficulty problems.

Comparison of memory usage. Tables VI and VII show the summary statistics and comparison of memory usage.
### Summary statistics and comparison of memory usages

#### TABLE VI: Summary statistics and comparison of memory usages (in MB) between generated codes and human codes written in C++. Note that we show |Δ| and Cohen's d if generated codes perform significant difference (p-value < 0.001).

| Difficulty | Alpha Code Mean | SD | Human Code Mean | SD | |Δ| Cohen's d |
|------------|----------------|----|----------------|----|---|-------------|
| 154A 800   | 1.5249          | 0.2347 | 1.5765 | 0.397 | - | - |
| 154C 1400  | 14.0974         | 0.065  | 14.1612 | 0.0914 | - | - |
| 155A 800   | 1.5235          | 0.0386 | 1.5093 | 0.1562 | - | - |
| 155B 800   | 1.5237          | 0.2525 | 1.5041 | 0.1566 | - | - |
| 155A 800   | 1.5762          | 0.3998 | 1.5416 | 0.3124 | - | - |
| 155B 1500  | 4.9536          | 0.1488 | 4.2563 | 0.0464 | 0.7023 | 6.30^* |
| 155A 800   | 1.5039          | 0.1555 | 1.5301 | 0.2427 | - | - |
| 155H 2900  | 5.0258          | 0.055  | 15.0579 | 0.0506 | - | - |
| 155A 800   | 5.0258          | 0.055  | 15.0579 | 0.0506 | - | - |
| 155B 1700  | 3.5278          | 0.075  | 3.5279 | 0.0799 | - | - |
| 155C 1800  | 8.6922          | 69.62* | 3.7433 | 0.0508 | - | - |

#### TABLE VII: Summary statistics and comparison of memory usages (in MB) between generated codes and human codes written in Python. Note that we show |Δ| and Cohen's d if generated codes perform significant difference (p-value < 0.001).

| Difficulty | Alpha Code Mean | SD | Human Code Mean | SD | |Δ| Cohen's d |
|------------|----------------|----|----------------|----|---|-------------|
| 154A 800   | 39.1969         | 0.1079 | 39.1793 | 0.1105 | - | - |
| 154C 1800  | 8194.9658       | 78.5995 | 39.201  | 0.1217 | 0.2343 | 2.01* |

Summary statistics of the memory usage for generated codes and human codes written in C++ and Python, respectively. For the limit exceeded cases (i.e., highlighted in gray), the memory usages do not represent the total memory to solve each problem, but the usages before the process got terminated. From our comparison, we find that 4 out of 22 C++ and Python human codes (18.18%) significantly use a smaller amount of memory compared to generated codes (highlighted in yellow). Interestingly, the C++ generated code for the problem 1554C uses over 8,000 MB. On the other hand, only one Python generated code significantly beats human codes with less than 1 MB difference (i.e., highlighted in green). Our manual investigation for the large memory usage cases shows that AlphaCode did not optimize the variable type (i.e., use long long instead of int) and allocated unnecessary variables (i.e., generated list of integer, but did not use it). Similar to the execution time and memory usage, generated codes perform on par with or worse than human codes. We find that AlphaCode employs excessive nested loops and unnecessary variable declarations to solve the problems.

**Answer to RQ2:** No, in terms of execution time and memory usage, generated codes perform on par with or worse than human codes. We find that AlphaCode employs excessive nested loops and unnecessary variable declarations to solve the problems.

### Limitations and Threats to Validity

#### Limitations

A key limitation of this work is that we do not have access to the model of AlphaCode, which limits us to replicate the entire training and testing process for our research. We also do not have the access to a complete list of generated solutions from their official website, which limits our ability to understand the characteristic of generated codes. However, the competitive programming dataset for machine learning is available on GitHub [34], which could be useful for further investigation of AlphaCode learning process.

#### Threats to internal validity

The first threat is the correctness of test case for evaluation. Due to the limitations of Codeforces, we cannot retrieve the edge test cases with the maximum input size. Instead, we generated those edge test cases based on the problem descriptions, with a manual check to minimize a threat. The second threat is the selection of generated codes. Due to the limited access of AlphaCode model, we can only collect the randomly selected generated codes from AlphaCode official website. Even though those codes were randomly selected, in some cases having performance issues, the result shows that the similarity to human codes is in the same trend regardless of their performance and language.

#### Threats to external validity

The main external threat is the generality of results to other code generation systems. In this study, we investigated AlphaCode, which is mainly focused on generating competitive programming code. As a result, our findings may not apply to other types of code generation systems, such as GitHub Copilot. However, our approaches can be applied to those systems for further evaluation. Another threat is the sample size of the analyzed data. We analyzed only 44 generated codes with 31,736 human codes due to the dataset limitations. This small sample might not be able to represent the population. However, we manually checked those data to ensure the quality and to reduce bias.

### Conclusions and Future Works

This study conducted an empirical analysis to examine the performance and comparability of the AlphaCode-generated codes to human codes. Our results show that (i) AlphaCode generates similar codes to humans, which are comprised of various human code fragments and (ii) the generated code performs on par with or worse than the human code in terms of execution time and memory utilization. These results indicate that software developers should review the generated
codes as they might contain problematic codes and introduce performance issues.

In future work, we want to extend the study to a larger dataset including more languages and problems. While we have used source code similarity, source code naturalness [35] might be an interesting metric to understand the generated codes. We are also interested in other code generation models such as GitHub Copilot [13].
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