Regularity theory and numerical algorithm for the fractional Klein-Kramers equation
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Fractional Klein-Kramers equation can well describe subdiffusion in phase space. In this paper, we develop the fully discrete scheme for fractional Klein-Kramers equation based on the backward Euler convolution quadrature and local discontinuous Galerkin methods. Thanks to the obtained sharp regularity estimates in temporal and spatial directions after overcoming the hypocoercivity of the operator, the complete error analyses of the fully discrete scheme are built. It’s worth mentioning that the convergence of the provided scheme is independent of the temporal regularity of the exact solution. Finally, numerical results are proposed to verify the correctness of the theoretical results.
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1. Introduction

Subdiffusion is ubiquitous in the nature world (see, e.g., Metzler & Klafter, 2000c). Microscopically, it can be modeled by Langevin dynamics with long-tailed trapping (see, e.g., Metzler & Klafter, 2000b). To describe how the presence of the trapping events leads to the macroscopic observation of subdiffusion, the authors establish the fractional Klein-Kramers equation (see, e.g., Metzler & Klafter, 2000a,b). This paper is concerned with the regularity estimate and numerical analysis for the fractional Klein-Kramers equation, i.e.,

\[ \partial_t G(x,v,t) + 0_1^{1-\alpha} \left( \eta v \frac{\partial}{\partial x} - \frac{\gamma}{m} \eta v - \frac{\gamma \eta}{m \beta} \frac{\partial^2}{\partial v^2} \right) G(x,v,t) = 0_1^{1-\alpha} f \quad ((x,v),t) \in \Omega \times (0,T] \]

with initial condition

\[ G(x,v,0) = G_0 \quad (x,v) \in \Omega \]

and boundary conditions

\[ G(x,0,t) = G(x,1,t) = 0 \quad (x,t) \in (0,1) \times (0,T], \]
\[ G(0,v,t) = G(1,v,t) = 0 \quad (v,t) \in (0,1) \times (0,T]. \]

Here \( \Omega = \{ (x,v) \mid 0 < x < 1, 0 < v < 1 \} \); \( T \) denotes the fixed terminal time; \( f \) is source term; \( v \) is the velocity, \( \eta \) is the friction constant, \( m \) is the mass of the particle, \( \gamma \) is the ratio of the intertrapping time.
scale and the internal waiting time scale, and $\beta$ is a variable related to the temperature and Boltzmann’s constant; without loss of generality, we take $\eta = \beta = m = \gamma = 1$ in the following: $0\partial_t^{1-\alpha}G$ is the Riemann-Liouville fractional derivative with $\alpha \in (0, 1)$ defined by (see, e.g., Podlubny, 1999)

$$0\partial_t^{1-\alpha}G = \frac{1}{\Gamma(\alpha)} \frac{\partial}{\partial t} \int_0^t (t - \xi)^{\alpha - 1} G(\xi) d\xi.$$  

(1.3)

In the past few years, there have been some discussions for solving fractional Klein-Kramers equation numerically (see, e.g., Deng & Li, 2011; Gao & Sun, 2012; Li et al., 2012; Nikan et al., 2021). In Deng & Li (2011), the authors consider the finite difference scheme for the fractional Klein-Kramers equation and provide the corresponding error analyses; furthermore the authors use finite difference scheme to solve fractional Klein-Kramers equation with Riesz fractional derivative in Li et al. (2012) and Nikan et al. (2021) provide a hybrid algorithm using the local radial basis functions based on finite difference to obtain the numerical solution of the fractional Klein-Kramers equation. From the above works, it can be noted that the corresponding numerical discussions in Galerkin framework for fractional Klein-Kramers equation are rare.

In this paper, we first build the regularity of Eq. (1.1), and then present the robust numerical scheme and complete error analyses. As for the regularity estimates, to overcome the challenges caused by the hypocoercivity of the operator $\left(\frac{v}{\partial x} - \frac{\partial}{\partial v} r - \frac{\partial^2}{\partial v^2}\right)$, we introduce a new operator $L'$ (one can refer to (2.1)) and provide the corresponding resolvent estimate (see Lemma 2.1); with the help of equivalent form of (1.1) and resolvent estimate, we find

$$\|G(t)\|_{L^2(\Omega)} \leq C\|G_0\|_{L^2(\Omega)} + C\|f(0)\|_{L^2(\Omega)} + C \int_0^t \|f'(s)\|_{L^2(\Omega)} ds$$

and

$$\|G'(t)\|_{L^2(\Omega)} \leq Ct^{-1}\|G_0\|_{L^2(\Omega)} + Ct^{\alpha-1}\|f(0)\|_{L^2(\Omega)} + C \int_0^t (t-s)^{\alpha-1}\|f'(s)\|_{L^2(\Omega)} ds.$$  

Next we use backward Euler convolution quadrature to discretize the temporal derivative and an $O(\tau)$ convergence rate is obtained without any regularity assumptions on the exact solution. At last, we use local discontinuous Galerkin method to discretize spatial derivative; to obtain the stability and the convergence of the fully-discrete scheme, we build a new discrete Grönwall’s inequality (see Lemma 4.1 for the details).

The plan of the paper is as follows. Next, we provide the regularity of the fractional Klein-Kramers equation in temporal and spatial directions, respectively. In Section 3, the time semi-discrete scheme is built by backward Euler convolution quadrature and the resulting error analysis is also provided. Then we use the local discontinuous Galerkin method to discretize the space operator and the error estimate is obtained in Section 4. Section 5 validates the effectiveness of the algorithm by extensive numerical experiments. We conclude the paper with some discussions in the last section. Throughout the paper, $C$ is a positive constant, whose value may differ at different places; $\| \cdot \|$ stands for the operator norm from $L^2(\Omega)$ to $L^2(\Omega)$; and $\overline{\cdot}$ means Laplace transform.

2. Regularity of the solution

Here we first provide some notations, and then present the solution and discuss its regularity. Define $\Gamma_{\theta, \kappa}$ for $\kappa > 0$ and $\theta \in (\frac{\pi}{2}, \pi)$ as

$$\Gamma_{\theta, \kappa} = \{ re^{-i\theta} : r \geq \kappa\} \cup \{ \kappa e^{i\omega} : |\omega| \leq \theta\} \cup \{ re^{i\theta} : r \geq \kappa\},$$

and
As for the operator $L_i$, i.e.,

\[ L_i = \nu \frac{\partial}{\partial x} - \frac{\partial}{\partial v} v - \frac{\partial^2}{\partial v^2} + \frac{1}{2} \]

with boundary conditions (1.2).

Applying $\partial_{\alpha-1}^\alpha$ on both sides of (1.1) and using the definition of $L_i$, we can get the equivalent form of (1.1), i.e.,

\[
\begin{align*}
0 & \partial_{\alpha-1}^\alpha (G(x,v,t) - G_0) + L_i G(x,v,t) = f + \frac{1}{2} G(x,v,t) \\
G(x,v,0) & = G_0 \\
G(x,0,t) & = G(x,1,t) = 0 \\
G(0,v,t) & = 0
\end{align*}
\]

(2.2)

As for the operator $L_i$, according to its definition (2.1) and using integration by parts, it’s easy to check that

\[
(\mathcal{L}G, G) = \int_0^1 v \int_0^1 \frac{\partial}{\partial x} G(x,v,t) dx dv - \frac{1}{2} \int_0^1 \int_0^1 \left( \frac{\partial}{\partial v} (vG(x,v,t)) \right) G(x,v,t) dx dv \\
- \int_0^1 \int_0^1 \frac{\partial^2}{\partial v^2} G(x,v,t) dx dv + \frac{1}{2} \int_0^1 \int_0^1 G(x,v,t) dx dv \\
= \frac{1}{2} \int_0^1 v \int_0^1 \left( \frac{\partial}{\partial x} G(x,v,t) \right)^2 dx dv \\
+ \frac{1}{2} \int_0^1 \int_0^1 \left( \frac{\partial}{\partial v} G(x,v,t) \right)^2 dx dv + \frac{1}{2} \int_0^1 \int_0^1 G(x,v,t) dx dv \\
= \int_0^1 v (1,v,t)'^2 dv - \frac{1}{2} \int_0^1 \int_0^1 v \frac{\partial}{\partial v} (G(x,v,t))^2 dv dx \\
+ \frac{1}{2} \int_0^1 v \frac{\partial}{\partial v} G(x,v,t) dv dx - \frac{1}{2} \int_0^1 \int_0^1 G(x,v,t)^2 dv dx,
\]

where $(\cdot, \cdot)$ means the inner product on $\Omega$. Since $G(x,0,t) = G(x,1,t) = 0$, it follows that

\[
\int_0^1 \int_0^1 v \frac{\partial}{\partial v} G(x,v,t)^2 dv dx = \int_0^1 v G(x,v,t)^2 dx \\
= \int_0^1 v G(x,v,t)^2 dv dx - \int_0^1 G(x,v,t)^2 dx \\
= - \int_0^1 \int_0^1 G(x,v,t)^2 dv dx,
\]

implying

\[
(\mathcal{L}G, G) = \int_0^1 v (1,v,t)^2 dv + \int_0^1 \int_0^1 v \frac{\partial}{\partial v} G(x,v,t) \frac{\partial}{\partial v} G(x,v,t) dv dx \geq 0,
\]

(2.3)
Proof. First, taking inverse Laplace transform for (2.4) leads to
\[ \tilde{G}(z) = E(z)G_0 + \tilde{R}(z)f(0) + \tilde{R}(z)\tilde{f}(z) + \frac{1}{2} \tilde{F}(z)\tilde{G}(z), \] (2.4)
where \( \tilde{\cdot} \) means Laplace transform and
\[ E(z) = z^{\alpha - 1}(z^{\alpha} + \mathcal{L})^{-1}, \]
\[ \tilde{F}(z) = (z^{\alpha} + \mathcal{L})^{-1}, \]
\[ \tilde{R}(z) = z^{-1}(z^{\alpha} + \mathcal{L})^{-1}. \]

Thus, iterating (2.4) \( m (m \in \mathbb{N}) \) times, one can get
\[ \tilde{G}(z) = \sum_{k=0}^{m} \left( \frac{1}{2} \tilde{F}(z) \right)^k (E(z)G_0 + \tilde{R}(z)f(0) + \tilde{R}(z)\tilde{f}(z) + \frac{1}{2} \tilde{F}(z)\tilde{G}(z)). \] (2.5)

Now we present the resolvent estimate of \( \mathcal{L} \).

**Lemma 2.1** Let \( \mathcal{L} \) be defined in (2.1). Then for \( z \in \Sigma_{\theta} = \{ z \in \mathbb{C} : z \neq 0, |\arg z| \leq \theta \} \) with \( \theta \in (\frac{\pi}{2}, \pi) \), there holds
\[ \| (z + \mathcal{L})^{-1} \| \leq C|z|^{-1}. \]

**Proof.** Let \((z + \mathcal{L})u = g\). Then we have
\[ ((z + \mathcal{L})u, u) = (g, u). \]
According to (2.3), one obtains
\[ ((z + \mathcal{L})u, u) \geq z\| u \|_{L^2(\Omega)}^2. \]
Using
\[ (g, u) \leq C\| g \|_{L^2(\Omega)}\| u \|_{L^2(\Omega)} \]
leads to the desired result. \( \square \)

**Remark 2.1** By Lemma 2.1, the inverse Laplace transforms of \( \tilde{E}(z) \), \( \tilde{F}(z) \), and \( \tilde{R}(z) \) satisfy
\[ \| E(t) \| \leq C, \quad \| F(t) \| \leq Ct^{\alpha - 1}, \quad \| R(t) \| \leq Ct^{\alpha}. \] (2.6)

Then we discuss spatial regularity of the solution \( G \).

**Theorem 2.1** Let \( G \) be the solution of (2.2). Assume \( G_0, f(0) \in L^2(\Omega) \), and \( \int_0^1 \| f'(s) \|_{L^2(\Omega)} ds < \infty \). Then one has
\[ \| G(t) \|_{L^2(\Omega)} \leq C\| G_0 \|_{L^2(\Omega)} + C\| f(0) \|_{L^2(\Omega)} + C \int_0^t \| f'(s) \|_{L^2(\Omega)} ds. \]

**Proof.** First, taking inverse Laplace transform for (2.4) leads to
\[ G(t) = E(t)G_0 + \tilde{R}(t)f(0) + \int_0^t \tilde{R}(t-s)f'(s)ds + \frac{1}{2} \int_0^t F(t-s)G(s)ds. \] (2.7)
According to (2.6) and using $T/t \geq 1$, we have

$$\|G(t)\|_{L^2(\Omega)} \leq C \|G_0\|_{L^2(\Omega)} + C \|f(0)\|_{L^2(\Omega)} + C \int_0^t \|f'(s)\|_{L^2(\Omega)} ds + C \int_0^t (t-s)^{\alpha-1} \|G(s)\|_{L^2(\Omega)} ds;$$

By Grönwall’s inequality (see, e.g., Elliott & Larsson, 1992), there exists

$$\|G(t)\|_{L^2(\Omega)} \leq C \|G_0\|_{L^2(\Omega)} + C \|f(0)\|_{L^2(\Omega)} + C \int_0^t \|f'(s)\|_{L^2(\Omega)} ds.$$
Similarly, one can get
\[ I_k \leq C \int_{I_{\beta}} \left| e^{\alpha^2} |z||z|^{-\alpha} |z|^{-1} |dz| \right| \|G_0\|_{L^2(\Omega)} \]
\[ \leq C \|G_0\|_{L^2(\Omega)} \]
\[ \leq C \|G_0\|_{L^2(\Omega)}. \]

Similarly, one can get
\[ III_k \leq C t^{\alpha-1} \left\| f(0) \right\|_{L^2(\Omega)}, \]
\[ IIV_k \leq C \int_0^t (t-s)^{\alpha-1} \left\| f'(s) \right\|_{L^2(\Omega)} ds. \]

As for IV, using \( m = \| t \| \) and Theorem 2.1, we obtain
\[ IV \leq C \int_0^t \int_{I_{\beta}} e^{\alpha^2} |z||z|^{-(m+1)\alpha} |dz| \|G(s)\|_{L^2(\Omega)} ds \]
\[ \leq C \int_0^t (t-s)^{(m+1)\alpha-2} \|G(s)\|_{L^2(\Omega)} ds \]
\[ \leq C \|G_0\|_{L^2(\Omega)} + C \|f(0)\|_{L^2(\Omega)} + C \int_0^t \|f'(s)\|_{L^2(\Omega)} ds. \]

Collecting the above estimates and using \( T/t \geq 1 \) lead to the desired result. \( \square \)

3. Temporal semi-discrete scheme and error analysis

In this section, we consider the temporal semi-discrete scheme of (2.2) and provide the corresponding error estimate. Let \( \tau = T/L (L \in \mathbb{N}^+ \) and \( t_i = i \tau, i = 1, 2, \ldots, L \). Here we use backward Euler convolution quadrature (see, e.g., Lubich, 1988a,b; Lubich et al., 1996) to discretize temporal operator, i.e., the temporal semi-discrete scheme can be written as: Find \( G^n \) such that
\[
\begin{cases}
\sum_{j=0}^{n-1} d_j^{(\alpha)} (G^{n-j} - G_0) + \mathcal{L} G^n = f^n + \frac{1}{2} G^n, \\
G^n(x, 0) = G^n(x, 1) = G^n(0, y) = 0, \\
G^0 = G_0,
\end{cases}
\]
(3.1)

where \( G^n \) is the numerical solution of \( G(x, v, t_n) \), \( f^n = f(t_n) \), and
\[ \sum_{j=0}^{m} d_j^{(\alpha)} \xi^j = (\delta_t(\xi))^{\alpha} = \left( \frac{1 - \xi}{t} \right)^{\alpha}. \]
(3.2)

It’s easy to know that \( d_j^{(\alpha)} \) have the following properties.

Lemma 3.1 (see, e.g., Chen et al., 2009; Deng et al., 2015) Let \( \{d_i^{(\alpha)}\}_{i=0}^\infty \) be defined in (3.2) with \( \alpha \in (0, 1) \). Then we have
\[ d_0^{(\alpha)} > 0; \quad d_i^{(\alpha)} < 0, \quad i \geq 1; \]
\[ \sum_{i=0}^\infty d_i^{(\alpha)} = 0. \]
To obtain the temporal error estimate, we first derive the solution of semi-discrete scheme (3.1). Multiplying $\xi^n$ on both sides of (3.1) and summing $n$ from 1 to $\infty$, we have

$$
\sum_{n=1}^{\infty} \sum_{j=0}^{n-1} d_j^{(\alpha)}(G^{n-j} - G_0)\xi^n + \sum_{n=1}^{\infty} \mathcal{L} G^n \xi^n = \sum_{n=1}^{\infty} f^n \xi^n + \sum_{n=1}^{\infty} \frac{1}{2} G^n \xi^n.
$$

Using the fact $f(t) = f(0) + \int_0^t f'(s)ds$ and introducing $R(t) = \int_0^t f'(s)ds$ lead to

$$
\sum_{n=1}^{\infty} G^n \xi^n = ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \sum_{n=1}^{\infty} f^0 \xi^n + ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \sum_{n=1}^{\infty} R(t_n) \xi^n + ((\delta t(\xi))^\alpha + \mathcal{L})^{-1}(\delta t(\xi))^\alpha \sum_{n=1}^{\infty} G^n \xi^n.
$$

Iterating (3.3) $m$ ($m \in \mathbb{N}$) times, one has

$$
\sum_{n=1}^{\infty} G^n \xi^n = \sum_{k=0}^{m} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \sum_{n=1}^{\infty} f^0 \xi^n + \sum_{k=0}^{m} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \sum_{n=1}^{\infty} R(t_n) \xi^n + \sum_{k=0}^{m} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1}(\delta t(\xi))^\alpha \sum_{n=1}^{\infty} G^n \xi^n.
$$

Thus there holds

$$
G^n = \sum_{k=0}^{m} \frac{1}{2\pi i} \int_{|\xi| = \xi_t} \xi^{-\alpha-1} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \xi d\xi f(0) + \sum_{k=0}^{m} \frac{1}{2\pi i} \int_{|\xi| = \xi_t} \xi^{-\alpha-1} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \sum_{j=1}^{\infty} R(t_j) \xi d\xi + \sum_{k=0}^{m} \frac{1}{2\pi i} \int_{|\xi| = \xi_t} \xi^{-\alpha-1} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^k ((\delta t(\xi))^\alpha + \mathcal{L})^{-1}(\delta t(\xi))^\alpha G^n \xi d\xi + \frac{1}{2\pi i} \int_{|\xi| = \xi_t} \xi^{-\alpha-1} \left( \frac{1}{2} ((\delta t(\xi))^\alpha + \mathcal{L})^{-1} \right)^{m+1} \sum_{j=1}^{\infty} G^j \xi d\xi.
$$

Taking $\xi_t = e^{-(\kappa+1)\tau}$, using Cauchy’s integral theorem, and introducing $\Gamma^\xi_{\theta,\kappa} = \{z \in \mathbb{C} : \kappa \leq |z| \leq \theta \}$,
According to (2.5), (3.5), and the definition of $\sin$,

$$
G'' = \frac{m}{2\pi i} \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}((\delta_\tau(e^{-zt}))^\alpha + \mathcal{L})^{-1} \right) \left( (\delta_\tau(e^{-zt}))^\alpha + \mathcal{L} \right)^{-1} \left( 1 - e^{-\tau g} \right) dzf(0)
$$

$$
+ \frac{m}{2\pi i} \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}((\delta_\tau(e^{-zt}))^\alpha + \mathcal{L})^{-1} \right) \left( (\delta_\tau(e^{-zt}))^\alpha + \mathcal{L} \right)^{-1} \left( \sum_{j=1}^\infty R(t_j)e^{-\tau g}dz \right)
$$

$$
+ \frac{m}{2\pi i} \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}((\delta_\tau(e^{-zt}))^\alpha + \mathcal{L})^{-1} \right) \left( (\delta_\tau(e^{-zt}))^\alpha + \mathcal{L} \right)^{-1} \left( \sum_{j=1}^\infty G^j e^{-\tau g}dz \right).
$$

(3.5)

**Theorem 3.1** Let $G$ and $G''$ be the solutions of (2.2) and (3.1), respectively. Assume $G_0$, $f(0) \in L^2(\Omega)$, and $\int_0^t (t-s)^{n-1} \|f'(s)\|_{L^2(\Omega)} ds < \infty$. Then one has

$$
\|G(t_n) - G''\|_{L^2(\Omega)} \leq C \tau \left( t_n^{-1} \ln(n) \|G_0\|_{L^2(\Omega)} + t_n^{n-1} \|f(0)\|_{L^2(\Omega)} + \int_0^{t_n} (t_n-s)^{n-1} \|f'(s)\|_{L^2(\Omega)} ds \right).
$$

**Proof.** According to (2.5), (3.5), and the definition of $R(t)$, there exists

$$
\|G(t_n) - G''\|_{L^2(\Omega)} \leq C \sum_{k=0}^m \left\| \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}(z^\alpha + \mathcal{L})^{-1} \right) \left( z^\alpha + \mathcal{L} \right)^{-1} z^\alpha dzf(0) \right\|_{L^2(\Omega)}
$$

$$
+ C \sum_{k=0}^m \left\| \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}(z^\alpha + \mathcal{L})^{-1} \right) \left( z^\alpha + \mathcal{L} \right)^{-1} \left( \sum_{j=1}^\infty R(t_j)e^{-\tau g}dz \right) \right\|_{L^2(\Omega)}
$$

$$
+ C \sum_{k=0}^m \left\| \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}(z^\alpha + \mathcal{L})^{-1} \right) \left( z^\alpha + \mathcal{L} \right)^{-1} G^j dz \right\|_{L^2(\Omega)}
$$

$$
+ C \left\| \frac{1}{2\pi i} \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}(z^\alpha + \mathcal{L})^{-1} \right) m+1 \tilde{G}dz - \frac{1}{2\pi i} \int_{\Gamma(x)} e^{\gamma n} \left( \frac{1}{2}(z^\alpha + \mathcal{L})^{-1} \right) m+1 \sum_{j=1}^\infty G^j e^{-\tau g}dz \right\|_{L^2(\Omega)}
$$

$$
\leq \sum_{k=0}^m I_k + \sum_{k=0}^m H_k + \sum_{k=0}^m I_k + IV.
$$
For $I_k$, it can be split into three parts, i.e.,

$$I_k \leq C \left\| \int_{f_{\theta,k}^{-1}} e^{\tau_n} \left( \frac{1}{2} (z^\alpha + \mathcal{L})^{-1} \right)^k (z^\alpha + \mathcal{L})^{-1} z^{-1} dz \right\| \| f(0) \|_{L^2(\Omega)}$$

$$+ C \left\| \int_{f_{\theta,k}^{-1}} (e^{\tau_n} - e^{\tau_{n-1}}) \left( \frac{1}{2} (z^\alpha + \mathcal{L})^{-1} \right)^k (z^\alpha + \mathcal{L})^{-1} z^{-1} dz \right\| \| f(0) \|_{L^2(\Omega)}$$

$$+ C \left\| \int_{f_{\theta,k}^{-1}} e^{\tau_{n-1}} \left( \frac{1}{2} (z^\alpha + \mathcal{L})^{-1} \right)^k (z^\alpha + \mathcal{L})^{-1} z^{-1} \right\| \| f(0) \|_{L^2(\Omega)}$$

$$- \left( \frac{1}{2} ((\delta_{\tau}(e^{-z\tau}))^\alpha + \mathcal{L})^{-1} \right)^k \left( ((\delta_{\tau}(e^{-z\tau}))^\alpha + \mathcal{L})^{-1} (\delta_{\tau}(e^{-z\tau}))^{-1} \right) dz \right\| \| f(0) \|_{L^2(\Omega)}$$

$$\leq I_{k,1} + I_{k,2} + I_{k,3}.$$

Lemma 2.1 and simple calculations imply

$$I_{k,1} \leq C \tau \int_{f_{\theta,k}^{-1}} \left| e^{\tau_n} \right| \left\| \left( \frac{1}{2} (z^\alpha + \mathcal{L})^{-1} \right)^k \right\| \left\| (z^\alpha + \mathcal{L})^{-1} \right\| \| dz \| \| f(0) \|_{L^2(\Omega)}$$

$$\leq C \tau \int_{f_{\theta,k}^{-1}} \left| e^{\tau_n} \right| \left| z \right|^{-(k+1)\alpha} \| dz \| \| f(0) \|_{L^2(\Omega)}$$

$$\leq C \tau \tau_n^{\alpha-1} \| f(0) \|_{L^2(\Omega)}.$$

According to the fact $|\frac{1}{z} - e^{-z\tau}| \leq C|z|$, one has

$$I_{k,2} \leq C \tau \tau_n^{\alpha-1} \| f(0) \|_{L^2(\Omega)}.$$

Using the fact $|z - \delta_{\tau}(e^{-z\tau})| \leq C|z|^2 \tau$ (see, e.g., Jin et al., 2016, 2017; Lubich et al., 1996) and doing simple calculations lead to

$$\left\| \left( \frac{1}{2} (z^\alpha + \mathcal{L})^{-1} \right)^k (z^\alpha + \mathcal{L})^{-1} z^{-1} \right\| \leq C \tau \tau_n^{\alpha-1} \| f(0) \|_{L^2(\Omega)}.$$

which yields

$$I_{k,3} \leq C \tau \tau_n^{\alpha-1} \| f(0) \|_{L^2(\Omega)}.$$

Similarly, one has

$$HI_k \leq C \tau \tau_n^{-1} \| G_0 \|_{L^2(\Omega)}.$$
As for $I_k$, we split it into two parts, i.e.,

$$I_k \leq C \left\| \int_0^t \left( \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz \right\|_{L^2(\Omega)}$$

$$\leq C \left\| \int_0^t \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz f'(s) ds \right\|_{L^2(\Omega)}$$

$$\leq C \left\| \int_0^t \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz f'(s) ds \right\|_{L^2(\Omega)}$$

$$\leq C \left\| \int_0^t \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz f'(s) ds \right\|_{L^2(\Omega)}$$

$$\leq C \left\| \int_0^t \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz f'(s) ds \right\|_{L^2(\Omega)}$$

$$\leq C \tau \int_0^t (t_n - s)^{\alpha - 1} \| f'(s) \|_{L^2(\Omega)} ds.$$

As for $I_{k, 2}$, the following fact

$$\tau \sum_{n=1}^\infty R(t_n) e^{-\tau_n} = \tau \sum_{n=1}^\infty \int_0^{t_n} f'(r) dr e^{-\tau_n}$$

$$= \tau \sum_{n=1}^\infty \int_{t_{j-1}}^{t_j} f'(r) dr e^{-\tau_n}$$

yields

$$I_{k, 2} \leq C \left\| \int_0^t \int_{\mathbb{R}^n} e^{\tau(n-t)} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^k (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right) dz f'(s) ds \right\|_{L^2(\Omega)}$$

$$\leq C \tau \int_0^t (t_n - s)^{\alpha - 1} \| f'(s) \|_{L^2(\Omega)} ds.$$

As for $IV$, we introduce $e_t = G(t_k) - G^k$ and define $B_j$ by

$$B_j = \tau \int_{\mathbb{R}^n} e^{\tau_j} \left( \frac{1}{2} (\delta_\tau e^{-\tau})^\alpha + \mathcal{L}^{-1} \right)^{m+1} dz.$$  

Here we choose $m = \left\lfloor \frac{1}{\alpha} \right\rfloor$. It is easy to verify

$$\| B_j \| \leq C \tau \left( \frac{1}{\alpha} \right)^{m+1}.$$  

(3.6)
Thus, we can rewrite IV as

\[
IV \leq C \sum_{j=1}^{n} \left\| \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} e^{i(t_0-s)} \left( \frac{1}{2} (Z^\alpha + L^\alpha)^{-1} \right)^{m+1} d\tau G(s) ds - B_{n-j} G^j \right\|_{L^2(\Omega)}
\]

\[
\leq C \sum_{j=1}^{n} \left\| \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} e^{i(t_0-s)} \left( \frac{1}{2} (Z^\alpha + L^\alpha)^{-1} \right)^{m+1} d\tau (G(s) - G(t_j)) ds \right\|_{L^2(\Omega)}
\]

\[
+ C \sum_{j=1}^{n} \left\| \left( \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} e^{i(t_0-s)} \left( \frac{1}{2} (Z^\alpha + L^\alpha)^{-1} \right)^{m+1} d\tau ds - B_{n-j} \right) G(t_j) \right\|_{L^2(\Omega)}
\]

\[
+ C \sum_{j=1}^{n} \left\| B_{n-j} \right\|_{L^2(\Omega)}
\]

\[
\leq IV_1 + IV_2 + IV_3.
\]

Using Theorem 2.2, one can get

\[
IV_1 \leq C \left\| \int_{t_0}^{t_1} \int_{I_{0,x}} e^{i(t_0-s)} \left( \frac{1}{2} (Z^\alpha + L^\alpha)^{-1} \right)^{m+1} d\tau (G(s) - G(t_1)) ds \right\|_{L^2(\Omega)}
\]

\[
+ \sum_{j=2}^{n} C \left\| \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} e^{i(t_0-s)} \left( \frac{1}{2} (Z^\alpha + L^\alpha)^{-1} \right)^{m+1} d\tau (G(s) - G(t_j)) ds \right\|_{L^2(\Omega)}
\]

\[
\leq C \int_{t_0}^{t_1} \int_{I_{0,x}} |e^{i(t_0-s)}||s|^{-\alpha}\left( 1 + \frac{1}{2} (s^\alpha + \tau^\alpha)^{-1} \right)^{m+1} d\tau (G(s) + \|G(s)\|_{L^2(\Omega)} + \|G(t_1)\|_{L^2(\Omega)}) ds
\]

\[
+ \sum_{j=2}^{n} C \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} |e^{i(t_0-s)}||s|^{-\alpha}\left( 1 + \frac{1}{2} (s^\alpha + \tau^\alpha)^{-1} \right)^{m+1} d\tau (G'(r) + \|G'(r)\|_{L^2(\Omega)}) dr ds
\]

\[
\leq C \frac{\tau}{(1+\alpha)\tau} \left( \|G(s)\|_{L^2(\Omega)} + \|G(t_1)\|_{L^2(\Omega)}) + \sum_{j=2}^{n} C \int_{t_{j-1}}^{t_j} \int_{I_{0,x}} |e^{i(t_0-s)}||s|^{-\alpha}\left( 1 + \frac{1}{2} (s^\alpha + \tau^\alpha)^{-1} \right)^{m+1} d\tau (G'(r) + \|G'(r)\|_{L^2(\Omega)}) dr ds
\]

\[
\leq C \tau \left( \ln(n) \|G_0\|_{L^2(\Omega)} + \|f(0)\|_{L^2(\Omega)} + \int_{0}^{t_0} \|f'(s)\|_{L^2(\Omega)} ds \right).
\]
Simple calculations lead to

\[ IV_2 \]
\[
\leq C \sum_{j=1}^{n} \left| \int_{t_{j-1}}^{t_j} \int_{\Gamma_{k,x}} e^{z(t_n-s)} \left( \frac{1}{2} (\varepsilon^{\alpha} + \mathcal{L}^{-1}) \right)^{m+1} dz \right| \left| G(t_j) \right|_{L^2(\Omega)} \\
- \tau \int_{t_{j-1}}^{t_j} e^{z(t_n-t_j)} \left( \frac{1}{2} (\varepsilon^{\alpha} + \mathcal{L}^{-1}) \right)^{m+1} dz \left| G(t_j) \right|_{L^2(\Omega)} \\
\leq C \sum_{j=1}^{n} \left| \int_{t_{j-1}}^{t_j} \int_{\Gamma_{k,x}} e^{z(t_n-s)} \left( \frac{1}{2} (\varepsilon^{\alpha} + \mathcal{L}^{-1}) \right)^{m+1} dz \right| \left| G(t_j) \right|_{L^2(\Omega)} \\
+ C \sum_{j=1}^{n} \left| \int_{t_{j-1}}^{t_j} \int_{\Gamma_{k,x}} e^{z(t_n-s)} - e^{z(t_n-t_j)} \left( \frac{1}{2} (\varepsilon^{\alpha} + \mathcal{L}^{-1}) \right)^{m+1} dz \right| \left| G(t_j) \right|_{L^2(\Omega)} \\
+ C \sum_{j=1}^{n} \left| \int_{t_{j-1}}^{t_j} \int_{\Gamma_{k,x}} e^{z(t_n-s)} \left( \frac{1}{2} (\varepsilon^{\alpha} + \mathcal{L}^{-1}) \right)^{m+1} dz \right| \left| G(t_j) \right|_{L^2(\Omega)} \\
\leq C^2 \sum_{j=1}^{n} \left( t_n - t_j + \tau \right)^{(m+1)\alpha-2} \left| G(t_j) \right|_{L^2(\Omega)} + C \tau \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \left( t_n - s \right)^{(m+1)\alpha-2} ds \left| G(t_j) \right|_{L^2(\Omega)} \\
\leq C \tau \left( \left| G_0 \right|_{L^2(\Omega)} + \left| f(0) \right|_{L^2(\Omega)} + \int_{0}^{t_n} \left| f'(s) \right|_{L^2(\Omega)} ds \right) .
\]

As for \( IV_3 \), using (3.6), one has

\[ IV_3 \leq C \tau \sum_{j=1}^{n} \left( t_n - t_j \right)^{(m+1)\alpha-1} \left| e_j \right|_{L^2(\Omega)} .
\]

Thus combining the discrete Grönwall’s inequality (see, e.g., Thomée, 2006), the desired result is reached. \( \square \)

4. Fully-discrete scheme and error analysis

In this section, we provide the fully-discrete scheme by using local discontinuous Galerkin (LDG) method to discretize the operator \( \mathcal{L} \) and discuss the resulting error estimates.

Introduce a well approximation of the physical domain \( \Omega \) by the computational domain \( \Omega_h \) and the rectangle meshes are used. Let mesh size \( h = 1/N \) \( (N \in \mathbb{N}^+) \), \( x_i = v_i = ih \), \( (i = 0, 1, \ldots, N) \) and the elements

\[ I_{i,j} = (x_{i-1}, x_i) \times (v_{j-1}, v_j) \quad i, j = 1, 2, \ldots, N .\]

The polynomial space \( \mathbb{P}_k(I_{i,j}) \) consists of polynomials in \( I_{i,j} \) of degree at most \( k \) \( (k \geq 1) \) and the discontinuous finite element space \( V_{h,k} \) can be defined by

\[ V_{h,k} = \{ v : \Omega_h \rightarrow \mathbb{R} | v|_{I_{i,j}} \in \mathbb{P}_k(I_{i,j}), i, j = 1, \ldots, N \} .\]
Let $\mathbf{P}^n = \{P^n_x, P^n_i\} = \nabla G^n$. According to (3.1) and the definition of $L^v$, we have

$$
\begin{cases}
\left( \sum_{k=0}^{n-1} d_k^{(x)} (G^{n-k} - G^0), \mu \right)_{L_i^j} + (v P^n_x, \mu)_{L_i^j} - (v P^n_x, \mu)_{h_i^j} \\
+ \left( P^n_v \frac{\partial}{\partial v} \mu \right)_{L_i^j} - \int_{x_{i-1}}^{x_i} P^n_v \mu \left|_{v=v_{j-1}} \right. d x = (f^n, \mu)_{h_i^j} + (G^n, \mu)_{h_i^j} \quad (4.1)
\end{cases}
$$

for all $\mu \in H^1(\Omega)$ and $v \in (H^1(\Omega))^2$. Here $\mathbf{n}$ means the outward unit vector of $\partial L_i^j$. Let $\{G^n_h, P^n_h\} = \{G^n_h, \{P^n_{x,h}, P^n_{v,h}\}\}$ be the approximation of $\{G^n, P^n\}$. Then we can write the LDG scheme as: Find $\{G^n_h, P^n_h\} \in V_{h,k} \times (V_{h,k})^2$ such that

$$
\begin{cases}
\left( \sum_{k=0}^{n-1} d_k^{(x)} (G^{n-k}_h - G^0_h), \mu_h \right)_{L_i^j} + (v P^n_{x,h}, \mu_h)_{L_i^j} - (v P^n_{x,h}, \mu_h)_{h_i^j} \\
- \left( \frac{\partial}{\partial v} P^n_{v,h}, \mu_h \right)_{L_i^j} + \int_{x_{i-1}}^{x_i} (P^n_{v,h} - \tilde{P}^n_{v,h}) \mu_h \left|_{v=v_{j-1}} \right. d x = (f^n, \mu_h)_{h_i^j} + (G^n_h, \mu_h)_{h_i^j} \quad (4.2)
\end{cases}
$$

for all $\mu_h \in V_{h,k}$ and $v_h \in (V_{h,k})^2$. Here we choose the fluxes (see, e.g., Castillo et al., 2001; Cockburn & Shu, 1998)

$$
\begin{align*}
G^n_h(x_i, v) &= G^n_h(x_i^-, v) = \lim_{x \to x_i^-} G^n_h(x, v) \quad i = 1, \ldots, N, \\
G^n_h(x_0, v) &= G^n_h(x_0, v),
\end{align*}
$$

and

$$
\begin{align*}
\hat{G}^n_h(x, v_j) &= \hat{G}^n_h(x, v_j^-) = \lim_{v \to v_j^-} G^n_h(x, v) \quad j = 1, \ldots, N - 1, \\
\hat{G}^n_h(x, v_N) &= \hat{G}^n_h(x, v_N) = 0, \\
\hat{P}^n_{v,h}(x, v_j) &= P^n_{v,h}(x, v_j^-) = \lim_{v \to v_j^-} P^n_{v,h}(x, v) \quad j = 1, \ldots, N, \\
\hat{P}^n_{v,h}(x, v_0) &= P^n_{v,h}(x, v_0^-) + \frac{\hat{\partial} G^n_h(x, v_0^-)}{h},
\end{align*}
$$

where $\Theta$ is a positive constant.
Denote $\phi_h = \{G^n_h, P^n_h\}_{k=1}^m$ and $\psi_h = \{\mu_h, v_h, \eta_h\}$. Introduce

$$B_n(\phi_h, \psi_h) = \sum_{i,j=1}^{N} \left( \sum_{k=0}^{n-1} d_k^{(\alpha)}(G^0_h - G^0_h, \mu_h)_{i,j} + (vP^n_{y,h}; \mu_h)_{i,j} - (vP^n_{y,h}; \mu_h)_{i,j} ight)$$

Then we have

Using Cauchy’s integral theorem and doing simple calculations lead to

Assume that

Proof. Assume that $v^n$ satisfies

Thus we can rewrite (4.2) as

To prove stability of the scheme, we first provide a new discrete Grönwall’s inequality.

**Lemma 4.1** Let $u^n \geq 0$ ($n = 0, 1, \ldots$) satisfy

Then we have

$$u^n \leq C u^0.$$  

**Proof.** Assume that $v^n$ satisfies

Multiplying $\xi^n$ on both sides of (4.6) and summing $n$ from 1 to $\infty$, we obtain

Combining the definition of $d_k^{(\alpha)}$, i.e., (3.2), one can get

Using Cauchy’s integral theorem and doing simple calculations lead to

$$v^n = \frac{1}{2\pi i} \int_{R_y} e^{\delta z} (\delta z (e^{-\delta z}))^{-1} u^0 dz + \frac{\tau}{2\pi i} \int_{R_y} e^{\delta z} (\delta z (e^{-\delta z}))^{-1} u^0 e^{-\delta z} dz.$$
Thus by using $C_1|z| \leq |\delta_t(e^{-\tau z})| \leq C_2|z|$ with $C_1, C_2$ being two positive constants for $z \in \Gamma_{\theta,k}^+$ (see, e.g., Jin et al., 2016, 2017) and simple calculations, there holds

$$|v^n| \leq C|u^0| + C\tau \sum_{i=0}^{n-1} |u^{n-i}|.$$

Subtracting (4.6) from (4.5), we have

$$\sum_{k=0}^{n-1} d_k^{(\alpha)} (u^{n-k} - v^{n-k}) \leq 0.$$

Further, Lemma 3.1 gives

$$u^n \leq v^n \leq C|u^0| + C\tau \sum_{i=0}^{n-1} |u^{n-i}|.$$

Combining the discrete Grönewall inequality (see, e.g., Thomée, 2006), we have

$$u^n \leq C|u^0|.$$

This completes the proof.

Thanks to above Lemma 4.1, we can get the following stability result.

**Theorem 4.1** The scheme (4.2) with fluxes (4.3) and (4.4) is $L^2$ stable, i.e.,

$$\|e^n_G\|_{L^2(\Omega)} \leq C\|e^0_G\|_{L^2(\Omega)},$$

where $e^n_G = G^n_h - \tilde{G}^n_h$.

**Proof.** Choosing $\mu = e^n_G, \nu = \{\nu e^n_G - \nu e^n_V\}$, and $\eta = e^n_P$, one has

$$\mathcal{B}_n(\mu, \nu) = \sum_{i,j=1}^{N} \left( \left( \sum_{k=0}^{n-1} d_k^{(\alpha)} (e^n_G - e^n_V), e^n_G \right)_{h,i,j} + (\nu e^n_G, e^n_V)_{h,i,j} - (\nu e^n_V, e^n_G)_{h,i,j} + \frac{i}{\tau} \int_{t_{i-1}}^{t_i} (e^n_G - \tilde{e}^n_G) (e^n_V - \tilde{e}^n_V) |v|_{\Gamma_{i,j}} dx \right) = 0.$$

By the fluxes (4.3) and (4.4), we have

$$\sum_{i,j=1}^{N} \left( - \left( \frac{\partial}{\partial v} e^n_G, e^n_G \right)_{h,i,j} + \frac{i}{\tau} \int_{t_{i-1}}^{t_i} (e^n_G - \tilde{e}^n_G) (e^n_V - \tilde{e}^n_V) |v|_{\Gamma_{i,j}} dx \right) = \sum_{i=1}^{N} \int_{t_{i-1}}^{t_i} \frac{\partial (e^n_P (v^n) )^2}{h} dx.$$
and
\[
\sum_{i,j=1}^{N} \left( (\nabla \epsilon_G^n, \nu_h)_{l_{ij}} - (\epsilon_G^n - \hat{\epsilon}_G^n, \nu_h)_{\partial l_{ij}} \right) \\
= \frac{1}{2} \sum_{j=1}^{N} \int_{v_j}^{
u_j} \left( \sum_{i=1}^{N-1} \nu_j(\hat{\epsilon}_G^n(x_j^-) - \epsilon_G^n(x_j)) \right)^2 + \nu_j(\epsilon_G^n(x_j^-) - \epsilon_G^n(x_j))^2 \, dv \\
\quad + \frac{1}{2} \sum_{i=1}^{N} \int_{x_i}^{x_i+1} \left( \sum_{j=1}^{N-1} \nu_j(\hat{\epsilon}_G^n(v_j^-) - \epsilon_G^n(v_j)) \right)^2 + \nu_j(\epsilon_G^n(v_j^-) - \epsilon_G^n(v_j))^2 \, dx \\
\quad + \frac{1}{2} \sum_{i,j=1}^{N} (\hat{\epsilon}_G^n, \epsilon_G^n)_{l_{ij}}.
\]

Thus
\[
\sum_{i,j=1}^{N} \left( d_{ij}^{(\alpha)} \epsilon_G^n, \epsilon_G^n \right)_{l_{ij}} \\
\leq \sum_{i,j=1}^{N} \left( \sum_{k=0}^{n-1} d_k^{(\alpha)} \epsilon_G^n, \epsilon_G^n \right)_{l_{ij}} \\
\leq \sum_{k=0}^{n-1} \left( \sum_{i,j=1}^{N} d_k^{(\alpha)} \left( \| \epsilon_G^n \|_{L^2(l_{ij})}^2 \right) - \sum_{i,j=1}^{N} \left( \| \epsilon_G^n \|_{L^2(l_{ij})}^2 \right) \right) \\
\leq \frac{1}{2} \sum_{k=0}^{n-1} \left( \sum_{i,j=1}^{N} d_k^{(\alpha)} \left( \| \epsilon_G^{n-k} \|_{L^2(l_{ij})}^2 \right) - \sum_{i,j=1}^{N} \left( \| \epsilon_G^n \|_{L^2(l_{ij})}^2 \right) \right),
\]

which leads to
\[
\sum_{k=0}^{n-1} \sum_{i,j=1}^{N} d_k^{(\alpha)} \left( \| \epsilon_G^{n-k} \|_{L^2(l_{ij})}^2 \right) \leq \sum_{i,j=1}^{N} \left( \| \epsilon_G^n \|_{L^2(l_{ij})}^2 \right).
\]

Further combining Lemma 4.1, we can obtain the desired result. \qed

At last, we provide the error estimate for the fully-discrete scheme (4.2). Introduce $L^2$ projection operator $\mathcal{P}_x$ in one dimension as, for all $(x_{i-1}, x_i) \in (0, 1)$
\[
\int_{x_{i-1}}^{x_i} (\mathcal{P}_x \mu - \mu) \, dx = 0 \quad \forall \nu \in \mathbb{P}_k(x_{i-1}, x_i).
\]

Define the projection operators $\mathcal{P}_x^+$ and $\mathcal{P}_x^-$ as
\[
\int_{x_{i-1}}^{x_i} (\mathcal{P}_x^+ \mu - \mu) \, dx = 0 \quad \forall \nu \in \mathbb{P}_{k-1}(x_{i-1}, x_i) \quad \text{and} \quad \mathcal{P}_x^+ \mu(x_{i-1}) = \mu(x_{i-1}),
\]

and
\[
\int_{x_{i-1}}^{x_i} (\mathcal{P}_x^- \mu - \mu) \, dx = 0 \quad \forall \nu \in \mathbb{P}_{k-1}(x_{i-1}, x_i) \quad \text{and} \quad \mathcal{P}_x^- \mu(x_i) = \mu(x_i).
\]

Moreover, define the following projections in two dimensions by tensor products
\[
\Pi = \mathcal{P}_x \otimes \mathcal{P}_v^+ , \quad \Pi_0 = \mathcal{P}_x \otimes \mathcal{P}_v, \quad \Pi_0^- = \mathcal{P}_x \otimes \mathcal{P}_v^-.
\]
LEMMA 4.2 (see, e.g., Cockburn et al., 2001) For any \( u \in \mathbb{P}_{k+1}(I_{i,j}) \) and \( \nu = \{ \nu_x, \nu_y \} \in (\mathbb{P}_k(I_{i,j}))^2 \), we have

\[
\begin{align*}
\left( u - \Pi u, \frac{\partial}{\partial x} \nu_x \right)_{I_{i,j}} - \int_{\nu_{i,j}}^{\nu_{i,j+1}} (u - \Pi u) \nu_x \bigg|_{x_{i,j-1}}^{x_{i,j}} \, dv = 0, \\
\left( u - \Pi u, \frac{\partial}{\partial y} \nu_y \right)_{I_{i,j}} - \int_{\nu_{i,j}}^{\nu_{i,j+1}} (u - \Pi u) \nu_y \bigg|_{x_{i,j-1}}^{x_{i,j}} \, dx = 0,
\end{align*}
\]

and

\[
(u - \Pi u, \nabla \cdot \nu)_{I_{i,j}} - (u - \Pi u, n \cdot \nu)_{\partial I_{i,j}} = 0.
\]

THEOREM 4.2 Let \( G^n \) and \( G^n_h \) be the solutions of (3.1) and (4.2), respectively. If \( G^i \in H^{k+2}(\Omega) \) and \( P^i \in (H^{k+1}(\Omega))^2 \) for \( i = 0, 1, 2, \ldots, n \), then we have

\[
\| G^n - G^n_h \|_{L^2(\Omega)} \leq C h^{k+1}.
\]

**Proof.** Introduce

\[
e = \{ e^k_G, e^k_P \}_{k=1}^\infty = \{ G^k - G^k_h, P^k - P^k_h \}_{k=1}^\infty.
\]

From (4.1) and (4.2), it's easy to verify

\[
\mathcal{B}_n(e, \psi_h) = 0
\]

for \( \psi_h \in V_{h,k} \times (V_{h,k})^2 \). Taking \( \psi_h = \{ u_h, \nu_h \} = \{ \Pi e^k_G, \nu \Pi e^k_G, -\nu \Pi e^k_G, \Pi^*_e e^k_P \} \) and denoting \( \Pi e = \{ \Pi e^k_G, \{ \Pi e^k_P, \Pi^*_e e^k_P \} \}_{k=1}^\infty \), one can obtain

\[
\begin{align*}
\mathcal{B}_n(\Pi e, \psi_h) &= \mathcal{B}_n(e, \psi_h) + \mathcal{B}_n(\rho, \psi_h) \\
&= \mathcal{B}_n(\rho, \psi_h),
\end{align*}
\]

where

\[
\rho = \{ \rho^k_G, \rho^k_P \}_{k=1}^\infty = \{ \rho^k_G, \{ \rho^k_P, \rho^k_P \} \}_{k=1}^\infty = \{ \Pi G^k - G^k, \{ \Pi P^k - P^k, \Pi^*_e P^k - P^k \} \}_{k=1}^\infty.
\]

Similar to the derivations of Theorem 4.1, we have

\[
2 \mathcal{B}_n(\Pi e, \psi_h)
\]

\[
\geq \sum_{k=0}^{n-1} d_k^{(\alpha)} \left( \sum_{i,j=1}^N \| \Pi e_{i,j}^{n-k} \|_{L^2(I_{i,j})}^2 - \sum_{i,j=1}^N \| \Pi e_{i,j}^0 \|_{L^2(I_{i,j})}^2 + \sum_{i,j=1}^N \| \Pi e_{i,j}^n \|_{L^2(I_{i,j})}^2 \right)

+ \sum_{j=1}^{\nu_{i,j}} \int_{\nu_{i,j}}^{\nu_{i,j+1}} \left( \sum_{i=1}^{\nu_j} \left( \int_{x_{i-1}}^{x_i} \left( \Pi e_{G}(x_i^-) - \Pi e_{G}(x_i^+) \right)^2 + v \left( \Pi e_{G}(x_i^+) \right)^2 \right) \, dx \right) \, dv

+ \sum_{j=1}^{\nu_{i,j}} \int_{\nu_{i,j}}^{\nu_{i,j+1}} \left( \int_{x_{i-1}}^{x_i} \left( \Pi e_{G}(v_j^-) - \Pi e_{G}(v_j^+) \right)^2 + v \left( \Pi e_{G}(v_j^+) \right)^2 \right) \, dx

+ 2 \sum_{i,j=1}^N \| \Pi^*_e e^k_P \|_{L^2(I_{i,j})}^2.
\]
Furthermore, there holds

\[ \tau^\alpha \mathcal{B}_n(\rho, \psi_h) = \tau^\alpha \sum_{i,j=1}^N \left( \sum_{k=0}^{n-1} d_k^{(\alpha)} \left( (\rho^{n-k}_G - \rho^0_G), \mu_h \right)_{L_j} + (\nu \rho^n_F, \mu_h)_{L_j} - (\nu \rho^n_F, \mu_h)_{L_j} \right) \]

\[ - \left( \frac{\partial}{\partial \nu} \mu^n_{L_j}, \mu_h \right)_{L_j} + \int_{\Omega_{\eta}} (\rho^n_{L_j} - \hat{\rho}_G^n) \eta_h \big|_{\nu=v_{ij-1}} dx - (\rho^n_G, \mu_h)_{L_j} \]

\[ - (\rho^n_{L_j}, \eta_h)_{L_j} + \left( \frac{\partial}{\partial \nu} \rho^n_{L_j}, \eta_h \right)_{L_j} - \int_{\Omega_{\eta}} (\rho^n_G - \hat{\rho}_G^n) \eta_h \big|_{\nu=v_{ij-1}} dx \]

\[ \leq I + II + III + IV + V + VI + VII, \]

where

\[ I = \tau^\alpha \sum_{i,j=1}^N \left( (\nu \rho^n_F, \mu_h)_{L_j} - (\nu \rho^n_F, \mu_h)_{L_j} - (\nu \rho^n_F, \psi_h)_{L_j} - (\nu \rho^n_F, \mu_h)_{L_j} \right), \]

\[ II = \tau^\alpha \sum_{i,j=1}^N \left( - \int_{\Omega_{\eta}} \rho^n_{L_j} \mu_h \big|_{\nu=v_{ij-1}} dx \right), \]

\[ III = - \tau^\alpha \sum_{i,j=1}^N \left( (\rho^n_G, \nabla \cdot \psi_h)_{L_j} - (\rho^n_G, \nabla \cdot \psi_h)_{L_j} \right), \]

\[ IV = - \tau^\alpha \sum_{i,j=1}^N \left( \left( \rho^n_G, \frac{\partial}{\partial \nu} \eta_h \right)_{L_j} - \int_{\Omega_{\eta}} \hat{\rho}_G^n \eta_h \big|_{\nu=v_{ij-1}} dx \right), \]

\[ V = \tau^\alpha \sum_{i,j=1}^N \left( \left( \rho^n_G, \frac{\partial}{\partial \nu} \mu_h \right)_{L_j} \right), \]

\[ VI = \tau^\alpha \sum_{i,j=1}^N \left( - (\rho^n_{L_j}, \eta_h)_{L_j} \right), \]

\[ VII = \tau^\alpha \sum_{i,j=1}^N \sum_{k=0}^{n-1} d_k^{(\alpha)} \left( (\rho^{n-k}_G - \rho^0_G), \mu_h \right)_{L_j} \cdot \]

The property of the projection (see, e.g., Dong & Shu, 2009), the Cauchy-Schwarz inequality, and the Young inequality show that for \( \epsilon > 0 \),

\[ I \leq C \epsilon^{-1} \tau^\alpha h^{2k+2} + \epsilon \tau^\alpha \| \Pi e^\alpha \|_{L^2(\Omega)}^2. \]

According to (4.4), for \( \epsilon > 0 \), there exists

\[ II \leq C \epsilon^{-1} \tau^\alpha h^{2k+2} + \tau^\alpha \epsilon \sum_{i=1}^N \int_{\Omega_{\eta}} \left( \frac{2 \partial}{\partial h} \right) (\Pi e^\alpha (v^0_0))^2 dx. \]
According to Lemma 4.2, for $\varepsilon > 0$, one has

$$
III \leq C \tau^\alpha \sum_{i,j=1}^N \left| (\rho^n_{G, \nabla \cdot \mathbf{v}_h, \rho^n G, \mathbf{n} \cdot \mathbf{v}_h)_{\partial \Omega_{i,j}} - (\tilde{\rho}^n_{G, \nabla \cdot \mathbf{v}_h, \rho^n G, \mathbf{n} \cdot \mathbf{v}_h)_{\partial \Omega_{i,j}} \right|
$$

$$
\leq C \tau^\alpha \sum_{i,j=1}^N \left| (\nabla \cdot \rho^n_{G, \nabla \cdot \mathbf{v}_h, \rho^n G, \mathbf{n} \cdot \mathbf{v}_h)_{\partial \Omega_{i,j}} - (\nabla \cdot \tilde{\rho}^n_{G, \nabla \cdot \mathbf{v}_h, \rho^n G, \mathbf{n} \cdot \mathbf{v}_h)_{\partial \Omega_{i,j}} \right|
$$

$$
+ C \tau^\alpha \sum_{i,j=1}^N \left| (\rho^n_{G, \Pi e^n G})_{\Omega_{i,j}} \right|
$$

$$
\leq C \varepsilon^a \alpha h^{2k+2} + \tau^\alpha \varepsilon \|\Pi e^n G\|_{L^2(\Omega)}^2.
$$

Similarly, for $\varepsilon > 0$, there holds

$$
IV \leq C \varepsilon^{-1} \alpha h^{2k+2} + \tau^\alpha \varepsilon \|\Pi e^n G\|_{L^2(\Omega)}^2.
$$

The property of projection (see, e.g., Dong & Shu, 2009) implies

$$
V = 0.
$$

As for $VI$, the Cauchy-Schwarz inequality, the Young inequality, and the property of projection lead to that for $\varepsilon > 0$,

$$
VI \leq C \varepsilon^{-1} \alpha h^{2k+2} + \tau^\alpha \varepsilon \|\Pi e^n G\|_{L^2(\Omega)}^2.
$$

Using the definition of $d^{(a)}_k$ and Lemma 3.1, we have, for $\varepsilon > 0$,

$$
VII \leq C \varepsilon^{-1} h^{2k+2} + \varepsilon \|\Pi e^n G\|_{L^2(\Omega)}^2.
$$

Combining (4.7) and choosing $\varepsilon > 0$ small enough, we can obtain

$$
\tau^\alpha \sum_{k=0}^{n-1} d^{(a)}_k \left( \sum_{i,j=1}^N \|\Pi e^{0-k}_G\|_{L^2(\Omega)}^2 - \sum_{i,j=1}^N \|\Pi e^0_G\|_{L^2(\Omega)}^2 \right)
$$

$$
- \left( \frac{3}{2} \tau^\alpha + \varepsilon \right) \sum_{i,j=1}^N \|\Pi e^0_G\|_{L^2(\Omega)}^2 \leq Ch^{2k+2},
$$

which leads to

$$
\tau^\alpha \sum_{k=0}^{n-1} d^{(a)}_k \left( \sum_{i,j=1}^N \|\Pi e^{0-k}_G\|_{L^2(\Omega)}^2 - \sum_{i,j=1}^N \|\Pi e^0_G\|_{L^2(\Omega)}^2 \right)
$$

$$
- \left( \frac{3}{2} \tau^\alpha + \varepsilon \right) \sum_{i,j=1}^N \left( \|\Pi e^0_G\|_{L^2(\Omega)}^2 - \|\Pi e^0_G\|_{L^2(\Omega)}^2 \right) \leq Ch^{2k+2}.
$$

Further, the definition of $d^{(a)}_k$ yields

$$
\|\Pi e^{0-k}_G\|_{L^2(\Omega)}^2 \leq Ch^{2k+2}.
$$

Thus combining the above estimate and the property of projection leads to the desired result. \qed
5. Numerical Experiments

In this section, we provide two examples to verify the temporal and spatial convergence rates, respectively. In the following, we take $\vartheta = 1$.

EXAMPLE 5.1 Here we show temporal convergence rates for the system (1.1) with boundary condition (1.2). We take $T = 1$, $k = 1$, $h = 1/16$, and for the initial condition consider the following three cases, i.e.,

(a) $G_0 = x \times \sin(\pi v)$, $f = 0$;

(b) $G_0 = \chi_{(0.5,1)}(x)\chi_{(0.0,0.5)}(v)$, $f = 0$;

(c) $G_0 = 0$, $f = \chi_{(0.5,1)}(x)\chi_{(0.0,0.5)}(v)t^{0.8}$,

where $\chi_{(a,b)}$ is the characteristic function on $(a,b)$. Because the exact solution is unknown, the errors and convergence rates can be calculated by

$$E_\tau = \|G_\tau - G_{\tau/2}\|_{L^2(\Omega)}$$

and

$$\text{rate} = \frac{\ln(E_\tau/E_{\tau/2})}{\ln(2)}$$

where $G_\tau$ denotes the numerical solution of $G$ at time $T$ with step size $\tau$.

We first provide the numerical results for the system (1.1) with boundary condition (1.2) and initial condition (a). From the errors and convergence rates shown in Table 1, it can be noted that all the results agree with Theorem 3.1. Then we consider the system with the initial condition (b). Although the initial condition is nonsmooth, the convergence rates shown in Table 2 are still $O(\tau)$, which validate the results of Theorem 3.1. Next, for the initial condition (c), the corresponding convergence rates presented in Table 3 are same with the predicted ones in Theorem 3.1.

| $\alpha$ | 1/ $\tau$ | 10   | 20   | 40   | 80   | 160  |
|----------|-----------|------|------|------|------|------|
| 0.3      | 2.726E-04 | 1.329E-04 | 6.564E-05 | 3.262E-05 | 1.626E-05 |
| Rate     | 1.05360   | 1.0179 | 1.0089 | 1.0045 |
| 0.5      | 4.442E-04 | 2.138E-04 | 1.049E-04 | 5.197E-05 | 2.586E-05 |
| Rate     | 1.0550    | 1.0272 | 1.0135 | 1.0067 |
| 0.8      | 5.479E-04 | 2.487E-04 | 1.187E-04 | 5.803E-05 | 2.869E-05 |
| Rate     | 1.1395    | 1.0668 | 1.0326 | 1.0161 |

EXAMPLE 5.2 Here we validate the spatial convergence rates for the scheme (4.2). We take $T = 1$,

$$G_0 = \sin(\pi x)\sin(\pi v)$$
Table 2. Temporal errors and convergence rates for the system (1.1) with boundary condition (1.2) and initial condition (b)

| $\alpha \cdot 1/\tau$ | 10    | 20    | 40    | 80    | 160   |
|------------------------|-------|-------|-------|-------|-------|
| 0.2                    | 1.264E-04 | 6.192E-05 | 3.065E-05 | 1.525E-05 | 7.603E-06 |
| Rate                   | 1.0294 | 1.0147 | 1.0073 | 1.0037 |       |
| 0.4                    | 2.531E-04 | 1.227E-04 | 6.041E-05 | 2.997E-05 | 1.493E-05 |
| Rate                   | 1.0447 | 1.0222 | 1.0110 | 1.0055 |       |
| 0.6                    | 3.521E-04 | 1.677E-04 | 8.184E-05 | 4.044E-05 | 2.010E-05 |
| Rate                   | 1.0705 | 1.0346 | 1.0172 | 1.0085 |       |

Table 3. Temporal errors and convergence rates for the system (1.1) with boundary condition (1.2) and initial condition (c)

| $\alpha \cdot 1/\tau$ | 10    | 20    | 40    | 80    | 160   |
|------------------------|-------|-------|-------|-------|-------|
| 0.2                    | 6.500E-06 | 3.352E-06 | 1.705E-06 | 8.610E-07 | 4.329E-07 |
| Rate                   | 0.9556 | 0.9751 | 0.9858 | 0.9919 |       |
| 0.5                    | 9.831E-06 | 5.076E-06 | 2.584E-06 | 1.306E-06 | 6.567E-07 |
| Rate                   | 0.9537 | 0.9740 | 0.9850 | 0.9913 |       |
| 0.7                    | 6.149E-06 | 3.191E-06 | 1.630E-06 | 8.253E-07 | 4.158E-07 |
| Rate                   | 0.9463 | 0.9693 | 0.9818 | 0.9890 |       |

and

$$f = \Gamma(\alpha + 1) \sin(\pi x) \sin(\pi v)$$

$$+ \left( \pi^2 \sin(\pi x) \sin(\pi v) + \pi \cos(\pi x) \sin(\pi v) \right) + \left( -\pi \cos(\pi x) \sin(\pi v) - \sin(\pi x) \sin(\pi v) \right) t^{\alpha + 1},$$

which implies the exact solution

$$G = (t^\alpha + 1) \sin(\pi x) \sin(\pi v).$$

In Table 4, we choose the order of approximation polynomial $k = 1$ and $\tau = \frac{1}{100}$. We find the convergence rates are $O(h^2)$, which are same with the theoretical ones in Theorem 4.2. In Table 5, we take the order of approximation polynomial $k = 2$ and to investigate the convergence in space and eliminate the influence from temporal discretization, we take $\tau = \frac{1}{200}$. From Table 5, we see the convergence rates are $O(h^3)$, which are consistent with the predicted ones.

6. Conclusions

We provide the regularity estimates and numerical analyses for fractional Klein-Kramers equation. By introducing a new positive operator $L$ to overcome hypocoercivity of the original one and building its resolvent estimate, we give spatial and temporal regularity of the solution. Then, backward Euler convolution quadrature method and local discontinuous Galerkin method are used to approximate Riemann-
| $\alpha \cdot 1/h$ | 4     | 8     | 12    | 16    | 20    |
|------------------|-------|-------|-------|-------|-------|
| 0.3              | 1.032E-01 | 2.625E-02 | 1.175E-02 | 6.635E-03 | 4.259E-03 |
| Rate             | 1.9755 | 1.9830 | 1.9859 | 1.9867 |       |
| 0.5              | 1.032E-01 | 2.623E-02 | 1.174E-02 | 6.627E-03 | 4.252E-03 |
| Rate             | 1.9757 | 1.9835 | 1.9869 | 1.9884 |       |
| 0.7              | 1.031E-01 | 2.622E-02 | 1.173E-02 | 6.621E-03 | 4.247E-03 |
| Rate             | 1.9758 | 1.9839 | 1.9876 | 1.9896 |       |

| $\alpha \cdot 1/h$ | 4     | 8     | 12    | 16    | 20    |
|------------------|-------|-------|-------|-------|-------|
| 0.4              | 3.372E-03 | 4.285E-04 | 1.269E-04 | 5.365E-05 | 2.779E-05 |
| Rate             | 2.9763 | 3.0014 | 2.9927 | 2.9477 |       |
| 0.6              | 3.371E-03 | 4.281E-04 | 1.266E-04 | 5.331E-05 | 2.730E-05 |
| Rate             | 2.9770 | 3.0048 | 3.0069 | 2.9989 |       |
| 0.8              | 3.370E-03 | 4.280E-04 | 1.265E-04 | 5.321E-05 | 2.719E-05 |
| Rate             | 2.9772 | 3.0058 | 3.0101 | 3.0089 |       |

Liouville fractional derivative and the operator $\mathcal{L}$, respectively, and the complete error analyses are also built. Finally, we perform the numerical experiments, which support the theoretical results.
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