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Abstract

The Dirichlet Laplacian in curved tubes of arbitrary constant cross-section rotating together with the Tang frame along a bounded curve in Euclidean spaces of arbitrary dimension is investigated in the limit when the volume of the cross-section diminishes. We show that spectral properties of the Laplacian are, in this limit, approximated well by those of the sum of the Dirichlet Laplacian in the cross-section and a one-dimensional Schrödinger operator whose potential is expressed solely in terms of the first curvature of the reference curve. In particular, we establish the convergence of eigenvalues, the uniform convergence of eigenfunctions and locate the nodal set of the Dirichlet Laplacian in the tube near nodal points of the one-dimensional Schrödinger operator. As a consequence, we prove the “nodal-line conjecture” for a class of non-convex and possibly multiply connected domains. The results are based on a perturbation theory developed for Schrödinger-type operators in a straight tube of diminishing cross-section.
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1 Introduction

Consider the Dirichlet eigenvalue problem for the Laplacian in a bounded domain $U \subset \mathbb{R}^d$, $d \geq 2$:

\[
\begin{cases}
-\Delta u = \lambda u & \text{in } U, \\
u = 0 & \text{on } \partial U,
\end{cases}
\]

and let us arrange the eigenvalues in a non-decreasing sequence $\{\lambda_n\}_{n=1}^\infty$ with repetitions according to multiplicities. The set of corresponding eigenfunctions $\{u_n\}_{n=1}^\infty$ may be chosen in such a way that it forms an orthonormal basis for $L^2(U)$. Since the first eigenfunction $u_1$ does not vanish in $U$, all other eigenfunctions must change sign, and it makes thus sense to introduce the nodal set of $u_n$ ($n \geq 2$):

\[
\mathcal{N}(u_n) := u_n^{-1}(0).
\]

The connected components of $U \setminus \mathcal{N}(u_n)$ are called nodal domains of $u_n$.

Since the solutions of (1.1) are analytic in $U$, each $\mathcal{N}(u_n)$ decomposes into the disjoint union of an analytic $(d-1)$-dimensional manifold and a singular set contained in a countable number of analytic $(d-2)$-dimensional manifolds (cf [7]). The Courant nodal domain theorem then states that, if the boundary $\partial U$ is sufficiently regular, the $n$th eigenfunction $u_n$ has at most $n$ nodal domains (cf [11, 8, 3]). In particular, $u_2$ has exactly two nodal domains.

Apart from these basic results, not much is known regarding the structure of the nodal sets. One direction along which much work has been developed over the last three decades centres around a conjecture of Payne’s from 1967 [49], which states that the nodal set of a second eigenfunction of problem (1.1) for any planar domain cannot consist of a closed curve. This conjecture can be extended in an obvious way to higher dimensions as follows:

**Conjecture 1.** $\mathcal{N}(u_2) \cap \partial U \neq \emptyset$ for any bounded domain $U \subset \mathbb{R}^d$.

The most general result obtained so far was given by Melas in 1992 [47], who showed that Conjecture 1 holds in the case of planar convex domains (cf also [2]). This followed a string of results by several authors under some additional symmetry restrictions on the convex domain [50, 45, 52, 13].

Independently of Melas, Jerison had already announced a proof of Conjecture 1 in 1991 [33], in the case of planar convex domains which are sufficiently long and thin. In spite of the supplementary eccentricity condition, Jerison’s method has some advantages over Melas’s in that, on the one hand, it also applies to higher dimensions – cf [35] –, and, on the other hand, it is more quantitative, giving some indication as to the location of the nodal set. More precisely, in [34], Jerison located the nodal set in the two-dimensional case near the zero of an ordinary differential equation associated to the convex domain in a natural way (cf also [29]).

On the negative side, several counterexamples to Conjecture 1 have also been presented. The most significant is that in [30] showing that the result does not hold for multiply connected domains in general (cf also [22]).
counterexamples have been given illustrating different ways in which the conjecture may not hold. These include adding a potential [40] and the case of simply-connected surfaces [23]. The restriction to bounded domains is also crucial, since there are examples of simply-connected, unbounded, planar domains which furthermore satisfy the symmetry restrictions under which the conjecture holds for the bounded case, but for which the nodal set does not touch the boundary [24].

It thus remains an open question for which classes of domains Conjecture 1 holds. One possibility which seems reasonable is the following

**Conjecture 2.** Conjecture 1 holds for simply-connected domains in Euclidean space.

Let us also mention that the study of nodal sets and domains of eigenfunctions may of course be extended in a natural way to manifolds [10, 5, 15, 16, 17, 52, 8, 23]. In fact, in the list of open problems given in [51], Yau asks to what extent this type of results can be extended to manifolds – see Problem 45 in the Chapter Open problems in differential geometry in [51], for instance.

The main goal of this paper is to support the validity of Conjecture 2 by showing that it holds when $U$ is a sufficiently thin curved (and therefore non-convex) tube in $\mathbb{R}^d$, for any $d \geq 2$. Note that we allow for the tube to have an arbitrary cross-section (rotated appropriately with respect to the Frenet frame of a reference curve), and thus we do not exclude the case of multiply connected domains either.

This result may be extended to higher eigenfunctions and we show that, given a natural number $N$ greater than or equal to two, for any $2 \leq n \leq N$ there are precisely $n$ nodal domains of $u_n$, and the closure of each of these domains has a non-empty intersection with $\partial U$, provided the tube $U$ is sufficiently thin. Moreover, we locate the nodal set $N(u_n)$ near the zeros of the solution of an ordinary differential equation which is associated to the tube in a natural way, via the geometry of the reference curve.

Although the nature of our results and the main idea behind them are somewhat similar to those of Jerison’s paper [34], the technical approach is actually slightly different. While in that case the location of the nodal set in a convex domain is based on the usage of a trial function and refined applications of the maximum principle, we use the fact that the eigenvalue problem for the Laplacian in a curved tube can be transformed into an eigenvalue problem for a Schrödinger-type operator in a straight tube. This idea goes at least as far back as the paper of Exner and Šeba’s from 1989 [21], where it was used to prove the existence of discrete eigenvalues in infinite tubes (cf also [18, 43]). This will enable us to develop a perturbation theory (in which the eigenfunctions of a comparison operator play the role of the trial function of Jerison’s) and prove $L^2$-convergence results. However, the maximum principle (in addition to other techniques) will be also useful for us eventually, in order to obtain the necessary $C^0$-convergence results. More importantly, the main difference with respect to Jerison’s paper lies in the different setting: while in Jerison’s paper the cross-section varies wildly along a straight line (and part of the point is to
show that under the convexity assumption this variation is not too “wild” for
the problem at hand), it is constant in this paper (except for Remark 2.6) and
the present complication is that the underlying manifold is curved.

The paper is organized as follows. In the next section we collect and com-
ment our main results (Theorems 2.3 and 2.8) together with the main ideas
behind them. Section 3 consists of a number of subsections devoted to the
proof of Theorem 2.8 concerning the spectral properties of Schrödinger-type
operators in a straight tube of shrinking cross-section and represents our main
technical result. Section 4 is devoted to a detailed definition of a tube and the
corresponding Laplacian (concisely introduced in Section 2.1), and to an ap-
plication of Theorem 2.8 to this situation, with Theorem 2.3 as an outcome. We
conclude the paper with Section 5 where we discuss an extension of the main
result to strips on surfaces (Theorem 5.1).

2 Main results and ideas

Throughout the present paper we use the following notation: \(d \geq 2\) is an integer
denoting the dimension; \(I := (0, L)\) is an open interval of length \(L > 0\); \(\omega\) is a
bounded open connected subset of \(\mathbb{R}^{d-1}\) with the centre of mass at the origin
and with the boundary \(\partial \omega\) of class \(C^\infty\);
\[
a \equiv a(\omega) := \sup_{t \in \omega} |t|,
\]
which estimates from above the half of diameter of \(\omega\); \(\Omega := I \times \omega\) is a \(d\)-
dimensional straight tube of length \(L\) and cross-section \(\omega\); and \(\varepsilon\) is a (small)
positive parameter.

2.1 The Laplacian in thin curved tubes

We start by some geometric preliminaries and refer to Section 4 for more details.
Let \(\Gamma : I \to \mathbb{R}^d\) be a regular curve (i.e. an immersion), which is parametrized
by arc length. We assume that \(\Gamma\) is uniformly \(C^\infty\)-smooth and that it pos-
sesses an appropriate uniformly \(C^\infty\)-smooth Frenet frame \(\{e_1, \ldots, e_d\}\) (cf Assumption
of Theorem 2.8 to this situation, with Theorem 2.3 as an outcome. We
conclude the paper with Section 5 where we discuss an extension of the main
result to strips on surfaces (Theorem 5.1).

2 Main results and ideas

Throughout the present paper we use the following notation: \(d \geq 2\) is an integer
denoting the dimension; \(I := (0, L)\) is an open interval of length \(L > 0\); \(\omega\) is a
bounded open connected subset of \(\mathbb{R}^{d-1}\) with the centre of mass at the origin
and with the boundary \(\partial \omega\) of class \(C^\infty\);
\[
a \equiv a(\omega) := \sup_{t \in \omega} |t|,
\]
which estimates from above the half of diameter of \(\omega\); \(\Omega := I \times \omega\) is a \(d\)-
dimensional straight tube of length \(L\) and cross-section \(\omega\); and \(\varepsilon\) is a (small)
positive parameter.

2.1 The Laplacian in thin curved tubes

We start by some geometric preliminaries and refer to Section 4 for more details.
Let \(\Gamma : I \to \mathbb{R}^d\) be a regular curve (i.e. an immersion), which is parametrized
by arc length. We assume that \(\Gamma\) is uniformly \(C^\infty\)-smooth and that it pos-
sesses an appropriate uniformly \(C^\infty\)-smooth Frenet frame \(\{e_1, \ldots, e_d\}\) (cf Assumption
\(\varepsilon > 0\), we introduce the mapping \(L : \Omega \to \mathbb{R}^d\) by setting
\[
L(s, t) := \Gamma(s) + \varepsilon \sum_{\mu, \nu = 2}^{d} t_{\mu} \mathcal{R}_{\mu\nu}(s) e_\nu(s), \quad s \in I, \quad t \equiv (t_2, \ldots, t_d) \in \omega, \quad (2.3)
\]
where \(\mathcal{R}_{\mu\nu}\) are coefficients of a uniformly \(C^\infty\)-smooth family of rotation matrices
in \(\mathbb{R}^{d-1}\) yet to be specified. \(L\) is an immersion provided \(\varepsilon\) is small enough
(namely, it satisfies (4.8) below) and induces therefore a Riemannian metric $G$ on the straight tube $\Omega$. Solving a system of ordinary differential equations governed by higher curvatures (cf (4.2) below), we choose the rotations $(R_{\mu\nu})$ in such a special way that the metric is diagonal (cf. Section 4.2 for more details). The explicit expression for the metric then reads as follows:

$$G = \text{diag}(h^2, \varepsilon^2, \ldots, \varepsilon^2),$$

where the function $h$ is given by

$$h(s, t) := 1 - \varepsilon \kappa_1(s) \sum_{\mu=2}^d R_{\mu 2}(s) t_{\mu},$$

and $R_{\mu 2}$ are determined by the system (4.2) below.

**Definition 2.1.** We define the tube $T$ of cross-section $\varepsilon \omega := \{\varepsilon t | t \in \omega\}$ about $\Gamma$ to be the Riemannian manifold $(\Omega, G)$, where the metric $G$ is given by (2.4) with (2.5).

We refer to Remark 2.2 below for a discussion about the significance of the special class of rotations, and therefore tubes, we restrict to.

**Remark 2.2.** Notice that neither the tube $T$ nor the curve $\Gamma$ are required to be embedded in $\mathbb{R}^d$. However, if $\Gamma$ is embedded and $L$ is injective, then $L$ induces a global diffeomorphism, $T$ is also embedded and the image $U := L(\Omega)$ is an open subset of $\mathbb{R}^d$, which has indeed a geometrical meaning of a non-self-intersecting tube. Moreover, $T$ can be considered as $U$ expressed in curvilinear “coordinates” $(s, t)$ via (2.3).

We denote by $-\Delta_D^T$ the Dirichlet Laplacian in the tube $T \equiv (\Omega, G)$, i.e., the self-adjoint operator in the Hilbert space $L^2(T)$ defined as the Friedrichs extension of the Laplacian on $C_0^\infty(T)$ (cf. Section 4.3 for more details). Of course, in the spirit of Remark 2.2, it is clear that if $L$ is injective, then $-\Delta_D^T$ is nothing else than the usual Dirichlet Laplacian defined in the open set $U$, $-\Delta_D^U$, and expressed in the “coordinates” $(s, t)$ via (2.3). The spectrum of $-\Delta_D^T$ is purely discrete; we denote by $\{\lambda_n\}_{n=1}^\infty$ the set of its eigenvalues sorted in non-decreasing order and repeated according to multiplicity, and by $\{\Psi_n\}_{n=1}^\infty$ the set of corresponding eigenfunctions.

As $\varepsilon \to 0$, the image of the tube $U \equiv L(\Omega)$ collapses in some sense into the reference curve $\Gamma$. However, it turns out that the Dirichlet Laplacian in $\Gamma$ (which is in fact the Dirichlet Laplacian in $I$, $-\Delta_D^I$, because $\Gamma$ is parametrized by arc length) is not the right operator governing the spectral properties of $-\Delta_D^T$ in this limit. Instead, it will be clear in a moment that the right operator for this purpose is the one-dimensional Schrödinger operator

$$S := -\Delta_D^I + v_0,$$

where the potential function is determined uniquely by the first curvature of $\Gamma$:

$$v_0 := -\frac{\kappa_1^2}{4}$$

(2.7)
(later on, we shall use the notation $S$ also for other choices of $v_0$). The spectrum of $S$ is purely discrete and simple for any bounded $v_0$; we denote by $\{\mu_n\}_{n=1}^{\infty}$ the set of its eigenvalues sorted in non-decreasing order and repeated according to multiplicity, and by $\{\phi_n\}_{n=1}^{\infty}$ the set of corresponding eigenfunctions. The Sturm oscillation theorems imply that each $\phi_n$ has exactly $n-1$ distinct zeros in $I$, which forms therefore the nodal set $N(\phi_n)$.

Of course, as $\varepsilon$ decreases to 0, the eigenvalues of $-\Delta_D^\varepsilon$ tend to infinity because of the Dirichlet boundary conditions, but it turns out that there is a simple way of regularizing this singularity. Namely, the shifted eigenvalues $\lambda_n - \varepsilon^{-2}E_1$ remain bounded as $\varepsilon$ goes to 0, where $E_1$ is the first eigenvalue of the Dirichlet Laplacian in $\omega$, $-\Delta_D^\varepsilon$; we denote by $J_1$ a corresponding eigenfunction.

The connection between the tube $T$ and the operator $S$ is then given by the following theorem.

**Theorem 2.3.** Given a positive constant $C_T$, let $\Gamma$ be any curve as above satisfying (\ref{regularity}), and let $T$ be the tube of (shrinking) cross-section $\varepsilon \omega$ about it. For any integer $N \geq 1$, there exist positive constants $\varepsilon_0$ and $C$ depending on $N, L, C_T, \omega$ and $d$ such that for all $\varepsilon \leq \varepsilon_0$,

(i) the set of eigenvalues $\{\lambda_n\}_{n=1}^{\infty}$ of $-\Delta_D^\varepsilon$ sorted in non-decreasing order and repeated according to multiplicity satisfies for any $n \in \{1, \ldots, N\}$,

$$|\lambda_n - (\mu_n + \varepsilon^{-2}E_1)| \leq C \varepsilon;$$

(ii) the set of corresponding eigenfunctions $\{\Psi_n\}_{n=1}^{N}$ of $-\Delta_D^\varepsilon$ can be chosen in such a way that, for any $n \in \{1, \ldots, N\}$,

$$\forall (s,t) \in \Omega, \quad |\Psi_n(s,t) - \Psi_n^0(s,t)| \leq C \varepsilon \text{ dist}(t, \partial \omega),$$

where $\Psi_n^0 := \varepsilon^{-(d-1)/2} h^{-1/2} \phi_n \otimes J_1$;

(iii) with the above choice of eigenfunctions, we have for any $n \in \{1, \ldots, N\}$,

$$\forall (s,t) \in \Omega, \quad \text{dist}(s, N(\phi_n)) > C \varepsilon \implies \text{sgn} \Psi_n(s,t) = \text{sgn} \phi_n(s).$$

As a consequence of (i), we get that, as the cross-section of the tube diminishes, the first $N$ eigenvalues of $-\Delta_D^\varepsilon$ converge to the first $N$ eigenvalues of $S$ shifted by $\varepsilon^{-2}E_1$. In particular, the former eigenvalues must also be simple for all sufficiently small $\varepsilon$.

Property (ii) implies that $\Psi_n$ is well approximated by $\Psi_n^0$ in the topology of uniformly continuous functions for all sufficiently small $\varepsilon$ and that this is also true for “transverse” derivatives on the boundary.

Property (iii) follows from (ii) and the Courant nodal domain theorem (cf Section \ref{nodal} for more details). In particular, we get that for any $k \in \{1, \ldots, n\}$, the $k^{th}$ nodal domain of $\Psi_n$ projects surjectively to $\omega$ and converges in some sense to the Cartesian product of the $k^{th}$ nodal domain of $\phi_n$ with $\omega$. At the same time, we get that the nodal set $N(\Psi_n)$ projects surjectively to $\omega$ and converges to the Cartesian-product $N(\phi_n) \times \omega$. The Courant nodal domain theorem therefore yields
Corollary 2.4. Under the hypotheses of Theorem 2.3, each \( N(\Psi_n) \) has a non-empty intersection with the boundary \( \partial \Omega \) (and this at exactly two points in the case \( d = 2 \) and \( n = 2 \)) and each \( \Psi_n \) has exactly \( n \) nodal domains.

Consequently, Conjecture 2 holds for all sufficiently thin tubes provided the mapping \( L \) is injective, since then the above results extend to the Dirichlet Laplacian in the open set \( U \equiv L(\Omega) \) in view of Remark 2.2. In particular, if \( u_n \) is the \( n \)th eigenfunction of \( -\Delta^U_D \) (e.g., one can choose \( u_n := \Psi_n \circ L^{-1} \)), the nodal set \( N(u_n) \) converges to the image \( \mathcal{L}(N(\phi_n) \times \omega) \) in the sense that

\[
\forall x \in U, \quad x \in N(u_n) \implies \text{dist}(s, N(\phi_n)) \leq C \varepsilon,
\]

where \( s \) is determined as the first component of \( L^{-1}(x) \).

The observation that the operator \( S \) has something to do with the spectral properties of thin tubes is not new. Indeed, it is involved in attempts to justify quantization on submanifolds (cf. \cite{40, 32, 56, 12, 48} and \cite{25} for formal and rigorous treatments, respectively), in the proofs of the existence of discrete spectrum in curved quantum wires (cf. \cite{21, 18, 41, 9} and \cite{20} for different mathematical models, respectively) and in asymptotics of eigenvalues of tubular neighbourhoods (cf. \cite{28, 36}).

Moreover, paper \cite{18} (where the part (i) of Theorem 2.3 is in fact proved for the case \( I = \mathbb{R} \) and \( d = 2, 3 \)) inspired us to use \( L^2 \)-perturbation theory to handle the problem. However, \( L^2 \)-convergence results are not sufficient to get an estimate on the location of nodal sets and we had to develop new ideas to establish the \( C^0 \) (or even some sort of Lipschitz-) convergence result included in the part (ii) of Theorem 2.3. To our knowledge, the results in the present paper are the first convergence results of this type for eigenfunctions and their nodal sets in tubes.

Remark 2.5 (Other tubes). Assume that \( L \) is injective and recall Remark 2.2. It should be stressed here that while the shape of the image \( U \) is not influenced by a special choice of the rotation \( (R_{\mu\nu}) \) provided \( \omega \) is rotationally symmetric, this may not be longer true for a general cross-section. The geometrical meaning of our special choice for rotations \( (R_{\mu\nu}) \) is that we restrict to non-twisted tubes in the language of \cite{19}, which simplifies the analysis considerably. It has been noticed recently in \cite{19, 6} that other choices for the rotation may change the spectral picture, too. Namely, in view of the eigenvalue asymptotics obtained in \cite{6}, it seems to be reasonable to conjecture that a version of our Theorem 2.3 will still hold for twisted tubes, provided that \( v_0 \) is replaced by a more complicated potential, depending also on the higher curvatures of \( \Gamma \) and the geometry of \( \omega \).

Remark 2.6 (Tubes of variable cross-section). While Theorem 2.3 applies exclusively to tubes of uniform cross-section \( \varepsilon \omega \), it is possible to obtain similar convergence results for non-uniform cases, too. Let us fix a tube \( T \) of uniform cross-section \( \varepsilon \omega \) for which the results of Theorem 2.3 hold true. Consider its deformation \( T_\delta \) obtained by replacing \( \varepsilon \) in \cite{23} by \( \varepsilon + \delta r(s) \), where \( r \) is a uniformly
A \infty-smooth function, \( \varepsilon \) is fixed and \( \delta \) plays the role of small parameter now. Then it is possible to verify by methods of the present paper that the spectral properties of \(-\Delta T_D^\delta \) can be approximated by those of \(-\Delta T_D^0 \) in the limit \( \delta \to 0 \), and obtain an analogy of Theorem 2.3 in this sense. However, let us stress that this problem is much simpler because the comparison operator is independent of the perturbation parameter, while the one treated in the present paper is singular in \( \varepsilon \).

2.2 Schrödinger-type operators in a thin straight tube

The main idea behind the proof of Theorem 2.3 is that the Laplacian \(-\Delta T_D^\delta \) in a curved tube is unitarily equivalent to a Schrödinger-type operator in the straight tube \( \Omega \) (cf. Section 4.4). This observation leads us to consider in Section 3 the self-adjoint operator \( T \) in the Hilbert space \( L^2(\Omega) \) defined by

\[
T := -\partial_1 a_\varepsilon \partial_1 + \varepsilon^{-2}(\Delta' - E_1) + V_\varepsilon, \quad D(T) := H^1_0(\Omega) \cap H^2(\Omega). \tag{2.8}
\]

Here \( \Delta' \) is the Laplacian in the variables \((t_2, \ldots, t_d)\), with \((s, t_2, \ldots, t_d) \in \Omega\), \( H^1_0(\Omega) \) and \( H^2(\Omega) \) are the usual Sobolev spaces (cf. [2]), and \( a_\varepsilon \) and \( V_\varepsilon \) are real-valued functions satisfying:

**Assumption A.** There exists a positive constant \( C[A] \) (independent of \( \varepsilon \)) such that for all \( \varepsilon \in (0, C^{-1}_A] \),

(i) \( a_\varepsilon, V_\varepsilon \in C^\infty(\overline{\Omega}) \),

(ii) \( \inf_{\Omega} a_\varepsilon \geq C^{-1}_A \),

(iii) \( \|a_\varepsilon - 1\|_{C^1(\overline{\Omega})} + \|V_\varepsilon - V_0\|_{C^n(\Omega)} \leq C[A]\varepsilon \),

where \( V_0 := v_0 \otimes 1 \) with \( v_0 \) being a function from \( C^\infty(\overline{\Omega}) \) independent of \( \varepsilon \) and satisfying

(iv) \( \|v_0\|_{C^n(\overline{\Omega})} \leq C[A] \).

**Remark 2.7.** In the case of tubes, \( a_\varepsilon \) and \( V_\varepsilon \) will be expressed in terms of the function \( h \) given by (2.5) (cf. (4.11) and (4.13) below) and \( v_0 \) will be given by (2.7). However, we do not restrict ourselves to this particular setting neither here nor in Section 3. Let us also point out that the subtraction of \( \varepsilon^{-2}E_1 \) in (2.8) is a technically useful trick in order to deal with bounded eigenvalues as \( \varepsilon \to 0 \) (cf. Theorem 2.8 (i) below).

The spectrum of \( T \) is purely discrete; we denote by \( \{\sigma_n\}_{n=1}^\infty \) the set of its eigenvalues sorted in non-decreasing order and repeated according to multiplicity, and by \( \{\psi_n\}_{n=1}^\infty \) the set of corresponding eigenfunctions. In view of Assumption (A)(iii), it is reasonable to expect that, as \( \varepsilon \to 0 \), the eigenvalues and eigenfunctions of \( T \) will be approximated by those of the decoupled operator

\[
S \otimes 1 + 1 \otimes \varepsilon^{-2}(\Delta^\omega_D - E_1) \quad \text{in} \quad L^2(I) \otimes L^2(\omega). \tag{2.9}
\]
Here $S$ is the one-dimensional operator (2.6) with $v_0$ being determined only by Assumption $A$; we adopt the notation $\{\mu_n\}_{n=1}^\infty$ and $\{\phi_n\}_{n=1}^\infty$ for its set of eigenvalues (sorted in non-decreasing order and repeated according to multiplicity) and corresponding eigenfunctions, respectively; recall also the notation $J_1$ for the first eigenfunction of $-\Delta_\partial$. It is indeed the case:

**Theorem 2.8.** Suppose Assumption $A$ holds. For any integer $N \geq 1$, there exist positive constants $\varepsilon_0$ and $C$ depending on $N, L, C, \omega$ and $d$ such that for all $\varepsilon \leq \varepsilon_0$,

(i) the set of eigenvalues $\{\sigma_n\}_{n=1}^\infty$ of $T$ sorted in non-decreasing order and repeated according to multiplicity satisfies for any $n \in \{1, \ldots, N\}$,

$$|\sigma_n - \mu_n| \leq C\varepsilon;$$

(ii) the set of corresponding eigenfunctions $\{\psi_n\}_{n=1}^N$ of $T$ can be chosen in such a way that for any $n \in \{1, \ldots, N\}$,

$$\forall (s, t) \in \Omega, \quad |\psi_n(s, t) - \psi_0^n(s, t)| \leq C\varepsilon \text{ dist}(t, \partial \omega),$$

where $\psi_0^n := \phi_n \otimes J_1$;

(iii) with the above choice of eigenfunctions, we have for any $n \in \{1, \ldots, N\}$,

$$\forall (s, t) \in \Omega, \quad \text{dist}(s, N(\phi_n)) > C\varepsilon \implies \text{sgn } \psi_n(s, t) = \text{sgn } \phi_n(s).$$

Theorem 2.3 therefore follows as a consequence of Theorem 2.8 and the unitary equivalence between $-\Delta_T - \varepsilon^{-2}E_1$ and $T$ with a particular choice of $a_\varepsilon$ and $V_\varepsilon$ (cf Sections 4.4 and 4.5).

The proof of Theorem 2.8 consists of six steps:

1. Convergence of eigenvalues;
2. Convergence of eigenfunctions in $L^2(\Omega)$;
3. Convergence of eigenfunctions in $H^2(\Omega)$;
4. Convergence of eigenfunctions in $C^0(\Omega)$;
5. Convergence of transverse derivatives of eigenfunctions in $C^0(I \times \partial \omega)$;
6. Convergence of nodal domains.

Step 1, i.e. part (i) of Theorem 2.8 is established in Section 3.3 directly through the minimax principle. Step 2 is a consequence of the fact that $T$ converges to the operator (2.9) in a generalized sense, which is established in Section 3.4 by means of perturbation theory. Step 3 is deduced from Step 2 in Section 3.5 by using ideas of elliptic regularity theory in a refined way. In view of the Sobolev embedding theorem, Step 3 already implies Step 4 in the case of $d = 2$ or 3. For higher dimensions, however, we have to use a different argument to deduce Step 4 in Section 3.6, namely, the maximum principle. In Section 3.6 the latter is also used to establish Step 5, i.e., more precisely, the part (ii) of Theorem 2.8.

Finally, in Section 3.8 Step 6, i.e. the part (iii) of Theorem 2.8 is deduced from Step 5 by means of the Courant nodal domain theorem.

The last reasoning also yields
Corollary 2.9. Under the hypotheses of Theorem 2.8, each $N(\psi_n)$ has a non-empty intersection with the boundary $\partial \Omega$ (and this at exactly two points in the case $n = 2$ and $d = 2$) and each $\psi_n$ has exactly $n$ nodal domains.

2.3 Comments on notation

Here we point out some special convention frequently used throughout the paper. Since the straight tube $\Omega$ is of the form $I \times \omega$, with $I \subset \mathbb{R}$ and $\omega \subset \mathbb{R}^{d-1}$, we consistently split variables into $(s,t) \in \mathbb{R} \times \mathbb{R}^{d-1}$, where $t = (t_2, \ldots, t_d)$.

The symbol $\partial^n_i := \partial^n / \partial x^n_i$ stands for the partial derivative of the $n$th-order with respect to the $i$th-variable, $i \in \{1, \ldots, d\}$, and we use the identification $(x_1, x_2, \ldots, x_d) \equiv (s, t_2, \ldots, t_d)$. $\nabla'$ denotes the gradient in the “transverse” variables $(t_2, \ldots, t_d)$.

We set $\mathbb{N}^* := \mathbb{N} \setminus \{0\}$ where $\mathbb{N} = \{0, 1, \ldots\}$.

If $U$ is an open set, we denote by $-\Delta_D^U$ the Dirichlet Laplacian in $U$, i.e. the self-adjoint operator associated on $L^2(U)$ with the quadratic form $Q_D^U$ defined by $Q_D^U[\psi] := \int_U |\nabla \psi|^2$, $D(Q_D^U) := H_0^1(U)$.

We shall usually not distinguish between multiplication operators and the corresponding generating functions, between differential operators and the corresponding differential expressions, etc. In fact, all the operators we consider act in the classical sense.

3 Schrödinger-type operators in shrinking straight tubes

This section is devoted to the study of spectral properties of the operator $T$ defined by (2.8) in the limit as $\varepsilon$ goes to 0. While the cross-section of $\Omega$ is $\omega$ (and not $\varepsilon \omega$) and is thus actually fixed, we refer to $T$ as a (Schrödinger-type) operator in a shrinking tube, since that is indeed the case after an obvious change of variables. Our main goal is Theorem 2.8 which is established in the following subsections as described in Section 2.2.

3.1 The Schrödinger-type operator

The operator $T$ is properly introduced as follows. Let $t$ be the sesquilinear form in the Hilbert space $\mathcal{H} := L^2(\Omega)$ defined by

$$t(\phi, \psi) := (\partial_1 \phi, a_2 \partial_1 \psi)_{\mathcal{H}} + \varepsilon^{-2}(\nabla' \phi, \nabla' \psi)_{\mathcal{H}} - \varepsilon^{-2}E_1(\phi, \psi)_{\mathcal{H}} + (\phi, V_{\varepsilon} \psi)_{\mathcal{H}},$$

$\phi, \psi \in D(t) := H_0^1(\Omega)$.

In view of the properties (i) and (ii) from Assumption A, the form $t$ is clearly densely defined, closed, symmetric and bounded from below for any positive $\varepsilon$. Consequently, it follows by the first representation theorem (cf [37, Sec. VI.2.1]) that there exists a unique self-adjoint operator $T$ which is also bounded from
below and satisfies
\[ T\psi = \tau\psi, \quad \psi \in D(T) = \{ \psi \in \mathcal{H}_0^1(\Omega) \mid \tau\psi \in \mathcal{H} \}, \]
where \( \tau \) is the differential expression in \( \Omega \) defined by
\[ \tau := -\partial_1 a_\epsilon \partial_1 + \epsilon^{-2}(-\Delta' - E_1) + V_\epsilon \]
and the derivatives must be interpreted in the distributional sense. However, since the boundary \( \partial \Omega \) is sufficiently regular, it follows by standard methods for regularity of weak solutions of elliptic equations (cf. [44, Chap. III]) that indeed
\[ D(T) = \mathcal{H}_2 := \mathcal{H}_0^1(\Omega) \cap \mathcal{H}^2(\Omega) \tag{3.1} \]
and \( T \) acts as \( \tau \) in the classical sense on functions from \( D(T) \).

Hence, \( \{ T \mid \epsilon \in (0, \frac{C_1 A}{2}) \} \) forms a family of elliptic self-adjoint \( \epsilon \)-dependent operators which is uniformly bounded from below by \( -1 + C_1^2 A \) (cf. (3.6) below for the last statement). The spectrum of \( T \) is purely discrete (cf. [29, Sec. 8.12]), and recall that we have denoted by \( \{ \sigma_n \}_{n=1}^\infty \) the set of its eigenvalues (sorted in non-decreasing order and repeated according to multiplicity). The set of corresponding eigenfunctions \( \{ \psi_n \}_{n=1}^\infty \) can be chosen in such a way that all \( \psi_n \) are real. Moreover, applying the elliptic regularity theorem repeatedly, we know that each \( \psi_n \in C^\infty(\Omega) \).

### 3.2 The comparison operator

In view of Assumption \( \mathsf{A} \)(iii), it is reasonable to expect that, as \( \epsilon \to 0 \), \( T \) “converges” in a suitable sense to the self-adjoint operator \( T_0 \) defined by
\[ T_0 := -\partial_1^2 + \epsilon^{-2}(-\Delta' - E_1) + V_0, \quad D(T_0) := \mathcal{H}_2. \tag{3.2} \]

We use the quotation marks because \( T_0 \) itself forms a family of \( \epsilon \)-dependent operators. \( T_0 \) is bounded from below by \( -C_1^2 A \). The spectrum of \( T_0 \) is purely discrete too and we denote by \( \{ \sigma_0^\epsilon \}_{n=1}^\infty \) the set of its eigenvalues sorted in non-decreasing order and repeated according to multiplicity.

\( T_0 \) is a good comparison operator since it is naturally decoupled as (2.9). Consequently, we know that (cf. [55, Corol. of Thm. VIII.33])
\[ \sigma(T_0) = \{ \mu_n \}_{n=1}^\infty + \{ \epsilon^{-2}(E_n - E_1) \}_{n=1}^\infty, \tag{3.3} \]
where \( \{ \mu_n \}_{n=1}^\infty \) (respectively \( \{ E_n \}_{n=1}^\infty \)) denotes the set of eigenvalues of the operator \( S \) defined by (2.8) and with Assumption \( \mathsf{A} \) being the only restriction on \( v_0 \) (respectively of \( -\Delta_{D_0}^\omega \)), sorted in non-decreasing order and repeated according to multiplicity.

#### 3.2.1 The longitudinal operator

Let \( \phi_n \) be a real eigenfunction of \( S \) corresponding to the eigenvalue \( \mu_n \); we choose \( \phi_1 \) to be positive and normalize all \( \phi_n \) to 1 in \( L^2(I) \). Assumption \( \mathsf{A} \)
ensures that $\phi_n \in C^\infty(\mathcal{T})$. By the Sturm oscillation theorems \cite{31} Chap. X, the spectrum of $S$ is simple and $\phi_n$ has exactly $n+1$ zeros in $\mathcal{T}$ which we denote by

$$0 \equiv s_0^0(n) < s_0^1(n) < \cdots < s_0^{n-1}(n) < s_0^n(n) \equiv L .$$

(3.4)

That is, $\mathcal{N}(\phi_n) = \{s_0^0(n)\}^{n-1}_{k=1}$. We define $I_n := I \setminus \mathcal{N}(\phi_n)$, i.e. $I$ without the nodal points of $\phi_n$. We also introduce the open subintervals

$$I_n^k := (s_0^k(n), s_0^{k+1}(n)) , \quad k \in \{0, \ldots, n-1\} .$$

The importance of the following proposition relies on the fact that the constant $c$ is independent of the particular choice of $v_0$.

**Proposition 3.1.** Suppose Assumption $\mathcal{A}$ holds. For any $n \in \mathbb{N}^*$, there exists a positive constant $c = c(n, L, \mathcal{A})$ such that

(i) $(n\pi/L)^2 - C(\mathcal{A}) \leq \mu_n \leq (n\pi/L)^2 + C(\mathcal{A})$;

(ii) $\|\phi_n\|_{C^2(\mathcal{T})} \leq c^{-1}$;

(iii) $\mu_{n+1} - \mu_n \geq c$;

(iv) $\forall k \in \{0, \ldots, n-1\}, \quad s_0^{k+1}(n) - s_0^k(n) \geq c$;

(v) $\forall s \in I$, $|\phi_n(s)| \geq c \text{dist}(s, \partial I_n)$.

**Proof.** The estimates (i) follow directly by means of the minimax principle.

The bound (ii) is deduced in three steps. Firstly, using the eigenvalue equation for $S$ and (i), we obtain an a priori estimate $\|\phi_n\|_{H^2(I)} \leq 1 + (n\pi/L)^2 + 2C(\mathcal{A})$. Secondly, $\|\phi_n\|_{C^1(\mathcal{T})} \leq C_1\|\phi_n\|_{H^2(I)}$ with a positive constant $C_1 = C_1(L)$ coming from the Sobolev embedding theorem (cf \cite{11} Thm. 5.4). Finally, using again the eigenvalue equation for $S$ and (i), we can estimate $\|\phi_n''\|_{C^0(\mathcal{T})} \leq ((n\pi/L)^2 + 2C(\mathcal{A}))\|\phi_n\|_{C^0(\mathcal{T})}$. This proves (ii) with some $c_1 = c_1(n, L, C(\mathcal{A})) > 0$.

As for (iii), the existence of a positive constant $c_2 = c_2(n, L, C(\mathcal{A})$ estimating from below the eigenvalue gaps uniformly in the class of potentials bounded by a constant $C(\mathcal{A})$ follows from \cite{38}. (Alternatively, one can use the Rellich-Kondrachov embedding theorem in the spirit of \cite{11} proof of Thm. II.1], where (iii) is proved for $n = 1$; the generalization to higher eigenvalues is straightforward.)

To prove (iv), notice that for any given $n \in \mathbb{N}^*$, $\phi_n$ satisfies the eigenvalue problem

$$\begin{cases}
-\phi_n'' + v_0\phi_n = \mu_n\phi_n & \text{in } I_n^k , \\
\phi_n = 0 & \text{on } \partial I_n^k ,
\end{cases}$$

(3.5)

for every $k \in \{0, \ldots, n-1\}$. Furthermore, $\phi_n$ does not change sign in $I_n^k$. Combining $\mathcal{A}$ with (i), we arrive at

$$n^2\pi^2/L^2 + C(\mathcal{A}) \geq \mu_n \geq \pi^2/(s_0^{k+1}(n) - s_0^k(n))^2 - C(\mathcal{A}).$$
which gives (iv) with a positive constant \( c_3 = c_3(n, L, C) \).

Finally, given \( n \in \mathbb{N}^* \), fix \( k \in \{0, \ldots, n-1\} \) and let \( s_{\text{max}} \in I_n^k \) be such that \( \max_{I_n^k} |\phi_n| = |\phi_n(s_{\text{max}})| \). Combining (3.5) with (i) and using obvious estimates, we arrive at

\[
\pi^2/(s_0^{k+1}(n) - s_0^k(n)) \leq \int_{s_0^k(n)}^{s_0^{k+1}(n)} \phi_n'(s)^2 \text{d}s = \int_{s_0^k(n)}^{s_0^{k+1}(n)} [\mu_n - v_0(s)]\phi_n(s)^2 \text{d}s \\
\leq (n^2 \pi^2/L^2 + 2C_n^A) (s_0^{k+1}(n) - s_0^k(n)) \phi_n(s_{\text{max}})^2.
\]

Since \( s_0^{k+1}(n) - s_0^k(n) \leq L \), it follows that \( |\phi_n(s_{\text{max}})| \geq c_4 \) with a positive constant \( c_4 = c_4(n, L, C_n^A) \). Let \( w \) be the solution to

\[
\begin{cases}
Aw := -w'' + C_n^A w = 0 & \text{in } (s_0^k(n), s_{\text{max}}), \\
w = 0 & \text{at } s_0^k(n), \\
w = c_4 & \text{at } s_{\text{max}}.
\end{cases}
\]

Since \( Aw \leq A|\phi_n| \) in \( (s_0^k(n), s_{\text{max}}) \) and \( w \leq |\phi_n| \) at the boundary points, the maximum principle (cf [26, Thm. 3.3]) yields \( w \leq |\phi_n| \) in \( (s_0^k(n), s_{\text{max}}) \). Using the explicit form of \( w \), we estimate

\[
w(s) = \frac{c_4 \sinh[\sqrt{C_n^A}(s - s_0^k(n))]}{\sinh[\sqrt{C_n^A}(s_{\text{max}} - s_0^k(n))]} \geq \frac{c_4 \sqrt{C_n^A}(s - s_0^k(n))}{\sinh[\sqrt{C_n^A}]} \geq \frac{c_4 \sqrt{C_n^A} \text{dist}(s, \partial I_n)}{\sinh[\sqrt{C_n^A}]},
\]

and therefore \( |\phi_n| \geq c_5 \text{dist}(\cdot, \partial I_n) \) in \( (s_0^k(n), s_{\text{max}}) \) with a positive constant \( c_5 = c_5(n, L, C_n^A) \). A similar comparison argument on \( (s_{\text{max}}, s_0^{k+1}(n)) \) yields the same lower bound, with the same constant \( c_5 \), and (v) is proved.

The constant \( c \) is eventually chosen as the smallest one among \( c_1, \ldots, c_5 \).

3.2.2 The transversal operator

Let \( J_n \) denote a real eigenfunction of \(-\Delta_n^\omega \) corresponding to \( E_n \); we choose \( J_1 \) to be positive and normalize all \( J_n \) to 1 in \( L^2(\omega) \). Since we assume that the boundary \( \partial \omega \) is of class \( C^\infty \), elliptic regularity theory yields that the eigenfunctions belong to \( C^\infty(\overline{\omega}) \) (they are even analytic in the interior of \( \omega \)). Moreover, since \( J_1 \) is a positive eigenfunction of a Dirichlet problem, we have

**Proposition 3.2.** There exists a positive constant \( c = c(\omega) \) such that

\[
\forall t \in \omega, \quad J_1(t) \geq c \text{ dist}(t, \partial \omega).
\]

Next, as a consequence of the variational definition of \( E_1 \), we have the following Poincaré inequality for \( \omega \):

\[
\forall \psi \in H^1_0(\omega), \quad \|\nabla \psi\|_{L^2(\omega)}^2 \geq E_1 \|\psi\|_{L^2(\omega)}^2. \tag{3.6}
\]

This inequality will play a major role in what follows.
3.2.3 Spectrum of the comparison operator

**Proposition 3.3.** Suppose Assumption A holds. One has \( \sigma^0_1 = \mu_1 \). Moreover, for any integer \( N \geq 2 \), there exists \( \varepsilon_0 = \varepsilon_0(N, L, \sigma^0_1, \omega) > 0 \) such that for all \( \varepsilon \leq \varepsilon_0 \),

\[
\forall n \in \{1, \ldots, N\}, \quad \sigma^0_n = \mu_n .
\]

**Proof.** Recall (3.3). The assertion for \( n = 1 \) is obvious. Let \( n \geq 2 \) and assume by induction that \( \sigma^0_{n-1} = \mu_{n-1} \). Then \( \sigma^0_n = \min \{ \mu_n, \mu_{n-1} + \varepsilon^{-2}(E_2 - E_1) \} \) and the assertion of Proposition follows at once. It is only important to notice that \( E_2 - E_1 \) depends on \( \omega \), and \( \mu_n - \mu_{n-1} \) can be estimated by means of Proposition 3.1.(i).

Let \( \psi^0_n \) denote a real eigenfunction of \( T_0 \) corresponding to \( \sigma^0_n \). In view of Proposition 3.3 and the fact that \( T_0 \) is decoupled as (2.9), there is a natural choice for \( \psi^0_n \) if \( \varepsilon \) is small enough. Namely, we always choose

\[
\psi^0_n := \phi_n \otimes J_1 \tag{3.7}
\]

provided the conclusion of Proposition 3.3 holds for the first \( n \) eigenvalues. \( \psi^0_n \) is then normalized to 1 in \( \mathcal{H} \). As a consequence of (3.7), Proposition 3.1(v) and Proposition 3.2, we get

**Proposition 3.4.** Suppose Assumption A holds. For any \( N \in \mathbb{N}^* \), there exist positive constants \( \varepsilon_0 = \varepsilon_0(N, L, \sigma^0_1, \omega) \) and \( c = c(N, L, \sigma^0_1, \omega) \) such that for all \( \varepsilon \leq \varepsilon_0 \) and any \( n \in \{1, \ldots, N\} \),

(i) \( N(\psi^0_n) = N(\phi_n) \times \omega \),

(ii) \( \forall (s, t) \in \Omega, \quad |\psi^0_n(s, t)| \geq c \dist(s, \partial I_n) \dist(t, \partial \omega) \).

3.3 Convergence of eigenvalues

The purpose of this subsection is to show that \( T \) converges to \( T_0 \) in the sense of their spectra.

**Theorem 3.5.** Suppose Assumption A holds. For any \( N \in \mathbb{N}^* \), there exist positive constants \( \varepsilon_0 = \varepsilon_0(N, L, \sigma^0_1, \omega) \) and \( C = C(N, L, \sigma^0_1, \omega) \) such that for all \( \varepsilon \leq \varepsilon_0 \),

\[
\forall n \in \{1, \ldots, N\}, \quad |\sigma_n - \sigma^0_n| \leq C \varepsilon .
\]

**Proof.** Using Assumption A we estimate \( T^- \leq T \leq T^+ \) in the form sense, where \( T^\pm \) are defined by \( D(T^\pm) := \mathcal{H}_2 \) and

\[
T^\pm := (1 \pm C[A])(-\Delta + V_0) + \varepsilon^{-2}(-\Delta' - E_1) \pm C[A](1 + C[A]) \varepsilon .
\]

Assuming that \( \varepsilon < C^{-1}[A] \), so that \( T^- \) is bounded from below, the minimax principle gives \( \sigma^-_n \leq \sigma_n \leq \sigma^+_n \) for all \( n \in \mathbb{N}^* \), where \( \{\sigma^\pm_n\}_{n=1}^\infty \) denotes the set of eigenvalues of \( T^\pm \) sorted in non-decreasing order and repeated according to multiplicity. However, using a similar argument to that leading to Proposition 3.3 we
know that if \( \varepsilon \) is so small that the inequality 
\[ (1 + C_{\text{A}} \varepsilon) \varepsilon^2 \leq (E_2 - E_1) / (\mu_n - \mu_1) \]
holds true, where \( E_2 - E_1 \) depends on \( \omega \) and \( \mu_n - \mu_{n-1} \) can be estimated by means of Proposition 3.1.(i), then
\[
\sigma_n^\pm = (1 \pm C_{\text{A}} \varepsilon) \mu_n \pm C_{\text{A}} (1 + C_{\text{A}}) \varepsilon = \sigma_0^\pm \mu_n + 1 + C_{\text{A}} \varepsilon.
\]
This proves the claim, since \( \mu_n \) can be estimated by Proposition 3.1.(i). \( \square \)

**Remark 3.6.** The \( C^1 \)-norm of \( a_\varepsilon - 1 \) in Assumption A.(iii) could be weakened to the mere \( C^0 \)-norm in order to prove Theorem 3.5 by the above method.

The first part of Theorem 2.8 follows immediately as a consequence of Theorem 3.5 and Proposition 3.3.

### 3.4 \( L^2 \)-convergence of eigenfunctions

While we have proved Theorem 3.5 using just the minimax principle, we shall have to use a stronger technique to establish the convergence of eigenfunctions in \( \mathcal{H} \), namely, perturbation theory.

Let us start by introducing some notation. Given two Hilbert spaces \( X \) and \( X' \), we denote by \( \mathfrak{B}(X, X') \) the set of bounded operators from \( X \) to \( X' \); we also denote \( \mathfrak{B}(X) := \mathfrak{B}(X, X) \).

For every complex number \( z \) in the resolvent set of \( T \) [respectively \( T_0 \)], we introduce \( R(z) := (T - z)^{-1} \in \mathfrak{B}(\mathcal{H}) \) [respectively \( R_0(z) := (T_0 - z)^{-1} \in \mathfrak{B}(\mathcal{H}) \)]. The space \( \mathcal{H}_2 \) is introduced in (3.1) and we equip it with the usual \( \mathcal{H}_2^2(\Omega) \)-norm.

We shall need two technical lemmata.

**Lemma 3.7.** Suppose Assumption A holds. One has
\[
\|T - T_0\|_{\mathfrak{B}(\mathcal{H}_2, \mathcal{H})} \leq 2 C_{\text{A}} \varepsilon.
\]

**Proof.** Using Assumption A, one has the obvious estimates
\[
\|(T - T_0)\psi\|_{\mathcal{H}}^2 \equiv \|(1 - a_\varepsilon)\partial_x^2 \psi - (\partial_x a_\varepsilon)\partial_1 \psi + (V_\varepsilon - V_0)\psi\|_{\mathcal{H}}^2 \\
\leq 4 C_{\text{A}}^2 \varepsilon^2 (\|\partial_x^2 \psi\|_{\mathcal{H}}^2 + \|\partial_1 \psi\|_{\mathcal{H}}^2 + \|\psi\|_{\mathcal{H}}^2) \leq 4 C_{\text{A}}^2 \varepsilon^2 \|\psi\|_{\mathcal{H}_2}^2
\]
for any \( \psi \in \mathcal{H}_2 \). \( \square \)

**Lemma 3.8.** Suppose Assumption A holds. There exists a negative number \( z_0 = z_0(C_{\text{A}} \omega) \) such that for all \( \varepsilon \leq 1 \),
\[
\forall z \leq z_0, \quad \|R_0(z)\|_{\mathfrak{B}(\mathcal{H}, \mathcal{H}_2)} \leq 2.
\]

**Proof.** For any \( z \in \mathbb{R} \setminus \sigma(T_0) \) and \( f \in C_0^\infty(\Omega) \), let \( \psi \) be the (unique) solution to
\[
\begin{cases}
(T_0 - z)\psi = f & \text{in } \Omega, \\
\psi = 0 & \text{on } \partial\Omega.
\end{cases}
\]
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We also assume that $\varepsilon_n$ holds true for Proof. Fix $z$ and using obvious estimates, we can write

$$\|f\|^2_H = \|(T_0 - z)\psi\|^2_H$$

$$= \|\partial^2 \psi\|^2_H + \|(V_0 - z)\psi\|^2_H - 2z\|\partial \psi\|^2_H - 2\text{Re}(\partial^2 \psi, V_0 \psi)_H$$

$$+ 2\varepsilon^{-2}(\|\nabla \partial \psi\|^2_H - E_1\|\partial \psi\|^2_H)$$

$$+ 2\varepsilon^{-2}(\|\nabla(V_0 - z)^{1/2}\psi\|^2_H - E_1\|(V_0 - z)^{1/2}\psi\|^2_H)$$

$$+ \varepsilon^{-4}(\|\Delta' \psi\|^2_H - 2E_1\|\nabla' \psi\|^2_H + E_1^2\|\psi\|^2_H).$$

It is important to notice that the last three lines are non-negative. This is clear for the last one since the expression in brackets is just $\|(-\Delta' - E_1)\psi\|^2_H$ after a factorization and an integration by parts, while the precedent two are non-negative due to (3.6). We also note that $2|\text{Re}(\partial^2 \psi, V_0 \psi)_H| \leq \frac{1}{2}\|\partial^2 \psi\|^2_H + 2\|V_0 \psi\|^2_H$ by a consecutive usage of the Schwarz and Cauchy inequalities. Consequently, restricting ourselves to $\varepsilon \leq 1$, rearranging the norms, recalling that $\nabla' V_0 = 0$ and using obvious estimates, we can write

$$\|f\|^2_H \geq \frac{1}{2}\|\nabla' \psi\|^2_H + 2\|\nabla \partial \psi\|^2_H + \|\Delta' \psi\|^2_H$$

$$+ 2(-z - E_1)\|\partial \psi\|^2_H + 2(-z - \|V_0\|_{L^\infty(\Omega)})\|\nabla' \psi\|^2_H$$

$$+ ([-z - \|V_0\|_{L^\infty(\Omega)} + E_1)^2 - 2\|V_0\|_{L^\infty(\Omega)}^2\] \|\psi\|^2_H.$$

Choosing $z$ sufficiently large negative, namely $z \leq z_0 := -(1 + 3C + E_1)$, we therefore conclude by

$$\|f\|^2_H \geq \frac{1}{2}\|\nabla' \psi\|^2_H + \|\nabla' \psi\|^2_H + \|\psi\|^2_H \geq \frac{1}{2}\|\psi\|^2_H.$$ 

Then the assertion of Lemma follows by the density of $C_0^\infty(\Omega)$ in $H$.  

Now we are ready to prove the main result of this subsection.

**Theorem 3.9.** Suppose Assumption $[A]$ holds. Given $n \in \mathbb{N}^*$, let $\mathcal{C}$ be the circle in $\mathbb{C}$ centred in $\mu_n$ and of radius $r$ defined by

$$4r := \begin{cases} 
\min \left\{c(n - 1, L, C)A, c(n, L, C)A \right\} & \text{if } n \geq 2, \\
c(1, L, C)A & \text{if } n = 1,
\end{cases}$$

where $c$ is the positive constant determined by Proposition $[B]$. Then there exist positive constants $\varepsilon_0 = \varepsilon_0(n, L, C)A$ and $C = C(n, L, C)A$ such that for all $\varepsilon \leq \varepsilon_0$, one has $\mathcal{C} \cap [\sigma(T_0) \cup \sigma(T)] = \emptyset$ and

$$\forall z \in \mathcal{C}, \quad \|R(z) - R_0(z)\|_{\mathcal{B}(H)} \leq C \varepsilon.$$

**Proof.** Fix $n \in \mathbb{N}^*$. Let $\varepsilon$ be sufficiently small so that the conclusion of Proposition $[B]$ holds true for $n + 1$ eigenvalues of $T_0$. In particular, $\text{dist}(\sigma(T_0), \mathcal{C}) = r$. We also assume that $\varepsilon \leq 1$, so that the conclusion of Lemma $[B]$ holds true.
with some \( z_0 < 0 \). Then the first resolvent identity \[58\] Thm. 5.13.(a)], the embedding \( H_2 \hookrightarrow H \) and obvious estimates yield for any \( z \in C \),

\[
\|R_0(z)\|_{B(H,H_2)} \leq \|R_0(z_0)\|_{B(H,H_2)} (1 + (|z| + |z_0|)) \|R_0(z)\|_{B(H)}
\]

\[
\leq 2(1 + (\mu_n + r + |z_0|) r^{-1}) \leq C_1
\]

where \( C_1 = C_1(n,L,C_A) \) comes from an upper bound to \( \mu_n \) due to Proposition 3.1.(i). Let us now assume in addition that \( \varepsilon \) is sufficiently small so that \( \sigma_n \) lies inside the circle concentric with \( C \) but with half the radius and other eigenvalues of \( T \) lie outside the circle concentric with \( C \) but with twice the radius (this will be true provided \( \varepsilon \leq \varepsilon_0(n+1,L,C_A,\omega) \) and \( C(n+1,L,C_A) \varepsilon < r/2 \), where \( \varepsilon_0 \) and \( C \) are determined by Theorem 3.5). In particular, \( \text{dist}(\sigma(T),C) \geq r/2 \). Then the second resolvent identity \[58\] Thm. 5.13.(c)] and Lemma 3.7 yield

\[
\|R(z) - R_0(z)\|_{B(H)} \leq \|R(z)\|_{B(H)} \|T - T_0\|_{B(H_2,H)} \|R_0(z)\|_{B(H,H_2)} \leq 2 r^{-1} 2 C_A \varepsilon C_1 ,
\]

which concludes the proof.

As a consequence of Theorem 3.9, we get that, as \( \varepsilon \rightarrow 0 \), \( T \) converges to \( T_0 \) in the generalized sense \[37\] Sec. IV.2.6] (also referred to as the norm resolvent sense \[14\] Sec. 2.6]) This implies (cf \[37\] Sec. IV.3.5]) the continuity of eigenvalues of \( T \) at \( \varepsilon = 0 \) (cf also our Theorem 3.5) and of the corresponding spectral projections

\[
P_n := -\frac{1}{2\pi i} \int_C R(z) \, dz ,
\]

where \( C \) is determined in Theorem 3.9 for a given \( n \in \mathbb{N}^* \) and \( \varepsilon \leq \varepsilon_0 \). Furthermore, one gets the continuity of eigenfunctions if they are normalized suitably; we choose

\[
\psi_n := \Re (P_n \psi_0^n)
\]

and stress that \( \psi_n \) is not normalized to 1 in \( H \) with this choice.

**Corollary 3.10.** Suppose Assumption 1 holds. For any \( N \in \mathbb{N}^* \), there exist positive constants \( \varepsilon_0 = \varepsilon_0(N,L,C_A,\omega) \) and \( C = C(N,L,C_A) \) such that for all \( \varepsilon \leq \varepsilon_0 \),

\[
\forall n \in \{1,\ldots,N\}, \quad \|\psi_n - \psi_0^n\|_H \leq C \varepsilon .
\]

### 3.5 \( H^2 \)-convergence of eigenfunctions

Since \( \psi_n \) and \( \psi_0^n \) are eigenfunctions of elliptic operators, it is possible to deduce from Corollary 3.10 a stronger convergence result. To do so, let us point out several facts. Fix \( n \in \mathbb{N}^* \). Combining the eigenvalue equations for \( T \) and \( T_0 \), we verify that the difference

\[
\psi := \psi_n - \psi_0^n
\]
satisfies the Dirichlet problem
\[
\begin{aligned}
-\partial_{t}(a_{\varepsilon}\partial_{t}\psi) + \varepsilon^{-2}(-\Delta' - E_{1})\psi + b_{\varepsilon}\psi &= f_{\varepsilon} \quad \text{in} \quad \Omega, \\
\psi &= 0 \quad \text{on} \quad \partial\Omega,
\end{aligned}
\tag{3.10}
\]
where
\[
b_{\varepsilon} := V_{\varepsilon} - \sigma_{n}, \quad f_{\varepsilon} := (a_{\varepsilon} - 1)\partial_{t}^{2}\psi_{n} + (\partial_{t}a_{\varepsilon})\partial_{t}\psi_{n} + (\sigma_{n} - \sigma_{n}^{0} - V_{\varepsilon} + V_{0})\psi_{n}^{0}.
\]
The functions \(b_{\varepsilon}\) and \(f_{\varepsilon}\) belong to \(C^{\infty}(\Omega)\) due to Assumption \(A\). Moreover, using in addition (3.7), Proposition 3.1 and Theorem 3.5, it is easy to check
\[
\|b_{\varepsilon}\|_{C^{0}(\Omega)} \leq C_{A}^{r} \quad \text{and} \quad \|f_{\varepsilon}\|_{C^{0}(\Omega)} \leq C_{A}^{f}\varepsilon
\tag{3.11}
\]
with some positive \(C_{A}^{r} = C_{A}(n, L, C_{A}^{\omega})\). We also recall that \(\psi \in C^{\infty}(\Omega)\) due to Assumption \(A\).

Now we are ready to prove

**Theorem 3.11.** Suppose Assumption \(A\) holds. For any \(N \in \mathbb{N}^{*}\), there exist positive constants \(\varepsilon_{0} = \varepsilon_{0}(N, L, C_{A}^{\omega})\) and \(C = C(N, L, C_{A}^{\omega})\) such that for all \(\varepsilon \leq \varepsilon_{0},\)
\[
\forall n \in \{1, \ldots, N\}, \quad \|\psi_{n} - \psi_{n}^{0}\|_{H^{2}(\Omega)} \leq C\varepsilon.
\]

**Proof.** Fix \(n \in \mathbb{N}^{*}\) and assume that \(\varepsilon\) is sufficiently small so that the conclusion of Corollary 3.10 holds true with a positive constant \(C_{1}\).

Multiplying the first equation of (3.10) by \(\psi\), integrating by parts in \(\Omega\) and using obvious estimates, we arrive at
\[
\|a_{\varepsilon}^{1/2}\partial_{t}\psi\|_{\mathcal{H}}^{2} + \varepsilon^{-2}\|\nabla'\psi\|_{\mathcal{H}}^{2} = -\langle\psi, b_{\varepsilon}\psi\rangle_{\mathcal{H}} + \langle\psi, f_{\varepsilon}\rangle_{\mathcal{H}} \leq \|b_{\varepsilon}\|_{C^{0}(\Omega)}\|\psi\|_{\mathcal{H}}^{2} + \|\psi\|_{\mathcal{H}}^{2} + \|f_{\varepsilon}\|_{\mathcal{H}} \leq C_{2}\varepsilon^{2},
\]
where \(C_{2} = C_{2}(n, L, C_{A}^{\omega})\) is a positive constant determined by \(C_{A}^{r}\) and the volume of \(\Omega\). Since \(\|a_{\varepsilon}^{1/2}\partial_{t}\psi\|_{\mathcal{H}}^{2} \geq C_{1}^{-1}\|\partial_{t}\psi\|_{\mathcal{H}}^{2}\) by Assumption \(A\)(ii) and \(\|\nabla'\psi\|_{\mathcal{H}}^{2} \geq E_{1}\|\psi\|_{\mathcal{H}}^{2}\) is non-negative by (3.6), we get that
\[
\|\partial_{t}\psi\|_{\mathcal{H}} \leq C_{3}\varepsilon, \quad \|\nabla'\psi\|_{\mathcal{H}} \leq C_{4}\varepsilon,
\tag{3.12}
\]
where \(C_{3} = C_{3}(n, L, C_{A}^{\omega})\) is a positive constant determined by \(C_{2}, C_{A}^{r}\) and \(C_{1}\) and \(E_{1}\). This proves an \(H^{1}\)-convergence of \(\psi\).

Now we rewrite the first equation of (3.10) as
\[
-\partial_{t}^{2}\psi + \varepsilon^{-2}(-\Delta' - E_{1})\psi = (a_{\varepsilon} - 1)\partial_{t}^{2}\psi + f'_{\varepsilon},
\tag{3.13}
\]
where \(f'_{\varepsilon} := f_{\varepsilon} - b_{\varepsilon}\psi + (\partial_{t}a_{\varepsilon})\partial_{t}\psi\). Taking the norm of both sides of (3.13) and using obvious estimates, we arrive at
\[
\|\partial_{t}^{2}\psi\|_{\mathcal{H}}^{2} - 2\varepsilon^{-2}(\partial_{t}^{2}\psi, -\Delta' - E_{1})\psi + \varepsilon^{-4}(-\Delta' - E_{1})\psi\|_{\mathcal{H}}^{2} = \|(a_{\varepsilon} - 1)\partial_{t}^{2}\psi + f'_{\varepsilon}\|_{\mathcal{H}}^{2} \leq 2\|(a_{\varepsilon} - 1)\|_{C^{0}(\Omega)}\|\partial_{t}^{2}\psi\|_{\mathcal{H}}^{2} + 2\|f'_{\varepsilon}\|_{\mathcal{H}}^{2} \leq C_{4}\varepsilon^{2}(\|\partial_{t}^{2}\psi\|_{\mathcal{H}}^{2} + 1),
\]
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where \(C_4 = C_4(n, L, C_A, \omega)\) is a positive constant determined by \(C_A, C'_A, C_1, C_3\) and the volume of \(\Omega\). Since an integration by parts yields

\[
-(\partial^2_1 \psi, (-\Delta' - E_1)\psi)_H = \|\nabla' \partial_1 \psi\|_H^2 - E_1 \|\partial_1 \psi\|_H^2,
\]

\[
\|(-\Delta' - E_1)\psi\|_H^2 = \|\Delta' \psi\|_H^2 - 2E_1 \|\nabla' \psi\|_H^2 + E_1 \|\psi\|_H^2,
\]

where the expression on the right hand side of the first line is non-negative by (3.6), we conclude that if \(C_4 \epsilon < 1\) then

\[
\|\partial^2_1 \psi\|_H \leq C_5 \epsilon, \quad \|\nabla' \partial_1 \psi\|_H \leq C_5 \epsilon, \quad \|\Delta' \psi\|_H \leq C_5 \epsilon,
\]

(3.14)

where \(C_5 = C_5(n, L, C_A, \omega)\) is a positive constant determined by \(C_4, C_3, C_1\) and \(E_1\). Summing up, Corollary 3.10, (3.12) and (3.14) establish the assertion of Theorem.

### 3.6 \(C^0\)-convergence of eigenfunctions

To show that the convergence result of Theorem 3.11 holds actually in the topology of \(C^0(\Omega)\) in all dimensions, we shall use the fact that \(\psi\) is a classical solution of (3.10) satisfying the maximum principle. In particular, our method is based on:

**Proposition 3.12** (Generalized Maximum Principle). Let \(M\) be a linear elliptic second-order differential operator with bounded coefficients in a bounded open set \(U \subset \mathbb{R}^d\); the principal part of \(M\) is assumed to be formed by a negative definite matrix. Suppose that there are two functions \(u, w \in C^2(U) \cap C^0(\Omega)\) satisfying:

\[
Mu \leq 0 \quad \text{in} \quad U, \quad Mw \geq 0 \quad \text{in} \quad U, \\
u \geq 0 \quad \text{in} \quad U, \quad w > 0 \quad \text{in} \quad U.
\]

Then

\[
\sup_U \frac{u}{w} \leq \sup_{\partial U} \frac{u}{w}.
\]

To prove this, observe that the quotient \(u/w\) is a subsolution of an elliptic operator for which the usual maximum principle holds true (cf. [51, Sec. 2.5]).

We shall also need two simple lemmata. Writing \(B(t, r)\) for an open \((d - 1)\)-dimensional ball of radius \(r > 0\) centred at \(t \in \mathbb{R}^{d-1}\) and abbreviating \(B_r := B(0, r)\), we denote by \(\nu_1(r)\) the first eigenvalue of the Dirichlet Laplacian in \(B_r\).

**Lemma 3.13.** Given a positive constant \(C\), let \(r > 0\) be sufficiently small so that \(\nu_1(r) > C\). Then for any \(f \in C^0(\partial B_r)\), the boundary problem

\[
\begin{cases}
-\Delta v - Cv = 0 & \text{in} \quad B_r, \\
v = f & \text{on} \quad \partial B_r,
\end{cases}
\]

has a unique solution \(v \in C^0(\overline{B_r}) \cap C^2(B_r)\) and

\[
v(0) = \frac{1}{|\partial B_r|} \int_{\partial B_r} f
\]
with some positive constant \( \alpha = \alpha(r, C, d) \) such that \( r \mapsto \alpha(r, C, d) \) is increasing. Furthermore, \( f > 0 \) implies \( \inf v > 0 \).

**Lemma 3.14.** Let \( u \in L^2(\mathbb{R}^{d-1}) \) be such that \( \text{supp } u \subseteq \overline{\omega} \), and let \( \delta > 0 \). Then for any \( t \in \overline{\omega} \), there exists \( r = r(t, u, \delta) \in (0, \delta] \) such that

\[
\frac{1}{|\partial B_r|} \int_{\partial B(t, r)} |u| \leq \frac{1}{|B_{\delta}|^{1/2}} \| u \|_{L^2(\omega)}.
\]

**Proof.**

Lemma 3.13 can be established by standard arguments, using the positive and rotationally symmetric eigenfunction of the Dirichlet Laplacian in a larger ball (cf. also [35, Rem. 1]), while Lemma 3.14 follows easily by Fubini's theorem.

Now we are ready to prove

**Theorem 3.15.** Suppose Assumption \( A \) holds. For any \( N \in \mathbb{N}^* \), there exist positive constants \( \varepsilon_0 = \varepsilon_0(N, L, C, A, \omega) \) and \( C = C(N, L, C, A, \omega, d) \) such that for all \( \varepsilon \leq \varepsilon_0 \),

\[
\forall n \in \{1, \ldots, N\}, \quad \| \psi_n - \psi_0 \|_{C^0(\overline{\Omega})} \leq C \varepsilon.
\]

**Proof.** Fix \( n \in \mathbb{N}^* \), assume that \( \varepsilon \) is sufficiently small so that the conclusion of Theorem 3.11 holds true with a positive constant \( C_1 \) and recall the definition (3.9). Defining the operator

\[
M := -\partial_1 a_\varepsilon \partial_1 + \varepsilon^{-2} (-\Delta' - E_1) + b_\varepsilon,
\]

the first equation of (3.10) together with (3.11) yields

\[
M(\psi^\pm + \varepsilon) = \pm f_\varepsilon - (\varepsilon^{-1} E_1 - b_\varepsilon) \leq 0 \quad \text{in } \Omega^\pm := \{(s, t) \in \Omega \mid \psi^\pm > 0\}
\]

provided \( \varepsilon^2 \leq E_1/(2C_1) \), where \( \psi^\pm := \max\{\pm \psi, 0\} \). That is, \( \psi^\pm + \varepsilon \) is a positive subsolution of \( M \) in \( \Omega^\pm \). Our strategy will be to find a supersolution appropriate for the comparison argument included in Proposition 3.12. Defining

\[
u(t) := \begin{cases} 
\sup_{s \in I} \psi(s, t) & \text{if } t \in \overline{\omega}, \\
0 & \text{if } t \in \mathbb{R}^{d-1} \setminus \overline{\omega},
\end{cases}
\]

we obviously have

\[
\| u \|_{L^2(\omega)} \leq L^{1/2} \| \partial_1 \psi \|_H \leq L^{1/2} C_1 \varepsilon. \quad (3.15)
\]

Let \( \delta > 0 \) be (uniquely) determined by the condition \( \nu_1(\delta) = 3E_1 \). Fix \( t_0 \in \overline{\omega} \), and let \( r = r(t_0, u, \delta) \) be the corresponding radius determined by Lemma 3.14.

Finally, define a function \( w \) on \( I \times B(t_0, r) \) by putting \( w := 1 \otimes v \), where \( v \) is the solution to

\[
\begin{cases}
-\Delta v - 2E_1 v = 0 & \text{in } B(t_0, r), \\
v = u + \varepsilon & \text{on } \partial B(t_0, r).
\end{cases}
\]
By Lemma 3.13, \( v \) indeed exists and it is continuous and positive up to the boundary. Moreover, the minimum of \( v \) is achieved on the boundary because \( v \) is superharmonic. Since

\[
Mw = (\varepsilon^{-2}E_{1} + b_{\varepsilon})w \geq 0 \quad \text{in} \quad I \times B(t_{0}, r)
\]

provided \( \varepsilon^{2} \leq E_{1}/C_{A} \) and since \( \psi^{\pm} \) is either equal to zero or not greater than \( w - \varepsilon \) on the boundary of \( U^{\pm} := \Omega^{\pm} \cap [I \times B(t_{0}, r)] \), Proposition 3.12 yields

\[
\forall (s, t) \in \overline{U^{\pm}}, \quad \psi^{\pm}(s, t) + \varepsilon \leq v(t).
\]

In particular, Lemma 3.13 gives

\[
\forall s \in \overline{T}, \quad |\psi(s, t_{0})| + \varepsilon \leq v(t_{0}) = \alpha(r, 2E_{1}, d) \frac{1}{|\partial B_{r}|} \int_{\partial B(t_{0}, r)} (u + \varepsilon),
\]

where \( \alpha \) is the coefficient of Lemma 3.13. Using Lemmata 3.13, 3.14 and (3.15), we conclude that

\[
\forall (s, t_{0}) \in \overline{\Omega}, \quad |\psi(s, t_{0})| \leq \alpha(\delta, 2E_{1}, d) \left( 1 + |B_{\delta}|^{-1/2} L^{1/2} C_{1} \right) \varepsilon
\]

because \( t_{0} \) was chosen arbitrarily.

3.7 \( C^{0} \)-convergence of transverse derivatives on the boundary

Now we use the maximum principle to derive a Lipschitz-type condition for \( \psi \), which will play a crucial role in our proof of convergence of nodal sets.

**Theorem 3.16.** Suppose Assumption A holds. For any \( N \in \mathbb{N}^{*} \), there exist positive constants \( \varepsilon_{0} = \varepsilon_{0}(N, L, C_{A}, \omega) \) and \( C = C(N, L, C_{A}, \omega, d) \) such that for all \( \varepsilon \leq \varepsilon_{0} \),

\[
\forall n \in \{1, \ldots, N\}, \quad \forall t_{0} \in \partial \omega, \quad \sup_{(s, t) \in I \times \omega} \left| \frac{\psi_{n}(s, t) - \psi_{n}^{0}(s, t)}{|t - t_{0}|} \right| \leq C \varepsilon.
\]

**Proof.** Rewrite the first line of (3.10) as

\[
M \psi := -\varepsilon^{2}\partial_{t}(a_{\varepsilon} \partial_{t} \psi) - \Delta' \psi = \varepsilon^{2}f_{\varepsilon} - \varepsilon^{2}b_{\varepsilon} \psi + E_{1} \psi =: F_{\varepsilon}.
\]

Theorem 3.15 and (3.11) imply that for all \( \varepsilon \leq \varepsilon_{1} \),

\[
|M \psi| \leq \|F_{\varepsilon}\|_{C^{0}(\overline{\Omega})} \leq C_{1} \varepsilon \quad \text{in} \quad \Omega
\]

with some positive constants \( \varepsilon_{1} = \varepsilon_{1}(n, L, C_{A}, \omega) \) and \( C_{1} = C_{1}(n, L, C_{A}, \omega, d) \).

We are now inspired by [24, Prob. 3.6] to construct a supersolution suitable for a comparison argument. Since the boundary \( \partial \omega \) is of class \( C^{\infty} \), there exists a positive number \( r = r(\omega) \) such that for every boundary point \( t_{0} \in \partial \omega \), there is an exterior point \( \tau \in \mathbb{R}^{d-1} \setminus \overline{\omega} \) satisfying \( \overline{B(\tau, r)} \cap \overline{\omega} = \{t_{0}\} \). Recall also the definition (2.1) of \( a \). In the cylindrical layer

\[
U := I \times \left[ B(\tau, r + 2a) \setminus \overline{B(\tau, r)} \right] \supset \Omega,
\]
consider a (positive) function \( w \) defined by
\[
  w := 1 \otimes v, \quad v(t) := \beta \left( e^{-\alpha r} - e^{-\alpha|t-\tau|} \right),
\]
where \( \alpha \) and \( \beta \) are positive parameters yet to be determined. Direct calculation gives for \((s,t) \in U\),
\[
  (Mw)(s,t) = \beta \alpha e^{-\alpha|t-\tau|} [\alpha - (d-2)|t-\tau|^{-1}] \geq \beta \alpha e^{-\alpha(r+2a)} [\alpha - (d-2)r^{-1}],
\]
where the inequality holds provided \( \alpha \geq (d-2)r^{-1} \). Choosing, e.g., \( \alpha := (d-1)r^{-1} \) and \( \beta := \alpha^{-1} r e^{\alpha(r+2a)} \|F\|_{C^0(\Omega)} \), we therefore have
\[
  Mw \geq \|F\|_{C^0(\Omega)} \text{ in } U.
\]
Since \( \psi = 0 \) on \( \partial \Omega \) and \( w \) is non-negative on \( \partial U \), the maximum principle (cf [26, Thm. 3.3]) yields \( |\psi| \leq w \) in the closure of \( \Omega \). However, for \((s,t) \in U\),
\[
  w(s,t) \leq \alpha \beta e^{-\alpha r} \left( |t-\tau| - |\tau-t_0| \right) \leq \alpha \beta e^{-\alpha r} |t-t_0|,
\]
and the claim of Theorem therefore follows with \( C := C_1 r e^{(d-1)r^{-1}2a} \).

The part (ii) of Theorem 2.8 follows as a consequence of Theorem 3.16.

### 3.8 Convergence of nodal domains

Now we are in a position to establish the main result of this section, referring to Section 3.2.1 for the definition of the one-dimensional eigenfunction \( \phi_n \) and the discussion of its nodal set.

**Theorem 3.17.** Suppose Assumption A holds. For any \( N \in \mathbb{N}^* \), there exist positive constants \( \varepsilon_0 = \varepsilon_0(N,L,C_A,\omega) \) and \( C = C(N,L,C_A,\omega,d) \) such that for all \( \varepsilon \leq \varepsilon_0 \) and any \( n \in \{1, \ldots, N\} \),
\[
  \begin{align*}
    (i) & \quad \forall (s,t) \in \Omega, \quad (s,t) \in \mathcal{N}(\psi_n) \implies \text{dist}(s,\mathcal{N}(\phi_n)) \leq C \varepsilon, \\
    (ii) & \quad \forall (s,t) \in \Omega, \quad \text{dist}(s,\mathcal{N}(\phi_n)) > C \varepsilon \implies \text{sgn} \psi_n(s,t) = \text{sgn} \phi_n(s).
  \end{align*}
\]

**Proof.** Fix \( n \in \mathbb{N}, \ n \geq 2, \) and recall the definitions of \( I_n, I_n^k \) and \( s_0^k(n) \) introduced in Section 3.2.1. Let \( \varepsilon \) be sufficiently small so that conclusions of Proposition 3.4(ii) and Theorem 3.16 hold true with positive constants \( c_1 \) and \( C_1 \), respectively. Combining Theorem 3.16, Proposition 3.4(ii) and (3.7), we have for all \((s,t) \in I_n \times \omega,\)
\[
  \frac{\psi_n(s,t)}{\text{dist}(t,\partial \omega)} \geq \frac{\text{sgn} \phi_n(s)}{\text{dist}(s,\partial I_n)} \geq c_1 \text{dist}(s,\partial I_n) - C_1 \varepsilon > 0 \quad (3.16)
\]
provided \( \text{dist}(s,\partial I_n) > C \varepsilon, \) with \( C := c_1^{-1} C_1. \) This establishes (i) and (ii) with \( \mathcal{N}(\phi_n) \) being replaced by \( \partial I_n = \mathcal{N}(\phi_n) \cup \{0,L\} \).
It remains to show that $\mathcal{N}(\psi_n) \cap (I_n' \times \omega) = \emptyset$, where
\[
I_n' := (0, s_0(n) - C\varepsilon) \cup (s_0^{-1}(n) + C\varepsilon, L).
\]

Let $c_2$ be the positive constant determined by Proposition 3.1. If $\varepsilon \leq c_2/(4C)$ so that by Proposition 3.1(iv) there does exist an open non-empty interval $J^k_n \subset I_n'$ satisfying $\text{dist}(J^k_n, \partial I_n) > C\varepsilon$ for all $k \in \{0, \ldots, n-1\}$, (3.10) also implies that each $J^k_n \times \omega$ belongs to one distinct nodal domain of $\psi_n$ (i.e. connected component of $\Omega \setminus \mathcal{N}(\psi_n)$). In particular, $\psi_n$ has already $n$ nodal domains, and Courant’s nodal domain theorem [3] implies that $\psi_n$ cannot change sign in each of the connected components of $I_n' \times \omega$. But then $\psi_n$ cannot vanish in $I_n' \times \omega$, e.g., because of the Harnack inequality (cf. [26, Thm. 8.20]).

This concludes the proof of Theorem 2.8. Corollary 2.9 is a consequence of the property (iii) of Theorem 2.8 and Courant’s nodal domain theorem [3].

4 Curved tubes

In this section, we consider the Dirichlet Laplacian in curved tubes of shrinking cross-section. Using special curvilinear coordinates, we transform the Laplacian in a tube to a unitarily equivalent Schrödinger-type operator of the form (2.8) in a straight tube, and apply Theorem 2.8. The necessary geometric preliminaries follow the lines of Section 2.1, but we proceed in more details.

4.1 The reference curve

Let us precise what we meant by the appropriate Frenet frame of the reference curve $\Gamma$ in the beginning of Section 2.1:

Assumption B. $\Gamma$ possesses a positively oriented Frenet frame $\{e_1, \ldots, e_d\}$ with the properties that

(i) $e_1 = \dot{\Gamma}$,

(ii) $\forall i \in \{1, \ldots, d\}$, $e_i \in C^\infty(\mathcal{T}; \mathbb{R}^d)$,

(iii) $\forall i \in \{1, \ldots, d-1\}$, $\forall s \in \mathcal{T}$, $\dot{e}_i(s)$ lies in the span of $e_1(s), \ldots, e_{i+1}(s)$.

Here and in the sequel, the dot denotes the derivative.

Remark 4.1. Recall [39, Sec. 1.2] that a Frenet frame is by definition a moving (orthonormal) frame such that for all $i \in \{1, \ldots, d\}$ and $s \in \mathcal{T}$, $\Gamma^{(i)}(s)$ lies in the span of $e_1(s), \ldots, e_i(s)$. A sufficient condition to ensure the existence of the Frenet frame of Assumption [11] is to require that for all $s \in \mathcal{T}$, the vectors $\dot{\Gamma}(s), \Gamma^{(2)}(s), \ldots, \Gamma^{(d-1)}(s)$ are linearly independent (cf. [39, Prop. 1.2.2]). This is always satisfied if $d = 2$. However, we do not assume a priori this non-degeneracy condition for $d \geq 3$ because it excludes, e.g., the curves such that $\Gamma(J)$ is a straight segment for some subinterval $J \subseteq I$. 23
Let $\mathcal{K} \equiv (\mathcal{K}_{ij})^{d}_{i,j=1}$ be the matrix-valued function defined by the (Serret-Frenet) formulae
\begin{equation}
\dot{e}_i = \sum_{j=1}^{d} \mathcal{K}_{ij} e_j, \quad i \in \{1, \ldots, d\}.
\end{equation}
(4.1)

By virtue of Assumption \textbf{B}, $\mathcal{K}$ has a skew symmetry
\begin{equation}
\mathcal{K}_{ij} = -\mathcal{K}_{ji}, \quad i, j \in \{1, \ldots, d\}
\end{equation}
and $\mathcal{K}_{ij} = 0$ for $j > i + 1$. We define by $\kappa_i := \mathcal{K}_{i,i+1}$ the $i^{th}$ curvature of $\Gamma$. It will be also convenient to introduce the submatrix $\mathcal{K}' := (\mathcal{K}_{j\mu})^{d}_{\mu,\nu=2}$.

\subsection*{4.2 The Tang frame}

We introduce now another moving frame along $\Gamma$, which better reflects the geometry of the curve. We shall refer to it as the Tang frame because it is a natural generalization of the Tang frame known from the theory of three-dimensional waveguides [57]. Our construction follows the generalization introduced in [9].

Let $\mathcal{R}' \equiv (\mathcal{R}_{\mu\nu})^{d}_{\mu,\nu=2}$ be the $(d-1) \times (d-1)$ matrix-valued function defined by the initial-value problem
\begin{equation}
\begin{cases}
\dot{\mathcal{R}}' + \mathcal{R}' \mathcal{K}' = 0 \quad \text{in } [0, L], \\
\mathcal{R}' = \mathcal{R}'_0 \quad \text{at } 0,
\end{cases}
\end{equation}
where $\mathcal{R}'_0$ is a rotation matrix in $\mathbb{R}^{d-1}$, i.e.,
\begin{equation}
\det(\mathcal{R}'_0) = 1, \quad \mathcal{R}'_0 \mathcal{R}'_0^T = 1.
\end{equation}
(4.3)

Here “$T$” denotes the transpose operation and 1 stands both for a scalar number and an identity matrix. The solution of (4.2) exists, it is unique (for a given $\mathcal{R}'_0$), belongs to $C^\infty(\Gamma; \mathbb{R}^{(d-1)^2})$ and satisfies the conditions (4.3) in all $\Gamma$ (cf [9] Sec. 2.2] for more details).

We extend $\mathcal{R}'$ to a $d \times d$ matrix-valued function $\mathcal{R} \equiv (\mathcal{R}_{ij})^{d}_{i,j=1}$ by setting
\begin{equation}
\mathcal{R} := \begin{pmatrix} 1 & 0 \\ 0 & \mathcal{R}' \end{pmatrix},
\end{equation}
(4.4)
and introduce the Tang frame $\{\tilde{e}_1, \ldots, \tilde{e}_d\}$ by
\begin{equation}
\tilde{e}_i := \sum_{j=1}^{d} \mathcal{R}_{ij} e_j, \quad i \in \{1, \ldots, d\}.
\end{equation}
(4.5)

Combining (4.2) and (4.1) together with the properties of $\mathcal{K}$, one easily finds
\begin{equation}
\dot{\tilde{e}}_1 = \kappa_1 \tilde{e}_2 \quad \text{and} \quad \dot{\tilde{e}}_{\mu} = -\kappa_1 \mathcal{R}_{\mu2} \tilde{e}_1, \quad \mu \in \{2, \ldots, d\}.
\end{equation}
(4.6)
4.3 Tubes

As in Section 2.1, we introduce a mapping \( \mathcal{L} \) from a straight tube \( \Omega \) to \( \mathbb{R}^d \) by (2.3). Recalling the relation (4.5) between the Frenet and Tang frames, it is clear that the image \( \mathcal{L}(\Omega) \) is obtained by “translating” the cross-section \( \varepsilon \omega \) along the curve \( \Gamma \) in a special way (it “rotates” with respect to the Tang frame).

Obviously, \( \mathcal{L} \in C^\infty(\Omega; \mathbb{R}^d) \) for all \( \varepsilon > 0 \). Furthermore, \( \mathcal{L} \) is an immersion provided \( \varepsilon \) is small enough. This can be seen as follows. Let \( G \equiv (G_{ij})_{i,j=1}^d \) be the metric induced by the mapping \( \mathcal{L} \), i.e., \( G_{ij} := (\partial_i \mathcal{L}) \cdot (\partial_j \mathcal{L}) \), where “\( \cdot \)” denotes the inner product in \( \mathbb{R}^d \). Using the orthonormality of the Tang frame, relations (4.6) and Assumption B.(i), one easily establishes the formulae (2.4) and (2.5). Consequently, \( |G| := \det(G) = \varepsilon^{2(d-1)} h^2 \).

Since \( \mathcal{R} \) satisfies the orthogonality condition (4.3) and \( |t| \leq a \) (recall that \( \omega \) is assumed to have its centre of mass at the origin of \( \mathbb{R}^{d-1} \) and \( a \) is given by (2.1)), the restriction (2.2) yields

\[
1 - C_\Gamma a \varepsilon \leq h \leq 1 + C_\Gamma a \varepsilon .
\]

In particular, \( h \) does not vanish in \( \Omega \) provided

\[
\varepsilon < (C_\Gamma a)^{-1} ,
\]

and it follows by the inverse function theorem that \( \mathcal{L} \) induces a local \( C^\infty \)-diffeomorphism. This shows that \( \mathcal{L} \) is an immersion for all positive \( \varepsilon \) satisfying (4.8).

In Definition 2.1, we have introduced the tube \( T \) to be the manifold \( \Omega \) equipped with the Riemannian metric \( G \). The symbol \( d\text{vol} \) will denote the volume measure on \( T \), i.e.,

\[
d\text{vol} := |G(s,t)|^{1/2} ds \, dt = \varepsilon^{d-1} h(s,t) \, ds \, dt ,
\]

where \( dt \equiv dt_2 \ldots dt_d \) stays for the \((d-1)\)-dimensional Lebesgue measure on \( \omega \).

4.4 The Laplacian

It is a general fact that the Laplacian \( -\Delta_G \) (as a differential expression) in a manifold \( \Omega \) equipped with the metric \( G \) can be written as

\[
-\Delta_G = -|G|^{-1/2} \sum_{i,j=1}^d \partial_i |G|^{1/2} G^{ij} \partial_j ,
\]

where \( G^{ij} \) denote the coefficients of the inverse matrix \( G^{-1} \). We introduce the Dirichlet Laplacian \( -\Delta_D \) (as a differential operator) in the tube \( T \equiv (\Omega,G) \) to be the operator in the Hilbert space \( L^2(T) \equiv L^2(\Omega,d\text{vol}) \) defined by

\[
-\Delta_D \psi := -\Delta_G \psi , \quad \psi \in D(-\Delta_D) := \mathcal{H}^1_0(T) \cap \mathcal{H}^2(T) .
\]
It can be verified directly that $-\Delta_T^D$ is self-adjoint. Alternatively, this can be deduced from the following unitary equivalence we shall need anyway.

Let $U$ be the unitary operator defined by

$$U : L^2(T) \to L^2(\Omega) : \{ \psi \mapsto |G|^{1/4} \psi \}.$$  \hspace{1cm} (4.10)

Setting $H := U (-\Delta_T^D) U^{-1}$, one can check that

$$H = -\partial_t h^{-2} \partial_t - \varepsilon^{-2} \Delta' + V, \quad D(H) = \mathcal{H}_2,$$  \hspace{1cm} (4.11)

where the space $\mathcal{H}_2$ is defined in (3.1) and

$$V := -\frac{5}{4} \frac{(\partial_t h)^2}{h^4} + \frac{1}{2} \frac{\partial_t^2 h}{h^3} - \frac{1}{4} \frac{|\nabla' h|^2}{\varepsilon^2 h^2} + \frac{1}{2} \frac{\Delta' h}{\varepsilon^2 h}.$$  \hspace{1cm} (4.12)

Actually, (4.11) with (4.12) is a general formula valid for any $C^\infty$-smooth metric of the form (2.1). In our special case when $h$ is given by (2.5), we find easily that $\partial_\mu h = -\varepsilon \kappa_1 R_{\mu 2}$ and $\partial_\mu \partial_\nu h = 0$ for any $\mu, \nu \in \{2, \ldots, d\}$, and therefore

$$V = -\frac{1}{4} \frac{\kappa_1^2}{h^2} + \frac{1}{2} \frac{\partial_t^2 h}{h^3} - \frac{5}{4} \frac{(\partial_1 h)^2}{h^4}.$$  \hspace{1cm} (4.13)

Moreover, (4.12) gives

$$\partial_1 h(\cdot, t) = \varepsilon \sum_{\mu, \nu, \rho = 2}^d t_\mu R_{\mu \nu} (\dot{K}_{\nu 1} - \dot{K}_{\nu p} K_{p 1}),$$

$$\partial_1^2 h(\cdot, t) = \varepsilon \sum_{\mu, \nu, \rho, \sigma = 2}^d t_\mu R_{\mu \nu} (\ddot{K}_{\nu 1} - \ddot{K}_{\nu p} K_{p 1} - 2K_{\nu p} \dot{K}_{p 1} + K_{\nu p} K_{p \sigma} K_{\sigma 1}).$$

Using (4.7), it is easy to see that $H$ is uniformly elliptic with uniformly $C^\infty$-smooth coefficients for all $\varepsilon$ satisfying (4.8). Consequently, $H$ (and therefore $-\Delta_T^D$) is self-adjoint by the same reasoning as in Section 3.1.

### 4.5 Thin tubes

It remains to apply the results of Section 3, namely Theorem 2.8, to $H$. Let us define the operator

$$T := H - \varepsilon^{-2} E_1,$$  \hspace{1cm} (4.14)

which is indeed of the form (2.8), with $a_\varepsilon := h^{-2}$ and $V_\varepsilon := V$. It is important to notice that, while the eigenvalues of $T$ are just eigenvalues of $H$ shifted by $-\varepsilon^{-2} E_1$, the operators have in fact the same eigenfunctions.

Let us now verify Assumption (A) for (4.14). Assuming (4.8), the functions $h^{-2}$ and $V$ obviously belong to $C^\infty(\Omega)$ (they are even analytic in $t$), since it is true for $\mathcal{L}$ (as a consequence of the geometric Assumption (B)); this checks Assumption (B(i)). In view of (4.7) and (4.8), Assumption (A)(ii) holds true with
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\(C^A = 4\). Strengthen now \(4.8\) to \(\varepsilon \leq (2C^{-1})^{-1}\), so that \(h \geq 1/2\) uniformly in \(\varepsilon\) by virtue of \(4.7\). Since

\[
\|1 - h^2\|_{C^0(\Omega)} \leq \varepsilon a \|\kappa_1\|_{C^0(\Omega)} (2 + \varepsilon a \|\kappa_1\|_{C^0(\Omega)}),
\]

\[
\|
\partial_1 h \|_{C^0(\Omega)} \leq \varepsilon a \left( \|\kappa_1\|_{C^0(\Omega)} + \|K\|_{C^0(\Omega;\mathbb{R}^2)}^2 \right),
\]

\[
\|
\partial_1^2 h \|_{C^0(\Omega)} \leq \varepsilon a \left( \|\kappa_1\|_{C^0(\Omega)} + 2\|\kappa\|_{C^0(\Omega;\mathbb{R}^2)}^2 \right) + \|K\|_{C^0(\Omega;\mathbb{R}^2)}^3,
\]

\[
\|
\partial_\mu h \|_{C^0(\Omega)} \leq \varepsilon a \|\kappa_1\|_{C^0(\Omega)}, \quad \mu \in \{2, \ldots, d\},
\]

it is easy to see from \(4.12\) by applying \(2.2\) that Assumptions \(A.(iii)\) and \((iv)\) hold true with some positive \(C^A\) depending on \(C^A, a\) and \(d\), and with \(v_0\) as defined in \(4.7\).

The application of Theorem \(2.8\) to the operator \(4.14\) is now straightforward. In order to deduce from it Theorem \(2.3\), it remains to recall that \(H\) and \(-D_T\) have the same eigenvalues and their eigenfunctions are related by \(4.10\).

\section{Strips on surfaces}

As another application of Theorem \(2.8\) let us consider the situation where the ambient space of the tube is a general Riemannian manifold instead of the Euclidean space \(\mathbb{R}^d\). We restrict ourselves to the case \(d = 2\), \(i.e.,\) the tube \(T\) will be a strip about a curve in an (abstract) two-dimensional surface. We refer to \(41, 43, 42\) for geometric details and basic spectral properties of \(-D_T\) in the infinite case \(I = \mathbb{R}\).

Consider a \(C^{\infty}\)-smooth connected complete non-compact two-dimensional Riemannian manifold \(A\) of bounded Gauss curvature \(K\), and a \(C^{\infty}\)-smooth curve \(\Gamma : I \to A\) which is assumed to be parametrized by arc length and embedded. Let \(N\) be the unit normal vector field along \(\Gamma\), which is uniquely determined as the \(C^{\infty}\)-smooth mapping from \(I\) to the tangent bundle of \(A\) by requiring that \(N(s)\) is orthogonal to the derivative \(\dot{\Gamma}(s)\) and that \(\{\dot{\Gamma}(s), N(s)\}\) is positively oriented for all \(s \in I\) (\(cf.\ [55, Sec. 7.B]\)). We denote by \(\kappa\) the corresponding curvature of \(\Gamma\) defined by the Frenet formula and note that its sign is uniquely determined up to the re-parametrization of \(\Gamma\) (\(\kappa\) is the geodesic curvature of \(\Gamma\) if \(A\) is embedded in \(\mathbb{R}^3\)).

Without loss of generality, \(\omega\) can be chosen as \((-1, 1)\). For sufficiently small positive \(\varepsilon\), we define a mapping \(\mathcal{L}\) from \(\Omega\) to \(A\) by setting

\[
\mathcal{L}(s,t) := \exp_{\Gamma(s)} \left( \varepsilon t N(s) \right),
\]

where \(\exp_p\) is the exponential map of \(A\) at \(p \in A\). Note that \(s \mapsto \mathcal{L}(s,t)\) traces the curves parallel to \(\Gamma\) at a fixed distance \(\varepsilon |t|\), while the curve \(t \mapsto \mathcal{L}(s,t)\) is a geodesic orthogonal to \(\Gamma\) for any fixed \(s\). Since \(\Gamma\) is compact, \(\mathcal{L}\) induces a diffeomorphism of \(\Omega\) onto the image \(\mathcal{L}(\Omega)\) provided \(\varepsilon\) is small enough (\(cf.\ [27, Sec. 3.1]\)). Consequently, \(\mathcal{L}\) induces a Riemannian metric \(G\) on \(\Omega\), and we define the strip \(T\) about \(\Gamma\) to be the manifold \((\Omega, G)\). It follows by the generalized
Gauss lemma [27, Sec. 2.4] that the metric acquires the diagonal form:

\[ G = \text{diag}(h^2, \varepsilon^2) , \]

where \( h \) is a uniformly \( C^\infty \)-smooth function on \( \Omega \) satisfying the Jacobi equation

\[
\partial_2^2 h + \varepsilon^2 K h = 0 \quad \text{with} \quad \begin{cases} 
    h(\cdot,0) = 1, \\
    \partial_2 h(\cdot,0) = -\varepsilon \kappa ,
\end{cases}
\]

(5.2)

where \( K \) is considered as a function of the (Fermi) “coordinates” \((s,t)\) determined by (5.1).

Since the metric \( G \) is of the form (2.4), the Dirichlet Laplacian in the manifold \( \mathcal{T} \) (defined in the same manner as (4.9)), is unitarily equivalent to the operator \( H \) defined by (4.11) with (4.12). It is easy see that Theorem 2.8 applies to the shifted operator \( H - \varepsilon^{-2} E_1 \). In particular, using (5.2), we verify that Assumption \( \mathbb{A} \) holds true with some positive constant depending on the norms \( \| \kappa \|_{C^2(\mathcal{I})} \) and \( \| K \|_{C^2(\mathcal{I})} \), and with the function \( v_0 \) given this time by (cf [41, Sec. 3]):

\[
v_0(s) := \frac{\kappa(s)^2}{4} - \frac{K(s,0)}{2} .
\]

The latter determines spectral properties of the one-dimensional operator \( S \) introduced in (2.6), namely, the set of eigenvalues \( \{ \mu_n \}_{n=1}^\infty \) and corresponding eigenfunctions \( \{ \phi_n \}_{n=1}^\infty \).

**Theorem 5.1.** Let \( \mathcal{T} \) be the strip of width \( 2\varepsilon \) defined above as a tubular neighbourhood about a curve \( \Gamma \) embedded in a two-dimensional Riemannian manifold \( \mathcal{A} \). For any integer \( N \geq 1 \), there exist positive constants \( \varepsilon_0 \) and \( C \) depending on \( N, L \) and the geometries of \( \Gamma \) and \( \mathcal{A} \) such that for all \( \varepsilon \leq \varepsilon_0 \), the claims (i)–(iii) of Theorem 2.3 hold true.
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