Machine Learning Techniques: The Need of the Hour

Parag Nijhawan, Vinod Kumar Bhalla, Jyoti Gupta, Manish Kumar Singla

Abstract: Scientists, researchers and business analyst need to process large volume of data to convert the data to meaningful information. Historically all the professionals are doing this manually and later with the invention of computers by developing algorithms and coding programs. Eventually size of data is growing with the advancement of social economic developments and advancement of technological sectors. This posed greater challenge to the technocrats. So there was demand to automatically process and analyze the data. Scientists started working towards the direction of artificial intelligence (AI). They developed the branch of AI as machine learning (ML). Large number of areas are using these techniques and getting benefit of these models. Financial data analyst, business analyst, software professionals, are applying machine learning to increase the speed of large amount of data for decision making by drawing patterns with minimal and no human intervention. The purpose of this paper is to discuss a few widely publicized ML algorithms and their advantages and benefits.
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I. INTRODUCTION

Machine learning (ML) is an area in computer science which involves teaching computers to do thing naturally by learning through experience. This means that the computer system is turning data into information [1]. Machine learning algorithms derive information from data without the help of any model. The algorithms adaptively improve their performance as we increase for example, the number of tuples in the dataset, it is equivalent to the fact that learning happens with experience. Initially supervised machine learning methods were developed. Success of the supervised methods encouraged researchers to develop semi supervised techniques. Research in the field of ML has entered in the era of unsupervised learning methods to automatically analyze the data and automatically build the model by learning from the data samples to work on the actual data to predict the results. Machine learning techniques are categorized shown in figure 1.

Major Learning Methods
A. Supervised Learning

The human intervention based algorithms are known as supervised machine learning. These algorithms require assistance from the human programmer. First, input data is selected for specific domain. Then data is filter for noise and unwanted elements. Second step involves extract of features from these data set which are specially identified for the problem in hand. In third step data set is divided into training data used to train the model and the test data to evaluate the performance of model. This model can be developed for prediction, recognition or classification. [4].

As shown in figure 2 the popular supervised algorithms are discussed.

Decision Tree:

This method is mainly used for classification purpose. The technique implied here is grouping of attributes through sorting depending on their initial values. Tree consist node which represent the attributes that is to be categorized and the branch is used for value that node can have. [4] as shown in Figure 3. The Decision tree pseudo code is discussed in figure 5.
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Naive Baye’s (NB):

The naive Bayes classifier, or simple Bayesian Classifier as shown in figure 4 and pseudo code in figure 6, works as follows: Let D is set of tuples where each tuple is an n-dimensional attribute vector given by $x: (x_1, x_2, x_3, \ldots, x_n)$. Let there be m classes: $C_1, C_2, C_3, \ldots, C_m$. Naïve Bayes classifier predicts $X$ belongs to class $C_i$ if

$$P\left(\frac{C_i}{X}\right) > P\left(\frac{C_j}{X}\right) \quad \text{for} \quad 1 \leq j \leq m, j \neq i$$

The maximum Posteriori Hypothesis is given as

$$P\left(\frac{C_i}{X}\right) = \frac{P(X|C_i)P(C_i)}{P(X)}$$

This reduces to this

Maximize $P\left(\frac{X}{C_i}\right)P(C_i)$ as $P(X)$ is constant

With many attributes, it is computationally expensive to evaluate $P(X|C_i)$. For n attributes, we follow the naïve assumption of “class conditional independence”, which is given eq.

$$P\left(\frac{X}{C_i}\right) = \prod_{k=1}^{n} P\left(\frac{x_k}{C_i}\right)$$

Support Vector Machine (SVM)

Support vector machines was introduced in early 1990 and falls under category of supervised machine learning algorithms. The basic idea of support vector machine is to find the optimal separating hyperplane which maximizes the margin of the training data. Basically SVM uses the mapping function that transforms data in input space to data in feature space in such a way as to render a problem linearly separable. The working model and pseudo code of support vector machine is shown in figure 7 and 8. The SVMs then automatically discover the optimal separating hyperplane, which is nothing but a complex decision surface.
Unsupervised Learning

In unsupervised learning, the data is unlabeled, so the learning algorithm is left to find commonalities among its input data. The goal of unsupervised learning is to discover hidden patterns within dataset, which allows the computational machine to automatically discover the representations that are needed to classify raw data. Mostly, cluster analysis technique is used in these techniques and is shown through example workflow as shown in fig 9. Clustering is the process of grouping together data objects into multiple sets or clusters, so that objects within a cluster have high similarity as compared to objects outside of it. The partitioning of cluster is done with help of algorithm. The most commonly used algorithms for clustering are:

1) K-Means Clustering: The k-means is most well-known clustering algorithm [11]. The main concept is to define k cluster centers. This algorithm aims at minimizing an objective function known as squared error function, which is given by

\[ J(V) = \sum_{i=1}^{c} \sum_{j=1}^{c_i} (\|x_i - v_j\|)^2 \]

Where \(\|x_i - v_j\|\) is the Euclidean distance between \(x_i\) and \(v_j\).
PCA learning

PCA learning is also known as PAC learning is “probably approximate learning”. The analysis will be easier if we build it around a few simplifying assumptions. First, examples considered are noise free. Second, all attributes are discrete. Third, the classifier acquires the form of a logical expression of attribute values. And, finally there exist at least one expression that correctly classifies all training examples. Example of PCA is explained in figure 12. The pseudo code for PCA is given in figure 13.

Semi - Supervised Learning

Combination of other two learning i.e. supervised learning and unsupervised learning defines semi-supervised learning. It is one of recent emerged part of artificial learning. Main aim of this technique is to identify the unlabeled data through the corresponding labeled data set [15-16]. Google expander is one of the prime examples of semi supervised learning. A few semi supervised learning methods as discussed for your reference.

1) Generative Models: Generative models is based on the following formula and it considered as oldest of all semi-supervised learning method.\[ P(a, b) = p(b)p(a|b) : p(a|b) \] is a mixed distribution. The mixed components models could be identified using labeled data. In this learning technique one labeled training example for each component is enough to generate the mixed distribution.

2) Self-Training:- In this learning method, the model is trained with a some samples of labeled data and for this purpose a classifier is used. Further the classifier can be trained with the help of unlabeled data. The unlabeled data and predicted lables are combined repeatedly to generate a refined model own its own. This justifies the name self training and learning.

3) TSVM known as Transductive support vector machine. This method is developed by extending the capabilities of Support vector machine (SVM). Both labeled and unlabeled data sets are used in this technique. Finding the proper solution through TSVM is a NP-hard problem. So it uses labeled and unlabeled data to find the maximum margin.

Reinforcement Learning

Reinforcement learning method is concerned inspired with behaviorist psychology. It is inspired by the concept of reward if the sw agents take action in manner to gain the maximum cumulative reward.
in an environment. The problem of Reinforcement Learning is studied in other fields also, statistics and genetic game theory, information theory, multi-agent systems, control theory, simulation-based optimization, operations research and swarm intelligence[17]. It is also called the dynamic programming in the area of operations research and control. The reinforcement learning general purpose model [18] is shown in figure 14.

![Figure 14 Model of reinforcement learning][1]

the SW agent gets the input as \( i \), the current state as \( s \), the state transition as \( r \) and the operational input function as \( I \) from the environment in which agent operates. On the basis of these values it generates a behavior as \( B \) and it is forced to take an action as \( a \) this is implied as an outcome.

E. Multitask Learning

Main idea of Multitask learning is to help every learner to improve or to perform more efficiently. Each and every step applied in solving a particular task is remembered, which is biggest assets of multitask learning. Latter these steps can be used by algorithm to solve the similar types of problems in future. Inductive transfer mechanism term is defined as using same codes by other algorithm. If each learner shares its experiences with other learner, learners can learn from each other and change quickly, rather than individually [19].

F. Ensemble Learning

In this method strategically generated multiple models, classifiers and experts, are combined to solve a complex intelligence domain of problem in hand. This process improves the performance of a model, and reduce the chance of an unwanted poor selections [20]. selecting optimal features, error-correcting, data fusion, assigning a confidence to the decision, non-stationary learning and incremental learning other major applications of ensemble learning [21].

1) Boosting:

Boosting is one of technique of ensemble learning, mainly function to reduce variance and bias. It obtains the one strong learner by training the collection of weak learner. A weak learner can be defined as a form of classifier which cannot be related with any defined classification whereas strong learner is vice versa of weak learner. Figure 15 describe pseudo code of the most popular example of boosting. Known as Ada Boost.

![Figure 15 pseudo code-Boosting][2]

2) Bagging:

Bagging or bootstrap is another technique of ensemble learning. Wherever stability and accuracy of the problem is the prime objective there bagging or bootstrap can be used [22]. It can be applied in regression and classification type of problem. It is also very effective in reducing variance. Figure 16 is used to describe pseudo code corresponding to bagging algorithm.

![Figure 16 pseudo code-Bagging][3]

G. Neural Network Learning

A neural network’s ability to perform computations is based on the hope that we can reproduce some of the flexibility and power of the human brain by artificial means. It tries to mimic the structure and function of our nervous system. An artificial neural network (ANN) is used as a methodology for information processing and the method got its inspiration from biological nervous system. Five parts of neuron are dendrites, soma, nucleus, synaptic terminals and axon as shown in figure 17.

![Figure 17 Structure of neuron][4]
Dendrites are structures used for collecting input for a neuron. It collects and sums up the inputs and if the result is greater than its firing threshold, the neuron fires else it inhibits. When a neuron fires, it sends an electrical impulse from its nucleus to synaptic terminals. The synaptic terminals can then network to more neurons via connections called synapses.

Figure 18 Hidden layer

Learning takes place by changing the effectiveness of the synapses so that the influence of one neuron on another changes. An artificial neural network can be divided in two three parts. First is input layer, as the name suggests it accepts the input data. Second is hidden layer, it processes the data received from input layer and third is output layer, it displays the processed data as sown in figure 18. Three types of artificial neural network (ANN) are discussed in literature known as supervised(S), unsupervised(U) and reinforcement(R) [25].

1) Supervised Neural Network:

Supervised learning, is employed by using each input vector associated with the output which is desired. The input vector and the corresponding output vector results in a training pair. Here, the network knows what should be the output. During training, the input vector is given is given to the network to produce an output. This output is the actual output. Then this actual output is checked whether it is same as the desired output. The block diagram of supervised learning algorithm is shown in figure 19. The difference between the actual and desired output is considered as the error signal and is generated by the network. This error signal can be used to adjust the weights of the network layers so that for all training pair the actual output becomes the desired output.

Figure 19 Schematic of supervised network [25]

2) Unsupervised Neural Network:

Unsupervised learning, the inputs of a similar category are grouped together without the help of any training. The network clubs together the similar input patterns to form clusters in the training process. When a new input is applied, the network gives an output response indicating the class to which it belongs. If an input does not belong to any cluster, a new cluster is formed. The schematic diagram is shown in figure 20.

Figure 20 Schematic of unsupervised learning [25]

3) Reinforced Neural Network: Reinforcement learning is similar to supervised learning in that information is available. However, in case of reinforcement learning, only critical information is available. The exact information needs to be obtained from this critical information. The process of extracting real information from critical information is termed as reinforcement learning. Reinforced neural network is represented in figure 21.

Figure 21 Schematic of reinforced learning [25]

H. Instance-Based Learning

A unique type of pattern is followed in instant-based learning which is different from other type of learning. As the name suggests the similar type of pattern is applied to every data. In this technique complexity of the algorithm also increases as size of data increases. Sometime it is also considered lazy method because it takes long intervals to iterate the test data with the training data [26].

1) K-Nearest Neighbor (KNN):

The k-nearest neighbor, or KNN, is non-parametric, and slow learning algorithm. KNN deploy data set to separate the data points into many categories to predict the class of a test case. KNN model structure is determined from the data. This algorithm is not parametric because no assumptions are made from input data distribution [27]. In many applications data does not comply with the theoretical assumptions. So when there is no prior information about the distribution of data, KNN becomes the obvious option to classify the data.
Figure 22 is used to describe the KNN pseudo code.

![KNN pseudo code](image)

**Figure 22 KNN-Pseudo code [28]**

II. CONCLUSION

The primary aim of this paper is to survey and concisely describe various machine learning algorithms and techniques for easy reference & learning. It has wide range of applications in large number of fields with success. Scientists developed number of supervised, semi supervised and unsupervised techniques for data analysis and decision making. Aim of these techniques is to reduce the human intervention. Main idea behind ML methods is to learn from the existing data, identify the patterns and draw conclusion based on automated build data model. In supervised methods features are manually extracted where as in unsupervised methods features are automatically extracted from the input data samples and hence reduce human efforts. The ability of ML is to automatically apply complex mathematical calculations, to huge amount of data again and again with more faster and efficient manner with minimal human intervention. Today, every person is using machine learning knowingly or unknowingly. It ranges from email classification, webpage classification for easy search and retrieval of information to design chat boat and assistant for online shopping site. This paper attempted to summarize the machine learning for benefit of the society at large.
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