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Abstract—Heterogeneous Distributed Storage Systems (DSS) are close to real world applications for data storage. Internet caching system and peer-to-peer storage clouds are the examples of such DSS. In this work, we calculate the capacity formula for such systems where each node store different number of packets and each having a different repair bandwidth (node can be repaired by contacting a specific set of nodes). The tradeoff curve between storage and repair bandwidth is studied for such heterogeneous DSS. By analyzing the capacity formula new minimum bandwidth regenerating (MBR) and minimum storage regenerating (MSR) points on the tradeoff curve. It is shown that in some cases these are better than the homogeneous DSS.

I. INTRODUCTION

Data storage has been a challenge for mankind since ancient times. Recently emerged Cloud computing provides an excellent way to store the data in a Distributed Storage Systems (DSSs). Many such commercial systems are in use such as Hadoop based DSS of Facebook, Yahoo, IBM, Amazon and Microsoft Windows Azure system [1], [2], [3], [4]. In such a DSS, data is stored on $n$ nodes each of which may be unreliable hence data reliability is a major challenge for researchers. For example, in one month the maximum number of node failures is approximately 110 out of 3000 nodes in Facebook clusters [1]. In the case of node failure, system has to repair the failed node by either generating functional equivalent of the data loss or by generating the exact data that was lost on that node. In order to provide reliability in these, systems either use simple replication or they use MDS (maximum distance separable) erasure codes. Simple replication uses more space (so it is bad for storage minimization) and erasure MDS code approach is not efficient for bandwidth minimization in a node repair process. To optimize these conflicting parameters of data storage and bandwidth, recently in a seminal paper Dimakis et. al [5] introduced regenerating codes and later they were studied by many researchers [1], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15].

Consider a DSS of total $n$ nodes. Regenerating codes are specified by the parameters $[[n, k, d], [\alpha, \beta, B]]$, where $B$ is the size of the file and $\alpha$ is the number of packets on each node. In order to get a file user has to contact $k$ nodes ($k < n$) nodes out of total $n$ nodes. In case of a node failure, data can be recovered by contacting $d$ nodes ($d$ is known as repair degree) and downloading $\beta$ packets from each node. Thus total bandwidth for a repair is $d\beta$. One has to optimize both $\alpha$ and $\beta$, hence we get two kind of regenerating codes viz. Minimum Storage Regenerating (MSR) codes useful for archival purpose and Minimum Bandwidth Regenerating (MBR) codes useful for Internet applications [6], [9]. Most of the previous work in this area has been focused on homogeneous DSS and related regenerating codes. For example, using network flow analysis, bounds on the capacity of DSS (the maximum amount of information delivered to any user contacting $k$ nodes out of $n$ nodes) are calculated for $(n, k, d)$ homogeneous DSS with symmetric repair [16]. Using similar approach, in [17], Shah et al calculated cut-set lower bound on repair bandwidth for a special flexible setting for homogeneous DSS. Recently some work has been done for a more general setting where storage capacity of each node may vary. In particular, in [18], Ernvall et al calculated the capacity bounds of a heterogeneous DSS having dynamic repair bandwidth and in [19] a non-homogeneous two rack model of DSS has been considered. Inspired by heterogeneous DSS new bounds and codes have been studied [20].

In the present work, we consider a heterogeneous DSS for which each storage node has different storage size and repair bandwidth. User can reconstruct the file by contacting any $k(< n)$ nodes. In case of a node failure, data collector contacts specific set of helper nodes and downloads fixed number of packets from each helper node. We calculated capacity formula for such a heterogeneous DSS. Using this we obtain new MSR and MBR points on the tradeoff curve between storage and bandwidth.

Organization: The paper is organized as follows. Section 2 describes the model of our heterogeneous DSS and collects the necessary background. Main results of the paper are given in Section 3. Section 4 gives a proof of Theorem 4 and analysis of Theorem 6 is given in Section 5. Final section concludes the paper with general remarks.

II. MODEL

In heterogeneous DSS a file is divided into encoded packets and they are distributed among $n$ nodes $U_i$ ($1 \leq i \leq n$) each having storage capacity $\alpha_i$ ($1 \leq i \leq n$) and repair degree $d_i$ ($1 \leq i \leq n$). An user can reconstruct the file by downloading data from any $(k < n)$ nodes. If a node $U_i$ ($1 \leq i \leq n$) fails then data collector will download $\beta$
All possible surviving sets $S$ can be several surviving sets for a given node. Indexing all surviving set of a node $U_i$ will reduce 1 packet to repair the node $U_i$, i.e., $\beta = 1$ unit.

Fig. 1. A file is divided into 3 distinct coded packets $x_1$, $x_2$, and $x_3$ from field $\mathbb{F}_q$. These three packets are encoded into five distinct packets and some copies of the five packets are distributed among 6 nodes such a way that any data collector can download whole file by contacting any 2 nodes. In this (6, 2) heterogeneous DSS, repair degrees and the number of packets on each storage node $U_i$ ($1 \leq i \leq 6$) are $2, 2, 2, 3, 2, 2$ respectively. If a node $U_i$ fails then each helper node of any one surviving set $S_{i}^{(1)}$ of node $U_i$ will download 1 packet to repair the node $U_i$.

Example 2. Consider a (6, 2) heterogeneous DSS as shown in Figure 1. The surviving sets of nodes are shown in Table I.

TABLE I. SURVIVING SETS OF HETEROGENEOUS DSS (6, 2) SHOWN IN FIGURE 1.

| Nodes $U_i$ | All possible surviving sets $S_{i}^{(1)}$ |
|------------|---------------------------------|
| $U_1$      | $S_{1}^{(1)} = \{U_1, U_2\}$, $S_{1}^{(2)} = \{U_1, U_4\}$. |
| $U_2$      | $S_{2}^{(1)} = \{U_2, U_3\}$, $S_{2}^{(2)} = \{U_2, U_6\}$. |
| $U_3$      | $S_{3}^{(1)} = \{U_3, U_4\}$, $S_{3}^{(2)} = \{U_3, U_5\}$. |
| $U_4$      | $S_{4}^{(1)} = \{U_4, U_5\}$, $S_{4}^{(2)} = \{U_4, U_6\}$. |
| $U_5$      | $S_{5}^{(1)} = \{U_5, U_3\}$, $S_{5}^{(2)} = \{U_5, U_7\}$. |
| $U_6$      | $S_{6}^{(1)} = \{U_6, U_4\}$, $S_{6}^{(2)} = \{U_6, U_7\}$. |

We are now in a position to describe the capacity of our heterogeneous DSS. Using the information flow graph, the capacity of homogeneous DSS with symmetric repair was calculated in [16]

$$C(\alpha, \gamma) = \sum_{i=1}^{k} \min\{\alpha, (d - i + 1)\frac{\gamma}{d}\}. \quad (1)$$

In our heterogeneous DSS, in case of a single node failure, it can be recovered by some specific set of the $d_i$ surviving nodes. Thus a typical information flow graph representing a $(n, k)$ DSS is shown in Figure 2. A pair of graph node $In_i$ and $Out_i$ $(1 \leq i \leq n)$ in $G$, represents the storage node $U_i$. Here node "s" is the source of whole file. If $\alpha_i$ is the storage capacity of node $U_i$ then the weight of directed edge $(In_i, Out_i)$ in flow graph is $\alpha_i$ because the node $U_i$ can flow $\alpha_i$ amount of information across the graph $G$. If a node $U_i$ (i.e., node pair $(In_i, Out_i)$) fails then all helping nodes of any one of the surviving set for storage node $U_i$ will download 0 packets and generate a new storage node $U_i$ (i.e., new node pair $(In, Out)$). Now in order to calculate the maximum amount of packets that can be delivered to data collector (DC) by contacting any $k$ nodes for any $k$ number of 'out nodes' called 'of the information flow graph $G$. Also to compute the cut in $G$ one requires a specific sequence of surviving sets picked up randomly one from each node. Formally we can define them as follows.

Definition 3. (Surviving Sequence): For a $(n, k)$ heterogeneous DSS, surviving sequence $\langle\eta_j\rangle_{j=1}^{n}$ is a sequence of surviving sets picked up randomly one from each node.

For example in (6, 2) heterogeneous DSS as shown in Figure 1, one of the possible surviving sequence $\langle\eta_j\rangle_{j=1}^{6}$ is $\langle S_{5}^{(1)}, S_{3}^{(1)}, S_{1}^{(2)}, S_{6}^{(2)}, S_{1}^{(1)}, S_{2}^{(2)} \rangle$. Another possible surviving sequence could be $\langle S_{2}^{(1)}, S_{3}^{(1)}, S_{4}^{(2)}, S_{6}^{(2)}, S_{1}^{(2)}, S_{5}^{(2)} \rangle$.

III. MAIN RESULTS

In this section we describe our main results. The cut$(V_1, V_2)$ of a weighted graph $G(V, E)$ is the partition $V_1$ and $V_2$ (where $V_1 \cap V_2 = \emptyset$) of the vertex set $V$ such that at least one edge exist between $V_1$ and $V_2$. For source $s$ and sink $t$, the $s-t$ cut$(V_1, V_2)$ of a weighted graph is a cut such that $s \in V_1$ and $t \in V_2$. For a graph $G(V, E)$, the $(s, t)$ cut-set$(V_1, V_2)$ is the set of all edges between the partitions $V_1$ and $V_2$. Hence for a weighted graph $G(V, E)$ min-cut$(s, t)$ is the sum of minimum possible weights of edges associated with $(s, t)$ cut-set$(V_1, V_2)$ for arbitrary vertex set partitions $V_1$ and $V_2$. Theorem 4 gives the lower bound of min-cut between node and data collector. We also give new MSR and MBR points on storage and bandwidth tradeoff curve.

Theorem 4. For a $(n, k)$ heterogeneous DSS the min-cut between source $s$ and data collector $t$ must satisfy the following inequality

$$\min_{\langle\eta_m\rangle_{m=1}^{k}} \sum_{j=1}^{k} \min \left\{ \alpha_j, \left( \bigcup_{\lambda=0}^{j-1} U_\lambda \right) \right\} \geq \beta, \quad (2)$$

where $\{U_0\} = \emptyset$, $0 \leq \lambda < j \leq k$, $\eta_j \in \langle\eta_m\rangle_{m=1}^{n}$ and $\mathcal{S}$ is the set of all possible surviving sequences $\langle\eta_m\rangle_{m=1}^{n}$.

We have now in a position to describe the capacity of our heterogeneous DSS. Using the information flow graph, the capacity of homogeneous DSS with symmetric repair was calculated in [16]
It is easy to observe that for every \((n,k)\) heterogeneous DSS, there exist an information flow graph \(G\) such that cut set achieves inequality \((\ref{inequality})\) with equality. But total information size delivered to data collector \(t\) must be at-least equal to file size \(B\) so the necessary condition for heterogeneous DSS is

\[
B \leq \min_{(n,m)^n_{m=1} \in \mathcal{F}} \left\{ \sum_{j=1}^{k} \min \left\{ \alpha_j, \eta_j \left( \sum_{\lambda=0}^{j-1} \{U_{\lambda}\} \right) \beta \right\} \right\} ,
\]

By the definition of capacity \(C\) of \((n,k)\) heterogeneous DSS one can define:

\[
C \triangleq \min_{(n,m)^n_{m=1} \in \mathcal{F}} \left\{ \sum_{j=1}^{k} \min \left\{ \alpha_j, \eta_j \left( \sum_{\lambda=0}^{j-1} \{U_{\lambda}\} \right) \beta \right\} \right\} ,
\]

\[(\ref{heterogeneous_capacity})\]

**Example 5.** For \((6,2)\) DSS as shown in Figure \(7\), the capacity is 3 units with \(\beta = 1\) unit.

One can determine the time complexity for calculating the capacity by equation \((\ref{heterogeneous_capacity})\), with respect to the parameter of heterogeneous DSS. It is easy to observe that this time complexity depends on the number of possible surviving sequences. If there exist exactly one surviving set for every node then time complexity to calculate the capacity is \(\Theta\left(\frac{n!}{(n-k)!}\right)\). In general, if there exist many surviving sets for a node then the time complexity for calculating the capacity is \(O\left(n! \sum_{i=1}^{n} d_i\right)\). This can be further improved to \(\Theta\left(k! \sum_{A \in \mathcal{A}} \prod_{i=\in A} d_i\right)\), where \(\mathcal{A} = \{A : A \subseteq \{1,2,\ldots, n\}, |A| = k\}\).

The new MSR and MBR points on the tradeoff curve of storage and bandwidth for our new heterogeneous DSS can be calculated with an approach similar to homogeneous DSS \[(\ref{MSR_MBR})\]. The results are summarized in the following:

**Theorem 6.** For a surviving sequence \(\langle \eta_j \rangle_{j=1}^n \in \mathcal{F}\) that minimizes the RHS of inequality \((\ref{inequality})\), the new MSR and MBR points on the tradeoff curve between storage and bandwidth for heterogeneous DSS is given by the following equations:

\[
1) \quad \text{For MSR point:}
\]

\[
\sum_{j=1}^{k} \alpha_j = B \ (\text{with } \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_k \text{ and})
\]

\[
\beta \leq B \left[ \min \left\{ \eta_j \left( \sum_{\lambda=0}^{j-1} \{U_{\lambda}\} \right) \right\}_{j=1}^{k} \right]^{-1} .
\]

\[
2) \quad \text{For MBR point:}
\]

\[
\beta = B \left[ \sum_{j=1}^{k} \eta_j \left( \sum_{\lambda=0}^{j-1} \{U_{\lambda}\} \right) \right]^{-1}
\]

\[
\alpha_i = B d_i \left[ \sum_{j=1}^{k} \eta_j \left( \sum_{\lambda=0}^{j-1} \{U_{\lambda}\} \right) \right]^{-1} .
\]

**IV. PROOF OF THEOREM \((\ref{heterogeneous_capacity})\)**

**Proof:** The proof is similar to the proof in homogeneous case \[(\ref{MSR_MBR})\]. Consider the information flow graph \(G\) for a \((n,k)\) heterogeneous DSS as shown in Figure \(7\). We focus on single node failure. In order to calculate min-cut \((s,t)\) we compute cut contribution by each node to min-cut \((s,t)\) (in case of single node failure) successively. Suppose the cut of the information flow graph \(G\) is \((V,V')\). Observe that both vertex sets \(V\) and \(V'\) are non empty. Let \(\mathcal{D} = \min - \text{cut}(s,t)\) be the collection of cut edges \(i.e.,\) each edge in \(\mathcal{D}\) joins a vertex from \(V\) to a vertex from \(V'\). For an arbitrary surviving sequence \(\langle \eta_i \rangle_{i=1}^n = \left( S_{1}^{(1)}, S_{2}^{(2)}, \ldots, S_{n}^{(n)} \right)\) one can observe the following for each node failure:

WLOG, we can assume if node \(U_1\) fails then all helper nodes from \(S_1^{(1)} = \eta_1\) will generate a new node. To calculate cut contribution for node \(U_1\) one has to find the weight of \((in_1, Out_1)\) and sum of weight of all those edges which represent downloading \(\beta\) amount of data to repair the node \(U_1\) by \(\eta_1\). Hence for \(Out_1 \in V'\) we can have the following cases:

1) If \(in_1 \in V\) then edge \((in_1, Out_1) \in \mathcal{D}\) or
2) If \(in_1 \in V'\) then all the \(d_1\) number of edges associated with a specific \(S_1^{(1)}\) are in \(\mathcal{D}\) \(i.e.,\) for some \(m \in \{2,3,\ldots, n\}, (In_m, Out_m) \in \mathcal{D}\) where \(U_m \in S_1^{(1)} = \eta_1\).

Hence the contribution for the cut \((s,t)\) of vertex \(Out_1\) is \(\min \{\alpha_1, |S_1^{(1)}| \beta\} = \min \{\alpha_1, |\eta_1 \setminus \{U_0\}| \beta\}\), where \(\{U_0\} = \emptyset\).

Similarly for the vertex \(Out_2 \in V'\) (associated with \(\eta_2\), the following two cases arise:

1) If \(in_2 \in V\) then edge \((in_2, Out_2) \in \mathcal{D}\) or
2) If \(in_2 \in V'\) then all the \(|S_2^{(2)} \setminus \{U_1\}|\) number of edges associated with a specific \(S_2^{(2)}\) are in \(\mathcal{D}\) \(i.e.,\) for some \(m \in \{3,4,\ldots, n\}, (In_m, Out_m) \in \mathcal{D}\), where \(U_m \in S_2^{(2)} = \eta_2\) and \(|S_2^{(2)} \setminus \{U_1\}|\) distinct values are possible for \(m\).

So the contribution for the cut \((s,t)\) of vertex \(Out_2\) is \(\min \{\alpha_2, |S_2^{(2)} \setminus \{U_1\}| \beta\}\) \(i.e.,\) \(\min \{\alpha_2, |\eta_2 \setminus \{U_1\}| \beta\}\).

Similarly for \(Out_3\) (associated with \(\eta_3\) in \(V'\), the two cases are:

1) If \(in_3 \in V\) then edge \((in_3, Out_3) \in \mathcal{D}\) or
2) If \(in_3 \in V'\) then all the \(|S_3^{(3)} \setminus \{U_1 \cup U_2\}|\) number of edges associated with a specific \(S_3^{(3)}\) are in \(\mathcal{D}\) \(i.e.,\) for some \(m \in \{4,5,\ldots, n\}, (In_m, Out_m) \in \mathcal{D}\), where \(U_m \in S_3^{(3)} \setminus \{U_1 \cup U_2\} \subseteq S_3^{(3)}\) and \(|S_3^{(3)} \setminus \{U_1 \cup U_2\}|\) distinct values are possible for \(m\).

So the contribution for the cut \((s,t)\) of vertex \(Out_3\) is \(\min \{\alpha_3, |S_3^{(3)} \setminus \{U_1, U_2\}| \beta\}\) \(\beta = \min \{\alpha_3, |\eta_3 \setminus \{U_1, U_2\}| \beta\}\).

Continuing in the same way for a vertex \(Out_j \in V'\) (associated with \(\eta_j\)) the following two cases are possible:

1) If \(in_j \in V\) then edge \((in_j, Out_j) \in \mathcal{D}\) or
2) If \(in_j \in V'\) then all the \(|S_j^{(j)} \setminus \{U_{i=1}^{j-1} \{U_{i}\}|\) number of edges associated with a specific \(S_j^{(j)}\) are in \(\mathcal{D}\) \(i.e.,\) for some \(m \in \{j+1, j+2, \ldots, n\}, (In_m,)}
Suppose after some time node \( U \) surviving set \( S \) \( U \) and then repairs itself using helping nodes of surviving set \( S \) \n. Fig. 2. As per assumptions, \((n,k)\) heterogeneous DSS model can tolerate only one node failure at a time. WLOG one can assume node \( U \) fails and then repairs itself using helping nodes of surviving set \( S \) \n. Then \( \min(\alpha_1, S^{(1)} I) \), \( \min(\alpha_2, S^{(2)} \setminus U_1) \), \ldots, \( \min(\alpha_i, S^{(i)} \setminus \{U_1, U_2, \ldots, U_{i-1}\}) \) number of times of downloading of \( \beta \) amount of information is required to make DSS stable.

\[
\text{Out}_m \in D \text{ where } U_m \in S^{(i)}_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \subset S^{(i)}_j, \quad S^{(i)}_j = \eta_j \text{ and } \left( S^{(i)}_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \right) \text{ distinct values are possible for } m.
\]

So the contribution for the cut\((s,t)\) of the vertex \( \text{Out}_j \) is \( \min(\alpha_j, S^{(i)}_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \beta) \) \n. Hence by \( \left( 3 \right) \) and \( \left( 6 \right) \),

\[
\min \left\{ \eta_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \beta \right\}_{j=1}^{k} \leq \alpha_i \leq d_i \beta.
\]

Thus for reconstructing the file by contacting any \( k \) nodes we have:

\[
k \cdot \min_{1 \leq j \leq k} \left\{ \eta_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \beta \right\} \leq \sum \alpha_m \leq \beta \sum_{m \in A} d_m,
\]

where an arbitrary \( A \) in \( \mathcal{A} = \{ A : A \subset \{1, 2, \ldots, n\}, |A| = k \} \).

For calculating MSR point, first minimize storage and then bandwidth to get:

- \( \sum_{j=1}^{k} \alpha_j = B \) (with \( \alpha_1 \leq \alpha_2 \leq \ldots \leq \alpha_k \)) and
- \( \beta \leq \frac{B}{T} \left( \min \left\{ \frac{1}{j=1} \left( \bigcup_{l=0}^{j-1} \{U_l\} \right) \right\} \right)^{-1} \).

Similarly for calculating MBR point first minimize bandwidth and then storage. Hence inequality \( \left( 5 \right) \) reduces into

\[
\alpha_i \geq \max \left\{ \eta_j \setminus \left( \bigcup_{l=0}^{i-1} \{U_l\} \right) \beta \right\}_{j=1}^{k} \quad \forall i.
\]

Hence for MBR point

\[
\text{Optimal Tradeoff}
\]

| Average bandwidth per node | Homogeneity Regenerating Code | Heterogeneous Regenerating Code |
|-----------------------------|-------------------------------|-------------------------------|
| 0.2                         | 0.3                           | 0.4                           |
| 0.5                         | 0.7                           | 0.9                           |
| 0.8                         | 1.0                           | 1.2                           |

\[\text{Fig. 3. Comparative analysis of optimal tradeoff between (7, 4) heterogeneous DSS and (7, 4, 5) homogeneous DSS. For heterogeneous DSS file size B = 1 unit, reconstruction degree k = 4 nodes and total numbers of nodes n = 7. The tradeoff is drown for the heterogeneous DSS having repair degree d_i and storage capacity } \alpha_i \text{ are proportional to } 4 : 4 : 5 : 5 : 6 : 6 \text{ for } i \in \{1, 2, 3, 4, 5, 6, 7\}.\]
\[ \beta = B \left[ \sum_{j=1}^{k} |\eta_j^* \left( \bigcup_{i=0}^{j-1} \{U_i\} \right) | \right]^{-1} \]

\[ \alpha_i = B d_i \left[ \sum_{j=1}^{k} |\eta_j^* \left( \bigcup_{i=0}^{j-1} \{U_i\} \right) | \right]^{-1} \]

Remark 7. Note that the MSR and MBR points of [21] for homogeneous DSS are special case of new points. In particular, for an arbitrary \( i \), if

1) \( \alpha_i = \alpha \left| S_i^{(f)} \right| = d_i = d, \forall i \in \{1, 2, \ldots, n\} \) and
2) a failed node \( U_i \) can be repair by any \( d \) nodes in system

then the parameter \( \alpha \) and \( \beta \) of

1) MSR point would be
\[ \alpha = \frac{B}{k}, \quad \beta = \frac{B}{k(d-k+1)} \]

2) MBR point would be
\[ \alpha = \frac{2Bd}{k(2d-k+1)}, \quad \beta = \frac{2B}{k(2d-k+1)} \]

Example 8. For \((6, 2)\) heterogeneous DSS as shown in Figure (7) with file size \( B = 3 \), one can calculate \( \alpha_i \) and \( \beta \) for MBR and MSR points. For MSR point \( \alpha_j = 3/2, \alpha_4 = 1 \) and \( \beta = 3/2 \), where \( j \in \{1, 2, 3, 5, 6\} \). Similarly for MBR point \( \beta = 1 \) and \( \alpha_j = 3 \), where \( j \in \{1, 2, 3, 5, 6\} \).

VI. CONCLUSION

Motivated by real world applications which are based on heterogeneous DSS with dynamic repair bandwidth and constant repair degree, we calculated capacity of heterogeneous DSS with dynamic repair bandwidth and dynamic repair degree (but with constant \( \beta \)). By analyzing the capacity formula new MSR and MBR points are obtained. We also show that in some cases the new MSR and MBR points are better than homogeneous DSS. It would be an interesting future task to construct efficient codes that meet these points. Also, in future, the capacity analysis could be generalized for heterogeneous DSS with dynamic repair degree and dynamic downloading factor.
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