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Abstract. We consider skew tent maps $T_{\alpha,\beta}(x)$ such that $(\alpha, \beta) \in [0,1]^2$ is the turning point of $T_{\alpha,\beta}$, that is, $T_{\alpha,\beta} = \frac{\beta}{\alpha} x$ for $0 \leq x \leq \alpha$ and $T_{\alpha,\beta}(x) = \frac{\beta}{1-\alpha}(1-x)$ for $\alpha < x \leq 1$. We denote by $M = K(\alpha, \beta)$ the kneading sequence of $T_{\alpha,\beta}$, by $h(\alpha, \beta)$ its topological entropy and $\Lambda = \Lambda_{\alpha,\beta}$ denotes its Lyapunov exponent. For a given kneading sequence $M$ we consider isentropes (or equi-topological entropy, or equi-kneading curves), $(\alpha, \Psi_M(\alpha))$ such that $K(\alpha, \Psi_M(\alpha)) = M$. On these curves the topological entropy $h(\alpha, \Psi_M(\alpha))$ is constant.

We show that $\Psi'_M(\alpha)$ exists and the Lyapunov exponent $\Lambda_{\alpha,\beta}$ can be expressed by using the slope of the tangent to the isentrope. Since this latter can be computed by considering partial derivatives of an auxiliary function $\Theta_M$, a series depending on the kneading sequence which converges at an exponential rate, this provides an efficient new method of finding the value of the Lyapunov exponent of these maps.

1. Introduction. Consider a point $(\alpha, \beta)$ in the unit square $[0,1]^2$. Denote by $T_{\alpha,\beta}(x)$ the skew tent map,

\[
T_{\alpha,\beta}(x) = \begin{cases} 
L_{\alpha,\beta}(x) = \frac{\beta}{\alpha} x & \text{if } 0 \leq x \leq \alpha, \\
R_{\alpha,\beta}(x) = \frac{\beta}{1-\alpha}(1-x) & \text{if } \alpha < x \leq 1.
\end{cases}
\]

To avoid trivial dynamics we suppose that $0.5 < \beta \leq 1$ and $\alpha \in (1-\beta, \beta)$. We denote by $U$ the region of $[0,1]^2$ consisting of these $[\alpha, \beta]$. We denote by $M = K(\alpha, \beta)$ the kneading sequence of $T_{\alpha,\beta}$, by $h(\alpha, \beta)$ its topological entropy and by $\Lambda = \Lambda_{\alpha,\beta}$ denotes its Lyapunov exponent. The set of all possible kneading sequences is denoted by $\mathcal{M} = \{K(\alpha, \beta) : (\alpha, \beta) \in U\}$. For a given kneading sequence $M$ we consider isentropes (or equi-topological entropy, or equi-kneading curves) $(\alpha, \Psi_M(\alpha)) \in U$ such that $K(\alpha, \Psi_M(\alpha)) = M$. On these curves the topological entropy $h(\alpha, \Psi_M(\alpha))$ is constant. On Figure 1 on the left half $T_{3,8}$ is considered. On the bottom part of the figure one can see the first few entries of the kneading sequence. To visualize
the isentrope the computer plotted in black some pixels which correspond to parameter values with similar initial segment of kneading sequence. To obtain a not too thick region the length of this initial segment depends on the parameter region. For example on the left half of Figure 2 there is a thicker region, which can be made thinner by considering longer initial segments. However if the initial segment is too long, the computer is not finding enough pixels from the given equi-kneading region, see for example the right half of Figure 1 where close to the upper left corner of the unit square the plot is too thin.

Figure 1. Tangents to isentropes computed from $\gamma$ and from $\Theta$

We will see in this paper that the isentropes $(\alpha, \Psi_M(\alpha))$ are continuously differentiable curves namely we prove the following theorem.

**Theorem 1.** If $M \in \mathbb{R}$ then $\Psi'_M$ exists and is continuous on its domain, $(\alpha_1(M), \alpha_2(M))$.

In [2] one can find results and general methods concerning isentropes and smoothness of isentropes for different type perturbations of piecewise expanding unimodal maps. It is a significant difference that in [2] the horizontal coordinate of the turning point of the maps is fixed during these perturbations.

What we found really interesting that the derivatives of these curves can be used to compute the Lyapunov exponents of the skew tent maps $T_{\alpha, \beta}$. This is the main result of this paper:

**Theorem 2.** Suppose $(\alpha_0, \beta_0) \in U$, $\Lambda = \Lambda_{\alpha_0, \beta_0}$ denotes the Lyapunov exponent of $T_{\alpha_0, \beta_0}$ and $(\alpha, \Psi_M(\alpha))$ is the isentrope satisfying $\beta_0 = \Psi_M(\alpha_0)$. Then we have the following formula

$$
\Lambda_{\alpha_0, \beta_0} = \Lambda = \gamma \log \frac{\beta_0}{\alpha_0} + (1 - \gamma) \log \frac{\beta_0}{1 - \alpha_0}, \text{ where } \gamma \text{ satisfies (1.2)}
$$

$$
\gamma = \frac{\Psi'_M(\alpha_0)}{\frac{\beta_0}{\alpha_0} + \frac{1}{1 - \alpha_0}} = \alpha_0(1 - \alpha_0) \frac{\Psi'_M(\alpha_0)}{\beta_0} + \alpha_0. \quad (1.3)
$$
Moreover, if \( \mu \) denotes the acim (absolutely continuous invariant measure) of \( T_{\alpha_0, \beta_0} \), then
\[
\gamma = \mu([0, \alpha_0]). \tag{1.4}
\]

To study equi-topological entropy, or equi-kneading curves in the region \( U \) in [6] we introduced the auxiliary functions \( \Theta_M \). Suppose that we have a given kneading-sequence \( M \) and
\[
M^- = RL\ldots LR\ldots LR\ldots LR\ldots \quad \text{ (1.5)}
\]
Here \( M = M^- \) if the turning point is not periodic, that is \( T_{\alpha, \beta}^k(\alpha) \neq \alpha \) for \( k \in \mathbb{N} \). In this case there is no \( C \in M \). The set of such kneading sequences is denoted by \( \mathcal{M}_\infty \). The cases when the turning point is periodic, that is when \( C \) appears in \( M \) will play a very important role in this paper. The set of these kneading sequences is denoted by \( \mathcal{M}_{<\infty} \). These are the ones ending with \( C \). In this case \( M^- \) can be defined in many ways. One such way was discussed in [6]. However, for our definition of suitable \( \Theta_M \) functions any of the following definitions can be used. Concatenate \( M \) with itself infinitely many times. Then in the right infinite (right) periodic sequence replace the \( C \)s in an arbitrary manner with \( R \)s and \( L \)s.

For example in our computer simulations each \( C \) was replaced by an \( L \). This is due to the fact that if \( T_{\alpha, \beta}^k(\alpha) = \alpha \) then \( T_{\alpha, \beta}^{k+1}(\alpha) = \beta = L_{\alpha, \beta}(T_{\alpha, \beta}^k(\alpha)) = R_{\alpha, \beta}(T_{\alpha, \beta}^k(\alpha)) \), that is both the left- and right- “half definitions” of \( T_{\alpha, \beta}^k \) can be used in this case.

We put \( m_k = m_1 + m_2 + \cdots + m_k \) with \( m_i \) defined in (1.5) and
\[
\Theta_M(\alpha, \beta) = 1 - \beta + \sum_{k=1}^{\infty} (-1)^k \left( \frac{1 - \alpha}{\beta} \right)^k \left( \frac{\alpha}{\beta} \right)^{m_k}. \tag{1.6}
\]
In [6] we showed that for \( (\alpha, \beta) \in U \) it follows from \( K(\alpha, \beta) = M \) that \( \Theta_M(\alpha, \beta) = 0 \). This means that the equi-topological entropy curve \( \{ (\alpha, \beta) \in U : K(\alpha, \beta) = M \} \) is a subset of \( \{ (\alpha, \beta) \in U : \Theta_M(\alpha, \beta) = 0 \} \), the zero level set of \( \Theta_M \). This means that the isentrope \( (\alpha, \Psi_M(\alpha)) \) satisfies the implicit equation \( \Theta_M(\alpha, \Psi_M(\alpha)) = 0 \). By implicit differentiation
\[
\Psi'_M(\alpha) = -\frac{\partial_1 \Theta_M(\alpha, \Psi_M(\alpha))}{\partial_2 \Theta_M(\alpha, \Psi_M(\alpha))}, \tag{1.7}
\]
provided that \( \partial_2 \Theta_M(\alpha, \Psi_M(\alpha)) \neq 0 \). Since the series in (1.6) converges at an exponential rate if we consider the partial derivatives we also obtain an exponential convergence rate for the partial derivatives and hence it is very easy to compute/approximate \( \Psi'_M(\alpha) \) by using (1.7). On Figures 1, 2 and in Table 1 the entries

| \( \alpha \) | \( \beta \) | \( \gamma \) | \( \Psi'_M - \gamma \) | \( \Psi'_M - \Theta \) |
|---|---|---|---|---|
| .3 | .8 | .26044 | -.36406 | -.36452 |
| .49 | .56 | .30996 | -.40344 | -.4244 |
| .5 | .7 | .27034 | -.64303 | -.64064 |
| .6 | .8 | .26918 | -.76258 | -.76132 |
| .6 | .75 | .35597 | -.40344 | -.4244 |
| .6 | .9 | .47736 | -.4599 | -.45991 |

\textbf{Table 1.} Tangents calculated from \( \Theta \) and \( \gamma \).
\( \Psi'_{M} - \Theta \) were computed by using this implicit differentiation method by taking into consideration the first 200 elements of the kneading sequence.

The other approach is to estimate \( \Psi'_{M}(\alpha) \) via the Lyapunov exponents. For the skew tent map \( T_{\alpha,\beta}, (\alpha,\beta) \in U \) there is a unique ergodic \( \text{acim} \mu_{\alpha,\beta} = \mu \), that is a measure absolutely continuous with respect to the Lebesgue measure, \( \lambda \). Its density \( f \) is an invariant function/fixed point of the Frobenius-Perron operator \( P_{\alpha,\beta} \), that is \( P_{\alpha,\beta} f = f \). By Birkhoff’s ergodic theorem the Lyapunov exponent

\[
\Lambda_{\alpha,\beta} = \lim_{N \to \infty} \frac{1}{N} \log |(T_{\alpha,\beta}^{N})'(x)| = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \log |T_{\alpha,\beta}^{n}(T_{\alpha,\beta}(x))| \text{ for } \mu \text{ a.e. } x.
\]

(1.8)

In case of skew tent maps \( |T_{\alpha,\beta}'(x)| = \beta/\alpha \) if \( x < \alpha \) and \( |T_{\alpha,\beta}'(x)| = \beta/(1-\alpha) \) if \( x > \alpha \) hence if we let

\[
\gamma = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \chi_{[0,\alpha]}(T_{\alpha,\beta}^{n}(x)) \text{ then } \Lambda_{\alpha,\beta} = \gamma \log \frac{\beta}{\alpha} + (1 - \gamma) \log \frac{\beta}{1-\alpha}.
\]

(1.9)

for \( \mu \) a.e. \( x \).

\begin{align*}
\alpha = 0.6, \beta = 0.9, \Psi_{M} - \gamma = -0.4599, \Psi_{M} - \theta = -0.45991 \\
\alpha = 0.49, \beta = 0.56, \Psi_{M} - \gamma = -0.40344, \Psi_{M} - \theta = -0.4244
\end{align*}

\begin{figure}[h]
    \centering
    \includegraphics[width=\textwidth]{figure2.png}
    \caption{More tangents to isentropes computed from \( \gamma \) and from \( \Theta \)}
\end{figure}

Hence to estimate the Lyapunov exponent we need to estimate \( \gamma \). This is usually done by using a computer program. For a sufficiently large \( N \) and a “randomly” selected \( x \) one computes the sum in (1.9). Actually we have done this as well in our computer simulations. It has turned out that \( N = 200000 \) was sufficiently large to have a reasonably good estimate for \( \gamma \). In Table 1 there is a column \( \gamma \) containing these estimates for the randomly selected parameter values. According to (1.2) of Theorem 2 \( \gamma \), and hence \( \Lambda_{\alpha,\beta} \) can be expressed by using \( \Psi'_{M}(\alpha) \). Since \( \Psi'_{M}(\alpha) \) can be calculated by (1.7) using (1.8), (1.9) and (1.2) we can calculate the Lyapunov exponent for any \( T_{\alpha,\beta} \) with \( (\alpha,\beta) \in U \). To illustrate the connection between \( \Psi'_{M}(\alpha) \) and \( \Lambda_{\alpha,\beta} \), or \( \gamma \) in our computer simulations followed a reverse approach, using \( \gamma \) from (1.2) one can obtain

\[
\Psi'_{M}(\alpha) = \frac{(\gamma - \alpha)\beta}{\alpha(1-\alpha)}.
\]

(1.10)
This means that the computer program calculated an estimate of $\gamma$ (and hence of $\Lambda$) and this estimate was used for calculating the slope of an approximate tangent to the isentrope. As the images show, this method, based on (1.10) works, that is the approximate tangents really seem to be tangent to the isentrope.

In Table 1 there is a column labeled $\Psi'_M \cdot \Theta$ which contains the estimates we obtained for $\Psi'_M(\alpha)$ by using the estimate for $\gamma$ based on (1.9). As one can see that the estimates we obtained for $\Psi'_M(\alpha)$ by using the $\Theta_M$ function in (1.7) are quite close to the ones obtained by using $\gamma$. On Figures 1 and 2 we plotted both approximate tangents to the isentropes, the one calculated from $\gamma$ and the one calculated from $\Theta_M$. On the color pdf version of the paper the first approximate tangent is in red and the second is in blue. In case only one, the red tangent is visible then it means that the two approximate tangents are on top of each other. It is also visible that they are indeed “tangent” to the isentrope as well. On the right half of Figure 2 the two approximate tangents are not exactly on top of each other. This is due to the fact that for the parameter values $\alpha = 0.49$ and $\beta = 0.56$ both $\alpha/\beta$ and $(1-\alpha)/\beta$ are close to one and the convergence in the series giving the partial derivatives of $\Theta_M$ is slower. To get a better estimate one needs to consider more than the first 200 entries of the kneading sequence. On this figure the tiny black region corresponding to the equi-kneading region is almost completely covered by the blue and red approximate tangents. We would like to emphasize that our new method based on $\Theta_M$, even if the number of iterates is increased from 200 to a larger number requires still much less many iterates than the other method which needed 1000 times more iterates for about the same accuracy.

Finally, there is one more illustration showing that indeed there is a link between $\gamma$ and $\Psi'_M(\alpha)$. On Figure 3 the color of pixels in $U$ was calculated based on the first 10 entries of the kneading sequence. Hence equi-kneading regions containing isentropes are of the same color (modulo screen/pixel resolution). We also plotted three skew tent maps with three different colors and the approximate tangent line computed by using $\gamma$ from (1.9) substituted into (1.10).

In [3] for the Markov case a histogram of the distribution of the location in the Markov partition of the first 50000 iterates of a “generic” point is used to approximate the piecewise constant invariant density function of the acim. Here again a rather high number of iterates was used. In [10] a central limit theorem is discussed for the convergence in (1.9). The other method, discussed in [3] is based on the fact that if $K(\alpha, \beta) \in \mathcal{M}_{<\infty}$, that is when the turning point is periodic for $T_{\alpha,\beta}$ then there is a Markov partition for $T_{\alpha,\beta}$. Based on the Markov partition one can obtain a system of linear equations and the solution of this system gives us the invariant density function $f_{\alpha,\beta}$ of the acim $\mu_{\alpha,\beta}$ of $T_{\alpha,\beta}$. Then $\gamma = \mu_{\alpha,\beta}([0, \alpha])$. (In [3] a different parametrization and notation was used, but we translated it to our notation.) The drawback of this calculation is that the number of equations is the number of elements in the Markov partition. If $K(\alpha, \beta) \in \mathcal{M}_{\infty}$ then there is no Markov partition, but isentropes corresponding to skew tent maps with Markov partition are dense in $U$. It was remarked in [3] that in this case we can also approximate the invariant density by invariant densities of Markov skew tent maps. In this case the number of elements in the Markov partition of these approximating maps tends to infinity, making it more and more difficult to solve the system of linear equations. It also seems for us that Theorem 10.3.2 from [4] was used in an incorrect way in [3]. By this we mean, that the way these Markov skew tent maps are approximating the non-Markov one is not satisfying the exact assumptions of
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Theorem 10.3.2 in [4]. Since in our paper we also need approximations of skew tent maps by other ones in Proposition 8 we clarify the way these approximations work. For some specific Markov parameter values in [12] a central limit behavior is discussed.

We thank the referee for pointing out that based on methods of [1] (see equations (21) and (35) of [1]) another efficient method for estimating the invariant density can be obtained.

Properties of isentropes, especially connectedness in different families of dynamical systems were also studied for example in [5], [14] and [16].

This paper is organized the following way. In Section 2 we recall some definitions and results concerning skew tent maps and invariant densities. In Section 3 we continue to discuss some known results about absolutely continuous invariant measures and prove Proposition 8 which will be the key lemma about approximations of skew tent maps by other ones. This section concludes with some remarks about uniform Lipschitz properties of isentropes.

The most involved part of the paper is Section 4 in which we prove Proposition 12. This is a special version of the main result of the paper about the relationship between Lyapunov exponents and tangents to isentropes. In this proposition we suppose that the isentrope is differentiable at the point considered and we also suppose that we work with a Markov map. In later sections we aim towards Theorem 2 to use some approximation arguments to remove the assumptions about differentiability and Markovness.

In Section 5 by using Proposition 12 first we show that isentropes are continuously differentiable for Markov skew-tent maps. In this argument we use Proposition 8
and approximations of our skew tent map by other ones with the same topological entropy. Then by using another approximation argument based on Proposition 8 and approximation of non-Markov maps by Markov maps we generalize this result for arbitrary maps.

Finally, in Section 6 we prove Theorem 2 which is the main result of our paper. It is again an approximation argument of non-Markov maps by Markov maps. This way we obtain the general version of Proposition 12.

2. Preliminaries. Kneading theory was introduced by J. Milnor and W. Thurston in [13]. For symbolic itineraries and for the kneading sequences we follow the notation of [8].

Suppose $T = T_{\alpha, \beta}$ is fixed for an $(\alpha, \beta) \in U$ and $x \in [0, 1]$. The extended kneading sequence $K(\alpha, \beta) = M_{\text{ext}} = (m_1, m_2, ...)$ is defined as follows. If $T^n_{\alpha, \beta}(\alpha) < \alpha$ then $m_n = L$, if $T^n_{\alpha, \beta}(\alpha) = \alpha$ then $m_n = C$, and if $T^n_{\alpha, \beta}(\alpha) > \alpha$ then $m_n = R$. If there is no $C$ in $M_{\text{ext}}$ then the kneading sequence $K(\alpha, \beta) = M = M_{\text{ext}}$.

If there are $C$s in $M_{\text{ext}}$ then the kneading sequence $K(\alpha, \beta) = M$ is a finite string which is obtained by stopping at the first $C$ and throwing away the rest of the infinite string $M_{\text{ext}}$.

Following notation of [15] we denote by $\mathcal{M}$ the class of kneading sequences $K(0.5, \beta)$, $\beta \in (0, 1)$, which is identical to all possible kneading sequences of the form $K(\alpha, \beta)$, $(\alpha, \beta) \in U$.

In [15] a different parametrization of skew tent maps was used. The functions

$$F_{\lambda, \mu}(x) = \begin{cases} 1 + \lambda x & \text{if } x \leq 0 \\ 1 - \mu x & \text{if } x \geq 0 \end{cases}$$

were considered on $\mathbb{R}$.

A simple calculation shows that if $(\alpha, \beta) \in U$ then $(\lambda(\alpha, \beta), \mu(\alpha, \beta)) = (\frac{2}{\alpha}, \frac{\beta}{1 - \alpha})$ belongs to the region $D' = \{(\lambda, \mu) : \lambda > 1, \mu > 1, \frac{1}{\lambda} + \frac{1}{\mu} \geq 1\}$, this apart from a boundary segment, coincides with the parameter region $D = \{(\lambda, \mu) : \lambda \geq 1, \mu > 1, \frac{1}{\lambda} + \frac{1}{\mu} \geq 1\}$ considered in [15]. In [6] we gave the explicit formula for the linear homeomorphism showing that $T_{\alpha, \beta}$ and $F_{\lambda(\alpha, \beta), \mu(\alpha, \beta)}$ are topologically conjugate. We use the notation $K(\lambda, \mu)$ for the kneading sequence of $F_{\lambda, \mu}$. In this parametrization $\mathcal{M}$ corresponds to the kneading sequences of functions $F_{\mu, \mu}$ with $1 < \mu \leq 2$.

We denote by $\prec$ the parity lexicographical ordering of kneading sequences, symbolic itineraries, for the details see [8].

Without discussing too much details of renormalization we need to say a few words about it. The interested reader is referred to more details in [8] or [15]. For $j = 0, 1, ...$ we denote by $\mathcal{M}^j$ the set of those kneading sequences $M$ for which there exists $\beta \in (\sqrt{2})^{j+1}, \sqrt{2})^j$ such that $M = K(\frac{1}{2}, \beta)$. The kneading sequences in $\mathcal{M}^0$ correspond to the non-renormalizable case. We denote by $U^j$ the set of those $(\alpha, \beta) \in U$ for which $K(\alpha, \beta) \in \mathcal{M}^j$. In [15], $D_0$ denotes the region of those $(\lambda, \mu) \in D$ for which $\lambda > \frac{1}{\mu^2} - 1$. This is the non-renormalizable region in the $\lambda - \mu$-parametrization. In [3] and [15] mainly the non-renormalizable region is considered. In Section 5 of [15] renormalization, and the way of extension of the result obtained for the non-renormalizable case is discussed. It turns out that if $K(\lambda, \mu) \in \mathcal{M}^j$ with $j \geq 1$ then $F_{\lambda, \mu}^2$ can be restricted onto a suitable interval mapped into itself by this map. This restriction is topologically conjugate to $F_{\mu^2, \lambda \mu}^2$ and $K(\mu^2, \lambda \mu) \in \mathcal{M}^{j-1}$. In our parametrization if $K(\alpha, \beta) \in \mathcal{M}^j$ with $j \geq 1$ then $T_{\alpha, \beta}$ restricted onto a suitable interval is topologically conjugate to $T_{1-\alpha, \beta^2/(1-\alpha)}$.
Theorem 3. For each \( M \in \mathfrak{M} \) there exist two numbers \( \alpha_1(M) < \alpha_2(M) \) and a 
continuous function \( \Psi_M : (\alpha_1(M), \alpha_2(M)) \to U \) such that for \( (\alpha, \beta) \in U \) we have 
\( K(\alpha, \beta) = M \) if and only if \( \beta = \Psi_M(\alpha) \). The graphs of the functions \( \Psi_M \) 
fill up the whole set \( U \). Moreover, \( \lim_{\alpha \to \alpha_1(M)+} \Psi_M(\alpha) = 1 \) if \( M \geq \text{RLR}^\infty \). If \( M < \text{RLR}^\infty \)
then the curve \((\alpha, \Psi_M(\alpha))\) converges to a point on the line segment \(\{(\alpha, 1 - \alpha) : 0 < \alpha < \frac{1}{2}\}\) as \( \alpha \to \alpha_1(M)^+ \). If \( M = \text{RL}^\infty \) then \( \alpha_1(M) = 0, \alpha_2(M) = 1 \) 
and \( \Psi_M(\alpha) = 1 \) for all \( \alpha \in (0, 1) \).

For the skew tent map \( T_{\alpha, \beta} \), \((\alpha, \beta) \in U \) we define the Frobenius-Perron operator 
\( P_{\alpha, \beta} : L^1[0, 1] \to L^1[0, 1] \) by
\[
P_{\alpha, \beta}f(x) = \sum_{z \in \{T_{\alpha, \beta}^{-1}(x)\}} \frac{f(z)}{|T'_{\alpha, \beta}(z)|},
\]
which in a more explicit form is
\[
P_{\alpha, \beta}f(x) = \frac{\alpha}{\beta} f\left( \frac{\alpha x}{\beta} \right) + \frac{1 - \alpha}{\beta} f\left( 1 - \frac{1 - \alpha}{\beta} x \right) \quad \text{if } 0 \leq x \leq \beta,
\]
and \( P_{\alpha, \beta}f(x) = 0 \) if \( x > \beta \).

We also remind to the definition of the variation of a real function \( f : [a, b] \to \mathbb{R} \).
\[
Vf = V_{[a,b]}f = \sup_{\mathcal{P}} \left\{ \sum_{k=1}^{n} |f(x_k) - f(x_{k-1})| \right\}
\]
where sup is taken for all partitions \( \mathcal{P} = \{[x_0, x_1], [x_1, x_2], \ldots, [x_{n-1}, x_n]\} \) of \([a, b]\). If \( V_{[a,b]}f < +\infty \) then \( f \) is of bounded variation, BV on \([a, b]\).

Definition 4. Suppose \( I = [a, b], T : I \to I \). A partition
\[
\mathcal{P} = \{[a_0, a_1], [a_1, a_2], \ldots, [a_{n-1}, a_n]\}
\]
of \([a, b]\) is Markov for \( T \) if for any \( i = 1, \ldots, n \) the transformation \( T|_{(a_{i-1}, a_i)} \)
is a homeomorphism onto the interior of the connected union of some elements of \( \mathcal{P} \),
that is onto an interval \((a_{j(i)}, a_{k(i)})\).

Observe that if \( T^n_{\alpha, \beta}(\beta) = \alpha \), that is \( C \) appears in \( K(\alpha, \beta) \in \mathfrak{M}^\infty \) then the 
partition determined by the points \( \{0, \alpha, \beta, T_{\alpha, \beta}(\beta), \ldots, T^n_{\alpha, \beta}(\beta), 1\} \) provides a Markov 
partition.

3. Absolutely continuous invariant measures and densities for skew tent maps. The classical initial paper on the existence of absolutely 
continuous invariant measures is [11], however we will follow the more recent monograph [4]. First we 
recall some definitions and results from p. 96 of [4]. We denote by \( T(I) \) the set of those transformations \( T : I \to I \) 
which satisfy the next two properties:

I. \( T \) is piecewise expanding, that is there exists a partition \( \mathcal{P} = \{I_i = [a_{i-1}, a_i], \)
\( i = 1, \ldots, n\} \) of \( I \) such that \( T|_{I_i} \) is \( C^1 \) and \( |T'(x)| \geq \alpha > 1 \) for any \( i \) and for 
all \( x \in (a_{i-1}, a_i) \).

II. \( g(x) = \frac{1}{|T'(x)|} \) is a function of bounded variation, where \( T'(x) \) is an appropriately 
calculated one-sided derivative at the endpoints of \( \mathcal{P} \).
For every $n \geq 1$ we define $\mathcal{P}^{(n)}$ as
\[
\mathcal{P}^{(n)} = \bigvee_{k=0}^{n-1} T^{-k}(\mathcal{P}) = \{ I_{i_0} \cap \cdots \cap T^{-n}(I_{i_{n-1}}) : I_{i_j} \in \mathcal{P}, j = 0, \ldots, n-1 \}.
\]
One can easily see that if $T \in \mathcal{T}(I)$ then $T^n$ is piecewise expanding on $\mathcal{P}^{(n)}$.

Since $|T_{\alpha,\beta}'(x)| = \frac{\beta}{\alpha}$ on $[0,\alpha]$ and $|T_{\alpha,\beta}'(x)| = \frac{\beta}{1-\alpha}$ on $[\alpha,1]$, for $(\alpha,\beta) \in U$ we obtain that $T_{\alpha,\beta} \in \mathcal{T}([0,1])$ with $\mathcal{P} = \{[0,\alpha],[\alpha,1]\}$.

The next theorem is about the existence of absolutely continuous invariant measures, acims and it is Theorem 5.2.1. from [4].

**Theorem 5.** If $T \in \mathcal{T}(I)$ then it admits an absolutely continuous invariant measure, acim whose density is of bounded variation.

In case of skew tent maps this acim is unique. Theorem 8.2.1 of [4] gives an upper bound on the number of distinct ergodic acims for a $T \in \mathcal{T}(I)$.

**Theorem 6.** Let $T \in \mathcal{T}(I)$ be defined on a partition $\mathcal{P}$. Then the number of distinct ergodic acims for $T$ is at most $\#\mathcal{P} - 1$.

In our case when $(\alpha,\beta) \in U$ and $I_0 = [0,1]$ then $\mathcal{P} = \{[0,\alpha],[\alpha,1]\}$. Since $\#\mathcal{P} = 2$ we obtain that for $T_{\alpha,\beta}$ there is only one ergodic acim. Using this and the results about the spectral decomposition of the Frobenius-Perron operator in Chapter 7 of [4] one can see that invariant densities are linear combinations of densities of ergodic acims. Hence in case of our skew tent maps the following Lemma holds:

**Lemma 7.** For every $(\alpha,\beta) \in U$ there is a unique invariant density for $T_{\alpha,\beta}$, and it is the density of the unique ergodic acim.

We need the next proposition which is a variant of Theorems 10.2.1 and 10.3.2 in [4].

**Proposition 8.** Suppose $(\alpha_n,\beta_n) \in U$ for $n = 0,1,\ldots$, $(\alpha_n,\beta_n) \to (\alpha_0,\beta_0)$ and $\mathcal{P}_n = \{[0,\alpha_n],[\alpha_n,1]\}$. Suppose that
\[
\forall m \geq 1, \exists \delta_m > 0 \text{ such that if } \mathcal{P}_{n}^{(m)} = \bigvee_{j=0}^{m-1} T_{\alpha_n,\beta_n}^{-j}(\mathcal{P}_n) \text{ then } \min_{I \in \mathcal{P}_{n}^{(m)}} \lambda(I) \geq \delta_m > 0.
\]

Then:
(A) For any density $f$ of bounded variation there exists a constant $M$ such that for any $n$ and $k = 1,2,\ldots$
\[
V P_{\alpha_n,\beta_n}^k f \leq M.
\]
This implies that for any $n$ there is an invariant density $f_n$ of $T_{\alpha_n,\beta_n}$ and the set $\{f_n\}$ is a precompact set in $L^1([0,1],\lambda)$.
(B) Moreover, if $f_{n_k} \to f_0$ in $L^1$ then $f_0$ is an invariant density for $T_{\alpha_0,\beta_0}$.
of these theorems given a piecewise expanding transformation \( T : I \to I \), a family \( \{T_n\}_{n \geq 1} \) of approximating Markov transformations associated with \( T \) is considered. Assume \( Q^{(0)} \) denotes the endpoints of intervals belonging to \( P^{(0)} \), where \( P^{(0)} \) is a partition such that \( T \) is \( C^1 \) and expanding on the partition intervals of \( P^{(0)} \).

If one checks in Section 10.3, p. 217 of [4] the definition of the approximating Markov transformations associated with \( T \) one can see that there is a sequence of partitions \( P^{(n)} \). It is supposed that the transformations \( T_n \) are piecewise expanding and Markov transformations with respect to \( P^{(n)} \).

Moreover, in assumption (a) on p. 217 of [4] it is stated that if \( J = [c, d] \in P^n \) and \( J \cap Q^{(0)} = \emptyset \) then \( T_n|_J \) is a \( C^1 \) monotonic function such that

\[
T_n(c) = T(c), \quad T_n(d) = T(d)
\]

Assumption (3.2) is clearly not satisfied if \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0), (\alpha_n, \beta_n) \neq (\alpha_0, \beta_0), T_n = T_{\alpha_n, \beta_n}, T = T_{\alpha_0, \beta_0}\) and \( P^{(n)} \) has subintervals \([c, d]\) which do not contain 0, \( \alpha_0 \) or 1. This means that contrary to what is claimed by the authors of [3] Theorem 10.3.2 of [4], cannot be applied directly to the case of Markov approximations they want to use. Our Proposition 8 can be used in their case as well. Moreover, it is also an advantage of our Proposition 8 that we do not assume that the approximating skew tent maps are Markov.

**Proof of Proposition 8.** First we check that assumptions of Theorem 10.2.1 in [4] are satisfied by \( T_{\alpha_n, \beta_n} \) and \( T_{\alpha_0, \beta_0} \) given in Proposition 8. First observe that by \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0)\),

we can choose \( \gamma > 1 \) such that \( |T_{\alpha_n, \beta_n}'(x)| \geq \gamma \) \quad (3.3)

for any \( x \) where the derivative exists for any \( n \), this implies condition (1) of Theorem 10.2.1 of [4]. Since \( \frac{1}{T_{\alpha_n, \beta_n}} \) is constant on \((0, \alpha_n)\) and \((\alpha_n, 1)\), from \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0)\) it clearly follows that there exists \( W > 0 \) such that \( V \left( \frac{1}{T_{\alpha_n, \beta_n}} \right) \leq W \) for any \( n \in \mathbb{N} \). This shows that condition (2) of Theorem 10.2.1 of [4] is also satisfied. Observe that by \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0)\) the partitions \( P_n \) have the property that we can choose \( \delta > 0 \) such that if \( I \in P_n \) then \( T_{\alpha_n, \beta_n}|_I \) is one-to-one, \( T_{\alpha_n, \beta_n}(I) \) is an interval and \( \min_{I \in P_n} \lambda(I) > \delta \). This is condition (3) of Theorem 10.2.1 of [4].

Finally, (3.1) is assumption (4) of Theorem 10.2.1. Therefore this theorem is applicable to the sequence \( T_{\alpha_n, \beta_n} \). This yields that conclusion (A) of our Proposition 8 holds true.

The only thing which needs extra proof that in conclusion (B) the function \( f_0 \), which is the \( L^1 \) limit of the \( T_{\alpha_n, \beta_n} \) invariant densities \( f_{n_k} \), is \( P_{\alpha_0, \beta_0} \) invariant.

In an earlier version of our paper we gave a direct detailed proof of this fact. However, as the referee of our paper pointed out this is an immediate consequence of Corollary 14 and Remark 15 of [9]. The assumptions above are quite similar to the ones we need for them. Indeed, by choosing a \( k \) in (3.3) such that \( \gamma^k > 3 \) one can see that from \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0)\) and \((\alpha_n, \beta_n) \in U \) it follows that there exists a \( k \) such that \( (T_{\alpha_{n+k}, \beta_{n+k}})' \geq 3 > 2 \) for all \( n \). We also have \( \sup_n \| (T_{\alpha_{n+k}, \beta_{n+k}})' \|_{\infty} < +\infty \) and all \((T_{\alpha_{n+k}, \beta_{n+k}})')\) satisfy Lipschitz condition with the same constant (restricted to their intervals of monotonicity). Property (iii) of Remark 15 of [9] states that

\[
\inf \{ \lambda(I) : I \text{ is a maximal monotonicity interval for some } T_{\alpha_n, \beta_n} \} > 0
\]

is a consequence of assumption (3.1). Finally, from \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0)\) it follows that \( d(T_{\alpha_n, \beta_n}, T_{\alpha_0, \beta_0}) \to 0 \) in the Skhorohod type metric given on p. 324 of [9],
which is defined as follows, (we use the notation \( T_n \) for \( T_{\alpha, \beta} \) and \( T_0 \) for \( T_{\alpha_0, \beta_0} \)),

\[
d(T_n, T_0) := \inf \{ \varepsilon > 0 : \exists A \subset [0, 1], \exists \sigma : [0, 1] \to [0, 1] \text{ s.t.} \}
\]

\[
\lambda(A) > 1 - \varepsilon, \ \sigma \text{ is a diffeomorphism, } T_n|A = T_0 \circ \sigma|A, \ \text{ and for all } x \in A : |\sigma(x) - x| < \varepsilon, \ (1/|\sigma'(x)| - 1| < \varepsilon).
\]

\[\Box\]

The next lemma shows that if \( T_{\alpha_0, \beta_0} \) is non-Markov, that is \( K(\alpha_0, \beta_0) \in \mathcal{M}_\infty \) then (3.1) is satisfied.

**Lemma 9.** Suppose \((\alpha_0, \beta_0) \in U, K(\alpha_0, \beta_0) = M \in \mathcal{M}_\infty \). The sequence \((\alpha_n, \beta_n) \to (\alpha_0, \beta_0), (\alpha_n, \beta_n) \in U, P_n = \{[0, \alpha_n], [\alpha_n, 1]\} \text{ for } n = 0, 1, \ldots \) then (3.1) is satisfied.

**Proof.** Since \( M \in \mathcal{M}_\infty \) we have \( T_{\alpha_n, \beta_n}(\alpha_0) = T_{\alpha_0, \beta_0}(\alpha_0) \neq \alpha_0 \text{ for } k = 0, 1, \ldots \). This implies that

\[
T_{\alpha_0, \beta_0}(\alpha_0) \neq T_{\alpha_0, \beta_0}(\alpha_0) \text{ if } k' > k \geq 0.
\]

Observe that the division points of \( P_n^{(m)} \), \( n = 0, 1, \ldots \) are 0 and points of the form \( T_{\alpha_n, \beta_n}(\alpha) \) with \( 0 \leq j \leq m - 1 \). Denote the set of division points of \( P_n^{(m)} \) by \( Q_n^{(m)} \). By (3.4) we have

\[
\alpha_0 \notin T_{\alpha_n, \beta_n}(\alpha_0) \text{ for any } j = 1, 2, \ldots
\]

and in general

\[
T_{\alpha_n, \beta_n}(\alpha_0) \text{ and } T_{\alpha_n, \beta_n}(\alpha_0) \text{ are disjoint finite sets for } j' \neq j.
\]

Indeed, if we had for a \( j' > j \geq 1 \), \( x \in T_{\alpha_n, \beta_n}(\alpha_0) \cap T_{\alpha_n, \beta_n}(\alpha_0) \) then

\[
T_{\alpha_n, \beta_n}(T_{\alpha_n, \beta_n}(x)) = \alpha_0 = T_{\alpha_n, \beta_n}(\alpha_0)
\]

and hence \( T_{\alpha_n, \beta_n}(\alpha_0) = \alpha_0 \), which contradicts (3.4).

Denote by \( \delta_{0,m} \) the length of the shortest interval in \( P_n^{(m)} \). By using \( \alpha_n \to \alpha_0, \beta_n \to \beta_0 \) and (3.5) and (3.6) we can select \( N_m \) such that

\[
\text{dist}_{\text{Haus}}(Q_n^{(m)}, Q_n^{(m)}) < \delta_{0,m}/3 \text{ holds for } n \geq N_m.
\]

This implies that \( \min_{I \in P_n^{(m)}} \lambda(I) \geq \delta_{0,m}/3 > 0 \) holds for \( n \geq N_m \). Since \( \min\{\lambda(I) : I \in P_n^{(m)}, n \leq N_m\} > 0 \) we obtain that (3.1) is satisfied. \[\Box\]

Finally, in this section we make a few remarks about the Lipschitz property of the isentropes. By Theorem A of [15] if \( \mu' > \mu \) and \( \lambda' > \lambda \) then the topological entropy of \( F_{\lambda', \mu'} \) is larger than that of \( F_{\lambda, \mu} \). Recalling that \( \lambda = \frac{\beta}{\alpha} \) and \( \mu = \frac{\beta}{1 - \alpha} \) we obtain that if the isentrope \( \{\alpha, \Psi_M(\alpha) : \alpha \in (\alpha_1(M), \alpha_2(M))\} \) is passing through the point \( (\alpha_0, \beta_0) = (\alpha_0, \Psi_M(\alpha_0)) \) then

\[
\frac{\Psi_M(\alpha) - \Psi_M(\alpha_0)}{\alpha - \alpha_0} \leq \frac{\beta_0}{\alpha_0} \text{ for } \alpha > \alpha_0 \]

and

\[
\frac{\Psi_M(\alpha) - \Psi_M(\alpha_0)}{\alpha - \alpha_0} \geq -\frac{\beta_0}{1 - \alpha_0} \text{ for } \alpha < \alpha_0.
\]

Now suppose that we selected an interval \( [\alpha_1, \alpha_2] \subset (\alpha_1(M), \alpha_2(M)) \). Then we can choose a constant \( \overline{B} > 0 \) for which

\[
\frac{\Psi_M(\alpha) - \Psi_M(\alpha_0)}{\alpha - \alpha_0} \leq \overline{B} \text{ if } \alpha > \alpha_0, \alpha, \alpha_0 \in [\alpha_1, \alpha_2],
\]

...
and
\[
\frac{\Psi_M(\alpha) - \Psi_M(\alpha_0)}{\alpha - \alpha_0} \geq -B \text{ if } \alpha < \alpha_0, \alpha, \alpha_0 \in [\alpha_1, \alpha_2].
\]

This implies that we proved the following:

**Proposition 10.** Suppose \( M \in \mathcal{M} \) and \([\alpha_1, \alpha_2] \subset (\alpha_1(M), \alpha_2(M))\). Then there exists a \( B \) such that
\[
\left| \frac{\Psi_M(\alpha_1) - \Psi_M(\alpha_2)}{\alpha_1 - \alpha_2} \right| \leq B \tag{3.10}
\]
if \( \alpha_1, \alpha_2 \in [\alpha_1, \alpha_2] \), that is \( \Psi_M \) is Lipschitz on \([\alpha_1, \alpha_2]\) and hence is absolutely continuous on \([\alpha_1, \alpha_2]\). \( \Psi_M' \) exists almost everywhere on \([\alpha_1, \alpha_2]\) and for any \( \alpha_1, \alpha_2 \in [\alpha_1, \alpha_2], \alpha_1 < \alpha_2 \) we have \( \Psi_M(\alpha_2) - \Psi_M(\alpha_1) = \int_{\alpha_1}^{\alpha_2} \Psi_M'(\alpha) d\alpha \).

**Remark 11.** From (3.8) and (3.9) it is also clear that we have a locally uniform Lipschitz property of the isentropes. This means that if \((\alpha_0, \beta_0) \in U \) and \([\alpha_0 - \delta, \alpha_0 + \delta] \times [\beta_0 - \delta, \beta_0 + \delta] \subset U \) then one can choose \( B \) such that for any \( \alpha_1, \alpha_2 \in U \) if \( \Psi_M(\alpha_1), \Psi_M(\alpha_2) \in [\alpha_0 - \delta, \alpha_0 + \delta] \times [\beta_0 - \delta, \beta_0 + \delta] \) then we have (3.10).

4. Isentropes and Lyapunov exponents, the Markov case. First we establish Theorem 2 for the Markov case with an additional differentiability assumption of the isentrope.

**Proposition 12.** Suppose \((\alpha_0, \beta_0) \in U, M = K(\alpha_0, \beta_0) \in \mathcal{M}_{<\infty}\), that is there exists a minimal \( n_M > 1 \) such that \( T_{\alpha_0, \beta_0}^n(\beta_0) = \alpha_0 \). Assume that \( \Lambda = \Lambda_{\alpha_0, \beta_0} \) denotes the Lyapunov exponent of \( T_{\alpha_0, \beta_0} \) and \((\alpha, \Psi_M(\alpha))\) is the isentrope satisfying \( \beta_0 = \Psi_M'(\alpha_0) \). We also suppose that \( \Psi_M(\alpha_0) \) exists, that is the isentrope is differentiable at \( \alpha_0 \). Moreover (1.2), (1.3) and (1.4) are satisfied.

**Proof.** Since \( M \in \mathcal{M}_{<\infty} \) we know that \( \{T_n^k(\alpha_0) : n \in \mathbb{N}\} \) is a finite set which has \( k = n_M + 1 \) many elements. We denote this finite set by \( c_1 < c_2 < \cdots < c_k \). Then \( T_{\alpha_0, \beta_0}^k(\alpha_0) = \alpha_0, c_1 = T_{\alpha_0, \beta_0}(\beta_0), c_k = \beta_0 \) and \([c_1, c_k]\) is the dynamical core of the dynamical system \((\{0,1\}, T_{\alpha_0, \beta_0})\). The orbit of any \( x \in (0,1) \) enters \([1, c_k]\) and then for higher iterates \( T_{\alpha_0, \beta_0}^n(x) \) stays in this interval.

Moreover, since \( T_{\alpha_0, \beta_0}([c_1, c_k]) = [c_1, c_k] \) we can study the restriction of \( T_{\alpha_0, \beta_0} \) onto \([c_1, c_k]\), which for ease of notation is still denoted by \( T_{\alpha_0, \beta_0} \).

Since \( \mu \) can be obtained as the weak limit of a subsequence of the measures
\[
\frac{1}{N} \sum_{n=0}^{N-1} \delta_{T_{\alpha_0, \beta_0}^n(x)} \text{ for } \mu \text{ almost every } x, \text{ it is clear that the support of } \mu \text{ is a subset of } [c_1, c_k]. \text{ (Recall that } \delta_x \text{ is the Dirac measure centred on } x.) \text{ By Lemma 7, } \mu \text{ is unique and ergodic. By (1.9), } \gamma \text{ in (1.2) satisfies (1.4) and by Birkhoff’s ergodic theorem}
\]
\[
\gamma = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \chi_{[0, \alpha_0]}(T_{\alpha_0, \beta_0}^n(x)) = \mu([0, \alpha_0]) \tag{4.1}
\]
holds for \( \mu \) almost every \( x \). Since \( \mu \) is absolutely continuous with respect to the Lebesgue measure the set \( S \), which consist of those \( x \) for which (4.1) holds, is of positive Lebesgue measure. It is also well-known, and is easy to check, that the partition \( \mathcal{P}_{\alpha_0} = \{[c_1, c_2], \ldots, [c_{k-1}, c_k]\} \) is a Markov partition of the dynamical core \([c_1, c_k]\).
We select \( \bar{\alpha}_1 < \bar{\alpha}_2 \) such that \( \alpha_0 \in (\bar{\alpha}_1, \bar{\alpha}_2) \subset [\bar{\alpha}_1, \bar{\alpha}_2] \subset (\alpha_1(M), \alpha_2(M)) \). Since \( \Psi_M \) is an isentrope, the maps \( T_{\alpha, \Psi_M(\alpha)} \) are topologically conjugate,

\[
T_{\alpha, \Psi_M(\alpha)}^k(\alpha) = \alpha \quad \text{holds for} \quad \alpha \in [\bar{\alpha}_1, \bar{\alpha}_2],
\]

and the dynamical systems \( T_{\alpha, \Psi_M(\alpha)} \) are also Markov with Markov partitions \( \mathcal{P}_\alpha = \{[c_1(\alpha), c_2(\alpha)], \ldots, [c_k(\alpha), c_k(\alpha)]\} \), where \( c_i(\alpha) = T_{\alpha, \Psi_M(\alpha)}^{n_i}(\alpha) \) with \( n_i < k \) not depending on \( \alpha \). By Proposition 10 and by topological conjugacy of the maps \( T_{\alpha, \Psi_M(\alpha)} \), \( \alpha \in [\bar{\alpha}_1, \bar{\alpha}_2] \) the functions \( c_i(\alpha), i = 1, \ldots, k \) are Lipschitz on \( [\bar{\alpha}_1, \bar{\alpha}_2] \). Moreover, we can choose \( M_\epsilon > 0 \) such that

\[
|c_i(\alpha_1) - c_i(\alpha_2)| \leq M_\epsilon|\alpha_1 - \alpha_2| \quad \text{for} \quad \alpha_1, \alpha_2 \in [\bar{\alpha}_1, \bar{\alpha}_2] \quad \text{and} \quad i = 1, \ldots, k.
\]

We denote by \( \Delta_\epsilon \) the minimum distance among the points \( c_i = c_i(\alpha_0), i = 1, \ldots, k \) that is

\[
\Delta_\epsilon = \min\{c_{i+1} - c_i : i = 1, \ldots, k - 1\}.
\]

Next, proceeding towards a contradiction we suppose that \( \gamma \) defined in (4.1) does not satisfy (1.3). By Proposition 10, \( \Psi_M \) is a Lipschitz function on \( [\bar{\alpha}_1, \bar{\alpha}_2] \). Hence \( \Psi_M(\alpha) \) exists almost everywhere on \( [\bar{\alpha}_1, \bar{\alpha}_2] \) and we can put

\[
\hat\gamma(\alpha) = \alpha(1 - \alpha) \frac{\Psi_M'(\alpha)}{\Psi_M(\alpha)} + \alpha \quad \text{for} \quad \lambda \text{ a.e.} \quad \alpha \in [\bar{\alpha}_1, \bar{\alpha}_2].
\]

Since \( \Psi_M(\alpha_0) = \beta_0 \) our assumption that \( \gamma \) does not satisfy (1.3) can be written in the form \( \hat\gamma(\alpha_0) \neq \gamma \). Recall that we supposed that \( \Psi_M(\alpha_0) \) exists and hence \( \hat\gamma(\alpha_0) \) is well defined. Moreover \( \Psi_M(\alpha_0) = \beta_0 \) and (4.5) imply

\[
\frac{\hat\gamma(\alpha_0) - \alpha_0}{\alpha_0(1 - \alpha_0)} = \frac{\Psi_M'(\alpha_0)}{\beta_0}, \quad \text{that is} \quad 0 = \frac{\Psi_M'(\alpha_0)}{\beta_0} - \frac{\hat\gamma(\alpha_0)}{\alpha_0} + \frac{1 - \hat\gamma(\alpha_0)}{1 - \alpha_0},
\]

since

\[
\frac{\Psi_M'(\alpha_0)}{\beta_0} = \frac{\hat\gamma(\alpha_0)}{\alpha_0} + \frac{1 - \hat\gamma(\alpha_0)}{1 - \alpha_0}
\]

\[
= \frac{\Psi_M'(\alpha_0)}{\beta_0} + \frac{1 - \hat\gamma(\alpha_0))\alpha_0 - \hat\gamma(\alpha_0)(1 - \alpha_0)}{\alpha_0(1 - \alpha_0)}
\]

\[
= \frac{\Psi_M'(\alpha_0)}{\beta_0} + \frac{\alpha_0 - \hat\gamma(\alpha_0)}{\alpha_0(1 - \alpha_0)} = 0.
\]

Put \( s(\alpha, t) = \Psi_M(\alpha) \left(\frac{1}{\alpha}\right)^t \left(\frac{1}{1 - \alpha}\right)^{1-t} \). Then \( \partial_1 s(\alpha, t) \) exists at \( \alpha_0 \) and for fixed \( t, s(\alpha, t) \) is Lipschitz in \( \alpha \) on \( [\bar{\alpha}_1, \bar{\alpha}_2] \). Using (4.6) we obtain

\[
\partial_1 s(\alpha_0, t) = \left(\frac{\Psi_M'(\alpha_0)}{\Psi_M(\alpha_0)} - \frac{t}{\alpha_0} + \frac{1 - t}{1 - \alpha_0}\right) s(\alpha_0, t)
\]

\[
= \left(\frac{\Psi_M'(\alpha_0)}{\beta_0} - \frac{\hat\gamma(\alpha_0)}{\alpha_0} + \frac{1 - \hat\gamma(\alpha_0)}{1 - \alpha_0} + \frac{\hat\gamma(\alpha_0) - t}{\alpha_0} - t - \hat\gamma(\alpha_0)\right) s(\alpha_0, t)
\]

\[
= s(\alpha_0, t)(\hat\gamma(\alpha_0) - t)\left(\frac{1}{\alpha_0} + \frac{1}{1 - \alpha_0}\right).
\]
Since $\hat{\gamma}(\alpha_0) - \gamma \neq 0$, we have $\partial_1 s(\alpha_0, \gamma) \neq 0$. Select and fix $\delta_0 > 0$ such that for $|\Delta \alpha| < \delta_0$

$$|s(\alpha_0 + \Delta \alpha, \Gamma) - s(\alpha_0, \gamma) - \Delta \alpha \cdot \partial_1 s(\alpha_0, \gamma)| < \frac{1}{2} |\Delta \alpha| \cdot |\partial_1 s(\alpha_0, \gamma)|.$$  (4.8)

Since $s(\alpha_0, \gamma) > 0$, by (4.7), $\text{sgn}(\partial_1 s(\alpha_0, \gamma)) = \text{sgn}(\hat{\gamma}(\alpha_0) - \gamma)$. Choose $\Delta \alpha$ with $|\Delta \alpha| < \delta_0$ such that

$$\alpha_0 + \Delta \alpha \in [\alpha_1, \alpha_2], \; \Delta \alpha \cdot \partial_1 s(\alpha_0, \gamma) < 0,$$

and

$$|\Delta \alpha| < \frac{\Delta_c}{4M_c}. (4.9)$$

By (4.8)

$$s(\alpha_0 + \Delta \alpha, \gamma) < s(\alpha_0, \gamma) + \frac{1}{2} \Delta \alpha \cdot \partial_1 s(\alpha_0, \gamma) < s(\alpha_0, \gamma).$$  (4.10)

Since $s(\alpha_0, t)$ and $\partial_1 s(\alpha_0, t)$ are continuous in $t$, choose $\delta_1 > 0$ such that if $|t - \gamma| < \delta_1$ then

$$s(\alpha_0 + \Delta \alpha, t) < s(\alpha_0, t),$$

and

$$|\hat{\gamma}(\alpha_0) - t| > \frac{|\hat{\gamma}(\alpha_0) - \gamma|}{2}. (4.11)$$

Put

$$\gamma_N(x) = \frac{1}{N} \sum_{n=0}^{N-1} \chi_{[0, \alpha_0]}(T_N^{\alpha_0, \beta_0}(x)).$$

By Lemma 7, $\mu$ is ergodic and hence $\gamma_N(x) \to \gamma = \mu([0, \alpha_0])$ for $\mu$ a.e. $x$ and there exists $\hat{S}_\gamma \subset S_\gamma$ and $N_0 \in \mathbb{N}$ such that $\lambda(\hat{S}_\gamma) > \lambda(S_\gamma)/2 > 0$ and we have

$$|\gamma_N(x) - \gamma| < \delta_1$$

for any $N \geq N_0$ and $x \in \hat{S}_\gamma$. (4.12)

We will fix an $N \geq N_0$ later. Suppose $N$ is given and fixed. We can select a system of intervals $I_l = [d_l, e_l]$ such that $T_N^{\alpha_0, \beta_0}$ is linear and non-constant on $I_l$ but is non-linear on any larger interval containing $I_l$, moreover

$$(d_l, e_l) \cap \hat{S}_\gamma \neq \emptyset$$

and $\hat{S}_\gamma \subset \bigcup_l I_l$. (4.13)

**Figure 4.** Illustration for the proofs of Proposition 12 and Theorem 2
The maximality of the intervals $I_i$ implies that
\[ T_{\alpha_0,\beta_0}^N(d_i), T_{\alpha_0,\beta_0}^N(e_i) \in \{ e_i : i = 1, \ldots, k \} \text{ and } T_{\alpha_0,\beta_0}^N(d_i) \neq T_{\alpha_0,\beta_0}^N(e_i). \] (4.14)
From (4.13) it follows that
\[ \sum_i \lambda(I_i) \geq \lambda(\tilde{S}_\gamma). \] (4.15)
By using (4.14) we introduce the notation
\[ c_{N,l}^- = T_{\alpha_0,\beta_0}^N(d_i) \text{ and } c_{N,l}^+ = T_{\alpha_0,\beta_0}^N(e_i). \] (4.16)
From (4.4) and (4.14) it follows that
\[ |c_{N,l}^+ - c_{N,l}^-| \geq \Delta_c. \] (4.17)
An elementary calculation shows that
\[ \left| \frac{d}{dx}(T_{\alpha_0,\beta_0}^N(x)) \right| = \left| (T_{\alpha_0,\beta_0}^N)'(x) \right| = \left( \left( \frac{\beta_0}{\alpha_0} \right)^{\gamma_N(x)} \left( \frac{\beta_0}{1 - \alpha_0} \right)^{1 - \gamma_N(x)} \right)^N \] (4.18)
for any $x \in (d_i, e_i)$. During the rest of the proof the reader might find useful to look every so often at the left hand of Figure 4. Before getting into more details we try to help the reader by the next heuristic argument. Looking at the figure one can see one interval of monotonicity for $T_{\alpha_0,\beta_0}^N$. If we change $a_0$ to $\alpha_0 + \Delta \alpha$ then the slope $dT_{\alpha_0,\beta_0}^N(x)/dx$ changes to $dT_{\alpha_0+\Delta\alpha,\beta_0}^N(x)/dx$, the endpoints of these intervals are changing to $e_i(\alpha_0 + \Delta \alpha)$ and $d_i(\alpha_0 + \Delta \alpha)$ while the graph of $T_{\alpha_0+\Delta\alpha,\beta_0}^N$ is a segment connecting the points $(d_i(\alpha_0 + \Delta \alpha), c_{N,l}^-(\alpha_0 + \Delta \alpha))$ and $(e_i(\alpha_0 + \Delta \alpha), c_{N,l}^+(\alpha_0 + \Delta \alpha))$. Since we work with the Markov case there is a uniform bound $M_e$ from (4.3) (independent of $N$) on the rate of change of $c_{N,l}^-(\alpha_0 + \Delta \alpha)$ and $c_{N,l}^+(\alpha_0 + \Delta \alpha)$. Hence for large $N$s the main effect on the change in the lengths of the intervals $[e_i, d_i]$ is due to the fact that the slope of the function $T_{\alpha_0,\beta_0}^N$ is changing over these intervals. We show that if on “many intervals” $\gamma_N(x)$ is not close to the value of $\gamma$ given in (1.3) then changing $\alpha_0$ to a suitably chosen $\alpha_0 + \Delta \alpha$ will force the absolute value of $dT_{\alpha_0+\Delta\alpha,\beta_0}^N(x)/dx$ decrease significantly compared to $dT_{\alpha_0,\beta_0}^N(x)/dx$. This will have an effect that the lengths of the intervals $[d_i(\alpha_0 + \Delta \alpha), e_i(\alpha_0 + \Delta \alpha)]$ should increase significantly compared to that of $[d_i, e_i]$ and this might mean that these intervals will not fit anymore into $[0, 1]$, which is the contradiction we will obtain in (4.28).
Now we return to the details of the proof. Observe that the value of $\gamma_N(x)$ is constant on $(d_i, e_i)$. Denote this constant by $g_i$. Using (4.12) and (4.13) we obtain
\[ |g_i - \gamma| < \delta_1. \] (4.19)
By topological conjugacy of $T_{\alpha,\Psi_M(\alpha)}$ and $T_{\alpha_0,\beta_0}$ if we change $\alpha \in [\overline{\alpha}_1, \overline{\alpha}_2]$ then the system of maximal intervals of monotonicity of $T_{\alpha,\Psi_M(\alpha)}$ is not changing in number and only endpoints of these intervals vary in a Lipschitz continuous way. This means that we can consider the intervals $[d_i(\alpha), e_i(\alpha)]$, $\alpha \in [\overline{\alpha}_1, \overline{\alpha}_2]$ and the absolute value of the slope of $T_{\alpha,\Psi_M(\alpha)}^N$ on these intervals will be for any $x \in (d_i(\alpha), e_i(\alpha))$
\[ \left| \frac{d}{dx}(T_{\alpha,\Psi_M(\alpha)}^N(x)) \right| = \left| (T_{\alpha,\Psi_M(\alpha)}^N)'(x) \right| = \left( \left( \frac{\Psi_M(\alpha)}{\alpha} \right)^{g_i} \left( \frac{\Psi_M(\alpha)}{1 - \alpha} \right)^{1 - g_i} \right)^N \] (4.20)
\[ = (\Psi_M(\alpha))^N \cdot \left( \frac{1}{\alpha} \right)^{g_i} \cdot \left( \frac{1}{1 - \alpha} \right)^{1 - g_i}^N = (s(\alpha, g_i))^N. \]
By (4.11) and (4.12) we have
\[ s(\alpha_0 + \Delta\alpha, g_l) < s(\alpha_0, g_l) + \frac{1}{2}\Delta\alpha \partial_1 s(\alpha_0, g_l), \] (4.21)
that is
\[ \frac{s(\alpha_0, g_l)}{s(\alpha_0 + \Delta\alpha, g_l)} > \frac{1 + \frac{1}{2}\Delta\alpha \partial_1 s(\alpha_0, g_l)}{1 - \frac{1}{2}\left| \frac{\partial_1 s(\alpha_0, g_l)}{s(\alpha_0, g_l)} \right| |\Delta\alpha|} > 1 + \frac{1}{2} \left| \frac{\partial_1 s(\alpha_0, g_l)}{s(\alpha_0, g_l)} \right| |\Delta\alpha|. \] (4.22)

Using \( \frac{1}{\alpha} + \frac{1}{1 - \alpha} \geq 2 \), (4.7), (4.11), (4.22) and Bernoulli’s inequality
\[ \left( s(\alpha_0 + \Delta\alpha, g_l) \right)^N < \frac{(s(\alpha_0, g_l))^N}{\left(1 + \frac{1}{2}\left| \frac{\partial_1 s(\alpha_0, g_l)}{s(\alpha_0, g_l)} \right| |\Delta\alpha| \right)^N} \] (4.23)
\[ < \frac{(s(\alpha_0, g_l))^N}{1 + N \cdot \left| \frac{\gamma(\alpha_0) - \gamma}{(\frac{1}{\alpha} + \frac{1}{1 - \alpha}) |\Delta\alpha|} \right|} < \frac{(s(\alpha_0, g_l))^N}{1 + \frac{N}{2} |\gamma(\alpha_0) - \gamma| |\Delta\alpha|}. \]
Since the choice of \( \Delta\alpha \) did not depend on \( N \) we can suppose that \( N \) is so large that
\[ 1 + \frac{N}{2} |\gamma(\alpha_0) - \gamma| \cdot |\Delta\alpha| > \frac{20}{\lambda(S_\gamma)}. \] (4.24)

By (4.18) and (4.20) we know that
\[ \lambda(I_l) = e_l - d_l = |c_{N,l}^+ - c_{N,l}^-| \frac{|c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)|}{(s(\alpha_0, g_l))^N} = \frac{|c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)|}{(s(\alpha_0, g_l))^N}. \] (4.25)
We want to obtain an estimate of \( e_l(\alpha_0 + \Delta\alpha) - d_l(\alpha_0 + \Delta\alpha) \). By (4.3)
\[ |c_{N,l}^+(\alpha_0 + \Delta\alpha) - c_{N,l}^-(\alpha_0)| \leq M_e \cdot |\Delta\alpha|, \]
and hence using (4.4) and (4.9)
\[ |c_{N,l}^+(\alpha_0 + \Delta\alpha) - c_{N,l}^-(\alpha_0 + \Delta\alpha)| > |c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)| - 2M_e|\Delta\alpha| > \frac{1}{2} |c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)|. \] (4.26)

By (4.20), (4.23), (4.24), (4.25) and (4.26) we obtain
\[ e_l(\alpha_0 + \Delta\alpha) - d_l(\alpha_0 + \Delta\alpha) = \frac{|c_{N,l}^+(\alpha_0 + \Delta\alpha) - c_{N,l}^-(\alpha_0 + \Delta\alpha)|}{(s(\alpha_0 + \Delta\alpha, g_l))^N} > \frac{\frac{1}{2} |c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)|}{(s(\alpha_0 + \Delta\alpha, g_l))^N} \cdot \left( 1 + \frac{N}{2} |\gamma(\alpha_0) - \gamma| \cdot |\Delta\alpha| \right) \] (4.27)
\[ > \frac{|c_{N,l}^+(\alpha_0) - c_{N,l}^-(\alpha_0)|}{(s(\alpha_0, g_l))^N} = \frac{10}{\lambda(S_\gamma)} \cdot \lambda(I_l) > \frac{10}{\lambda(S_\gamma)}. \]

By topological conjugacy of \( T_{\alpha_0 + \Delta\alpha, \psi_{\lambda}(\alpha_0 + \Delta\alpha)} \) and \( T_{\alpha_0, \beta_0} \) the intervals \( I_l(\alpha_0 + \Delta\alpha) = [d_l(\alpha_0 + \Delta\alpha), e_l(\alpha_0 + \Delta\alpha)] \) are non-overlapping for fixed \( \Delta\alpha \) and are in \([0, 1]\].
This contradicts (4.15) since we have
\[ 1 \geq \sum_l \lambda(I_l(\alpha_0 + \Delta\alpha)) > \sum_l \lambda(I_l) = \frac{10}{\lambda(S_\gamma)} \geq 10. \] (4.28)
Hence \( \gamma \) satisfies (1.3) and Proposition 12 is proved. □
5. Differentiability of the isentropes (ergodic theory approach). In this section we prove that isentropes are continuously differentiable curves. We have already seen that results of [15] imply that they are (locally uniformly) Lipschitz. There are two possible ways to verify that they are differentiable. One way, the one which we call analytic method, is to use the auxiliary function \( \Theta_M \), (1.7) and implicit differentiation. If one can verify that for \( (\alpha, \beta) \in U, M = K(\alpha, \beta) \) we have \( \partial_\beta \Theta_M(\alpha, \beta) \neq 0 \) then this argument works. Unfortunately, to deal with partial derivatives of \( \Theta_M \) is a quite unpleasant and technical task. We have a manuscript in preparation, [7] which discusses this other approach. In this paper we use a more elegant and less technical argument which we called the ergodic theory approach and is based on Proposition 12 which says that the slope of the tangent of isentropes wherever it exists can be expressed by \( \gamma \), which depends on the unique acim of the skew tent map considered. Then by using approximations, Proposition 8 and uniqueness of the acim first we verify in Lemma 13 continuous differentiability of the isentrope in the Markov case. Then by another approximation argument we prove the general case in Theorem 1.

**Lemma 13.** If \( M \in \mathfrak{M}_{<\infty} \) then \( \Psi_M' \) exists and is continuous on \((\alpha_1(M), \alpha_2(M))\).

**Proof.** Choose \( \alpha_0 \in (\alpha_1(M), \alpha_2(M)) \). We know that \( \Psi_M'(\alpha) \) exists for almost every \( \alpha \in (\alpha_1(M), \alpha_2(M)) \). Denote by \( D_M \) the set of those \( \alpha \) where \( \Psi_M' \) exists. Suppose that there exists \( d_1 \neq d_2 \in [-\infty, \infty] \) and \( \alpha_{i,n} \to \alpha_0 \), \( i = 1, 2 \) such that \( \alpha_{i,n} \in D_M \), and \( \Psi_M'(\alpha_{i,n}) \to d_i \), \( i = 1, 2 \). Put \( \beta_{i,n} = \Psi_M(\alpha_{i,n}) \), \( i = 1, 2 \). Then \( (\alpha_{i,n}, \beta_{i,n}) \to (\alpha_0, \beta_0) = (\alpha_0, \Psi_M(\alpha_0)) \) for \( i = 1, 2 \) as \( n \to \infty \). Since \( \Psi_M \) is an isentrope we know that the maps \( T_{\alpha_{i,n}, \beta_{i,n}} \) are all topologically conjugate to \( T_{\alpha_0, \beta_0} \). It is not difficult to check that the assumptions of Proposition 8 are satisfied. Hence if we denote by \( f_{i,n} \) the invariant densities of \( T_{\alpha_{i,n}, \beta_{i,n}} \) which appear in Proposition 8 then there are subsequences \( n_{k,i} \) such that \( f_{i,n_{k,i}} \to f_{i,0} \) in \( L^1 \), and \( f_{i,0} \), \( i = 1, 2 \) are both invariant densities of \( T_{\alpha_0, \beta_0} \). By Lemma 7, \( T_{\alpha_0, \beta_0} \) has a unique invariant density and hence \( f_{1,0} = f_{2,0} = f_0 \) almost everywhere. Denote by \( \mu_{i,n} \) and \( \mu_0 \) the acims with densities \( f_{i,n} \) and \( f_0 \), respectively. For \( i = 1, 2 \) we have

\[
\gamma_{i,n_{k,i}} = \alpha_{i,n_{k,i}} (1 - \alpha_{i,n_{k,i}}) \frac{\Psi_M'(\alpha_{i,n_{k,i}})}{\Psi_M(\alpha_{i,n_{k,i}})} + \alpha_{i,n_{k,i}} \to \gamma_i \quad (5.1)
\]

\[
= \alpha_0 (1 - \alpha_0) \frac{d_i}{\beta_0} + \alpha_0.
\]

From \( d_1 \neq d_2 \) it follows that \( \gamma_1 \neq \gamma_2 \). By Proposition 12

\[
\gamma_{i,n_{k,i}} = \mu_{n_{k,i}}([0, \alpha_{i,n_{k,i}}]) = \int_{[0, \alpha_{i,n_{k,i}}]} f_{i,n_{k,i}} \, d\lambda, \quad i = 1, 2. \quad (5.2)
\]

Set \( \gamma_0 = \mu_0([0, \alpha_0]) = \int_{[0, \alpha_0]} f_0 \, d\lambda. \) We denote by \( I_{k,i} \) the interval with endpoints \( \alpha_0 \) and \( \alpha_{i,n_{k,i}} \). We know that

\[
\int_{[0,1]} |f_{i,n_{k,i}} - f_0| \, d\lambda \to 0 \text{ as } k \to +\infty, \text{ for } i = 1, 2. \quad (5.3)
\]
Hence

\[
|\gamma_0 - \gamma_{i,n}| = \left| \int_{[0,\alpha_0]} f_0 d\lambda - \int_{[\alpha_i, n_k, i]} f_{i,n,k,i} d\lambda \right|
\leq \int_{k,i} f_0 d\lambda + \int_{[\alpha_i, n_k, i]} |f_0 - f_{i,n,k,i}| d\lambda
\leq \int_{k,i} f_0 d\lambda + \|f - f_{i,n,k,i}\|_1 \to 0 \text{ as } k \to \infty.
\]  

(5.4)

Since \(\gamma_{i,n,k,i} \to \gamma_i, i = 1, 2\) and \(\gamma_1 \neq \gamma_2\), it is impossible that \(\gamma_{i,n,k,i} \to \gamma_0, i = 1, 2\). Hence \(\Psi_M'|_{D_M}\) has a limit at every \(\alpha_0 \in (\alpha_1(M), \alpha_2(M))\). Since \(\Psi_M\) is locally Lipschitz and \(D_M\) is of full measure in \((\alpha_1(M), \alpha_2(M))\), we obtained that \(\Psi_M'(\alpha_0)\) exists and \(\Psi_M'\) is continuous at any \(\alpha_0 \in (\alpha_1(M), \alpha_2(M))\).

Next we prove Theorem 1 about the general case.

**Proof of Theorem 1.** The Markov case \(M \in \mathcal{M}_{c,\infty}\) is Lemma 13. In [3] there are some considerations showing that the curves \(\{\alpha, \Psi_M(\alpha)\} : M \in \mathcal{M}_{c,\infty}\) are dense in \(U^0\). By renormalization, or by using directly the argument from [3] one can see that the curves \(\{\alpha, \Psi_M(\alpha)\} : M \in \mathcal{M}_{c,\infty}\) are dense in \(U\). Suppose that \(M \in \mathcal{M}_{c,\infty}\) is fixed \(\beta_0 = \Psi_M(\alpha_0), (\alpha_0, \beta_0) \in U, K(\alpha_0, \beta_0) = M\). Then there are no \(C\)s in \(M\) and \(T^{k+1}_{\alpha_0, \beta_0}(\alpha_0) = T^k_{\alpha_0, \beta_0}(\beta_0) \neq \alpha_0\) for any \(k \geq 0\). This also implies that

\[
T^k_{\alpha_0, \beta_0}(\alpha_0) \neq T^{k'}_{\alpha_0, \beta_0}(\alpha_0) \text{ if } k' > k \geq 0.
\]  

(5.5)

Choose \([\alpha_1, \alpha_2] \subset (\alpha_1(M), \alpha_2(M))\). By Proposition 10, \(\Psi_M\) is Lipschitz on \([\alpha_1, \alpha_2]\) and \(\Psi_M'\) exists and is bounded almost everywhere on \([\alpha_1, \alpha_2]\). Suppose that \(\Psi_M\) is not differentiable at \(\alpha_0 \in (\alpha_1, \alpha_2)\). This means that there is \(d_1 \neq d_2\) such that we can select \(\alpha_{i,n} \to \alpha_0, i = 1, 2\), such that

\[
\frac{\Psi_M(\alpha_{i,n}) - \Psi_M(\alpha_0)}{\alpha_{i,n} - \alpha_0} \to d_i, \ i = 1, 2.
\]  

(5.6)

Since the Markov isentropes are dense in \(U\) we can choose \(M_n \in \mathcal{M}_{c,\infty}\) such that

\[
\frac{\Psi_{M_n}(\alpha_{i,n}) - \Psi_{M_n}(\alpha_0)}{\alpha_{i,n} - \alpha_0} \to d_i, \Psi_{M_n}(\alpha_{i,n}) \to \beta_0,
\]  

(5.7)

and \(\Psi_{M_n}(\alpha_0) \to \beta_0\), as \(n \to \infty, i = 1, 2\).

By Lemma 13 and by the Mean Value Theorem we can choose \(\alpha_{i,n} \to \alpha_0\) such that

\[
\Psi_{M_n}(\alpha_{i,n}) = \beta_{i,n} \to \beta_0 \text{ and } \Psi_{M_n}'(\alpha_{i,n}) \to d_i \text{ for } i = 1, 2.
\]  

(5.8)

We denote by \(\mu_{i,n}\) the acim of \(T_{\alpha_{i,n}, \beta_{i,n}}\), \(i = 1, 2\) and \(f_{i,n}\) denotes the corresponding invariant density. By Lemma 9 assumption (3.1) is satisfied for \((\alpha_{i,n}, \beta_{i,n}) \to (\alpha_0, \beta_0)\) for \(i = 1, 2\). Then we can apply Proposition 8 in this case as well and we conclude that for suitable subsequences \(f_{i,n,k, i} \to f_0\) as \(k \to +\infty\) where \(f_0\) is the unique invariant density of \(T_{\alpha_0, \beta_0}\). Now by using \(\alpha_{i,n,k, i}\) instead of \(\alpha_{i,n,k, i}\), one can argue as we did in the end of the proof of Lemma 13 to obtain (5.1), (5.2), (5.3) and (5.4). This way we can obtain a contradiction as in Lemma 13. \(\square\)
6. Isentropes and Lyapunov exponents, the general case. Next we prove Theorem 2, the main result of our paper. Its special Markov case, assuming differentiability of the isentrope at the point considered was discussed in Section 4.

Proof of Theorem 2. The case \( K(\alpha_0, \beta_0) = M \in \mathcal{M}_{<\infty} \) was proved in Proposition 12. By Theorem 1 we know that \( \Psi_M(\alpha) \) exists for any \( M \in \mathcal{M} \) and \( \alpha \in (\alpha_1(M), \alpha_2(M)) \). Next we suppose that \( K(\alpha_0, \beta_0) \in \mathcal{M}_{\infty} \), that is there is no \( C \) in \( K(\alpha_0, \beta_0) \). We use again the fact that isentropes corresponding to Markov systems are dense in \( U \). We will select a suitable \( (\alpha_n, \beta_n) \rightarrow (\alpha_0, \beta_0) \) such that \( K(\alpha_n, \beta_n) = M_n \in \mathcal{M}_{<\infty} \). Again we choose \( \overline{\tau}_1 < \overline{\tau}_2 \) such that \( \alpha_0 \in (\overline{\tau}_1, \overline{\tau}_2) \subset [\overline{\tau}_1, \overline{\tau}_2] \subset (\overline{\tau}_1(M), \overline{\tau}_2(M)) \). Suppose \( n \in \mathbb{N} \) is given. Choose \( \overline{\tau}_n < \alpha_0 \) such that

\[
|\overline{\tau}_n - \alpha_0| < \frac{1}{n} \quad \text{and} \quad \left| \frac{\Psi_M(\overline{\tau}_n) - \Psi_M(\alpha_0)}{\overline{\tau}_n - \alpha_0} - \Psi'_M(\alpha_0) \right| < \frac{1}{2n}. \tag{6.1}
\]

Select \( \overline{\beta}_n \) such that

\[ 0 < \beta_0 - \overline{\beta}_n = \Psi_M(\alpha_0) - \overline{\beta}_n < \frac{1}{4n}|\overline{\tau}_n - \alpha_0|. \tag{6.2} \]

The right half of Figure 4 might turn out to be useful to help to understand the rest of the proof.

Since isentropes do not cross \( \Psi_K(\alpha_0, \overline{\beta}_n) < \Psi_K(\alpha_0, \beta_0) = \Psi_M \) at points where they are both defined. By choosing \( \overline{\beta}_n \) sufficiently close to \( \beta_0 \) we can ensure that they are both defined on \( [\overline{\tau}_n, \alpha_0] \).

Select \( \overline{\beta}_n \) such that

\[
0 < \Psi_M(\overline{\tau}_n) - \overline{\beta}_n < \frac{1}{4n}|\overline{\tau}_n - \alpha_0|, \quad \Psi_K(\alpha_0, \overline{\beta}_n)(\overline{\tau}_n) < \overline{\beta}_n
\]

and \( K(\overline{\tau}_n, \overline{\beta}_n) = M_n \in \mathcal{M}_{<\infty} \).

Since isentropes do not cross we have

\[ \overline{\beta}_n < \Psi_M(\alpha_0) < \Psi_M(\alpha_0) = \beta_0. \tag{6.4} \]

Recalling that \( \Psi_M(\overline{\tau}_n) = \overline{\beta}_n \) by (6.1), (6.2), (6.3) and (6.4) we obtain that

\[
\left| \frac{\Psi_M(\overline{\tau}_n) - \Psi_M(\alpha_0)}{\overline{\tau}_n - \alpha_0} - \Psi'_M(\alpha_0) \right| < \frac{1}{n}. \tag{6.5} \]

Since \( \Psi_M \) is differentiable on \([\overline{\tau}_n, \alpha_0]\) by the Mean Value Theorem we can choose \( \alpha_n \in (\overline{\tau}_n, \alpha_0) \) such that

\[
\Psi'_M(\alpha_n) = \frac{\Psi_M(\overline{\tau}_n) - \Psi_M(\alpha_0)}{\overline{\tau}_n - \alpha_0}.
\]

From (6.5) it follows that

\[
|\Psi'_M(\alpha_n) - \Psi'_M(\alpha_0)| < \frac{1}{n}. \tag{6.6} \]

Set \( \beta_n = \Psi_M(\overline{\tau}_n) \). By the local uniform Lipschitz property of the isentropes mentioned in Remark 11 it is clear that \( (\alpha_n, \beta_n) \rightarrow (\alpha_0, \beta_0) \). Since \( \overline{\beta}_n \in \mathcal{M}_{<\infty} \) we can apply Proposition 12 at the point \((\alpha_n, \beta_n)\) to the isentrope \( \Psi_M \).
By Lemma 9 assumption (3.1) is satisfied. Hence if $\mu_n$ and $f_n$ denote the acim and its density for $T_{\alpha_n,\beta_n}$, $n = 0, 1, \ldots$ then by Proposition 8 for a suitable subsequence $n_k$ the sequence $f_{n_k} \to f_0$ in $L^1$. Now

$$\gamma_{n_k} = \mu_{n_k}([0, \alpha_{n_k}]) = \int_0^{\alpha_{n_k}} f_{n_k} \, d\lambda$$

$$= \int_0^{\alpha_0} f_0 \, d\lambda + \int_0^{\alpha_{n_k}} f_{n_k} \, d\lambda - \int_0^{\alpha_0} f_0 \, d\lambda = \mu_0([0, \alpha_0]) + A_k = \gamma_0 + A_k.$$

We have

$$|A_k| = \left| \int_0^{\alpha_{n_k}} f_{n_k} \, d\lambda - \int_0^{\alpha_0} f_0 \, d\lambda \right| \leq \int_0^{\alpha_{n_k}} |f_{n_k} - f_0| \, d\lambda + \int_0^{\alpha_0} f_0 \, d\lambda$$

$$\leq \|f_{n_k} - f_0\|_1 + \int_0^{\alpha_0} f_0 \, d\lambda \to 0.$$

Hence $\gamma_{n_k} \to \gamma_0$.

By Proposition 12 we have

$$\Lambda_{\alpha, \beta_n} = \Lambda_n = \gamma_n \log \frac{\beta_n}{\alpha_n} + (1 - \gamma_n) \log \frac{\beta_n}{1 - \alpha_n} \quad \text{where } \gamma_n \text{ satisfies}$$

$$\gamma_n = \mu_n([0, \alpha_n]) = \alpha_n (1 - \alpha_n) \frac{\Psi_{\beta_n}^n(\alpha_n)}{\beta_n} + \alpha_n.$$  \hspace{1cm} (6.8)

Using (6.6) and $\gamma_{n_k} \to \gamma_0$ by taking limit as $k \to \infty$ we obtain that (1.2) and (1.3) hold for $T_{\alpha_0, \beta_0}$.

We thank the referee of this paper for making valuable comments and pointing out some useful references.
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