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The central network architecture takes the information content as the processing object and can better meet the user access needs. However, the traditional network node load balancing and caching strategy has been difficult to adapt to the development of the central network architecture. Therefore, this article proposed a load balancing and cache management strategy based on the central network in order to provide a reference for the architecture and application of the central network. Based on the analysis of the existing network architecture, this article expounded the networking form and characteristics of the central network system. By analyzing the load scheduling requirements of network nodes, combined with the transmission characteristics of resource requests in the central network, a cache node load balancing method suitable for the requirements of the central network was proposed based on the existing load balancing algorithms. In addition, by analyzing the cache management strategy and its impact on the performance of the network system, a cache node information forwarding model with resource requests as the object in the central network environment was given. Finally, through experimental test and comparative analysis, the results showed that the method proposed in this article had certain feasibility and effectiveness. Compared with other typical strategies, the load balancing and caching strategy proposed in this article can better meet the user needs of the central network.

1. Introduction

With the expansion of the Internet application scale and the continuous growth of the number of network users, the way of information acquisition has changed from early resource sharing to information resource distribution. The traditional communication mode based on TCP/IP protocol has been greatly limited. In order to meet users’ access requests to the network, some researchers have proposed some new network structures based on the traditional end-to-end network structure, for example, CDN, P2P, web caching, and other network architectures. However, because the traditional TCP/IP protocol is still used at the bottom of these network architectures, it does not really solve the problems of Internet application expansion and increasing user demand [1, 2]. With the deepening of mobile Internet and its application, a new form of central network architecture has been introduced in recent years. Driven by the receiver, the network has good caching capacity and forwarding information based on content and has the characteristics of node mobility to a certain extent.

The central network mainly forwards the content requested by the user as the center and accesses and searches the requested content in the whole network, regardless of the specific storage location of the content, to realize the separation of the accessed content and the specific location. The information forwarding mode of the central network has evolved from the original storage medium to cache forwarding and solves the problem of massive information transmission congestion or limited rate. In recent years, some scholars have proposed a variety of ICN architectures, for example, the more mature fully distributed NDN (named data network) network architecture in applications [3, 4]. Because different forms of central network architecture are complex in networking design, some scholars have studied how to ensure the efficiency, security, and reliability of the
content requested by users in the process of distribution, which has also become one of the research hotspots in the field of the central network.

Because the central network forwards the information with the request content as the object, the central network has the characteristics of responding to the information service and responding to the nonconnection request. When the user requests the content, the network receiving node does not need to find the specific location of the server but matches the relevant string in the whole network by requesting the content in order to find the node containing the content. This way of searching through content can not only meet the requirements of users but also meet the needs of network development.

Because the central network is a network operation form centered on user request content, limited by network technology and its conditions, the main factors affecting the development of the central network are network node load scheduling and cache management. Therefore, starting from the networking structure characteristics of the central network, this article analyzes the network node load scheduling process, expounds the network node balancing processing method, and puts forward the load balancing and cache management strategy for the central network according to the cache demand characteristics, to provide reference and support for better realizing the network user request.

2. Related Works

In recent years, scholars at home and abroad have carried out a lot of related work on network load balancing and achieved some theoretical and practical results. By comparing different load balancing strategies in the cloud environment, some scholars know that the static load balancing method is simple and easy, but it is difficult to adapt to the dynamic changes of dense network nodes. The dynamic load balancing method can better adapt to the distributed heterogeneous cloud environment, although the calculation is complex and the time cost is large [4, 5]. As a common static load balancing method, the weighted polling strategy mainly distinguishes the differences between service nodes by setting different weights. Among them, the service node with a larger weight will be allocated to more user requests through polling, while the service node with a smaller weight will get fewer user requests.

The dynamic load balancing method mainly adopts increasing complexity to deal with the constantly updated network environment. In order to improve the utilization of request resources, some researchers propose a load balancing strategy based on a genetic algorithm to adapt to the changing network environment and request information. The performance parameters of network service nodes are polled according to a certain period, the real-time load of each service node is calculated, and whether to provide requested services for users is determined according to the load parameter value to ensure the effective implementation of load balancing strategy. In addition, the load balancing strategy has been gradually applied to related products. For example, the Network Dispatcher developed by IBM can calculate the number of connections of each node in the network in real time and balance the load distribution according to the number of connections owned by each node [6, 7]. F5 Networks designs and develops an F5-BIG-LTM load balancer by comprehensively using static and dynamic load balancing methods, which can track the real-time performance of each node of the network, to effectively optimize the resource allocation [8]. Although the load balancing method has been applied in the server cluster, it is still in the development stage in the application field of the central network.

Network caching technology is very important to solve the shortcomings of network software and hardware technology. Cache design can not only reduce the occupation of network bandwidth but also reduce the time overhead of user requesting content and reduce the load of network nodes to a great extent [9]. Compared with the traditional TCP/IP network, different caching technologies have been widely used in the central network environment. The cache technology for the central network mainly focuses on two aspects. On the one hand, it is about the design and implementation of the cache operation mechanism. Through specific caching technology solutions to improve the operation performance of the central network, including the distribution of cache resources, the replacement method of cache content, and the caching method of requesting content. When designing the caching mechanism, the neighborhood cache is mainly used to solve the problems of excessive node load and information congestion caused by centralized user requests, which can enhance the service provision ability and robustness of the central network nodes. Some key problems need to be solved in the design of caching mechanism. For example, periodically finding content in the cache may increase the cache replacement time overhead, and caching without requesting content will waste cache resources. In addition, when the data packet is returned, if the data packet is backed up on each cache node, it will also cause cache redundancy.

The other is the modeling and analysis of the cache network. By simplifying and abstracting the central network, the corresponding network model is established and its performance is analyzed [10]. The modeling and analysis of the cache network are very important for the operation of central network. The research on network modeling is generally based on linear or tree methods to analyze the performance parameters such as cache hit rate of network nodes, response time of user requests, and number of node hops. In addition, the wireless central network architecture based on the combination of WLAN and central network can better meet the development needs of the times, and the corresponding network cache node load balancing processing method has become one of the issues closely concerned by scholars in related fields.

3. Distribution and Characteristics of the Central Network System

3.1. Common Network Models. With the improvement of communication and computer level, the Internet has developed rapidly, and the bandwidth, software, and hardware
of network broadband are constantly upgraded. In order to meet the increasing needs of users for network use, the organization and architecture of network system are also changing. These networks mainly include CDN (content delivery network) system, P2P (peer-to-peer) network, and CN (central network) [11, 12].

CDN is a network architecture based on content distribution proposed by the research team of the Massachusetts Institute of Technology in 1996. The purpose is to build a content distribution platform through the Internet to provide relevant services for different websites in order to improve service quality. Usually, a simple CDN network mainly includes a DNS server and several cache servers mainly adopt different types of cache servers and distribute them in areas where users’ access is concentrated. When a user requests access to the website, the CDN will transfer the user's access to the nearest cache server in order to quickly respond to the user's requests' system can avoid various factors affecting data transmission on the Internet and ensure that relevant information can be transmitted quickly and accurately. Because the intelligent virtual network can be built by setting up multiple node servers in different areas of the network, the CDN system comprehensively considers the load of each node of the network, the distance from the node to the user and the response time, and transfers the user's access request to the network node nearest to the user. By responding to user access requests closely, the purpose of alleviating Internet congestion can be achieved when the system alleviates the traffic of the backbone network and improves the related service quality to a certain extent. Because the CDN system adopts the networking service mode of Client/Server, in order to meet many information transmissions needs, many CDN servers must be added, increasing the network maintenance cost and limiting its expansibility. The schematic diagram of CDN networking architecture is shown in Figure 1.

P2P system belongs to overlay network, which is a way of network information exchange. Each user of a P2P network is considered a peer-to-peer node, and the resources are shared equally by each node. When a pair of nodes are connected, they can exchange resources with each other. Each node can obtain the required resources from other nodes as a client, and the node can also provide the resources to other nodes as a server. Different from the previous client/server networking methods, the performance of a P2P network is not determined by the number of servers but depends on the performance of peer nodes and related technologies. Due to the resource sharing characteristics between peers in the P2P network, when the number of peers increases, the performance of the P2P network also increases. Therefore, compared with the CDN system, the P2P network has better scalability and can adapt to large-scale networking. Because P2P network nodes can provide client and server functions to other peers in the network, P2P can not only effectively solve the problem of affecting the quality of service due to too busy servers in C/S networking mode but also solve the problem of load imbalance caused by resource scheduling. The schematic diagram of P2P networking architecture is shown in Figure 2.

Although the previous networking methods can improve the network service quality to a certain extent, with the emergence of mobile Internet and the significant growth of the number of connections, the existing networking methods have been difficult to meet the growing access needs of mobile devices. Therefore, with the wide application of the 5G network, setting multiple low-power base stations in the central network can not only improve network coverage and increase network access but also reduce access delay and power consumption. By setting up multiple small base stations in the central network, not only is the capacity of the network increased, but also the performance of the network is greatly improved. In the central network, the intensive deployment of base stations not only shortens the transmission distance between nodes but also significantly reduces the network delay. In addition, the intensive deployment of small base stations in the central network can not only facilitate the rapid switching of users in the central network but also effectively reduce the workload and energy consumption of the macro base station. The schematic diagram of the Dense Central Network (DCN) networking architecture is shown in Figure 3.

3.2. Architecture and Characteristics of the Central Network System. The architecture of the central network generally adopts two ways: one is the networking mode of the macro base station and micro base station, and the other is the networking mode of the micro base station and micro base station. In the first mode, the macro base station is used to transmit services requiring low transmission rate but high mobility, while the micro base station is used to transmit high bandwidth services. The macro base station is mainly used to ensure that the network has a certain coverage and carry out collaborative management of micro base stations. According to the business development needs and user distribution characteristics, multiple micro base stations can be flexibly deployed centered on the macro base station to meet the network needs of different users. This networking method can not only optimize the network coverage area and capacity but also solve the switching problem of user access needs between different areas in the central network environment to truly meet the user's demand experience and improve the utilization of resources.

In the second networking mode, since the macro base station is not adopted, in order to realize the resource coordination function of the first networking in this mode, a dense network composed of multiple micro base stations is adopted as the virtual macro base station. Virtual macro base station shares signal, carrier, channel, and other resources through multiple micro base stations. Since each micro base station sharing the same resources can realize the rapid transmission of user demand information, the purpose of resource management of virtual macro base station can be realized. In addition, because each micro base station can transmit user data independently, it can meet the network access needs of different users in the central network environment.
Compared with the traditional communication network, the central network has the following main characteristics [12]:

1. Many micro base stations are deployed around users. Each access point of the central network is a low-power micro base station with small coverage, and the distance between each access point is usually within tens of meters. The coverage area of the central network is different from the traditional communication network, in which most users are close to the micro base station.

2. The micro base stations around the user interfere with each other. Due to the close distance between the access points of the central network, there is some interference between the micro base stations, which has a certain impact on the performance of the central network.

3. The number of users involved in the central network is huge, and the deployment of micro base stations is dense. Generally, it is difficult to ensure that each micro base station can normally complete the backhaul transmission. If it cannot meet the backhaul transmission requirements of high transmission rate and low transmission delay, it may affect the data exchange between different nodes in the transmission process, which is also the main factor affecting the performance of the central network.

With the increase in the number of central network nodes, the coverage areas between each node overlap each other, resulting in mutual interference. Due to certain interference between different network areas, users’ access to the network is frequently switched, which increases the resource overhead in the process of data transmission. In
addition, because many access points are deployed around the central network, the load balancing and fast backhaul transmission of access points are also the main problems that the central network needs to face.

4. Load Balancing Method

4.1. Load Balancing Strategy. At present, the common load balancing methods mainly include polling, weighted polling, and minimum number of connections. These methods can meet the load balancing to some extent, but the cache hit rate is not high, so they are not suitable for the networking mode facing the central network. From the existing research on the application of load balancing methods, Hash Load (HL) method, as a load balancing strategy, can be better applied to dense network environment [7]. It can not only ensure good load balancing but also have a high cache hit rate, which is suitable for the central network.

When the hash method is used to distribute the user request to the network node, the hash key requested by the user and the hash value of each node in the system need to be calculated by the hash function, and then the node with the largest hash value is used for the service. When the central network needs to add or delete nodes, the hash method has little impact on system performance and load migration. However, when using this method, the load balance of the system is related to the randomness of the hash function, and it takes a lot of time to calculate the hash values of user requests and nodes.

In order to improve the shortcomings of the hash method, in recent years, some scholars have used the hash function to output the relationship between the service node and the user request on the system to the hash ring, which is called Consistent Hashing Load (CHL) [8]. Starting from the position of the user request on the hash ring, the first node searched in a clockwise direction is used as the user service node. This method reduces the time complexity of the hash strategy in calculating the hash values of all nodes. By calculating the hash values requested by client users, we can quickly find the nodes providing services on the hash ring. The working diagram of this method is shown in Figure 4.

As can be seen from Figure 4, when the above hash method is adopted, the load balance of the system depends on the hash values of two adjacent nodes on the hash ring. When the nodes are evenly distributed on the hash ring, the load balance of the system is good. However, if the distance between two nodes on the hash ring is much greater than that between other nodes, the system load will be unbalanced.

4.2. Improved Load Balancing Method. Because a resource in the system is more popular with users than other resources, the same user requests may be centrally allocated to a node, resulting in hot node problems, which will affect the load balance of the system. In order to avoid the centralized allocation of request resources to a node, you can set a load
upper limit for each node. This is the common Consistent Hashing with Bounded Loads (CHWBL) method [13, 14].

At a certain time \( t \), when the user requests to pass through the load scheduler, the load scheduler first calculates the number of task connections of each downstream node and takes it as the load of the node. Then, the load scheduler calculates the total load \( L_t \) of the system at this time, which is shown as follows:

\[
L_t = \sum_{i=1}^{n} L_{st} + L_{\text{new}},
\]

where \( L_{st} \) represents the number of connections owned by network node \( s \) at time \( t \), \( L_{\text{new}} \) is the number of new connections received by the load scheduler, and \( n \) denotes the total number of network nodes.

By calculating the ratio of the total load of the system to the number of nodes, the average load \( L_{\text{avet}} \) of the system at time \( t \) can be obtained. The calculation formula is as follows:

\[
L_{\text{avet}} = \frac{L_t}{n}.
\]

In order to ensure that each node in the system can provide services normally, the upper load limit of each cache node is usually set to 1.2 times the average load. When the user requests allocation, the load scheduler will determine the direction of request allocation according to the load of each node. When the node load has reached the upper load limit, the node will no longer receive user requests from the load scheduler so that the load borne by each node is close to the average load to maintain the load balance of the system.

Although setting the upper load limit of a node can solve the problem that resources are too concentrated on a node, the load balance of the system is still affected by the distribution of each node on the hash ring to a certain extent. For example, there are 5 different nodes distributed on the hash ring, as shown in Figure 5.

![Figure 4: Cache node location relationship on the hash ring under CHL policy.](image)

Suppose \( a_1 \) to \( a_5 \) successively represent the difference of hash values of two adjacent different nodes on the hash ring, where \( a_1 \) is the largest and \( a_5 \) is the smallest. When each node does not reach the upper load limit, the user request corresponding to \( a_1 \) area will be allocated to node \( S_1 \) to provide services, while the user request corresponding to \( a_5 \) area will be allocated to node \( S_5 \) to provide services, and so on. The probability \( P_i \) of the user requesting to obtain the service of a node on the hash ring has a uniform distribution law, as shown in the following formula:

\[
P_i = \frac{a_i}{\sum_{i=1}^{n} a_i}.
\]

Since \( a_1 \) to \( a_4 \) are much larger than \( a_5 \), requests from users are most likely to be allocated to nodes other than \( S_5 \) for processing. Although setting the upper load limit value of each node can ensure that the real-time load of each node does not exceed the upper load limit, in the dense central network environment, when a node processes the relevant requests, it can accept new user requests, which will lead to the overload of some nodes on the hash ring, thus affecting the load balance of the system. For example, according to the
distribution of each node on the hash ring in Figure 5, according to the probability calculation formula of each node processing the request, it can be known that the new user request will be assigned to node S1 for processing. When the real-time load of node S1 exceeds its upper load limit, the user request will be transferred to node S2 for processing, and so on. Therefore, when node S2 to node S4 cannot receive the user request transferred by node S1 because they exceed the load upper limit value, only node S5 will receive the user request at last. If node S1 can receive a new user request after processing the existing request, the probability of node S5 obtaining the user request will be very small.

In order to solve the problem of uneven distribution of nodes in the hash ring, several virtual nodes with mapping relationships with real nodes can be created on the hash ring [15]. Therefore, each real node may correspond to several virtual nodes. When the number of real nodes and virtual nodes reaches a certain number, the nodes on the hash ring will show a trend of uniform distribution. When the user requests resource allocation, the user request is first allocated to the virtual node. At this time, the corresponding real node will provide actual services for the user request. The load balance of the system can be guaranteed by introducing a large number of virtual nodes. The positional relationship between real nodes and virtual nodes in a hash ring is shown in Figure 6.

In Figure 6(a), there are four nodes, S1, S2, S3, and S4, on the hash ring. Due to the small number of nodes, the hash values between adjacent nodes vary greatly. According to the probability calculation formula, the number of user requests obtained by S4 is greater than that of the other three nodes. In Figure 6(b), each node corresponds to multiple different virtual nodes, and the virtual nodes are randomly distributed on the hash ring so that the hash ring is further subdivided by multiple nodes. The greater the number of nodes, the smaller the hash value difference between adjacent nodes. When the number of nodes reaches a certain value, the more evenly the nodes on the hash ring are distributed, the better the load balance of each node in the network is.

5. Cache Management Policy

5.1. Cache Management Strategy and Its Impact on System Performance. Cache technology is the key to improving the performance of the network system, and cache strategy is the core of cache technology. Due to the limitation of cache space capacity, when the cache storage space reaches the upper limit, the objects applying for the cache cannot enter the cache space. At this time, an effective cache strategy needs to be adopted to move the objects that do not need to occupy the cache space out of the cache to free up enough space for urgent objects. The quality of cache strategy has a great impact on the hit rate of cache nodes and the response time of the system. At present, common cache management strategies mainly include LRU (Least Recently Used), LFU (Least Frequently Used), SIZE, and LRV (Lowest Relative Value) [16, 17], which are shown in Figure 7.

LRU is a typical cache policy based on access time interval, which is shown in Figure 7(a). The LRU places the recently accessed cache object at the head of the cache queue. When the cache needs to free space, it will move out the cache object that has not been used for the longest time at the end of the queue. Although the algorithm of LRU is simple, some cache objects that need to be accessed again may be deleted because only the latest access time is considered in application.

LFU is a cache policy based on the number of accesses, which is shown in Figure 7(b). When the cache needs to delete objects, the LFU moves the object with the least number of accesses out of the cache space. When there are objects that have been accessed many times but have not been accessed for a long time, this method wastes cache space to a certain extent.

SIZE is a cache management policy based on the document size, which is shown in Figure 7(c). SIZE receives more small document objects by removing large document objects from the cache. Although it improves the cache hit rate to a certain extent, it increases the cost of loading large document objects. When the SIZE cache management policy is applied, if the large cache object is removed and accessed again, it may produce more access delay and a lower cache hit rate.

LRV is a cache management strategy based on retained value, which is shown in Figure 7(d). By comparing and analyzing the value of cache objects, LRV moves out cache objects with low retention value and large impact on cache hit rate. Compared with other cache management strategies, when calculating the value of different cache objects, LRV fully considers the parameters such as object access times, document size, and recent access time, so it can calculate the retention value of cache objects relatively accurately. Because this strategy needs to comprehensively consider the retention value of different cache objects from many aspects, it may affect the user’s access delay to the network due to the long calculation time.

5.2. Cache Management Strategy Design. When a user makes a request, the retrieval and distribution of the requested content in the central network are mainly completed
through interest packets and data packets. The interest package contains the retrieved content and is used to request the data package of the required content. The content receiver forwards the interest packet to the idle port in order to send the requested content. When the node in the network receives the interest packet, if the node is the publisher of the content or contains the corresponding data packet in the cache, the data packet is returned from the port where the interest packet arrives so as to forward the data content to the requesting user. Nodes in the network need to constantly update the content cache (CS), pending interest table (PIT), and forwarding information table (FIB) [18, 19].

In the central network, users and service nodes interact with each other through interest packets and data packets. After the user sends the interest packet, the network node will respond to it according to the load scheduling and cache management policy and return the request content to the user through each node. The node load scheduling and its cache management model are shown in Figure 8.

When the user makes a network request, first look up the FIB table and send the interest packet from the port where the content can be obtained according to the FIB table item. When the interest packet arrives at the corresponding node, first find the requested content in the cache. If it hits, copy
the corresponding data from the cache, construct a data packet, and forward it from the arrival port of the interest packet. If it is missed, it will search in the PIT table. If the requested content is found in the PIT table item, it will add the interest package arrival port in the PIT table item. If the request content is not found in the PIT table item, first add a new table item recording the request content in the PIT table, then look up the FIB table, and forward it from the recording port in the FIB table. When a node containing the same request content receives an interest packet, it encapsulates the corresponding content in the packet and forwards it from the interest packet arrival port. When the packet arrives at the node, first put the contents of the packet into the cache and then look up the PIT table. According to the feedback content table item recorded in the PIT table, forward the data packet from the corresponding port and delete the corresponding table item in the PIT. The data packet is finally fed back to the user, and the user obtains the required content from the data packet so as to complete a data request. If the user request times out and does not receive the packet, the same interest packet can be sent again.

6. Experiment and Analysis

6.1. Load Balancing and Cache Policy Evaluation Index. In order to quantify the load balance in the central network environment, the load balance degree $B$ is usually used for evaluation [7, 8]. Load balance refers to the ratio of the sum of the absolute value of the difference between the actual load and the theoretical load of each node of the network to the actual total load of the network. The smaller the load balancing degree, the better the load balancing performance of the network. If the actual load of the network node $S_i$ is $L_{PSI}$ and the theoretical load is $L_{TSI}$, the calculation formula of load balance degree $B$ is as follows:

$$B = \frac{\sum_{i=1}^{n} |L_{PSI} - L_{TSI}|}{\sum_{i=1}^{n} L_{PSI}},$$

where $n$ represents the number of network nodes and $S_i$ represents the $i$ th network node. In the central network environment, $L_{TSI}$ represents the average theoretical load of the network.

When the user requests to reach the network cache node, if there is the content requested by the user in the node, it is called a cache hit [20]. Therefore, the cache hit rate $H$ can be used to represent the effect of cache policy execution in the central network environment, and its calculation formula is as follows:

$$H = \frac{N_y}{N_a} \times 100\%,$$

where $H$ is the number of hits of the network cache node and $N_a$ is the total number of requests of the user.

From the time when the client sends a user request to the network load scheduling equalizer to the time when the client receives the result returned by the load scheduling equalizer, this time interval is called the response time of the central network [21]. The response time of the central network can be obtained by relevant special performance test software.

In the central network environment, the amount of data sent from the server sending port is generally much larger than that received by the receiving port. In order to evaluate the traffic loss in the process of data reception and transmission, the network traffic consumption $C_t$ can be described [8], and its calculation formula is as follows:

$$C_t = \int_{t_{start}}^{t_{end}} (v_t \times t) dt,$$

where $v_t$ represents the real-time transmission rate of data sent from the server transmission port, $t$ represents the time taken for data transmission, $t_{start}$ represents the time when the data transmission starts, and $t_{end}$ represents the time when the data transmission ends.

The number of network node connections mainly refers to the number of requests contained in each node of the central network. Generally, the number of network nodes can be used to represent the actual load of network nodes, and it can also be used to evaluate the congestion of network nodes.
6.2. Results and Analysis. In the experiment, the load balancing degree is used to test the effect of the load balancing strategy proposed in this article on the network performance, and several typical load balancing algorithms are selected for comparison in order to verify the superiority of the load balancing method proposed in this article. At the same time, the load distribution of network nodes is tested by using this method, as shown in Table 1.

The load balancing strategy of this article is tested in the concurrent environment with network loads of 2000, 4000, 8000, 10000, and 12000, respectively, and the load distribution of relevant nodes in the central network environment is obtained as shown in Figure 9.

In the concurrent environment with a network load of 8000, six polling requests are made for resources. Combined with the cache hit rate calculation formula, the cache node hit rate under different load balancing strategies in the central network environment is obtained without considering the upper limit of cache node load, as shown in Figure 10.

In addition, combined with the request response time calculation formula, the comparison of service response time under different policies in the central network environment can be obtained, as shown in Figure 11.

From the above experimental comparison results, the load balancing and cache management method proposed in
this article can be better applied in the central network environment. Especially, it is superior to other typical methods in the evaluation indexes such as load balance, cache hit rate, and node response time.

7. Conclusion

For the central network, the network node cache technology can reduce the network backhaul load, reduce the access delay, and meet the needs of users to a certain extent. The traditional network node load balancing and cache strategy restricted the function of the central network to a certain extent. Therefore, this article proposed a load balancing and cache management method for the central network, which was of great significance to accelerate the development of the central network. By analyzing the load scheduling law of network nodes, based on the existing load balancing and cache management methods, a cache node load balancing strategy suitable for the development needs of the central network was proposed, and a cache node information forwarding model for the central network environment was given. The results showed that the load balancing and cache management method proposed in this article can better meet the user needs of the central network and was superior to other traditional methods in the evaluation indexes such as load balancing degree, cache hit rate, and node response time. With the continuous development of communication technology and computer software and hardware, the research on load balancing and cache strategy of network nodes is also deepening. In the future, it is necessary to further optimize the load balancing algorithm and cache strategy to better adapt to the changes in central network structure and user needs.
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