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Abstract
This paper presents a multimodal corpus of 209 spoken game dialogues between a human and a remote-controlled artificial agent. The interactions involve people collaborating with the agent to identify countries on the world map as quickly as possible, which allows studying rapid and spontaneous dialogue with complex anaphoras, disfluent utterances and incorrect descriptions. The corpus consists of two parts: 8 hours of game interactions have been collected with a virtual unembodied agent online and 26.8 hours have been recorded with a physically embodied robot in a research lab. In addition to spoken audio recordings available for both parts, camera recordings and skeleton-, facial expression- and eye-gaze tracking data have been collected for the lab-based part of the corpus. In this paper, we introduce the pedagogical reference resolution game (RDG-Map) and the characteristics of the corpus collected. We also present an annotation scheme we developed in order to study the dialogue strategies utilized by the players. Based on a subset of 330 minutes of interactions annotated so far, we discuss initial insights into these strategies as well as the potential of the corpus for future research.
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1. Introduction
In this paper, we present the RDG-Map corpus, an extension of the previously developed Rapid Dialogue Game (RDG) series (Paetzel et al., 2014; Zarrieß et al., 2016). The core dynamic of the RDG domain is to score as high as possible in a spoken dialogue game under time pressure, which leads to spontaneous rapid responses from the players. Due to its importance in daily conversations, the goal of rapid dialogue games is to capture related phenomena of spontaneous natural speech in numerous tasks of varying complexity. Such corpora can then be used for building state-of-the-art dialogue processing models that can make dialogue systems more efficient and human-like (Paetzel et al., 2015; Manuvinakurike et al., 2017).

In comparison to the other games developed as part of the RDG series, RDG-Image, RDG-Phrase, and RDG-Pento, finding countries on the world map requires a more complex description strategy than it is required for identifying images, phrases and Pentomino pieces. In these simpler domains, players followed straightforward dialogue strategies only involving the current target. In RDG-Map, on the contrary, we observe more complex dialogue interactions making use of other countries and past context. Such strategies result in rich conversations that can be an ideal platform for research on a variety of dialogue-related topics, such as language understanding, generation, and dialogue management. Figure 1 shows a sample dialogue in this domain.

The RDG-Map game contributes a new task that captures complex interactions involving references to information grounded in past turns. Introducing pedagogical aspects into the RDG-domain also allows us to expand the relevance of our domain to real-world applications. RDG-Map was specifically designed to increase people’s geographic literacy while still being fun over the course of repeated interactions. Geographic literacy is an important skill in an ever-increasing globalized world that the population at large is lacking (CFK and Geographic, 2006; CFR and Geographic, 2016), and we could already show in previous work that the RDG-Map game increases people’s self-assessed geographic skills (Paetzel and Manuvinakurike, 2019).

This paper not only presents the RDG-Map domain and the related game dynamics in detail (Section 2), we primarily discuss characteristics and preliminary findings from a large data collection involving 34.8 hours of spoken dialogue conversations (Section 3). For this data collection, we developed a Wizard of Oz interface to remote-control an agent playing the game. This technique allowed us to collect an authentic corpus of people believing to play with an artificial agent without the necessity of having the full agent capabilities developed. The corpus we collected consists of two parts: The first initial 48 game sessions were recorded on the web with an unembodied agent. With the experience gained from this data collection, we revised the game design and control interface and expanded the corpus in a large lab-based data collection involving 58 individuals playing 161 game sessions with an embodied agent. Due to the adaptations made between the two parts of the corpus collection, the parts are not meant to be comparable but to complement each other.

The second contribution of this paper is the introduction of a dialogue annotation scheme that we developed to capture the specific game-related description strategies as well as common dialogue features in our corpus (Section 4). We show that annotations using this scheme can be performed with a high inter-annotator agreement and we conclude the paper by presenting insights into people’s approaches to describing countries on the world map (Section 5).

Information about the corpus including the annotation scheme is available online at https://rdglearn.com/corpus. The corpus will be made available for download at this link as well.
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Dialogue in the context of vision has been of interest for a long time (Clark and Wilkes-Gibbs, 1986; Tanenhaus et al., 1995). Lately, neural network based approaches for visual dialogue have shown promise in various sub-tasks which evoked interest in the community to build corpora for visual dialogue of various complexities. These visual dialogue tasks have, for instance, been modeled as reference resolution games and have been used to collect dialogue interactions between human players (e.g. (Stoia et al., 2008; Kazemzadeh et al., 2014; Paetzel et al., 2014; Zarrieß et al., 2016; De Vries et al., 2017)) as well as in human-robot teams (Skantze, 2017). Such tasks involve conversations between the interlocutors who identify one or multiple targets among distractors. Similarly, corpora for visual question answering (Antol et al., 2015; Das et al., 2017) have been developed. Such tasks involve answering the questions asked by the user about visual content through conversations. Other visual dialogue tasks include map navigation (understanding the navigation instructions in a visual scene) (Anderson et al., 1991; de Vries et al., 2018), image retrieval (Guo et al., 2018) and image manipulations (Manuvinakurike et al., 2018; Kim et al., 2019). The corpus presented in this paper includes visual reference resolution and question answering, among other tasks. Since our corpus consists of spoken interactions, we observe phenomena that are typically present in spontaneous spoken conversations and not specific to visual dialogue.

One of the aspects that sets our corpus apart from related task-oriented game-based reference resolution corpora is the pedagogical value. While Intelligent Tutoring Systems (ITS) have achieved appreciable learning gains in recent times (Lesgold et al., 1992; Freedman, 1999; Koedinger et al., 1997; Mitrovic and Ohlsson, 1999; Gertner and Van-Lehn, 2000; Graesser et al., 2001; Litman and Stillman, 2004; Graesser et al., 2004; McNamara et al., 2004; Craig et al., 2013; Koedinger et al., 2013; Pane et al., 2014; Graesser, 2016; Trinh et al., 2017), they usually rely heavily on experts hand-authoring the pedagogical content. In recent times learning dialogue policies automatically have been shown promising results and could potentially solve the necessity for extensive hand-authoring in ITS (Georgila et al., 2019). Learning such tutoring policies, however, requires large amounts of data. In recent years, crowd-sourcing has been employed to overcome this drawback (Mitros and Sun, 2014; Baker, 2016). In this work, we present a scalable crowd-sourcing approach to learn system responses that facilitate learning in a pedagogical reference resolution game. Paetzel and Manuvinakurike (2019) have discussed the learning aspect of the RDG-Map domain and analyzed people’s self-reported increase in geographic literacy after playing the game in further detail.

3. Rapid Dialogue Game Map

Game design: RDG-Map is a spoken collaborative game in which one of the players is assigned the role of the Matcher and the other the role of the Director. The Matcher’s goal is to locate countries on the world map based on the descriptions given by the Director. One of the countries is randomly selected as the target country and highlighted on the Director’s screen. The Director is free to choose any verbal description to help the Matcher identify the target country, including saying the name of the country. The map on the Director’s screen is labeled with the names of all countries in order to provide guidance when giving descriptions (cf. Figure 1). The map of the Matcher is not labeled, making the name of the country likely not sufficient to identify the target country, unless the Matcher has prior knowledge about its location. By showing the Director the name of all countries, (s)he is implicitly provided with learning content (name of the country, neighbors, continent, etc.) that can be taught to the Matcher. Teaching the Matcher the names of countries leads to future rewards since it later accelerates finding countries. The team scores a point for each correct guess made by the Matcher. The goal for the players is to identify as many countries and score as high as possible in the given 10 minutes game time. The RDG-Map corpus we present in this paper is based on a human-agent team playing the game together. For collecting the corpus under conditions as realistic as possible without fully developing an autonomous agent, the agent was remote-controlled by a human operator. The human player was always assigned the role of the Director.

The corpus: Collecting the corpus was divided into two parts. First, we developed a version of the game for collecting interactions over the crowd-sourcing platform Amazon Mechanical Turk (AMT). In a similar work, Manuvinakurike et al. argued that the spoken dialogue data collected using crowd-sourcing environments provide diverse and high-quality interaction at low-cost.

Figure 1: The map as presented to the Director. The target country is highlighted in green and information about the country is presented when hovering over it. Below the map is a sample conversation between the human Director (Dir) and the agent Matcher (Mat).
Figure 2: Setup for the lab-based data collection including the interface controlling the robot’s speech, gaze and country selection (bottom left).

(Manuvinakurike and DeVault, 2015; Manuvinakurike et al., 2015). However, this comes at the disadvantage of fewer control over environmental conditions and lower quality of the audio recordings. Based on this first part of the corpus collected over the web, we implemented a revised version of the game playable with an embodied agent in a controlled laboratory environment. In the following, we describe the details of the web-based (Section 3.1) and embodied (in-lab) part of the corpus (Section 3.2).

3.1. Web-based Data Collection

**System:** The first version of the game was deployed online using HTML5 SimpleWebRTC\(^2\). 50 participants were recruited on AMT to play the game. Before being directed to the game queue, participants had to provide informed consent and demographic information and read a description of or watched a video about the game rules. All participants reported being native English speakers. To ensure participants understood the game, they needed to pass a short test containing three questions about the game rules. Since the same human operator controlled the agent for all games, participants often had to wait for several minutes before they were paired with the remote-controlled agent. Once paired, the Director could click on the ‘start the game’ button to begin the 10-minute long gameplay. The agent in this data-collection was represented by the female CereProc voice Kate and had no embodiment. Its actions were controlled using a custom-designed button-interface that allowed the operator to select from pre-recorded voice samples and make the country selection on behalf of the agent. The country selection of the Matcher was not visible to the Director. The agent thus needed to explicitly communicate when they selected a country so that the Director could move on to the next target. Once the Director requested the next target, both the Director and Matcher were shown whether they scored a point for the previous target country, but they were not given a chance to try again if the selection of the Matcher was wrong. The order of the target countries was the same for all participants. The operator was instructed to have prior knowledge of a small subset of countries (Australia, Brazil, Canada, China, India, Italy, Mexico, Russia, USA) based on the list of countries that more than 50% of Americans can find on the world map (CFK and Geographic, 2006).

After the game, participants were asked to fill out a questionnaire about their experience with the agent and the game. They then received monetary compensation for their participation in the study, which was independent of their final game score.

**Features:** Collecting data online has several implications on the quality of the collected audio data. While participants were strongly encouraged to wear a headset, not all of them followed this rule. Thus, the audio quality varies between speakers. For some users, significant background noises from a television or other people are present. Echoes of the agent speech are also a common artifact. Similarly, we could not control the loudspeakers of the participants; hence, the intelligibility of the agent and the clarity of the agent’s speech might have varied significantly between users. These factors result in a noisy but scalable, low-cost method for data collection.

3.2. Embodied Data Collection

**System:** For the lab-based data collection, the agent Matcher was embodied in a Furhat robot (Al Moubayed et al., 2012). Furhat is a blended embodiment consisting of a firm mask of a male face onto which a facial texture is projected from within. Since the visual appearance of the robot is very masculine, the agent’s voice was switched to the male CereProc voice, William. 60 students from an international Masters course were recruited at Uppsala University to participate in the data collection. The minority of participants were native English speakers. Before starting with the game, they gave informed consent to participate in the study, read the game rules, and provided demographic information.

**Adjustments:** Based on the experience with the crowdsourced data collection certain adjustments were made to the game rules. From the data collected online, we realized that an important cause of frustration during the game was the lack of feedback on the agent’s country selection. The Director in the web-version of the game could not determine the reason for non-optimal performance by the agent.
or why they did not score a point for a given target. Since the agent was controlled by an operator that eliminated language understanding errors, the most common cause for lack of point scoring was an incorrect description given by the Director, like confusing continent names (e.g., using South America for Africa) or directions (e.g., saying east instead of west). Thus, to make the game more pleasant and increase the learning experience due to fast feedback on wrong descriptions, we decided to make the Matcher’s selection visible to the Director in the updated version of the game. In this embodied version, the screen of the Matcher was shared between the two, so the Director could see the Matcher’s selection.

During some pilot interactions using the updated game rules, we saw that the most common description strategy would now become very incremental: The Director gave a very broad description, the Matcher selected a random continent in that region and then they would gradually move closer to the target (e.g., “move left”). To prevent this strategy, we limited the Matcher’s selection to two per target country. As an incentive to getting the first selection correct, the team scored two points if the initial selection of the Matcher was correct and only one point if the second selection was correct. With these updated game rules, we were able to increase the transparency and collaboration within the game but to still keep the descriptive strategies comparable to our first version of the game.

Two major changes were made in the control interface for the agent between the web-based and the lab-based implementation. In the beginning of the interaction, the robot commented on being assembled in Stockholm, Sweden, and having traveled to France in previous years. Consequently, those two countries were added to the initial knowledge base of the agent. The second change makes use of the physical embodiment of the agent and allows the operator to direct the robot’s gaze to the location whenever the Director mentions the name of a continent (America, Europe/Africa, or Asia/Oceania). We also added other questions and responses to resolve common game situations the agent could not appropriately react to in the web-based data collection.

**Setup:** A shared screen showing the Matcher’s selection was placed on a table between the participant and the robot, as visualized in Figure 2. The Director’s private screen was visible on an iPad attached to the side of the table so that it was not visible from the robot’s perspective.

In the lab-based data collection, participants were recorded with several different devices: They wore a close-range Sennheiser microphone for voice recording as well as Tobii glasses for gaze tracking. Above the robot, a Microsoft Kinect was attached to record the participant’s posture and allow the robot to seek eye contact with the human partner. Below the robot, a RealSense camera recorded their facial expressions. The entire scene was captured from two different angles using two Logitech webcams. All data except for the eye-tracking data are accurately synchronized. Using a beep tone played at the beginning of the data collection ensures that the eye-tracking data can be synchronized with the other recordings after the interaction.

| Features                          | Web     | Lab      |
|----------------------------------|---------|----------|
| **Audio length (in min)**        | 480     | 1610     |
| **# sessions**                   | 48      | 161      |
| **# unique speakers**            | 48      | 58       |
| **Points scored**                | M = 14.44 | 25.9   |
|                                  | SD = 6.44 | SD = 10.6 |
| **Max = 29**                     | Max = 53 |
| **Max = 53**                     |         |
| **Points scored/min**            | 1.44    | 2.59     |

Table 1: An overview of the Human-Agent web and lab-based corpus.

**Features** Since this data collection was part of a larger experiment, the agent initiated a short social chat before and after the gameplay. For the lab-based corpus collection, we were specifically aiming for people returning to play with the agent after multiple days of break in between sessions. This allows us to study the recurrence of individual dialogue features like the commitment to certain descriptive strategies and references. To study the influence of the agent’s level of human-likeness on people’s strategies when talking to the agent, the Furhat robot was equipped with three different facial textures, either showing the face of a real human, a mechanical face or a morph between the two. These textures were varied between participants, so participants always played with the same robot appearance for recurring sessions.

4. **Corpus Characteristics**

The two parts of the RDG-Map corpus we collect online and offline are summarized in Table 1.

Our RDG-Map Web part of the corpus consists of 48 unique speakers, each playing one ten minutes long session with the remote-controlled agent. Two of the original 50 speakers had to be excluded due to audio problems or quitting the experiment prior to completion. Participants scored on average 6.44 points during the game or 1.44 points per minute. However, the success in the game varied significantly: The most successful player scored 29 points (2.9 points per minute), the least successful one only 3 points (0.3 points per minute).

For the RDG-Map Lab part, we recruited 60 participants, out of which two were excluded because they suspected the agent to be remote-controlled. As described above, participants had between one and three sessions with the agent, resulting in 163 sessions in total. Two of these individual sessions were excluded from the corpus due to technical problems. In the resulting 161 sessions participants scored an average of 2.59 points per minute. The fact that participants scored almost double the number of points can be explained with the different scoring system implemented for the lab-based game that rewarded players with two points in case
the first guess was correct. Similarly to the web-corpus, we could observe a significant difference between the player’s scores ranging from 0.3 to 5.3 points per minute.

For both the web and the lab-based part of the corpus, demographic information like self-disclosed gender, age and nationality are available for each speaker.

5. Transcriptions and Annotations

The two parts of the corpus were automatically transcribed using off the shelf Automatic Speech Recognition (ASR) systems and were manually corrected afterwards. Utterances by the agent and the human were tagged and processed separately. Only the human utterances were manually annotated since the agent’s utterances were logged and the intentions could thus be extracted automatically. The ASR generated transcriptions were divided into interpausal units separated by silence and annotated individually with dialogue acts (DAs) following the annotation scheme provided in Table 2. While most of the DAs were designed specifically for our domain, some general tags motivated by Bunt (2009) were included as well.

The dialogue acts can be mainly divided into 4 categories:

1. **Target descriptions**: The human director is describing the target country so the agent can select the respective country. The descriptions in this category include the size, shape, direction, continent, landmark, anchor country description, anaphoric reference to countries already grounded in the conversation and a label for incorrect descriptions (descriptions for which the director confuses the continents or directions which lead to incorrect country identifications).

2. **Question-Answers**: The interlocutors are engaged in question-answer exchanges. The questions (Wh, Yes-no and others) by the Director are annotated as well as their yes-no answers to the questions asked by the agent. If the player did not know the answers to a question, the answer is marked as unsure (A-U).

3. **Reactions**: The human director is reacting to the agent’s actions or utterances. A common reaction to an agent’s utterance is a generic acknowledgement. In addition, we annotate appreciation of the agent’s efforts and negative reactions to it (including criticisms and disappointments). These are important to model the user’s frustration and engagement with the game and the agent.

4. **Others**: These dialogue acts include the action-directives (AD), abandoned utterances (Aband), Discourse markers (Disc-M), self-talks (Self-T), greetings (Greet) and off-topic speech (Off-Top). While we follow the definitions from Bunt (2009) to mark the labels in this category, off-topic is specific to this domain and includes all non-game utterances and descriptions which do not help the agent to identify the target country since it exceeds its knowledge (e.g: “This is the country Cristiano Ronaldo is from”).

We developed a web-based annotation tool to annotate the corpus. The tool is shown in Figure 3. The text is annotated by first marking the words and then selecting the relevant DA for the utterance. Each utterance is also annotated with the country being described by the human director. This step was necessary in spite of logging the target country as one of the common strategies to describe a target country involved locating a different, much easier ‘anchor’ country in close proxemics to the target county. As soon as this anchor was established, the Director would then describe the target county in relation to the anchor.

So far, we annotated a subset of 330 minutes and Table 1 shows the statistics from the annotated subset.

### Efficacy of the annotation scheme

In order to validate the annotation scheme, we performed an inter-annotator agreement (IAA) analysis on four-game interactions (approximately 12% of the annotated corpus, two from the web and two from the lab-based part). The annotations were performed independently by three annotators. The raw IAA on these four interactions was 0.857 and Fleiss-kappa (N=3) was 0.676 indicating strong agreement on the annotations.

### Differences in web & lab-based data

We observe some interesting differences between the distribution of dialogue acts between the web and the lab-based part of the corpus.
The first set of differences can be attributed to the different conditions and populations in the lab-based corpus collection. The most notable difference is the spike in off-topic conversations that occurred in the lab environment. The majority of these can be attributed to the participants asking questions or making comments to the researcher regarding game rules or technical difficulties during the game. Since participants on Amazon Mechanical Turk had no possibility to contact a researcher directly, off-topic conversations were less common. If online-participants encountered problems, they either dropped out, or the session was automatically terminated in the web-based framework. A difference in the number of abandoned utterances can also be observed between the two parts. A likely explanation is that most participants in the lab-based data collection were non-native English speakers which decreased their fluency. The second set of differences can be attributed to the changes made in the game rules and the enhancements of agent’s utterances for the embodied agent. These changes mostly reflect in the increase in Director responses (both yes, no and undecided) as well as a decrease in yes/no questions. The most common question asked by the Director in the web-based part of the corpus is whether the agent has already selected a country. Since the Director can see the country selection in the lab-based version of the game, such questions were not present. To improve the agent’s gameplay and to add more variability to its speech output, we added a number of questions that could be asked by the agent to identify the target. Consequently, the number of responses by the Director increased.

As discussed in Section 3, the main objective for adding a shared screen was for the Director to see the agent’s selection and consequently decrease the number of negative reactions towards the agent. Indeed, a decrease in negative reactions and an increase in appreciation markers towards the agent could be observed in the lab-based corpus. While this could be attributed to the shared screen, it could also be due to the fact that the agent was equipped with an embodiment and a researcher being present in the room.

### 6. Descriptive Strategies

Our corpus presents interesting insights into descriptive strategies employed by the Director to help the Matcher identify the target country across different sessions. To ground the conversation around the coordinates of the target country, the Directors use directional descriptions related to the continent, other countries, or landmarks like oceans or regions. To further identify the target country, various appearance-related descriptions such as shape and size are used by the Director. In the following, we will discuss the most common descriptive strategies and point out differences between the web and lab-based parts of the corpus.
Continent   The name of the continent or directional descriptions within the continent are often used as the first frame of reference. Directors playing with the robot in the lab generally made more use of this strategy than people playing online (cf. Fig. 4). We believe the robot directing the gaze towards continents when they were used as part of a description might have reinforced this behavior in the lab-based corpus because it served as a clear indication of the agent correctly understanding the description.

Landmarks   Descriptions given in relation to landmarks on the world map are often as broad as continent-related descriptions. Common examples of landmarks in our corpus include world regions like the Middle East and specific bodies of water like the Mediterranean Sea, among others.

Directions, Anchors and Anaphora   The most common descriptive strategy to aid the Matcher in identifying the target country is the usage of directive descriptions in relation to other countries, for example:

Director   It’s west of Egypt

These directional descriptions could cross several countries (e.g. describing Pakistan as “south or Russia”) and are not always given using clear directional markers like “east” or “below”:

Director   If Chad just blew its nose you would see Nigeria

While country-based descriptions are the most commonly used strategy for describing a country, they are not necessarily successful given the agent’s limited initial knowledge. Thus, participants sometimes describe anchors, other countries or landmarks on the world map that are not the target country and that are deemed to be easier to identify:

Director   If you look at the Mediterranean Sea and you look at Africa it’s the second country from the left. The first country from the left is Egypt. Second country is Libya.

Once an anchor is established, the Director can describe the target country in relation to this country. Using this logic, participants can build long reference chains, describing multiple anchoring countries before getting to the target country. Anaphora, most often referencing the original target country, are crucial in such descriptions. Co-reference resolution is thus important for the language understanding of the agent, as can be seen in the following example:

Director   Do you know where France is?
Matcher   Yes
Director   Well below France, there is a country. This is not the one, it’s to the left of that country.

Sometimes a Director references back to countries that had been described as targets or anchors prior to the current target description, which shows the need for saving the past context in order to resolve the current description. This makes resolving co-references in our domain an interesting and challenging problem in comparison to other domains.

Shape   With the approximate region of the target country being established by directional descriptions, the agent Matcher was often left uncertain with a small group of potential target countries. In this case, shape descriptions were faster to identify the target and thus the agent would specifically inquire about the shape. Shape descriptions can generally be grouped into two categories: Abstract shapes and associations. Abstract shapes contain descriptions like “rectangle” for Turkey or “pointy” for Somalia. On the contrary, associations use other objects that look similar to the shape of the country as a reference. For example, Germany was frequently described as Pac-Man and Pakistan as a dinosaur. Many of the associations were recurring and thus the agent could identify the country based on it. Encouraged by their success, some Directors became very inventive when describing countries, e.g., describing Ethiopia as “Darth Vader’s helmet”.

Figure 4: Word count of dialogue acts from the web and lab-based part of the corpus.
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Figure 5: Distribution of descriptive strategies used by the Directors and points scored in the 33 annotated game sessions.

Size The size of the country is a feature that is comparably seldom used to describe the target country. One reason may be that it is not directly inquired by the agent, which may lead to many Directors not identifying it as a descriptive strategy. In order to understand how accurate the size descriptions given by the Directors are, we used K-Means to find size-based clusters for the countries in our corpus. We identified five size clusters, ranging from < 4k km² to > 2M km². The spoken descriptions given by the Director were manually grouped into five similar categories: (1) tiny or very small, (2) small, (3) medium, (4) big, (5) very big or large. The Pearson’s r between the K-Means clusters on the actual size and the manual clusters on the verbal descriptions was \( r = 0.49, p < .001 \). This shows that people’s size description generally matches the actual size of the country on the world map. However, the location of the country seems to play an important role in the accuracy of people’s descriptions. Poland, for example, was consistently grouped into the largest category based on the Director’s descriptions, while in reality it belongs to the smallest one. This is especially interesting since it is smaller than the neighboring country Germany, a fact often misjudged by Directors describing Poland as “the biggest” in the area.

Comparing strategies among players Even though the guidelines for the operator were developed such that different descriptions could lead to identifying a country, we were interested in understanding whether there was one strategy predominant across Directors who scored particularly well in the game. Figure 5 shows the distribution of descriptive strategies used by the Directors and points scored by each of the 33 participants that were annotated. We found no single description strategy that significantly correlated with the points scored (Pearson coefficient \( r_{\text{shape}} = 0.29, r_{\text{size}} = 0.15, r_{\text{landmark}} = 0.1, r_{\text{direction}} = 0.19, r_{\text{anchors}} = 0.21, p > .1 \) for all comparisons). This gives confidence that the success in the game did not depend on finding the winning strategy but rather on giving generally good descriptions.

7. Conclusion & Future work

In this work, we presented the RDG-Map corpus, a collection of dialogues between humans and a remote-controlled agent playing a pedagogical reference resolution game. We present two parts of the corpus, one that was collected online using crowd-sourcing and the other one offline in a research lab. In addition to corpus characteristics, we presented an annotation scheme specifically designed to extract descriptive strategies in our domain. Part of the corpus has already been annotated with a high inter-annotator agreement, and we discussed insights gained from these annotated dialogues. Paetzel and Manuvakurike (2019) have already shown promising results regarding an increase in self-reported geographic literacy after playing the game with the remote-controlled agent. By implementing a fully autonomous version of the game, we hope to make this game available to the general public for them to play and increase their geography skills. This annotated corpus will help facilitate the development of automated agents that can play the game in the role of the Director and Matcher.

The corpus presented in this paper also poses a unique challenge for the language understanding of automated agents that we consider interesting for the broader research community. Such agents need to incorporate complex language understanding, dialogue management and language generation capabilities. The corpus can be used to study dialogue phenomena like rapid turn-taking, filled pauses, discourse markers and co-reference resolution over the course of multiple turns, among others.
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