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ABSTRACT. In this work we study different notions of ranks and approximation of tensors. We consider the tensor rank, the nuclear rank and we introduce the notion of symmetric decomposable rank, a notion of rank defined only on symmetric tensors. We show that when approximating symmetric tensors, using the symmetric decomposable rank has some significant advantages over the tensor rank and the nuclear rank.

1. INTRODUCTION

For \( \mathbb{K} \), the field of complex numbers \( \mathbb{C} \) or the field of real numbers \( \mathbb{R} \), the space of multiway arrays (also known as multidimensional arrays) \( \mathbb{K}^{n_1 \times \cdots \times n_d} \) fulfills an important role in several application areas such as Chemometrics, Signal Processing, Data Compression, or Data Analysis. In several of these applications, it is important to approximate multiway arrays by simpler multiway arrays that are sparsely representable. By identifying the space \( \mathbb{K}^{n_1 \times \cdots \times n_d} \) with the tensor product \( \bigotimes^d \mathbb{K}^{n_i} \) this problem translates into approximating tensors with low-rank tensors. Therefore, given a tensor \( z \in \bigotimes^d \mathbb{K}^{n_i} \), sometimes is of use to find a rank–r approximation of \( z \). That is, finding a tensor \( x \) of rank at most \( r \) such that

\[
\alpha(z - x)
\]

is small, where \( \alpha(\cdot) \) is a norm on \( \bigotimes^d \mathbb{K}^{n_i} \) and rank is a notion that in some sense measures how complex is a tensor. Two reasons to approximate tensors are the same as when working with matrices. In general, low-rank tensors are more inexpensive to store, and also, making computations with low-rank tensors is faster. For a more detailed explanation on the need for low-rank approximations, we refer the reader to [4, 6, 14, 15, 18], and the references therein.

It is also of interest to know if there is a best rank–r approximation of \( z \): a tensor \( x \) of rank at most \( r \) such that

\[
\alpha(z - x) = \inf\{\alpha(z - y) : y \in \bigotimes^d \mathbb{K}^{n_i}, y \text{ has rank at most } r\}.
\]

Naturally, this is a necessary condition for algorithms designed to find a best rank–r approximation to work. But in some papers, the existence of such a tensor is wrongly assumed. This lack of rigor has been pointed out in [5, 7].
The trade-off done when a tensor $z$ is replaced by an approximation $x$ is that some information may be lost. Therefore, it can be useful to develop results to recover as much information as possible of $z$ using only its approximation $x$.

The present work aims to investigate the problems exposed above, taking into account different norms. Rather than creating algorithms, we focus more on developing the theoretical frame needed by these algorithms. Given a tensor $z \in \otimes^d K^n$, its tensor rank is defined as

$$\text{rank}(z) := \min \left\{ r \in \mathbb{N} : z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d \right\}.$$ 

For this notion of rank, we study the best rank $-1$ approximation of a symmetric tensor $z$ considering the Hilbert-Schmidt norm. In Propositions 3.3 and 3.14 we show that if $x_1 \otimes \cdots \otimes x_d$ is a best rank $-1$ approximation of $z$ then the vectors $x_1, \ldots, x_n$ are either collinear or coplanar in the real case, while they are necessarily collinear in the complex case. In particular, in the complex case, a best rank $-1$ approximation of a symmetric tensor $z$ has to be symmetric.

In the real case, when the vectors $x_1, \ldots, x_n$ are coplanar, in Theorem 3.9 we provide an algorithm to obtain a best rank $-1$ approximation of $z$ of the form

$$v \otimes v \otimes w \otimes \cdots \otimes w,$$

with $v$ and $w$ orthonormal. This allows to partially recover the tensor $z$ using only its best rank $-1$ approximation. Part of this algorithm is obtained following the ideas in the proof of [16, Theorem 2.1]. This part can also be used to get a best rank $-1$ approximation of $z$ of the form

$$x \otimes \cdots \otimes x.$$

The main importance of such an approximation is that it is much cheaper to store than the original one, the only information needed is the vector $x$.

A downside of the tensor rank is that there is not always a best rank-$r$ approximation for $r > 1$. A notion of rank that does not have this problem is the nuclear rank introduced in [12]. This notion is closely related with the projective norm. Given a tensor $z \in \otimes^d K^n$, its nuclear rank is defined as

$$\text{rank}_\pi(z) := \min \left\{ r \in \mathbb{N} : z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d, \pi(z) = \sum_{i=1}^r \|z_i^1\| \cdots \|z_i^d\| \right\},$$

where

$$\pi(z) := \inf \left\{ \sum_{i=1}^r \|z_i^1\| \cdots \|z_i^d\| : z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d \right\}$$

is the usual projective norm. We investigate the representations that give the projective norm, and therefore the ones needed to compute the nuclear rank. Namely, we show that if $z$ is symmetric, and

$$z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d$$

with $\pi(z) = \sum_{i=1}^r \|z_i^1\| \cdots \|z_i^d\|$, then for each $i = 1, \ldots, n$, the vectors $z_i^1, \ldots, z_i^d$ are either collinear or coplanar in the real case, while they are necessarily collinear in the complex case. This significantly reduces the possible representations of $z$ that need to be considered to compute its projective norm.
In the final part of the present work, we introduce a new notion of rank, that we call decomposable symmetric rank. For a symmetric tensor $z \in \otimes^{d,s} \mathbb{K}^n$, we define its decomposable symmetric rank by

$$\text{rank}_\sigma(z) := \min \left\{ r \in \mathbb{N} : z = \sum_{i=1}^{r} z^i_1 \vee \cdots \vee z^i_d \right\},$$

where $z^i_1 \vee \cdots \vee z^i_d$ is the decomposable symmetric tensor obtained by summing over the group of permutations of $\{1, \ldots, d\}$

$$z^i_1 \vee \cdots \vee z^i_d := \frac{1}{d!} \sum_{\eta \in S_d} z^i_{\eta(1)} \otimes \cdots \otimes z^i_{\eta(d)}.$$

This notion is similar to the tensor rank, the difference is that instead of considering sums of elementary tensors, we consider sums of decomposable symmetric tensors. When we want to approximate a symmetric tensor, this notion of rank has some advantages over the tensor rank and the nuclear rank. In Theorem 5.5 we show that if $z$ is a symmetric tensor, and $y$ is a tensor rank $-r$ approximation of $z$, there is an easy way to construct a decomposable symmetric rank $-l$ tensor $x$ such that $l \leq r$ and that $x$ is an approximation at least as good as $y$. This holds true for either the Hilbert-Schmidt, the injective, and the projective norms. The fact that $l \leq r$ implies that storing $x$ is no more expensive than storing $y$. In Example 5.7 we show that, as happens for the tensor rank, there is not always a best rank $-r$ approximation for the decomposable symmetric rank. But this is not the case for $r = 1$. As a consequence of Lemma 5.9 there is always a best decomposable symmetric rank $-1$ approximation.

The article is organized as follows. In Section 2 we fix some notation and do a quick overview of the theory of tensor products needed to develop our results. In Section 3 we state and prove our results regarding the tensor rank. The results on the nuclear rank can be found in Section 4. Finally, in Section 5 we introduce the decomposable symmetric rank and give the results concerning this notion.

### 2. Preliminaries

Before venturing into the main topic of study, let us fix some notation and definitions related to the tensor product and the symmetric tensor product. In this section, we also review some of the theory regarding these topics that will be needed in the development of this work.

**Tensor product.** Let $\mathbb{K}$ be either the field of complex numbers $\mathbb{C}$ or the field of real numbers $\mathbb{R}$ and $n_1, \ldots, n_d$ positive integers. We study the tensor product

$$\otimes^{d,\mathbb{K}} \mathbb{K}^{n_1}.$$ 

When there is $n$ such that $n_i = n$ for every $i$, we simply write

$$\otimes^d \mathbb{K}^n.$$ 

For elements of $\mathbb{K}^{n_1}$ we use plain letters $x, y, z$, while for tensors we use bold letters $\mathbf{x}, \mathbf{y}, \mathbf{z}$. A tensor $\mathbf{x}$ is called elementary tensor if there are vectors $x_1 \in \mathbb{R}^{n_1}, \ldots, x_d \in \mathbb{R}^{n_d}$ such that

$$\mathbf{x} = x_1 \otimes \cdots \otimes x_d.$$
In the literature, these tensors are often called decomposable. We will not use this terminology since we are going to use a similar one for symmetric tensors, and we want to avoid confusion.

For a modern exposition on the tensor product of normed vector spaces, we refer the reader to [8, 9, 17].

**Symmetric tensor product.** We write
\[ \otimes^{d,s}_{K^n} \]
for the *symmetric tensor product*, the subspace of \( \otimes^d K^n \) consisting on all the symmetric tensors.

The *symmetrization operator*
\[ \sigma : \otimes^d K^n \rightarrow \otimes^{d,s}_{K^n} \]
is useful to relate the tensor product with the subspace of symmetric tensors. This operator is defined on elementary tensors by
\[
\sigma(x_1 \otimes \cdots \otimes x_d) = x_1 \vee \cdots \vee x_d := \frac{1}{d!} \sum_{\eta \in S_d} x_{\eta(1)} \otimes \cdots \otimes x_{\eta(d)},
\]
where \( S_d \) is the group of permutations of \( \{1, \ldots, d\} \). A symmetric tensor \( x \) is called *decomposable symmetric tensor* if there are vectors \( x_1, \ldots, x_d \in K^n \) such that
\[
x = x_1 \vee \cdots \vee x_d.
\]
That is, the decomposable symmetric tensors are the image of the elementary tensors via the symmetrization operator \( \sigma \).

For a deeper introduction to symmetric tensor products, we refer the reader to Floret’s survey [10].

**Relation with multilinear forms and polynomials.** There is a natural way of identifying \( K^n \) with its dual
\[
(K^n)^* = \{ f : K^n \rightarrow K : f \text{ is linear} \}.
\]
This is obtained by identifying an element \( x \in K^n \) with the linear function \( f_x \) given by
\[
f_x(y) := \langle y, x \rangle,
\]
where \( \langle x, y \rangle = y^* x \) is the usual inner product on \( K^n \).

Similarly, we can find a bijection between the tensor product \( \otimes^d K^{n^d} \) and the space of multilinear forms
\[
\mathcal{L}(K^{n_1} \times \cdots \times K^{n_d}) = \{ L : K^{n_1} \times \cdots \times K^{n_d} \rightarrow K : L \text{ is multilinear} \}.
\]
In order to do this, a tensor \( z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d \) is associated with the multilinear form \( L_z \) defined as
\[
(1) \quad L_z(y_1, \ldots, y_d) := \sum_{i=1}^r \langle y_1, z_i^1 \rangle \cdots \langle y_d, z_i^d \rangle.
\]
This procedure can also be used to identify the symmetric tensor product $\otimes^{d,s} \mathbb{K}^n$ with the space of $d$-homogeneous polynomials

$$\mathcal{P}^{(d)}(\mathbb{K}^n) = \{ P : \mathbb{K}^n \rightarrow \mathbb{K} : P \text{ is a } d\text{-homogeneous polynomial} \}.$$  

A symmetric tensor $u = \sum_{i=1}^r u^i \otimes \cdots \otimes u^i$ is associated to the polynomial

$$P_u(y) := \sum_{i=1}^r \langle y, u^i \rangle^d.$$  

We remark that in the complex case these bijections are anti linear. It is not hard to change them slightly to obtain linear identifications. For the purposes of this paper either can be used. We chose these since they are lighter on the notation when we write everything in terms of inner products.

**Polarization constant.** The $d$-th polarization constant of a normed space $E$, noted as $c(d, E)$, is defined as the infimum of all the constants $C$ such that

$$\sup\{||L(y_1, \ldots, y_d)|| : ||y_i|| = 1 \forall i\} \leq C \sup\{||L(y, \ldots, y)|| : ||y|| = 1\}$$

for any continuous multilinear symmetric form $L : E \times \cdots \times E \rightarrow \mathbb{K}$, $d$ times.

This constant is closely related to the metric theory of tensor products. We will not work directly with this constant for an arbitrary normed space, and its definition is given with an informative purpose only. However, for some results, we will rely on the fact that in the particular case of Hilbert spaces the polarization constant is one. This was proved by Banach [1] (for further references see [10, Section 2.1]).

**Norms in tensors products.** Next we recall some basic norms on tensor products. Along this article the norm considered on $\mathbb{K}^{n_i}$ is always the euclidean norm. On $\otimes^d \mathbb{K}^{n_i}$ define the inner product on elementary tensors by

$$\langle y_1 \otimes \cdots \otimes y_d, x_1 \otimes \cdots \otimes x_d \rangle = \prod_{i=1}^d \langle y_i, x_i \rangle,$$

where $\langle y_i, x_i \rangle = y_i^* x_i$. This inner product gives the Hilbert-Schmidt norm for tensors

$$\text{HS}(z) := \sqrt{\langle z, z \rangle}.$$  

Other norm often used in tensor products is the injective tensor norm, defined as

$$\varepsilon(z) := \sup\{||\langle y_1 \otimes \cdots \otimes y_d, z || : ||y_i|| = 1, i = 1, \ldots, d\}.$$  

By [11], the injective norm coincides with the spectral norm of $L_z$

$$\|L_z\| = \sup \{||L_z(y_1, \ldots, y_d)|| : ||y_i|| = 1, i = 1, \ldots, d\}.$$  

For this reason, the injective norm is sometimes also referred to as the spectral norm.
The last norm on $\otimes^d K^n$ that will appear on this work is the *projective tensor norm*. This norm is given by

$$\pi(z) := \inf \left\{ \sum_{i=1}^r \| z_i^1 \| \cdots \| z_i^d \| : z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d \right\}.$$ 

In this context, the projective tensor norm of a tensor $z$ coincides with the nuclear norm of the multilinear form $L_z$. Because of this, in the literature $\pi(\cdot)$ is also often called the nuclear norm.

The injective and projective tensor norms are closely related by the inner product defined in (4). For two tensors $x, y \in \otimes^d K^n$ we have

$$|\langle y, x \rangle| \leq \pi(y) \varepsilon(x).$$

Moreover, the injective and projective tensor norms can be computed as follows

$$\varepsilon(z) = \sup \{ |\langle y, z \rangle| : \pi(y) = 1 \}$$

$$\pi(z) = \sup \{ |\langle z, x \rangle| : \varepsilon(x) = 1 \}.$$ 

These norms have their symmetric counterpart. If $z \in \otimes^d s K^n$ is a symmetric tensor, its *injective s-tensor norm* is defined as

$$\varepsilon_s(z) := \sup \{ |\langle y \otimes \cdots \otimes y, z \rangle| : \| y \| = 1 \}.$$ 

By (2), this norm coincides with the uniform norm of the polynomial $P_z$ associated to the tensor

$$\| P_z \| = \sup \{ |P_z(y)| : \| y \| = 1 \}.$$ 

The *projective s-tensor norm* is given by

$$\pi_s(z) := \inf \left\{ \sum_{i=1}^r \| z_i^1 \| \cdots \| z_i^d \| : z = \sum_{i=1}^r z_i^1 \otimes \cdots \otimes z_i^d \right\}.$$ 

A classical result of Banach [1] states that on Hilbert spaces the norm of a symmetric multilinear form coincides with the norm of its associated polynomial (for a modern exposition on this result see [2, 16]). In this context, this means that for a symmetric tensor $u$, the norm of $L_u$ coincides with the norm of $P_u$. This implies that for Hilbert spaces, the injective s-tensor norm $\varepsilon_s(\cdot)$ is just the usual injective tensor norm $\varepsilon(\cdot)$ restricted to symmetric tensors.

As a consequence of the aforementioned result due to Banach, the polarization constant of Hilbert spaces is one. Therefore, the projective s-tensor norm $\pi_s(\cdot)$ also is the restriction of the projective tensor norm $\pi(\cdot)$ to symmetric tensors (see [10, Section 2.3]). For an alternative proof of this fact, without the direct use of polarization constants, see [12, Section 5].

Hence, (6) and (7) are an alternative way of computing the injective and projective tensor norms for Hilbert spaces.
3. Tensor rank

For a tensor \( z \in \otimes^d K^{n_i} \), as mentioned its tensor rank is defined as

\[
\text{rank}(z) := \min \left\{ r \in \mathbb{N} : z = \sum_{i=1}^{r} z_i^1 \otimes \cdots \otimes z_i^d \right\}.
\]

This is one of the most common, and probably one of the most important, notions of rank.

A problem with the tensor rank is that there is not always a best rank-\( r \)-approximation (see \([5, 7]\)). However, this is not the case for \( r = 1 \). There is always a best tensor rank-1 approximation.

For the Hilbert-Schmidt norm, this problem has been studied by several authors \([11, 13, 19]\).

The following result characterizes the best rank-1 approximation. A proof for \( K = \mathbb{R} \) can be found in \([11, \text{Lemma 4}]\), but the same technique can be applied to prove the complex case. We use a similar idea later on, in the proof of Lemma 5.9.

**Lemma 3.1.** Let \( z \in \otimes^d K^{n_i} \) and \( x = \lambda x_1 \otimes \cdots \otimes x_d \), with \( x_1, \ldots, x_d \in K^d \) norm one vectors and \( \lambda \in K \), an elementary tensor. Then \( x \) is a best tensor rank-1 approximation of \( z \) for the Hilbert-Schmidt norm if and only if

\[
\lambda = \langle z, x_1 \otimes \cdots \otimes x_d \rangle \quad \text{and} \quad |\lambda| = \varepsilon(z).
\]

In terms of multilinear forms this lemma states that

\[
\lambda = L_z(x_1, \ldots, x_d) \quad \text{and} \quad |\lambda| = \| L_z \|.
\]

In particular, \( L_z \) attains its norm at \((x_1, \ldots, x_d)\) and \( \langle x, z \rangle = |\lambda|^2 = \| L_z \|^2 \).

In \([3]\), the author together with Daniel Carando proved the following result, along with Lemma 3.1 will be the main tool for some of the results of this section.

**Theorem 3.2** (Carando, R.). Let \( d \geq 3 \) and \( x_1, \ldots, x_d \) be norm one vectors on a Hilbert space \( H \) over \( K \). There exists a symmetric \( k \)-linear form \( T \) on \( H \) attaining its norm at \((x_1, \ldots, x_k)\) if and only if

\[
\dim(\text{span}\{x_1, \ldots, x_d\}) = \begin{cases} 
1 & \text{if } K = \mathbb{C} \\
1 \text{ or } 2 & \text{if } K = \mathbb{R}.
\end{cases}
\]

The equivalence given in Lemma 3.1 and Banach’s result \([1]\) implies that the best rank-1 approximation of a symmetric tensor can always be chosen to be symmetric. For the real case, in \([11, 13]\) the authors proved that for almost every tensor in \( \otimes^{d,i} \mathbb{R}^n \) any best rank-1 approximation has to be symmetric. Moreover, in \([11, \text{Section 4}]\) some information about symmetric tensors that have a non-symmetric best rank-1 approximation is given. The next result gives some more information on the best rank-1 approximation of a real symmetric tensor.

**Proposition 3.3.** Let \( z \in \otimes^d \mathbb{R}^n \) be a symmetric tensor and \( x = \lambda x_1 \otimes \cdots \otimes x_d \), with \( x_1, \ldots, x_d \in \mathbb{R}^n \) norm one vectors and \( \lambda \in \mathbb{R} \), a best tensor rank-1 approximation of \( z \) for the Hilbert-Schmidt norm. If we define \( \mathcal{H} = \text{span}\{x_1, \ldots, x_d\} \), then

\[
\dim(\mathcal{H}) \leq 2.
\]

Moreover, if \( \dim(\mathcal{H}) = 2 \) then the multilinear form \( L_z \) restricted to \( \mathcal{H} \) is the only symmetric multilinear form on \( \mathcal{H} \) with norm \(|\lambda|\) such that \( L_z(x_1, \ldots, x_d) = \lambda \).
**Proof.** We know that $L_z$ attains its norm at $(x_1, \ldots, x_d)$. Since $z$ is a symmetric tensor, $L_z$ is a symmetric multilinear form. Then, by Theorem 3.2, we conclude that 

$$\dim(\mathcal{H}) \leq 2.$$ 

The second part of the theorem is just [3, Lemma 1.6] applied to the norm one multilinear form $\frac{L_z}{\lambda}$.

**Remark 3.4.** Notice that in the previous theorem, $\dim(\mathcal{H}) = 1$ if and only if $z$ is a symmetric tensor.

For a Hilbert space $\mathcal{H}$ let $\mathcal{L}_s(d\mathcal{H})$ be the spaces of symmetric $d$-linear forms on $\mathcal{H}$ with the usual uniform norm. As an application of Proposition 3.3 we obtain a geometric characterization of the symmetric tensors with a non-symmetric best rank-1 approximation.

**Corollary 3.5.** Let $z \in \otimes^d \mathbb{R}^n$ be a symmetric tensor. Then, for the Hilbert-Schmidt norm the tensor $z$ has a non-symmetric best tensor rank-1 approximation $x = \lambda x_1 \otimes \cdots \otimes x_d$, with $\lambda \in \mathbb{R}$ and $x_1, \ldots, x_d \in \mathbb{R}^n$ norm one vectors, if and only if the multilinear form $\frac{L_z}{\lambda}$ restricted to $\mathcal{H} = \text{span}\{x_1, \ldots, x_d\}$ is an exposed point of the unit ball of the space $\mathcal{L}_s(d\mathcal{H})$, exposed by the linear function $f \in [\mathcal{L}_s(d\mathcal{H})]^*$ defined as 

$$f(L) = L(x_1, \ldots, x_d).$$

**Proof.** Assume that $\frac{L_z}{\lambda}$ is an exposed point of the unit ball. Then it has norm one. In particular 

$$\varepsilon(z) = \|L_z\| = |\lambda|.$$ 

The fact that 

$$f\left(\frac{L_z}{\lambda}\right) = 1$$ 

implies that $L_z(x_1, \ldots, x_n) = \lambda$. Then, by Lemma 3.1, we have that $\lambda x_1 \otimes \cdots \otimes x_d$ is a best tensor rank-1 approximation of $z$.

On the other hand, if we assume that $\lambda x_1 \otimes \cdots \otimes x_d$ is a best tensor rank-1 approximation of $z$, by Lemma 3.1 $L_z(x_1, \ldots, x_n) = \lambda$, which implies that 

$$f\left(\frac{L_z}{\lambda}\right) = 1.$$ 

By Proposition 3.3 we know that there is no other symmetric multilinear form $L$ such that $L(x_1, \ldots, x_n) = 1$. Otherwise $\lambda L$ would be another symmetric multilinear form with norm $|\lambda|$ and $\lambda L(x_1, \ldots, x_d) = \lambda$. Therefore, there is no other symmetric multilinear form $L$ such that 

$$f(L) = 1.$$ 

That is, $f$ exposes $\frac{L_z}{\lambda}$.

As the next proposition shows, if we are working on $\mathbb{R}^2$ and we have a very particular non-symmetric best rank–1 approximation of a tensor $z$, Proposition 3.3 allows to fully recover $z$. But first, let us introduce some notation that will come in handy in the rest of this section.
Notation 3.6. For a multilinear form $L$, and vectors $v, w$, we write

$$L(v^j, w^{d-j}) = L(v_j, \cdots, v, w, \cdots, w).$$

Proposition 3.7. Let $v, w \in \mathbb{R}^2$ be orthonormal vectors, $z \in \otimes^d \mathbb{R}^2$ a symmetric tensor and $1 \leq j \leq d - 1$. Then

$$x = (\otimes^j v) \otimes (\otimes^{d-j} w) := v \otimes \cdots \otimes v \otimes w \otimes \cdots \otimes w$$

is a best rank-1 approximation of $z$ if and only if

$$z = \begin{cases} 
(-1)^j \sum_{l=0}^{d \over 2l} \binom{d}{2l} (-1)^l (v^{2l} v) \vee (v^{d-2l} w) & \text{if } j \text{ is even} \\
(-1)^{j+1} \sum_{l=0}^{d \over 2l+1} \binom{d}{2l+1} (-1)^l (v^{2l+1} v) \vee (v^{d-2l-1} w) & \text{if } j \text{ is odd}.
\end{cases}$$

Where $(v^k v) \vee (v^{d-k} w) := v \vee \cdots \vee v \vee w \vee \cdots \vee w$ and $[\cdot]$ is the integer part.

Proof. Suppose that $j$ is even and that

$$z = (-1)^j \sum_{l=0}^{d \over 2l} \binom{d}{2l} (-1)^l (v^{2l} v) \vee (v^{d-2l} w).$$

To see that $x$ is a best rank-1 approximation of $z$, by Lemma 3.1, we need to prove that $\varepsilon(z) = 1$ and that $\langle x, z \rangle = 1$. For the first part, notice that if we identify $v, w$ with the canonical basis, the polynomial $P_z$ is, up to sign, essentially one of the polynomials from [3, Lemma 4.2]. Both of which have norm one, therefore

$$\varepsilon(z) = \|P_z\| = 1.$$ 

The second part is a straightforward computation.

$$\langle x, z \rangle = (-1)^j \sum_{l=0}^{d \over 2l} \binom{d}{2l} (-1)^l \left( (\otimes^j v) \otimes (\otimes^{d-j} w), (v^{2l} v) \vee (v^{d-2l} w) \right)$$

$$= (-1)^j \binom{d}{j} (-1)^{j \over 2} \left( (\otimes^j v) \otimes (\otimes^{d-j} w), (\otimes v) \vee (\otimes^{d-j} w) \right) = 1.$$ 

The case $j$ odd is similar.

On the other hand, if we assume that $x$ is a best rank-1 approximation of $z$, by Lemma 3.1 and Proposition 3.3 we have that $L_z$ is the only norm one symmetric multilinear such that

$$L_z(v^j, w^{d-j}) = 1.$$
Suppose that \( j \) is even. By the computations done in the first part we know that the symmetric multilinear form \( L \) associated to the tensor

\[
(-1)^{\frac{j}{2}} \sum_{l=0}^{\left\lfloor \frac{d}{2} \right\rfloor} \left( \frac{d}{2l} \right) (-1)^l (\vee^{2l} v) \vee (\vee^{d-2l} w)
\]

is a norm one symmetric multilinear such that

\[
L(v^j, w^{d-j}) = 1.
\]

Therefore \( L = L_z \) and

\[
z = (-1)^{\frac{j}{2}} \sum_{l=0}^{\left\lfloor \frac{d}{2} \right\rfloor} \left( \frac{d}{2l} \right) (-1)^l (\vee^{2l} v) \vee (\vee^{d-2l} w).
\]

The case \( j \) odd is analogous. \( \square \)

Notice that in the previous proposition, each term in the decomposition

\[
u = \sum_{l=0}^{\left\lfloor \frac{d}{2} \right\rfloor} \left( \frac{d}{2l} \right) (-1)^l (\vee^{2l} v) \vee (\vee^{d-2l} w)
\]

corresponds to a best rank-1 approximation of \( u \). For each \( l = 0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \), the tensor

\[
(-1)^l (\otimes^{2l} v) \otimes (\otimes^{d-2l} w)
\]

is a best rank-1 approximation of \( u \), and it is non-symmetric if \( 2l \neq 0, d \).

Next, we focus on the problem of recovering as much information as possible on a symmetric tensor \( z \) using a non-symmetric best rank-1 approximation. That is, we are interested in results similar to Proposition 3.7. First, let us show that we can never fully recover the tensor \( z \) if we are on a dimension greater than two.

**Proposition 3.8.** Let \( \mathcal{H} \) be a Hilbert space of dimension at least 3 and \( d > 1 \). Then, for any set of norm one vectors \( x_1, \ldots, x_d \) either no symmetric \( d \)-linear form of norm one attains its norm at them or infinitely many do.

**Proof.** Let us assume some symmetric \( d \)-linear form of norm one \( L \) attains its norm at \( x_1, \ldots, x_d \). By Theorem 3.2 we have that

\[
\mathcal{H}_1 = \text{span}\{x_1, \ldots, x_d\}
\]

is a subspace of dimension at most 2. Consider \( P : \mathcal{H} \to \mathcal{H}_1 \) the orthogonal projection and \( w \) a norm one vector orthogonal to \( \mathcal{H}_1 \). Such \( w \) exists because the dimension of \( \mathcal{H} \) is at least 3. Then, for any \(-1 \leq a \leq 1\) we claim that

\[
L_a(y_1, \ldots, y_d) := L(P(y_1), \ldots, P(y_d)) + a \langle y_1, w \rangle \cdots \langle y_d, w \rangle
\]

is a norm one symmetric \( d \)-linear form that attains its norm at \( x_1, \ldots, x_d \). Since

\[
L_a(x_1, \ldots, x_d) = L(x_1, \ldots, x_d),
\]
we only need to show that $L_a$ has norm one. For any norm one vector $y$, we have that

$$|L_a(y, \ldots, y)| = |L(P(y), \ldots, P(y)) + a \langle y, w \rangle^d|$$

$$\leq \|P(y)\|^d + |\langle y, w \rangle|^d$$

$$\leq (\|P(y)\|^2 + |\langle y, w \rangle|^2)^{\frac{d}{2}}$$

$$= \|y\|^d = 1.$$

Since $L_a$ is symmetric, using Banach’s result \[1\], this gives $\|L_a\| = 1$. □

In terms of tensors, this lemma states that in dimension greater than two, a tensor $x_1 \otimes \cdots \otimes x_d$ is not the best rank $-1$ approximation of any symmetric tensor, or is the best rank $-1$ approximation of infinitely many symmetric tensors. Therefore, in this context, we can never expect to fully recover a symmetric tensor $z$ using only a best rank $-1$ approximation. This remark is important because of Theorem 3.9 below.

Our main goal in this part of the paper is to show the following result. This result allows to partially recover the values of multilinear function associated with a tensor $z$ using only its non-symmetric best tensor rank $-1$ approximation.

**Theorem 3.9.** Given a symmetric tensor $z \in \bigotimes^d \mathbb{R}^n$, and a non-symmetric best rank $-1$ approximation $x_1 \otimes \cdots \otimes x_d$ we can recover the values of the multilinear form $L_z$ restricted to the space $\mathcal{H} = \text{span}\{x_1, \ldots, x_d\}$. In particular, if $n=2$ we can fully recover $z$ using only the vectors $x_1 \otimes \cdots \otimes x_d$

To prove this theorem, we will need several auxiliary results. Below, Lemmas 3.10 and 3.11 are essentially a consequence of the following fact. If $x, y \in \mathbb{R}^2$ are norm one vectors which are linearly independent and $B : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ is a norm one bilinear form such that $B(x, y) = 1$, then the eigenvalues (of the corresponding matrix) are 1 and $-1$. Therefore, if \{x_1, x_2\} is an orthonormal basis of eigenvectors corresponding to the eigenvalues 1 and $-1$ respectively, it follows that we must have

$$x = \alpha x_1 + \beta x_2 \quad \text{and} \quad y = \alpha x_1 - \beta x_2,$$

for some $\alpha, \beta \in \mathbb{R}$. Fore more details on this argument see [3, Lemma 2.1].

**Lemma 3.10.** Let $L : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ be a norm one symmetric bilinear form and $x, y \in \mathbb{R}^n$ be linearly independent norm one vectors such that

$$L(x, y) = 1.$$

Then $f_1 = \frac{x+y}{\|x+y\|}, \ f_2 = \frac{x-y}{\|x-y\|}$ are orthonormal vectors such that

$$L(f_1, f_1) = 1$$

$$L(f_2, f_2) = -1.$$

**Proof.** The orthogonality can be easily checked with an straightforward computation

$$\langle x + y, x - y \rangle = \|x\|^2 + \langle y, x \rangle - \langle x, y \rangle - \|y\|^2$$

$$= 1^2 - 1^2 = 0.$$
Since \( L(x, y) = 1 \), we have
\[
1 = L(x, y) = \frac{1}{4} \left( L(x + y, x + y) - L(x - y, x - y) \right)
\leq \frac{1}{4} \left( \|x + y\|^2 + \|x - y\|^2 \right)
= \frac{1}{4} \left( 2\|x\|^2 + 2\|y\|^2 \right) = 1.
\]
Thus
\[
L(x + y, x + y) = \|x + y\|^2
L(x - y, x - y) = -\|x - y\|^2,
\]
which concludes the proof. \( \square \)

In what follows, if \( \alpha < 0 \), rotating a vector \( x \) by an angle \( \alpha \) in one direction means to rotate it \( |\alpha| \) in the opposite direction.

**Lemma 3.11.** Let \( L : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be a norm one symmetric bilinear form and \( x, y \in \mathbb{R} \) be linearly independent norm one vectors such that
\[
L(x, y) = 1.
\]
Take any \( \alpha \in \mathbb{R} \). If \( \tilde{x} \) is the vector obtained by rotating \( x \) an angle \( \alpha \) on the plane \( \text{span}\{x, y\} \) in any direction, and \( \tilde{y} \) is the vector obtained by rotating \( y \) by angle \( \alpha \) in the opposite direction, then
\[
L(\tilde{x}, \tilde{y}) = 1.
\]

**Proof.** Since we are working with rotations on the plane \( \text{span}\{x, y\} \), there is no harm in assuming we are on \( \mathbb{R}^2 \). By [3, Lemma 2.1], there is an orthonormal basis \( F = \{f_1, f_2\} \) of \( \mathbb{R}^2 \), such that
\[
[L]_F = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

If \( \theta \) is the angle between \( x \) and \( f_1 \) then (replacing \( \theta \) by \( -\theta \) if needed) we have
\[
[x]_F = (\cos(\theta), \sin(\theta)).
\]
On the other hand, the condition \( L(x, y) = 1 \) gives
\[
[y]_F = (\cos(-\theta), -\sin(-\theta)) = (\cos(\theta), \sin(\theta)).
\]
Therefore, we either have
\[
[\tilde{x}]_F = (\cos(\theta + \alpha), \sin(\theta + \alpha))
[\tilde{y}]_F = (\cos(-\theta - \alpha), \sin(-\theta - \alpha)) = (\cos(\theta + \alpha), -\sin(\theta + \alpha))
\]
or
\[
[\tilde{x}]_F = (\cos(\theta - \alpha), \sin(\theta - \alpha))
[\tilde{y}]_F = (\cos(-\theta + \alpha), \sin(-\theta + \alpha)) = (\cos(\theta - \alpha), -\sin(\theta - \alpha)).
\]
In both cases \( L(\tilde{x}, \tilde{y}) = 1 \). \( \square \)
In what follows, we use again Notation \ref{note:notation}.

**Lemma 3.12.** For \( k, l \in \mathbb{N} \), let \( L : \mathbb{R}^n \times \cdots \times \mathbb{R}^n \to \mathbb{R} \) be a norm one symmetric \((k + l)\)-linear form and \( x, y \in \mathbb{R} \) be linearly independent norm one vectors with

\[
L(x^k, y^l) = 1.
\]

Take any \( \alpha \) such that

\[
\frac{\theta - \pi}{k + l} \leq \alpha \leq \frac{\theta}{k + l},
\]

where \( \theta \) is the angle between \( x \) and \( y \). If \( \tilde{x} \) is the vector obtained by rotating \( x \) an angle \( l\alpha \) on the plane \( \text{span\{x, y\}} \) in the direction of \( y \), and \( \tilde{y} \) is the vector obtained by rotating \( y \) an angle \( k\alpha \) in the opposite direction, then

\[
L(\tilde{x}^k, \tilde{y}^l) = 1.
\]

**Proof.** We only give a sketch of the proof to avoid some cumbersome notation and to be as simple and clear as possible. We have \( k \) copies of \( x \) and \( l \) copies of \( y \). Our objective is to see that we can rotate each copy of \( x \) an angle of \( l\alpha \) and rotate each copy of \( y \) an angle of \( k\alpha \) in the opposite direction.

Take one copy of \( x \) and \( y \). By fixing all the other variables, Lemma \ref{lemma:rotation} tells us that we can rotate \( x \) an angle \( \alpha \) and \( y \) an angle \( -\alpha \) in the opposite direction. Repeat this for the same \( x \) and a different \( y \). Now we have rotated that copy of \( x \) an angle \( 2\alpha \). Repeat this procedure with the same \( x \) for the rest of the copies of \( y \). By the end, we have rotated this first copy of \( x \) an angle \( l\alpha \) and each \( y \) has been rotated an angle \( \alpha \) in the opposite direction.

Next, do the same steps for another copy of \( x \). After that, the second copy of \( x \) has been rotated at an angle \( l\alpha \) and each \( y \) has been rotated an angle \( \alpha \) in the opposite direction for the second time. That is, each \( y \) has been rotated at an angle \( 2\alpha \) in the opposite direction. Repeating this for all the copies of \( x \) gives the desired result.

The condition

\[
\frac{\theta - \pi}{k + l} \leq \alpha \leq \frac{\theta}{k + l},
\]

is there to make sure that every time we apply Lemma \ref{lemma:rotation} we are working with linearly independent vectors. Indeed, in each step we work with a copy of \( x \) that has been rotated \( i \) times and a copy of \( y \) that has been rotated \( j \) times, with \( i < l \) and \( j < k \). Therefore, the angle between those copies is \( \theta - \alpha(i + j) \), and we have

\[
0 < \theta - \frac{\theta}{k + l}(i + j) \leq \theta - \alpha(i + j) \leq \theta - \frac{\theta - \pi}{k + l}(i + j) < \pi.
\]

\( \square \)

**Remark 3.13.** Notice that in the previous lemma the condition

\[
\frac{\theta - \pi}{k + l} \leq \alpha \leq \frac{\theta}{k + l}
\]

may be replaced for any condition that assure that \( x \) rotated an angle \( i\alpha \) is linearly independent with \( y \) rotated an angle \( j\alpha \) in the opposite direction. For example, one could take \( \alpha \) such that
for any \( n \in \{0, \ldots, k + l - 2\} \) the number \( \theta - an \) is not congruent to 0 modulo \( \pi \). Which is a more general—but less clear—condition.

Finally, we are in conditions to prove Theorem 3.9.

**Proof of Theorem 3.9.** To simplify the proof, we may assume \( x_1, \ldots, x_d \) are norm one vectors. In particular, by Lemma 3.1, this implies that \( \|L_z\| = 1 \). If this is not the case, we simply divide each \( x_i \) by its norm, and this procedure will give \( L_z \) divided by its norm.

In order to prove this result, we give a three-step algorithm to obtain orthonormal vectors \( v, w \in \text{span}\{x_1, \ldots, x_d\} \) such that \( L_z(v^2, w^{d-2}) = \pm 1 \). This, combined with Proposition 3.7, shows that \( L_z \) on \( \text{span}\{x_1, \ldots, x_d\} \) is the multilinear form associated to the tensor

\[
-\sum_{l=0}^\lfloor d/2 \rfloor (-1)^l (v^{2l} v) \vee (v^{d-2l} w),
\]

if \( L_z(v^2, w^{d-2}) = 1 \). In the case \( L_z(v^2, w^{d-2}) = -1 \), remove the minus sign from the formula (8).

**Step I:** Reorder \( x_1, \ldots, x_d \) to have that \( x_1 \) and \( x_2 \) are linearly independent.

**Step II:** The second step is based on a constructive proof of Banach’s result given in [16, Theorem 2.1]. Apply Lemma 3.12 to the bilinear form \( L_z(x_1, \ldots, x_{d-2}, \cdot, \cdot) \) obtained from fixing the first \( d-2 \) variables, and to the vectors \( x_{d-1}, x_d \). By picking \( \alpha = \frac{\theta}{2} \), where \( \theta \) is the angle between the vectors, we obtain \( y_1 \) such that

\[
L(x_1, \ldots, x_{d-2}, y_1^2) = 1.
\]

If \( x_{d-1}, x_d \) are linearly dependent just take \( y_1 = x_d \). In this case, if \( x_d = -x_{d-1} \), also replace \( x_1 \) by \(-x_1\) to compensate the sign.

Next do the same to the trilinear form \( L(x_1, \ldots, x_{d-3}, \cdot, \cdot, \cdot) \) and the vectors \( x_{d-2}, y_1 \). If we again call \( \theta \) the angle between the vectors, this time choose \( \alpha = \frac{\theta}{3} \).

Continuing this procedure we find a norm one vector, let us call it \( y \), such that

\[
L_z(x_1, x_2, y^{d-2}) = 1.
\]

**Step III:** By fixing variables, \( L(\cdot, \cdot, y^{d-2}) \) is a bilinear symmetric form attaining its norm at \((x_1, x_2)\). Combining Step I and Lemma 3.10 we know that \( f_1 = \frac{x_1 + x_2}{\|x_1 + x_2\|}, f_2 = \frac{x_1 - x_2}{\|x_1 - x_2\|} \) are orthonormal vectors such that

\[
L(f_1^2, y^{d-2}) = 1 \\
L(f_2^2, y^{d-2}) = -1.
\]

If \( f_1 \) is linearly dependent with \( y \), then \( y \) is orthonormal to \( f_2 \). In this case we take \( v = f_2, w = y \), and have

\[
L(v^2, w^{d-2}) = -1.
\]
If $f_1$ is linearly independent with $y$, we may apply Lemma 3.12 to these vectors to obtain vectors $\tilde{f}_1$ and $\tilde{y}$ such that
\[
L(\tilde{f}_1, \tilde{y}) = 1.
\]
Choosing $\alpha$ such that
\[
\theta - d\alpha = \frac{\pi}{4}
\]
will ensure that $\tilde{f}_1$ and $\tilde{y}$ are orthonormal. Then we take $v = \tilde{f}_1$ and $w = \tilde{y}$. □

Now let us turn our attention to the field of complex numbers $\mathbb{C}$. For complex tensors, the situation is quite different from the one studied above. With a similar proof than the one from Proposition 3.3, we have the following.

**Proposition 3.14.** For $d > 2$, let $z \in \bigotimes^d \mathbb{C}^n$ be a symmetric tensor and $x = x_1 \otimes \cdots \otimes x_d$ a best tensor rank-1 approximation of $z$ for the Hilbert-Schmidt norm. If we define $\mathcal{H} = \text{span}\{x_1, \ldots, x_d\}$, then
\[
\dim(\mathcal{H}) = 1.
\]
Equivalently, $x$ is symmetric.

In the real case, for almost every symmetric tensor a best rank-1 approximation has to be symmetric (see [13, Theorem 2]). In comparison, Proposition 3.14 establishes that in the complex case for every symmetric tensor a best tensor rank-1 approximation has to be symmetric, as long as $d > 2$. To check that this condition is necessary, consider $z \in \mathbb{C}^2 \otimes \mathbb{C}^2$ given by
\[
z = e_1 \otimes e_1 + e_2 \otimes e_2,
\]
where $e_1, e_2 \in \mathbb{C}^2$ is the canonical basis. By Lemma 3.1, the tensor
\[
x = \left(\frac{1}{\sqrt{2}}, \frac{i}{\sqrt{2}}\right) \otimes \left(\frac{1}{\sqrt{2}}, \frac{-i}{\sqrt{2}}\right)
\]
is a best tensor rank-1 approximation of $z$, which is not symmetric.

From a practical point of view this implies that any algorithm designed to find a best rank–1 approximation of a tensor $z$, can be restricted only to symmetric tensors without excluding any possible solution (provided that $z$ itself is symmetric).

4. Nuclear rank

Recall that the **nuclear rank**, introduced in [12], for a tensor $z \in \bigotimes^d \mathbb{K}^{n_i}$ is defined as
\[
\text{rank}_\pi(z) := \min \left\{ r \in \mathbb{N} : z = \sum_{i=1}^r z_{i,1} \otimes \cdots \otimes z_{i,d}, \pi(z) = \sum_{i=1}^r \|z_{i,1}\| \cdots \|z_{i,d}\| \right\}.
\]
For any tensor in $\bigotimes^d \mathbb{K}^{n_i}$ there is always a representation that gives its nuclear norm (see for example [12, Proposition 3.1]), thus the nuclear rank is well defined.

In this section, we study the representations of symmetric tensors that give the nuclear norm and are used in the nuclear rank definition. That is, for a symmetric tensor $z$, we investigate the
representations $\mathbf{z} = \sum_{i=1}^{r} z^{i}_{1} \otimes \cdots \otimes z^{i}_{d}$ such that

$$\pi(\mathbf{z}) = \sum_{i=1}^{r} \| z^{i}_{1} \| \cdots \| z^{i}_{d} \|.$$ 

Our objective is to prove the following result.

**Theorem 4.1.** Let $\mathbf{z} \in \otimes^{d} \mathbb{K}^{n}$ be a symmetric tensor with $d > 2$. If

$$\mathbf{z} = \sum_{i=1}^{r} z^{i}_{1} \otimes \cdots \otimes z^{i}_{d} \quad \text{with} \quad \pi(\mathbf{z}) = \sum_{i=1}^{r} \| z^{i}_{1} \| \cdots \| z^{i}_{d} \|,$$

then for each $i = 1, \ldots, n$ we have

$$\dim(\text{span}\{z^{i}_{1}, \ldots, z^{i}_{d}\}) = \begin{cases} 1 & \text{if } \mathbb{K} = \mathbb{C} \\ 1 \text{ or } 2 & \text{if } \mathbb{K} = \mathbb{R}. \end{cases}$$

Finding representations of a tensor that gives its projective norm can be a very difficult task. The previous theorem limits considerable the space of possible representations. In particular, in the complex case, in order to compute the projective norm and the projective rank of a tensor $\mathbf{z}$ we can restrict ourselves to representations of the form

$$\mathbf{z} = \sum_{i=1}^{r} z^{i}_{1} \otimes \cdots \otimes z^{i}_{d}.$$

To prove this, we need a result analogous to [12, Lemma 4.1] for symmetric tensors.

**Lemma 4.2.** Let $\mathbf{z} = \sum_{i=1}^{r} z^{i}_{1} \otimes \cdots \otimes z^{i}_{d} \in \otimes^{d} \mathbb{K}^{n}$ be a symmetric tensor. Then

$$\pi(\mathbf{z}) = \sum_{i=1}^{r} \| z^{i}_{1} \| \cdots \| z^{i}_{d} \|,$$

if and only if there is a norm one symmetric multilinear form $L$ such that

$$L(z^{i}_{1}, \ldots, z^{i}_{d}) = \| z^{i}_{1} \| \cdots \| z^{i}_{d} \| \quad \text{for } i = 1, \ldots, r.$$

**Proof.** Assume that

$$\pi(\mathbf{z}) = \sum_{i=1}^{r} \| z^{i}_{1} \| \cdots \| z^{i}_{d} \|,$$

and let us find the symmetric multilinear form. Since $\otimes^{d} \mathbb{K}^{n}$ is finite dimensional, there is a tensor $\mathbf{u} \in \otimes^{d} \mathbb{K}^{n}$ such that $\varepsilon(\mathbf{u}) = 1$ and

$$\langle \mathbf{z}, \mathbf{u} \rangle = \pi(\mathbf{z}) \varepsilon(\mathbf{u}) = \pi(\mathbf{z}).$$

First we are going to show that we can take this a symmetric tensor, and that we can also assume $\langle \mathbf{z}, \mathbf{u} \rangle = \langle \mathbf{z}, \mathbf{u} \rangle$. If $\mathbf{u}$ is not symmetric, consider the symmetric tensor $\mathbf{w} := \sigma(\mathbf{u})$. Using that $\sigma : (\otimes^{d} \mathbb{K}^{n}, \varepsilon) \to (\otimes^{d,s} \mathbb{K}^{n}, \varepsilon_{s})$ has norm one (see [10, Section 3.1]), we have

$$\varepsilon(\mathbf{w}) = \varepsilon_{s}(\mathbf{w}) = \varepsilon_{s}(\sigma(\mathbf{u})) \leq \varepsilon(\mathbf{u}) = 1.$$

Since $\mathbf{z}$ is symmetric, for any permutation $\eta \in S_{d}$, and any set of vectors $x_{1}, \ldots, x_{d} \in \mathbb{K}^{n}$, we have

$$\langle \mathbf{z}, x_{1} \otimes \cdots \otimes x_{d} \rangle = \langle \mathbf{z}, x_{\eta(1)} \otimes \cdots \otimes x_{\eta(d)} \rangle.$$
In particular
\[ \langle z, u \rangle = \langle z, \sigma(u) \rangle = \langle z, w \rangle. \]

Then we have
\[ \pi(z) = |\langle z, u \rangle| = |\langle z, w \rangle| \leq \pi(z) \varepsilon(w) \leq \pi(z). \]

Hence, replacing \( u \) by \( w \) if needed, we may assume \( u \) is symmetric. By multiplying \( u \) with the modulus one scalar \( \langle z, u \rangle \) we may also assume that \( \langle z, u \rangle \in \mathbb{R}^+ \).

We claim that \( L_u \) is the multilinear form we wanted to find. Given that \( u \) is symmetric, so is \( L_u \). Since \( \varepsilon(u) = 1 \), \( L_u \) has norm one. Finally, the equation
\[ \sum_{i=1}^{r} \| z_i^1 \| \cdots \| z_i^d \| = \pi(z) = \langle z, u \rangle = \sum_{i=1}^{r} \langle z_i^1 \otimes \cdots \otimes z_i^d, u \rangle = \sum_{i=1}^{r} L_u(z_i^1, \ldots, z_i^d) \]
and the fact that \( L_u \) has norm one implies that
\[ L_u(z_i^1, \ldots, z_i^d) = \| z_i^1 \| \cdots \| z_i^d \| \]
for each \( i = 1, \ldots, r \).

Now let us assume that there exist a multilinear form \( L \) as in the statement. Let \( u \) be the tensor associated to \( L \). That is, \( L = L_u \). Then
\[ \pi(z) \leq \sum_{i=1}^{r} \| z_i^1 \| \cdots \| z_i^d \| = \sum_{i=1}^{r} L_u(z_i^1, \ldots, z_i^d) = \left| \sum_{i=1}^{r} L_u(z_i^1, \ldots, z_i^d) \right| = |\langle z, u \rangle| \leq \pi(z) \varepsilon(u) = \pi(z). \]

Therefore, all the inequalities are in fact equalities, as we wanted to see. \( \square \)

Having proved this lemma, Theorem 4.1 follows from combining it with Theorem 3.2.

As a final remark of this section let us show that \( \dim(\text{span}\{z_i^1, \ldots, z_i^d\}) = 2 \) can occur on the real case. Moreover, in the following we exhibit example in which a representation giving the nuclear norm fulfills that \( \text{span}\{z_i^1, \ldots, z_i^d\} \) has dimension two for every \( i \).

**Example 4.3.** Let \( x_1, \ldots, x_d \) be vectors on \( \mathbb{R}^n \) such that \( \text{span}(x_1, \ldots, x_d) \) has dimension two. Then
\[ x_1 \vee \cdots \vee x_d = \frac{1}{d!} \sum_{\eta \in S_d} x_{\eta(1)} \otimes \cdots \otimes x_{\eta(d)} \]
is a symmetric tensor and
\[ \pi(x_1 \vee \cdots \vee x_d) = \frac{1}{d!} \sum_{\eta \in S_d} \| x_{\eta(1)} \| \cdots \| x_{\eta(d)} \|. \]

Indeed, we have
\[ \| x_1 \| \cdots \| x_d \| = \pi(x_1 \vee \cdots \vee x_d) \leq \frac{1}{d!} \sum_{\eta \in S_d} \| x_{\eta(1)} \| \cdots \| x_{\eta(d)} \| = \| x_1 \| \cdots \| x_d \|, \]
where the first equality follows from [3 Proposition 1.3].
5. Decomposable Symmetric Rank

In this section we introduce the notion of decomposable symmetric rank. For a symmetric tensor $z \in \bigotimes^{d,s} \mathbb{K}^n$, its decomposable symmetric rank is defined as
\[
\text{rank}_\sigma(z) := \min \left\{ r \in \mathbb{N} : \exists z_1, \ldots, z_r \in \mathbb{K}^n \text{ such that } z = \sum_{i=1}^r z_1^i \vee \cdots \vee z_r^i \right\}.
\]

It is important to remark that this definition is only for symmetric tensors.

One advantage over the tensor rank and the nuclear rank is that the decomposable symmetric rank never exceeds them.

**Proposition 5.1.** Let $z \in \bigotimes^{d,s} \mathbb{K}^n$ be a symmetric tensor. Then
\[
\text{rank}_\sigma(z) \leq \text{rank}(z) \leq \text{rank}_\pi(z).
\]

**Proof.** The inequality
\[
\text{rank}(z) \leq \text{rank}_\pi(z)
\]

is immediate from the definitions of tensor rank and nuclear rank. The other inequality follows from the fact that if $z$ is a symmetric tensor with a representation $z = \sum_{i=1}^r z_1^i \otimes \cdots \otimes z_r^i$, then
\[
z = \sigma(z) = \sum_{i=1}^r z_1^i \vee \cdots \vee z_r^i.
\]

It is not hard to see that the decomposable symmetric rank can differ from the tensor rank. Take two linear independent vectors $v, w \in \mathbb{K}^n$. If we consider $z = v \vee w \in \bigotimes^2 \mathbb{K}^n$, then
\[
\text{rank}_\sigma(z) = 1 \quad \text{and} \quad \text{rank}(z) = 2.
\]

In the following proposition, we show that in the two-dimensional complex space $\mathbb{C}^2$ every symmetric tensor has decomposable symmetric rank 1.

**Proposition 5.2.** Let $z \in \bigotimes^d \mathbb{C}^2$ be a symmetric tensor. Then
\[
\text{rank}_\sigma(z) = 1.
\]

**Proof.** We need to prove that there are vectors $z_1, \ldots, z_d \in \mathbb{C}^2$ such that
\[
z = z_1 \vee \cdots \vee z_d.
\]

In terms of polynomials, this corresponds to find $z_1, \ldots, z_d \in \mathbb{C}^2$ with
\[
P_z(y) = \langle y, z_1 \rangle \cdots \langle y, z_d \rangle.
\]

Therefore, this result is equivalent to Proposition 5.3 below.

The following is a known result, we add a proof here for completeness.
Proposition 5.3. Let \( P : \mathbb{C}^2 \to \mathbb{C} \) be a \( d \)-homogeneous polynomial. Then, there are linear functions \( \varphi_1, \ldots, \varphi_d : \mathbb{C}^2 \to \mathbb{C} \) such that

\[
P = \prod_{i=1}^{d} \varphi_i.
\]

Proof. We proceed by induction on \( d \). The case \( d = 1 \) is trivial. Let us prove the result for \( d > 1 \), assuming it holds for \( d - 1 \). Take \( B = \{b_1, b_n\} \) a basis of \( \mathbb{C}^2 \) such that \( P(b_1) = 0 \). Next we write \( P \) in function of this basis

\[
P(y) = \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d} a_{i_1 i_2} [y]_B^{(i_1, i_2)},
\]

where \( [y]_B = (t_1, t_2) \) stands for the coordinates of \( y \) in the basis \( B \) and \( [y]_B^{(i_1, i_2)} = t_1^{i_1} t_2^{i_2} \). Using that \( P \) is zero on \( b_1 \), it is easy to deduce that the coefficient \( a_{d0} \) is zero:

\[
0 = P(b_1) = \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d} a_{i_1 i_2} (1, 0)^{(i_1, i_2)} = a_{d0}.
\]

Then we have

\[
P(y) = \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d} a_{i_1 i_2} [y]_B^{(i_1, i_2)} = \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d, i_2 \neq 0} a_{i_1 i_2} [y]_B^{(i_1, i_2)} + \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d, i_2 = 0} a_{i_1 i_2} [y]_B^{(i_1, i_2-1)} = t_2 \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d, i_2 \neq 0} a_{i_1 i_2} [y]_B^{(i_1, i_2-1)}.
\]

Applying the inductive hypothesis to the \((d - 1)\)-homogeneous polynomial

\[
Q(y) = \sum_{i_1, i_2 \in \mathbb{N}_0, i_1 + i_2 = d, i_2 \neq 0} a_{i_1 i_2} [y]_B^{(i_1, i_2-1)}
\]

we obtain the desired result.

\( \square \)

Remark 5.4. As said many times, two main reasons to work with low-rank tensors is that in general they are cheaper to store and computations using them require less time. As seen in Proposition 5.1, the use of the decomposable symmetric rank is a good alternative to reduce the capacity needed to store symmetric tensors. But as far as computations go, we have the problem that each decomposable symmetric tensor is formed by \( d! \) elementary tensors. Because of this, computing

\[
\langle z_1 \vee \cdots \vee z_d, x_1 \otimes \cdots \otimes x_d \rangle = \frac{1}{d!} \sum_{\eta \in S_d} \langle z_{\eta(1)} \otimes \cdots \otimes z_{\eta(d)}, x_1 \otimes \cdots \otimes x_d \rangle
\]

can be very costly. This implies that in the most general setting, using the decomposable symmetric rank may not be the optimal alternative to do computations. But if all the tensors involved are symmetric this is no longer a problem, since

\[
\langle z_1 \vee \cdots \vee z_d, x_1 \vee \cdots \vee x_d \rangle = \langle z_1 \otimes \cdots \otimes z_d, x_1 \otimes \cdots \otimes x_d \rangle.
\]

This last equality was observed on the proof of Lemma 4.2.
Given a tensor $z$ and a low-rank approximation $x$, when we consider the decomposable symmetric rank, we impose on $x$ to be symmetric. Therefore, if $z$ is far away from the space of symmetric tensors it is not possible to find a good approximation with low decomposable symmetric rank. On the opposite extreme, as the next result shows, if $z$ is a symmetric tensor, a low decomposable symmetric rank approximation is at least as good as a low tensor rank approximation.

**Theorem 5.5.** Let $z \in \bigotimes^d K^n$ be a symmetric tensor and $\alpha(\cdot)$ be either the injective, the projective or the Hilbert-Schmidt norm. For any tensor $y \in \bigotimes^d K^n$, $x = \sigma(y)$ is a symmetric tensor with

$$\alpha(z - x) \leq \alpha(z - y).$$

Moreover, the decomposable symmetric rank of $x$ is less or equal than the tensor rank and the nuclear rank of $y$.

**Proof.** To prove the first part it is enough to show that for any tensor $w \in \bigotimes^d K^n$ the following inequality holds

$$\alpha(\sigma(w)) \leq \alpha(w).$$

If we prove this, taking $w = z - x$, we have

$$\alpha(z - x) \leq \alpha(z - y).$$

Let us prove (9) for the injective norm. For this norm, by the results on [10, Section 3.1], we have the following

$$\varepsilon_s(\sigma(w)) \leq \varepsilon(w).$$

As mentioned in Section 2 for the particular case $\bigotimes^d K^n$, $\varepsilon_s(\cdot)$ is the restriction of the injective norm. Hence, $\varepsilon(\sigma(w)) = \varepsilon_s(\sigma(w))$.

Next we deal with the projective norm. By the results on [10, Section 2.3], we have that

$$\pi_s(\sigma(w)) \leq \pi(c(d, K^n)) \pi(w),$$

where $c(d, K^n)$ is the $d$-th polarization constant of $K^n$ (see equation (3)). For Hilbert spaces, such as $K^n$, the polarization constant is one. This is consequence of Banach’s result [1] (see also [10, Section 2.1]). Then, (9) follows from this and the fact that, since we are on a Hilbert space, $\pi(\sigma(w)) = \pi_s(\sigma(w))$.

When considering the Hilbert-Schmidt norm, $(\bigotimes^d K^n, HS)$ is a Hilbert space and $\sigma$ is the orthogonal projection onto the subspace $(\bigotimes^{d,s} K^n, HS)$. This gives (9) for the Hilbert-Schmidt norm.

For the second part, notice that for any representation $y = \sum_{i=1}^r y_1^i \otimes \cdots \otimes y_d^i$, then

$$x = \sigma(y) = \sum_{i=1}^r y_1^i \vee \cdots \vee y_d^i.$$  

Which implies that $\text{rank}_\sigma(x) \leq \text{rank}(y)$.
As a consequence of this result, any algorithm used to find a low tensor rank approximation $y$ of a tensor $z$, is suitable to find a low decomposable symmetric rank approximation $x$ as good as $y$. This is true for the injective, the projective, and the Hilbert-Schmidt norms. Since $x$ is given by $\sigma(y)$, the amount of data needed to store $x$ is the same as the one needed for $y$ or less.

From the proof of Theorem 5.5 we have that $\text{HS}(z - x) \leq \text{HS}(z - y)$ is an equality if and only if $z - x = z - y$. Therefore, if $y$ is not symmetric, then $x$ is a strictly better approximation than $y$, in the sense that $\text{HS}(z - x) < \text{HS}(z - y)$. In the following proposition we show that this is also true for the projective norm on $\otimes^d \mathbb{C}^n$, provided that $d > 2$. This proposition may have some interest on its own for the study of the projective tensor products of Hilbert spaces.

**Proposition 5.6.** Let $w \in \otimes^d \mathbb{C}^n$ be a non-symmetric tensor. If $d > 2$ then

$$\pi(\sigma(w)) < \pi(w).$$

**Proof.** Take a representation

$$w = \sum_{i=1}^{r} w_i^1 \otimes \cdots \otimes w_i^d$$

with $\pi(w) = \sum_{i=1}^{r} \|w_i^1\| \cdots \|w_i^d\|$. Since $w$ is a non-symmetric tensor, for some $i_0$ we have that $\text{span}\{w_{i_0}^1, \cdots, w_{i_0}^d\}$ has dimension greater than one. Then, by [3, Proposition 1.3], we have

$$\pi(w_{i_0}^1 \vee \cdots \vee w_{i_0}^d) < \|w_{i_0}^1\| \cdots \|w_{i_0}^d\|.$$ 

Using that $\pi(w_i^1 \vee \cdots \vee w_i^d) \leq \|w_i^1\| \cdots \|w_i^d\|$ for every $i$, and that for $i_0$ this inequality is strict we obtain the desired result:

$$\pi(\sigma(w)) = \pi\left(\sum_{i=1}^{r} w_i^1 \vee \cdots \vee w_i^d\right) \leq \sum_{i=1}^{r} \pi\left(w_i^1 \vee \cdots \vee w_i^d\right) < \sum_{i=1}^{r} \|w_i^1\| \cdots \|w_i^d\| = \pi(w).$$

Below we give some examples for which this result does not hold.

- If $v, w \in \mathbb{C}^n$ are orthonormal vectors, then $w = v \otimes w$ is a non-symmetric tensor with $\pi(\sigma(w)) = \pi(w)$.
- In $\otimes^d \mathbb{R}^n$, by [3, Proposition 1.3], any tensor of the form $w = w_1 \otimes \cdots \otimes w_d$ with $\text{dim}(\text{span}\{w_1, \cdots, w_d\}) = 2$

is an example of a non-symmetric tensor such that $\pi(\sigma(w)) = \pi(w)$. 

□
For the injective tensor norm let us build an example on $\otimes^2 \mathbb{K}^3$. Take $e_1, e_2, e_3 \in \mathbb{K}^3$ the canonical basis. For $t > 0$ small enough, the tensor

$$w = e_1 \otimes e_1 + t(e_2 \otimes e_3 - e_3 \otimes e_2)$$

has injective norm one, and $\epsilon(\sigma(w)) = \epsilon(e_1 \otimes e_1) = 1$.

Next, we exhibit an example showing that the decomposable symmetric rank shares one of the problems of the tensor rank: there is not always a best rank-$r$ approximation.

**Example 5.7.** On $\otimes^3 \mathbb{K}^6$, consider the canonical basis $\{e_1, \ldots, e_6\}$ of $\mathbb{K}^6$ and the sequence of symmetric tensors

$$y_n := \frac{1}{n} \bigg( e_1 + \frac{1}{n} e_4 \bigg) \vee \bigg( e_2 + \frac{1}{n} e_5 \bigg) \vee \bigg( e_3 + \frac{1}{n} e_6 \bigg) - n(e_1 \vee e_2 \vee e_3).$$

Then $y_n$ converges to the tensor

$$y := e_1 \vee e_2 \vee e_6 + e_1 \vee e_3 \vee e_5 + e_2 \vee e_3 \vee e_4.$$  

This follows from the computation

$$y_n - y = \frac{1}{n} \bigg( [e_3 \vee e_4 \vee e_5] + [e_2 \vee e_4 \vee e_6] + [e_1 \vee e_4 \vee e_6] \bigg) + \frac{1}{n^2} e_4 \vee e_5 \vee e_6.$$

Clearly $\text{rank}_\sigma(y_n) \leq 2$. But, as next lemma shows, $\text{rank}_\sigma(y) = 3$. In particular, we have that the set

$$\{u \in \otimes^3 \mathbb{K}^6 : u \text{ has decomposable rank at most } 2\}$$

is not closed. Thus, there is not always a best decomposable symmetric rank-$2$ approximation on this space. This is independent on the norm considered on $\otimes^3 \mathbb{K}^6$, since this is a finite dimensional space all norms are equivalent.

**Lemma 5.8.** The tensor $y$ from then previous example has decomposable symmetric rank $3$.

**Proof.** We need to show that $\text{rank}_\sigma(y) \geq 3$. Let us assume that there are vectors $y_1, \ldots, y_6 \in \mathbb{K}^6$ such that

$$y = y_1 \vee y_2 \vee y_3 + y_4 \vee y_5 \vee y_6$$

and arrive to a contradiction. To do this we are going to use an auxiliary multilinear operator $E : \otimes^3 \mathbb{K}^6 \times \mathbb{K}^6 \times \mathbb{K}^6 \rightarrow \mathbb{K}^6$ defined on elementary tensors as

$$E(x_1 \otimes x_2 \otimes x_3, v, w) = \langle v, x_1 \rangle \langle w, x_2 \rangle x_3.$$

As an informative note, in terms of multilinear forms, this operator is just

$$E(u, v, w) = L_u(v, w, \cdot) \in \mathbb{K}^6^*,$$

and then identifying $\mathbb{K}^6$ with its dual $(\mathbb{K}^6)^*$ via the inner product.

First we are going to show that $y_1, \ldots, y_6$ is a basis of $\mathbb{K}^6$. Fix a variable to obtain a bilinear operator $E(y, \cdot, \cdot) : \mathbb{K}^6 \times \mathbb{K}^6 \rightarrow \mathbb{K}^6$. Then, by (10), this bilinear operator has its image included in $\text{span}\{y_1, \ldots, y_6\}$. On the other hand, using that $y := e_1 \vee e_2 \vee e_6 + e_1 \vee e_3 \vee e_5 + e_2 \vee e_3 \vee e_4$, the computations

$$E(y, e_2, e_6) = \frac{1}{3!} e_1$$
\[ E(y, e_1, e_6) = \frac{1}{3!} e_2 \]
\[ E(y, e_1, e_5) = \frac{1}{3!} e_3 \]
\[ E(y, e_2, e_3) = \frac{1}{3!} e_4 \]
\[ E(y, e_1, e_3) = \frac{1}{3!} e_5 \]
\[ E(y, e_1, e_2) = \frac{1}{3!} e_6, \]

show that the image of \( E(y, \cdot, \cdot) \) is \( \mathbb{K}^6 \). Therefore \( \mathbb{K}^6 \subseteq \text{span}\{y_1, \ldots, y_6\} \), as we wanted to see.

Now take \( y_1^*, \ldots, y_6^* \in \mathbb{K}^6 \) the dual basis of \( y_1, \ldots, y_6 \). That is
\[ \langle y_i^*, y_j \rangle = \delta_{ij}, \]
where \( \delta_{ij} \) is the Kronecker delta. At least one of the vectors of this basis is not orthogonal to \( e_1 \). There is no harm in assuming \( y_1^* \) is not orthogonal to \( e_1 \).

Consider the linear operator \( E(y, y_1^*, \cdot) : \mathbb{K}^6 \to \mathbb{K}^6 \) obtained from fixing two variables. By equation (10), and the fact that
\[ \langle y_1^*, y_j \rangle \neq 0 \]
if and only if \( j = 1 \), we have that the image of this operator is included in the two-dimensional space \( \text{span}\{y_2, y_3\} \).

Since \( \langle y_1^*, e_1 \rangle \neq 0 \), then
\[ E(y, y_1^*, e_3) = \frac{1}{3!} \langle y_1^*, e_1 \rangle e_3 + \frac{1}{3!} \langle y_1^*, e_3 \rangle e_1 \]
\[ E(y, y_1^*, e_6) = \frac{1}{3!} \langle y_1^*, e_1 \rangle e_2 + \frac{1}{3!} \langle y_1^*, e_2 \rangle e_1 \]
\[ E(y, y_1^*, e_2) = \frac{1}{3!} \langle y_1^*, e_1 \rangle e_6 + \frac{1}{3!} \langle y_1^*, e_6 \rangle e_1 + \frac{1}{3!} \langle y_1^*, e_3 \rangle e_4 + \frac{1}{3!} \langle y_1^*, e_4 \rangle e_3 \]

implies that the image of \( E(y, y_1^*, \cdot) \) has dimension at least 3, which is the desired contradiction.

\[ \square \]

Although there is not always a best rank-\( r \) approximation when we are considering the decomposable symmetric rank, this is not the case for \( r = 1 \). To end this section we show that there is always a best decomposable symmetric rank-1 approximation. In order to do this, we give a characterization of the best rank-1 approximation for the Hilbert-Schmidt norm. This will be obtained in a similar manner as it is done in Lemma 3.1 for the tensor rank.

\textbf{Lemma 5.9.} Let \( \mathbf{z} \in \otimes^d \mathbb{K}^n \) and \( \mathbf{x} = \lambda x_1 \vee \cdots \vee x_d \), with \( \lambda \in \mathbb{K} \) and \( x_1, \ldots, x_d \) norm one vectors, a decomposable symmetric tensor. Then \( \mathbf{x} \) is a best decomposable symmetric rank-1 approximation of \( \mathbf{z} \) for the Hilbert-Schmidt norm if and only if
\[ \frac{|L_{\mathbf{z}}(x_1, \ldots, x_d)|}{\text{HS}(x_1 \vee \cdots \vee x_d)} = \max\left\{ \frac{|L_{\mathbf{z}}(u_1, \ldots, u_d)|}{\text{HS}(u_1 \vee \cdots \vee u_d)} : \|u_1\| = \cdots = \|u_d\| = 1 \right\} \]
and $\lambda$ is given by the formula
\[
\lambda = \frac{\langle z, x_1 \vee \cdots \vee x_d \rangle}{[\text{HS}(x_1 \vee \cdots \vee x_d)]^2}.
\]

Proof. For any set of norm one vectors $u_1, \ldots, u_d$ let
\[
U := \text{span}\{u_1 \vee \cdots \vee u_d\} \subseteq \bigotimes K^n.
\]
Consider $P_U$ the orthonormal projection on this subspace, which is given by the formula
\[
P_U(y) = \langle y, u_1 \vee \cdots \vee u_d \rangle \frac{u_1 \vee \cdots \vee u_d}{[\text{HS}(u_1 \vee \cdots \vee u_d)]^2}.
\]

Since
\[
\min \{\text{HS}(z - tu_1 \vee \cdots \vee u_d) : t \in \mathbb{R}\} = \text{HS}(P_U(z)),
\]
and the fact that
\[
\text{HS}(z)^2 = [\text{HS}(P_U(z))]^2 + [\text{HS}(P_U(z))]^2,
\]
obtaining a minimum for the expression
\[
\text{inf}\{\text{HS}(z - tu_1 \vee \cdots \vee u_d) : t \in \mathbb{R}, \|u_1\| = \cdots = \|u_d\| = 1\}
\]
is equivalent to finding a maximum for
\[
\sup\{\text{HS}(P_U(z)) : \|u_i\| = 1 \forall i = \sup\left\{\frac{|\langle z, u_1 \vee \cdots \vee u_d \rangle|}{\text{HS}(u_1 \vee \cdots \vee u_d)} : \|u_i\| = 1 \forall i\right\}.
\]

But $(u_1, \ldots, u_d) \longrightarrow \frac{|\langle z, u_1 \vee \cdots \vee u_d \rangle|}{\text{HS}(u_1 \vee \cdots \vee u_d)}$ is a continuous function, therefore it does attain its maximum over the compact set
\[
\{(u_1, \ldots, u_d) : \|u_1\| = \cdots = \|u_d\| = 1\}.
\]

This implies that the supreme on (12) is in fact maximum, and proves the assertion regarding the vectors $x_1, \ldots, x_d$. The statement about $\lambda$ follows from (11). \hfill \square

Although the formula on Lemma 5.9 seems rather convoluted, and may not lead to an algorithm to find a best decomposable symmetric rank–1 approximation, it does ensure that such a tensor exists. Which, as pointed out in [5, 7], is not a minor fact. On the other hand, as shown in Theorem 5.5, any algorithm designed to obtain a best tensor rank-1 approximation $y$ is suitable to obtain a decomposable symmetric rank-1 approximation $x$, which is at least as good as $y$.
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