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ABSTRACT
Group recommender systems are widely used in current web applications. In this paper, we propose a novel group recommender system based on the deep reinforcement learning. We introduce the MovieLens data at first and generate one random group dataset, MovieLens-Rand, from it. This randomly generated dataset is described and analyzed. We also present experimental settings and two state-of-art baselines, AGREE and GroupIM. The framework of our novel model, the Deep Reinforcement learning based Group Recommender system (DRGR), is proposed. Actor-critic networks are implemented with the deep deterministic policy gradient algorithm. The DRGR model is applied on the MovieLens-Rand dataset with two baselines. Compared with baselines, we conclude that DRGR performs better than GroupIM due to long interaction histories but worse than AGREE because of the self-attention mechanism. We express advantages and shortcomings of DRGR and also give future improvement directions at the end.
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1 INTRODUCTION
Nowadays, Internet is essential in our daily life. People use their electronic products such as smart phones, laptops at all time. The rapid growth of online platforms and applications has provided a great many choices and services. During the pandemic, people could stay at home and get entertainment from the Internet. Under these circumstances, recommender system plays an important role to recommend stuff like movies, news, songs, and games according to users preferences in order to save people’s searching time. In many scenarios, recommendations are needed for a group of users. As a result, our aim is to implement a novel group recommender system to give the most suitable recommendations for groups.

With a lot of fantastic deep learning recommendation models, such as Deep Crossing [10] and Wide & Deep [3] for individuals, MoSAN [11] and GroupIM [9] for groups, recommender system enters the era of deep learning in an all-round way. Compared to traditional machine learning models, deep learning models are more flexible and expressive. However, existing group recommendation models meet three challenges as shown below and can not address them in most efficient ways. Firstly, it is difficult to deal with the dynamic changes in recommendations. It is mainly because user preferences update very quickly nowadays, and users’ interests can change as time goes by. Secondly, existing group recommender systems can only optimize current (short-term) rewards rather than future (long-term) ones, which are more important to user experiences and company profits. Lastly, current group recommendation models always recommend items based on one same group profiles and ignore relationship among diverse items, which might make users a little bit bored. Therefore, it is better to add some randomness for diversity.

In order to overcome these limitations of current group recommender systems, we propose one novel Deep Reinforcement learning based Group Recommender system (DRGR)\(^1\). We model the group recommendation task as one Markov Decision Process (MDP), where state and action spaces are defined accordingly. One environment simulator based on the matrix factorization is built to simulate this MDP. The agent of the DRGR is constructed with actor-critic networks and is optimized with the Deep Deterministic Policy Gradient (DDPG) algorithm. This novel model is implemented on one randomly generated group dataset MovieLens-Rand from the original MovieLens dataset with two state-of-art baselines, AGREE and GroupIM. The DRGR over-performances one baseline GroupIM over the evaluation metrics of recall and Normalized Discounted Cumulative Gain (NDCG).

Our model DRGR is meaningful to those people who want to get recommendations for their groups, such as entertainments with families and travels with friends. The DRGR could help groups select their favorite items according to their common preferences and save their valuable time in the most effective way.

2 LITERATURE SURVEY
Deep reinforcement learning (DRL) has been introduced into recommender systems for individuals [2, 4, 6, 7, 12, 14–18]. Zhao et al. [17] proposed a list-wise recommendation framework based on deep reinforcement learning, LIRD, for a real-world e-commerce environment. The recommendation session is viewed as a Markov Decision Process (MDP), an online user-agent interacting environment simulator is designed, and an Advantage Actor-Critic (A2C) model is trained with Deep Deterministic Policy Gradient (DDPG) algorithm. LIRD outperforms Deep Neural Network (DNN) and Recurrent Neural Network (RNN) in Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG), also Deep Q-Network (DQN) in speed. This model will be generalized to group recommendation in our work. For shortcomings, the cosine similarity is used in this work to get the reward for an unknown state-action pair in the memory, which can be replaced by nonlinear functions such as neural networks.

\(^1\)All authors contributed equally to this research.

\(^\) GitHub: https://github.com/zefang-liu/group-recommender
Tran et al. [11] proposed a Medley of Sub-Attention Networks (MoSAN) for the ad-hoc group recommendation. This model can dynamically learn user impact weights for groups and user-user interactions in one group. Besides, it can provide the relative importance of users in a group for explainable recommendations. MoSAN overperforms state-of-the-art baselines on four real-world datasets with a considerable margin. The attention network structure used in this model from the representation learning can be used for group embeddings in our work. However, the limitation of MoSAN is that temporal orders in the group preferences are ignored, and hence MoSAN overlooks the evolution of group interests with time.

Sankar et al. [9] proposed a recommender architecture-agnostic framework, named Group Information Maximization (GroupIM), for item recommendations to ephemeral groups with limited historical activities together. Data-driven regularization strategies including contrastive representative learning and group-adaptive preference prioritization are proposed to exploit the preference covariance and contextual relevance. GroupIM overperforms state-of-art group recommenders on several real-world datasets by Recall@K and NDCG@K. This model provides a high-level framework for group recommendation and will be used as a baseline for our work. Also, the idea of data-driven user preference aggregations can be used in our project for user state aggregations. Limitations of this work include parameter tuning in the overall strength of preference regularization and missing of side information or contextual factors. Besides, the reinforcement learning can be applied to adapt to the temporal dynamics of the group recommender.

3 DATASET DESCRIPTION AND ANALYSIS
In this section, we first describe the data preparation process, then do the raw data statistics and data analysis.

3.1 Data Preparation
We are going to use the MovieLens [5] dataset, which describes 5-star rating and free-text tagging activity from MovieLens, a movie recommendation service. The dataset can be download from MovieLens website. For data preprocessing, we firstly randomly generate groups with 2-5 users. Then, for each group, if every member gives 4-5 stars to one movie, we assume that this movie is adopted by this group with rating 1. If all members give ratings to one movie, but not all in 4-5 stars, we consider the group gives rating 0 to this movie. For other cases, the group movie ratings are missed. Finally, to ensure each group has enough interactions with items, we require each group has at least 20 ratings. Also, for each rating, 100 rating-missed items are randomly sampled.

3.2 Raw Data Statistics
After applying the data pre-processing strategy to the original dataset, we obtain the new MovieLens-Rand dataset. It consists of generally three types of data: group member, group rating, and user rating. Group member is made up of groupid and userIds. Group rating is made up of groupid, movielId, rating, and timestamp. User rating is made up of userId, movielId, rating, and timestamp. The raw data statistics of the new dataset are shown in the Table 1, where the number of users, items, and groups are listed with some statistics for rating numbers. The average number of ratings per group is about 53, which is large enough to train baselines (AGREE and GroupIM) and our DRGR model. Also, the Figure 1 shows the count of ratings per month. This give us information about how the data is split, since our reinforcement method needs to take timestamp into account. The two red bars in the Figure 1 split the date ranges into the training, validation, and testing parts.

Table 1: Summary statistics of the dataset, where U-I and G-I stand for user-item and group-item respectively.

| Dataset                  | MovieLens-Rand |
|--------------------------|----------------|
| # Users                  | 1626           |
| # Items                  | 1998           |
| # Groups                 | 1000           |
| # U-I ratings            | 438 129        |
| # G-I ratings            | 53 248         |
| Avg. # ratings / user    | 269.45         |
| Avg. # ratings / group   | 53.25          |
| Avg. group size          | 2.19           |

Figure 1: Number of ratings for each month counts, where red bars are data splitting.

3.3 Data Analysis
We describe the data analysis for the MovieLens-Rand dataset in this part. The Figure 2 shows the distribution of the average user ratings for all the movies. The average ratings is found to increase with the number of ratings. The Figure 3 shows how average ratings change with the years since movie release. We find the average rating of one movie increases with the year of release, which represents the dynamics of ratings. The Figure 4 shows the distribution of average ratings for different group sizes. Although the average ratings does not change with the group sizes, the interquartile range (IQR) becomes smaller for the larger group, which shows the larger group can balance member interests.

4 EXPERIMENTAL SETTINGS AND BASELINES
In this section, we present experimental settings and briefly introduce two baselines we use.
4.1 Experimental Settings

The group recommendation is viewed as a classification task. When one item is recommended to a group, if the group chooses the item, this case is marked as a positive sample. Otherwise, it will be a negative sample.

The evaluation metrics used in this paper are recall (RECALL@K) and normalized discounted cumulative gain (NDCG@K), where $K$ is the number of recommendations and $K = \{5, 10, 20\}$. The RECALL@K is the fraction of relevant items that have been retrieved in the top K recommended items, and NDCG@K takes account the item rankings in the recommendation list. All metrics with higher values indicate a better model. These metrics are widely used in evaluating recommender systems [1, 9, 11].

Both user and group rating data are split into training, validation, and testing datasets with the ratio of 70%, 10%, and 20% respectively by the temporal order. All models are trained on the training set, the hyper-parameters are tuned on the validation set, and the evaluation of models is done on the testing set. The codes are run on the Google Colab \(^3\), where one Tesla P100-PCIE-16GB GPU is used. The Python version is 3.7.10, and the PyTorch [8] version is 1.8.1.

4.2 Baseline Description

With the purpose of evaluations for our model performances on the MovieLens-Rand dataset, we use two state-of-art baselines.

The first baseline is the Attentive Group Recommendation (AGREE) [1] model, and its GitHub repository is Attentive-Group-Recommendation\(^4\). In the representation layer of this model, an attention mechanism is adopted to represent groups, where group members and items are embedded first, then sent to a neural attention network to get the group embeddings. Later, these group embeddings are stacked with item embeddings in the pooling layer, then sent to hidden layers and the following prediction layer. The neural collaborative filtering (NCF) is used here to learn the group/user-item interactions. Hence, this model can recommend items for both groups and users. The hyper-parameters are shown in the Table 2, which is tuned on the validation dataset. The AGREE model is one of the recent group recommendation models with good performances on the real-world datasets, which is suitable to be compared with our group recommendation model.

The second baseline is the Group Information Maximization (GroupIM) [9] model, and its Github repository is GroupIM\(^5\). In this model, data-driven regularization strategies are proposed to exploit both the preference covariance amongst users who are in the same group, as well as the contextual relevance of users’ individual preferences to each group. GroupM model made two contributions. First, the recommender architecture-agnostic framework GroupM can integrate arbitrary neural preference encoders and aggregators for ephemeral group recommendation. Second, it regularizes

---

\(^3\)https://colab.research.google.com/
\(^4\)https://github.com/LianHaiMiao/Attentive-Group-Recommendation
\(^5\)https://github.com/CrowdDynamicsLab/GroupIM
the user-group latent space to overcome group interaction sparsity by: maximizing mutual information between representations of groups and group members; and dynamically prioritizing the preferences of highly informative members through contextual preference weighting. The hyper-parameters are shown in Table 2, which is tuned on the validation dataset. The GroupIM experimental results on several real-world datasets indicate significant performance improvements over state-of-the-art group recommendation techniques.

Table 2: Hyper-parameters for AGREE, GroupIM, and DRGR models, where LR stands for the learning rate, the number of LR decay steps means when the LR multiplies the LR decay ratio per LR decay steps, and MF is for matrix factorization.

| Model         | AGREE | GroupIM | DRGR |
|---------------|-------|---------|------|
| Embedding size| 32    | 32      | 32   |
| Epoch         | 15    | 20      | 1000 |
| Batch size    | 256   | 256     | 64   |
| Negative samples | 100 |         |      |
| Initial LR    | 0.0001| 0.005    | 0.0001|
| LR decay ratio| 0.5   | 0.4     |      |
| LR decay steps| 10    | -       | -    |
| Weight decay  | -     | -       | 10^{-6}|
| History length| -     | -       | 5    |
| MF component num.| -   | -       | 32   |
| Actor hidden sizes | - | (128, 64) |      |
| Critic hidden sizes | - | (32, 16) |      |
| γ             | -     | -       | 0.9  |

5 PROPOSED METHODS

In this section, we present the problem statement and the algorithm framework for our Deep Reinforcement Group Recommendation (DRGR) model. The Markov Decision Process is introduced for this group recommendation task, and the task is resolved by the deep reinforcement learning. We will also discuss the novelties of our method.

5.1 Problem Statement

In this work, the recommender system is viewed as an agent, which interacts with the environment \( \mathcal{E} \) by recommending items to maximize its reward. The environment is a set of multiple groups, where one single user is assumed to be one member group here. This task is modeled as a Markov Decision Process (MDP). Formally, this MDP contains five elements \(( \mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)\) as follows. Let \( \mathcal{U}, \mathcal{G}, \) and \( \mathcal{I} \) be sets of user, group, and item ids respectively.

- **State space \( \mathcal{S} \):** A state \( s_t \in \mathcal{S} \) represents the state of a group at time \( t \). A state \( s_t = [g, h_t] \) consists two parts, one for the group id \( g \in \mathcal{G} \) and another for the group browsing history \( h_t \). The group id \( g \) can be mapped to its members, i.e. \( g = \{u_1, u_2, \ldots\} \), where \( u_1, u_2, \ldots \in \mathcal{U} \). The browsing history of a group is \( h_t = [i_1, i_2, \ldots, i_N] \), where \( i_1, i_2, \ldots, i_N \in \mathcal{I} \).

- **Action space \( \mathcal{A} \):** An action \( a_t = [i_1, i_2, \ldots, i_{t,K}] \in \mathcal{A} \) is a list of items recommended to a group from the recommender system, where \( K \) is the number of items. For learning efficiency, we will use \( K = 1 \) when the agent interacts with the environment, i.e. \( a_t \in \mathcal{I} \).

- **Reward \( \mathcal{R} \):** After an action \( a_t \) is taken by the recommender to a group at one state \( s_t \), the recommender will receive a reward \( r_t \in \{0, 1\} \) based on the group response. The reward will be \( r_t = 1 \), if the recommended item is picked by this group. Otherwise, \( r_t = 0 \).

- **Transition probability \( \mathcal{P} \):** Transition probability is defined as \( p(s_t+1|s_t, a_t) \), which satisfies the Markov property. This probability measures how the environment evolve with the time \( t \).

- **Discount factor \( \gamma \):** The \( \gamma \in [0, 1] \) measures how the future reward will be valued today.

By given this MDP \(( \mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \gamma)\), the agent will try to maximize its rewards by taking actions to interact with the environment. The solution will be one policy \( \pi: \mathcal{S} \rightarrow \mathcal{A} \).

5.2 Environment Simulator

Since the rating matrix of group-item pairs is sparse, one environment simulator is needed to simulate this MDP, which is shown in the Figure 5. The matrix factorization is used to predict the unknown ratings for the state \( s_t \) with the action \( a_t \), which will be used as the reward \( r_t \). If \( r_t > 0 \), \( h_{t+1} = [i_2, \ldots, i_N, a_t] \). Otherwise, \( h_{t+1} = h_t \). The next state will be \( s_{t+1} = [g, h_{t+1}] \).

![Figure 5: The framework of the environment, where the matrix factorization is used to simulate unknown rewards.](image-url)

5.3 Agent Framework

In order to solve this MDP problem, one agent based one the actor-critic model is built, which is shown in the Figure 6. This agent model consists three networks, i.e. state embedding network, actor network, and critic network.

- **State embedding:** The state embedding network is to embed one state \( s_t = [g, h_t] \) to its embedding \( s_t \). The group id \( g \) is mapped to its group members \( g = [u_1, u_2, \ldots] \) first, then those user ids are embedded through the user embedding
layer to \( \{u_1, u_2, \ldots \} \). One self-attention user aggregation layer is used, i.e.
\[
o_j = h^T \text{ReLU}(P u_j + b), \quad \alpha_j = \text{softmax}_{u_j} \epsilon \theta(a_j),
g = \sum_{u_j} \alpha_j u_j,
\]
to get the embedded group g. Meanwhile, the history \( h_t = [i_1, i_2, \ldots, i_N] \) is embedded through the item embedding layer to the embedded history \( h_t = [i_1, i_2, \ldots, i_N] \). Combining these two parts, we get the embedded state \( s_t = [g, h_t] \).

- **Actor**: The actor is a multi-layer neural network, whose input is the embedded state \( s_t \) and output is the action weight \( w_1 \). To promote exploration, one Ornstein–Uhlenbeck process noise can be added here. This action weight will take inner products with item embeddings, i.e. \( s_j = w_1^T i_j \). The item with the highest \( s_j \) will be recommended to the group, and the corresponding item embedding will be sent to the critic next. The actor network can be optimized by the policy gradient.

- **Critic**: The critic is also a multi-layer neural network, which will assign the Q-value of one state-action pair, i.e. \( Q(s_t, a_t) \). The critic network can be optimized by the temporal difference method as the Deep Q Learning.

The deep deterministic policy gradient (DDPG) algorithm is used to train parameters in the agent, where one experience reply and target networks are used. The kernels and hyper-parameters of the model have been shown in the Table 2.

![Figure 6: The framework of the agent, where state embedding layer, actor network, and critic network are included.](image)

### 5.4 Novelties of the Algorithm

Several shortcomings of the previous group recommender systems are overcome. Compared with LIRD [17], we generalize the DRL framework to the group recommendation task. Instead of viewing a group as one user, we consider the influences of each group member by one self-attention mechanism. Compared with AGREE [1] and GroupIM [9], by formulating the group recommendation as a MDP, the dynamics property of the task can be learned, where the temporal structure of the data can play an important role. This improved algorithm allows our DRGR to achieve comparable results over previous group recommender system baselines [1, 9].

### 6 EXPERIMENTS AND RESULTS

We implement two baselines, AGREE and GroupIM, with our DRGR model on the MovieLens-Rand dataset. After trained on the training set and tuned on the validation set, the model results on the testing set are shown in the Table 3.

| Dataset     | Metric | MovieLens-Rand |
|-------------|--------|----------------|
| AGREE       | R@5   | 0.4006         |
|             | N@5   | 0.5591         |
|             | R@10  | 0.7335         |
|             | N@10  | 0.3250         |
|             | R@20  | 0.2737         |
|             | N@20  | 0.3691         |
| GroupIM     | R@5   | 0.1576         |
|             | N@5   | 0.1688         |
|             | R@10  | 0.2497         |
|             | N@10  | 0.1597         |
|             | R@20  | 0.1602         |
|             | N@20  | 0.1891         |
| DRGR        | R@5   | 0.2885         |
|             | N@5   | 0.4328         |
|             | R@10  | 0.5572         |
|             | N@10  | 0.1874         |
|             | R@20  | 0.2336         |
|             | N@20  | 0.2653         |

By viewing results on the MovieLens-Rand dataset, we find that DRGR performs better than GroupIM but worse than AGREE on recall and NDCG metrics. From the GroupIM model, since GroupIM targets ephemeral groups lack of historical interactions, it contributes a lot in a situation with group interaction sparsity. However, the average number of group ratings is 53.25 in the MovieLens-Rand dataset, which is relatively large. The reason causes that DRGR overcomes GroupIM. For the AGREE model, AGREE has a neural attention mechanism, which can learn influences of group members and adapt their influences for different items. However, Our DRGR model uses one self-attention mechanism, which can only aggregate group member preferences but ignore their interactions with different items in the potential recommendation list. This makes our model inflexible when item kinds are diverse. This drawback leads that AGREE performs better then our DRGR model under this circumstance.

### 7 CONCLUSION

In summary, by viewing the group recommendation task as a Markov decision process, the Deep Reinforcement learning based Group Recommender system (DRGR) makes use of the group historical data and keeps updating the model dynamically to make better group recommendations. However, it does not consider group member interactions with different recommendation items compared with AGREE, where AGREE can learn group embeddings.
by using one neural attention mechanism for the group member-item interactions. Besides, it has been observed that when user and item embeddings are trained with the deep reinforcement learning framework directly together, the experiment result can be unstable and lead to a bad performance.

In order to improve the DRGR performances, an updated attention network can be used in the current state embedding layer. After embedding members in one group, we can use one neural attention mechanism to combine the group member embeddings and history item embeddings then generate one new state embedding. This neural attention can allow different group members have different influences when the group has various item histories. So the DRGR model would have more flexibility when items are diverse. In addition, we can incorporate the Deep Sets [13] ideas to aggregate group member state embeddings. Each group member embedding will consist its user preference embedding and its browsing history item embeddings. Moreover, we can compare our model with baselines on more datasets, such as the tourist attractions recommendation so that we can utilize their group information.
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