Differentiable quantum computational chemistry with PennyLane
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This work describes the theoretical foundation for all quantum chemistry functionality in PennyLane, a quantum computing software library specializing in quantum differentiable programming. We provide an overview of fundamental concepts in quantum chemistry, including the basic principles of the Hartree-Fock method. A flagship feature in PennyLane is the differentiable Hartree-Fock solver, allowing users to compute exact gradients of molecular Hamiltonians with respect to nuclear coordinates and basis set parameters. PennyLane provides specialized operations for quantum chemistry, including excitation gates as Givens rotations and templates for quantum chemistry circuits. Moreover, built-in simulators exploit sparse matrix techniques for representing molecular Hamiltonians that lead to fast simulation for quantum chemistry applications. In combination with PennyLane’s existing methods for constructing, optimizing, and executing circuits, these methods allow users to implement a wide range of quantum algorithms for quantum chemistry. We discuss how PennyLane can be used to implement variational algorithms for calculating ground-state energies, excited-state energies, and energy derivatives, all of which can be differentiated with respect to both circuit and Hamiltonian parameters. We provide an example workflow describing how to jointly optimize circuit parameters, nuclear coordinates, and basis set parameters for quantum chemistry algorithms. We discuss a functionality for reducing the number of qubits by using symmetries and explain how PennyLane can be used to estimate quantum resources needed to implement several quantum algorithms. By combining insights from quantum computing, computational chemistry, and machine learning, PennyLane is the first library for differentiable quantum computational chemistry.
Introduction

Differentiable programming, which is central to machine learning and artificial intelligence, has benefited both from new hardware architectures such as graphical and tensor processing units, and from specialized software libraries for automatic differentiation [1–4]. An analogous trend is occurring for quantum computing. Quantum devices across different platforms are now accessible through the cloud, and considerable efforts are ongoing to scale up the number of components and to improve their performance [5–13]. Simultaneously, quantum software platforms continue their development with the goal of providing functionality across the entire spectrum of quantum computing [14–22]. This includes libraries designed for quantum differentiable programming, with native support for computing gradients of hybrid quantum-classical models [18, 19].

The motivation for building quantum software originates from the underlying interest in quantum computing due to its importance to fundamental science and to its potential to outperform existing approaches, notably for problems related to the simulation of quantum systems [23, 24]. Quantum chemistry is recognized as one of the key potential application areas of quantum computing because simulating properties of molecules and materials plays a central role in many industrial processes [25–29]. This has led to considerable interest in developing new and improved quantum algorithms for quantum chemistry, ranging from proof-of-principle methods that can be implemented in simulators and small-scale quantum computers [30–34], to advanced techniques designed to run on large-scale fault-tolerant machines [35–40]. Researchers and enthusiasts working in this field have created a demand for quantum software tools designed for quantum chemistry applications, leading to the appearance of software libraries aimed specifically at fulfilling their needs [41–43].

This work describes quantum chemistry functionality available in PennyLane, a quantum software library for quantum differentiable programming (www.pennylane.ai) [18]. By combining methodologies from quantum computing, computational chemistry, and machine learning, PennyLane is the first library built specifically for differentiable quantum computational chemistry. PennyLane users can natively compute gradients of all relevant methods, allowing for a flexible and general approach to the optimization of hybrid quantum-classical algorithms for quantum chemistry. This document is a summary of the theoretical foundation of the software, serving as a technical complement to the online documentation (pennylane.readthedocs.io). It is intended as a living manuscript to be periodically updated to reflect major new features from all contributing developers.

A distinguishing feature of PennyLane’s quantum chemistry capabilities is a differentiable implementation of the Hartree-Fock method, as pioneered in Ref. [44] and also implemented in Ref. [45]. PennyLane’s differentiable solver enables users to compute exact gradients of atomic and molecular orbitals, Hartree-Fock energies, and molecular Hamiltonians, which can then be employed in quantum algorithms. PennyLane provides custom gates and operations for quantum chemistry, including excitation gates as Givens rotations, templates for chemically-inspired circuits, built-in functionality for computing observables, and sparse matrix techniques for representing molecular Hamiltonians. Together with PennyLane’s existing methods for designing, optimizing, and executing quantum circuits across simulators and hardware devices, these methods allow users to implement a wide range of quantum algorithms for quantum chemistry, which can be optimized with respect to both circuit and Hamiltonian parameters. PennyLane also includes a collection of tutorials aimed specifically at quantum chemistry, suitable for both beginners and experts.

The rest of this manuscript is organized as follows. The first section covers basic principles of quantum chemistry such as the electronic structure problem and methods based on linear combinations of atomic orbitals. We then focus on the differentiable implementation of the Hartree-Fock method, describing fundamental principles of automatic differentiation and explaining how they can be used to construct differentiable implementations of electronic integrals, Fock matrices, and solvers for self-consistent field equations. We also explain how to use these calculations to construct qubit representations of molecular Hamiltonians, which are also fully differentiable.

We continue by providing an overview of quantum algorithms for quantum chemistry. We outline the core idea of using quantum computers to build many-body wavefunctions of molecules and compute expectation values of molecular Hamiltonians. We summarize the main methods for achieving this with a focus on variational approaches. The rest of the section describes how to design quantum circuits, compute expectation values, calculate ground and excited-state energies, and obtain exact energy derivatives, which can be used to perform geometry optimization and to compute vibrational normal modes and frequencies of molecules. We describe how to use PennyLane to implement fully differentiable workflows for quantum chemistry capable of simultaneously optimizing gate parameters, nuclear coordinates, and basis set parameters. We also describe how symmetries present in a Hamiltonian can be used to taper off qubits and perform more efficient
simulations. Finally, we demonstrate how to estimate quantum resources, such as the number of qubits, gates, and shots, for the variational quantum eigensolver (VQE) and quantum phase estimation (QPE) algorithms. Examples of PennyLane code are used throughout the manuscript as illustrations of the user interface.

Quantum chemistry

This section reviews basic principles of quantum chemistry that are central to the entire manuscript. This includes a discussion of central concepts such as fermionic ladder operators, the occupation-number representation, molecular Hamiltonians, molecular orbitals, and electron integrals.

The electronic structure problem

The underlying laws of quantum mechanics that govern the properties of molecules and materials have been understood for decades, yet the challenge remains to perform efficient and accurate calculations of these properties. A first step in taming the computational challenges of quantum chemistry is to decouple the electronic and nuclear degrees of freedom. This is known as the Born-Oppenheimer approximation, which is supported by the fact that electrons are largely responsible for the chemical properties of molecules, and nuclei are orders-of-magnitude heavier than electrons. The result is the electronic structure problem: solving the time-independent Schrödinger equation

$$ H |\Psi\rangle = E |\Psi\rangle, \quad (1) $$

for a collection of interacting electrons in the presence of an electrostatic field generated by the nuclei, which are treated as stationary point particles fixed to their positions. Here $H$ is the electronic Hamiltonian depending parametrically on the positions of the nuclei and $|\Psi\rangle$ is the quantum state of the electronic degrees of freedom. Knowledge of the eigenvalues $E_i$ and eigenstates $|E_i\rangle$ of the Hamiltonian is enough to compute important properties of molecules. Typically it is sufficient to consider only the ground state and the first few excited states.

We focus on the second-quantization approach where the antisymmetry of fermionic systems is captured by properties of operators, and states are represented in terms of occupation numbers. More concretely, we consider a set of functions $\{\phi_p(x)\}$, where $x = (r, \sigma)$ includes spatial ($r$) and spin ($\sigma$) degrees of freedom. These functions are referred to as spin-orbitals. We introduce the notation

$$ |n_1, n_2, \ldots, n_M\rangle, \quad (2) $$

to denote an electronic state in the space of $M$ spin-orbitals, where $n_p = 1$ if $\phi_p$ is occupied by an electron and $n_p = 0$ otherwise. Within the restrictions of the chosen set of spin-orbitals, any possible electronic state can be expressed as a superposition of states of this form.

To represent general operators, it is useful to define the fermionic ladder operators $a_p, a_p^\dagger$. They satisfy the anticommutation relations

$$ \{a_p, a_q^\dagger\} = \delta_{pq}, \quad (3) $$
$$ \{a_p, a_q\} = \{a_p^\dagger, a_q^\dagger\} = 0. \quad (4) $$

Their action on states in the occupation number representation is given by

$$ a_p |n_1, \ldots, n_M\rangle = \delta_{1,n_p} (-1)^{N_p} |n_1, \ldots, n_p \oplus 1, \ldots, n_M\rangle, \quad (5) $$
$$ a_p^\dagger |n_1, \ldots, n_M\rangle = \delta_{0,n_p} (-1)^{N_p} |n_1, \ldots, n_p \oplus 1, \ldots, n_M\rangle, \quad (6) $$

where $N_p = \sum_{i=1}^P n_i$ and $\oplus$ denotes addition modulo 2. The phase $(-1)^{N_p}$ applied to the state encodes the exchange symmetry of fermions, meaning that the states themselves do not need to be explicitly antisymmetrized — an important property that both classical and quantum algorithms benefit from.

In the regime where relativistic effects are not important and we can decouple electronic and nuclear degrees of freedom,
a molecular Hamiltonian can be represented in terms of these operators as

\[ H = \sum_{pq} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{pqrs} h_{pqrs} a_p^\dagger a_q^\dagger a_r a_s. \]  

(7)

The coefficients \( h_{pq} \) and \( h_{pqrs} \) are known respectively as the one- and two-electron integrals. They will be described in more detail in future sections.

**Linear combination of atomic orbitals**

For very simple systems like the hydrogen atom, it is possible to derive analytical solutions of the Schrödinger equation. For example, the ground-state wavefunction of the electron in the hydrogen atom is

\[ \Psi(r) = \frac{1}{\sqrt{\pi}} e^{-r}, \]

(8)

where \( r = (x, y, z) \) is the electron coordinate vector, \( r = \sqrt{x^2 + y^2 + z^2} \), and we use atomic units that set the Bohr radius equal to one. Analytical solutions for more complicated systems quickly become intractable, requiring the use of numerical methods. Any function can be represented in terms of a complete basis, for example the set of all plane waves of the form \( e^{-i \mathbf{k} \cdot \mathbf{r}} \). Since exact representations require an infinitely large basis set, it is customary to define a restricted basis set that can be used as an approximation to the continuum limit. The challenge is to find basis sets containing few elements that can still provide accurate representations.

The most common approach in quantum chemistry is to introduce localized basis sets that are appropriate for describing functions centered at the nuclei of each atom. These are used to represent localized functions known as atomic orbitals. By taking linear combinations of atomic orbitals, it is possible to represent molecular orbitals that describe how electrons are distributed around the entire molecule. This strategy is known as the linear combination of atomic orbitals (LCAO) [46].

Atomic orbitals \( \chi(r) \) are expanded in terms of primitive functions \( \psi(r) \) as

\[ \chi(r) = N \sum_{i=1}^{n} a_i \psi_i(r, \alpha_i), \]

(9)

where the \( a_i \) are coefficients, \( \alpha_i \) denote possible internal parameters of the primitive functions, and \( N \) is a normalization constant. Here we are implicitly assuming that these functions are centered at the origin, but their centers can be translated to the nuclear coordinates \( \mathbf{R} \) by setting \( \mathbf{r} \rightarrow \mathbf{r} - \mathbf{R} \). This choice is a key feature of the LCAO approach: electron wave functions have cusps centered at the nuclei where the Coulomb potential peaks, so it is useful to employ nuclei-centered orbitals that can replicate this behaviour. Molecular orbitals are denoted by \( \phi(r) \) and can be expressed as

\[ \phi(r) = \sum_{i} C_i \chi_i(r), \]

(10)

where the \( C_i \) are real coefficients and the index \( i \) runs over all atomic orbitals. Molecular orbitals can thus be viewed as a double expansion: they are a linear combination of atomic orbitals, which are themselves linear combinations of primitive basis set functions. In the restricted case, particles of different spin occupy the same spatial orbitals, allowing us to drop the spin label and consider both types of spin-orbitals on the same footing.

Experts have worked for decades to develop a vast array of increasingly sophisticated basis sets for chemistry applications [47, 48]. The coefficients \( a_i \), which have been optimized to describe the electronic structure of isolated atoms, are typically used regardless of the molecule containing the atoms. The parameters that are individually optimized for each molecule are the coefficients \( C_i \). Large basis sets are needed for highly-accurate simulations, which leads to increased computational costs. This establishes a fundamental trade-off between accuracy and efficiency which is particularly important for quantum algorithms, where the number of qubits typically increases with the number of elements in the basis set.

The one- and two-electron integrals \( h_{pq}, h_{pqrs} \) introduced in Eq. (7) can be interpreted as matrix elements of the Hamil-
tonian in the basis of molecular orbitals. Their full expressions are

\[
h_{pq} = \int dx \phi_p^*(x) \left( -\frac{\nabla^2}{2} - \sum_{i=1}^{N} \frac{Z_i}{|r_i - R_i|} \right) \phi_q(x), \tag{11}\]

\[
h_{pqrs} = \int dx_1 dx_2 \frac{\phi_p^*(x_1) \phi_q^*(x_2) \phi_r(x_2) \phi_s(x_1)}{|r_1 - r_2|}, \tag{12}\]

where \(Z_i\) is the atomic number of the \(i\)-th nucleus and the sum is taken over all atoms in the molecule. The one-electron integral contains contributions from the electronic kinetic energy and the electron-nuclear attraction, while the two-electron integral represents energy contributions from the Coulomb repulsion between pairs of electrons.

Molecular Hamiltonians are defined in terms of the integrals in Eqs. (11) and (12), which depend explicitly on the choice of molecular spin-orbitals. In the following section, we discuss the Hartree-Fock method, which can be employed to obtain optimized spin-orbitals. In PennyLane, the Hartree-Fock method is implemented in a fully differentiable manner, allowing users to compute gradients of all relevant quantities with respect to basis set parameters and nuclear coordinates. This is achieved using the techniques of automatic differentiation, which we describe briefly in comparison to other strategies such as symbolic and numerical differentiation.

Differentiable Hartree-Fock

The ability to compute derivatives of functions is a central task in science and mathematics. Symbolic differentiation obtains derivatives of an input function by direct mathematical manipulation, for example using standard strategies of differential calculus. These can be performed by hand or with the help of computer algebra software. The resulting expressions are exact, but the symbolic approach is of limited scope, particularly since many functions are not known in explicit analytical form. Symbolic methods also suffer from the expression swell problem where careless usage can lead to exponentially large symbolic expressions. Numerical differentiation is a versatile but unstable method, often relying on finite differences to calculate approximate derivatives. This is problematic especially for large computations consisting of many differentiable parameters [49].

Automatic differentiation is a computational strategy where a function implemented using computer code is differentiated by expressing it in terms of elementary operations for which derivatives are known [49, 50]. The gradient of the target function is then obtained by applying the chain rule through the entire code. In principle, automatic differentiation can be used to calculate derivatives of a function using resources comparable to those required to evaluate the function itself. This strategy has gained significant attention in machine learning, and consequently several software packages for automatic differentiation have been developed [1–4].

In this section, we describe the Hartree-Fock method for quantum chemistry and outline its implementation in PennyLane using principles of automatic differentiation. Building upon work pioneered in Ref. [44], PennyLane provides built-in methods for constructing atomic and molecular orbitals, building Fock matrices, and solving the self-consistent Hartree-Fock equations to obtain optimized orbitals, which can be used to construct molecular Hamiltonians. PennyLane allows users to natively compute derivatives of all these objects with respect to the underlying parameters. The implementation makes use of differentiable transforms, allowing the entire workflow to be differentiable while maintaining a simple and flexible user interface. All physical quantities in this context are defined in atomic units.

The main goal of the Hartree-Fock method is to obtain molecular spin-orbitals that minimize the energy of a state where electrons are treated as independent particles occupying the lowest-energy orbitals. Here we provide an overview of the main steps of this process and their PennyLane implementation. An in-depth pedagogical review can be found in Ref. [46]. We focus on the restricted Hartree-Fock method, where each spatial orbital is occupied by two electrons with opposite spin.

Basis sets, orbitals, and molecules

The design and choice of basis sets is largely guided by their usefulness in computational methods. Part of the challenge in optimizing molecular orbitals, building Hamiltonians, and performing electronic structure calculations is to compute integrals over primitive basis functions. Most modern methods in quantum chemistry employ Gaussian functions as the
primitive basis because they are simple to evaluate analytically and numerically \[51\]. These are functions of the form
\[
\psi(r, \alpha) = x^l y^m z^n e^{-\alpha r^2},
\]
where for simplicity we assume are centered at the origin. Gaussian functions $e^{-\alpha r^2}$ are smoother at the origin and decay more quickly than Slater-type functions $e^{-\alpha r}$, as in Eq. (8). Nonetheless, linear combinations of Gaussians can be used to approximate Slater-type orbitals. This is the strategy of the STO-nG class (Slater-type orbitals with $n$ primitive Gaussians), of which the simplest example that is commonly used is the STO-3G basis set. This consists of atomic orbitals of the form
\[
\chi(r) = \sum_{i=1}^{3} a_i \psi(r, \alpha_i),
\]
where the contraction coefficients $a_i$ and the exponents $\alpha_i$ are typically predefined for each atom, but in principle can be optimized for specific molecules. PennyLane provides native support for the STO-3G, 6-31G, 6-311G and cc-pVDZ basis sets in the differentiable solver, while also allowing users to import other basis sets. Moreover, PennyLane provides native support for differentiating atomic orbitals with respect to contraction coefficients, exponents, and nuclear coordinates.

The \texttt{Molecule} class can be used to encapsulate all relevant information about a system. By specifying a list of atomic symbols and nuclear coordinates, we can instantiate a molecule object containing as attributes the charge of the molecule, number of electrons, nuclear charges, number of orbitals, Gaussian exponents $\alpha_i$, Gaussian centers, contraction coefficients $a_i$, and angular momentum values $(l, m, n)$ of the basis functions, which can also be optionally passed by the user. This enables sophisticated functions that depend on all these parameters to simply take a molecule object as an argument.

```python
import pennylane as qml
from pennylane import numpy as np
symbols = ['H', 'H']
geometry = np.array([[0.0, 0.0, -0.6614], [0.0, 0.0, 0.6614]])
mol = qml.qchem.Molecule(symbols, geometry)
```

\textbf{Codeblock 1: Constructing a molecule object for the hydrogen molecule.}

\textbf{Matrices and integrals}

To group all coefficients in a single object, we can define the coefficient matrix $C$ with entries $C_{\mu i}$ such that the $i$-th molecular orbital can be expressed as
\[
\phi_i(r) = \sum_{\mu} C_{\mu i} \chi_\mu(r),
\]
where Greek letters are used to denote sums over basis functions. We also define the matrix $P$ with entries
\[
P_{\mu \nu} = \sum_i C_{\mu i} C_{\nu i},
\]
which leads to a concise expression for the Hartree-Fock energy
\[
E = 2 \sum_{\mu \nu} P_{\mu \nu} H_{\mu \nu} + \sum_{\mu \nu} P_{\mu \nu} (2J_{\mu \nu} - K_{\mu \nu}).
\]
The matrices appearing in this expansion are the core Hamiltonian $H$ with entries
\[
H_{\mu \nu} = \int dr \chi^*_\mu(r) \left( -\frac{1}{2} \nabla^2 - \sum_{i=1}^{N} \frac{Z_i}{|r - R_i|} \right) \chi_\nu(r),
\]
the Coulomb matrix $J$ with entries
\[
J_{\mu \nu} = \sum_{\eta \gamma} P_{\eta \gamma} (\mu \gamma | \eta \gamma),
\]
and the exchange matrix $K$ with entries

$$K_{\mu\nu} = \frac{1}{2} \sum_{\eta\gamma} P_{\mu\nu}(\mu\eta|\nu\gamma),$$  

(20)

where the electron repulsion integral is defined as

$$(\mu\nu|\eta\gamma) = \int dr_1 dr_2 \chi^*_\mu(r_1) \chi^*_\nu(r_2) \chi_\eta(r_1) \chi_\gamma(r_2) / |r_1 - r_2|.$$  

(21)

The core Hamiltonian does not depend on the coefficients $C_{\mu\iota}$, but the total energy depends on them through the matrix $P$.

The goal of the Hartree-Fock method is to find the coefficients $C_{\mu\iota}$ that minimize the total energy function. While this problem could be tackled through different strategies, a closed-form solution is known that can be used to directly obtain the optimized molecular orbitals $[51]$. Central to this approach is the Fock matrix $F$, whose entries are defined as

$$F_{\mu\nu} := \frac{\partial E}{\partial P_{\mu\nu}} = H_{\mu\nu} + 2J_{\mu\nu} - K_{\mu\nu}.$$  

(22)

PennyLane provides functionality to compute core Hamiltonians, Coulomb matrices, exchange matrices, repulsion integrals, Fock matrices, and total energy, all of which are differentiable with respect to nuclear coordinates, contraction coefficients, and Gaussian exponents. By expanding the atomic orbitals in terms of the primitive Gaussian functions, the core Hamiltonian integrals of Eq. (18) and the electron repulsion integrals of Eq. (21) can be expressed as linear combinations of Gaussian integrals, for which there exist closed-form analytical formulas $[52]$. This enables an implementation that is directly compatible with automatic differentiation techniques. PennyLane currently builds on Autograd $[1]$ as a lightweight approach to computing derivatives.

**Self-consistent equations**

The problem of finding the optimal coefficients $C_{\mu\iota}$ can be reduced to solving the Roothaan-Hall equation $[46, 53, 54]$

$$FC = SC,$$  

(23)

where $F$ and $C$ are respectively the Fock and coefficient matrix, $E$ is a diagonal matrix of eigenvalues, and $S$ is the overlap matrix with entries

$$S_{\mu\nu} = \int dr \chi_\mu(r)^* \chi_\nu(r).$$  

(24)

Equation (23) can be further simplified by transforming the Fock and coefficient matrices. Diagonalizing the overlap matrix as

$$S = \mathbf{D} \mathbf{V}^T,$$  

(25)

where $\mathbf{D}$ is a diagonal matrix, we define $X = \mathbf{D}^{-1/2} \mathbf{V}^T$, $C = X \tilde{C}$, and $\tilde{F} = X^T FX$. The equation can then be cast in its standard form

$$\tilde{F}\tilde{C} = \tilde{C}E.$$  

(26)

This is an eigenvalue problem that can be solved using standard techniques in linear algebra, which are compatible with automatic differentiation.

The Fock matrix depends implicitly on the coefficient matrix. By setting an initial value for $\tilde{C}_0$, computing the resulting matrix $\tilde{F}_0$, and solving Eq. (26), it is possible to end with a solution $\tilde{C}_1$ that is inconsistent with the original choice of $\tilde{C}_0$. Instead, we seek a self-consistent solution by iteratively repeating the process until $C_k = C_{k+1}$. Once a self-consistent solution is found, the resulting coefficients can be used to construct optimized molecular orbitals, compute the Hartree-Fock energy, and build molecular Hamiltonians. Different initialization strategies are possible, but a simple and effective approach is to set the first coefficient matrix equal to zero, meaning the only contribution to the energy arises from the core Hamiltonian. The example code below shows how to calculate the Hartree-Fock energy and its gradient with respect
to nuclear coordinates for the simple case of the hydrogen molecule, which we focus on for subsequent code examples:

```python
import pennylane as qml
energy = qml.qchem.hf_energy(mol)(geometry)
g = qml.grad(qml.qchem.hf_energy(mol))(geometry)
```

**Codeblock 2:** Calculating the Hartree-Fock energy and its derivative with respect to nuclear coordinates. This uses the same quantities defined in Codeblock 1. The nuclear coordinates that define the molecular geometry are differentiable by default.

This simple user interface for constructing molecule objects makes use of default values for the basis set, charge, multiplicity, and active space of the molecule. Advanced users can also specify custom values for all these quantities.

## Qubit Hamiltonians

The starting point of many quantum algorithms for quantum chemistry is the Hamiltonian describing the system of interest. The molecule itself is described by the set of its constituent atoms and their coordinates in three-dimensional space. Within a given basis set, this information is sufficient to build the Fock matrix and implement the Hartree-Fock method. The resulting optimized orbitals are then used to compute the one- and two-electron integrals that specify the molecular Hamiltonian in terms of fermionic ladder operators.

To execute a quantum algorithm, it is necessary to express the Hamiltonian as a qubit operator while ensuring that it retains all the required fermionic exchange symmetries. This in turn requires a description of fermionic states in terms of qubit states. These transformations are performed using fermionic-to-qubit mappings [29]. The most widely used is the Jordan-Wigner transformation [55]. Here, a state \(|n_1 \cdots n_M\rangle\) in the occupation number representation on \(M\) spin-orbitals can be directly mapped to a state \(|n_1\rangle|n_2\rangle \cdots |n_M\rangle\) on \(M\) qubits, where the state of the \(i\)-th qubit is \(|1\rangle\) if the corresponding spin-orbital is occupied, and \(|0\rangle\) otherwise. Fermionic ladder operators are transformed as

\[
a_p = \frac{1}{2} Z_0 \otimes \cdots Z_{p-1} \otimes (X_p + iY_p),
\]

\[
a_p^\dagger = \frac{1}{2} Z_0 \otimes \cdots Z_{p-1} \otimes (X_p - iY_p),
\]

where \(X, Y, Z\) are Pauli matrices. This results in a Hamiltonian of the form

\[
H = \sum_j h_j P_j,
\]

where \(P_j\) is a tensor product of the Pauli matrices \(I, X, Y, Z\). In PennyLane, a qubit Hamiltonian can be easily obtained with the `molecular_hamiltonian()` function:

```python
H = qml.qchem.molecular_hamiltonian(symbols, geometry)
```

**Codeblock 3:** Constructing the Hamiltonian for the hydrogen molecule, using the same definitions as in Codeblock 1.

As an alternative to the differentiable Hartree-Fock solver, PennyLane can also interface with the external packages PySCF [56] or Psi4 [57] to calculate the one- and two-electron integrals and use functionality in OpenFermion [41] to construct the qubit Hamiltonian. Users can also construct OpenFermion Hamiltonians themselves and map them to PennyLane Hamiltonians.

The `molecular_hamiltonian()` function can take differentiable parameters as input to construct the Hamiltonian. Under the hood, this function uses the differentiable solver to compute the optimized Hartree-Fock orbitals, calculate the one- and two-electron integrals, and perform the Jordan-Wigner fermionic-to-qubit mapping to construct a PennyLane Hamiltonian.

Differentiable qubit Hamiltonians can be constructed by defining the atomic symbols and nuclear coordinates for a given molecule and specifying the molecular parameters that will be differentiated. Currently, the exponents, contraction coefficients, and centers of the Gaussian basis functions can be specified to be differentiable by setting `requires_grad=True`
when their initial values are defined. The following example code shows how to build a differentiable qubit Hamiltonian when the atomic coordinates and the basis set parameters are all differentiable:

```python
from pennylane import numpy as np

symbols = ['H', 'H']
geometry = np.array([[0.0, 0.0, -0.6614], [0.0, 0.0, 0.6614]], requires_grad=True)

# basis set exponents
alpha = np.array([[3.4, 0.6, 0.2], [3.4, 0.6, 0.2]], requires_grad=True)

# basis set contraction coefficients
coeff = np.array([[0.2, 0.5, 0.4], [0.2, 0.5, 0.4]], requires_grad=True)

mol = qml.qchem.Molecule(symbols, geometry, alpha=alpha, coeff=coeff)

args = [geometry, alpha, coeff]
H = qml.qchem.molecular_hamiltonian(symbols, geometry, alpha=alpha, coeff=coeff, args=args)[0]
```

**Codeblock 4: Constructing the differentiable Hamiltonian for the hydrogen molecule.**

PennyLane also provides functionality to construct sparse matrix representations of molecular Hamiltonians. In simulators, this is used by PennyLane to perform fast computations of expectation values. PennyLane also allows users to directly diagonalize the target Hamiltonian from its sparse-matrix representation, which can be used to benchmark the performance of quantum algorithms without the need to perform additional quantum chemistry calculations, such as full-configuration interaction. Besides molecular Hamiltonians, PennyLane also provides support for constructing other observables, which currently require interfacing with external packages. These include total particle number, total spin, spin projection, dipole moment, and user-specified observables.

**Quantum circuits**

Quantum algorithms for quantum chemistry construct states of many-body fermionic systems and extract relevant information from them. The most popular methods to achieve this are quantum phase estimation and variational algorithms. In quantum phase estimation [58], the eigenvalues of a Hamiltonian $H$ are encoded in the eigenvalues of a unitary $U$, for example through the time-evolution operator $U = e^{-iHt}$. The algorithm samples from the spectrum of $U$ by performing repeated calls to an oracle implementing $U$ controlled on the state of auxiliary qubits. The auxiliary qubits are then rotated using an inverse quantum Fourier transform and measured to reveal a sampled eigenvalue. If the input state has a sufficiently large overlap with a target eigenstate of $H$, quantum phase estimation can probabilistically prepare the target eigenstate and compute its corresponding eigenvalue.

This is a remarkable capability that underlies the long-term potential of quantum computing for quantum chemistry. However, quantum phase estimation requires a large number of qubits and long-depth circuits that make it challenging to implement in both hardware and simulators, even for small systems. Still, PennyLane provides a general template for quantum phase estimation that can be leveraged by advanced users to study prototype applications to quantum chemistry.

In variational algorithms, the goal is to design quantum circuits that can be optimized to prepare fermionic states of interest. This allows for shorter-depth circuits without the need for auxiliary qubits, making them more appropriate for simulation and implementation in noisy hardware. However, variational algorithms lack the theoretical guarantees of quantum phase estimation and struggle to compute expectation values efficiently when implemented in hardware [59]. Optimization can often be carried out using gradient-based methods, meaning variational algorithms are amenable to the methodologies of quantum differentiable programming that are PennyLane’s core strength. Below we discuss the various strategies that can be used in PennyLane to create, evaluate, and optimize variational quantum circuits for quantum chemistry.
Givens rotations

Under the Jordan-Wigner transformation, a qubit is associated with each spin-orbital and its states are used to represent occupied \(|1\rangle\) or unoccupied \(|0\rangle\) spin-orbitals. When designing quantum circuits for quantum chemistry, it is useful to employ only particle-number conserving gates guaranteeing that the trial space is within the correct particle number subspace. The simplest non-trivial particle-conserving gate is a two-qubit transformation that couples the states \(|01\rangle, |10\rangle\) as

\[
U |01\rangle = a |01\rangle + b |10\rangle,
\]

\[
U |10\rangle = c |10\rangle + d |01\rangle,
\]

while acting as the identity on \(|00\rangle\) and \(|11\rangle\). Here \(|a|^2 + |b|^2 = |c|^2 + |d|^2 = 1\) and \(ab^* + cd^* = 0\) to ensure unitarity. This is an example of a Givens rotation: a two-dimensional rotation in the subspace of a larger Hilbert space. Restricting to the case of real parameters, this gate can be written as

\[
G(\theta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\theta/2) & -\sin(\theta/2) & 0 \\
0 & \sin(\theta/2) & \cos(\theta/2) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

where we use the ordering \(|00\rangle, |01\rangle, |10\rangle, |11\rangle\) of computational basis states. We call this a single-excitation gate because the states \(|10\rangle, |01\rangle\) differ by the excitation of a single particle. Similarly, we can consider the four-qubit gate that couples the states \(|1100\rangle\) and \(|0011\rangle\) as

\[
G^{(2)}(\theta) |0011\rangle = \cos(\theta/2) |0011\rangle + \sin(\theta/2) |1100\rangle,
\]

\[
G^{(2)}(\theta) |1100\rangle = \cos(\theta/2) |1100\rangle - \sin(\theta/2) |0011\rangle.
\]

This is an example of a double-excitation gate. Single-excitation and double-excitation gates are implemented natively in PennyLane, together with decompositions into elementary gate sets and analytical gradient rules \([60, 61]\).

It was proven in Ref. \([62]\) that controlled single-excitation gates are universal for particle-conserving unitaries, establishing the role of Givens rotations as the ideal building blocks of quantum circuits for quantum chemistry. PennyLane places an emphasis on single and double-excitation gates in the construction of variational circuits, as shown in the example code below. Using the \(\texttt{qnode}\) decorator, quantum circuits can be connected to a specific device performing its execution, whether hardware or simulators. In this case the circuit is executed by the built-in \(\texttt{default.qubit}\) simulator, which returns the expectation value of the Hamiltonian:

```python
import pennylane as qml

dev = qml.device("default.qubit", wires=4)

@qml.qnode(dev)
def circuit(params):
    qml.BasisState(np.array([1, 1, 0, 0]), wires=range(4))
    qml.DoubleExcitation(params[0], wires=[0, 1, 2, 3])
    qml.SingleExcitation(params[1], wires=[0, 2])
    qml.SingleExcitation(params[2], wires=[1, 3])
    return qml.expval(H)
```

**Codeblock 5:** An example circuit built using excitation gates based on Givens rotations. The circuit is initialized in the Hartree-Fock state for a system with two electrons in two spin-orbitals. It then applies a double-excitation gate and two single-excitation gates that are chosen to preserve spin.

**Templates**

A common approach in the design of quantum circuits for quantum chemistry is to propose a fixed circuit architecture that can be used for a variety of molecules. Also known as ansätze, these circuits aim to provide a general strategy for creating states of interest in quantum chemistry. Circuits composed of multiple gates can be pre-coded in PennyLane as templates, which can then be called in the same way as individual operations. This allows for a simple interface to build circuits that implement various ansätze for quantum chemistry.
PennyLane currently provides templates for the unitary coupled-cluster singles and doubles (UCCSD) [63, 64], particle-conserving gate fabrics [65], k-UpCCGSD [66], and the AllSinglesDoubles [62] ansatz consisting of all spin-conserving single and double-excitation gates, which is shown in the example code below:

```python
import pennylane as qml
from pennylane import numpy as np

singles = [[0, 2], [1, 3]]
doubles = [[0, 1, 2, 3]]
hf = np.array([1, 1, 0, 0])

dev = qml.device("default.qubit", wires=4)

@qml.qnode(dev)
def circuit(params, wires):
    qml.AllSinglesDoubles(params, wires, hf, singles, doubles)
    return qml.expval(H)
```

**Codeblock 6:** Using a template to implement a circuit consisting of all spin-conserving single- and double-excitation gates acting on the Hartree-Fock state defined on a system with two electrons and four spin-orbitals, as in the hydrogen molecule in a minimal basis set.

Adaptive circuits

A fixed circuit ansatz may work well in many cases but it will not be optimized for the specific problem at hand. This motivates strategies that select gates using information from the system being studied, which can lead to more efficient circuits. The most common approach for adaptively creating circuits is to select gates that have a large gradient with respect to the relevant cost function. By design, PennyLane allows the computation of gradients with respect to all parametrized gates in a quantum circuit.

The strategy of the ADAPT-VQE algorithm [32, 67] is to define a pool of gates, apply each to an initial state (typically the Hartree-Fock state), and select the gate with the largest gradient. This gate is then optimized and the resulting gate parameter fixed, which defines a new initial state. The procedure is repeated until a convergence criterion is reached. The AdaptiveOptimizer() functionality in PennyLane can be used to implement algorithms such as ADAPT-VQE:

```python
import pennylane as qml
from pennylane import numpy as np

operator_pool = [qml.DoubleExcitation(0.0, wires=[0, 1, 2, 3]),
                 qml.SingleExcitation(0.0, wires=[0, 2]),
                 qml.SingleExcitation(0.0, wires=[1, 3])]

opt = qml.AdaptiveOptimizer()
for i in range(len(operator_pool)):
    circuit, energy, gradient = opt.step_and_cost(circuit, operator_pool)
```

**Codeblock 7:** Building a circuit adaptively by selecting and adding gates from a user-defined collection of operators. The initial state is defined on a system with two electrons and four spin-orbitals, as in the hydrogen molecule in a minimal basis set.

Ground and excited-state energies

Once a quantum circuit has been defined, the goal of variational algorithms is to optimize the circuit with respect to an appropriate cost function. As discussed before, it is often sufficient to compute ground and excited-state energies of molecular Hamiltonians. This section discusses algorithms for performing these calculations and their PennyLane implementation.
Ground states

The variational quantum eigensolver (VQE) is an algorithm that computes approximate ground-state energies by optimizing the parameters of a quantum circuit with respect to the expectation value of a molecular Hamiltonian. More precisely, using \( \theta = (\theta_1, \ldots, \theta_n) \) to denote the parameters of a variational circuit, \( |\psi(\theta)\rangle \) to denote the state prepared by the circuit, and \( H \) for the molecular Hamiltonian, the goal of VQE is to optimize the quantum circuit in order to minimize the cost function

\[
C(\theta) = \langle \psi(\theta)|H|\psi(\theta)\rangle.
\]  

This is a broad approach that encompasses a variety of methods for circuit design and parameter optimization. As discussed above, PennyLane provides functionality to build molecular Hamiltonians and design quantum circuits using individual gates, templates, or adaptive methods. To perform the circuit optimization, users have access to a wide array of gradient-based optimizers that leverage PennyLane’s built-in ability to compute gradients of quantum circuits. This includes quantum-aware optimizers such as the quantum natural gradient [68], Rotosolve [61, 69, 70], and Rotoselect [70].

To compute expectation values of Hamiltonians using simulators, PennyLane converts the Hamiltonian to a sparse matrix, then uses the vector representation of the state to compute the expectation value \( \langle H \rangle = \langle \psi|H|\psi \rangle \) directly using matrix-vector multiplication. It is also possible to directly pass a sparse matrix representation of the Hamiltonian to PennyLane’s \texttt{expval()} \ function. Gradients are obtained using parameter-shift rules [71], backpropagation, or the adjoint method.

To calculate expectation values in hardware, it is necessary to compute the expectation of each term in the Hamiltonian’s expansion as a linear combination of Pauli words

\[
\langle H \rangle = \sum_j h_j \langle P_j \rangle.
\]  
The expectation values \( \langle P_j \rangle \) can be calculated by performing only additional single-qubit rotations because the Pauli words \( P_j \) are tensor products of local qubit operators. One major challenge is the large number of terms in this expansion, which increases rapidly for larger molecules. This leads to the requirement for a total number of samples that scales dramatically with system size; a major obstacle for scaling these algorithms. To partially alleviate this problem, it is possible to group Pauli words into sets of mutually-commuting operators whose expectation values can then be calculated from the same measurement statistics. This functionality is provided in PennyLane’s \texttt{grouping} \ module, and can be activated by passing the keyword argument \texttt{optimize=True} \ when computing the expectation value.

The code below shows a full VQE workflow in PennyLane for computing the ground state of the hydrogen molecule in the default minimal basis set.

```python
import pennylane as qml
from pennylane import numpy as np

symbols = ['H', 'H']
geometry = np.array([[-0.6614], [0.6614]], requires_grad=False)
mol = qml.qchem.Molecule(symbols, geometry)
H = qml.qchem.molecular_hamiltonian(symbols, geometry)[0]

@qml.qnode(qml.device("default.qubit", wires=4))
def circuit(param):
    qml.BasisState(np.array([1, 1, 0, 0]), wires=range(4))
    qml.DoubleExcitation(param, wires=[0, 1, 2, 3])
    return qml.expval(H)

opt = qml.GradientDescentOptimizer(stepsize=0.4)
theta = np.array(0.0, requires_grad=True)

for n in range(20):
    theta, energy = opt.step_and_cost(circuit, theta)
```

\textbf{Codeblock 8:} VQE workflow to compute the ground-state energy of the hydrogen molecule.
By performing ground-state calculations for Hamiltonians $H(R)$ defined on different nuclear coordinates $R$, it is possible to compute ground-state potential energy surfaces of molecules, which are defined by the energy function

$$E(R) = \min_{\psi} \langle \psi | H(R) | \psi \rangle = \langle \psi_0(R) | H(R) | \psi_0(R) \rangle,$$

where $|\psi_0(R)\rangle$ is the ground state, which depends on the nuclear coordinates $R$. The minima of a potential energy surface correspond to equilibrium geometries, while local maxima correspond to transition states. Computing the energies at these configurations allows us to calculate activation energies and chemical reaction rates.

**Excited states**

The simplest method to extend ground-state algorithms to excited states is to leverage the fact that eigenstates are mutually orthogonal [72, 73]. Excited-state energies can be computed by adding penalty terms to the cost function that enforce orthogonality with lower-lying eigenstates. For example, to optimize a circuit that prepares the first excited state we employ the cost function

$$C^{(1)}(\theta) = \langle \psi(\theta) | H^{(1)} | \psi(\theta) \rangle,$$

$$H^{(1)} = H + \beta |\psi_0\rangle \langle \psi_0|,$$

where $\beta > 0$ is an adjustable penalty parameter. The ground state $|\psi_0\rangle$ is also an eigenstate of $H^{(1)}$ with eigenvalue $E_0 + \beta$, where $E_0$ is the ground-state energy of $H$. Setting $\beta > E_1 - E_0$ ensures that the lowest-energy eigenstate of $H^{(1)}$ is actually the first excited state of $H$. This procedure can be iterated to find the $k$-th excited state by minimizing the cost function

$$C^{(k)}(\theta) = \langle \psi(\theta) | H^{(k)} | \psi(\theta) \rangle,$$

$$H^{(k)} = H + \sum_{i=0}^{k-1} \beta_i |\psi_i\rangle \langle \psi_i|.$$

PennyLane users can perform excited-state calculations using the same functionalities as for ground-state computations by adjusting the cost function accordingly. It is also possible to employ the built-in spin and dipole moment observables to add penalties that select excited states corresponding to desired transitions.

These extended cost functions can be readily evaluated using simulators, but require additional resources in hardware. Penalty terms of the form $|\langle \psi(\theta) | \psi_i \rangle|^2$ can be computed using a SWAP test, which requires roughly doubling the number of qubits for the same circuit depth. An alternative is to apply a unitary $V^\dagger$ at the end of the circuit, where $V |0\rangle = |\psi_i\rangle$. The desired overlap can be computed as $|\langle \psi(\theta) | \psi_i \rangle|^2 = |\langle 0 | U(\theta) V^\dagger | 0 \rangle|^2$, which is the probability of measuring the all-zero state in the adjusted circuit and $U(\theta)$ is a unitary preparing the trial ground state. This maintains the same number of qubits while roughly doubling the circuit depth.

**Energy derivatives**

Ground and excited-state energies provide valuable information about the properties of molecules, but they are not exhaustive in revealing all relevant information. Further insights can be obtained by studying gradients of the total energy. This provides the ability to calculate forces on nuclei, perform molecular geometry optimization, and compute vibrational normal modes and frequencies in the harmonic approximation. This section describes the theory of energy derivatives in quantum chemistry and explains how to implement related algorithms in PennyLane.

**Nuclear forces and geometry optimization**

The force experienced by the nuclei of each atom in a molecule is given by the gradient of the total energy with respect to the nuclear coordinates

$$F(R) = -\nabla_R E(R),$$
where $E(R)$ is defined as in Eq. \((37)\). From the Hellmann-Feynman theorem, the derivative of the ground-state energy with respect to the coordinates of the $i$-th atom can be written as

$$ \frac{\partial E(R)}{\partial R_i} = \left\langle \psi_0(R) \right| \frac{\partial H(R)}{\partial R_i} \left| \psi_0(R) \right\rangle. $$ \hspace{1cm} (43)

This is an analytical expression that can be calculated from a circuit that has been optimized to prepare $|\psi_0(R)\rangle$. Crucially, it requires a method to compute the Hamiltonian derivatives $\partial H(R)/\partial R_i$. One of the key advantages of PennyLane’s differentiable Hartree-Fock solver is that energy can be calculated directly and exactly using methods of automatic differentiation, as illustrated in the example code below:

```python
import pennylane as qml
from pennylane import numpy as np
symbols = ["H", "H"]
geometry = np.array([[0.0, 0.0, -0.6614], [0.0, 0.0, 0.6614]], requires_grad=True)
mol = qml.qchem.Molecule(symbols, geometry)
args = [geometry]
dev = qml.device("default.qubit", wires=4)
def energy(mol):
    @qml.qnode(dev)
    def circuit(*args):
        qml.BasisState(np.array([1, 1, 0, 0]), wires=range(4))
        # applies gate with optimal parameter
        qml.DoubleExcitation(0.209733, wires=[0, 1, 2, 3])
        H = qml.qchem.molecular_hamiltonian(symbols, geometry, args=args)[0]
        return qml.expval(H)
    return circuit

forces = -qml.grad(energy(mol))(*args)
```

**Codeblock 9:** The nuclear forces can be computed exactly using the differentiable Hartree-Fock solver to compute gradients of an optimized circuit that calculates the ground-state energy.

More broadly, as described in Ref. \([74]\), Hamiltonian derivatives permit the study of cost functions that depend both on circuit parameters $\theta$ and Hamiltonian parameters such as the nuclear coordinates $R$:

$$ C(\theta, R) = \left\langle \psi(\theta) | H(R) | \psi(\theta) \right\rangle. $$ \hspace{1cm} (44)

PennyLane users can compute gradients of this cost function with respect to both set of parameters, allowing for a joint optimization of the cost function. The results are optimal circuit parameters $\theta^*$ that prepare an approximate ground state and optimal nuclear coordinates $R^*$ that describe the equilibrium geometry of the molecule.

**Hessians and vibrational modes**

Expressions for higher-order energy derivatives can also be obtained \([33, 75]\), but in this case there are contributions arising from derivatives of the ground state $|\psi_0(R)\rangle$, which themselves depend on derivatives of the optimal parameters $\theta^*(R)$. The second-order derivatives that define the Hessian of the energy can be calculated as \([33]\

$$ \frac{\partial^2 E(R)}{\partial R_i \partial R_j} = \sum_a \left[ \frac{\partial^3 \psi_0^*(R)}{\partial R_i \partial R_j} \frac{\partial}{\partial \theta_a} E(R) + \left\langle \psi(\theta^*(R)) \right| \frac{\partial^2 H(R)}{\partial R_i \partial R_j} \left| \psi(\theta^*(R)) \right\rangle. $$

To evaluate this expression, it is necessary to compute the expectation value of the Hessian of the Hamiltonian $\partial^2 H(R)/\partial R_i \partial R_j$, which again can be performed exactly using PennyLane’s differentiable Hartree-Fock solver. The need for exact calculations is even more important in this case since approximate techniques such as finite-difference are notoriously problematic for Hessians.
To compute $\frac{\partial}{\partial \theta} \frac{\partial \mathbf{R}}{\partial \theta}$, it suffices to take the circuit that has been optimized to prepare the ground-state energy and compute its gradient with respect to the expectation value of $\frac{\partial H(\mathbf{R})}{\partial \mathbf{R}_j}$. This can be performed natively with PennyLane by computing gradients of a circuit that has been optimized to calculate the ground-state energy. The remaining term $\frac{\partial \theta^*_a(\mathbf{R})}{\partial \mathbf{R}_i}$ can be obtained by solving the response equations [33]:

$$\sum_b \frac{\partial}{\partial \theta_a} \frac{\partial E(\mathbf{R})}{\partial \theta_b} \frac{\partial \theta^*_b(\mathbf{R})}{\partial \mathbf{R}_i} = - \frac{\partial}{\partial \theta_a} \frac{\partial E(\mathbf{R})}{\partial \mathbf{R}_j}. \tag{45}$$

We previously discussed how $\frac{\partial}{\partial \theta_a} \frac{\partial E(\mathbf{R})}{\partial \mathbf{R}_j}$ can be computed. The term $\frac{\partial}{\partial \theta_a} \frac{\partial E(\mathbf{R})}{\partial \theta_b}$ is the second-order derivative of the circuit with respect to the expectation value of the Hamiltonian, evaluated at the optimal circuit parameters. It can also be performed natively with PennyLane by expressing the Hessian as the Jacobian of the gradient. Therefore all terms in the equation can be calculated except for $\frac{\partial \theta^*_b(\mathbf{R})}{\partial \mathbf{R}_i}$. This can be obtained by constructing the response equations of Eq. (46) and solving the resulting system of linear equations.

Computing energy Hessians provides information about the vibrational structure of molecules, which can be used as inputs to algorithms for calculating properties such as vibronic spectra and vibrational dynamics [76–79]. In the harmonic approximation, the potential experienced by the nuclei is approximated by a quadratic function that leads to harmonic motion. The eigenvectors of the energy Hessian correspond to the normal modes of vibration in the harmonic approximation, and the eigenvalues are the vibrational normal mode frequencies.

### Fully-differentiable workflows

This section combines concepts described throughout the manuscript to illustrate how PennyLane can be used to create differentiable quantum chemistry workflows for electronic structure calculations capable of simultaneously optimizing circuit parameters, nuclear coordinates, and basis set parameters. The example code below illustrates this for the $\text{H}_3^+$ cation.

```python
import pennylane as qml
from pennylane import numpy as np

symbols = ["H", "H", "H"]

# non-equilibrium geometry
geometry = np.array([[0.0, 0.0, 0.0], [1.0, 1.0, 0.0], [2.0, 0.0, 0.0]], requires_grad=True)

# basis set exponents
alpha = np.array([[3.4253, 0.6239, 0.1689], [3.4253, 0.6239, 0.1689], [3.4253, 0.6239, 0.1689]], requires_grad=True)

# basis set contraction coefficients
coeff = np.array([[0.1543, 0.5353, 0.4446], [0.1543, 0.5353, 0.4446], [0.1543, 0.5353, 0.4446]], requires_grad=True)

# basis set
params = [np.array([0.0], requires_grad=True)] * 2

dev = qml.device("default.qubit", wires=6)

def energy(mol):
    @qml.qnode(dev)
    def circuit(*args):
        qml.BasisState(np.array([1, 1, 0, 0, 0, 0]), wires=range(6))
        qml.DoubleExcitation(*args[0][0], wires=[0, 1, 2, 3])
        qml.DoubleExcitation(*args[0][1], wires=[0, 1, 4, 5])
        H = qml.qchem.molecular_hamiltonian(mol.symbols, mol.cordinates, charge=1, alpha=mol.alpha, coeff=mol.coeff, args=arg[1:])
        return qml.expval(H)
    return circuit
```
mol = qml.qchem.Molecule(symbols, geometry, alpha=alpha, coeff=coeff)
args = [params, geometry, alpha, coeff]

# gradient for circuit parameters
gradient_params = qml.grad(energy(mol), argnum = 0)(*args)

# gradient for nuclear coordinates
forces = -qml.grad(energy(mol), argnum = 1)(*args)

# gradient for basis set exponents
gradient_alpha = qml.grad(energy(mol), argnum = 2)(*args)

# gradient for basis set contraction coefficients
gradient_coeff = qml.grad(energy(mol), argnum = 3)(*args)

---

**Codeblock 10:** Workflow for simultaneously optimizing circuit parameters, nuclear coordinates, and basis set parameters for the $H_3^+$ cation.

Qubit tapering

The number of qubits required to simulate a molecular Hamiltonian can be reduced in the presence of symmetries [80, 81]. PennyLane provides functions for tapering off qubits from Hamiltonians containing multiple $\mathbb{Z}_2$ symmetries [80]. The qubit tapering method requires finding a unitary operator that transforms the molecular Hamiltonian to a new Hamiltonian that has the same eigenvalues. The new Hamiltonian always acts trivially, e.g., with an identity or a Pauli-$X$ operator, on a set of qubits $q(j)$. This guarantees that each term of the transformed Hamiltonian commutes with each of the Pauli-$X$ operators applied to the same set of qubits. These commuting terms have the same eigenvectors, which allows removing the qubits from the Hamiltonian terms and replacing them with eigenvalues of the Pauli-$X$ operators $\pm 1$. The unitary operator $U$ is constructed as a Clifford operator given by [80]

$$U = \Pi_j \left[ \frac{1}{\sqrt{2}} (X_{q(j)} + \tau_j) \right],$$

where $\tau$ denotes the generators of the symmetry group of the Hamiltonian, and the Pauli-$X$ operators act on those qubits $q(j)$ that will be ultimately tapered off from the Hamiltonian. The following code shows how to obtain $\tau$ and $X$ for a given Hamiltonian in PennyLane and use them to taper off qubits. The same symmetries can be used to taper the initial state and the excitation gates to perform a full VQE simulation with a smaller number of qubits.

```python
import pennylane as qml
from pennylane import numpy as np
symbols = ["He", "H"]
geometry = np.array([[0.0, 0.0, -0.9], [0.0, 0.0, 0.9]])
charge, n_electrons = 1, 2
H, qubits = qml.qchem.molecular_hamiltonian(symbols, geometry, charge=charge)
generators = qml.symmetry_generators(H)
paulixops = qml.paulix_ops(generators, qubits)
paulix_sector = qml.qchem.optimal_sector(H, generators, n_electrons)
H_tapered = qml.taper(H, generators, paulixops, paulix_sector)
```

**Codeblock 11:** Tapering off qubits in the presence of multiple $\mathbb{Z}_2$ symmetries.

The original Hamiltonian in this code example requires four qubits, two of which can be tapered off using the symmetries.
Resource estimation

Quantum algorithms such as quantum phase estimation (QPE) and the variational quantum eigensolver (VQE) can be applied to problems that are intractable for conventional computers. These problems require quantum computers capable of implementing large-scale versions of these algorithms, which are not yet available. This makes it difficult to properly explore the accuracy and efficiency of quantum algorithms for problem sizes where the actual advantage of the algorithms can potentially occur. However, it is still possible to estimate the resources required to implement these algorithms for a given problem.

PennyLane has a functionality for estimating quantum resources required to simulate a molecular system. For example, PennyLane can be used to estimate the total number of shots required to estimate the expectation value of an observable [82]. This is relevant for the VQE algorithm, where expectation values are needed to compute gradients and also the final output of the circuit. The following code shows how to estimate the number of shots needed to compute the expectation value of the water Hamiltonian:

```python
import pennylane as qml
from pennylane import numpy as np

symbols = ['O', 'H', 'H']
geometry = np.array([[0.0, 0.0, 0.3], [0.0, 1.5, -1.0], [0.0, -1.5, -1.0]], requires_grad=False)
H = qml.qchem.molecular_hamiltonian(symbols, geometry)[0]
shots = qml.resource.estimate_shots(H.coeffs)
```

**Codeblock 12: Estimating the number of shots needed to compute the ground state energy with VQE.**

Resource estimation in PennyLane can also be used to compute the total number of non-Clifford gates and logical qubits required to run quantum phase estimation algorithms for quantum chemistry. The following example shows how to perform such estimation for the water molecule using a double low-rank factorization algorithm [83, 84] for the QPE simulation:

```python
import pennylane as qml
from pennylane import numpy as np

symbols = ['O', 'H', 'H']
geometry = np.array([[0.0, 0.0, 0.3], [0.0, 1.5, -1.0], [0.0, -1.5, -1.0]], requires_grad=False)
mol = qml.qchem.Molecule(symbols, geometry, basis_name='6-31g')
core, one, two = qml.qchem.electron_integrals(mol)()
algo = qml.resource.DoubleFactorization(one, two)
gates, qubits = algo.gates, algo.qubits
```

**Codeblock 13: Estimating the number of non-Clifford gates and logical qubits with the double low-rank factorization algorithm.**

The total number of non-Clifford gates and logical qubits can also be estimated for first-quantized Hamiltonians of periodic materials in a plane wave basis [40]. The cost of these algorithm depends only on the number of plane waves, the volume of the unit cell, and the number of electrons in the material. The following code uses dilithium iron silicate Li$_2$FeSiO$_4$ as an example, whose unit cell consists of 156 electrons and has a volume of 1,145 $a_0^3$, where $a_0$ is the Bohr radius [25]:
import pennylane as qml
planewaves = 100000
electrons = 156
volume = 1145
algo = qml.resource.FirstQuantization(planewaves, electrons, volume)
gates, qubits = algo.gates, algo.qubits

Codeblock 14: Estimating the number of non-Clifford gates and logical qubits for a periodic material.

Conclusion

Quantum chemistry is arguably the leading application of quantum computing: it combines (i) a mathematical foundation underpinning the long-term potential for quantum advantage, and (ii) an area of significant industrial interest. Scientists working at the interface between quantum computing and quantum chemistry face the challenge of gaining expertise in these two fields, both of which have a considerable barrier of entry. Software plays a central role in lowering these obstacles and boosting scientific progress. This is one of the main goals of PennyLane: to create a tool that can enhance progress in quantum computing. With this technical manuscript, we aim to provide an additional resource for users that benefit from a deeper dive into the scientific concepts that underly PennyLane’s quantum chemistry functionality, enabling them to better employ the software and advance research combining differentiable programming, quantum computing, and quantum chemistry.

The functionality described in this manuscript reflects PennyLane’s capabilities at the time of writing. Our goal is to continue working on further development to expand its scope and enhance its performance. As an open-source software library, PennyLane welcomes contributions from users across the world. This effort will constitute incorporation of state-of-the-art techniques in the scientific literature as well as innovations from the team of PennyLane developers. Quantum computational chemistry is a relatively young field and there still remains much to be discovered.
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