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Abstract—This survey paper focuses on modulation aspects of molecular communication, an emerging field focused on building biologically-inspired systems that embed data within chemical signals. The primary challenges in designing these systems are how to encode and modulate information onto chemical signals, and how to design a receiver that can detect and decode the information from the corrupted chemical signal observed at the destination. In this paper, we focus on modulation design for molecular communication via diffusion systems. In these systems, chemical signals are transported using diffusion, possibly assisted by flow, from the transmitter to the receiver. This tutorial presents recent advancements in modulation and demodulation schemes for molecular communication via diffusion. We compare five different modulation types: concentration-based, type-based, timing-based, spatial, and higher-order modulation techniques. The end-to-end system designs for each modulation scheme are presented. In addition, the key metrics used in the literature to evaluate the performance of these techniques are also presented. Finally, we provide a numerical bit error rate comparison of prominent modulation techniques using analytical models. We close the tutorial with a discussion of key open issues and future research directions for design of molecular communication via diffusion systems.
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I. INTRODUCTION

MOLECULAR communication (MC) is an emerging area that relies on chemical signals for transferring information from a transmitter to a receiver [1]-[4]. Since MC systems have different characteristics compared to traditional communication systems that embed data into electromagnetic (EM) signals, MC systems can be used in areas where EM communication fails or is not feasible. For example, they can be used for communication inside complex networks of metallic ducks and pipes [5], [6], where wireless signals fail. Another benefit of MC compared to EM signalling is energy efficiency. In particular, although MC cannot achieve the data rates that are obtained by EM-based systems, they have much lower energy spent per transmitted information bit [7], [8], making them suitable for ultra low power applications that do not require high data rates.

MC can also be used to connect tiny engineered devices. Specifically, recent advances in the fields of bio-engineering and nanotechnology have resulted in the emergence of tiny devices of sub-millimeter dimensions that can perform sensing and actuation. For example, synthetic cells are excellent bio-marker sensors and can detect bio-markers for cancer cells in vivo at small concentrations [9]-[11]. As another example, micro-sized devices based on graphene could be used for removal of nano-sized toxic contaminants [12], [13]. Although these devices have been shown to work in a laboratory setting, moving them out of the laboratory and into practical settings remains an open challenge. In particular, for many applications, these tiny devices need to communicate and collaborate in swarms, or they need to transmit their measurements to other devices (such as micro-sized sink nodes or health monitoring wristwatches). Since chemical signaling is already used in many biological systems to interconnect cells or regulate bodily functions, MC is a promising solution for interconnecting tiny devices, due to its energy efficiency and bio-compatibility (i.e., synthetic biological devices are well-suited to transmit and receive chemical signals with appropriate enhancement of their communication capability.)

Different types of MC systems have been investigated in the literature such as molecular communication via diffusion (MCvD) [3], [7], [14], bacteria-based communication [15], microtubule-based communication [16]-[18], calcium signaling [19]-[21], and pheromone signaling [3], [22]. Among these MC systems, the MCvD has emerged as the technology of choice due to its versatility and applicability to many environments. The communication media and signalling scheme utilized by MCvD system are vastly different from that of classical communication systems. The first step towards design of these systems is modeling the MCvD system components including channel, transmitter, receiver, signal, noise, and interference. In recent years, several key survey and tutorials on such works have been published as follows:

- Farsad et al. present an overall look at the recent advances in the greater topic of molecular communication [4].
- Jamali et al. investigate and review various works and approaches on modeling the molecular channel [23].
- Kuscu et al. elaborate and present different approaches on transmitter and receiver architectures for molecular communication [24].
In addition to the modeling of these components, a wide range of modulation techniques have also been proposed in the MCvD literature utilizing different aspects of the molecular signal and the aforementioned components of the MCvD system. These techniques aim to increase the overall performance of the communication and are another key part of the overall MCvD design. Although the previously mentioned tutorials briefly include some well-known modulation techniques, they do not provide a detailed and categorized look at the plethora of modulation techniques that have emerged in recent years. In contrast, this paper focuses on and presents a survey of these modulation techniques.

Since prior works have been based on different system assumptions, the performances of the proposed techniques cannot be directly compared with one another. To overcome this challenge, in our approach, we categorize and group prior works according to the characteristics of the modulation scheme and the assumptions made for their performance evaluation. We consider three key characteristics: inter-symbol interference (ISI) mitigation, computational complexity, and modulation type. Then, using this categorization, we offer a survey of various MCvD modulation techniques. We also provide a quantitative comparison between the most prominent techniques by comparing their bit error rate performance using analytical models. Finally, we underline and briefly elaborate on the current open problems related to the modulation technique design of MC.

The main contributions of this paper are summarized as follows:

- We give a comprehensive discussion on the various performance evaluation metrics being used in the literature to evaluate MCvD systems.
- We present a detailed survey of the various modulation techniques that have been proposed for the MC system.
- We provide a systematic approach to compare different modulation techniques, including current as well as future methods.
- We perform a case study on the most prevalent modulation techniques where we evaluate the bit error rate performances of each technique and provide a performance comparison of them under the same conditions.

The remainder of the paper is organized as follows, which is also depicted in Fig. 1. In Section III, a general overview of MC systems is presented. Section IV describes the classification approach for investigating MC modulation techniques. Section V describes a variety of performance metrics used in the literature to evaluate the performance of MC systems. In Section VI, a detailed survey of the modulation techniques that have been proposed for MC systems is presented. Section VII elaborates on the key open problems and challenges on the design of modulation techniques for MC. Finally, Section VIII concludes the paper.

II. MOLECULAR COMMUNICATION VIA DIFFUSION

We consider an MCvD system as shown in Fig. 2, whereby a sequence of input symbols (or bits) are modulated in a time slotted manner into $M$ symbols

$$ S = \{S_1, S_2, ..., S_M\}, $$

where $S_k \in S$ refers to the $k$-th symbol that is modulated onto a chemical signal by encoding the symbol into some properties of the chemical emission process, and $S$ is the symbol set. The modulated signal is transmitted through the MC channel, where the propagation environment degrades the signal and introduces delay in a probabilistic manner. The channel impaired chemical signal is detected and demodulated at the receiver. Let

$$ \hat{S} = \{\hat{S}_1, \hat{S}_2, ..., \hat{S}_M\}, $$

denote the set of received symbols such that $\hat{S}_k$ refers to the $k$-th symbol demodulated and detected at the receiver. The detected symbols are fed to the demodulator that can correct some of the errors in detection to recover the information.

At its core, the MCvD system utilizes small molecules or information particles called messenger molecules (MM) to relay information between the transmitter (Tx) and the receiver.
(Rx) over the MC channel. Due to the time slotted manner of the overall system, the Tx and Rx have to be synchronized with each other throughout the communication. Here we follow the general MCvD literature and assume that Tx and Rx are synchronized with each other using a synchronization method which is out-of-the-scope of this paper. MMs are generally a few nanometers to a few micrometers in size and can be composed of proteins, ions, magnetic nano particles, etc. The Tx chemically produces MMs, encodes and modulates the information over one or more physical properties of an MM signal, and finally releases these MMs to the channel. Unless stated otherwise, we assume that the MMs are released at the start of the symbol slot. Within the MC channel, due to their small size, the movement of MMs are chiefly governed by a type of diffusion process that depends on the particular features of the channel (e.g., free diffusion or diffusion with drift).

Over time, some of these MMs reach the Rx, which uses a detection process that depends on the type of the MM and the type of the receiver used for detection. The detection processes that dominate the MC literature to date are passive receivers and absorbing receivers. In passive receivers, the Rx acts like a transparent entity (i.e., as if the Rx is not in the environment) and does not affect the movement of the MMs. The detection consists of counting the concentration of the MMs inside the Rx at certain time intervals. In absorbing receivers, the Rx acts as an absorbing entity for the MMs and when the MMs hit the Rx, they are removed from the environment. In these receivers, the detection can be modeled as counting the number of the MMs that hit the Rx within a given time interval. A sub-category of the absorbing receivers is the partially absorbing receivers, where only some parts of the receiver can absorb MMs while other parts simply reflect them.

A. Molecular Communication Channel

A key aspect of the MCvD system is the diffusion process of the MC channel, which is vastly different from the electromagnetic wave propagation in wired and wireless communication channels. In the MCvD channel, movement of a single molecule is governed by Brownian motion, which is modelled by the Wiener process\(^1\). When a group of particles collectively exhibit Brownian motion, the resulting process is called a diffusion process. A detailed mathematical foundation for the diffusion-based MC channel has been given by Hsieh et al. in [26], where it has been shown that the diffusion-based MC channel is a stationary and ergodic channel with memory.

The diffusion process can be simulated via Monte Carlo simulations. In a 3-dimensional (3D) free diffusion MC channel, the displacements at each dimension, over a small time duration \(\Delta t\), are independent and identically distributed (iid) random variables and can be numerically simulated as:

\[
\vec{r}[k] = \vec{r}[k-1] + \Delta \vec{r},
\]

\[
\Delta \vec{r} = (\Delta x, \Delta y, \Delta z),
\]

\[
\Delta x \sim N(0, 2D\Delta t) \quad \forall (x, y, z),
\]

where \(\vec{r}[k]\) is the location of the MM at the k-th time instance, \(r_i\) represents i-th component of the location vector \(\vec{r}\), \(\Delta t\) is the discrete simulation time step, \(D\) is the diffusion coefficient, and \(N(\mu, \sigma^2)\) is the Gaussian random variable with mean \(\mu\) and variance \(\sigma^2\).

In the MC channel, the movement speed of MMs are chiefly governed by the diffusion coefficient \(D\). This coefficient is affected by the temperature of the environment, \(T\), the dynamic viscosity of the fluid which the MMs diffuse in, \(\eta\), as well as the size of the MMs via their Stoke’s radius, \(r_s\) [27]. In particular, \(D\) is given by the Stokes-Einstein relation as:

\[
D = \frac{k_B T}{\alpha \pi \eta r_s}
\]

where \(k_B = 1.38 \cdot 10^{-23} \text{ J/K}\) is the Boltzman constant and \(\alpha\) is a unitless quantity whose value is mainly governed by the coefficient of sliding friction between the MMs and the molecules in the fluid, denoted as \(\beta\). The SE relation is derived to describe the diffusive motion of molecules within a fluid composed of smaller particles [28]. Therefore, \(\beta\) has two limits: “\(\infty\)” referring to a “stick” boundary and “0” referring to a “slip” boundary [29]. The “stick” boundary refers to the case where size of the MMs \((s_{mm})\) are considerably bigger than the size of the molecules in the fluid \((s_{fluid})\) which yields \(\alpha = 6\). On the other hand, the “slip” boundary refers to the case where \(s_{mm} \approx s_{fluid}\) yielding \(\alpha = 4\). Note that these are the two boundary conditions and depending on the relative size of \(s_{mm}\) and \(s_{fluid}\), \(\alpha\) can also take other values. In this work, we follow the general diffusion literature and select \(\alpha = 6\) since in a classical MC environment \(s_{mm}\) is greater than \(s_{fluid}\) such as

\(^1\)Wiener process is also called Standard Brownian motion.
an insulin molecule diffusing inside water (i.e., $s_{mm} = 2.5$ nm and $s_{fluid} = 0.19$ nm).

As the value of $D$ depends on the properties of both the MMs and the environment (e.g., temperature of the fluid), assuming constant $D$ means that the change in the environment is negligible. Such scenarios are called, ideal diffusion scenarios. On the other hand, $D$ can be modeled as a time-varying, space-varying, and/or molecular-density-varying value (e.g., the diffusion coefficient can change as the concentration of MMs in the environment increases). In such channels, the ideal diffusion is not applicable and more complex diffusion processes are required. In this survey we only consider channels with constant $D$ values.

Another MC channel variant is the MCvD channel with flow. In such a channel, in addition to the diffusion process, a flow also affects the movement of the MMs. Considering an MCvD channel with flow only in the x dimension, becomes:

$$\mathcal{T}^F[k] = \mathcal{T}^F[k-1] + \Delta \mathcal{T}^F,$$

$$\Delta \mathcal{T}^F = (\Delta r_x^d + \Delta r_x^{flow}, \Delta r_y^d, \Delta r_z^d),$$

$$\Delta r_x^d ~ N(0, 2D \Delta t) \quad \forall (i) \in \{x, y, z\},$$

where $\Delta r_x^d$ represents the movement due to diffusion and $\Delta r_x^{flow}$ represents the movement due to flow.

The effect of the flow depends on the type of flow considered in the channel model as well as the diffusion environment. Considering a closed environment such as a pipe, flow could either be laminar, i.e. following constant streamlines, or turbulent depending on the velocity and viscosity of the fluid in the channel. Laminar flow occurs at lower velocities, whereas turbulent flow occurs at higher velocities. This fluid velocity is determined by a dimensionless parameter called the Reynolds number, which is the ratio of the inertial forces in a fluid and the viscous forces. Generally, studies that focus on MC channels with flow consider laminar flow only.

**B. Diffusion Environment**

The diffusion environment that is considered in the previous subsection only consists of the Tx, Rx, and the MMs used in the communication. More complex environments consider additional physical objects or barriers that limit the overall communication in the channel.

A constrained diffusion environment is a generalized version of the free diffusion environment that includes environmental objects other than the Tx and the Rx. These objects can be reflective, absorbing, or partially-absorbing to the MMs. Although more realistic, mathematical analysis of constrained diffusion environments is much more challenging than that of the free diffusion environments due to their inherent geometrical asymmetry.

One commonly-used special case of the constrained diffusion environment is a vessel-like environment that emulates the inside of blood vessels. In these environments, the Tx and Rx pair is considered to be within a cylindrical boundary, which acts as the vessel boundary (Fig. 3). In studies focusing on vessel-like environments, the vessel boundary is typically modeled as a reflective surface for the MMs, while the Tx and Rx are located on different sides of the vessel, and a flow is existent in the direction of the Rx. Since generally the flow in blood vessels is laminar, studies focusing on vessel-like environments consider laminar flow in their analysis. Due to the symmetrical nature of the vessel-like environment, analytical closed-form solutions are tractable for some of these models. For instance, in [31], Dinc et al. developed a general approximation for flow in 3D microfluidic channels.

**C. Channel Characteristics**

As the MCvD channel is governed by the diffusion process, it becomes a linear system provided that the diffusion coefficient $D$ does not depend on time, space, or molecular density, and that the detection process at the Rx does not alter the linearity of the system [23].

1) **Channel Impulse Response:** The channel impulse response (CIR) function, which characterizes the channel response to an impulse input, can be used to define a communication channel. There are a variety of definitions in the MC literature for the CIR function (i.e., $h(t)$ or $h(t, \tau)$) [33]–[35]. We follow the approach of [36]–[38] and define the CIR function through another function called the Cumulative Fraction of Received Response (CFRR). Please note that it is also possible to define CFRR after defining CIR, the important point is that CIR is the derivative of CFRR with respect to time (i.e., CFRR is the integration of CIR with respect to time).

**Definition 1.** The Cumulative Fraction of Received Response (CFRR) is defined as the mean fraction of molecules that are detected by the receiver on average until time $t$ when molecules are emitted at $t = 0$. The CFRR is denoted by $F(t)$.

After defining the CFRR, we can now define the CIR using the CFRR as follows:

**Definition 2.** Channel Impulse Response (CIR) is defined as the derivative of CFRR with respect to $t$ and denoted by

$$h(t) = \frac{d}{dt} F(t).$$

The CIR physically represents the rate of reception of MMs at the Rx as a function of time. The CIR and the CFRR define important aspects of the molecular channel characteristics. For instance, for an absorbing receiver in a 1D free diffusion environment, the CFRR becomes:

$$\bar{F}(t) = \frac{N}{N_0},$$

where $N$ is the total number of molecules emitted and $N_0$ is the total number of molecules at the Rx.
environment, with no chemical reaction or decay, CFRR is analytically known and shows that the emitted molecules eventually arrive at the receiver (i.e., \( \lim_{t \to \infty} F(t) = 1 \)). On the other hand, in a 3D free diffusion environment, there is a non-zero probability that a given molecule will never reach the Rx as time goes to infinity (i.e., \( \lim_{t \to \infty} F(t) < 1 \)). As shown in [38]–[40], CIR has a heavy tailed structure in 1D-3D environments, which implies that ISI is one of the common reasons for communication errors in an MCvD system. In particular, ISI is introduced by stray MMs belonging to the current time slot that can interfere and impair the detection of future symbols. This issue is exacerbated as more and more stray MMs from all previous time slots accumulate.

In the MC literature, CFRR has been investigated for different channel types such as free diffusion, constrained diffusion, and vessel-like environments. In recent years, closed-form solutions of CFRR have been derived analytically for some key MC channels such as 1D free diffusion (with or without molecular degradation) [4], [41], [42], 3D free diffusion (with or without molecular degradation) [25], [38], 3D constrained diffusion [23], and vessel-like environments [23], [44]. However, for more complex channels (e.g., constrained diffusion environment, time-variant diffusion coefficients), finding analytical solutions for CFRR is much more challenging. Hence, for such environments, instead of closed-form solutions, infinite sum formulations have been derived for given environmental parameters, such as the CFRR formulation given for 3D diffusion channels with a reflective spherical source and spherical receiver in [43] and a 3D vessel-like environment with drift given in [46].

2) Channel Capacity: Another fundamental characteristic of the MC channel is its channel capacity, which provides a fundamental limit for the maximum information transmission rate that is achievable over the MC channel. Note that this capacity is independent of the modulation and coding techniques being used.

As explained in Section II-A due to the diffusion dynamics, the MC channel is a channel with memory and should be modeled as such [26], [47]. Therefore, finding analytical expressions for the channel capacity is challenging [8], [48]. Some prior works have relied on a simplifying assumption that the MC channel is memoryless and evaluated channel capacity or bounds under this assumption. For example, in [49], [42], [49]–[55], upper and lower bounds on channel capacity are derived for different memoryless MCvD channels. Some other works have relied on achievable information rate as a measure to compare different modulation techniques. These works will be discussed in more detail in the next sections.

For the stationary channels, a third approach in channel modeling regarding memory is to use a channel model with a finite memory \( m \). These kinds of models only consider the effects of the previous \( m \) symbols over the current one. In the MC literature, studies that consider a channel with finite memory of this nature set \( m = 1 \). Here it should be noted that the selection of an adequate \( m \) value depends on the symbol duration. Considering the symbol duration values that are common in the MC literature, it has been shown by Genc et al. that setting \( m = 1 \) is far from adequate to accurately model channel memory [47]. In particular, Genc et al. show that \( m \) should be on the order of tens of symbols.

III. CLASSIFICATION OF MODULATION TECHNIQUES

Similar to classical communication systems, the modulation process in an MCvD system varies one or more physical properties of the MM signal to transmit bits of information. Since the MM signal is physically different from a traditional EM signal, the physical properties that can be used to modulate bits onto signals in an MCvD system differs from the EM signal properties that are used to modulate bits in classical communication systems, i.e., amplitude, frequency, and phase.

We now describe and classify the multitude of modulation techniques that have been proposed for MCvD systems. These techniques are classified according to the physical property being used to encode bits into the transmitted symbols: concentration, type, timing, and space modulation. Among these physical properties, concentration refers to the amount of MMs transmitted by the Tx; type refers to the type of MMs transmitted by the Tx; timing refers to a property of the transmission time of MMs within the communication time slot; and space refers to the spatially separated multiple MM release modules at the Tx in a molecular MIMO scenario. Also, some techniques utilize a combination of these physical properties as part of a single modulation technique. We classify these techniques as hybrid techniques.

We divide the characteristics and assumptions of individual modulation techniques into two main categories: modulation characteristics and performance evaluation assumptions. In modulation characteristics, we consider ISI mitigation, computational complexity (i.e., the complexity of both transmission and reception processes), and the detection type used at the Rx.

We define four qualitative levels for both the ISI mitigation and computational complexity characteristics: none, low, moderate, or high. Among these two characteristics, the computational complexity also depends on the implementation and the type of Tx and Rx devices. It might be the case that a given technique is much easier to implement for biological type devices than described here. However, a discussion on the implementation of these techniques is outside the scope of this survey. As for the detection type, while most of the demodulation techniques utilize basic thresholding (e.g., concentration is above a threshold or not), others use more complex detection types such as maximum likelihood (ML), which generally yield higher overall performance at a cost of higher computational complexity.

Studies on these specific modulation techniques evaluate their performance based on differing sets of assumptions. We categorize the assumptions used in performance analysis as follows: transmitted signal waveform (in terms of number of...
MMs released over time), receiver type and the system environment. Note that the proposed modulation techniques are independent from these assumptions and that the performances of the considered modulation techniques may differ based on these features.

IV. PERFORMANCE METRICS FOR MOLECULAR COMMUNICATION VIA DIFFUSION SYSTEM

In the MC literature, authors use a variety of different performance metrics such as bit error rate (BER), achievable information rate, and interference to total received molecule ratio (ITR) to evaluate the system performance. Although the core concepts of these metrics are general to any communication system, some physical concepts and evaluation methods are specific to the MCvD system. In this section we will enumerate such performance metrics and elaborate on their use in the MC literature. Note that these metrics can be interdependent for a given channel and modulation.

A. Error Rates (BER, SER)

A common metric in evaluating the performance of a communication system is the BER (or symbol error rate (SER) if a given symbol represents more than a single bit of information). In the MC literature, BER or SER is evaluated given an MC channel and modulation technique, and is a function of signal-to-noise ratio (SNR), transmitted power, symbol duration, and environmental parameters (e.g., communication distance and diffusion coefficient).

In classical wireless communication, the BER is usually plotted against transmitter power or SNR. However, when we look at these parameters in the MC domain, the transmitter power is usually the amount of MMs sent from the Tx for the signal in question. In order to determine the SNR for an MC channel, noise as well as its sources must be defined, as the noise in MC channels has different characteristics than in wireless or wired channels. In this regard, many works in the MC literature consider the source of noise to be the diffusion process, giving rise to the notion of diffusion noise [56]. This particular noise is based on the probabilistic nature of the arrival of molecules through the MC channel and have a considerable effect on the performance of the communication system. However, the current state of the MC literature lacks a consistent definition of this diffusion noise, which makes performance comparisons between different works somewhat difficult.

Alternatively, BER can be evaluated against signal-to-interference and noise amplitude ratio (SINAR). In this case, in addition to the noise sources, interference sources must also be defined and evaluated. There are several key interference sources for an MC system such as inter-symbol interference (ISI), co-channel interference (CCI) [57], and inter-link interference (ILI) [58], [59]. Among these sources, ISI is generally considered in performance evaluations, whereas CCI and ILI are generally only considered in works that study multiple transmitters and MIMO systems, respectively.

B. Achievable Information Rate

Another commonly used performance metric for a given modulation technique is the achievable information rate. Similar to BER, achievable information rate is also usually evaluated against SNR, transmitted power, symbol duration, and environmental parameters such as communication distance and diffusion coefficient.

In wireless communication, transmitted power is generally given in decibel-milliwatts (dBm) or watts. As described in [7], the transmitted power in an MCvD system mainly depends on the energy costs of synthesizing MMs and moving these MMs to the outside of the Tx. In both of these accounts, the key multiplier defining the overall transmitted power is the MM count. Hence, in an MCvD systems, the transmitted power can alternatively be given in MM count or MM count per type. Consequently, the achievable information rate can be defined per energy, per MM, per MM type and per unit time.

As mentioned in Section II.C.2, the MC channel typically exhibits memory. For a channel with memory, the mutual information rate can be calculated as

\[
I(S;\hat{S}) = \lim_{n\to\infty} \frac{1}{n} I(S[1],...S[n];\hat{S}[1],...\hat{S}[n])
\]

for a given modulation technique, where \(S[k]\) and \(\hat{S}[k]\) represent the transmitted bit value and the demodulated bit value during the \(k^{th}\) symbol slot (considering the fact that the communication is conducted in a time-slotted manner), respectively [60]. As such, several works have evaluated the achievable information rate in such MC channels with memory. These works have mainly considered the concentration shift keying (CSK) modulation technique where information is modulated by varying levels of emitted MM concentration. In [42], [61], the achievable information rate for a 1D MC channel is evaluated considering a CSK modulation technique and varying channel memory \(m\). In [47], [62], [63], a 3D MC channel is evaluated again by considering a CSK technique and varying channel memory. As opposed to these works, in [64] the achievable information rate for a 1D MC channel is calculated considering a more sophisticated modulation technique of the molecular concentration shift keying (MCSK), where information is modulated by varying types of emitted MM concentration. Both the CSK and the MCSK modulation techniques are explained in detail in Section VII.

C. Interference to Total Received Molecule Ratio (ITR)

As previously explained, in most MCvD environments, CIR has a heavy tail structure. The stray MMs from previous symbol slots accumulate and impair the correct reception ability of the Rx. Two components that can be derived from CIR, the area under the desired signal, \(A_{SYM}\), and the ISI, \(A_{ISI}\), both depicted in Fig. 4. For a fixed symbol duration \(t_s\), interference molecules reduce the communication quality by affecting the reception process of the upcoming symbols.

Hence, Interference to Total Received Molecule Ratio (ITR) for a given symbol duration \(t_s\) denotes the fraction of interfer-
consequence molecules for a single emission of molecules. It is given by

\[
\text{ITR}(t_s) = \frac{A_{\text{ISI}}}{A_{\text{SYM}} + A_{\text{ISI}}} \int_{t_s}^\infty h(t) \, dt \int_0^\infty h(t) \, dt. \tag{8}
\]

Therefore, ITR for a given \( t_s \) is evaluated by considering \( h(t) \) or an empirical approximation to it.

Similar to ITR, signal-to-interference and noise amplitude ratio (SINAR), signal-to-interference ratio (SIR) and signal-to-interference difference (SID) can also be used as a molecular signal quality metric. SINAR is analogous to SINR in conventional communications by considering noise and interference molecules. SIR is the fraction of the amount of desired signal molecules to interference molecules and SID is the difference between the number of desired signal and interference molecules. There are various works in the literature that consider ITR \([43], [58], [65]–[67]\), SINAR \([68]\), SIR \([58], [69]\), and SID \([70], [71]\) for the performance evaluation. In \([68]\), it is shown that the values of the system parameters that give maximum SID or SINAR values also give close to optimal BER or SER value. Therefore, SIR or SINAR can be used as a representative metric for finding close to optimal system parameters in terms of BER or SER \([68], [70], [71]\) for an MCvD system with similar parameters in the papers. It is observed that in cases where \( A_{\text{SYM}} \) is not high, but \( A_{\text{ISI}} \) is very small (i.e., nearly zero), SIR attains extremely high values. Therefore, it is argued that SID is a more reliable performance metric than SIR, for the system parameters that are mentioned in \([70], [71]\). However, these important findings need more analysis before generalizing it.

D. Peak-to-Average Messenger Molecule Ratio (PAMR)

In typical MC systems, for a given symbol the Tx emits all the MMs at once. However, the capabilities of the Tx might prohibit such an emission and instead it might distribute the emission times and the total amount of MM per symbol over the symbol duration. In such an emission pattern, another metric, called the Peak-to-Average Messenger Molecule Ratio (PAMR) at the Tx, becomes relevant to the performance of the system. PAMR is a similar concept to Peak-to-Average-Power-Ratio (PAPR) in a traditional EM-based communication system. It is defined as

\[
PAMR_{\text{Tx}} = \frac{\text{max} N^{T_x}(t_e)}{\text{avg} N^{T_x}(t_e)}, \quad t_e \in \mathcal{T}_e, \tag{9}
\]

where \( \mathcal{T}_e \) is the set of emission times and \( N^{T_x}(t_e) \) stands for the number of emitted molecules by the Tx at the emission time \( t_e \) \([72]\). Note that in an MC system where the Tx releases all of the MMs at the beginning of a symbol slot, \( t_e \) is the time at the beginning of each symbol slot. PAMR is related to transmitter capabilities and implies constraints on the number of emitted molecules over a given time duration. If the Tx has a limited PAMR due to its transmission constraints, it will result in a degradation of the communication performance.

E. MOL-Eye

The eye diagram is another tool used to evaluate the quality of a signal after transmission through a channel \([73]\). Given a communication channel and modulation technique, an eye diagram is obtained by superimposing the received signals of consecutive bit transmissions on top of each other. Various features of the resulting diagram can be checked to give a general understanding of the underlying communication system such as when to sample the signal, amount of jitter, and the SNR at the sample point. Turan et al. propose utilizing a similar tool called the MOL-Eye for the MC domain \([74]\) to evaluate the performance of a modulation technique. They propose using three performance metrics associated with the MOL-Eye diagram: the maximum eye height, standard deviation of the received molecules \((STD(\Delta_e))\), and counting SNR (CSNR).

Considering a binary system where each symbol represents a single bit value, curves of the number of received molecules representing each realization of bit-1 and bit-0 transmissions...
are evaluated and are called bit-0 and bit-1 curves, respectively (Fig. [5]). Then, the maximum eye height is calculated as the biggest distance between the mean of bit-0 and mean of bit-1 curves. To evaluate $STD(\Delta_c)$ and CSNR, first the integral difference (that is indicating the area) between every combination of bit-0 and bit-1 curves are calculated as

$$\Delta_c(i,j) = \int_{0}^{t} c_1(i) - c_0(j) \, dt,$$

where $c_1(i)$ and $c_0(j)$ are the $i$-th bit-1 and $j$-th bit-0 sampled curves. Using this integral difference, $STD(\Delta_c)$ is calculated as the standard deviation of all possible $\Delta_c(i,j)$ values. Similarly, CSNR is evaluated as

$$CSNR = \frac{\mu_{\Delta_c}}{STD(\Delta_c)},$$

where $\mu_{\Delta_c}$ represents the mean of all possible $\Delta_c(i,j)$ values.

Among these three metrics, it is observed in [74] that CSNR has a one-to-one relation to BER. Assuming a channel with finite memory $m$ (i.e., a model that only considers the effect of previous $m$ symbols over the current one), BER is calculated by evaluating all the $2^m$ bit sequence combinations. On the other hand, CSNR is evaluated over a fixed number of bit curves (e.g., 100 in [74]). Therefore, it is computationally easier to calculate than BER, hence is used instead of BER to fine tune the operational parameters of devices.

V. MODULATION TECHNIQUES

All MC modulation techniques based on releasing MMs from the Tx and modulating the bit-values of a given message onto the features of the emission of MMs. On the Rx end of the system, these molecules interact with special biochemical protein structures called “receptors” and trigger an event within the cell based on the receptor and the signaling pathway within the Rx.

There are different modulation techniques proposed in the MC literature. These techniques can be broadly classified into five groups based on the feature of the emission of MMs:

- **Concentration-based Techniques**: Information is represented by the varying concentration level of the transmitted signal.
- **Type-based Techniques**: Information is represented by the type of the MMs of the transmitted signal.
- **Timing-based Techniques**: Information is represented by various time related features of the transmitted signal.
- **Spatial Techniques**: Information is represented by the spatial location of emission, especially for multi-antenna systems.
- **Hybrid Techniques**: Techniques utilizing more than one of the four features of the transmitted signal listed above to represent the information.

3 Signaling pathway is a molecular biology term describing a group of molecules in a cell that work together to control cell functions. After the first molecule in a pathway receives a signal, it activates another molecule. This process is repeated until the last molecule is activated and the cell function is carried out hence a “pathway” [75].

A. Concentration-Based Techniques

The main idea of concentration-based techniques is carrying information on the released MM concentration over discrete period time slots (i.e., symbol slots), where each slot is used to carry a single symbol of the overall message. In most works, each time slot has a fixed period. In its simplest form where each symbol represents a one-bit value (called on-off keying (OOK)), if the corresponding bit value ($S[k]$) is bit-1, the Tx releases a fixed number of MMs (i.e., $n_1$). On the other hand, if it is bit-0 the Tx does not release any molecules for that symbol slot [75]. At the receiver side, the Rx counts the number of MMs that arrive within each symbol slot (i.e., $N^{Rx}[k]$) and makes a threshold based decision to decode the bit value of the given symbol slot ($\hat{S}[k]$). If $N^{Rx}[k] \geq \lambda$, $\hat{S}[k]$ is decoded as bit-1; else it is decoded as bit-0, where $\lambda$ is a threshold value for signal detection.

A more generalized version of OOK is called Concentration Shift Keying (CSK) where, depending on the system design, each symbol represents $m$-bits of information. Following the classical modulation terminology, if a symbol represents one-bit of information, this technique is called Binary CSK (BCSK), and if a symbol represents two-bits of information it is called Quadrature CSK (QCSK), and so on [7], [57], [65], [77], [90]. In CSK, for the $k$-th symbol in the message, the Tx releases $N^{Tx}[k]$ number of MMs depending on the current symbol value as

$$N^{Tx}[k] = n_{S[k]}, \quad S[k] \in \{sym_0, sym_1, ..., sym_{2^m-1}\},$$

where $n_{S[k]}$ denotes the number of molecules to be emitted for the symbol value of $S[k]$ and please note that $S[k]$ can take one of the $2^m$ symbol-values (e.g., $sym_0$, $sym_1$) in the modulation alphabet. In order to demodulate $\hat{S}[k]$ from the received signal, the Rx uses $2^m - 1$ thresholds (i.e., $\lambda_0, \lambda_1, ..., \lambda_{2^m-2}$) as

$$\hat{S}[k] = \begin{cases} sym_0, & N^{Rx}[k] < \lambda_0 \\ sym_1, & \lambda_{i-1} \leq N^{Rx}[k] < \lambda_i, \quad 1 \leq i \leq 2^m-2 \\ sym_{(2^m-1)}, & \lambda_{2^m-2} \leq N^{Rx}[k] \end{cases}$$

where $N^{Rx}[k]$ denotes the number of received molecules during the $k$-th symbol slot.

From a communication point-of-view, CSK is akin to the Amplitude Modulation (AM) method in analog modulation and Amplitude Shift Keying (ASK) in digital modulation. It inherits the main advantages and disadvantages of ASK as being a simple system to implement, but also considerably sensitive to interference and noise in the environment. As explained in Section [4] the CIR of the MC channel has a long-tail component. This long-tail component causes considerable ISI, which in turn reduces the correct decoding probability of the threshold based receiver.

In the literature, numerous CSK-variants have been proposed to increase the communication performance, e.g., to decrease the error probability of the system (Table [1]). Most of the CSK-variants consider the Tx releasing all the MMs based on the selected $N^{Tx}[k]$ value at the start of the corresponding symbol slot. In [62], [82], Singhal et al. consider sending two...
TABLE I
CONCENTRATION-BASED MODULATION TECHNIQUES FOR MOLECULAR COMMUNICATION

| Technique Identification | Modulation Characteristics | Performance Evaluation Assumptions |
|--------------------------|-----------------------------|-------------------------------------|
| Name                     | References                  | ISI Mitig.  | Compl. Complex. | Detection Type | Tx Waveform | Rx Type | Environment |
| CSK                      | reference                  | None       | Low             | Thresholding   | Pulse       | Absorbing | 3D, No Drift |
| CSK-AD                   | reference                  | None       | Low             | Inst. Thresholding | Pulse       | Passive   | 3D, No Drift |
| CSK-SD                   | reference                  | None       | Low             | Thresholding   | Pulse       | Passive   | 3D, No Drift |
| CSK-SubTS                | reference                  | None       | Low             | Thresholding   | Imperfect Pulse | Absorbing | 1D, with Drift |
| CSK-PA                   | reference                  | High       | High            | Thresholding   | Pulse       | Absorbing | 1-2D, No Drift |
| CSK-CPA                  | reference                  | High       | Moderate        | Thresholding   | Pulse       | Absorbing | 1-2D, No Drift |
| CSK w/ AD                | reference                  | Low        | Low             | Adaptive Thresholding | Pulse       | Absorbing | 3D, No Drift |
| CSK w/ ML, MAP, MMSE     | reference                  | Moderate   | High            | ML, MAP, MMSE | Pulse       | Absorbing | 3D, No Drift |
| NC-CSK-Diff              | reference                  | Low        | Low             | NC Diff       | Imperfect Pulse | Passive | 3D, No Drift |
| NC-CSK-Convex            | reference                  | Moderate   | Low             | NC Convex     | Imperfect Pulse | Passive | 3D, No Drift |
| NC-CSK-Gamma             | reference                  | Moderate   | Low             | NC ML         | Pulse       | Passive   | 3D, No Drift |

The resulting technique, called CSK Sub-Timeslot (CSK-SubTS), carries one out of three symbol values per symbol slot.

In order to minimize the error probability due to ISI, a power adjustment (CSK-PA) technique has been proposed in which the Tx regulates its emission amount (i.e., $n_{sym}$), where $S = \{S[k-1], S[k-2], \ldots, S[k-m]\}$ denotes the values of the past $m$-symbols. By this adjustment, CSK-PA aims to minimize the difference between the $N_{Rx}[k]$ values with the same $S[k]$ values. Considering a BCSK-PA system, the goal is to minimize the variation between the $N_{Rx}[k]$ values where $S[k] = sym_1$. Since the Tx knows the past $m$-symbols, if the channel parameters (i.e., $D, r_x, d$) are also known, this adjustment can be accomplished with near certainty. The calculation of different $n_{sym}$ values depends on the past $m$-symbol values. As $m$ increases, calculation of the $n_{sym}$ values becomes impractical in terms of computational power and memory requirements. In all three works focusing on the CSK-PA technique, $m$ is selected as very small to keep the system simple and practical (In [49], $m$ is selected as 1 (i.e., 1-bit memory) while in [83], [84] it is selected as 2).

A variation of the CSK-PA technique, called the consecutive power adjustment (CSK-CPA) technique, only focuses on the worst case scenarios. In this technique, while focusing on a binary system the Tx only considers the last $l$-symbols of consecutive $sym_1$ values (i.e., $k \in \{0, 1, \ldots, l\}$) for power adjustment. As an example, considering a binary system where $S = \{1, 1, 1, 0, 1, 1\}$, $S[k] = sym - 1$, and the past six bit-values are used for power adjustment, CSK-PA will consider 1,1,1,0,1 while CSK-CPA will only consider 1,1,1,1 for power adjustment. Consequently, CSK-CPA greatly reduces the possible Tx states and $n_{sym}$ values, while only slightly reducing the benefits of the PA mechanism.

In CSK, the number of thresholds used is one less than the cardinality of the symbol set. Therefore, CSK suffers from not being able to differentiate between $sym_0$ and no communication (i.e., silence) during a symbol duration. Mahfuz et al. proposed a silence detection technique (CSK-SD) that adds one more threshold at the Rx to distinguish between these two cases [79]–[81]. Considering a BCSK modulation, BCSK-SD utilizes two thresholds $\lambda_0, A_1$ for demodulating the received signal as

$$\hat{S}[k] = \begin{cases} sym_0, & N_{Rx}[k] = \lambda_0 \text{ and } N_{Rx}[k < \lambda_1] = \lambda_1 \\ sym_1, & \lambda \leq N_{Rx}[k] < \lambda_1 \text{ and } \lambda_1 \leq \lambda \\ sym_2, & \text{otherwise} \end{cases}$$

The resulting technique, called CSK Sub-Timeslot (CSK-SubTS), carries one out of three symbol values per symbol slot.

In order to minimize the error probability due to ISI, a power adjustment (CSK-PA) technique has been proposed in which the Tx regulates its emission amount (i.e., $n_{sym}$), where $S = \{S[k-1], S[k-2], \ldots, S[k-m]\}$ denotes the values of the past $m$-symbols. By this adjustment, CSK-PA aims to minimize the difference between the $N_{Rx}[k]$ values with the same $S[k]$ values [49], [83], [84]. Considering a BCSK-PA system, the goal is to minimize the variation between the $N_{Rx}[k]$ values where $S[k] = sym_1$. Since the Tx knows the past $m$-symbols, if the channel parameters (i.e., $D, r_x, d$) are also known, this adjustment can be accomplished with near certainty. The calculation of different $n_{sym}$ values depends on the past $m$-symbol values. As $m$ increases, calculation of the $n_{sym}$ values becomes impractical in terms of computational power and memory requirements. In all three works focusing on the CSK-PA technique, $m$ is selected as very small to keep the system simple and practical (In [49], $m$ is selected as 1 (i.e., 1-bit memory) while in [83], [84] it is selected as 2).

A variation of the CSK-PA technique, called the consecutive power adjustment (CSK-CPA) technique, only focuses on the worst case scenarios [74]. In this technique, while focusing on a binary system the Tx only considers the last $l$-symbols of consecutive $sym_1$ values (i.e., $k \in \{0, 1, \ldots, l\}$) for power adjustment. As an example, considering a binary system where $S = \{1, 1, 1, 0, 1, 1\}$, $S[k] = sym - 1$, and the past six bit-values are used for power adjustment, CSK-PA will consider 1,1,1,0,1 while CSK-CPA will only consider 1,1,1,1 for power adjustment. Consequently, CSK-CPA greatly reduces the possible Tx states and $n_{sym}$ values, while only slightly reducing the benefits of the PA mechanism.

In CSK, the number of thresholds used is one less than the cardinality of the symbol set. Therefore, CSK suffers from not being able to differentiate between $sym_0$ and no communication (i.e., silence) during a symbol duration. Mahfuz et al. proposed a silence detection technique (CSK-SD) that adds one more threshold at the Rx to distinguish between these two cases [79]–[81]. Considering a BCSK modulation, BCSK-SD utilizes two thresholds $\lambda_0, A_1$ for demodulating the received signal as

$$\hat{S}[k] = \begin{cases} Silence, & N_{Rx}[k] < \lambda_0 \\ sym_0, & \lambda_0 \leq N_{Rx}[k] < \lambda_1 \\ sym_1, & \lambda_1 \leq N_{Rx}[k] \end{cases}$$

In [78], Llatser et al. consider utilizing an instantaneous threshold-based receiver (CSK Amplitude detection, CSK-AD) instead of a classical threshold-based receiver. The main difference of the instantaneous threshold-based receiver is that, instead of accumulating all the MMs received within the same symbol slot and taking a thresholding-based decision over this accumulated value, the Rx counts the MMs received within a much shorter unit time (i.e., $\Delta t$) and applies the thresholding over this much smaller number. Although this method can be much cheaper and simpler in design than the traditional threshold-based technique, it greatly increases the error probability of the system. In particular, Aijaz and Aghavami show that this amplitude detection requires $10^6$ times more MMs to be sent than a threshold-based receiver to achieve the same error probability [91].

Another variation of the basic threshold-based receiver, the adaptive threshold detector (CSK w/ATD), proposes changing the threshold values, $\lambda_i$, adaptively at every symbol slot. Considering a binary case, the Rx adaptively changes the $\lambda_0$ value by setting it to the $N_{Rx}[k-1]$ value [85]. CSK w/ATD is a fairly simple variation that does not require considerable additional complexity at the Rx. According to [85], performance-wise, CSK w/ATD decreases the error probability for short $t_s$ and high $d$ values, where the ISI component is significant. On the other hand, it does not perform well when the information has long sequences of consecutive $sym_1$ or $sym_0$ values.

As in any communication system, more complex receivers can be used to minimize the detection errors due to ISI and
noise in the communication channel. In a sense, these solutions are the receiver-based alternatives to the CSK-PA technique mentioned above. While in CSK-PA, the Tx tries to minimize the variation between the $N_{R,S}[k]$ values by regulating the $n_{sym}$ values, in these receiver-based techniques the Rx tries to correctly demodulate $\hat{S}[k]$ by utilizing likelihood functions and equalizers over $N_{R,S}[k]$ values and the channel state information (CSI). However, since the Rx does not exactly know the $S[k]$ values, these techniques are susceptible to error propagation.

In [86], Kilinc and Akan evaluate the performance of four receivers designed to mitigate ISI in a time-varying diffusion environment: sequence based ML, linear equalization based on minimum mean-square error (MMSE), Maximum a posteriori (MAP), and decision-feedback equalization (DFE). Although these receivers outperform basic threshold-based receivers in terms of communication performance, they utilize complicated matrix or polynomial operations, which greatly increase their computational complexity [87]. Hence, their suitability to nanomachines, which are expected to have low computational capabilities, may be limited.

It has been argued that in an MCvD system, the CSI may be time-varying or very costly to be exactly acquired by the Rx at each symbol slot. Considering such cases, several works propose receivers that work without having perfect CSI information, which are called non-coherent detectors in MC domain. These detectors/receivers utilize the general characteristics of the received signal regardless of the values of the environmental parameters (i.e., $D, r, x, d$). In [87], a receiver that utilizes the peak time of the molecular signal and does the demodulation using the difference of the accumulated concentration in two consecutive symbol slots is proposed (i.e., NC-CSK-Diff). Here the peak time of the molecular signal refers to the time value where the maximum number of molecules are received. A similar work, [88], exploits the fact that a molecular signal, i.e., $h(t)$ function, has a singular convex region, which is depicted by investigating the second derivative of $h(t)$. Based on this convex region, the receiver can approximate the ISI effect of a given signal over the subsequent symbol slots without knowing the exact CSI of the channel, and use this estimate to correctly decode the signal. A similar approach is proposed in [92] and its performance evaluated on a testbed. All of these works are low-complexity solutions, as is needed in practical applications of nanomachines.

A third work builds an ML-based non-coherent receiver that utilizes the fact that for a point Tx, spherical passive Rx and an environment with destroyer MMs, the CIR can be approximated by a Gamma distribution [89]. By observing the channel’s behavior for several symbol slots, the Rx can estimate the distribution parameters and use them to correctly demodulate $\hat{S}[k]$ from the signal. The authors propose two versions of the same receiver, one having higher performance and also higher computational complexity, another having very low computational complexity at a cost of worse performance.

B. Type Based Techniques

A second group of modulation techniques, called type-based techniques, focuses on using multiple types of MMs in the communication system as the basis of the modulation technique. In these techniques, the transmitter has the capability of releasing different types of MMs ($m_{MM}$), which are similar to each other in composition (i.e., radius, diffusivity) but can only be received by a particular type of receptor at the receiver surface. Using different types of receptors each corresponding to a particular type of MM, the receiver is capable of receiving multiple molecular release signals, which are practically orthogonal to each other, within a single symbol slot. The quantitative feature of these orthogonal molecular release signals used to represent bit-values depend on the particular technique in question.

In the first type-based modulation technique, Molecular Shift Keying (MoSK), each different symbol-value ($S[k]$) is represented by a specific type of MM [53], [57], [77]. MoSK uses two types of MMs to modulate one-bit of information within a symbol (called Binary MoSK - BMoSK) or four types of MMs to modulate two-bits of information within a symbol (called Quadruple MoSK - QMoSK). Considering BMoSK, for each symbol slot the Rx counts the number of arriving MMs for each MM type and demodulates $\hat{S}[k]$ based on the thresholding decisions for each MM type as:

$$\hat{S}[k] = \begin{cases} 
\text{sym}_0, & N^{Rx}_{mm_a}[k] \geq \lambda & \text{and} & N^{Rx}_{mm_b}[k] < \lambda \\
\text{sym}_1, & N^{Rx}_{mm_b}[k] \geq \lambda & \text{and} & N^{Rx}_{mm_a}[k] < \lambda, \\
e, & \text{otherwise} \end{cases}$$

where $a$ and $b$ represent the types of the MMs used, $MM_i \in \{mm_a, mm_b\}$, and $N^{Rx}_{mm_{type}}[k]$ represents the number of $m_{type}$ received at the Rx during the $k^{th}$ symbol slot.

An alternative approach in type-based techniques is to use a majority based detection instead of thresholding [69]. In such a binary type-based technique, $\hat{S}[k]$ is decoded as

$$\hat{S}[k] = \begin{cases} 
\text{sym}_0, & N^{Rx}_{mm_a}[k] > N^{Rx}_{mm_b}[k] \\
\text{sym}_1, & N^{Rx}_{mm_b}[k] \geq N^{Rx}_{mm_a}[k] \end{cases} .$$

Compared to CSK, MoSK considerably reduces the ISI element of the signal due to the fact that each bit value is represented by a different type of molecule. On the other hand, it increases the complexity of both the Tx and the Rx since the Tx is required to synthesize different types of molecules and the Rx is required to have multiple receptors on its surface. Moreover, the average number of emitted molecules is higher in MoSK compared to CSK since there is an emission of molecules at each symbol slot, while there are symbol slots with no emission in CSK such as while transmitting sym-0 values in BCSK. Unlike CSK, MoSK does not have a direct counterpart among modulation techniques utilized in classical telecommunication. Since each molecule type is practically orthogonal to each other, one can think of it as signals of different frequencies with no overlapping components but the properties of RF signals and molecular signals are widely different. Beside the basic MoSK, other type-based techniques have also been proposed in the literature.
TABLE II

| Technique Identification | Modulation Characteristics | Performance Evaluation Assumptions |
|--------------------------|---------------------------|-------------------------------------|
| Name                     | ISI Mitig. | Comp. Complex. | Detection Type | Tx Waveform | Rx Type | Environment |
| MoSK                     | Moderate    | Moderate      | Thresholding  | Pulse       | Absorbing | 3D, No Drift |
| tMoSK                    | Moderate    | Moderate      | Thresholding  | Pulse       | Absorbing | 1B, Drift   |
| MoSK w/ ML               | Moderate    | High          | ML            | Pulse       | Passive   | 2D, No Drift |
| RSK                      | Moderate    | Moderate      | Thresholding  | Pulse       | Absorbing | 1D, Drift   |
| MCSK                     | High        | Moderate      | Thresholding  | Pulse       | N/A       | N/A         |
| MTSK                     | High        | High          | Thresholding  | Pulse       | Absorbing | 2D, No Drift |
| Pre-eq. CSK              | High        | High          | Thresholding (Drift) | Pulse       | Absorbing | 3D, No Drift |
| Zebra-CSK                | High        | High          | Thresholding  | Pulse       | Absorbing | 3D, No Drift |

each focusing on different methods of utilizing multiple MM types in representing the received molecular signal (Table I).

As an alternative to the simple thresholding-based detector proposed for MoSK receiver, ShahMohammadian et al. propose an ML detector for MoSK in a linear, time-invariant diffusion environment with both ISI and noise components in [96]. Similar to the work by Kilinc and Akan in [86] for concentration-based techniques, although this ML receiver outperforms the simple thresholding-based detector, it requires considerable computation power at the receiver due to the Viterbi algorithm used for calculations, which reduces its practicality inside a nanomachine.

In [97], Kim and Chae propose a type-based modulation technique called ratio shift keying (RSK) using two types of MMs (mm_a, mm_b) and the information is modulated over the received ratio of these two MM types during each symbol duration (i.e., R_{Rx}^{mm_a/b} [k] = N_{Rx}^{mm_a} [k] / N_{Rx}^{mm_b} [k]). In Binary RSK (BRSK), the received signal is demodulated by using a single threshold value Λ as

\[ \hat{S}[k] = \begin{cases} 
\text{sym}_0, & R_{Rx}^{mm_a/b} [k] < \Lambda \\
\text{sym}_1, & R_{Rx}^{mm_a/b} [k] \geq \Lambda 
\end{cases}, \quad (18) \]

whereas in Quadruple RSK (QRSK) it is decoded by using three threshold values Λ_0, Λ_1, Λ_2 as

\[ \hat{S}[k] = \begin{cases} 
\text{sym}_0, & R_{Rx}^{mm_a/b} [k] < \Lambda_0 \\
\text{sym}_1, & \Lambda_0 \leq R_{Rx}^{mm_a/b} [k] < \Lambda_1 \\
\text{sym}_2, & \Lambda_1 \leq R_{Rx}^{mm_a/b} [k] < \Lambda_2 \\
\text{sym}_3, & \Lambda_2 \leq R_{Rx}^{mm_a/b} [k] 
\end{cases}, \quad (19) \]

As shown in their work, RSK has a similar performance to MoSK in the binary case but its performance degrades to the level of CSK in the quadruple case due to the fact that it utilizes multiple threshold values, which increases the reception error.

Arjmandi et al. propose an alternative type-based modulation technique, called Molecular Concentration Shift Keying (MCSK), where, if S[k] = sym_1, the Tx releases (mm_a) type of MMs for an odd-numbered symbol and releases (mm_b) type of MMs for an even-numbered symbol [98]. Similar to BCSSK, in case S[k] = sym_0 the Tx does not release any MMs. The Rx demodulates the signal by checking the concentration of (mm_a) or (mm_b) depending on the symbol parity as

\[ \hat{S}[k] = \begin{cases} 
sym_0, & k \text{ mod } 2 = 0, N_{Rx}^{mm_a} [k] < \Lambda \\
sym_1, & k \text{ mod } 2 = 1, N_{Rx}^{mm_a} [k] < \Lambda \\
sym_0, & k \text{ mod } 2 = 0, N_{Rx}^{mm_b} [k] \geq \Lambda \\
sym_1, & k \text{ mod } 2 = 1, N_{Rx}^{mm_b} [k] \geq \Lambda 
\end{cases}. \quad (20) \]

According to the results provided in [98], in the binary case, MCSK outperforms MoSK in terms of BER due to the fact that the ISI component of the molecular signal after a sequence of sym_1-valued symbols grows large. Hence it is highly probable that the next symbol with sym_0 will be decoded incorrectly as sym_1. The alternating approach of MCSK remedies such erroneous decodings. However as shown in [98], MCSK loses its edge over MoSK in terms of BER in the quadruple case. So, its advantage is more specific to the binary implementations.

In a communication system, interference can be either constructive or destructive. Considering the BMoSK technique, the ISI part of a sym_1 transmission becomes a constructive interference source for the upcoming sym_1 symbols (i.e., for all S[k + x] = sym_1 where x ∈ Z^+). On the other hand, for the symbol values sym_0 after a sym_1 (i.e., for all S[k + x] = sym_0 where x ∈ Z^+, if S[k] = sym_1), the same ISI becomes destructive. Tepekule et al. propose a technique called molecular transition shift keying (MTSK), which focuses on constructive and destructive ISI differentiation by using two types of MMs [83]. In MTSK, if S[k] = sym_1, the transmitter checks the value of S[k + 1] and chooses one of the two types of MMs according to this value to release in this symbol duration as

\[ T_{mm} [k] = \begin{cases} 
mm_a, & S[k] = sym_1 \& S[k + 1] = sym_1 \\
mm_b, & S[k] = sym_1 \& S[k + 1] = sym_0 \\
0, & S[k] = sym_0 
\end{cases}. \quad (21) \]

Similar to BCSSK, in case S[k] = sym_0 the Tx does not release any MMs. At the Rx, the signal is demodulated by checking the concentration levels of both (mm_a) and (mm_b) each symbol slot as

\[ \hat{S}[k] = \begin{cases} 
sym_0, & N_{Rx}^{mm_a} [k] < \Lambda \& N_{Rx}^{mm_b} [k] < \Lambda \\
sym_1, & N_{Rx}^{mm_a} [k] \geq \Lambda \& N_{Rx}^{mm_b} [k] \geq \Lambda 
\end{cases}. \quad (22) \]

This way, the Tx utilizes the advantage of the constructive ISI component while at the same time reducing the detrimental effect of the destructive ISI by switching to the second type of molecules when the symbol transition occurs from sym_1.
to sym0. As expected, MTSK considerably reduces the BER in the system compared to both basic CSK and MoSK techniques, while only increasing the system complexity slightly.

The communication aspects of the type-based techniques, MMs must be selected carefully to be chemically similar to each other and to have high bio-compatibility, especially for the in-vivo environments. Also, each MM type should have more or less the same diffusion capabilities (i.e., diffusion coefficient) to eliminate any inequality between different symbol-values. In [77], hydrofluorocarbon-based MMs are proposed, which are chemically similar to each other and can be easily synthesized by a biological nanomachine. Alternatively, Kim and Chae propose using aldohexoses-based isomers as MMs, called Isomer Molecular Shift Keying (IMoSK), which have much higher bio-compatibility than the hydrofluorocarbons and have similar chemical and synthesis features to them [94], [95]. However, these works are very preliminary studies of MM type selection and none of them shows the bio-compatibility of these molecules in a quantitative fashion. Additionally, these MMs may not be suitable in an in-vitro environment with completely different environmental aspects.

In [99], Pudasini et al. propose an advanced version of the MCSK technique called Zebra CSK, where destroyer molecules (called inhibitors) are used to reduce the ISI effect of the received signal. In Zebra CSK, when $S[k] = sym1$, in addition to alternatively releasing $(mm_a)$ or $(mm_b)$ depending on the symbol number as in MCSK, the Tx also releases destroyer molecules of type $(dm_b)$ when it releases $(mm_a)$, or $(dm_a)$ when it releases $(mm_b)$. These destroyer molecules interact with the MMs in the environment and practically “destroy” them in the environment. Therefore, the effect of MMs from previous symbol slots are reduced to have a lower BER.

In a similar work, Tepekule et al. approach the problem of ISI mitigation by utilizing two types of molecules, $(mm_a)$ and $(mm_b)$, where the Rx measures the received concentrations of each MM type separately and consider the difference of these two concentrations as the actual received signal [69]. This pre-equalization technique, Pre-eq CSK, works similar to the BCSK technique using the $(mm_a)$ type of MMs. However, when $S[k] = sym1$, after releasing type $(mm_a)$ molecules, the Tx also releases type $(mm_b)$ MMs after a short delay. The receiver demodulates the signal by checking the concentration difference between these two types of MMs as

$$\hat{S}[k] = \begin{cases} sym0, & N_{mm_a}[k] - N_{mm_b}[k] < \lambda \\ sym1, & N_{mm_a}[k] - N_{mm_b}[k] \geq \lambda \end{cases} .$$

(23)

This short delay choice and the ratio between $N_{mm_a}$ and $N_{mm_b}$ are tunable parameters whose ideal values can be found via heuristic methods depending on the environment. Pre-eq CSK is a less-complex technique from an implementation point-of-view and it achieves a much lower BER than CSK, CSK with MMSE, and MoSK.

C. Timing Based Techniques

The third group of modulation techniques encodes information on the time of release of MM. Here, we will refer to this subclass of MC channels as molecular timing channels (MTC). This modulation is different from the previous methods in that the channel input is fundamentally continuous instead of discrete. The MTC model was first proposed in [100], which is more suitable for evaluating timing-based modulations. In its simplest form, a MTC is based on a single MM released by the Tx at time $t_r$ with information encoded on this release time (RT). The MM goes through some random propagation and arrive at the destination at time

$$t_y = t_r + t_n,$$

(24)

where $t_n$ is some random delay due to MM propagation. Note that unlike previous modulations where the symbol set is finite, in pure timing channels, the symbol set is a continuous interval.

An important parameter of the MTC is the probability distribution of the random delay $t_n$. Considering a 1D environment with an absorbing receiver, this random delay is Lévy distributed for free diffusion and inverse Gaussian distributed for diffusion with drift [50]. In a 3D free diffusion environment, as described in subsection II-C, the MM may never arrive at the Rx, and therefore the channel model must be modified to reflect this effect, as we will show later. A 3D vessel-like environment with drift can be approximated as a 1D environment [101] so the same distributions can be utilized for such environments. It can be argued that this probability distribution of $t_n$ has a connection with the CIR of the corresponding MC channel. Particularly, if we assume that the MMs move independent of each other, the expected number of MMs that arrive at the Rx as a function of time (i.e., $E[N^{Rx}[t]]$) is proportional to this probability distribution.

The first series of works that explore timing-based techniques focus on understanding the fundamental limits of MTCs. In [40], an MTC with additive inverse Gaussian noise (AIGN) was introduced where $t_n$ in (24) is inverse Gaussian distributed. The authors derive the upper and lower bounds on capacity per channel use for this MTC with AIGN case. Then, in [50], tighter bounds on capacity of the same MTC with AIGN case were derived. The capacity-achieving MM input distribution was also characterized for this case.

One of the drawbacks of the model in (24) is that it only considers a single MM release. In practical systems, many MMs can be released by the Tx. Another drawback is that the notion of channel use (i.e., how long is the channel use duration) is not rigorously defined. It is also assumed that MMs will eventually arrive at the Rx and they are not degraded or destroyed prior to arrival. Finally, ISI is not considered in this model. To overcome some of these limitations, two approaches have been considered in the literature.

First, in [39], [52], [100], [102] the single particle release is extended to multiple MM releases. In this scenario, information is encoded in the vector $\hat{t}_n$, where each element in the vector is the time of release of one of $M$ MMs. It is assumed that each particle goes through a random independent path (hence a random independent delay). The Rx observes the

A channel use is a single use of the channel to transmit one symbol of the symbol set from the Tx to Rx.
vector \( \tilde{t}_n \), which contains a set of \( M \) arrivals corresponding to each MM. Note that here again it is assumed that all the particles eventually arrive at the Rx. If all \( M \) MMs are of different MM types, which do not react or interact with each other, this channel reduces to \( M \) parallel channels given in [24]. The nontrivial scenario is when the \( M \) MMs are of the same type and hence are indistinguishable at the Rx. In this nontrivial scenario, the channel model becomes:

\[
\hat{t}_v = \text{sort}(\tilde{t}_r + \tilde{t}_n), \tag{25}
\]

where \( \tilde{t}_r \) is the vector of random delays associated with each MM, \( \text{sort}(\tilde{t}) \) is the sort operator that permutes the vector \( \tilde{t} \) in ascending order of arrival times, and \( \hat{t}_v \) is the observation at the Rx. Note that the sort operation is necessary since the MMs may arrive out of order (i.e., not according to the order they were released) because of independent random delay associated with their random propagation.

In [52], [102], the fundamental limits of multiple MM release MTC in (25) is investigated. Since this is a complicated channel, it is assumed that the random delays have a finite mean. Particularly, it is assumed that the random delays are exponentially distributed. Then, a guard interval is placed between different channel uses in order to ensure that the probability of ISI is low. Using these assumptions, the \( \epsilon \)-capacity of (25) is analyzed by presenting its upper and lower bounds. In \( \epsilon \)-capacity, instead of driving the probability of error to zero (i.e., \( \epsilon = 0 \)) as the block length increases, the probability of error is driven down to \( \epsilon, \epsilon > 0 \). Note that for \( \epsilon > 0 \), despite the guard interval, there is a nonzero probability that there will be an ISI event, which is counted as an error in this setup. Note that calculating the capacity of this channel such that the error probability approaches zero is very challenging and that is why the authors consider \( \epsilon \)-capacity.

Although [52], [102] consider multiple MMs and ISI, as well as rigorously defining the channel use interval, it assumes that all the MMs arrive at the Rx. One of the challenges in MTC channels is that, without this assumption, analyzing its the fundamental limits in (25) becomes very difficult. Therefore, in [51], [55] a new MTC is presented where the MMs have a finite lifetime \( \tau_n \). In this channel model, information is encoded in the time of release of \( M \) MMs and all of the \( M \) MMs are released simultaneously at the same time within a symbol interval \( \tau_n \). Consequently, the overall arrival time, \( \hat{Y}[i] \), in this MTC channel is given as

\[
\hat{Y}[i] = \begin{cases} 
\hat{t}_v[i] = t_v + \tilde{t}_n[i], & \tilde{t}_n[i] \leq \tau_n \\
\phi, & \tilde{t}_n[i] > \tau_n 
\end{cases} \tag{26}
\]

where the \( t_v \) is the time that the \( M \) MMs are released, \( \tilde{t}_n[i] \) is the random propagation delay associated with the \( i \)-th MM, and \( \hat{t}_v[i] \) is the arrival time of the \( i \)-th MM. Here, the first case depicts the case if the MM arrives at the Rx, and the second case corresponds to the case where the MM is degraded before arriving at the Rx. In [55], the capacity of the MTC in (26) is analyzed by deriving two lower bounds on capacity as well as an upper bound on the capacity. For the case where the random delay is Lévy distributed (i.e., for free diffusion-based MTC), it is shown that the capacity scales at least polylogarithmically with the number of MMs released.

Besides these information theoretic works, which aim to evaluate the fundamental limits of the MTC, another series of works study system design (e.g., receiver design) for the MTC. Some of these works focus on pulse position modulation (PPM), where information is encoded in the time of release of pulses (i.e., release of a large number of MMs). In this scheme, the symbol interval is divided into \( |S| \) sub-intervals, \( t_0, t_1, \cdots, t_{|S|-1} \), where \( S \) is the symbol set. Then a pulse of \( M \) MMs are released at the beginning of the sub-intervals corresponding to the transmission symbol. Let \( y_0, y_1, \cdots, y_{|S|-1} \) be the number of MMs that arrive during each sub-interval. Then, assuming that the CIR has its maximum within each sub-interval and that there is no ISI, the symbol can be demodulated using

\[
\hat{S} = \text{sym}_{\ell}, \quad \ell = \arg\max_{0 \leq x < |S|} y_x. \tag{27}
\]

In [104], the performance of CSK and PPM has been compared and it is demonstrated that for binary symbols, CSK is better than PPM in an ideal diffusion scenario. Later in [105] it was demonstrated that when the symbol set contains more elements (e.g. 16-PPM), PPM can outperform CSK in terms of BER performance again. This is because PPM is exposed to less ISI. The PPM technique is also investigated in [106] with ML and the proposed (MAX) detectors. The proposed MAX detector records the maximum values in each time bin and detects the intended symbol accordingly.

The optimal ML detector for one-shot PPM (i.e., where there is no ISI), for a detector that can detect the arrival time of individual MMs, is derived in [107]. Since this ML detector can have a large computational complexity, a new detector is proposed that can detect the symbols using the time of arrival of the first MM. It is shown that in some regimes, the performance of this detector approaches that to the an optimal detector which can observe the arrival time of all the MMs. These results are extended in [108], where it is shown that for a PPM scheme that is similar to the channel in (26), the first arrival receiver, last arrival receiver or the average receiver can each achieve a performance close to the optimal detector, depending on the distribution of \( \tilde{t}_n \). The first arrival detector detects the symbols using the time of arrival of the first MM that arrives at the receiver. Similarly, the last arrival uses the last arrival time of the final MM that arrives at the receiver, while the average arrival time detector can observe the average arrival time of MMs. The optimal detector can observe the arrival time of all the MMs.

In [109], the MTC in (25) is considered, where the Tx can select the release time of individual MMs, and the Rx can detect the arrival time of each MM. The optimal ML detector for such a system is derived and shown to have an exponential computational complexity. Then a sequence detector based on the Viterbi algorithm is derived that achieves a performance close to that of the optimal detector.

One of the drawbacks of encoding information on to the time of release of MMs or PPM is that the Tx and the Rx...
need to be synchronized. One way to perform asynchronous modulation is to encode information on the time interval between two consecutive releases of molecules or pulses [104]. One of the first works to consider asynchronous communication over MTCs was [109], where a system that encodes information on the time interval between molecule releases as well as molecule types was considered. The probability of error and achievable information rates are then derived for the asynchronous scheme and compared with the synchronous schemes.

In [110], an MC system that relies on bacteria colonies as receivers is considered. Such a system suffers from a large delay since, besides the time it takes for the MMs to travel from the Tx to the Rx, at the Rx itself there is a long delay before detection. This is because the bacteria activate the pathways that generate green fluorescent proteins (GFP), which can then be used to indicate the arrival of MMs. In such MC systems with long delays, it is demonstrated that by encoding information on the time between pulses, information rate can be significantly increased compared to CSK, especially by using techniques such as differential coding.

In [111], it was demonstrated that when information is encoded between the time of release of single MMs, and there is no ISI, the channel can be represented as an additive noise channel where the noise is distributed according to a stable distribution. For diffusion based propagation, this stable distributed noise has an infinite mean and variance, because of heavy tails. Hence geometric signal-to-noise ratio (GSNR) is introduced for stable distributed noises. The GSNR uses the geometric power of the noise $S_0(\mathcal{N})$, which is defined as

$$S_0(\mathcal{N}) \equiv e^{E[\log|\mathcal{N}|]}$$  \hspace{1cm} (28)

where $|.|$ stands for the norm operator and $\mathcal{N}$ is the noise signal. It is shown that GSNR exhibits the same benefit as SNR in AWGN channel where the probability of bit error is the same for a given GSNR value regardless of the transmit or noise power [111], [115].

The final time-based technique changes the rate of release, i.e., the frequency of the release. This technique we call the Molecular Frequency Shift Keying (MFSK), which is similar to frequency shift keying (FSK), was first proposed and evaluated under idealistic settings in [112]. A subsequent work [113] proposed a technique for detection of frequency modulated molecular signals. In particular, reactions-diffusion and reaction kinetic equations are used to model and design the reception process at the receiver. In the design of the receiver, ISI is also considered, and silence periods are used to mitigate ISI. The performance of the MFSK modulation is compared to CSK in [72] using a particle based simulator and scenarios under which MFSK can achieve good performance are discussed. Finally, in [114], passband modulation is implemented by precisely controlling the longitudinal wave properties of MMs. Longitudinal waves are generated by the Tx oscillating towards or away from the Rx. This creates distinguishable carrier waves through a simple oscillation of the Tx, and can result in molecular frequency division multiplexing, where multiple transmitters can communicate with a single Rx with limited interference.

### D. Spatial Techniques

Another group of techniques, called Spatial Techniques, aims to convey information by utilizing spatial diversity. Multi-antenna systems can embed the information into the emission location/antenna index and the Rx demodulates the symbol by estimating the emission location/antenna index. A $6 \times 6$ example system is depicted in Fig. 7 where the Tx and the Rx are $d$ apart and their antennas are placed in a circular way with a radius of $r_{\text{circ}}$. Please note that the distance between

| Technique Identification | Modulation Characteristics | Performance Evaluation Assumptions |
|--------------------------|----------------------------|------------------------------------|
| Name                     | References                 | ISI Mitig. | Comp. Complex. | Detection Type | Numb. MM | Rx Type | Environment |
| PPM                      | [104], [105]               | None       | Medium         | ML            | Single   | Absorbing | 1D, Drift   |
| PPM w/ ML                | [106], [108]               | None       | Medium         | ML/Max        | Multi    | Absorbing | 3D, Drift   |
| Time b/w pulses          | [109], [110], [111]        | Low        | Medium         | Thresholding  | Multi    | Absorbing | 1-3D, Drift |
| MFSK                     | [112], [114]               | None       | High           | Bandpass/Matched Filter | Multi    | Absorbing | 1-3D, No Drift |

Fig. 6. Example scenario of 4-PPM modulation. The information symbols are 01 10 00 and the emissions are done during the corresponding sub-slots.

![Table III: Timing-Based Techniques for Molecular Communication](image)

![Fig. 6](image)
any given antenna pair (i.e., \( d_{i,j} \): distance between the \( i \)-th antenna of the Tx and \( j \)-th antenna of the Rx) varies.

Spatial diversity is utilized in a simple way by considering molecular MIMO scenarios \([58], [116]–[120]\). In these works, the achievable throughput is improved by utilizing multiple antennas with classical modulation techniques. Index modulation (IM), which utilizes indices of the transmitting antennas to convey additional information bits, was subsequently adapted to the MCvD system by Gursoy et al. who coined the term molecular IM. In molecular IM, the message is modulated onto the index of emission antenna(s) and detected/demodulated by estimating the emission antenna index or indices. The most fundamental version of molecular IM, which only uses a single antenna, has been proposed as a new modulation technique called molecular space shift keying (MSSK) \([59]\). Authors compared two parallel MSSK with Molecular Spatial Modulation (MSM) that utilizes MoSK for the symbol constellation (please note that both techniques use two types of molecules). The former technique is better for coping with ISI, on the other hand, MSM copes with Inter Link Interference (ILI) better. In addition to MSSK, Gursoy et al. incorporated the Gray coding scheme for the antenna indices to reduce the BER. In \([121]\), Gursoy et al. combined MSSK with PPM technique and achieved a significant improvement compared to MSM and the original MSSK with CSK. Spatial modulation is also analyzed in \([122], [123]\) by considering equal gain combining or selection combining at the Rx. In both studies, it is shown that the communication performance (in terms of BER) is improved significantly even with simple versions of index modulation, which only activates a single antenna for modulation at each symbol slot.

For \( m \)-ary MSSK, only one of the \( m \) antennas \((a_0, a_1, \ldots, a_{m-1})\) is active at each symbol slot, which reduces the ILI effect significantly. At the Tx, the antenna that emits the pre-determined amount of MMs, \( A^T[k] \), is selected according to the value of the symbol as

\[
A^T[k] = a_i, \quad \text{where } S[k] = sym_i. \tag{29}
\]

Then, the received symbol is demodulated as

\[
\hat{S}[k] = sym_\ell \quad \ell = \text{argmax}_{j \in \{0, \ldots, m-1\}} N^{Rx,j}[k], \tag{30}
\]

where \( N^{Rx,j}[k] \) denotes the total number of received molecules by the \( j \)-th antenna of the Rx (i.e., \( a_j \)) in the \( k \)-th symbol slot. In other words, the Rx performs maximum count detection. The possible error sources can be caused by ISI, ILI, and antenna misalignment. By checking the channel coefficients, it can be seen that the most prominent ILI-caused errors are due to the two adjacent Rx antennas of the intended one. Therefore, authors incorporated Gray coding for the antenna indexing to reduce the number of bit errors in connection with ILI \([59]\). Even if the most basic version of molecular IM (i.e., MSSK) has promising results, the more generic molecular IM versions that allow multiple active antennas for MC have not been studied in the literature.

### E. Hybrid Techniques

As discussed in the previous subsections, most of the modulation techniques in the molecular communication literature focus on a single property of the molecular signal to vary according to the data to be transmitted. However, a handful of works propose techniques that utilize more than one of these properties. Although these techniques yield higher achievable bit rates, they require more complex mechanisms both at the Tx and at the Rx, which may limit their practicality.

In \([7], [124]\), two similar methods have been proposed that use multiple molecular signals, where these signals utilize CSK but with different MM types \((mm_{type})\). From a conceptual point of view, this method, referred to as \( m \)-Channel CSK \((m\text{-CCSK})\) in this paper, where \( m \) denotes the number of \( mm_{type}\)s being used, is similar to orthogonal channels in wireless communication. Considering a complete independence among the different \( mm_{type}\)s being used, the \( m\text{-CCSK} \) increases the achievable information rate by \( m \), where each \( mm_{type} \) is considered a parallel independent communication channel. However, such a technique requires the synthesis, storage, and release of \( m \) MMs at the Tx, which will increase the energy cost of the communication by the same amount. At the Rx, there must be receptors suitable for each \( mm_{type} \) covering the whole surface of the Rx which will make its design more complex and even impossible as \( m \) increases.

Another technique that utilizes both the concentration and the type of MMs is the hybrid modulation scheme (HMS) that is proposed in \([125]\). Similar to the CSK-PA technique, HMS also leverages the fact that in some parts of the input signal there will be consecutive symbols having the same symbol value. As such, the number of consecutive symbols having the same symbol value becomes one input signal (i.e., repetition length signal - \( \hat{l}[k] \)) and the symbol value of each repetition becomes another input signal (i.e., symbol value signal - \( \hat{\text{V}}[k] \)). To give an example, considering a binary system for the following information

\[
S = \{1, 1, 0, 0, 1, 0, 1, 1, 1\}, \tag{31}
\]

the two signals will be

\[
\hat{\text{V}}[k] = \{1, 0, 1, 0, 1\},
\hat{l}[k] = \{2, 2, 1, 1, 3\}.
\]

By superimposing these two signals on two orthogonal molecular signal properties, where \( N^{Tx}[k] \) is used for the repetition length signal, and \( mm_{type} \) for the symbol value
signal, the Tx is able to send a complex signal that carries many bits of information. As an example, in an HMS technique that uses two types of symbols and considers at most four consecutive symbols with the same symbol value (i.e., $HMS_{s=2}$), the reception ($\hat{V}[k], \hat{l}[k]$) is defined as

$$\hat{V}[k] = \begin{cases} \text{sym}_0, & N_{\text{mm}}^{Rx}[k] > N_{\text{mm}}^{Rx}[k] \\ \text{sym}_1, & N_{\text{mm}}^{Rx}[k] \geq N_{\text{mm}}^{Rx}[k] \end{cases},$$

(32)

and

$$\hat{l}[k] = \begin{cases} 1, & \lambda_0 \leq N_{\text{mm}}^{max}[k] < \lambda_0 \\ 2, & \lambda_0 \leq N_{\text{mm}}^{max}[k] < \lambda_1 \\ 3, & \lambda_1 \leq N_{\text{mm}}^{max}[k] < \lambda_2 \\ 4, & \lambda_2 \leq N_{\text{mm}}^{max}[k] \end{cases},$$

(33)

where

$$mm_{\text{max}} = \begin{cases} mm_0, & \hat{S}[k] = \text{sym}_0 \\ mm_1, & \hat{S}[k] = \text{sym}_1 \end{cases}.$$  

(34)

As with $m$-CCSK, $HMS_{l=2m}$ offers a much higher achievable data rate over CSK or MoSK at a cost of Tx and Rx complexity. The authors show that the highest achievable data rate gain can be attained where $m = 1$ (i.e., each symbol represents 1-bit of information) and $l \in [2, 20]$. However, such high $l$ values will necessitate a high number of thresholds, which will lead to high BER levels. The authors also proposed an alternative technique, HMS-D2, where $N_{\text{mm}}^{Rx}[k]$ represents the symbol value signal and $mm_{\text{type}}$ represents the repetition length signal. This technique reduces the amount of threshold that is needed at the Rx, however, in this case the Tx will have to use 2 – 20 different types of MMs which will increase the energy requirements at the Tx to impractical levels.

F. Discussion on Appropriate Applications

We have presented the comparison tables for each group of modulation techniques among the group itself, e.g., the concentration-based techniques are listed in Table II without considering the cross comparison. Now, we will discuss the cross comparison in a qualitative and hypothetical framework with considering the challenges of MCvD system such as high ISI, synchronization, physical limitations, etc.

Concentration-based modulation techniques are, in general, simpler and may be more appropriate for less-capable devices/cells. When ISI mitigation capabilities are integrated to concentration-based modulations, the complexity of the technique increases directly. Therefore, less-capable devices should use simple concentration-based modulation techniques with long symbol duration to cope with ISI and they are appropriate for low-data rate applications or applications where a predefined message (e.g., alarm or sensed phenomenon) is sent only once.

Type-based techniques require different types of molecules for different symbols. Complexity of these techniques is higher than the concentration-based techniques. Hence, type-based techniques may not be the best choice for less-capable devices. However, if the device is capable of complex operations such as differentiating molecule types at the Rx side or synthesizing and sending different molecule types at the Tx side, then achieving ISI mitigation becomes easier compared to concentration-based techniques. Coping with ISI enables higher data rates. Therefore, these techniques may be promising for applications that are requiring higher data rates. Another advantage of using type-based techniques can be differentiating the nodes by assigning different molecule types to different links. However, this technique does not scale and may not be appropriate for crowded multi node topologies.

If we focus on the Timing-based techniques, they require accurate synchronization in time domain to decode the symbols accurately. These kind of modulation techniques are not appropriate for the application scenarios where the synchronization is hurdled. If the synchronization issue is handled adequately, then the channel capacity of the timing-based modulation technique scales at least polynomallogarithmically [55]. Therefore, timing-based modulations have a great potential with a cost of synchronization requirements.

Spatial techniques are also promising for MCvD systems, however compared to the previous types they are less mature techniques and require further refinement. These techniques have potential to push the current data rate limits to even higher values. Due to having multiple antennas, such MCvD systems with spatial techniques can also be very appropriate for localization applications. However, they require advanced Tx and Rx structures with multiple emission and reception sites. Moreover, they may not be appropriate for crowded topologies due to multi-user interference and the required sensitivity for estimating the transmitting/emitter antenna.

G. Performance Comparison

As we have now described the working principles of the modulation techniques in the literature, in this section we analytically evaluate the performances of key modulation techniques (i.e., CSK, MoSK, MTSK, CSK-CPA, MCSK, and Pre-CCSK) in terms of BER for different average transmitted power values. Regarding the MoSK technique, we utilize the scheme with the majority based detection variant. In order to have a fair comparison among these techniques, we normalized the $N_{\text{Tx}}[k]$ values for each symbol so that the average transmitted power per symbol is the same for all the evaluated techniques. For example to compare the performances of B-CSK and B-MoSK techniques, where the average transmitted power is 500, we set the $N_{\text{Tx}}[k]$ values as

$$N_{\text{Tx}}[k]_{\text{B-CSK}} = \begin{cases} \text{sym}_0, & 0 \\ \text{sym}_1, & 1000 \end{cases},$$

(35)

$$N_{\text{Tx}}[k]_{\text{B-MoSK}} = \begin{cases} \text{sym}_0, & 500 \\ \text{sym}_1, & 500 \end{cases}.$$  

(36)

For the environment, we use a 3D environment composed of a single point Tx device and a single fully absorbing spherical Rx device and without a drift component in the environment. Both the Tx and the Rx devices have a radius of 5µm and the shortest distance between these two devices is also 5µm. The diffusion coefficient, $D$, has been selected as $69.4\,\text{µm}^2/\text{s}$ considering the viscosity of blood plasma at 37°C [126]. As
for the MM, we use insulin molecules, whose Stokes radius is 2.68 nm [126].

The transmitted MC signal has a pulse waveform and we use the CIR calculation formula for 3D environments with a point source and fully absorbing receiver given in [38]. The BER performance has been evaluated where the effect of past 7-symbols is taken into consideration (i.e., the ISI window length is 7). We use a binary scenario, where each symbol represents a 1-bit information. As for the $t_s$ value, we use three different values as short $t_s$, moderate $t_s$, and long $t_s$. Each one of these values is given as multiples of the $t_{peak}$ value, which denotes the time of peak point of CIR function (i.e., $h(t)$) and it represents the time when the maximum number of MMs is received by the Rx device. This $t_{peak}$ value is also calculated by the aforementioned CIR formulation given the environmental parameters’ values.

The BER results of the chosen modulation techniques are given in Fig. 8 and Fig. 9. In order to facilitate clear readability of the results, we categorize the modulation techniques in three categories as slow (i.e., CSK and MoSK), medium (i.e., MTSK, CSK-CPA) and fast (i.e., MCSK and PreEq CSK) techniques based on the $t_s$ values under which they exhibit a better BER performance. Fig. 8 depicts the result of the slow (i.e., CSK and MoSK) and medium (i.e., MTSK, CSK-CPA) techniques, while Fig. 9 shows the results of the medium and fast (i.e., MCSK and PreEq CSK) techniques.

As seen in all three subfigures of Fig. 8 B-CSK and MoSK have similar performances after normalizing their average transmitted power values regardless of the $t_s$ value. Also, in all three cases, both MTSK and CSK-CPA outperforms these fundamental techniques. As seen in Fig. 8(a) CSK-CPA outperforms MTSK in the short $t_s$ scenario. However, as seen in Fig. 8(b) and Fig. 8(c) when the $t_s$ value increases, CSK-CPA loses this performance edge and its performance becomes similar to MTSK.

For the second group of techniques, due to their fast nature we use shorter $t_s$ values in all three cases. As seen in Fig. 9 both MCSK and Pre-Eq CSK outperforms the best of the slow techniques in all $t_s$ values. Among the two fast techniques, Pre-Eq CSK gives a lower BER value considering a short $t_s$ value and where the average transmission power is greater than 2000 (Fig 9(a)) As $t_s$ increases though, MCSK outperforms the Pre-Eq CSK by a great margin both in the moderate $t_s$ and long $t_s$ scenarios. This is due to the fact that Pre-Eq CSK is in particular designed to operate under small $t_s$ values and the advantage of the equalization goes away as the $t_s$ value increases. One important take away from these results is the fact that MCSK not only has a much lower BER value than the other techniques considered, but it also has a moderate computational complexity. One potential drawback of MCSK
is the synchronization requirement of the Rx, which might be a hard limitation in implementation.

Considering these results one can observe that the best modulation technique, in terms of BER, depends heavily on the design requirements of the target MC system, in particular the symbol duration, $t_s$, and the desired complexity. If a simpler system is desired clearly the CSK-CPA is the best choice since it is a concentration-based technique working with a single MM type. But it would necessitate a longer $t_s$ value to achieve a low BER. On the other hand, if it is possible to utilize multiple MMs, the question becomes what is the acceptable $t_s$ value which will have a serious impact over the system throughput. In case a short $t_s$ is desired, Pre-Eq CSK yields the lowest BER while if a longer $t_s$ will not cause too many problems MCSK clearly outperforms all other techniques. Though, as stated before MCSK requires stricter synchronization which may further complicate its adaptability in a real-life system.

VI. Open Issues & Future Directions

This article has reviewed the modulation techniques that have been developed for MC over the last decade. Since information in MC systems is carried by molecules, many new challenges in modulation design arise, which have been addressed in the recent literature. However, the field of MC is still in its infancy, with many open challenges remaining. In this section we briefly discuss some of these challenges along with relevant future research directions to address them.

Due to its nature, the received molecular signal inside a diffusion channel is inherently a positive valued signal. Therefore, methods that utilize both positive and negative components of a signal cannot be directly applied to the molecular communication. Similar to the molecular signal, the optical signal also exhibits such a behavior. Consequently, modulation techniques inspired by optical systems are envisioned to be more suitable for MCvD systems. Some of the existing solutions can be applied to the problems that are encountered in MC domain but have similarity to already solved problems in optical systems.

Synchronization is one of the critical hurdles for modulation techniques in MC systems. As previously stated in Section I, most of the works that propose modulation techniques for MC systems assume perfect synchronization between communication nodes, the Tx and the Rx. There are several studies proposing different synchronization techniques for MC systems by quorum sensing [127], blind synchronization with channel delay [128], and signal peak observation [129–131]. However, these methods are either complex for the nanomachines or they heavily rely on CSI - please note that acquiring CSI is a challenging task for time-varying MC channels. Moreover, the integration of these synchronization methods with the proposed modulation techniques is not investigated adequately. One important research direction is then the integration of synchronization methods with the existing modulation techniques and the investigation of asynchronous modulation techniques to increase the implementability of MC systems.

Physical properties of the transmitter and the receiver nodes in MC communications are critical for designing effective modulation techniques. Physical properties of the transmitter node determines the limitations on the emitted molecules. For example, if the transmitter node does not have enough storage, then the emission capabilities are limited by the storage capacity. Similarly, physical properties of the receiver nodes affect the CIR and CFRR, which also affects the modulation performance. In general, these physical properties and limitations are not considered adequately. For more realistic studies, these limitations should be considered in a holistic approach.

Properties of the MC channel is also critical for designing effective modulation techniques. MC channels possess slow propagation, high ISI, and channel memory, hence the channel significantly affects the modulation performance. Moreover, lack of a common SNR definition for the molecular communication systems is one of the critical issues for standardized comparison for modulation techniques. Much of the past MC research focused on ISI elimination and we discussed the modulation techniques that reduce ISI. Due to implementation challenges at small scales, new metrics can be proposed to compare modulation techniques while considering the complexity in a quantitative manner. For future directions, the tradeoff between ISI reduction and complexity can be analyzed in a detailed and quantitative manner. In addition, new modulation techniques can be introduced that are considering implementation issues (i.e., computational limitation of devices) more than the communication performance.

Channel coding and precoding techniques should also be considered to reduce the deteriorating effect of interference molecules. Precoding and channel coding techniques have potential to improve the reliability of the transmitted data. Moreover, long transmission duration suggest the use of error correcting codes instead of costly re-transmission strategies as in the case of satellite communications. The compatibility of the modulation and coding techniques is an open issue and should be investigated thoroughly.

All these MC specific challenges along with others such as multiuser techniques, networking, and potentially the physical layer security issues should be considered for future MC systems. In fact, the IEEE has established a standardization group (IEEE 1906.1) to address the various challenges of MC and develop standards around these solutions. Establishment of IEEE 1906.1 has the potential to push the technology towards commercialization if these challenges can be solved and adopted into a widely-used standard.

VII. Conclusion

A key design component of the molecular communication system is its modulation and associated demodulation mechanism. In the last decade or so a variety of modulation techniques have been proposed for the molecular communication in the literature. In this survey, we have summarized various modulation techniques and their tradeoffs. In order to analyze, categorize, and elaborate upon these techniques we provide a framework that can also be utilized for future modulation
techniques. Moreover, we provide a numerical performance comparison between the most prevalent of these modulation techniques and show that all of the techniques entail tradeoffs in different environments, with no single technique emerging as the best choice in all environments. Finally, we provide a brief elaboration on the open design issues about modulation techniques for MC and the future research directions to address them.
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