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ABSTRACT
The main aim of this paper is to prove that the nonnegativity of the Riesz’s logarithmic kernels with respect to the Walsh–Kaczmarz system fails to hold.
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1. INTRODUCTION
The question of almost everywhere convergence is highly celebrated in the theory of Fourier series. It is quite well-known for both Walsh–Paley and trigonometric Fourier series, that the behavior of the logarithmic means

\[ \frac{1}{\log n} \sum_{k=1}^{n} \frac{S_k(f)}{k} \]

is very nice. That is, for each function \( f \) which is integrable on the unit interval, the logarithmic means converge to \( f \) almost everywhere.

In [5] Hardy gave a necessary and sufficient condition for the convergence of a certain point of Riesz’s logarithmic means of a function with respect to the trigonometric system. For some material concerning the trigonometric system see the book of Zygmund [2]. With respect to Walsh–Paley–Riesz logarithmic means see e.g. the paper of Gát and Goginava [4]. Behind of many results in the trigonometric case there is the fact that the Riesz’s logarithmic kernel function is everywhere nonnegative. This very useful property of the kernel is given with the help of Abel transform and the fact that the Fejér kernels are everywhere nonnegative. On the other hand, it is quite simple to give Walsh–Paley–Fejér kernels which take negative values. That is, the method used in the
trigonometric case does not work as a proof of the nonnegativity. However, with a more difficult way the authors of this paper verified that Riesz’s logarithmic kernels with respect the Walsh–Paley system take only nonnegative values. This result will be published elsewhere. The aim of this paper is to show that the Walsh–Paley and the Walsh–Kaczmarz system are different in this point of view. More precisely, we give a sequence of Walsh–Kaczmarz–Riesz logarithmic kernels such that all of them take negative values on some intervals. Next, we give some necessary preliminaries.

2. PRELIMINARIES

We follow the standard notions of dyadic analysis introduced by the mathematicians F. Schipp, P. Simon, W. R. Wade (see e.g. [1]) and others. Denote by \( N := \{0, 1, \ldots \} \), \( P := N \setminus \{0\} \), the set of natural numbers, the set of positive integers and \( I := [0, 1) \) the unit interval. Denote by \( \lambda(B) = |B| \) the Lebesgue measure of the set \( B (B \subset I) \), with normalized Haar measure. Denote by \( L^p(I) \) the usual Lebesgue spaces and \( \| \cdot \|_p \) the corresponding norms \((1 \leq p \leq \infty) \). Let

\[
J := \left\{ \left( \frac{p}{2^n}, \frac{p+1}{2^n} \right) : p, n \in \mathbb{N} \right\}
\]

be the set of dyadic intervals and for given \( x \in I \) and let \( I_n(x) \) denote the interval \( I_n(x) \in J \) of length \( 2^{-n} \) which contains \( x \) (\( n \in \mathbb{N} \)). Also use the notation \( I_n := I_n(0) (n \in \mathbb{N}) \). Let

\[
x = \sum_{n=0}^{\infty} x_n 2^{-(n+1)}
\]

the dyadic expansion of \( x \in I \), where \( x_n = 0 \) or 1 and if \( x \) is a dyadic rational number \((x \in \{ \frac{p}{2^n} : p, n \in \mathbb{N}\}) \) we choose the expansion which terminates in 0’s. The Rademacher functions are defined as:

\[
r_n(x) = (-1)^{x_k} \quad (x \in [0,1[, \; n \in \mathbb{N})
\]

Set the definition of the \( n \)th \((n \in \mathbb{N}) \) Walsh–Paley function at point \( x \in I \) as:

\[
\omega_n(x) := \prod_{j=0}^{\lfloor n \rfloor} (r_j(x))^{\eta_j} = (-1)^{\sum_{j=0}^{\lfloor n \rfloor} \eta_j}.
\]

We defined the set of Walsh–Paley system: \( \omega := (\omega_n, n \in \mathbb{N}) \).

The \( n \)th \((n \in P) \) Walsh–Kaczmarz function at point \( x \in I \) is defined as \(([6], [1])\):

\[
\kappa_n(x) := r_{\eta_0}(x) \prod_{k=0}^{\lfloor n-1 \rfloor} (r_{\eta_{n-1-k}}(x))^{\eta_k} = r_{\eta_0}(x)^{(-1)^{\sum_{k=0}^{\lfloor n-1 \rfloor} \eta_k \eta_{n-1-k}}},
\]

where \( P \ni n = \sum_{k=0}^{\infty} \eta_k 2^k (\eta_k \in \{0, 1\} (j \in \mathbb{N})) \), and \( \kappa_0 = 1 \). The Walsh–Kaczmarz system is denoted as \( \kappa := \{ \kappa_n, n \in \mathbb{N} \} \).

By means of the transformation \( \tau_A : I \rightarrow I, (A \in \mathbb{N}) \)

\[
(x_0, x_1, \ldots, x_{A-1}, x_A, x_{A+1}, \ldots) \rightarrow (x_{A-1}, x_{A-2}, \ldots, x_1, x_0, x_A, x_{A+1}, \ldots),
\]

which is clearly measure-preserving and such that \( \tau_A(\tau_A(x)) = x \) we will be able to discuss the values of Walsh–Kaczmarz functions and kernels. That is, we have (see also [6]) the following important equality:

\[
\kappa_n(x) = r_{\eta_0}(x) \omega_n(\tau_A(x)) \quad (n \in \mathbb{N}).
\]

It is known [1] that the system \((\omega_n, n \in \mathbb{N}) \) is the character system of \((I, +)\), where the group operation + is the so-called dyadic or logical addition on \( I \). That is, for any \( x, y \in I \)

\[
x + y := \sum_{n=0}^{\infty} x_n y_n 2^{-(n+1)}.
\]

Let \( \alpha \) be either \( \kappa \) or \( \omega \). Denote by

\[
D_n^\alpha := \sum_{k=0}^{n-1} a_k, \quad K_n^\alpha := \frac{1}{n} \sum_{k=0}^{n-1} D_k^\alpha, \quad R_n^\alpha := \frac{1}{\log n} \sum_{k=1}^{n-1} \frac{D_k^\alpha}{k} \quad D_0^\alpha, K_0^\alpha := 0
\]
the Dirichlet, the Fejér or \((C, 1)\) kernels and Walsh-logarithmic means, respectively. If in the notation \(\alpha\) is missing, then we mean the Walsh–Paley ordering. Moreover: ([1])

\[
D^\alpha_n(x) = \begin{cases} 
2^n, & x \in \mathbb{I}_n, \\
0, & x \not\in \mathbb{I}_n,
\end{cases}
\]

\[D_n(x) = \omega_n(x) \sum_{i=0}^{\infty} n_i r_i D_2(x).
\]

It is also known that the Fourier coefficient, the \(n\)th partial sum of Fourier series and the Fejér or \((C, 1)\) means of \(f\),

\[
\hat{f}^\alpha(n) : = \int_I f(x) \alpha_n(x) \, d\lambda(x) \quad (n \in \mathbb{N}),
\]

\[
S^\alpha_n f(y) = \sum_{k=0}^{n-1} \hat{f}^\alpha(k) \alpha_k(y) = \int_I f(x + y) D^\alpha_n(x) \, d\lambda(x) \quad (n \in \mathbb{P}, S^\alpha_0 f = 0),
\]

\[
\sigma^\alpha_n f(y) = \frac{1}{n} \sum_{k=0}^{n-1} S^\alpha_k f(y) = \int_I f(x) \sigma^\alpha_n(y + x) \, d\lambda(x) \quad (n \in \mathbb{P}, \sigma^\alpha_0 f = 0, y \in I).
\]

### 2.1. The key observation

In the sequel we will need the following lemma.

**LEMMA 2.1.** For \(j, n \in \mathbb{N}, j < 2^n\) we have

\[D^\alpha_{2^n+j}(x) = D^\alpha_{2^n}(x) + r_n(x) D^\alpha_j(r_n x).
\]

**LEMMA 2 (Young-inequality).** ([8]) Let \(n \in \mathbb{P}\). Then

\[
\frac{1}{2(n+1)} \leq \sum_{k=1}^{n} \frac{1}{k} - \log(n) - \gamma < \frac{1}{2n},
\]

where \(\gamma = \lim_{n \to \infty} \left( \sum_{k=1}^{n} \frac{1}{k} - \log(n) \right).

**COROLLARY 2.3.** Let \(n, N \in \mathbb{N}\) and \(N > n\). Then

\[
0 < \sum_{k=n}^{N-1} \frac{1}{k} - \log \left( \frac{N}{n} \right) < \frac{1}{n}.
\]

The main aim of this paper is to prove the following negativity result concerning the Riesz’s logarithmic kernels with respect to the Walsh–Kaczmarz system.

**THEOREM 2.4.** Let be \(A = 2^n + 2^{n-1}\) and \(x = \frac{1}{2} + \frac{1}{4} + \frac{1}{2^{n+1}}\), where \(n \in \mathbb{N}\). Then

\[
\log(A) R^\alpha_A(x) \leq -0.02 \cdot 2^n,
\]

if \(n \geq 11\).

### 3. PROOFS

**Proof of Lemma 2.1.** Use the formula of Skvortsov for Walsh–Kaczmarz-Dirichlet functions in [6].

\[D^\alpha_{2^n+j}(x) = \sum_{k=0}^{2^n-1} \kappa_k(x) + \sum_{k=0}^{j-1} \kappa_{2^n+k}(x) = D^\alpha_{2^n}(x) + r_n(x) D^\alpha_j(r_n x).
\]

This completes the proof of Lemma 2.1. \(\square\)

Next, we turn our attention to the proof of the main result. That is, to Theorem 2.4.
Proof.

\[
\log(A) R_n^a(x) = \sum_{j=1}^{2^n+2^{n-1}-1} \frac{D_j^\xi(x)}{j} = \sum_{j=1}^{2^n-1} \frac{D_j^\xi(x)}{j} + \sum_{j=2^n}^{2^n+2^{n-1}-1} \frac{D_j^\xi(x)}{j}
\]

\[
= \sum_{i=0}^{n-1} \sum_{t=0}^{2^i-1} \frac{D_i^\xi(x)}{2^i + t} + \sum_{j=2^n}^{2^n+2^{n-1}-1} \frac{D_j^\xi(x)}{j}
\]

\[
= \sum_{i=0}^{n-1} \sum_{t=0}^{2^i-1} \frac{D_i^\xi(x)}{2^i + t} + \sum_{i=2}^{2^{n-1}-1} \sum_{t=0}^{2^i-1} \frac{D_i^\xi(x)}{2^i + t} = (1) + (2).
\]

We start with estimation of (2): Notice that \( r_n(x) = -1, D_2^x(x) = 0 \) and

\[
\tau_n(x) = (0, 0, \ldots, 0, 1, 1, 0, \ldots) = (y_0, y_1, \ldots, y_{n-3}, y_{n-2}, y_{n-1}, y_n, y_{n+1}, \ldots).
\]

Furthermore,

\[
D_l(\tau_n(x)) = l, \quad \text{for } l = 0, 1, 2, \ldots, 2^{n-2} - 1.
\]

Let \( l \in \{2^{n-2}, \ldots, 2^{n-1} - \} \). Then \( l = 2^n - b \), where \( b \in \{0, 1, \ldots, 2^{n-2} - 1\} \). By this we have

\[
D_l(\tau_n) = D_{2^n-2+b}(\tau_n) = D_{2^n-2}(\tau_n) + r_{n-2}(\tau_n(x))D_b(\tau_n) = 2^{n-2} + (-1) \cdot b.
\]

Then

\[
(2) = \sum_{i=0}^{2^{n-1}-1} \frac{D_{2^i+1}(x)}{2^i + t} = \sum_{i=0}^{2^{n-1}-1} \frac{D_{2^i}(x) + r_n(x)D_i(\tau_n(x))}{2^i + t}
\]

\[
= \sum_{i=0}^{2^{n-1}-1} \frac{-D_i(\tau_n(x))}{2^i + t}
\]

\[
= \sum_{i=0}^{2^{n-2}-1} \frac{-D_i(\tau_n(x))}{2^n + t} + \sum_{i=2}^{2^{n-1}-1} \frac{-D_i(\tau_n(x))}{2^n + t}
\]

\[
= \sum_{i=0}^{2^{n-2}-1} \frac{-t}{2^n + t} + \sum_{b=0}^{2^n-1} \frac{2^{n-2} - b}{2^n + 2^{n-2} + b}
\]

\[
= \sum_{i=2}^{2^{n-2}-1} \frac{2^{n-2} - t}{2^n + t} - \sum_{b=0}^{2^n-1} \frac{2^{n-2} - b}{2^n + 2^{n-2} + b}
\]

\[
= 2^{n-2} \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + t} - \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + 2^{n-2} + t} + \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + 2^{n-2} + t}
\]

\[
= 2^{n-2} \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + t} - \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + 2^{n-2} + t} + \sum_{i=2}^{2^{n-2}-1} \frac{1}{2^n + 2^{n-2} + t}
\]

\[
< 2^n \left( \log \left( \frac{5}{4} \right) + \frac{1}{4 \cdot 2^{n-2}} - \frac{4}{5} \cdot \log \left( \frac{6}{5} \right) \right).
\]

That is, it is left to give an estimation for (1). We apply Lemma 2.1. That is,

\[
\sum_{i=0}^{n-1} \sum_{t=0}^{2^i-1} \frac{D_i^\xi(x)}{2^i + t} = \frac{D_i^\xi(x)}{1} + \frac{D_i^\xi(x)}{2} + \frac{D_i^\xi(x)}{3} + \sum_{i=2}^{n-1} \sum_{t=0}^{2^i-1} \frac{D_i^\xi(x) + r_l(x)D_i(\tau_l(x))}{2^i + t}.
\]
We have \( D_{i_{1}}^{\text{e}_i}(x) = 0 \), for \( i = 1, 2, \ldots, n \). For \( 2 \leq i < n \) it holds \( r_{i}(x) = 1 \). Furthermore \( r_{0}(x) = k_{1}(x) = \omega_{1}(x) \) and \( k_{2}(x) = \omega_{2}(x) = r_{1}(x) \). Now, return to the investigation of (1).

\[
\begin{align*}
\sum_{i=0}^{n-1} \sum_{t=0}^{2^{i-1}} \frac{D_{i_{1}}^{\text{e}_i}(x)}{2^{i} + t} &= 1 + 0 - \frac{1}{3} + \sum_{i=2}^{n-1} \frac{1}{3} \sum_{t=0}^{2^{i-1}} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} \\
&= \frac{2}{3} + \sum_{i=2}^{n-1} \left( \sum_{t=0}^{2^{i-2}} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} + \sum_{t=2^{i-2}}^{2^{i-1}} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} + \sum_{t=2^{i-1}}^{2^{i}+2^{i-2}-1} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} \right) \\
&= \frac{2}{3} + \sum_{i=2}^{n-1} \left( \text{(1.1)} + (1.2) + (1.3) + (1.4) \right).
\end{align*}
\]

In the sequel recall that \( \tau_{i}(x) = \frac{1}{2^{i}} + \frac{1}{2} + \frac{1}{2^{i}} \equiv \gamma_{i-2}^{i} e_{i-2} + \gamma_{i-1}^{i} e_{i-1} + y_{n}^{i} e_{n} \), where \( e_{k} = 1/2^{k+1} \).

That is, note that the only coordinates (with not greater index than \( n \)) of \( y_{i}^{j} = \tau_{i}(x) \) different from zero are \( y_{i}^{i-2}, y_{i}^{i-1} \) and \( y_{n}^{i} \) for any \( i < n \). Now, turn our attention to the investigation of (1.1).

\[
\begin{align*}
(1.1) &= \sum_{i=0}^{2^{i-2}-1} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} = \sum_{i=0}^{2^{i-1}} \frac{t}{2^{i} + t} \\
&= \sum_{i=2}^{2^{i-2}-1} \frac{t}{2^{i} + t} = \sum_{i=4}^{2^{i-2}-1} \frac{1}{2^{i} + t} = 2^{i} \left( \frac{1}{4} - \log \left( \frac{5}{4} \right) \right).
\end{align*}
\]

Meanwhile for (1.2) we have

\[
\begin{align*}
(1.2) &= \sum_{i=2^{i-2}}^{2^{i-1}} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} = \sum_{i=0}^{2^{i-2}-1} \frac{D_{2^{i-2}}(\tau_{i}(x))}{2^{i} + t} \\
&= \sum_{i=0}^{2^{i-2}-1} \frac{D_{2^{i-2}}(\tau_{i}(x))}{2^{i} + t} + r_{2-i}(\tau_{i}(x)) D_{i}(\tau_{i}(x)) \\
&= \sum_{i=0}^{2^{i-2}-1} \frac{2^{i-2} - l}{2^{i} + t} = \sum_{i=5}^{2^{i-2}-1} \frac{6 \cdot 2^{i-2} - t}{t} \\
&= 6 \cdot 2^{i} \left( \sum_{i=5}^{2^{i-2}-1} \frac{1}{t} - \sum_{i=5}^{2^{i-2}-1} \frac{1}{t} \right) = 2^{i} \left( \frac{6}{4} \log \left( \frac{6}{5} \right) + \frac{6}{4} \cdot \frac{6}{2^{i-2}} - \frac{1}{4} \right).
\end{align*}
\]

Similarly, we investigate the term (1.3) as follows:

\[
\begin{align*}
(1.3) &= \sum_{i=2^{i-1}}^{2^{i-1}+2^{i-2}-1} \frac{D_{i}(\tau_{i}(x))}{2^{i} + t} = \sum_{i=0}^{2^{i-1}+1} \frac{D_{2^{i-1}+1}(\tau_{i}(x))}{2^{i} + t} \\
&= \sum_{i=0}^{2^{i-1}+1} \frac{D_{2^{i-1}+1}(\tau_{i}(x))}{2^{i} + t} + r_{2-i}(\tau_{i}(x)) D_{i}(\tau_{i}(x)) \\
&= \sum_{i=0}^{2^{i-1}+1} \frac{-l}{6 \cdot 2^{i-2} + l} = \sum_{z=6}^{2^{i-2}} \frac{7 \cdot 2^{i-2} - z}{z} \\
&< 2^{i} \left( \frac{6}{4} \cdot \log \left( \frac{7}{6} \right) + \frac{6}{4} \cdot \frac{6}{2^{i-2}} - \frac{1}{4} \right).
\end{align*}
\]
At last, we have to discuss (1.4)

\[
\begin{align*}
(1.4) &= \sum_{t=2^{i-1}+2^{i-2}}^{2^{i-1}-1} \frac{D_i(\tau(x))}{2^i + t} + \sum_{t=2^{i-2}}^{2^{i-1}-1} \frac{D_{2i-1}(\tau(x))}{2^i + 2^{i-1} + t} \\
&= \sum_{t=2^{i-2}}^{2^{i-1}-1} \frac{D_{2i-1}(\tau(x)) + r_{i-1}(\tau(x))D_i(\tau(x))}{2^i + 2^{i-1} + t} \\
&= \sum_{j=0}^{2^{i-2}-1} \frac{-D_{2i-2}(\tau(x)) + r_{i-2}(\tau(x))D_i(\tau(x))}{2^i + 2^{i-1} + 2^{j-2} + j} \\
&= \sum_{j=0}^{2^{i-2}-1} \frac{-D_{2i-2}(\tau(x)) - r_{i-2}(\tau(x))D_i(\tau(x))}{2^i + 2^{i-1} + 2^{j-2} + j} \\
&= \sum_{j=0}^{2^{i-2}-1} \frac{-2^{i-2} + j}{7 \cdot 2^{i-2} + j} \sum_{j=7 \cdot 2^{i-2}} 2^{i-2} \sum_{j=7 \cdot 2^{i-2}} 1 \sum_{j=7 \cdot 2^{i-2}} 1 \\
&\leq 2^i \left( -\frac{8}{4} \log \left( \frac{8}{7} \right) + \frac{1}{4} \right).
\end{align*}
\]

These assumptions above lead us to the estimation of (1) wanted as follows:

\[
\sum_{i=0}^{n} \sum_{t=0}^{2^i - 1} D_{2i+1}(x) = \frac{2}{3} + \sum_{i=0}^{n-1} \left( (1.1) + (1.2) + (1.3) + (1.4) \right) \\
\leq \frac{2}{3} + \sum_{i=0}^{n-1} \left[ 2^i \left( -\log \left( \frac{5}{4} \right) + \log \left( \frac{6}{5} \right) + \frac{6}{4} \cdot \frac{1}{4} \log \left( \frac{7}{6} \right) \right) + \frac{6}{4} \log \left( \frac{8}{7} \right) + \frac{1}{4} \right] \\
\leq \frac{2}{3} + \sum_{i=0}^{n-1} \left[ 2^i \left( -\log \left( \frac{5}{4} \right) + \log \left( \frac{6}{5} \right) + \frac{6}{4} \cdot \log \left( \frac{7}{6} \right) - \log \left( \frac{8}{7} \right) \right) + \frac{11}{5} \right] \\
= 2^n \left( -\log \left( \frac{5}{4} \right) + \log \left( \frac{6}{5} \right) + \frac{6}{4} \cdot \log \left( \frac{7}{6} \right) - \log \left( \frac{8}{7} \right) \right) + \frac{11}{5} (n-2) + \frac{2}{3}
\]

Finally, we have the inequality

\[
\log(A)R_n^M(x) = (1) + (2) = \sum_{i=0}^{n} \sum_{t=0}^{2^i - 1} D_{2i+1}(x) + \sum_{i=0}^{n-1} \frac{D_{2i+1}(x)}{2^n + t} \\
< 2^n \cdot 0.01451 + \frac{11}{5} (n-2) + \frac{2}{3} - 2^n \cdot 0.050337 + 1 \\
= -0.035827 \cdot 2^n + 2.2 \cdot (n-2) + \frac{5}{3} - 0.02 \cdot 2^n,
\]

if \( n \geq 11 \). This completes the proof of Theorem 2.4.

\[\square\]
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