Abstract: In the present work, heat transfer and fluid flow and their effects on entropy generation in a realistic catalytic converter of a Lada Niva 21214 vehicle are studied using large eddy simulation. At first, the pressure drop over the catalytic converter is measured for dry air at constant temperature ($T = 298$ K), different volumetric flow rates, and extrapolated to large volumetric flow rates for dry air ($T = 298$ K) and for the exhaust gas under realistic engine conditions ($T = 900$ K) using the Darcy–Forchheimer relation. Then, coupled heat and fluid flow phenomena inside the catalytic converter are analyzed for nonreacting isothermal conditions and nonreacting conditions with conjugate heat transfer by using the large-eddy simulation. The predicted pressure drop agrees well with the measured and extrapolated data. Based on the obtained numerical results, the characteristic flow features are identified, namely: the impinging flow with stagnation, recirculation, flow separation and laminarization within the fine ducts of the monolith, which depends on the heat transfer through temperature-dependent thermophysical properties of exhaust gas. Moreover, due to high-velocity gradients at the wall of the narrow ducts in the monolith, entropy production by viscous dissipation is observed predominantly in the monolith region. In contrast, entropy production due to heat transport is relatively small in the monolith region, while it overwhelms viscous dissipation effects in the pipe regions.
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1. Introduction

Modern automobiles powered by conventional internal combustion engines (ICEs) are subjugated to two major challenges: firstly, to comply with the increasingly stringent emission legislation, and secondly, to have the lowest possible carbon footprint by operating in a manner of best fuel efficiency. These challenges are being addressed either by replacing the existing power-train in battery electric vehicles (BEVs) or by operating ICEVs with so-called carbon-neutral fuels such as: bio-fuels or low carbon fuels such as hydrogen, natural gas, liquid petroleum gas, methanol, and synthetic fuels such as E-fuels, etc. Moreover, the complete replacement of traditional power-trains (ICEVs) by battery-operated engines (BEVs) is not foreseeable in the near future, rather, multiple power-trains will coexist [1], with more and more focus on the usage of carbon-neutral fuels on existing power-trains [2–5]. Thereby, it is still imperative to enhance incylinder technology, also for the new fuels, together with the deployment of more advanced exhaust gas after-treatment systems (EGAS). This way, a definite incentive is associated with the development of an advanced EGAS to meet the prescribed existing and future emission norms.
A crucial part of an EGAS is the catalytic converter, in which the harmful species in the exhaust gas are converted or reduced into less-toxic pollutants. In general, a modern catalytic converter consists of ceramic or metal monoliths, which have a honeycomb structure with channel densities of 64–124 cells/cm\(^2\), and the catalytic substance is distributed on the channel surface in porous form [6]. Thus, a large interface between exhaust gas and the catalytic substance is ensured by such a structure and an enhanced chemical reaction can be expected for effective reduction of pollutants. Since the last few decades, the catalytic converter has been widely investigated at the atomic level to understand the influence of various catalytic substances (i.e., Pt, Pd, Rh, etc.) on the oxidation and/or reduction efficiency of EGAS [7,8], understanding the complex and relevant chemical reaction kinetics [9,10], analyzing the process parameters on EGAS performance [11] or in designing the waste heat recovery system to utilize the thermal energy of the exhaust gas [12].

With regard to the numerical modeling and design optimization of EGAS, computational fluid dynamics (CFD)-based analysis is becoming a popular tool, since it can provide a comprehensive and macroscopic understanding of the coupled thermal and fluid flow dynamics inside the monolith. Additionally, it has the potential to reduce the overall designing cost and product life cycle. However, development of CFD-based numerical models of such a complex system itself is a challenging task, which requires careful consideration of numerical models at the individual component level. Focusing on the monolith of the catalytic converter, many studies have been carried out using the volume-averaging Navier–Stokes (VANS) methodology in the context of the Reynolds-averaged Navier–Stokes (RANS) model, in which the monolith is treated as a continuous porous medium, while the flow is resolved in a time-averaging manner [9,13,14]. The combination of VANS and RANS is able to provide a macroscopic view of the flow in the catalytic converter with low computational cost and simulation time. However, it does not allow a detailed understanding of the highly transient coupled heat and fluid flow phenomena taking place inside the monolith. In particular, the VANS/RANS approach experiences serious drawback while dealing with the transient evolution of velocity, pressure, and temperature fields with their respective fluctuations in the narrow monolith channels. Therefore, a better understanding of the coupled heat and fluid flow phenomena in the catalytic converter can be achieved only by resolving the heat and fluid flow structures also in the individual monolith channel, as pointed out recently in the work of Cornejo’s group [15]. They carried out simulations with different channel shapes to study their influence on the pressure drop across the monolith. Additionally, they analyzed the influence of upstream turbulence on the pressure drop in the catalytic converter based on the large-eddy simulations (LES) of a single monolith channel [16]. Thus, they demonstrated the importance of resolving the honeycomb structure of monolith and the applicability of the LES-based investigation of the complex EGAS.

As already pointed out in previous paragraphs, the catalytic converter features a complex and coupled thermofluid flow phenomena, making the design and process optimization a challenging task. In this aspect, by following the second law of thermodynamics, the entropy-generation-based irreversibility analysis of such a system can be a useful tool for both detailed understanding of the underlying physical phenomena and in identifying the key parameters for efficient operation of the EGAS. Such analysis is essentially based on the fact that a reduction in the thermodynamic efficiency of a thermal device is essentially associated with increase in the entropy production of this system, also known as entropy generation [17,18]. Thereby, the analysis based on entropy generation minimization (EGM) can be readily adopted, first to characterize the real industrial systems such as cryogenics, heat transfer, storage, solar energy conversion, power plants, refrigeration plants, etc., and then to optimize them for the most energy-efficient operations [19,20]. As demonstrated also in our previous contributions [21,22], an analysis based on entropy generation is a suitable approach to provide deeper insight about the coupled thermofluid flow processes, identify specific flow features, and choose the optimal operating point with minimum
energy lost. A detailed description of entropy generation analysis, in particular in the context of LES, can be found in [21] and elsewhere. Several investigations based on entropy generation for different technical configurations and physical processes have been reported [18,22–33]. However, a study based on the entropy generation analysis for the realistic automobile catalytic converter has not yet been reported.

The lack of numerical investigation on the heat and turbulent flow in the catalytic converter using LES, especially to resolve the heat and fluid flow in all channels in the monolith, together with the absence of a study based on the entropy generation for such configuration, provides motivation to the present study. Thereby, the objective of this work is to propose the methodology for the prediction of heat transfer and fluid flow effects on entropy generation in a realistic automobile monolithic catalytic converter using LES. Notice that chemical reaction is not considered in this work and left for the future research. In the present work, the thermofluid dynamics in a realistic three-way catalytic converter of a Lada Niva 21214 with/without (conjugate) heat transfer is studied using LES methodology. To validate the applied numerical method, experimental measurements were also carried out, in which the pressure drop between the inflow and outflow of the monolith is measured for different volumetric flow rates. The present work is organized as follows. The applied numerical methods is outlined in Section 2. The geometry and operating conditions of the catalytic converter, as well as the numerical and experimental setup are described in Section 3. In Section 4, the results are presented and discussed in detail. Finally, the main findings of this study are highlighted in Section 5.

2. Large-Eddy Simulation

In the present numerical study, the solution domain consists of two parts, namely a fluid and a solid domain. In accordance with the procedure described in our previous works [33,34], the fluid part is governed by the balance equations for incompressible Newtonian fluid flow with variable physical properties and Fourier heat transport, while in the solid part only the energy equation is solved due to nonexistence of any flow. Thereby, in the context of LES, the low-Mach number \((Ma < 0.3)\) formulation for the balance laws of mass, momentum, and energy are employed and given as (see [35,36]):

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho \tilde{U}_i) = 0, \tag{1}
\]

\[
\frac{\partial \rho \tilde{U}_i}{\partial t} + \frac{\partial}{\partial x_j} (\rho \tilde{U}_j \tilde{U}_i) = -\frac{\partial P}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \rho \left[ \left( \nabla + \nabla^{\text{sgs}} \right) \left( \frac{\partial \tilde{U}_i}{\partial x_j} + \frac{\partial \tilde{U}_j}{\partial x_i} - \frac{2}{3} \frac{\partial \tilde{U}_k}{\partial x_k} \delta_{ij} \right) \right) \right), \tag{2}
\]

\[
\frac{\partial \tilde{h}}{\partial t} + \frac{\partial}{\partial x_i} (p \tilde{U}_i \tilde{h}) = \frac{\partial}{\partial x_j} \left( \left( \frac{\lambda}{c_p} + \frac{v_{\text{sgs}}}{Pr_{\text{sgs}}} \right) \frac{\partial \tilde{h}}{\partial x_j} \right), \tag{3}
\]

where \(\overline{\bullet}\) and \(\tilde{\bullet}\) are the filtered and Favre-filtered quantities, respectively. \(\rho\) expresses the mass density, \(U_i\) the velocity, \(h\) the sensible enthalpy, \(P\) the mechanical pressure, \(\mu\) the molecular viscosity, \(\lambda\) the thermal conductivity, \(c_p\) the isobaric heat capacity of the exhaust gas, \(v_{\text{sgs}}\) is the subgrid-scale viscosity, and \(Pr_{\text{sgs}}\) is the subgrid-scale Prandtl number. Regarding the modeling of subgrid-scale momentum transport, the Sigma model \((\sigma\text{-model})\) proposed by [37] is applied, while the linear thermal diffusivity model with constant subgrid-scale Prandtl number of \(Pr_{\text{sgs}} = 0.7\) is employed to model the unresolved heat flux.

For the solid part, the classical heat equation is valid, and reads:

\[
\frac{\partial T^s}{\partial t} = \frac{\partial}{\partial x_j} \left( \kappa^s \frac{\partial T^s}{\partial x_j} \right). \tag{4}
\]

Here, \(T^s\) represents the temperature and \(\kappa^s\) the thermal diffusivity of the solid domain. The solid and fluid regions are coupled via a thermal interface, where the temperature and
the heat flux of both phases have to be equal, which leads to the following constraints at the fluid–solid interface:

\[ T^s = T^f = \rho^f c^f \alpha^f \frac{dT^f}{dn} = \lambda^s \frac{dT^s}{dn}, \]  

(5)

where the terms with superscript \((\cdot)^f\) and \((\cdot)^s\) represent the quantities in the fluid and solid region, respectively. The thermal conductivity of the solid region is given by \(\lambda^s = \rho^s c^s \alpha^s\), and \(n\) is the direction normal to the solid surface.

In this work, the working fluids, namely the air and the exhaust gas, are treated as homogeneous single component Navier–Fourier gases. Thereby, the thermodynamic and transport properties are calculated by means of seven-coefficient NASA polynomials [38], and transport properties are approximated based on Sutherland’s formula [39]. The material properties of the air and exhaust gas are evaluated using the material laws of the mixture. A detailed description about the adopted methodology can be found in [36]. The species composition and the thermodynamic properties of the exhaust gas are summarized in Appendix A.

3. Test Case: The Catalytic Converter

In this study, the coupled turbulent heat and fluid flow within a realistic three-way catalytic converter of a Lada Niva 21214 are investigated. The pressure drop of the catalyst is determined by experiment under nonreacting isothermal conditions and for different flow rates. These measurements are used to derive a Darcy–Forchheimer relation for the catalyst and to validate the numerical simulation. Then, the validated numerical approach is used to analyze nonreacting heat and fluid flow of exhaust gas within the catalytic converter under realistic operating conditions. The experimental and numerical setups applied in the present work are described in the following.

3.1. Experimental Setup

An illustration of the experimental test rig of the catalytic converter is depicted in Figure 1. A stream of dry air \((T = 295 \text{ K}, p = 1 \text{ atm})\) flows through the catalytic converter. The catalytic converter consists of a ceramic monolith at the center, which has a honeycomb structure with 12,468 small square channels, each with a dimension of 0.7 mm × 0.7 mm × 155 mm. Notice that an unwashed catalytic converter was used in the present study. The pressure drop between the inlet and outlet of the catalyst is measured by using a differential pressure sensor (differential pressure transmitters PD-23 of Keller AG) at constant volumetric flow rates of 10.4 m³/h to 139.6 m³/h. Therefore, the flow rates are controlled by means of a thermal mass flow controller (Bronkhorst EL-FLOW Select F-203AV) for precision tuning of the flow. The bulk of the flow is provided separately and measured by a thermal mass flow meter (Bronkhorst IN-FLOW F-116AI). Notice that a perforated plate is located ten pipe diameters upstream of the monolith. This perforated plate serves as a turbulence-generating grid and ensures that the turbulent flow is fully developed at the entrance of the catalytic converter (see [36]).

![Figure 1.](image_url)

Figure 1. Illustration of the exhaust after-treatment catalytic converter; (a) assembly and dimensions; (b) measurement locations.
3.2. Numerical Setup

In the numerical study, the honeycomb structure of the monolith with 12,468 small ducts is fully resolved by means of the numerical grid. Figure 2 shows the coupled fluid and solid regions that are solved in this numerical study. The catalytic converter is essentially divided into: (i) two pipe flow regions, (ii) a catalyst region which includes the honeycombs structure, and (iii) the solid region. These regions are coupled via interfaces with each other. The solid region is modeled using solid properties of iron ($\rho_s = 7853 \text{ kg/m}^3$ and $\kappa_s = 80.2 \text{ W/mK}$), and the monolith is modeled by solid properties of a representative ceramic ($\rho_s = 1500 \text{ kg/m}^3$ and $\kappa_s = 2 \text{ W/mK}$); the insulation packing is represented by a representative insulation material ($\rho_s = 1840 \text{ kg/m}^3$ and $\kappa_s = 0.3 \text{ W/mK}$).

![Figure 2. Numerical treatment of the catalytic converter configuration: domain coupling fluid/solid/catalyst regions.](image)

Regarding the boundary conditions, the no-slip velocity boundary condition is applied to the interface between fluid body and solid body, while coupled thermal boundary conditions are used for the temperature (see Equation (4)). Additionally, both the near-wall region and the flow in the catalyst region are fully resolved by the numerical grids. At the inlet, a realistic turbulent inflow condition is generated using the digital filter approach as proposed by [40]. The unresolved momentum transport is modeled by using the $\sigma$-model [37], while the linear diffusivity model with $Pr_{sgs} = 0.7$ is used to model the unresolved heat transport. The thermodynamic properties of the applied exhaust gas is described in Appendix A. Thereby, in case of hot exhaust gas flow with constant inflow temperature of $T = 900 \text{ K}$, a uniform heat transfer coefficient ($h_0 = 152 \text{ W/m}^2\text{K}$) and ambient temperature $T = 298 \text{ K}$ are specified for the outer wall of the solid region, representing the heat transfer to the ambient. In case of cold air flow, isothermal conditions of $T = 298 \text{ K}$ without any wall heat transfer is assumed.

In order to analyze the grid dependency of the numerical results, three numerical grids with different spatial resolutions are employed (see Table 1), denoted here as coarse, medium, and fine. The schematic representation of mesh for different regions with respective interfaces are provided in Figure 3. In the first refinement step (from coarse to medium grid size), the solid and the fluid domains are refined, while in the second refinement step only the fluid region is refined. Therefore, each channel in the monolith is discretized in the fluid domain by $(h \times w \times l) = (3 \times 3 \times 16)$ (coarse), $(6 \times 6 \times 20)$ (medium), and $(12 \times 12 \times 24)$ (fine) cells, respectively. This results in a maximum wall distance of $y^+ < 3.2$ at the duct walls of the monolith for the finest spatial resolution, while $y^+$ is smaller than one in the rest of the computational domain. Furthermore, second order numerical schemes are applied in space and time for the numerical simulations, and the maximum CFL number was set to $CFL_{max} < 0.8$. The simulation results are assumed to be converged in case the relative residual is smaller than $\varepsilon < 10^{-3}$. This was checked for each time step. The simulation cases investigated in this study are listed in Table 2. Notice that for the highest spatial resolutions (case 3, 6, 9, and 12) approximately 0.5 million CPUh are required to solve 0.1 s of physical time for each case.
Table 1. Number of grid points used in the present numerical study.

|           | Coarse       | Medium      | Fine        |
|-----------|--------------|-------------|-------------|
| solid part| 1,499,560    | 2,348,408   | 2,348,408   |
| fluid part| 5,556,400    | 13,959,292  | 46,349,536  |

Figure 3. The representation of applied numerical grids for solid and fluid regions that are coupled via interfaces.

Table 2. The list of the test cases considered in the numerical study. (See Table 1 for numerical grids.) The Reynolds number $Re_{pipe}$ is specified for the pipe inflow and pipe diameter. $Re_{monolith}$ represents the Reynolds number inside the monolith channels.

| Case | Grid | Flow Rate | Fluid     | Temperature | $Re_{pipe}$ | $Re_{monolith}$ |
|------|------|-----------|-----------|-------------|-------------|-----------------|
| 1    | coarse | 40.3 m³/h | air       | 298 K       | 15,921      | 73              |
| 2    | medium | 40.3 m³/h | air       | 298 K       | 15,921      | 73              |
| 3    | fine   | 40.3 m³/h | air       | 298 K       | 15,921      | 73              |
| 4    | coarse | 79.8 m³/h | air       | 298 K       | 31,527      | 144             |
| 5    | medium | 79.8 m³/h | air       | 298 K       | 31,527      | 144             |
| 6    | fine   | 79.8 m³/h | air       | 298 K       | 31,527      | 144             |
| 7    | coarse | 160 m³/h  | air       | 298 K       | 63,213      | 289             |
| 8    | medium | 160 m³/h  | air       | 298 K       | 63,213      | 289             |
| 9    | fine   | 160 m³/h  | air       | 298 K       | 63,213      | 289             |
| 10   | coarse | 160 m³/h  | exhaust gas | 900 K     | 10,020      | 46              |
| 11   | medium | 160 m³/h  | exhaust gas | 900 K     | 10,020      | 46              |
| 12   | fine   | 160 m³/h  | exhaust gas | 900 K     | 10,020      | 46              |

4. Results and Discussion

In this section, the obtained numerical results for nonreacting turbulent heat and fluid flow characteristics of an exhaust-after-treatment system of a Lada Niva 21214 are discussed in detail. First, in the case of isothermal flow conditions (cases 1–9 of Table 2), predictions of the pressure drop are compared with the experimental data. Then, heat and fluid flow features inside the monolith are analyzed under nonreacting nonisothermal conditions, and finally, entropy generation rates due to viscous dissipation and heat transport within the catalyst are characterized (cases 10–12 of Table 2). Notice that the heat and fluid flow inside the catalyst and the entropy generation rates are only analyzed using numerical methods since such quantities are obviously very difficult to quantify experimentally inside a three-way catalytic converter.

4.1. Comparison with Experimental Data (Case 1–12)

In an automobile engine, the exhaust back pressure is a key design parameter and plays a determining role in efficient engine operation, while the affordable back pressure of an engine largely depends of the pressure drop across various components along the exhaust after-treatment circuits. In this regard, Figure 4 shows the comparison of measured and
simulated mean pressure drops as a function of the volumetric flow rates for a three-way catalytic converter employed in Lada Niva 21214. The experimental data is presented in a black circle and simulation data are shown as crosses, while the red solid line denotes a best fit of the measured pressure drop based on the Darcy–Forchheimer law [41]. The dashed red line shows the corresponding Darcy–Forchheimer law for the hot exhaust gas \( T = 900 \text{ K} \). Additionally, the pressure drop between the inflow and outflow side of the catalytic converter can be modeled very accurately by means of the Darcy–Forchheimer equation. For the present catalyst the Darcy–Forchheimer equation reads [41]:

\[
- \frac{\Delta P}{\Delta l} = \frac{\mu}{K} U + \frac{\rho}{k_2} U^2,
\]

with the fitted coefficients \( K = 1.7077 \times 10^{-8} \) and \( k_2 = 0.01077 \). The first term on the RHS describes the pressure drop due to friction, while the second term is related to turbulent dissipation. By means of this equation, the experimental data can be extrapolated to the case with higher volumetric flow rates and nonisothermal conditions. Notice that the quantities for hot exhaust gas are evaluated based on the averaged bulk temperature in the monolith obtained by the numerical simulation with fine grid resolution.

As it can be seen in Figure 4, predicted mean pressure drops obtained from the simulation compared well with the experimental data and also with the derived Darcy–Forchheimer relation. This holds true for both cold air flow and hot exhaust gas flow. Therefore, good agreements are achieved for all flow rates under consideration. However, it can be observed that the predicted pressure drops from the simulation are slightly lower than the measured ones. This is mostly visible in the results from the cases with coarse grid and higher flow rates.

Figure 4. Pressure drop characteristic of a three-way catalytic converter of a Lada Niva 21214. \( U \) denotes the bulk velocity inside the monolith.

Besides the total pressure drop of the catalytic converter, it is also of interest to compare predicted skin friction at the duct walls in the monolith, which is directly connected to entropy production related to viscous dissipation. In the case of fully developed laminar duct flow, the friction coefficient can be calculated analytically as:

\[
c_f = \frac{2 \tau_w}{\rho u_b^2} = \frac{2P_0}{Re},
\]

with a Poiseuille number of \( P_0 = 7.1135 \) for a duct with square cross-section shape (see [42]). This leads to a classical value of \( c_f^{cl} = 0.0492 \) for case 9 with a Reynolds number of \( Re = 289 \) of the duct flow at the center of the monolith. The friction coefficient predicted by the LES simulation is found to be \( c_f^{sim.} = 0.0421 \), which is slightly lower than the analytical value.
In summary, deviations of LES predictions with the finest grid resolution are relatively small (≈10%) considering such a complex test case of a realistic catalytic converter. This allows us to conclude that the present numerical approach is suitable to predict the key operation parameters of the catalytic converter. It can therefore be used for further analyses of the heat and fluid flow properties and entropy production inside the catalytic converter.

4.2. Predictions of Heat and Fluid Flow Features (Case 9 and 12)

Along with other factors, the efficiency of a catalytic converter is largely determined by how uniformly the flow and thermal fields are distributed upstream to the monolith. This allows the effective utilization of available surface area in the monolith for the intended purpose of particulate filtration, oxidation, reduction, etc. In this context, Figure 5 shows a snapshot of the instantaneous magnitude velocity field of the isothermal case with \( \dot{V} = 160.0 \text{ m}^3/\text{h} \) (case 9) together with the velocity distribution at several cross-sections (S1–S5) and the pressure distribution along the monolith channel (see Figure 5, top right).

A highly turbulent intake jet can be observed that impinges on the monolith, resulting in recirculation and separation flow in the front of the monolith. Therefore, the pressure around the stagnation point is high and decreases rapidly in the flow direction. Traveling further downstream, the flow gets laminarized inside the monolith and the pressure distribution becomes homogeneous in the radial direction. It is also interesting to observe that even the velocity is small at the stagnation region; the velocity inside the monolith is high around the center line and decreases in radial direction. This resultant velocity profile inside the monolith remains constant further downstream (see the velocity profile in sections S2–S4). This observation is analyzed quantitatively in Figures 6 and 7 for the predicted mean and root mean square (rms) velocities in longitudinal direction, respectively, at the cross-sections S1–S5. Here, \( D \) is the diameter of the inlet pipe and \( r \) is the radial coordinate that points to the center (\( r/D = 0 \) is located at the duct or monolith center line). The quantities of the isothermal case (case 9) are plotted with black lines, while for the nonreacting nonisothermal case (case 12) they are plotted with red lines. Notice that dashed lines in the cross-sections S2–S4 represent the velocity profile inside the monolith region.
It can be seen in Figure 6 that the mean velocity profiles out of the monolith (S1, S5) are not significantly influenced by the heat transfer. In contrast, mean velocity profiles for case 9 and case 12 differ significantly within the monolith. Therefore, the velocity profile in the nonreacting nonisothermal case is of uniform shape along the radial direction, while the velocity magnitude is maximal at center line (r/D = 0) and decreases gradually in radial direction in case of isothermal conditions. These observations can be mainly attributed to the change in thermophysical properties, in particular the change in the viscosity of the exhaust gas due to temperature change. Moreover, these properties remained constant under isothermal conditions. In the case of velocity fluctuations, it is observed in Figure 7 that the rms velocity is high at the impinging region (S1) decreases rapidly in the monolith and remains small in the entire monolith. This holds true for both isothermal and the nonisothermal conditions, which allows us to conclude that the laminarization of the flow in the monolith is driven largely by fluid flow effects rather than heat transport phenomena. It should also be noted here that the rms velocity obtained for isothermal con-
ditions is higher than that of nonisothermal conditions, especially along the impingement section highlighting the impact of increased viscosity due to higher temperature in the nonisothermal case.

The temperature distribution inside the catalytic converter is shown in Figure 8 (case 12) for the fluid regions, the solid parts, and for several cross-sections (S1–S5) (see Figure 8, bottom). Similar to the velocity field, the hot turbulent intake jet impinges on the front side of the catalyst. Therefore, the evolution of the thermal field inside the monolith appears to be very similar to that of the velocity field (see Figure 5). However, temperature gradients are significantly larger at the solid–fluid interface than at the fluid–ceramic interface. This holds true for all cross-sections in the monolith (see Figure 8, bottom (S2–S4)). The corresponding mean and rms temperature profiles along the radial direction are plotted in Figures 9 and 10 for the cross-sections (S1–S5), respectively.

Figure 9. Profiles of mean temperature along the radial direction at various cross sections. The exhaust gas temperature is relatively low upstream the monolith due to intense heat transfer caused by recirculation (see also Figure 9, S1). In contrast, inside the monolith,
at the cross sections S2–S4, the exhaust gas is heated up due to heat transfer from the ceramic mass and the temperature profile is more homogeneous, especially around the core of the monolith. This tendency is maintained downstream to the monolith at section S5. Such temperature distribution is essentially responsible for the increased exhaust gas viscosity around the core region, while the viscosity is lower towards the solid–fluid interface region. This allows us to explain the homogeneous velocity profile for the nonreacting nonisothermal case, as observed in Figure 6. The rms temperature profile is shown in Figure 10. At S1, a significantly higher temperature fluctuations can be observed, while it is more or less negligible inside the monolith (S2–S4) and to certain extent also at S5. The higher temperature fluctuation is persistent along the solid–fluid interface at all cross-sectional locations (S1–S5) with negligible temperature variations in the solid region.

Figure 10. Profiles of rms temperature along the radial direction at various cross-sections.

4.3. Predictions of Entropy Production Rates

Based on the observations in the previous section, it appears that heat and fluid flow phenomena inside the catalytic converter are extremely complex and are essentially a coupled heat and fluid flow process together with turbulence transition inside the monolith. To obtain further insight about such complex and interacting processes, entropy generation-based analysis is carried out next.

In turbulent fluid flow with heat transfer, the entropy production rates can be separated into two parts, namely entropy production rate by viscous dissipation $\Pi_v$ and, due to heat transfer, $\Pi_q$. According to [21,36], in the context of LES, the temporal averaged filtered entropy production rates $\langle \Pi_v \rangle$, and $\langle \Pi_q \rangle$ can be calculated as the sum of resolved and residual part as:

$$\langle \Pi_v \rangle = \frac{\mu T \left( \frac{\partial U_i}{\partial x_j} \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \frac{\partial U_j}{\partial x_i} \right)}{\langle \mu \rangle} + \langle \frac{\rho}{\langle T \rangle} \langle \nu_i \rangle^3 \rangle$$

(8)

$$\langle \Pi_q \rangle = \frac{\lambda T^2 \frac{\partial T}{\partial x_i} \frac{\partial T}{\partial x_i}}{\langle \rho \rangle \langle \nu \rangle \langle \partial T / \partial x_i \partial x_i \rangle} + \frac{4 \langle \rho \rangle \langle \nu \rangle \langle \nu_i \rangle}{3 C_{OC} \pi^{1/3} C_S^{4/3} (Pr) (\langle T \rangle)^2 \langle \partial T / \partial x_i \partial x_i \rangle}$$

(9)

with $C_{OC} = 1.34$ the Obukhov–Corrsin constant [43], $C_S$ the Smagorinsky coefficient [44], and $\Delta$ the filtered width.

The calculated time-averaged entropy production rate related to viscous dissipation $\langle \Pi_v \rangle$ within the catalytic converter is provided in Figure 11 for the isothermal test case.
(case 9). Therefore, a logarithmic color map is employed to visualize the wide range of entropy production scales.

As it is visible in Figure 11 (for case 9), for the section S1, the higher entropy production rates $\langle \Pi_v \rangle$ are located predominantly close to the wall where a steep velocity gradient exists, and it decreases rapidly towards the core flow region. However, considerably higher entropy generation rate $\langle \Pi_v \rangle$ is observed inside the monolith (S2–S4). This observation can be attributed to the strong turbulent dissipation due to wall-bounded flow along the narrow individual monolith channels, which ultimately results in flow laminarization. Moving further downstream to the monolith (at section S5), the $\langle \Pi_v \rangle$ profile features a classical pipe flow characteristic. In order to analyze the impact of heat transfer, Figure 12 presents a comparison of $\langle \Pi_v \rangle$ for isothermal (case 9) and nonisothermal (case 12) conditions. Notice that the dashed lines of S2, S3, and S4 represent values of $\langle \Pi_v \rangle$ close to the ceramic wall. Outside the monolith (S1, S5), the distributions of $\langle \Pi_v \rangle$ are very similar for isothermal and nonisothermal conditions. In contrast, values of $\langle \Pi_v \rangle$ differ significantly for isothermal and nonisothermal conditions within the monolith (S2–S4). Therefore, values of $\langle \Pi_v \rangle$ are significantly higher under isothermal conditions, which suggests that the irreversible laminarization process is more intense for such conditions. Notice that the calculated $\langle \Pi_v \rangle$ is higher in the core region of monolith under isothermal conditions (case 9, black dash line), implying the combined influence of carrier gas properties and flow profile (see Figure 6) on the entropy generation rate due to viscous dissipation.

Figure 11. Time-averaged entropy production rate by viscous dissipation (case 9).
Figure 12. Entropy production rates by viscous dissipation $\Pi_v$ on selected planes for the isothermal case (black lines), and nonisothermal case (red lines). The dashed lines represent the quantities at the ceramic–fluid wall in the monolith.

Next, Figure 13 shows the time-averaged entropy production rates related to heat transport $\langle \Pi_q \rangle$ for nonreacting nonisothermal conditions (case 12). The corresponding profiles of $\Pi_q$ are depicted in Figure 14. Due to the intense heat transfer at the impingement region (see Figure 13, S1 and Figure 14, S1), strong temperature gradients occurs in the vicinity of the solid walls, which results in high values of $\langle \Pi_q \rangle$. In contrast, the value of $\langle \Pi_q \rangle$ is considerably small inside the monolith (S2-S4), especially at the core of the monolith and less evenly distributed as compared with $\langle \Pi_v \rangle$. Furthermore, at location S5 (see Figures 13 and 14), the entropy generation rate is primarily due to strong temperature gradients.

Figure 13. Time-averaged entropy production rate by heat transfer (case 12).
To provide a more global perspective of entropy generation in the catalytic converter, the integral values of $\langle \Pi_v \rangle$ and $\langle \Pi_q \rangle$ for the monolith region and pipe regions are listed in Table 3 for both isothermal and nonisothermal cases under nonreacting conditions.

Table 3. Entropy production rates related to viscous dissipation $\Pi_v$ and heat transport $\Pi_q$ integrated over the monolith and pipe flow regions.

| Monolith Region | Pipe Regions | Conditions       |
|-----------------|--------------|------------------|
| $\langle \Pi_v \rangle$ | 182.877 | 5.104 | isothermal |
| $\langle \Pi_q \rangle$ | 102.886 | 3.112 | non-isothermal |
| $\langle \Pi_q \rangle$ | 82.221 | 1249.484 | non-isothermal |

From Table 3, it can be concluded that entropy production by viscous dissipation ($\Pi_v$) occurs predominantly in the monolith region due to high-velocity gradients at the walls of the narrow monolith ducts, where a large amount of kinetic energy is dissipated through friction. This suggests that the laminarization inside the monolith is purely a fluid flow process. In contrast, irreversible thermal processes are more intense in the pipe regions, as the total value of $\Pi_q$ is quite high there. Furthermore, entropy production related to heat transport is approximately ten times higher than entropy production due to viscous dissipation for this specific catalytic converter.

5. Conclusions

In the present work, the pressure drop over a realistic catalytic converter of a Lada Niva 21214 vehicle was measured for dry air at $T = 298$ K and different volumetric flow rates. Correlations were derived for isothermal conditions (dry air at $T = 298$ K) and for realistic engine conditions (for exhaust gas at $T = 900$ K) using the Darcy–Forchheimer law. The measured pressure drops were compared with large-eddy simulation results for different flow rates and working fluids showing good agreement. The validated numerical approach is then used to analyze the coupled thermal and fluid flow processes inside the catalytic converter under different operating conditions. Finally, entropy generation analysis is employed to identify the process irreversibility inside the catalytic converter under realistic engine conditions. Therefore, the following conclusions can be drawn from this work:
The Darcy-Forchheimer equation is well suited to describe the pressure drop in this specific catalytic converter. Correlation equations based on the experimental data are provided.

Important characteristic flow features are identified in the catalytic converter, namely the impinging flow with stagnation, recirculation, flow separation, and laminarization within the fine ducts of the monolith.

The rms velocity decreases rapidly in the monolith, attributing to the flow laminarization process in the narrow monolith channels. This physical process is influenced by the heat transfer dynamics through temperature-dependent thermophysical properties as simulations with and without heat transfer testify.

The entropy production by viscous dissipation ($\Pi_v$) occurs predominantly in the monolith region due to high-velocity gradients at the walls of the narrow monolith ducts. This suggests that the laminarization inside the monolith is purely a fluid flow process through temperature-dependent thermophysical properties.

The entropy production rate due to heat transport $\Pi_q$ is relatively small in the monolith region, while it overwhelms viscous dissipation effects in the pipe regions.
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Abbreviations

The following abbreviations are used in this manuscript:

- ICEV: Internal Combustion Engine Vehicle
- BEV: Battery Electric Vehicle
- EGM: Entropy Generation Minimization
- EGAS: Exhaust Gas After-treatment System
- CFD: Computation Fluid Dynamics
- VANS: Volume-Averaging Navier–Stokes
- RANS: Reynolds-Averaging Navier–Stokes
- LES: Large-Eddy Simulation

Appendix A. Thermodynamic Properties of Applied Exhaust Gas

The species composition of the exhaust gas has a constant value according to [6] and summarized in Table A1. Instead of treating the exhaust gas as a mixture of different gases, it is considered as an homogeneous single component Navier–Fourier gas, whereby thermodynamic properties are calculated by means of seven-coefficient NASA polynomials [38] and transport properties are approximated based on Sutherland’s formula [39]. Therefore, the material laws for the properties of the exhaust gas are evaluated using the
material laws of the mixture. The molar mass $M$ of the presented exhaust gas is equal to 0.02863 kg/mol, and the density is calculated for a reference pressure at 1 atm. Using NASA coefficients, which are obtained by a least-square fit and listed in Table A2, the heat capacity $C_p$ (associated with $a_1 - a_5$), sensible enthalpy $h$ ($a_6$), and entropy $s$ ($a_7$) are expressed as polynomial. The dynamic viscosity $\mu$ and the thermal conductivity $\lambda$ are evaluated by the model of Sutherland with two coefficients $A_{\text{suth}} = 1.5335 \times 10^{-6}$ and $T_{\text{suth}} = 195.6627$, respectively. A comparison of the fitted values and the theoretical values are depicted in Figure A1. An excellent agreement is observed; the presented coefficients are therefore applied in the simulation.

| Table A1. Species composition of exhaust gas. |
|----------------------------------------------|
| species [-] | CO$_2$ | H$_2$O | O$_2$ | N$_2$ | CO |
| fraction [%] | 12.3 | 13.8 | 0.7 | 72.3 | 0.9 |

| Table A2. NASA coefficients of exhaust gas, generated by a least-square fit. |
|-----------------------------------------------|
| NASA Coefficient | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ | $a_7$ |
| $T \leq 1000$ K | 3.48 | $7.08 \times 10^{-4}$ | $-2.61 \times 10^{-7}$ | $1.24 \times 10^{-9}$ | $-7.77 \times 10^{-13}$ | $-1.10 \times 10^{4}$ | 4.15 |
| $T > 1000$ K | 3.13 | $1.77 \times 10^{-3}$ | $-5.91 \times 10^{-7}$ | $9.04 \times 10^{-11}$ | $-5.10 \times 10^{-15}$ | $-1.10 \times 10^{4}$ | 5.88 |

Figure A1. Comparison of the thermodynamic and transport properties calculated by the existing material laws and their coefficients (in circles) and calculated by the new material laws of exhaust gas, in which the coefficients are generated by least-square fits (in lines).
References

1. Zhao, F.; Chen, K.; Hao, H.; Liu, Z. Challenges, Potential and Opportunities for Internal Combustion Engines in China. *Sustainability* **2020**, *12*, 4955. [CrossRef]

2. Demirbas, A. Future Fuels for Internal Combustion Engines. *Energy Sources Part A Recovery, Util. Environ. Eff.* **2010**, *32*, 1273–1281. [CrossRef]

3. Wallner, T.; Miers, S.A. Internal Combustion Engines, Alternative Fuels for. In *Encyclopedia of Sustainability Science and Technology*; Meyers, R.A., Ed.; Springer: New York, NY, USA, 2012; pp. 5461–5499. [CrossRef]

4. Bae, C.; Kim, J. Alternative fuels for internal combustion engines. *Proc. Combust. Inst.* **2017**, *36*, 3389–3413. 10.1016/j.proci.2016.09.009. [CrossRef]

5. Martins, J.; Brito, F.P. Alternative Fuels for Internal Combustion Engines. *Energies* **2020**, *13*, 4086. [CrossRef]

6. Deutschmann, O.; Gruenwaldt, J.D. Abgasnachbehandlung in mobilen Systemen: Stand der Technik, Herausforderungen und Perspektiven. *Chem. Ing. Tech.* **2013**, *85*, 595–617. [CrossRef]

7. Nieuwenhuys, B.E. The Surface Science Approach Toward Understanding Automotive Exhaust Conversion Catalysis at the Atomic Level. In *Advances in Catalysis*; Haag, W.O., Gates, B.C., Knözinger, H., Eds.; Elsevier: Amsterdam, The Netherlands, 1999; Volume 44, pp. 259–328. [CrossRef]

8. Chorkendorff, I.; Niemantsverdriet, J.W. *Concepts of Modern Catalysis and Kinetics*; Wiley: New York, NY, USA, 2003. [CrossRef]

9. Chatterjee, D.; Deutschmann, O.; Warnatz, J. Detailed surface reaction mechanism in a three-way catalyst. *Faraday Discuss.* **2001**, *119*, 371–384. [CrossRef]

10. Voltz, S.E.; Morgan, C.R.; Liederman, D.; Jacob, S.M. Kinetic Study of Carbon Monoxide and Propylene Oxidation on Platinum Catalysts. *Ind. Eng. Chem. Prod. Res. Dev.* **1973**, *12*, 294–301. [CrossRef]

11. Oh, S.H.; Cavendish, J.C. Transients of monolithic catalytic converters. Response to step changes in feedstream temperature as related to controlling automobile emissions. *Ind. Eng. Chem. Prod. Res. Dev.* **1982**, *21*, 29–37. [CrossRef]

12. Kumar, R.; Sonthalia, A.; Goel, R. Experimental study on waste heat recovery from an IC engine using thermoelectric technology. *Therm. Sci.* **2011**, *15*, 1011–1022. [CrossRef]

13. Pong, H.; Wallace, J.; Sullivan, P.E. *Modeling of Exhaust Gas Treatment for Stationary Applications*; SAE Technical Paper Series; SAE International: Warrendale, PA, USA, 2012. [CrossRef]

14. Hayes, R.; Fadic, A.; Mmbaga, J.; Najafi, A. CFD modelling of the automotive catalytic converter. In *Catalysis Today*; Elsevier: Amsterdam, The Netherlands, 2012; Volume 188, pp. 94–105. [CrossRef]

15. Cornejo, I.; Nikrituyk, P.; Hayes, R.E. The influence of channel geometry on the pressure drop in automotive catalytic converters: Model development and validation. *Chem. Eng. Sci.* **2020**, *212*, 115317. [CrossRef]

16. Cornejo, I. A Model for Correcting the Pressure Drop between Two Monoliths. *Catalysis 2021*, *11*, 1314. [CrossRef]

17. Keenan, J.H. Availability and irreversibility in thermodynamics. *Br. J. Appl. Phys.* **1951**, *2*, 183–192. [CrossRef]

18. Afridi, M.I.; Qasim, M.; Makinde, O.D. Entropy Generation Due to Heat and Mass Transfer in a Flow of Dissipative Elastic Fluid Through a Porous Medium. *J. Heat Transf.* **2018**, *141*, 022002. [CrossRef]

19. Bejan, A. Second law analysis in heat transfer. *Energy* **1980**, *5*, 720–732. [CrossRef]

20. Bejan, A. Method of entropy generation minimization, or modeling and optimization based on combined heat transfer and thermodynamics. *Rev. Générale Therm.* **1996**, *35*, 637–646. [CrossRef]

21. Ries, F.; Li, Y.; Klingenberg, D.; Nishad, K.; Janicka, J.; Sadiki, A. Near-Wall Thermal Processes in an Inclined Impinging Jet: Analysis of Heat Transport and Entropy Generation Mechanisms. *Energies* **2018**, *11*, 1354. [CrossRef]

22. Ries, F.; Li, Y.; Nishad, K.; Janicka, J.; Sadiki, A. Entropy Generation Analysis and Thermodynamic Optimization of Jet Impingement Cooling Using Large Eddy Simulation. *Entropy* **2019**, *21*, 129. [CrossRef]

23. Afridi, M.I.; Qasim, M. Entropy Generation in Three Dimensional Flow of Dissipative Fluid. *Int. J. Appl. Comput. Math.* **2017**, *4*, 117–128. [CrossRef]

24. Farooq, U.; Afridi, M.; Qasim, M.; Lu, D. Transpiration and Viscous Dissipation Effects on Entropy Generation in Hybrid Nanofluid Flow over a Nonlinear Radially Stretching Disk. *Entropy* **2018**, *20*, 668. [CrossRef]

25. Reddy, G.J.; Kumar, M.; Kethireddy, B.; Chamkha, A.J. Colloidal study of unsteady magnetohydrodynamic couple stress fluid flow over an isothermal vertical flat plate with entropy heat generation. *J. Mol. Liq.* **2018**, *252*, 169–179. [CrossRef]

26. Afridi, M.; Qasim, M.; Hussanan, A. Second Law Analysis of Dissipative Flow over a Riga Plate with Non-Linear Rosseland Thermal Radiation and Variable Transport Properties. *Entropy* **2018**, *20*, 615. [CrossRef] [PubMed]

27. Khan, A.; ul Karim, F.; Khan, I.; Ali, F.; Khan, D. Irreversibility analysis in unsteady flow over a vertical plate with arbitrary wall shear stress and ramped wall temperature. *Results Phys.* **2018**, *8*, 1283–1290. [CrossRef]

28. Adesanya, S.O.; Makinde, O.D. Effects of couple stresses on entropy generation rate in a porous channel with convective heating. *Comput. Appl. Math.* **2014**, *34*, 293–307. [CrossRef]

29. Makinde, O. Entropy analysis for MHD boundary layer flow and heat transfer over a flat plate with a convective surface boundary condition. *Int. J. Eng. Res.* **2010**, *10*, 142. [CrossRef]

30. Rashidi, M.; Mohammad, F.; Abbaspand, S.; Alhuthali, M.S. Entropy Generation Analysis for Stagnation Point Flow in a Porous Medium over a Permeable Stretching Surface. *J. Appl. Fluid Mech.* **2015**, *8*, 753–765. [CrossRef]

31. Ziefuss, M.; Karimi, N.; Ries, F.; Sadiki, A.; Mehdizadeh, A. Entropy Generation Assessment for Wall-Bounded Turbulent Shear Flows Based on Reynolds Analogy Assumptions. *Entropy* **2019**, *21*, 1157. [CrossRef]
32. Ries, F.; Kütemeier, D.; Li, Y.; Nishad, K.; Sadiki, A. Effect Chain Analysis of Supercritical Fuel Disintegration Processes Using an LES-based Entropy Generation Analysis. *Combust. Sci. Technol.* **2020**, *192*, 2171–2188. [CrossRef]
33. Li, Y.; Ries, F.; Nishad, K.; Sadiki, A. Predictions of Conjugate Heat Transfer in Turbulent Channel Flow Using Advanced Wall-Modeled Large Eddy Simulation Techniques. *Entropy* **2021**, *23*, 725. [CrossRef]
34. Li, Y.; Ries, F.; Leudesdorff, W.; Nishad, K.; Pati, A.; Hasse, C.; Janicka, J.; Jakirić, S.; Sadiki, A. Non-equilibrium wall functions for large Eddy simulations of complex turbulent flows and heat transfer. *Int. J. Heat Fluid Flow* **2021**, *88*, 108758. [CrossRef]
35. Ries, F.; Obando, P.; Shevchuck, I.; Janicka, J.; Sadiki, A. Numerical analysis of turbulent flow dynamics and heat transport in a round jet at supercritical conditions. *Int. J. Heat Fluid Flow* **2017**, *66*, 172–184. [CrossRef]
36. Ries, F. Numerical Modeling and Prediction of Irreversibilities in Sub- and Supercritical Near-Wall Flows. Ph.D. Thesis, Institute of Energy and Power Plant Technology, Technische Universität Darmstadt, Darmstadt, Germany, 2018.
37. Nicoud, F.; Toda, H.B.; Cabrit, O.; Bose, S.; Lee, J. Using singular values to build a subgrid-scale model for large eddy simulations. *Phys. Fluids* **2011**, *23*, 085106. [CrossRef]
38. Burcat, A.; Ruscic, B. *Third Millennium Ideal Gas and Condensed Phase Thermochemical Database for Combustion with Updates from Active Thermochemical Tables*; Technical Report; Argonne National Laboratory, The University of Chicago: Chicago, IL, USA, 2005.
39. Sutherland, W. The viscosity of gases and molecular force. *Lond. Edinb. Ans Dublin Philos. Mag. J. Sci.* **1893**, *36*, 507–531. [CrossRef]
40. Klein, M.; Sadiki, A.; Janicka, J. A digital filter based generation of inflow data for spatially developing direct numerical or large eddy simulations. *J. Comput. Phys.* **2003**, *186*, 652–665. [CrossRef]
41. Baehr, H.D.; Stephan, K. *Wärme- und Stoffübertragung*; Springer: Berlin/Heidelberg, Germany, 2013. [CrossRef]
42. Delplace, F. Laminar flow of Newtonian liquids in ducts of rectangular cross-section an interesting model for both physics and mathematics. *Int. J. Theor. Math. Phys.* **2018**, *8*, 52–55. [CrossRef]
43. Corrsin, S. On the Spectrum of Isotropic Temperature Fluctuations in an Isotropic Turbulence. *J. Appl. Phys.* **1951**, *22*, 469–473. [CrossRef]
44. Smagorinsky, J. General circulation experiments with the primitive equations. *Mon. Weather. Rev.* **1963**, *91*, 99–164. [CrossRef]