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Abstract

Purpose
The aim of this study was to evaluate and compare the inter-operator reproducibility of three-dimensional (3D) images of teeth captured by a digital impression technique to a conventional impression technique in vivo.

Materials and methods
Twelve participants with complete natural dentition were included in this study. A digital impression of the mandibular molars of these participants was made by two operators with different levels of clinical experience, 3 or 16 years, using an intra-oral scanner (Lava COS, 3M ESPE). A silicone impression also was made by the same operators using the double mix impression technique (Imprint3, 3M ESPE). Stereolithography (STL) data were directly exported from the Lava COS system, while STL data of a plaster model made from silicone impression were captured by a three-dimensional (3D) laboratory scanner (D810, 3shape). The STL datasets recorded by two different operators were compared using 3D evaluation software and superimposed using the best-fit-algorithm method (least-squares method, PolyWorks, InnovMetric Software) for each impression technique. Inter-operator reproducibility as evaluated by average discrepancies of corresponding 3D data was compared between the two techniques (Wilcoxon signed-rank test).

Results
The visual inspection of superimposed datasets revealed that discrepancies between repeated digital impression were smaller than observed with silicone impression. Confirmation was forthcoming from statistical analysis revealing significantly smaller average inter-operator reproducibility using a digital impression technique (0.014±0.02 mm) than when using a conventional impression technique (0.023±0.01 mm).
Conclusion
The results of this in vivo study suggest that inter-operator reproducibility with a digital impression technique may be better than that of a conventional impression technique and is independent of the clinical experience of the operator.

Introduction
A significant change taking place this century is the introduction of digital technology into dental practice; “Digital Dentistry” is becoming more prevalent each year. Recently, digital impression techniques with three-dimensional (3D) intra-oral scanners have been attracting attention gaining in popularity around the world [1]. These intra-oral scanners capture digital images of the dental arches and record occlusal relationships which can directly be used for computer aided design (CAD) and manufacture (CAM) of a dental prosthesis [2–5]. Intra-oral scanners have the potential to replace conventional impression materials for several reasons [6–10]. For example, in contrast to conventional impression techniques, their application clearly simplifies workflow and makes the impression procedure easier and visible for dentists, dental technicians and patients [4,5,11,12]. Furthermore, this method avoids inaccuracies linked to the conventional impression technique, since silicone impression materials are prone to dimensional changes because of on-going chemical reactions and dental stone expands because of secondary reactions. These dimensional changes may result in misfit of a dental prosthesis. In contrast, direct digital scanning of teeth is theoretically not associated with such changes. In fact, several laboratory-based studies report excellent dimensional accuracy and precision of digital impressions when compared with conventional impressions in vitro [11,13–17,18]. However, accuracy and precision of the impression may be influenced by various clinical factors, such as the difference in the operator’s skill or the patients’ condition, which can only be evaluated by in vivo studies. To date, no in vivo study investigating the accuracy of this impression technique has been reported. Accuracy can only be evaluated in comparison, preferably with a gold standard; which is not easy to establish in the oral cavity. Regarding precision, there is only a limited number of in vivo studies in the literature [19,20] and no study has systematically investigated inter-operator reproducibility of a digital impression technique.

Therefore, this study focused on the inter-operator reproducibility of 3D morphological data captured by a digital impression technique and compared the data to those captured as a result of a convention impression technique in vivo. The null hypothesis of this study was that “there is no difference between the inter-operator reproducibilities of the 3D morphological data captured by the digital impression and conventional impression techniques”.

Materials and methods
Participants and settings
Twelve participants with a complete natural dentition were included in this study (6 males, 6 females; mean age 26.6±2.0 years). Impressions of the mandibular right second premolar and the first and second molars of these participants were made by two operators with differing levels of clinical experience; one had 3 years of clinical experience (novice dentist) and the other had 16 years clinical experience (experienced dentist). For each participant, each operator employed 2 different techniques, an intra-oral scanner or silicone impression material. All
impressions procedures were made in a controlled environment with a room temperature of 24.5±0.9˚C and humidity of 30.2±1.7%. In total, forty-eight impressions were made (n = 12). All experimental procedures were approved by the Ethics Committee of Showa University (Approval No. 2013–011). The participants provided written informed consent to participate in this study.

Digital impression

An intra-oral scanner (Lava COS, 3M ESPE, Germany) was used to make digital impressions. In accordance with manufacturer’s instructions, a dusting powder (Lava COS Powder, 3M ESPE, Germany) was used to pre-treat the surface of the teeth and then digital optical scanning was performed in one continuous scan without any pausing and resuming, starting from the occlusal surface and then moving to the lingual and buccal surfaces. Stereolithography (STL) data obtained by digital scanning were directly exported from the Lava COS system and stored in the laboratory computer (Fig 1).

Fig 1. Flow chart demonstrating experimental design of the study.

https://doi.org/10.1371/journal.pone.0179188.g001
Conventional impression

Whole arch conventional impressions were made with a vinylpolysiloxane silicone impression material (addition silicone) (Imprint4, 3M ESPE, Germany) using a double mix impression technique and standard metal stock trays (New IN Toothed all jaw tray, DENSPLY, Japan), which had been carefully chosen to ensure adequate space for impression material. Tray adhesive was not applied to the selected tray, and the heavy body type impression material was injected into the tray using an automatic kneading device. The light type impression material was poured into the corresponding tooth using a syringe, and then the tray was inserted in the oral cavity and pressed to the tooth arch. After a 2-minute setting time, impressions were removed from the oral cavity, disinfected for 10 minutes and stored for 3 hour at room temperature and ambient humidity. Plaster models, fabricated with dental stone (New Fujirock Type IV, GC, Japan) according to manufacturer’s instructions, were then scanned with a dental CAD/CAM 3D laser scanner (D810, 3shape, Copenhagen, Denmark) using the highly accurate protocol for scanning large objects. Scan data of the premolar and molar regions were exported in the STL data format and stored in the laboratory computer (Fig 1).

Analysis of 3D dataset

First, 3D images constructed from STL data were displayed and trimmed to the tooth shape and gingival margin using appropriate software (PolyWorks, InnovMetric Software, Québec, Canada). These trimmed STL data obtained from novice and experienced dentists were loaded onto a 3D evaluation software platform and superimposed using the best-fit-algorithm method (least-squares method) to match 2 surfaces [17,20]. The STL data from the novice dentist was set as the reference dataset, while those from the experience dentist was the test dataset. Discrepancies between the test and reference data sets (3D image data sets constructed from impressions taken by 2 operators) were analyzed for each impression technique. The software calculates the direction and closest distance of each vertex of the polygon of the test data to the triangle surface of the corresponding polygon of the reference data set. This verification method is routinely used in the industrial field [21–23]. Color mapping of the inter-operator discrepancy for each corresponding measurement point was also displayed for visual inspections [24–27].

The average discrepancies of all measurement points in absolute values were calculated for 2 techniques for each participant. In addition, the average discrepancy for all 12 participants, which represented the inter-operator reproducibility of each technique, was calculated.

Evaluation of laboratory scanner and intraoral scanner in vitro

In order to evaluate the precision of the laboratory scanner, which may influence on the precision of scanned data, laboratory scanning of a cast model was repeated 5 times and the acquired 10 data set pairs were compared using the best-fit-algorithm as described above. These procedures were repeated for the oral scanner in order to test the precision in the laboratory settings.

Statistical analysis

The average discrepancies of all measurement points in absolute values were calculated and compared between the 2 techniques for each participant by independent t-test. In addition, the average discrepancies for all 12 participants were also compared between the 2 techniques by Wilcoxon signed-rank test. The average in vitro reproducibility of the laboratory scanner was compared with that of the oral scanner by independent t-test. All statistical analyses were
performed using SPSS version 22 (SPSS Inc., Chicago, IL, USA), and the level of significance was set at 0.05.

Results

The average discrepancy data for every participant calculated by using the best-fit-algorithm method are summarized in Table 1. Approximately 77,000 polygon points and 9,000 points were obtained from the STL data for the digital and silicone impressions, respectively.

Fig 2 shows color mapping of the inter-operator discrepancy between the STL data obtained for each technique (Participant a). Visual inspection of the color mapping data demonstrated a smaller discrepancy between repeated measurements by the 2 operators for the digital impression technique than for the conventional impression technique. In addition, 3D images were divided into 12 regions as shown in Fig 3 and the region with the largest discrepancy visually identified (Participant b). The largest discrepancy was frequently found on the lingual surface of the second molar for the conventional impression technique (8 out of 12 participants), while no such trend was found for the digital impression technique (Fig 3).

Fig 4 shows the distribution of the discrepancies between the two operators for each technique (Participant a). The distribution for the digital impressions was well concentrated on zero compared to the distribution observed with the conventional impression technique. The average discrepancies of all measurement points in the absolute value was significantly lower

Table 1. The number of polygon points analyzed and the average absolute value discrepancy of all measurement points for each participant.

| Digital impression technique | Participant | Mean (mm) | Median (mm) | 95% CI (mm) | Polygon Points |
|-----------------------------|-------------|-----------|-------------|-------------|---------------|
| a                           | 0.0093      | 0.0062    | 0.0094, 0.0093 | 87722       |
| b                           | 0.011       | 0.0078    | 0.011, 0.011 | 78972       |
| c                           | 0.022       | 0.015     | 0.022, 0.021 | 78158       |
| d                           | 0.018       | 0.013     | 0.018, 0.017 | 69792       |
| e                           | 0.015       | 0.011     | 0.015, 0.015 | 81199       |
| f                           | 0.013       | 0.011     | 0.013, 0.013 | 83020       |
| g                           | 0.016       | 0.012     | 0.016, 0.016 | 77710       |
| h                           | 0.015       | 0.010     | 0.015, 0.015 | 72192       |
| i                           | 0.011       | 0.0069    | 0.011, 0.011 | 82013       |
| j                           | 0.013       | 0.0091    | 0.013, 0.013 | 75312       |
| k                           | 0.013       | 0.0094    | 0.013, 0.013 | 76118       |
| l                           | 0.017       | 0.011     | 0.017, 0.017 | 64272       |

| Conventional impression technique | Participant | Mean (mm) | Median (mm) | 95% CI (mm) | Polygon Points |
|-----------------------------------|-------------|-----------|-------------|-------------|---------------|
| a                                 | 0.023       | 0.014     | 0.023, 0.022 | 9144        |
| b                                 | 0.018       | 0.013     | 0.019, 0.018 | 8998        |
| c                                 | 0.032       | 0.022     | 0.033, 0.032 | 9578        |
| d                                 | 0.014       | 0.0089    | 0.015, 0.014 | 7488        |
| e                                 | 0.025       | 0.018     | 0.026, 0.025 | 9268        |
| f                                 | 0.027       | 0.021     | 0.028, 0.027 | 10412       |
| g                                 | 0.032       | 0.020     | 0.033, 0.031 | 8564        |
| h                                 | 0.023       | 0.015     | 0.024, 0.022 | 8193        |
| i                                 | 0.017       | 0.011     | 0.018, 0.017 | 10238       |
| j                                 | 0.024       | 0.019     | 0.025, 0.024 | 7543        |
| k                                 | 0.023       | 0.015     | 0.024, 0.022 | 8912        |
| l                                 | 0.017       | 0.011     | 0.017, 0.016 | 7591        |

https://doi.org/10.1371/journal.pone.0179188.t001
for the digital impression technique than that for the conventional impression technique in every participant \((p<0.05, \text{Table 1})\). Overall, the average inter-operator discrepancy for the 12 participants with the digital impression technique \((0.014 \pm 0.02 \text{ mm})\) was also significantly smaller than that of the conventional impression technique \((0.023 \pm 0.01 \text{ mm})\) (Fig 5).

The average precision of 10 pairs of measurements with the laboratory scanner and the intraoral scanner was \(0.007 \pm 0.0007\) and \(0.006 \pm 0.0017\) mm, respectively, and no significant difference was observed.

**Discussion**

**Main finding**

These results of this study lead us to reject the null hypothesis of this study that “there is no difference between the inter-operator reproducibilities of the 3D morphological data captured by the tested digital impression and conventional impression techniques”. More specifically, the study results suggest that inter-operator reproducibility of the digital impression technique is higher than that of the conventional impression technique.
The merits of digital direct scanning techniques over conventional impression techniques have been well documented as described in the introduction section. Although digital impression is...
reported to be associated with inevitable inaccuracy sources, such as presence of saliva, movement of the patient’s jaw, or stitching of multiple digital images. One of the most clinically important benefits is that a digital impression is not vulnerable to unavoidable inaccuracies associated with the dimensional changes of impression materials and dental stones that may lead to misfit of dental prostheses.

**Accuracy and precision**

Several laboratory-based studies report excellent dimensional accuracy and precision from digital impressions compared to conventional impressions *in vitro* [11, 13–17]. Since the accuracy and precision of an impression are influenced by various clinical factors, *in vivo* clinical evaluations of are vital in order to demonstrate translation of *in vitro* finding to clinical significance *in vivo*. However, accuracy, which represents trueness, is difficult to evaluate *in vivo* because the real dimensions of the test participant, the gold standard (ISO 5725–1) [27,28], cannot be easily measured in the oral cavity of patients. Therefore, *in vivo* evaluations of accuracy are often performed by measuring the fit of final restorations [3,7,20,29,30]. Studies have reported clinically acceptable fit of restorations fabricated using a digital impression technique and when compared to restorations fabricated using conventional impressions [6,31–34]. It should be noted that these accuracy measurements take the entire production process of the restoration into account, but do not exclusively evaluate the impression procedure. Therefore, comparison of the impression techniques themselves is needed.

Precision of impression technique is best assessed by superimposing entire scanned images captured using a given method several times [16,17,20,35]. In this procedure, deviations between the images of the impression at each surface point are determined from computed 3D distances. Such comparison is feasible clinically; however, there is only a limited number of studies that have evaluated the precision of impression technique *in vivo* [19,36] and no study has systematically investigated inter-operator reproducibility. This study should be regarded as the first to accept the challenge of evaluating inter-operator reproducibility of digital impression in a biologically clinically relevant environment.

**Study results**

The current study is best compared to the results of Ender et al. (2016) who evaluated 2 conventional and 7 digital impression systems in 5 participants [19]. They reported acceptable precision of the digital impression systems *in vivo* and also reported significant variation in the level of precision depending upon the system tested. Our study results are in general agreement. A clear improvement of our study is the higher number of the participants we included and that we conducted a systematic analysis of the inter-operator reproducibility. The latter is particularly clinically important because silicone impressions are notoriously sensitive to the skill and experience level of the clinician who is making the impression [10,12]. Of importance, our study showed significantly better consistency of 3D data made from direct oral digital scanning by two different operators when compared with data from silicone impressions. Since the excellent accuracy and precision of the laboratory scanner has been demonstrated in this study and in others, it is logical to consider that one source of the inconsistency of stone models made from silicone impressions is the dimensional changes of the materials [20,37–41].

Another source of error might be the difference in clinician skill level. Interestingly, the most significant discrepancies between repeated recordings were found on the lingual distal surface of the molar for the silicone impression technique. This finding illustrates well the clinical situation because this region is prone to contamination by saliva and difficult for novice
dentists to manage and make an accurate impression. Furthermore, the distal region of second molars might not be fully covered or impression material may not be adequately supported by the impression tray, which propagates distortion of the impression material under the influence of the weight of the plaster during the pouring process. Again, these factors are influenced by the condition of the patient and the skill level of the operator and regarded as impactful reasons why the silicone impression technique exhibits poorer inter-operator reproducibility than digital impression techniques. It should be noted that our study did not examine accuracy but precision and employed only one operator in each clinical experience, which does not allow drawing a conclusion that the clinical experience was the definitive influencing factor. However, an important finding from our study is that the improved reproducibility of digital impressions compared to silicone impressions, was consistent and independent of participant (Table 1), suggesting that the principal influencing factor may be the inherent dimensional changes associated with the silicone impression technique.

Lastly, although the difference in the average discrepancy between the two techniques was as small as 0.009 mm, which was not considered clinically relevant, our result suggesting better precision with the digital impression method than with the gold standard method might be a good reason for clinicians to apply this method in clinical settings.

Study limitations
This study exclusively investigated three natural mandibular teeth in healthy participants. We did not investigate prepared abutment teeth, which could be a limitation since both shape and characteristics of a tooth surface may influence accuracy and/or precision of an impression technique. Another limitation might be that this study only tested precision of the technique, whereas clinical relevance might be evaluated by measuring the fit of fabricated prosthesis. We suggest future studies if preliminary studies like ours have demonstrated clinically acceptable inter-operator reproducibility in vivo.

Conclusion
The result of this in vivo study suggest that a digital impression technique yields superior reproducibility compared to conventional impression technique. This advantage is independent of an operator's clinical experience of the operator and of the oral condition of the patient.

Acknowledgments
The authors appreciate the study participants and research team of digital dentistry that made this research possible.

Author Contributions
Conceptualization: ST MT KT KB.
Data curation: EK ST MT KT.
Formal analysis: EK ST KB.
Funding acquisition: ST KB.
Investigation: EK ST MT KT.
Methodology: EK ST MT KT KB.
Project administration: ST MT KB.
Resources: EK MT.
Software: EK ST.
Supervision: KB.
Validation: EK ST KB.
Visualization: EK ST MT KB.
Writing – original draft: EK KB.
Writing – review & editing: ST MT KT.

References

1. Baba K. Paradigm shifts in prosthodontics. Journal of Prosthodontic Research. 2014; 58: 1–2. https://doi.org/10.1016/j.jpor.2013.12.003 PMID: 24412149

2. Scotti R, Cardelli P, Baldissara P, Monaco C. Clinical fitting of CAD/CAM zirconia single crowns generated from digital intraoral impressions based on active wavefront sampling. J Dent. 2011. https://doi.org/10.1016/j.jdent.2011.10.005 PMID: 22027853

3. Ahrberg D, Lauer HC, Ahrberg M, Weigl P. Evaluation of fit and efficiency of CAD/CAM fabricated all-ceramic restorations based on direct and indirect digitalization: a double-blinded, randomized clinical trial. Clin Oral Investig. 2016; 20: 291–300. https://doi.org/10.1007/s00784-015-1504-6 PMID: 26070435

4. Shah S, Sundaram G, Bartlett D, Sherriff M. The use of a 3D laser scanner using superimpositional software to assess the accuracy of impression techniques. J Dent. 2004; 32: 653–658. https://doi.org/10.1016/j.jdent.2004.07.005 PMID: 15476960

5. Arslan Y, Karakoca Nemli S, Bankoğlu Güngör M, Tamam E, Yılmaz H. Evaluation of biogeneric design techniques with CEREC CAD/CAM system. J Adv Prosthodont. 2015; 7: 431–436. https://doi.org/10.4047/jap.2015.7.6.431 PMID: 26816572

6. Seelbach P, Brueckel C, Wößmann B. Accuracy of digital and conventional impression techniques and workflow. Clin Oral Investig. 2013; 17: 1759–1764. https://doi.org/10.1007/s00784-012-0864-4 PMID: 23086333

7. Boeddinghaus M, Breloer ES, Rehmann P, Wößmann B. Accuracy of single-tooth restorations based on intraoral digital and conventional impressions in patients. Clin Oral Investig. 2015; 19: 2027–2034. https://doi.org/10.1007/s00784-015-1430-7 PMID: 25693497

8. Logozzo S, Franceschini G, Kilpelä A. A comparative analysis of intraoral 3D digital scanners for restorative dentistry. Internet J Med Technol. 2011; 5: 1–19

9. Abdel-Azim T, Rogers K, Elathamna E, Zandinejad A, Metz M, Morton D. Comparison of the marginal fit of lithium disilicate crowns fabricated with CAD/CAM technology by using conventional impressions and two intraoral digital scanners. J Prosthet Dent. 2015; 114: 554–559. https://doi.org/10.1016/j.prosdent.2015.04.001 PMID: 26100929

10. Wismeijer D, Mans R, van Genuchten M, Reijers HA. Patients’ preferences when comparing analogue implant impressions using a polyether impression material versus digital impressions (Intraoral Scan) of dental implants. Clinical Oral Implants Research. 2014; 25: 1113–1118. https://doi.org/10.1111/clir.12234 PMID: 23941118

11. Patzelt SBM, Emmanouilidi A, Stampf S, Strub JR, Att W. Accuracy of full-arch scans using intraoral scanners. Clin Oral Investig. 2014; 18: 1667–1694. https://doi.org/10.1007/s00784-013-1132-y PMID: 24240949

12. Yuzbasioğlu E, Kurt H, Turunc R, Bilir H. Comparison of digital and conventional impression techniques: evaluation of patients’ perception, treatment comfort, effectiveness and clinical outcomes. BMC Oral Health. BioMed Central; 2014; 14: 10. https://doi.org/10.1186/1472-6831-14-10 PMID: 24479892

13. van der Meer WJ, Andriessen FS, Wismeijer D, Ren Y. Application of Intra-Oral Dental Scanners in the Digital Workflow of Implantology. Glogauer M, editor. PLoS ONE. 2012; 7: e43312. https://doi.org/10.1371/journal.pone.0043312 PMID: 22937030

14. Karl M, Graef F, Schubiniski P, Taylor T. Effect of intraoral scanning on the passivity of fit of implant-supported fixed dental prostheses. Quintessence Int. 2012; 43: 555–562. PMID: 22670250
15. Schaefer O, Decker M, Wittstock F, Kuepper H, Guentsch A. Impact of digital impression techniques on the adaption of ceramic partial crowns in vitro. J Dent. 2014; 42: 677–683. https://doi.org/10.1016/j.jdent.2014.01.016 PMID: 24508541

16. Yang X, Lv P, Liu Y, Si W, Feng H. Accuracy of Digital Impressions and Fitness of Single Crowns Based on Digital Impressions. Materials. 2015; 8: 3945–3957. https://doi.org/10.3390/ma8073945

17. Lee SJ, Betensky RA, Giannesi GE, Gallucci GO. Accuracy of digital versus conventional implant impressions. Clinical Oral Implants Research. 2015; 26: 715–719. https://doi.org/10.1111/clin.12375 PMID: 24720423

18. Cho S-H, Schaefer O, Thompson GA, Guentsch A. Comparison of accuracy and reproducibility of casts made by digital and conventional methods. J Prosthet Dent. 2015; 113: 310–315. https://doi.org/10.1016/j.prosdent.2014.09.027 PMID: 25682531

19. Ender A, Attin T, Mehl A. In vivo precision of conventional and digital methods of obtaining complete-arch dental impressions. J Prosthet Dent. 2016; 115: 313–320. https://doi.org/10.1016/j.prosdent.2015.09.011 PMID: 26548890

20. Ender A, Mehl A. Accuracy of complete-arch dental impressions: A new method of measuring trueness and precision. J Prosthet Dent. 2013; 109: 121–128. https://doi.org/10.1016/j.prosdent.2013.04.006 PMID: 23395338

21. Kwon SW, Liapi KA, Haas CT, Bosche F. Algorithms for fitting cylindrical objects to sparse range point clouds for rapid workspace modeling. 20th International Symposium. . . . 2003.

22. Cho Y-K, Kwon S-W. Rapid Geometric Modeling for Construction Automation. KSCE J Civ Engineering. KSCE J of Civ Engineering. 2003; 7: 225–231.

23. Valero E, Adan A, Cerrada C. Automatic Construction of 3D Basic-Semantic Models of Inhabited Interiors Using Laser Scanners and RFID Sensors. Sensors. Molecular Diversity Preservation International; 2012; 12: 5705–5724. https://doi.org/10.3390/s120505705 PMID: 22778609

24. Rhee Y-K, Huh Y-H, Cho L-R, Park C-J. Comparison of intraoral scanning and conventional impression techniques using 3-dimensional superimposition. J Adv Prosthet. 2015; 7: 460–467. https://doi.org/10.4047/jap.2015.7.6.460 PMID: 26816576

25. Gruen A, Akca D. Least squares 3D surface and curve matching. ISPRS Journal of Photogrammetry and Remote Sensing. 2005; 59: 151–174. https://doi.org/10.1016/j.isprsjprs.2005.02.006

26. Kwon S-W, Bosche F, Kim C, Haas CT, Liapi KA. Fitting range data to primitives for rapid local 3D modeling using sparse range point clouds. Automation in Construction. 2004; 13: 67–81. https://doi.org/10.1016/j.autcon.2003.08.007

27. Ender A, Mehl A. Full arch scans: conventional versus digital impressions—an in-vitro study. Int J Comput Dent. 2011; 14: 11–21. PMID: 21657122

28. Ting-shu S, Jian S. Intraoral Digital Impression Technique: A Review. J Prosthodont. 2015; 24: 313–321. https://doi.org/10.1111/jopr.2015.00412 PMID: 25220390

29. Syrek A, Reich G, Ranftl D, Klein C, Cermý B, Brodesser J. Clinical evaluation of all-ceramic crowns fabricated from intraoral digital impressions based on the principle of active wavefront sampling. J Dent. 2010; 38: 553–559. https://doi.org/10.1016/j.jdent.2010.03.015 PMID: 20381576

30. Kim S-Y, Kim M-J, Han J-S, Yeo I-S, Lim Y-J, Kwon H-B. Accuracy of dies captured by an intraoral digital impression system using parallel confocal imaging. Int J Prosthet. 2013; 26: 161–163. https://doi.org/10.1016/j.ijpros.2012.10.006 PMID: 23476911

31. Su T-S, Sun J. Comparison of marginal and internal fit of 3-unit ceramic fixed dental prostheses made with either a conventional or digital impression. J Prosthet Dent. 2016. https://doi.org/10.1016/j.prosdent.2016.01.018 PMID: 27061628

32. Berrendero S, Salido MP, Valverde A, Ferreiroa A, Pradì ´es G. Influence of conventional and digital intraoral impressions on the fit of CAD/CAM-fabricated all-ceramic crowns. Clin Oral Investig. 2016. https://doi.org/10.1007/s00784-016-1714-6 PMID: 26800669

33. Kolmuss M, Kist S, Goeke JE, Hickel R, Huth KC. Comparison of chair side and laboratory CAD/CAM to conventional produced all-ceramic crowns regarding morphology, occlusion, and aesthetics. Clin Oral Investig. 2016; 20: 791–797. https://doi.org/10.1007/s00784-015-1554-9 PMID: 26245275

34. Brawek PK, Wolfart S, Endres L, Kirsten A, Reich S. The clinical accuracy of single crowns exclusively fabricated by digital workflow—the comparison of two systems. Clin Oral Investig. 2013; 17: 2119–2125. https://doi.org/10.1007/s00784-013-0923-5 PMID: 23371756

35. Güth J-F, Keul C, Stimmelmayr M, Beuer F, Edelhoff D. Accuracy of digital models obtained by direct and indirect data capturing. Clin Oral Investig. 2013; 17: 1201–1209. https://doi.org/10.1007/s00784-012-0795-0 PMID: 22847854
36. Ender A, Zimmermann M, Attin T, Mehl A. In vivo precision of conventional and digital methods for obtaining quadrant dental impressions. Clin Oral Investig. 2015. https://doi.org/10.1007/s00784-015-1641-y PMID: 26547869

37. Lee W-S, Park J-K, Kim J-H, Kim H-Y, Kim W-C, Yu C-H. New approach to accuracy verification of 3D surface models: An analysis of point cloud coordinates. Journal of Prosthodontic Research. 2016; 60: 98–105. https://doi.org/10.1016/j.jpor.2015.10.002 PMID: 26603682

38. Sousa MVS, Vasconcelos EC, Janson G, Garib D, Pinzan A. Accuracy and reproducibility of 3-dimensional digital model measurements. Am J Orthod Dentofacial Orthop. 2012; 142: 269–273. https://doi.org/10.1016/j.ajodo.2011.12.028 PMID: 22858338

39. Hayashi K, Sachdeva AUC, Saitoh S, Lee S-P, Kubota T, Mizoguchi I. Assessment of the accuracy and reliability of new 3-dimensional scanning devices. Am J Orthod Dentofacial Orthop. 2013; 144: 619–625. https://doi.org/10.1016/j.ajodo.2013.04.021 PMID: 24075671

40. Barreto MS, Faber J, Vogel CJ, Araujo TM. Reliability of digital orthodontic setups. Angle Orthod. 2016; 86: 255–259. https://doi.org/10.2319/120914-890.1 PMID: 26042573

41. Asquith J. Dental arch relationships on three-dimensional digital study models and conventional plaster study models for patients with unilateral cleft lip and palate. Cleft Palate-Craniofacial Journal. 2012; 49: 530–534. https://doi.org/10.1597/10-099 PMID: 21214319