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Abstract

We project the Wilson/Polchinski renormalization group equation onto its uniform external field dependent effective free energy and connected Green’s functions. The result is a hierarchy of equations which admits a choice of “natural” truncation and closure schemes for nonperturbative approximate solution. In this way approximation schemes can be generated which avoid power series expansions in either fields or momenta. When following one closure scheme the lowest order equation is the mean field approximation, while another closure scheme gives the “local potential approximation.” Extension of these closure schemes to higher orders leads to interesting new questions regarding truncation schemes and the convergence of nonperturbative approximations. One scheme, based on a novel “momentum cluster decomposition” of the connected Green’s functions, seems to offer new possibilities for accurate nonperturbative successive approximation.
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1 Introduction

In recent years there has been a resurgence of interest in applying Wilson’s exact renormalization group (ERG) equation [1] to problems in quantum field theory. Starting with Polchinski [2], who derived Wilson’s ERG equation in a context familiar to field theorists, it was first used to provide improved, simplified proofs of perturbative renormalizability for many field theoretic systems [3]. More recently, others have used this equation, or its Legendre transformed version [4, 5], to study, in various nonperturbative approximations, the qualitative, and in some cases quantitative, behaviors of many different systems, including scalar [6, 7] and vector [8, 9] field theories, gauge theories [10], fermionic systems [11], and many phenomenological issues such as top quark and higgs masses [12], bound states [13], and various aspects of QCD [14]. Recent reviews may be found in [6, 15, 16, 17].

The challenge of nonperturbative approximations has been to reduce the infinite dimensional space of couplings generated by the ERG equation to some computationally manageable size. This is often initially done simply by truncating the space to a few operators (usually the relevant and marginal operators of the canonical theory), and useful qualitative and even quantitative results are obtained by this approach. Improved approximations can then be sought by enlarging the space of effective interactions in some systematic way with the hope that results will converge towards the exact result. However, without a small parameter, as in perturbation theory, to give some measure of control over the degree of approximation, the degree of “improvement” is difficult to evaluate. In addition, additional nonphysical solutions are often generated as the finite space of couplings is enlarged [11, 18, 19], making it often difficult to identify with any a priori justification the physical solution sought.

Another approach, which from the start includes an infinite number of interactions, is the derivative expansion [20, 21, 22], essentially a functional power series expansion of the Wilson effective action in powers of momenta coupling the Fourier transformed field variables. In this way all powers of the field are included at each level of approximation. Its lowest order of approximation, known as the “local potential approximation” (LPA) [4, 23, 24], is quite successful in providing qualitative and even reasonably good quantitative information regarding phase diagrams and critical exponents. It appears to generate no spurious solutions and permit the entire space of candidate renormalized theories to be searched for solutions in a simple, systematic way [13, 19, 21, 25]. Its second order
of approximation gives impressive accuracy when compared with other approaches (\(\epsilon\)-expansion, exact, and high temperature expansion) \[20, 21\], and has offered the hope of leading to a practical method of successive approximation.

A third approach, which has not been much used outside of perturbation theory, is complementary to the derivative expansion in that it involves an expansion of the Wilson effective action in powers of the field operators \[4\], the expansion coefficients being the (zero-field) connected Green’s functions of the theory. Thus, all powers of momenta are included at each stage of approximation. This approach has provided an alternative route to the \(\epsilon\)-expansion for scalar field theories \[26\] as well as, in the Legendre transformed version, a promising initial nonperturbative exploration of bound state questions \[13\].

In all of the above approaches the question of convergence of the approximation method involved is difficult to address \textit{a priori} \[5, 21\], and although the approximations often improve when taken to their \textit{next} higher order (usually the only one practical to compute, so far), there are indications that this good fortune cannot continue indefinitely. In \[19\] Morris studies the convergence of an expansion of the LPA in powers of the field variable. He demonstrates that the exact solution of the LPA equation has singularities in the complex plane that prevent the convergence of the power series expansion. If the presence of such singularities is a general feature of the ERG, one can expect it to prevent convergence of any expansion that involves a power series in the field operators. This would eliminate the hopes of convergence of the first and third methods discussed above. The derivative expansion also appears to have its own problem with convergence. In \[27\] Dunne provides an exact solution for the effective potential for QED\(_{2+1}\) in a particular inhomogeneous external magnetic field. From this he derives an all orders derivative expansion and shows that it is asymptotic. We take this to suggest that power series expansions in either fields or momenta are unable to provide a convergent approximation scheme for the ERG equation.

It is interesting to contrast this situation with that of lattice real-space RG approximation schemes \[28\], where a reliable (apparently convergent) method of successive approximation seems to exist. One orders the space of interactions in terms of the interaction’s relative degree of locality, \(i.e.,\) nearest neighbor, next nearest neighbor, \(etc.,\) and truncates accordingly. This locality property does not seem to be readily applicable to momentum-space formulations; it certainly has no relation to the power series approximations discussed above, as all powers of both the field and momenta are typical components of local lattice interactions.
In this paper, motivated by the above considerations, we attempt to construct a method of successive approximation for Wilson/Polchinski’s ERG equation for a scalar field theory in $D$ dimensions that is not based on power series expansions. In particular, each order of approximation involves all powers of the field and (beyond the lowest order) all powers of momenta. In the final analysis it becomes essentially an expansion in the number of momenta coupling the Fourier transformed field variables, though it is, strictly speaking, in the space of connected Green’s functions rather than the space of Wilson effective interactions that this expansion takes place. It is accomplished by projecting the ERG equation onto its uniform external field dependent effective free energy and connected Green’s functions, creating an infinite hierarchy of partial differential equations (PDEs) to be truncated and solved numerically. A set of “fluctuation relations” (derived below) allows a choice of truncation schemes to be investigated. One of these schemes, based on a novel “momentum cluster decomposition” of the connected Green’s functions, appears to have many advantages over the standard approach. Although it still remains to be numerically investigated, it appears to be a likely candidate for a convergent method of successive approximation as well as offering new possibilities for extending the power of the renormalization group approach in many directions.

The remainder of this paper proceeds as follows. In Section 2 we introduce our system and notation and give a summary of the essential steps of the derivation of the Polchinski ERG equation and its Legendre transformed version. In Section 3 we derive a rescaled version of the Polchinski equation that is particularly well suited for the analysis that follows. We also show that it exactly reproduces Wilson’s rescaled ERG equation. In Section 4 we derive a formalism for expressing the connected Green’s functions in terms of the solution of the rescaled ERG equation. We demonstrate that our rescaling procedure gives the correct scaling laws for connected Green’s functions. We also derive the set of “fluctuation relations” which will prove important in our later sections. In Section 5 we derive flow equations for the connected Green’s functions and present an analysis that suggests that the “obvious” truncation strategy will not be a convergent method of successive approximation. In Section 6 we present a new solution strategy based upon the “fluctuation relations” presented in Section 4. We define new “$N$-point momentum clusters” and derive “momentum cluster flow equations” based upon a “momentum cluster decomposition” of the original connected Green’s ($N$-point) functions. We compare these new equations with the equations of Section 5 and discuss the apparent advantages of this new formulation. In Section 7 we offer some concluding comments.
One final note: Although in this paper we treat the calculation of the Gibbs free energy and connected Green’s functions via the Wilson/Pollchinski ERG equation, our entire approach can be equally applied to the calculation of the effective potential and one-particle-irreducible (1PI) vertex functions via the Legendre transformed ERG equation \([4, 5]\). To reflect this more general utility we use the more general terminology “N-point functions” in the title and section headings of this paper.

2 Flow Equations

Our system is a self-interacting scalar field, \(\phi(x)\), coupled to an external source, \(J(x)\), in \(D\) Euclidean dimensions. We obtain the connected Green’s functions from the \(IR\)-cutoff, \(UV\)-regulated generating functional \(W_{\Lambda_0}(J)\) evaluated via the Wilson/Pollchinski renormalization group equation. The derivation of this equation and of its Legendre transformed counterpart is, by now, fairly standard \([4, 13]\). For completeness, and to establish our notation, we will simply summarize, following Ellwanger \([13]\), the essential steps.

The bare theory is regularized in the \(UV\) via a cutoff \(\Lambda_0\) in the propagator. We further introduce a running infrared cutoff, \(\Lambda\), and corresponding propagator

\[
P_{\Lambda_0}(q^2) \equiv (R_{\Lambda_0}(q^2))^{-1} = \frac{K_{\Lambda_0}(q^2) - K_{\Lambda}(q^2)}{q^2 + m^2}
\]

with

\[
K_{\Lambda}(q^2) \to 1 \quad \text{for} \quad q^2 \ll \Lambda^2
\]

\[
K_{\Lambda}(q^2) \to 0 \quad \text{for} \quad q^2 \gg \Lambda^2.
\]

The generating functional for cutoff connected Green’s functions can be represented as the functional integral

\[
\exp(-W_{\Lambda_0}[J]) = \int D\phi \exp\left\{-\frac{1}{2}(\phi, R_{\Lambda_0}^\dagger \phi) - S_{\text{int}}^{\Lambda_0}[\phi] + (J, \phi)\right\},
\]

where \((J, \phi) \equiv \int_q J_q \phi_{-q}, J_q \equiv \frac{1}{(2\pi)^D} \int d^Dq, \) and \(\phi_q\) and \(J_q\) are the Fourier transforms of \(\phi(x)\) and \(J(x)\) respectively. Here the kinetic term of the bare action is represented in terms of the inverse propagator \(R_{\Lambda_0}^\dagger(q^2)\), with the remaining part of the bare action denoted by \(S_{\text{int}}^{\Lambda_0}[\phi]\).

The result of the functional integration in (3) may be formally represented by

\[
e^{-W_{\Lambda_0}[J]} = e^{P_{\Lambda_0}[J]} e^{P_{\Lambda_0}^0} e^{-S_{\text{int}}^{\Lambda_0}[\phi]} \bigg|_{\phi=P_{\Lambda_0}^0 J}
\]
with
\[ D^\Lambda_0 = \frac{1}{2} \left( P^\Lambda_0 \frac{\delta}{\delta \phi} \frac{\delta}{\delta \phi} \right). \]

We define an effective interaction \( S_{\text{int}}[\phi, \Lambda] \) by
\[ e^{-S_{\text{int}}[\phi, \Lambda]} = e^{D^\Lambda_0} e^{-S^\Lambda_0[\phi]}. \]

We obtain Polchinski’s flow equation for \( S_{\text{int}}[\phi, \Lambda] \) by differentiating equation (6) with respect to \( \Lambda \):
\[ \frac{\partial S_{\text{int}}}{\partial \Lambda} = \frac{1}{2} \int_q \frac{\partial P^\Lambda_0(q^2)}{\partial \Lambda} \left\{ \frac{\delta^2 S_{\text{int}}}{\delta \phi_q \delta \phi_{-q}} - \frac{\delta S_{\text{int}} \delta S_{\text{int}}}{\delta \phi_q \delta \phi_{-q}} \right\}. \]

Our initial condition is \( S_{\text{int}}[\phi, \Lambda_0] = S^\Lambda_0[\phi] \).

The generating functional for cutoff connected Green’s functions, \( W^\Lambda_0[J] \), is related to \( S_{\text{int}}[\phi, \Lambda] \) through
\[ W^\Lambda_0[J] = S_{\text{int}}[P^\Lambda_0 J, \Lambda] - \frac{1}{2} (J, P^\Lambda_0 J). \]

It satisfies the flow equation
\[ \frac{\partial W^\Lambda_0}{\partial \Lambda} = -\frac{1}{2} \int_q \frac{\partial R^\Lambda_0(q^2)}{\partial \Lambda} \left\{ \frac{\delta^2 W^\Lambda_0}{\delta J_q \delta J_{-q}} - \frac{\delta W^\Lambda_0 \delta W^\Lambda_0}{\delta J_q \delta J_{-q}} \right\}. \]

The cutoff effective action, \( \Gamma^\Lambda_0 \), is given by the Legendre transform of \( W^\Lambda_0[J] \),
\[ \Gamma^\Lambda_0[\varphi] = W^\Lambda_0[J] + (J, \varphi), \]
where \( \varphi_q \equiv \delta W^\Lambda_0[J]/\delta J_{-q} \). If one further splits off a bare kinetic part of \( \Gamma^\Lambda_0[\varphi] \),
\[ \Gamma^\Lambda_0[\varphi] = \frac{1}{2} (\varphi, R^\Lambda_0 \varphi) + \tilde{\Gamma}^\Lambda_0[\varphi], \]
one obtains a flow equation for \( \tilde{\Gamma}^\Lambda_0[\varphi] \), the generator of 1PI vertex functions, of the form
\[ \frac{\partial \tilde{\Gamma}^\Lambda_0}{\partial \Lambda} = \frac{1}{2} \int_q \frac{\partial R^\Lambda_0(q^2)}{\partial \Lambda} \left\{ R^\Lambda_0(q^2) + \frac{\delta^2 \tilde{\Gamma}^\Lambda_0}{\delta \varphi_q \delta \varphi_{-q}} \right\}^{-1}, \]
with initial value
\[ \tilde{\Gamma}^\Lambda_0[\varphi] = S^\Lambda_0[\phi]\bigg|_{\varphi=\phi}. \]

It is interesting to note that unlike the flow equations for \( S_{\text{int}} \) and \( \Gamma^\Lambda_0 \), which admit well posed initial value problems in terms of the bare action \( S^\Lambda_0[\phi] \), the flow equation for \( W^\Lambda_0 \) does not. This is because the substitution \( \phi = P^\Lambda_0 J \) used in eqs. (4) and (8) gives \( W^\Lambda_0[J] = 0 \) at \( P^\Lambda_0 = 0 \). For this reason we use eqs. (6) and (8) rather than eq. (9) for the calculation of \( W^\Lambda_0[J] \).
3 Rescaling

We recall that Wilson’s original renormalization group program consists of two steps. The first step, performed by the derivation given above, integrates out the high momentum components of the field, generating an equivalent effective action with reduced cutoff. The second step rescales the momenta back to the original cutoff scale and rescales the fields so that the resulting equations are cutoff independent and have a fixed point solution corresponding to the scale-invariant, massless renormalized theory. Bell and Wilson have shown [29] that for “linear” renormalization group equations, such as Wilson/Polchinski above, the field rescaling must be appropriately carried out in terms of the scaling dimension of the field or the resulting equations will not flow to a fixed point. The scale dependence of the cutoff function \( P_\Lambda^\Lambda_0(q^2) \) must also be chosen correctly. Finally, we also transform to dimensionless variables, which, while not really essential, is customary at this stage.

We parametrize our effective momentum scale by

\[
t = \log \frac{|\Lambda_0|}{\Lambda},
\]

and our dimensionless rescaled variables are

\[
q' = \frac{q}{\Lambda} \tag{15}
\]

and

\[
\phi'(q') = \left(\frac{\Lambda}{\Lambda_0}\right)^{D-d_J} \phi_q \Lambda_0^{D-d_\phi} \tag{16}
\]

where \( d_J \) and \( d_\phi \) are the scaling dimensions of \( J(x) \) and \( \phi(x) \) respectively,

\[
d_J = \frac{1}{2} (D + 2 - \eta), \tag{17}
\]

and

\[
d_\phi = \frac{1}{2} (D - 2 + \eta), \tag{18}
\]

where \( \eta \) is the anomalous dimension. A good choice for \( P_\Lambda^\Lambda_0(q^2) \) is

\[
P_\Lambda^\Lambda_0(q^2) = \Lambda_0^{-2} \left[ \bar{P}(q^2/\Lambda_0^2) - \left(\frac{\Lambda}{\Lambda_0}\right)^{2-\eta} \bar{P}(q^2/\Lambda^2) \right], \tag{19}
\]

where

\[
\bar{P}(q^2/\Lambda^2) \to 1 \quad \text{for} \quad q^2 \ll \Lambda^2
\]
$$\tilde{P}(q^2/\Lambda^2) \to 0 \quad \text{for} \quad q^2 \gg \Lambda^2. \quad (20)$$

Finally, by defining

$$S_{\text{int}}'[\phi', t] \equiv S_{\text{int}}[\phi(\phi'), \Lambda(t)], \quad (21)$$

we get

$$\frac{\partial S_{\text{int}}'}{\partial t} = D S_{\text{int}}' - \int_q \phi'_q \left[ \frac{1}{2} (D + 2 - \eta) + q' \cdot \nabla_q' \right] \frac{\delta S_{\text{int}}'}{\delta \phi'_q}$$

$$- \int_{q'} A(q') \left\{ \frac{\delta S_{\text{int}}'}{\delta \phi'_q} \frac{\delta S_{\text{int}}'}{\delta \phi'_{-q'}} - \frac{\delta^2 S_{\text{int}}'}{\delta \phi'_q \delta \phi'_{-q'}} \right\}, \quad (22)$$

where

$$A(q) = \left( 1 - \frac{\eta}{2} \right) \tilde{P}(q^2) - q^2 \frac{d\tilde{P}(q^2)}{dq^2}, \quad (23)$$

and the prime on $\nabla'_q$ means that it ignores the momentum conservation delta functions in $\delta S_{\text{int}}'/\delta \phi'_q$.

In the next section we will show that our choice of rescaling and cutoff functions gives the correct scaling laws at the critical point. Here we note that if we choose $\tilde{P}(q^2) = e^{-2q^2}$, change variables to $\sigma'_q = e^{\phi} \phi'_q$, and define

$$\mathcal{H}[\sigma', t] \equiv -S_{\text{int}}'[\phi'(\sigma'), t] - \frac{1}{2} \int_{q} \sigma'_q \sigma'_{-q}, \quad (24)$$

we get, after an integration by parts and neglecting all primes,

$$\frac{\partial \mathcal{H}}{\partial t} = \int_{q} \left( \frac{D}{2} \sigma_q + q \cdot \nabla_q \sigma_q \right) \frac{\delta \mathcal{H}}{\delta \sigma_q}$$

$$+ \int_{q'} (1 - \frac{\eta}{2} + 2q^2) \left\{ \frac{\delta \mathcal{H}}{\delta \sigma_q} \frac{\delta \mathcal{H}}{\delta \sigma_{-q}} + \frac{\delta^2 \mathcal{H}}{\delta \sigma_q \delta \sigma_{-q}} \right\}, \quad (25)$$

which is exactly Wilson’s equation [1]. Eq. (22) is more useful for our purposes, however, and we will continue to work with it in what follows.

### 4 Scaling Laws and Fluctuation Relations for $N$-point Functions

In this section we derive a number of relations for connected Green’s functions based on their representation in terms of the $t \to \infty$ ($\Lambda \to 0$) solution to the ERG eq. (22). The UV-regularized connected Green’s functions are determined from the generating functional

$$W_0^{\Lambda_0}[J] = \lim_{\Lambda \to 0} \left\{ S_{\text{int}}[P^{\Lambda_0}, \Lambda] - \frac{1}{2} (J, P^{\Lambda_0} J) \right\}, \quad (26)$$
following eq. (8). Let

\[
S'_{\text{int}}[\phi', t] = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{q_1'} \cdots \int_{q_n'} S'_n(q_1', \ldots, q_n', t) \phi'_{q_1'} \cdots \phi'_{q_n'} \delta^D(q_1' + \cdots + q_n'),
\]

(27)

where the above is written in terms of our dimensionless (primed) variables. Rewriting this in terms of our original (unprimed) variables, we get

\[
S_{\text{int}}[\phi, \Lambda] = \Lambda^D \sum_{n=0}^{\infty} \frac{1}{n!} \int_{q_1} \cdots \int_{q_n} S'_n(q_1 \Lambda^{-1}, \ldots, q_n \Lambda^{-1}, t)
\]

\[
\times \Lambda^{-nd} \Lambda_0^{-n(d_j - d)} \phi_{q_1} \cdots \phi_{q_n} \delta^D(q_1 + \cdots + q_n).
\]

(28)

If we now substitute \( \phi_q = P_{\Lambda_0}^\Lambda(q^2)J_q \), we will then be able to study the limit \( \Lambda \to 0 \) of eq. (26). However, because \( P_0^{\Lambda_0}(q^2)J_q = \Lambda_0^{\eta-2} \bar{P}(q^2/\Lambda_0^2)J_q \) is finite we can substitute it directly in (26) to get

\[
W_{\Lambda_0}[J] = \lim_{\Lambda \to 0} \Lambda^D \sum_{n=0}^{\infty} \frac{1}{n!} \int_{q_1} \cdots \int_{q_n} S'_n(q_1 \Lambda^{-1}, \ldots, q_n \Lambda^{-1}, t) \Lambda^{-nd_j}
\]

\[
\times \bar{P}(q^2/\Lambda_0^2) \cdots \bar{P}(q_n^2/\Lambda_0^2)J_{q_1} \cdots J_{q_n} \delta^D(q_1 + \cdots + q_n)
\]

\[- \frac{1}{2} \int_q \Lambda_0^{\eta-2} \bar{P}(q^2/\Lambda_0^2)J_q J_{-q}.
\]

(29)

In the same spirit we can now take the limit \( \Lambda_0 \to \infty \), where \( \Lambda_0 \) appears explicitly, to get the infinite cutoff generating functional

\[
W_0^\infty[J] = \lim_{\Lambda_0 \to \infty} \lim_{\Lambda \to 0} \Lambda^D \sum_{n=0}^{\infty} \frac{1}{n!} \int_{q_1} \cdots \int_{q_n} S'_n(q_1 \Lambda^{-1}, \ldots, q_n \Lambda^{-1}, t)
\]

\[
\times \Lambda^{-nd_j} J_{q_1} \cdots J_{q_n} \delta^D(q_1 + \cdots + q_n),
\]

(30)

where the remaining limit \( \Lambda_0 \to \infty \) must be accompanied by appropriate fine tuning of the relevant bare couplings to produce an acceptable renormalized theory [1, 25, 17].

The infinite cutoff connected Green's functions in a uniform external field \( j \) are

\[
G_k(q_1, \ldots, q_k, j) \delta^D(q_1 + \cdots + q_k) = - \frac{\delta^k}{\delta J_{q_1} \cdots \delta J_{q_k}} W_0^\infty[J] \bigg|_{J_q=(2\pi)^D \delta \delta^D(q_i)},
\]

(31)

where \( F_G(j) \equiv -G_0(j) \) is the Gibbs free energy, the Legendre transform of the effective potential. Thus,

\[
G_k(q_1, \ldots, q_k, j)
\]

\[
= - \lim_{\Lambda_0 \to \infty} \lim_{\Lambda \to 0} \Lambda^D \sum_{n=k}^{\infty} \frac{1}{(n-k)!} S'_n(q_1 \Lambda^{-1}, \ldots, q_k \Lambda^{-1}, 0, \ldots, 0, t)
\]

\[
\times \Lambda^{-kd_j} [j \Lambda^{-d_j}]_{n-k},
\]

(32)
where the $G_k$ and $S'_n$ are symmetric functions of their momentum arguments. If we define

$$
\tilde{G}_k(q_1, \ldots, q_k, x, t)\delta^D(q_1 + \cdots + q_k) \equiv -\frac{\delta^k}{\delta\phi'_{q_1} \cdots \delta\phi'_{q_k}} S'_{\text{int}}[\phi', t] \bigg|_{\phi'_q = (2\pi)^D x^D(q_i)} ,
$$

(33)

giving

$$
\tilde{G}_k(q_1, \ldots, q_k, x, t) = -\sum_{n=k}^{\infty} \frac{1}{(n-k)!} S'_n(q_1, \ldots, q_k, 0, \ldots, 0, t) x^{n-k} ,
$$

(34)

then

$$
G_k(q_1, \ldots, q_k, j) = \lim_{\Lambda_0 \to \infty} \lim_{\Lambda \to 0} \Lambda^{D-kd_j} \tilde{G}_k(q_1\Lambda^{-1}, \ldots, q_k\Lambda^{-1}, j\Lambda^{-d_j}, t) .
$$

(35)

This equation allows us to derive fixed-point scaling laws and asymptotic behaviors as follows.

Let $S'_{\text{int}}^*$ be a fixed-point solution of eq. (24): $\partial S'_{\text{int}}^*/\partial t = 0$. The corresponding $G_k^*$ are

$$
\tilde{G}_k^*(q_1, \ldots, q_k, x) \delta^D(q_1 + \cdots + q_k) = -\frac{\delta^k}{\delta\phi'_{q_1} \cdots \delta\phi'_{q_k}} S'_{\text{int}}^*[\phi'] \bigg|_{\phi'_q = (2\pi)^D x^D(q_i)} .
$$

(36)

In evaluating eq. (33) for such fixed-point solutions, the absence of $t$-dependence allows the limit $\Lambda_0 \to \infty$ to be trivially taken, yielding

$$
G_k^*(q_1, \ldots, q_k, j) = \lim_{\Lambda \to 0} \Lambda^{D-kd_j} \tilde{G}_k^*(q_1\Lambda^{-1}, \ldots, q_k\Lambda^{-1}, j\Lambda^{-d_j}) .
$$

(37)

For this equation to have a nontrivial limit we must have $\tilde{G}_k^* \propto \Lambda^{D-kd_j}$ as $\Lambda \to 0$. We will consider this limit for two cases. First, for the case where $q_i = 1, \ldots, q_k \neq 0$, we let $x_i = q_i\Lambda^{-1}$ and $y = j\Lambda^{-d_j}$. Then the $z_i \equiv x_i y^{-1/d_j} = q_i j^{-1/d_j}$ are independent of $\Lambda$, and

$$
x_1^{-d_j+\frac{D}{2}} \cdots x_k^{-d_j+\frac{D}{2}} = \Lambda^{-D+kd_j} q_1^{-d_j+\frac{D}{2}} \cdots q_k^{-d_j+\frac{D}{2}} .
$$

(38)

So for the limit $\Lambda \to 0$ to exist we must have

$$
\tilde{G}_k^*(x_1, \ldots, x_k, y) \to \mathcal{G}_k(z_1, \ldots, z_k)x_1^{-d_j+\frac{D}{2}} \cdots x_k^{-d_j+\frac{D}{2}} ,
$$

(39)

where $\mathcal{G}_k$ is determined by solving the ERG equations. Then

$$
G_k^*(q_1, \ldots, q_k, j) = \mathcal{G}_k(z_1, \ldots, z_k)q_1^{-d_j+\frac{D}{2}} \cdots q_k^{-d_j+\frac{D}{2}} .
$$

(40)

This is the general (hyper)scaling law for $G_k$ on the critical isotherm when $q_i = 1, \ldots, q_k \neq 0$. For $k = 2$, writing $G_2(q, -q, j)$ as $G_2(q, j)$, we have $G_2^*(q, j) = \mathcal{G}_2(q/j^{\eta - 2})q^\eta - 2$. As this expression generally is used to define the anomalous dimension $\eta$, its derivation
here validates our choice of rescaling operations and cutoff functions. For the second case, where \( j \) is finite and \( q_i = 1, \ldots, k = 0 \), we must have

\[
\tilde{G}_k^*(0, \ldots, 0, y) \rightarrow \text{constant} \cdot y^{-k + \frac{D}{dJ}}.
\]

(41)

Then

\[
G_k^*(0, \ldots, 0, j) = \text{constant} \cdot j^{-k + \frac{D}{dJ}}.
\]

(42)

From the definition of \( \tilde{G}_k \) we also have

\[
\tilde{G}_k(q_1, \ldots, q_{k-n}, 0, \ldots, 0, x, t) = \frac{\partial^n}{\partial x^n} \tilde{G}_{k-n}(q_1, \ldots, q_{k-n}, x, t),
\]

(43)

which immediately gives

\[
G_k(q_1, \ldots, q_{k-n}, 0, \ldots, 0, j) = \frac{\partial^n}{\partial j^n} G_{k-n}(q_1, \ldots, q_{k-n}, j).
\]

(44)

These relations will be important in what follows. They are a generalization of the so-called “fluctuation-dissipation theorem” or “linear response theorem” of statistical mechanics, which relates fluctuations in a thermodynamic average to a corresponding susceptibility (linear response) [30, 31]. The case most often encountered in statistical mechanics is for \( k = n = 2 \), which gives the well-known relation between the 2-point cumulant and order parameter susceptibility,

\[
G_2(0, j) = \partial \varphi_0 / \partial j,
\]

(45)

where \( \varphi_0 = \partial G_0 / \partial j \). We will refer to relations (43) and (44) as fluctuation relations in what follows.

### 5 Flow Equations for \( N \)-point Functions

The flow equations for the \( \tilde{G}_k \) can now be derived by applying the definition (33) to the flow equation (22). Using (33) we can write

\[
\delta^D(q_1 + \cdots + q_k) \frac{\partial \tilde{G}_k}{\partial t} = -\left( \frac{\delta^k}{\delta \phi'_{q_1} \cdots \delta \phi'_{q_k}} \frac{\partial S'_{\text{int}}}{\partial t} \right)_{\phi'_n = (2\pi)^{D-1} \delta^D(q_i)}.
\]

(46)

Then, by substituting the r.h.s. of eq. (22) for \( \partial S'_{\text{int}} / \partial t \) and carrying out the indicated operations, we get (suppressing \( q, x, \) and \( t \) arguments when not necessary for clarity)

\[
\frac{\partial \tilde{G}_0}{\partial t} = D \tilde{G}_0 - d_j x \frac{\partial \tilde{G}_0}{\partial x} + A(0) \left( \frac{\partial \tilde{G}_0}{\partial x} \right)^2 + \int_q A(q) \tilde{G}_2(q)
\]

(47)
\[
\frac{\partial \tilde{G}_{k>0}}{\partial t} = (D - kd_j)\tilde{G}_k - d_j x \frac{\partial \tilde{G}_k}{\partial x} - \sum_{i=1}^{k} q_i \cdot \nabla_{q_i} \tilde{G}_k
\]
\[
+ \sum_{j=0}^{k} \sum_{I_j \subset Z_k} \left\{ A(q_{i_1} + \cdots + q_{i_j})\tilde{G}_{j+1}(-q_{i_1} - \cdots - q_{i_j}, q_{i_1}, \ldots, q_{i_j}) \right. \\
\times \tilde{G}_{k-j+1}(-q_{i_{j+1}} - \cdots - q_{i_k}, q_{i_{j+1}}, \ldots, q_{i_k}) \left. \right\} \\
+ \int_{q'} A(q')\tilde{G}_{k+2}(q', -q', q_1, \ldots, q_k),
\]
(47)

where \(I_j\) stands for the set of indices \(\{i_1, \ldots, i_j\}\), \(Z_k\) stands for the set of consecutive integers \(\{1, \ldots, k\}\), \(\sum_{I_j \subset Z_k}\) stands for the sum over the \(\binom{k}{j}\) different sets, \(I_j\), of indices chosen from the set \(Z_k\), and the set \(\{i_{j+1}, \ldots, i_k\}\) is the complementary set \(Z_k - I_j\). We note that in the equation for \(\partial \tilde{G}_k/\partial t\) we have \(q_1 + \cdots + q_k = 0\) from the \(\delta\)-function of (33).

Using this together with eq. (43) we can rewrite eqs. (47) as
\[
\frac{\partial \tilde{G}_0}{\partial t} = D\tilde{G}_0 - d_j x \frac{\partial \tilde{G}_0}{\partial x} + A(0) \left( \frac{\partial \tilde{G}_0}{\partial x} \right)^2 + \int_{q} A(q)\tilde{G}_2(q)
\]
\[
\frac{\partial \tilde{G}_{k>0}}{\partial t} = (D - kd_j)\tilde{G}_k + \left( 2A(0) \frac{\partial \tilde{G}_0}{\partial x} - d_j x \right) \frac{\partial \tilde{G}_k}{\partial x} - \sum_{i=1}^{k} q_i \cdot \nabla_{q_i} \tilde{G}_k
\]
\[
+ \sum_{j=1}^{k-1} \sum_{I_j \subset Z_k} \left\{ A(q_{i_1} + \cdots + q_{i_j})\tilde{G}_{j+1}(-q_{i_1} - \cdots - q_{i_j}, q_{i_1}, \ldots, q_{i_j}) \right. \\
\times \tilde{G}_{k-j+1}(-q_{i_{j+1}} - \cdots - q_{i_k}, q_{i_{j+1}}, \ldots, q_{i_k}) \left. \right\} \\
+ \int_{q'} A(q')\tilde{G}_{k+2}(q', -q', q_1, \ldots, q_k),
\]
(48)

where we have explicitly pulled out the first and last terms from the double sum.

The first four equations are
\[
\frac{\partial \tilde{G}_0}{\partial t} = D\tilde{G}_0 - d_j x \frac{\partial \tilde{G}_0}{\partial x} + A(0) \left( \frac{\partial \tilde{G}_0}{\partial x} \right)^2 + \int_{q} A(q)\tilde{G}_2(q)
\]
\[
\frac{\partial \tilde{G}_2}{\partial t} = (D - 2d_j)\tilde{G}_2 + \left( 2A(0) \frac{\partial \tilde{G}_0}{\partial x} - d_j x \right) \frac{\partial \tilde{G}_2}{\partial x} - q \cdot \nabla_{q} \tilde{G}_2
\]
\[
+ 2A(q)\tilde{G}_2 + \int_{q'} A(q')\tilde{G}_4(q', -q', q, -q)
\]
\[
\frac{\partial \tilde{G}_3}{\partial t} = (D - 3d_j)\tilde{G}_3 + \left( 2A(0) \frac{\partial \tilde{G}_0}{\partial x} - d_j x \right) \frac{\partial \tilde{G}_3}{\partial x} - \sum_{i=1}^{3} q_i \cdot \nabla_{q_i} \tilde{G}_3
\]
\[
+ 2 \left[ \sum_{i=1}^{3} A(q_i)\tilde{G}_2(q_i) \right] \tilde{G}_3(q_1, q_2, q_3) + \int_{q'} A(q')\tilde{G}_5(q', -q', q_1, q_2, q_3)
\]
\[
\frac{\partial \tilde{G}_4}{\partial t} = (D - 4d_j)\tilde{G}_4 + \left( 2A(0) \frac{\partial \tilde{G}_0}{\partial x} - d_j x \right) \frac{\partial \tilde{G}_4}{\partial x} - \sum_{i=1}^{4} q_i \cdot \nabla_{q_i} \tilde{G}_4
\]
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\[
+ 2 \left[ \sum_{i=1}^{4} A(q_i) \tilde{G}_2(q_i) \right] \tilde{G}_4(q_1, q_2, q_3, q_4) \\
+ \sum_{I_2 \subset \Z_4} A(q_{i_1} + q_{i_2}) \tilde{G}_3(-q_{i_1} - q_{i_2}, q_{i_1}, q_{i_2}) \tilde{G}_3(-q_{i_3} - q_{i_4}, q_{i_3}, q_{i_4}) \\
+ \int_{q' A(q') \tilde{G}_6(q', -q', q_1, \ldots, q_4) . \right] (49)
\]

We note that \( \tilde{G}_1(q, x, t) = \tilde{G}_1(0, x, t) = \partial \tilde{G}_0(x, t) / \partial x \) due to the \( \delta^D(q) \) in the definition of \( \tilde{G}_1(q, x, t) \), so we don’t need to write a separate equation for it. Also, in response to the \( \delta \)-function with \( \tilde{G}_2 \), we write \( \tilde{G}_2(q, -q, x, t) \) as \( \tilde{G}_2(q, x, t) \).

A natural procedure for solving the above hierarchy of equations is to truncate at a certain level by setting all higher order connected Green’s functions equal to zero. To lowest order we get an equation for \( \tilde{G}_0 \) that has been studied long ago by Green, Gunton, and coworkers \([32, 33, 34]\). Green \([32]\) derived this equation via a steepest descent approximation to Wilson’s functional integral form of his ERG equation \([1]\). He showed that, with appropriate rescaling to ensure analyticity, mean field exponents are obtained \([32]\). It was later shown that the equations reproduce more of the mean field phenomenology, including metastable and unstable branches in the free energy \([34]\) and a spinodal fixed point \([33]\). The higher order equations thus reflect systematic corrections to mean field behavior when successively higher order correlations are taken into account.

A perspective on the higher order equations may be gained by realizing that they have already been studied for the zero-field case \((x = 0)\) in \( D = 4 - \epsilon \) dimensions by Green and Shukla \([26]\). Because the equations are first-order quasi-linear they can be solved exactly in \( \epsilon \)-expansion, reproducing the standard results for the critical exponents. The \( \epsilon \)-expansion provides a natural truncation scheme for the hierarchy of equations, as \( \tilde{G}_{2n} \) is of order \( \epsilon^{n-1} \) for \( n \geq 2 \). As the \( \epsilon \)-expansion is known to be asymptotic, we do not expect similar truncation schemes without the benefit of \( \epsilon \) as a small parameter to yield any improvement in convergence. Nor, due to continuity of the equations in \( x \), do we expect different convergence properties for finite values of \( x \). For this reason we do not expect the obvious truncation scheme to yield a convergent method of successive approximation. This is not to say, however, that low orders of approximation could not be useful.

### 6 Momentum Cluster Flow Equations

It is possible to improve upon the above truncation scheme by noting that, according to the fluctuation relations \([13]\), each \( \tilde{G}_k \) contains derivatives of \( \tilde{G}_{k'} < k \) within it. Thus the
truncation scheme discussed above needlessly throws away vital information. A truncation scheme that retains this information from higher order correlations can be constructed as follows.

Due to the momentum conserving $\delta$-function in the definition of $\tilde{G}_k$, $\tilde{G}_k$ is a function of only $(k-1)$ independent momenta, and we will write it henceforth as $\tilde{G}_k(q_1, \ldots, q_{k-1}, x, t)$, with the understanding that the omitted $q_k$ takes the value $-q_1 - \cdots - q_{k-1}$. Defining the projection operator $P_{q_i} \tilde{G}_k(q_1, \ldots, q_{k-1}, x, t) \equiv \tilde{G}_k(q_1, \ldots, q_i = 0, \ldots, q_{k-1}, x, t)$, we define, for $k \geq 2$,

$$\hat{G}_{k\geq2}(q_1, \ldots, q_{k-1}, x, t) \equiv \left[ \prod_{i=1}^{k-1} (1 - P_{q_i}) \right] \tilde{G}_k(q_1, \ldots, q_{k-1}, x, t).$$  \hspace{1cm} (50)

We also define $\hat{G}_0(x, t) \equiv \tilde{G}_0(x, t)$ and $\hat{G}_1(x, t) \equiv 0$. Clearly, $\hat{G}_{k\geq2} = 0$ if any of its $(k-1)$ momenta are zero. We call $\hat{G}_k$ the $k$-point momentum cluster because all of its momentum variables are present in each term of its power series expansion. By expanding the product and making use of the fluctuation relations (43) we obtain

$$\hat{G}_{k\geq2}(q_1, \ldots, q_{k-1}, x, t) = k - 2 \sum_{n=0}^{k-2} \sum_{I_{k-1-n} \subset z_{k-1}} \partial^n \hat{G}_{k-n}(q_{i_1}, \ldots, q_{i_{k-1-n}}, x, t) + (-1)^{k-1} \frac{\partial^k}{\partial x^k} \tilde{G}_0.$$  \hspace{1cm} (51)

In a similar manner, using the identity $1 = P_{q_i} + (1 - P_{q_i})$, we find the inverse relation

$$\tilde{G}_{k\geq2}(q_1, \ldots, q_{k-1}, x, t) = k - 2 \sum_{n=0}^{k-2} \sum_{I_{k-1-n} \subset z_{k-1}} \partial^n \tilde{G}_{k-n}(q_{i_1}, \ldots, q_{i_{k-1-n}}, x, t) + \frac{\partial^k}{\partial x^k} \hat{G}_0.$$  \hspace{1cm} (52)

We call eq. (52) the momentum cluster decomposition of $\tilde{G}_k$.

Using these relations together with the flow equations for the $\tilde{G}_k$ (48) we can write flow equations for the $\hat{G}_k$ as follows. Again we suppress unnecessary arguments for the sake of clarity. Define $F_k[\tilde{G}_0, \ldots, \tilde{G}_k]$ by writing the flow equations (48) as

$$\frac{\partial \tilde{G}_k}{\partial t} = F_k[\tilde{G}_0, \ldots, \tilde{G}_k] + \int_{q'} A(q') \tilde{G}_{k+2}(q', -q', q_1, \ldots, q_{k-1}).$$  \hspace{1cm} (53)

Then

$$\frac{\partial \tilde{G}_0}{\partial t} = F_0[\tilde{G}_0] + \int_{q} A(q) \tilde{G}_2(q).$$
\[
\frac{\partial \hat{G}_{k \geq 2}}{\partial t} = \sum_{n=0}^{k-1} (-1)^n \sum_{i \in \mathbb{Z}_{k-1}}^{i_{k-1-n}} \frac{\partial^n}{\partial x^n} F_{k-n}[\tilde{G}_0, \ldots, \tilde{G}_{k-n}] + I_A \frac{\partial^2 \hat{G}_k}{\partial x^2} + \int_{q'} A(q') \hat{G}_{k+2}(q', -q', q_1, \ldots, q_{k-1}),
\]

where \( I_A \equiv \int_q A(q) \) and \( F_1[\tilde{G}_0, \tilde{G}_1] = \partial F_0[\tilde{G}_0]/\partial x \). To complete the derivation of the flow equations for \( \hat{G}_k \) we must reexpress the arguments of \( F_{k-n} \) in terms of \( \hat{G}_{k' \leq k-n} \) via eq. (52), but already in the above form we can see our most significant results, which we will describe shortly.

The first four momentum cluster flow equations are

\[
\begin{align*}
\frac{\partial \hat{G}_0}{\partial t} &= D \hat{G}_0 - d_j x \frac{\partial \hat{G}_0}{\partial x} + A(0) \left( \frac{\partial \hat{G}_0}{\partial x} \right)^2 + I_A \frac{\partial^2 \hat{G}_0}{\partial x^2} + \int_q A(q) \hat{G}_2(q) \\
\frac{\partial \hat{G}_2}{\partial t} &= (D - 2d_j) \hat{G}_2 + \left( 2A(0) \frac{\partial \hat{G}_0}{\partial x} - d_j x \right) \frac{\partial \hat{G}_2}{\partial x} - q \cdot \nabla_q \hat{G}_2 - 2A(0) \left( \frac{\partial \hat{G}_0}{\partial x} \right)^2 \\
&\quad + 2A(q) \left( \hat{G}_2 + \frac{\partial \hat{G}_0}{\partial x} \right)^2 + I_A \frac{\partial^2 \hat{G}_2}{\partial x^2} + \int_{q'} A(q') \hat{G}_4(q', -q', q) \\
\frac{\partial \hat{G}_3}{\partial t} &= (D - 3d_j) \hat{G}_3 + \left( 2A(0) \frac{\partial \hat{G}_0}{\partial x} - d_j x \right) \frac{\partial \hat{G}_3}{\partial x} - 2 \sum_{i=1}^2 q_i \cdot \nabla_{q_i} \hat{G}_3 \\
&\quad + 2A(0) \frac{\partial^2 \hat{G}_0}{\partial x^2} \left[ \frac{\partial^2 \hat{G}_3}{\partial x^2} - \sum_{i=1}^2 \frac{\partial^2 \hat{G}_2(q_i)}{\partial x^2} \right] \\
&\quad + 2 \sum_{\{i,j\} \in C_2} A(q_i) \left[ \hat{G}_2(q_i) + \frac{\partial \hat{G}_0}{\partial x^2} \right] \left[ \hat{G}_3(q_1, q_2) + \frac{\partial \hat{G}_2(q_2)}{\partial x} - \frac{\partial \hat{G}_2(q_1)}{\partial x} - \frac{\partial \hat{G}_0}{\partial x} \right] \\
&\quad + 2A(q_1 + q_2) \left[ \hat{G}_2(q_1 + q_2) + \frac{\partial \hat{G}_0}{\partial x^2} \right] \left[ \hat{G}_3(q_1, q_2) + \sum_{i=1}^2 \frac{\partial \hat{G}_2(q_i)}{\partial x} + \frac{\partial \hat{G}_0}{\partial x} \right] \\
&\quad + I_A \frac{\partial^2 \hat{G}_3}{\partial x^2} + \int_{q'} A(q') \hat{G}_5(q', -q', q_1, q_2) \\
\frac{\partial \hat{G}_4}{\partial t} &= (D - 4d_j) \hat{G}_4 + \left( 2A(0) \frac{\partial \hat{G}_0}{\partial x} - d_j x \right) \frac{\partial \hat{G}_4}{\partial x} - 3 \sum_{i=1}^3 q_i \cdot \nabla_{q_i} \hat{G}_4 \\
&\quad - 2A(0) \left[ \frac{\partial \hat{G}_0}{\partial x^2} \sum_{\{i,j,k\} \in C_3} \frac{\partial}{\partial x} \hat{G}_3(q_j, q_k) - \frac{\partial \hat{G}_0}{\partial x^2} \sum_{i=1}^3 \frac{\partial \hat{G}_2(q_i)}{\partial x} + \frac{\partial \hat{G}_0}{\partial x^2} \frac{\partial \hat{G}_0}{\partial x^2} \right] \\
&\quad + 2 \sum_{\{i,j,k\} \in C_3} A(q_i) \left[ \hat{G}_2(q_i) + \frac{\partial \hat{G}_0}{\partial x^2} \right] \left[ \hat{G}_4(q_1, q_2, q_3) \\
&\quad + \frac{\partial \hat{G}_3(q_j, q_k)}{\partial x} - \frac{\partial \hat{G}_3(q_j, q_i)}{\partial x} - \frac{\partial \hat{G}_3(q_i, q_k)}{\partial x} + \frac{\partial \hat{G}_2(q_i)}{\partial x^2} + \frac{\partial \hat{G}_0}{\partial x^2} \right].
\end{align*}
\]
\[- \left[ \frac{\partial^2 \tilde{G}_2(q_i)}{\partial x^2} + \frac{\partial^3 \tilde{G}_2(q_i)}{\partial x^3} \right] \left[ \tilde{G}_3(q_i, q_j) + \tilde{G}_3(q_i, q_k) + \frac{\partial \tilde{G}_2(q_j)}{\partial x} + \frac{\partial \tilde{G}_2(q_k)}{\partial x} \right] \right] \\
+ 2 \sum_{i,j,k} A(q_j + q_k) \left\{ \frac{\partial \tilde{G}_3(q_j, q_k)}{\partial x} + \frac{\partial^2 \tilde{G}_2(q_j)}{\partial x^2} + \frac{\partial^3 \tilde{G}_1(q_j, q_k)}{\partial x^3} \right\} \\
\times \left[ \tilde{G}_3(q_j + q_k, q_i) + \frac{\partial \tilde{G}_2(q_j)}{\partial x} + \frac{\partial^2 \tilde{G}_1(q_j, q_k)}{\partial x^2} + \frac{\partial^3 \tilde{G}_0(q_j, q_k)}{\partial x^3} \right] \\
+ 2 A(q_1 + q_2 + q_3) \left[ \tilde{G}_2(q_1 + q_2 + q_3) + \frac{\partial^2 \tilde{G}_1(q_1, q_2, q_3)}{\partial x^2} \right] \left[ \tilde{G}_4(q_1, q_2, q_3) \right] \\
+ \sum_{i,j,k} \frac{\partial \tilde{G}_3(q_j, q_k)}{\partial x} + \sum_{i=1}^{3} \frac{\partial^2 \tilde{G}_2(q_i)}{\partial x^2} + \frac{\partial^3 \tilde{G}_0}{\partial x^3} \right \} \\
+ I_A \frac{\partial^2 \tilde{G}_4}{\partial x^2} + \int_{q'} A(q') \tilde{G}_6(q', q, q_1, q_2, q_3), \tag{55} \]

where \( C_k \) stands for the cyclic permutations of \( \{1, \ldots, k\} \).

The above equations display many features which appear to give them distinct advantages over the standard \( N \)-point flow equations \( [19] \). By comparing eqs. (55) with eqs. (49) we see that the number of terms in the equation for \( \partial \tilde{G}_k / \partial t \) increases dramatically with \( k \) relative to its “unclustered” counterpart \( [19] \). This is also directly apparent in comparing eqs. (54) and eqs. (53). The new terms are those which are discarded in the standard truncation approach to the flow equations \( [24] \), and their presence in \( (54) \) is one measure of the improvement of the momentum cluster approach. Because more terms are “rescued” as \( k \) increases this may offer hope for convergence of the approximation procedure.

A more direct measure of the amount of information retained by the two sets of equations after truncation is obtained by comparing their integral terms, which contain the contribution from higher order functions which is lost when the equations are truncated. Their relative importance can be estimated by noting that, according to \( [39] \), the \( \tilde{G}_k^* \) go to zero as an inverse power of the \( q_i=1,\ldots,k \) as the \( q_i \) go to infinity. As they generally are nonzero for \( q_i = 0 \), we can assume their weight to be largest in the region near the origin and hence make a major contribution to the integral term in eqs. (53). This is because the function \( A(q) \) is typically concentrated near the origin as well, generally chosen to behave as \( e^{-aq^2} \) for large \( q \). In contrast, the functions \( \tilde{G}_k \) have had, by definition, their zero point values subtracted away, leaving functions that are concentrated away from the
origin, tending to nonzero values at infinity. These functions will therefore make a much
closer contribution to the integrals of eqs. (54) and, hopefully, be much less missed upon
truncation.

Another significant difference between the two sets of equations is that the flow
equations for $\hat{G}_k$ are parabolic in $x$ rather than first order, due to the presence of the
$I_A \partial^2 \hat{G}_k / \partial x^2$ term in the equation for $\partial \hat{G}_k / \partial t$. This causes a dramatic change in their
solution structure relative to the flow equations for the $\tilde{G}_k$. This is already apparent in
that the new lowest order of approximation is the LPA approximation. This represents
a significant improvement over its mean field counterpart of eqs. (49), both in terms of
a more accurate calculation of critical exponents and description of universality classes
and in terms of (presumably) avoiding the thermodynamically unstable branches of the
mean field free energy. If the higher order equations of (55) represent as much of an
improvement over their eq. (19) counterparts as the LPA approximation is over the mean
field approximation, we can expect these equations to prove very useful.

Another consequence of the parabolic nature of the flow equations (55) is that they
cannot be solved directly in the $x = 0$ limit, as could eqs. (19). Thus, the full $x$-dependence
of the flow equations will play an essential role in their approximation behavior.

Of course, while the above points suggest the possibility of much improved approxi-
mations based on truncations of the momentum cluster flow equations, the convergence of
the truncation scheme remains an open question. Yet, a hopeful indication that conver-
gence may not be out of reach lies in the fact that the momentum cluster flow equations
are essentially an expansion of the ERG equation in terms of the number of momenta
which couple the Fourier transformed field variables in the effective action. In a lattice
real-space formulation this corresponds to an expansion of the effective lattice action in
terms of local interactions ordered according to the number of interacting sites (of arbi-
trary separation). Thus, we begin to make contact, perhaps with improvements, with the
apparently convergent approximation scheme discussed in our Introduction.

7 Concluding Discussion

We close with some observations about future directions. The prospect for solving the
lower order equations numerically looks quite good, as algorithms and approaches for
solving PDEs are readily available \[35\] and have already begun to be applied to the
solution of approximate RG equations \[3, 13, 36\]. These approaches should put solution
of the $\hat{G}_4$ equation within reach, at least in so far as it contributes to the equation for $\hat{G}_2$, as for that purpose only $\hat{G}_4(q_1, -q_1, q_2, x, t)$ is required. Thus, at this level of truncation, only four variables, $q_1^2, q_2^2, (q_1 + q_2)^2$, and $x$, are needed to solve for the fixed-point solution and critical exponents. To determine the full momentum dependence of $\hat{G}_4$, or the higher order corrections needed for the empirical study of convergence, will probably require further approximation [13].

Questions of convergence aside, the momentum cluster approach provides a possible advantage over the usual formulation in that it works directly with constant-field connected Green's functions rather than the interactions contributing to the RG effective action. Since the field is constant, it has no momentum index, considerably simplifying the description of momentum dependence when the approach is extended to vector models and gauge theories. This suggests that equations analogous to the $\hat{G}_2$ equation may be a useful starting approximation for the investigation of the space of renormalizable gauge theories, just as the LPA approximation was for scalar and vector models [8, 25].

The momentum cluster approach can also be applied to the Legendre transformed ERG equation [12], [4, 5] and possibly to sharp-cutoff versions of the equation [5, 37, 38], as well. In this paper we limited ourselves to the Wilson/Polchinski version because it had the simplest form of nonlinear terms. More generally, one might consider whether the momentum cluster approach might have other applications, as many areas of physics make use of hierarchies of equations that begin with the mean field approximation and involve corrections from higher order correlations. If these equations can be represented in a generating functional format, the same fluctuation relations and momentum cluster decomposition might well apply, giving access to a new hierarchy of equations that no longer begins at a mean field level of approximation.

**Acknowledgments**

I would like to thank Tim Morris for inspiration and encouragement, as well as for many useful and stimulating discussions. Thanks also to Valery Kholodnyi for patient and timely mathematical instruction, to David Golner and Sunil Rawal for comments on the manuscript, and to an anonymous referee for noting an error in Section 4 regarding the infinite cutoff limit.
References

[1] K.G. Wilson and J. Kogut, Phys. Rep. 12 (1974) 75.

[2] J. Polchinski, Nucl. Phys. B231 (1984) 269.

[3] B. Warr, Ann. of Phys. 183 (1988) 1, 51; T Hurd, Commun. Math. Phys. 124 (1989) 153; G. Keller, C. Kopper, and M. Salmhofer, Helv. Phys. Acta 65 (1992) 32; G. Keller, C. Kopper, Phys Lett. B273 (1991) 323; Commun. Math Phys. 148 (1992) 445; 153 (1993) 245; M. Bonini, M. D’Attanasio, G. Marchesini, Nucl. Phys. B409 (1993) 441; C.M. Becchi, On the construction of renormalized quantum field theory using renormalization group techniques, in Elementary particles, field theory and statistical mechanics, Eds. M. Bonini, G. Marchesini and E. Onofri (Parma University, Parma, 1993); R.D. Ball and R.S. Thorne, Ann. of Phys. 236 (1994) 117.

[4] C. Wetterich, Nucl. Phys. B352 (1991) 529.

[5] T.R. Morris, Int. J. Mod. Phys. A9 (1994) 2411.

[6] Yu. Kubyshin, Exact renormalization group approach in scalar and fermionic theories, in RG96, hep-th/9702082.

[7] J. Comellas, Yu. Kubyshin, and E. Moreno, Approximate solutions in scalar and fermionic theories within the exact renormalization group approach, Xth international workshop on high energy physics and quantum field theory (Zvenigorod, Russia, 1995), hep-th/9601112.

[8] J. Comellas and A. Travesset, Nucl. Phys. B498 (1997) 539.

[9] M. D’Attanasio and T.R. Morris, Phys. Lett. B409 (1997) 363; T.R. Morris and M.D. Turner, Nucl. Phys. B509 (1998) 637.

[10] M. Bonini, M. D’Attanasio and G. Marchesini, Nucl. Phys B421 (1994) 429; B437 (1995) 163; Phys. Lett. B329 (1994) 249; B346 (1995) 87; M. Reuter and C. Wetterich, Nucl. Phys. B417 (1994) 181; B427 (1994) 291; U. Ellwanger, Phys. Lett. B335 (1994) 364; U. Ellwanger, M. Hirsh and A. Weber, Z. Phys. C69 (1996) 687; M. D’Attanasio and T.R. Morris, Phys. Lett. B378 (1996) 213; M. Reuter, Phys. Rev. D53 (1996) 4430; Effective average actions and nonperturbative evolution equations, 5th Hellenic
school and workshops on elementary particle theory (Corfu, 1995) hep-th/9602012.
T.R. Morris, Phys. Lett. B357 (1995) 225; Phys. Rev. D53 (1996) 7250; M. Bonini and F. Vian, Nucl. Phys. B511 (1998) 479.

[11] J. Comellas, Yu. Kubyshin, and E. Moreno, Nucl. Phys. B490 (1997) 653; J. Comellas, Exact renormalization group with fermions, in RG96, hep-th/9609236.

[12] U. Ellwanger and L. Vergara, Nucl. Phys. B398 (1993) 52.

[13] U. Ellwanger, Z. Phys. C62 (1994) 503.

[14] U. Ellwanger and C. Wetterich, Nucl. Phys. B423 (1994) 137; D.-U. Jungnickel and C. Wetterich, Phys. Rev. D53 (1996) 5142; U. Ellwanger, M. Hirsh and A. Weber, Eur. Phys. J. C1 (1998) 563; K-I. Aoki, in SCGT 96, hep-ph/9706204; M. Reuter and C. Wetterich, Phys. Rev. D56 (1997) 7893; U. Ellwanger, Nucl. Phys. B531 (1998) 593; D.-U. Jungnickel and C. Wetterich, Nonperturbative flow equations, low-energy QCD and the chiral phase transition, hep-ph/9710397.

[15] T.R. Morris, in RG96, hep-th/9610012.

[16] T.R. Morris, in Proceedings of NATO advanced research workshop on theoretical physics: new developments in quantum field theory (Zakopane, Poland, 1997), hep-th/9709100.

[17] C. Bagnuls and C. Bervillier, Exact renormalization group equations: An introductory review, hep-th/0002034.

[18] A. Margaritis, G. Ódor and A. Patkós, Z. Phys. C39 (1988) 109.

[19] T.R. Morris, Phys. Lett. B334 (1994) 355.

[20] G.R. Golner, Phys. Rev. B33 (1986) 7863.

[21] T.R. Morris, Phys. Lett. B329 (1994) 241; Phys. Lett. B345 (1995) 139; in Lattice '94, Nucl. Phys. B(Proc. Suppl.)42 (1995) 811.

[22] R.D. Ball, P.E. Haagensen, J.I. Latorre, and E. Moreno, Phys. Lett. B347 (1995) 80.

[23] J.F. Nicoll, T.S. Chang, and H.E. Stanley, Phys. Rev. Lett. 33 (1974) 540; Phys. Lett. A57 (1976) 7; Phys. Rev. A13 (1976) 1251.
[24] K-I. Aoki, K. Morikawa, W. Souma, J.-I. Sumi, and H. Terao, Prog. Theor. Phys. 95 (1996) 409.

[25] T.R. Morris, Nucl. Phys. B495 (1997) 477.

[26] M.S. Green and P. Shukla, in AIP conference proceedings, Vol 27 (American Institute of Physics, New York, 1976).

[27] G. Dunne, Int. J. Mod. Phys. A12 (1997) 1143.

[28] T.W. Burkhardt and J.M.J. van Leeuwen, in Real-space renormalization, eds. T.W. Burkhardt and J.M.J. van Leeuwen (Springer, New York, 1982); K.G. Wilson, Rev. Mod. Phys. 55 (1983) 583.

[29] T.L. Bell and K.G. Wilson, Phys Rev. B10 (1974) 3935.

[30] M.E. Fisher, in Critical phenomena, ed. F.J.W. Hahne (Springer, New York, 1983).

[31] J.J. Binney, N.J. Dowrick, A.J. Fisher, and M.E.J. Newman, The theory of critical phenomena: an introduction to the renormalization group (Oxford University Press, New York, 1992).

[32] M.S. Green, in Statistical mechanics and statistical methods in theory and application, Ed. U. Landman (Plenum, New York, 1977).

[33] J.D. Gunton and M.C. Yalabik, Phys. Rev. B18 (1978) 6199.

[34] G. Dee, J.D. Gunton, and K. Kawasaki, J. Stat. Phys. 24 (1981) 87.

[35] W. Press, S. Teukolsky, W. Vetterling, and B. Flannery, Numerical recipes: the art of scientific computing (Cambridge U. Pr., Cambridge, 1986).

[36] J. Adams, J. Berges, S. Bornholdt, F. Freire, N. Tetradis, and C. Wetterich, Mod. Phys. Lett. A10 (1995) 2367.

[37] F.J. Wegner and A. Houghton, Phys. Rev. A8 (1973) 401.

[38] T.R. Morris, Nucl. Phys. B458 (1996) 477.