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1. Introduction

About 150 years ago, the French mathematician Joseph Boussinesq derived an equation for shallow water waves propagating in a rectangular channel [2]. In nondimensional units, this equation—now known as the Boussinesq equation—takes the form

\[ u_{tt} - u_{xx} - (u^2)_{xx} - u_{xxxx} = 0, \]

where \( u(x, t) \) is a real-valued function and subscripts denote partial derivatives, see [2, Eq. (26)]. Equation (1.1) also describes ion sound waves in a plasma [20] and lattice waves in the continuum approximation of the Fermi-Pasta-Ulam problem [21, 22].

The sign of the term \((u^2)_{xx}\) in (1.1) can be reversed by replacing \( u \) by \(-u\). Moreover, replacing \( u \) by \( u - 1 \) switches the sign of the \( u_{xx} \) term. The sign of the \( u_{xxxx} \) term is more fundamental. In fact, since the \( u_{tt} \) and \( u_{xxxx} \) terms in (1.1) have opposite signs, equation (1.1) is linearly ill-posed and is therefore sometimes referred to as the “bad” Boussinesq equation. This is in contrast to the “good” Boussinesq equation

\[ u_{tt} - u_{xx} + (u^2)_{xx} + u_{xxxx} = 0, \]

in which the \( u_{tt} \) and \( u_{xxxx} \) terms have the same sign. Equation (1.2) models the nonlinear dynamics of waves in a weakly dispersive medium and is also known as the “nonlinear string equation” [12].

Both the good and the bad Boussinesq equations are integrable. In fact, explicit formulas for the multisoliton solutions of (1.1) were found by Hirota using the bilinear transformation method [14], a Lax pair was presented in [22], and an inverse scattering scheme was outlined in [23]. Hirota’s bilinear method was further used in [5] to derive rational solutions of (1.1). First results on the well-posedness of (1.2) were presented in [1] where it was shown to be locally well-posed for initial data \( u(x, 0) \) and \( u_t(x, 0) \) in \( H^s(\mathbb{R}) \times H^{s-\frac{1}{2}}(\mathbb{R}) \) with \( s > 5/2 \). The initial-boundary value problem for (1.2) on the half-line was studied in [13].
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The $u_{xx}$ terms in (1.1) and (1.2) can be removed by replacing $u$ by $u - \frac{1}{2}$ and $u + \frac{1}{2}$, respectively, and the two equations then reduce to

\begin{equation}
\tag{1.3}
\begin{aligned}
    u_{tt} + \sigma (u^2)_{xx} + u_{xxxx} = 0, \\
    \sigma = \pm 1,
\end{aligned}
\end{equation}

where $\sigma = 1$ and $\sigma = -1$ correspond to the good and bad versions, respectively. An inverse scattering transform formalism for the solution on the line of (1.3) with $\sigma = -1$ has been developed by Deift, Tomei, and Trubowitz [7].

In this paper, we develop an inverse scattering transform formalism for the solution of (1.3) with $\sigma = 1$. For later convenience, we will rescale the coefficients in (1.3) slightly and consider the following equation:

\begin{equation}
\tag{1.4}
    u_{tt} + \frac{4}{3} (u^2)_{xx} + \frac{1}{3} u_{xxxx} = 0.
\end{equation}

Following [7, 22], equation (1.4) can be rewritten as the system

\begin{equation}
\tag{1.5}
\begin{aligned}
    v_t + \frac{1}{3} u_{xxx} + \frac{4}{3} (u^2)_{x} &= 0, \\
    u_t = v_x,
\end{aligned}
\end{equation}

which is equivalent to (1.4) provided that the initial data $u_1(x) := u_t(x,0)$ satisfy

\begin{equation}
\int_{\mathbb{R}} u_1(x) dx = 0,
\end{equation}

see Lemma 2.8 for details. The system (1.5) admits the Lax pair representation [22]

\begin{equation}
\tag{1.6}
    L_t + [L,A] = 0,
\end{equation}

where the Lax operators $L$ and $A$ are defined by

\begin{equation}
\tag{1.7}
    L = \partial_x^3 + 2u \partial_x + u_x + v, \quad A = \partial_x^2 + \frac{4u}{3}.
\end{equation}

Assuming that the solution of (1.5) exists, we will show that it can be expressed in terms of the solution of a $3 \times 3$ matrix Riemann-Hilbert (RH) problem whose jump matrix is expressed in terms of two reflection coefficients $r_1(k)$ and $r_2(k)$. The fact that the RH problem involves $3 \times 3$ matrices is related to the fact that the operator $L$ in (1.8) is third order. As usual in the implementation of the inverse scattering transform, the reflection coefficients are defined in terms of the initial data via linear integral equations. For simplicity, we will restrict ourselves to smooth solitonnless solutions which have rapid decay as $|x| \to \infty$. Our main results are stated in Theorem 2.3 and Theorem 2.6 and can be summarized as follows:

- Theorem 2.3 studies the map from the initial data \{u(x,0), v(x,0)\} to the scattering data \{r_1(k), r_2(k)\}. In particular, it establishes several properties of the functions $r_1(k)$ and $r_2(k)$, such as their behavior as $k \to 0$.
- Theorem 2.6 shows that the solution \{u(x,t), v(x,t)\} of (1.5) can be recovered from the solution $M(x,t,k)$ of a $3 \times 3$ matrix RH problem via the relations

\begin{equation}
\tag{1.9}
\begin{aligned}
    u(x,t) &= -\frac{3}{2} \frac{\partial}{\partial x} \lim_{k \to \infty} k [(M(x,t,k))_{31} - 1], \\
    v(x,t) &= -\frac{3}{2} \frac{\partial}{\partial t} \lim_{k \to \infty} k [(M(x,t,k))_{33} - 1].
\end{aligned}
\end{equation}

The jump contour $\Gamma$ of this RH problem consists of the three lines $\mathbb{R} \cup \omega \mathbb{R} \cup \omega^2 \mathbb{R}$ where $\omega = e^{2\pi i/3}$, see Figure 1, and the jump matrix is given explicitly in terms of $r_1(k)$ and $r_2(k)$, see (2.11).

The above theorems are formulated for the system (1.5). As corollaries, we obtain analogous results for equation (1.4) provided that $u$ satisfies (1.6). Moreover, if $u$ satisfies (1.4) then

\begin{equation}
\tag{1.10}
    \hat{u}(x,t) = \frac{4}{\sqrt{3}} e^{rac{1}{3} \frac{x}{\sqrt{1/3}} t} + \frac{1}{2}
\end{equation}
Figure 1. The contour $\Gamma$ and the open sets $D_n$, $n = 1, \ldots, 6$, which decompose the complex $k$-plane.

satisfies (1.2). Hence, as corollaries, we also obtain results for equation (1.2) under the finite background density assumption that the solution approaches $1/2$ as $x \to \pm \infty$. Finite density boundary conditions have been frequently studied for integrable equations, see e.g. [11].

Remark 1.1. The assumption (1.6) ensures that the integral $\int_\mathbb{R} u \, dx$ does not grow linearly but is conserved in time. Indeed, assuming that $u$ has sufficient smoothness and decay and letting $u_0(x) := u(x,0)$, it follows immediately from (1.4) that

$$\frac{d^2}{dt^2} \int_\mathbb{R} u \, dx = 0,$$

i.e.

$$\int_\mathbb{R} u \, dx = \left(\int_\mathbb{R} u_1 \, dx\right) t + \int_\mathbb{R} u_0 \, dx.$$

As usual in the implementation of the inverse scattering transform, the RH solution $M$ appearing in the expressions (1.9) for $u$ and $v$ is constructed via a spectral analysis of the associated Lax operator $L$ in (1.8). In the case at hand, it turns out that the spectral analysis of $L$ naturally leads to eigenfunctions which are singular at the origin of the spectral $k$-plane. More precisely, we will show that $M$ has a double pole at $k = 0$ for generic initial data (for general initial data, it has at most a double pole at $k = 0$). This has the effect that the RH problem for $M$ has a somewhat unusual form which is singular at the origin. Nevertheless, by prescribing the structure of the behavior both at the origin and at infinity, we can still ensure uniqueness of the solution of the RH problem for $M$. In fact, the handling of the singularity at $k = 0$ is one of the main difficulties in the proof of Theorem 2.6.

Apart from the immediate goal of implementing the inverse scattering transform for the good Boussinesq equation (1.4), one of the main driving forces behind the present work was the larger objective of obtaining detailed asymptotic formulas for the solution of the (good and bad) Boussinesq equation. In the 1990s, Deift and Zhou introduced a steepest descent method for RH problems, which is particularly well-suited for the evaluation of asymptotics for integrable PDEs [10]. Although the Deift-Zhou method by now has been successfully applied to a large number of asymptotic problems for nonlinear integrable PDEs, the question of finding the long-time asymptotics for the different versions of the Boussinesq equation remains an outstanding problem [6]. There are several reasons why the analysis of the Boussinesq equation is considerably more complicated than the analysis of many other integrable equations, such as the nonlinear Schrödinger equation. One major reason is that the spectral problem is third-order; another is that the eigenfunctions have additional singularities (in our case at the origin).
One of the main advantages of the solution representation featured in Theorem 2.6 is that it is conducive to the evaluation of long-time asymptotics via Deift-Zhou steepest descent arguments. In fact, in [4], the representation of Theorem 2.6 together with a steepest descent analysis are used to establish asymptotic formulas for the solution of (1.4).

1.1. Outline of the paper. The main results (Theorem 2.3 and Theorem 2.6) are stated in Section 2. In Section 3, we begin the spectral analysis. We first transform the third-order spectral problem $L \varphi = \lambda \varphi$ into a convenient matrix form which makes the underlying symmetries manifest. We then construct eigenfunctions $X$ and $Y$ of this matrix equation which are normalized at $x = +\infty$ and $x = -\infty$, respectively, and we study the scattering matrix $s(k)$ which relates $X$ and $Y$. Since the spectral problem is third-order, the eigenfunctions $X$ and $Y$ alone are not sufficient for the formulation of a RH problem (the analyticity domains of their columns are not large enough to cover the whole complex plane). We therefore proceed as in [16] and define two further eigenfunctions $X^A$ and $Y^A$ and an associated scattering matrix $s^A$; if the initial data have compact support, $X^A$ is the inverse transpose of $X$, but this is not the case for general initial data. Section 3 concludes with the proof of Theorem 2.3.

In Section 4, we define the $3 \times 3$ matrix valued function $M$ as the solution of a Fredholm integral equation. In Section 5, we complete the proof of Theorem 2.6 by relating $M$ to the functions $X$, $Y$, $X^A$, $Y^A$, and showing that it satisfies a $3 \times 3$ matrix RH problem. Section 6 presents some numerical verifications of the results of the earlier sections. The proof of uniqueness for the RH problem for $M$ is postponed to an appendix.

2. Main results

Our results are formulated in terms of two spectral functions $r_1(k)$ and $r_2(k)$, which can be viewed as the “reflection coefficients” for the system (1.5) determined by the initial data

$$u_0(x) := u(x, 0), \quad v_0(x) := v(x, 0).$$

The functions $r_1(k)$ and $r_2(k)$ can also be thought of as nonlinear Fourier transforms of the initial data. They are used to formulate a RH problem from which the solution $\{u(x, t), v(x, t)\}$ can be obtained. We first consider the direct problem, i.e., the construction of $\{r_j(k)\}_{j=1}^3$ in terms of the initial data $\{u_0(x), v_0(x)\}$.

2.1. The direct problem. Let $\mathcal{S}(\mathbb{R})$ denote the Schwartz class of rapidly decaying functions on the real line. Let $u_0, v_0 \in \mathcal{S}(\mathbb{R})$ be two real-valued functions. The reflection coefficients $r_1(k)$ and $r_2(k)$ associated to $u_0, v_0$ are defined as follows (we refer to Section 3 for the origin of the following definitions and for full proofs that the introduced functions are well-defined).

Let $\omega := e^{2\pi i}$ and define $\{l_j(k), z_j(k)\}_{j=1}^3$ by

$$l_j(k) = \omega^j k, \quad z_j(k) = \omega^{2j} k^2, \quad k \in \mathbb{C}.$$  

Let the matrix-valued function $U(x, k)$ be given by

$$U(x, k) = P(k)^{-1} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -v_0(x) - u_{0x}(x) & -2u_0(x) & 0 \end{pmatrix} P(k),$$

where

$$P(k) = \begin{pmatrix} \omega & \omega^2 & 1 \\ \omega^2 k & \omega k & k \\ k^2 & k^2 & k^2 \end{pmatrix}.$$  

Define the $3 \times 3$-matrix valued eigenfunctions $X(x, k)$ and $X^A(x, k)$ as the unique solutions of the Volterra integral equations

$$X(x, k) = I - \int_x^\infty e^{(x-x')L(k)} (UX)(x', k)dx',$$

$$X^A(x, k) = I + \int_x^\infty e^{-(x-x')L(k)} (U^TX^A)(x', k)dx'.$$
where $\mathcal{L} = \text{diag} (l_1, l_2, l_3)$. $\hat{\mathcal{L}}$ denotes the operator which acts on a $3 \times 3$ matrix $A$ by $\hat{\mathcal{L}}A = [\mathcal{L}, A]$ (i.e. $e^{\hat{\mathcal{L}}}A = e^{\mathcal{L}}A e^{-\mathcal{L}}$), and $U^T$ denotes the transpose of $U$. Define $s(k)$ and $s^A(k)$ by

\begin{align}
(2.5) \quad s(k) &= I - \int_{\mathbb{R}} e^{-x\hat{\mathcal{L}}(k)}(UX)(x,k)dx, \\
(2.6) \quad s^A(k) &= I + \int_{\mathbb{R}} e^{x\hat{\mathcal{L}}(k)}(U^T X^A)(x,k)dx.
\end{align}

The two spectral functions $\{r_j(k)\}_{j=1}^2$ are defined by

\begin{align}
(2.7) \quad \begin{cases}
    r_1(k) = \frac{(s(k))_{12}}{(s(k))_{11}}, & k \in (0, \infty), \\
    r_2(k) = \frac{(s^A(k))_{12}}{(s^A(k))_{11}}, & k \in (-\infty, 0).
\end{cases}
\end{align}

2.1.1. Assumption of no solitons. We will show in Proposition 3.5 that the entries $(s(k))_{11}$ and $(s(k))_{12}$ of $s(k)$ that appear in (2.7) are smooth functions of $k \in (0, \infty)$. Similarly, we will show in Proposition 3.9 that the entries $(s^A(k))_{11}$ and $(s^A(k))_{12}$ in (2.7) are smooth functions of $k \in (-\infty, 0)$. Thus $r_1(k)$ and $r_2(k)$ are smooth on their respective domains, except possibly at points where $s_{11}$ and $s^A_{11}$ have zeros. The possible zeros of $s_{11}$ and $s^A_{11}$ are related to the presence of solitons. In this paper, we will only consider solitonless (i.e., pure radiation) solutions; it is well-known how to handle the case when solitons are present by considering a RH problem with poles and corresponding residue conditions, see e.g. [16] for a $3 \times 3$ matrix case.

Propositions 3.5 and 3.9 imply that $s_{11}$ and $s^A_{11}$ have analytic continuations to $D_1$ and $D_4$, respectively, where $D_n$, $n = 1, \ldots, 6$, are the open sectors of the complex $k$-plane displayed in Figure 1. Our main results will be stated under the following assumption.

**Assumption 2.1** (Absence of solitons). Assume that $(s(k))_{11}$ and $(s^A(k))_{11}$ are nonzero for $k \in D_1 \setminus \{0\}$ and $k \in D_4 \setminus \{0\}$, respectively.

2.1.2. Assumption of generic behavior at $k = 0$. It turns out that each of the four functions $s_{11}$, $s_{12}$, $s^A_{11}$, and $s^A_{12}$ that appear in (2.7) has at most a double pole at $k = 0$ (see Propositions 3.5 and 3.9). Moreover, $s_{12}$ has a double pole if and only if $s_{11}$ has a double pole, and $s^A_{12}$ has a double pole if and only if $s^A_{11}$ has a double pole, see (3.45) and (3.69). For simplicity, we will restrict ourselves to the generic case in which all of these four functions have double poles. Our main results will therefore be stated under the following assumption.

**Assumption 2.2** (Generic behavior at $k = 0$). Assume that

\[ \lim_{k \to 0} k^2 (s(k))_{11} \neq 0, \quad \lim_{k \to 0} k^2 (s^A(k))_{11} \neq 0. \]

2.1.3. Statement of the first theorem. We can now state our first theorem, which concerns the direct problem, that is, the map from $\{u_0, v_0\}$ to $\{r_1, r^2\}_{j=1}^2$.

**Theorem 2.3** (Properties of $r_1(k)$ and $r_2(k)$). Suppose $u_0, v_0 \in \mathcal{S}(\mathbb{R})$ are such that Assumptions 2.1 and 2.2 hold. Then the spectral functions $r_1 : (0, \infty) \to \mathbb{C}$ and $r_2 : (-\infty, 0) \to \mathbb{C}$ are well-defined by (2.7) and have the following properties:

(i) $r_1 \in C^\infty ((0, \infty))$ and $r_2 \in C^\infty ((-\infty, 0)).$

(ii) The functions $r_1(k)$, $r_2(k)$, and their derivatives $\partial^\ell_k r_1(k)$ have continuous boundary values at $k = 0$ for $\ell = 1, 2$ and for all $j = 0, 1, 2, \ldots$, and there exist expansions

\begin{align}
(2.8a) \quad r_1(k) &= r_1(0) + r'_1(0)k + \frac{1}{2} r''_1(0)k^2 + \cdots, & k \to 0, \quad k > 0, \\
(2.8b) \quad r_2(k) &= r_2(0) + r'_2(0)k + \frac{1}{2} r''_2(0)k^2 + \cdots, & k \to 0, \quad k < 0,
\end{align}

which can be differentiated termwise any number of times.

(iii) The leading coefficients are given by

\[ r_1(0) = \omega, \quad r_2(0) = 1. \]

(iv) $r_1(k)$ and $r_2(k)$ are rapidly decreasing as $|k| \to \infty$, i.e.,

\[ \max_{j=0,1,\ldots,N} \sup_{k \in (0, \infty)} (1 + k)^N |\partial^j_k r_1(k)| < \infty, \]

(2.10a)
consists only of the two reflection coefficients the scattering data. Since we are assuming that no solitons are present, the scattering data

The inverse problem.

2.2. Proof.

Later time \( t \) oriented away from the origin as in Figure 1. For \( 1 \leq i \neq j \leq 3 \), define \( \theta_{ij} = \theta_{ij}(x, t, k) \) by

\[
\theta_{ij}(x, t, k) = (l_i - l_j)x + (z_i - z_j)t.
\]

Define the jump matrix \( v(x, t, k) \) for \( k \in \Gamma \) by

\[
v_1 = \begin{pmatrix}
1 & -r_1(k)e^{-\theta_{21}} & 0 \\
r_1^*(k)e^{\theta_{21}} & 1 - |r_1(k)|^2 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
v_2 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 - r_2(\omega k)r_2^*(\omega k) & -r_2^*(\omega k)e^{-\theta_{32}} \\
0 & r_2(\omega k)e^{\theta_{32}} & 1
\end{pmatrix},
\]

\[
v_3 = \begin{pmatrix}
1 & -r_1(\omega k)r_1^*(\omega k) & 0 \\
0 & 1 & 0 \\
r_1(\omega k)e^{\theta_{31}} & 0 & 1
\end{pmatrix},
\]

\[
v_4 = \begin{pmatrix}
1 & -|r_2(k)|^2 & -r_2^*(k)e^{-\theta_{21}} & 0 \\
r_2(k)e^{\theta_{21}} & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

\[
v_5 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & -r_1(\omega k)e^{-\theta_{32}} \\
r_1^*(\omega k)e^{\theta_{32}} & 1 - r_1(\omega k)r_1^*(\omega k)
\end{pmatrix},
\]

\[
v_6 = \begin{pmatrix}
1 & 0 & r_2(\omega k)e^{-\theta_{31}} \\
0 & 1 & 0 \\
r_2^*(\omega k)e^{\theta_{31}} & 0 & 1 - r_2(\omega k)r_2^*(\omega k)
\end{pmatrix},
\]

where \( v_j \) denotes the restriction of \( v \) to the subcontour of \( \Gamma \) labeled by \( j \) in Figure 1. We consider the following RH problem.

RH problem 2.4 (RH problem for \( M \)). Find a \( 3 \times 3 \)-matrix valued function \( M(x, t, k) \) with the following properties:

(a) \( M(x, t, \cdot) : C \setminus \Gamma \to C^{3 \times 3} \) is analytic.

(b) The limits of \( M(x, t, k) \) as \( k \) approaches \( \Gamma \setminus \{0\} \) from the left and right exist, are continuous on \( \Gamma \setminus \{0\} \), and are denoted by \( M_+ \) and \( M_- \), respectively. Furthermore, they are related by

\[
M_+(x, t, k) = M_-(x, t, k)v(x, t, k), \quad k \in \Gamma.
\]

(c) As \( k \to \infty \), \( k \notin \Gamma \), we have

\[
M(x, t, k) = I + \frac{M^{(1)}(x, t)}{k} + \frac{M^{(2)}(x, t)}{k^2} + O \left( \frac{1}{k^3} \right),
\]
There exist matrices \(M^{(1)}\) and \(M^{(2)}\) depend on \(x\) and \(t\) but not on \(k\), and satisfy
\[
M^{(1)}_{12} = M^{(1)}_{13} = M^{(2)}_{12} + M^{(2)}_{13} = 0. \tag{2.13}
\]
(d) There exist matrices \(\{M^{(i)}_i(x,t)\}_{i=-2}^{\infty}\) depending on \(x\) and \(t\) but not on \(k\) such that, for any \(N \geq -2\),
\[
M(x,t,k) = \sum_{i=-2}^{N} M^{(i)}_i(x,t)k^i + O(k^{N+1}) \quad \text{as } k \to 0, \ k \in \tilde{D}_1. \tag{2.14}
\]
Furthermore, there exist scalar coefficients \(\alpha, \beta, \gamma, \delta, \epsilon\) depending on \(x\) and \(t\), but not on \(k\), such that
\[
M^{(i-2)}_i(x,t) = \alpha(x,t) \begin{pmatrix} \omega & 0 & 0 \\ \omega & 0 & 0 \\ \omega & 0 & 0 \end{pmatrix}, \quad \text{for } \quad i = 0, 1, 2.
\]
\[
M^{(i)}_i(x,t) = \beta(x,t) \begin{pmatrix} \omega^2 & 0 & 0 \\ \omega^2 & 0 & 0 \\ \omega^2 & 0 & 0 \end{pmatrix} + \gamma(x,t) \begin{pmatrix} \omega^2 & 0 & 0 \\ 1 & 0 & 0 \\ \omega & 0 & 0 \end{pmatrix} + \delta(x,t) \begin{pmatrix} 0 & 1 - \omega & 0 \\ 0 & 1 - \omega & 0 \\ 0 & 1 - \omega & 0 \end{pmatrix},
\tag{2.15}
\]
and the third column of \(M^{(0)}_1(x,t)\) is given by
\[
[M^{(0)}_1(x,t)]_3 = \epsilon(x,t) \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}. \tag{2.16}
\]
(e) \(M\) satisfies the symmetries
\[
M(x,t,k) = \mathcal{A}M(x,t,\omega k)\mathcal{A}^{-1} = \mathcal{B}M(x,t,k)\mathcal{B}, \quad k \in \mathbb{C} \setminus \Gamma, \tag{2.17}
\]
where
\[
\mathcal{A} := \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \quad \text{and} \quad \mathcal{B} := \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \tag{2.18}
\]

The functions \(\alpha, \beta, \gamma, \delta, \epsilon\) are not prescribed in the formulation of the RH problem 2.4. Nevertheless, as we show in Appendix A, the solution \(M\) is still uniquely determined thanks to the additional assumptions (2.13) on the behavior at \(k = \infty\).

2.2.2. Statement of the second theorem. Our second theorem states that the solution \(\{u(x,t), v(x,t)\}\) of the Boussinesq equation (1.5) can be recovered from the solution \(M(x,t,k)\) of the RH problem 2.4 via the relations (1.9). Although it is possible to carry out all the arguments under more restricted regularity and decay assumptions, we will only deal with Schwartz class solutions for simplicity.

**Definition 2.5.** We call \(\{u(x,t), v(x,t)\}\) a Schwartz class solution of (1.5) with existence time \(T \in (0, \infty)\) and initial data \(u_0, v_0 \in \mathcal{S}(\mathbb{R})\) if
(i) \(u, v\) are smooth real-valued functions of \((x,t) \in \mathbb{R} \times [0,T)\).
(ii) \(u, v\) satisfy (1.5) for \((x,t) \in \mathbb{R} \times [0,T)\) and \(u(x,0) = u_0(x), \ v(x,0) = v_0(x), \ x \in \mathbb{R}\).
(iii) \(u, v\) have rapid decay as \(|x| \to \infty\) in the sense that, for each integer \(N \geq 1,\)
\[
\sup_{x \in \mathbb{R}} \sum_{t \in [0,T]} (1 + |x|)^N (|\partial_x^0 u| + |\partial_x^0 v|) < \infty.
\]

The second theorem can now be stated.
Theorem 2.6 (Solution of (1.5) via inverse scattering). Suppose \( \{u(x,t), v(x,t)\} \) is a Schwartz class solution of (1.5) with existence time \( T \in (0, \infty) \) and initial data \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \) such that Assumptions 2.1 and 2.2 hold. Define the spectral functions \( r_j(k), j = 1, 2 \), in terms of \( u_0, v_0 \) by (2.7). Then the RH problem 2.4 has a unique solution \( M(x,t,k) \) for each \( (x,t) \in \mathbb{R} \times [0,T) \) and the formulas (1.9) expressing \( \{u(x,t), v(x,t)\} \) in terms of \( M \) are valid for all \( (x,t) \in \mathbb{R} \times [0,T) \).

Proof. See Section 5. \( \square \)

2.3. Corollaries. We have stated Theorem 2.3 and Theorem 2.6 for the system (1.5). We can easily obtain analogous results for equation (1.4) as corollaries provided that \( u_1 \) has zero mean. We begin by making the notion of solution of (1.4) precise.

Definition 2.7. We call \( u(x,t) \) a Schwartz class solution of (1.4) with existence time \( T \in (0, \infty) \) and initial data \( u_0, u_1 \in \mathcal{S}(\mathbb{R}) \) if

(i) \( u \) is a smooth real-valued function of \( (x,t) \in \mathbb{R} \times [0,T) \).

(ii) \( u \) satisfies (1.4) for \( (x,t) \in \mathbb{R} \times [0,T) \) and

\[
u(x,0) = u_0(x), \quad u_t(x,0) = u_1(x), \quad x \in \mathbb{R}.
\]

(iii) \( u \) has rapid decay as \( |x| \to \infty \) in the sense that, for each integer \( N \geq 1 \),

\[
(2.20) \quad \sup_{x \in \mathbb{R}} \sum_{i=0}^{N} (1 + |x|)^N |\partial_x^i u| < \infty.
\]

The next lemma shows that equation (1.4) is equivalent to the system (1.5) provided that \( u_1 \) has zero mean.

Lemma 2.8. Let \( T \in (0, \infty) \). If \( \{u,v\} \) is a Schwartz class solution of (1.5) with existence time \( T \) and initial data \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \), then \( u \) is Schwartz class solution of (1.4) with existence time \( T \) and initial data \( u_0, u_1 \in \mathcal{S}(\mathbb{R}) \), where \( u_1(x) = u_t(x,0) \); moreover, \( u_1 \) satisfies (1.6).

Conversely, suppose \( u \) is Schwartz class solution of (1.4) with existence time \( T \) and initial data \( u_0, u_1 \in \mathcal{S}(\mathbb{R}) \) such that (1.6) holds. Let

\[
(2.21) \quad v(x,t) = \int_{-\infty}^{x} u_t(x',t)dx', \quad v_0(x) = \int_{-\infty}^{x} u_1(x')dx'.
\]

Then \( \{u,v\} \) is a Schwartz class solution of (1.5) with existence time \( T \) and initial data \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \).

Proof. Suppose \( \{u,v\} \) is a Schwartz class solution of (1.5) with existence time \( T \) and initial data \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \). Differentiating the first equation in (1.5) with respect to \( x \) and using the second equation in (1.5) to replace \( v_{xx} \) with \( u_{tt} \), we find that \( u \) satisfies (1.4) with initial data \( u_0(x) = u(x,0) \) and \( u_1(x) = u_t(x,0) = v_0(x) \).

For the converse, suppose \( u \) is Schwartz class solution of (1.4) with existence time \( T \) and initial data \( u_0, u_1 \in \mathcal{S}(\mathbb{R}) \). We see from (1.4) that (2.20) holds with \( u \) replaced by \( u_{tt} \). Then, writing \( u_t(x,t) = \int_{t_0}^{t} u_{tt}(x,t')dt' \), we infer from straightforward estimates that (2.20) holds also with \( u \) replaced by \( u_t \). Define \( v \) by (2.21). It follows from (1.6) and (1.11) that \( \int_{\mathbb{R}} uu_t dx \) is conserved in time. Thus \( \int_{\mathbb{R}} uu_t(x',t)dx' = 0 \) and hence (2.20) holds also with \( u \) replaced by \( v \). Integration of (1.4) from \( -\infty \) to \( x \) yields

\[
\int_{-\infty}^{x} u_{tt}(x',t)dx' + \frac{1}{3} u_{xxx} + \frac{4}{3} (u^2)_x = 0.
\]

Since

\[
\int_{-\infty}^{x} u_{tt}(x',t)dx' = v_t(x,t),
\]

we conclude that \( u, v \) satisfy (1.5). \( \square \)

In view of Lemma 2.8, we immediately obtain the following corollary of Theorems 2.3 and 2.6.
Corollary 2.9 (Solution of (1.4) via inverse scattering). Suppose \( u(x,t) \) is a Schwartz class solution of (1.4) with existence time \( T \in (0,\infty) \) and initial data \( u_0, u_1 \in S(\mathbb{R}) \) such that \( \int_{\mathbb{R}} u_1 dx = 0 \). Define \( v_0 \in S(\mathbb{R}) \) by (2.21) and define \( r_1 : (0,\infty) \to \mathbb{C} \) and \( r_2 : (-\infty, 0) \to \mathbb{C} \) by (2.7). Suppose Assumptions 2.1 and 2.2 hold. Then \( r_1 \) and \( r_2 \) have all the properties listed in Theorem 2.3. Moreover, the RH problem 2.4 has a unique solution \( M(x,t,k) \) for each \( (x,t) \in \mathbb{R} \times [0,T) \) and the formula in (1.9) expressing \( u \) in terms of \( M \) is valid for all \( (x,t) \in \mathbb{R} \times [0,T) \).

Since the transformation (1.10) takes solutions of (1.4) to solutions of (1.2), we can also express our results in terms of solutions of (1.2).

Definition 2.10. We call \( \tilde{u}(x,t) \) a background density 1/2 solution of (1.2) with existence time \( T \in (0,\infty) \) and initial data \( \tilde{u}_0 \in \frac{1}{2} + S(\mathbb{R}), \tilde{u}_1 \in S(\mathbb{R}) \) if

(i) \( \tilde{u} \) is a smooth real-valued function of \( (x,t) \in \mathbb{R} \times [0,T) \).

(ii) \( \tilde{u} \) satisfies (1.2) for \( (x,t) \in \mathbb{R} \times [0,T) \) and

\[
\tilde{u}(x,0) = \tilde{u}_0(x), \quad \tilde{u}_t(x,0) = \tilde{u}_1(x), \quad x \in \mathbb{R}.
\]

(iii) \( \tilde{u} \) has rapid decay to 1/2 as \( |x| \to \infty \) in the sense that, for each integer \( N \geq 1 \),

\[
\sup_{x \in \mathbb{R}} \sum_{t \in [0,T]} (1 + |x|)^N |\partial_x^i \tilde{u}(\tilde{u} - \frac{1}{2})| < \infty.
\]

In view of (1.10), Corollary 2.9 can be reformulated as follows.

Corollary 2.11 (Solution of (1.2) via inverse scattering). Suppose \( \tilde{u}(x,t) \) is a background density 1/2 solution of (1.2) with existence time \( T \in (0,\infty) \) and initial data \( \tilde{u}_0 \in \frac{1}{2} + S(\mathbb{R}), \tilde{u}_1 \in S(\mathbb{R}) \) such that \( \int_{\mathbb{R}} \tilde{u}_1(x) dx = 0 \). Define \( u_0, v_0 \in S(\mathbb{R}) \) by

\[
u_0(x) = \frac{\sqrt{3}}{4} \left( \tilde{u}_0(3^{1/4}x) - \frac{1}{2} \right), \quad v_0(x) = \frac{\sqrt{3}}{4} \int_{-\infty}^x \tilde{u}_1(3^{1/4}x') dx',
\]

and define \( r_1 : (0,\infty) \to \mathbb{C} \) and \( r_2 : (-\infty, 0) \to \mathbb{C} \) in terms of \( u_0, v_0 \) by (2.7). Suppose Assumptions 2.1 and 2.2 hold. Then \( r_1 \) and \( r_2 \) have all the properties listed in Theorem 2.3. Moreover, the RH problem 2.4 has a unique solution \( M(x,t,k) \) for each \( (x,t) \in \mathbb{R} \times [0,T) \) and the following formula for \( \tilde{u} \) in terms of \( M \) is valid for \( (x,t) \in \mathbb{R} \times [0,T) \):

\[
\tilde{u}(x,t) = \frac{1}{2} - 2 \cdot 3^{3/4} \left( \frac{\Omega}{\partial_x} \lim_{k \to \infty} k \left( M_{33} \left( \frac{x}{3^{1/4}}, t, k \right) \right) - 1 \right).
\]

Our next and last corollary is useful for the evaluation of long-time asymptotics of the solution \( u(x,t) \) via steepest descent arguments. The RH problem 2.4 is singular at the origin in the sense that the solution \( M \) is allowed to have a double pole at \( k = 0 \). It is therefore not very convenient to perform a steepest descent analysis of this RH problem. We can obtain a RH problem which is regular at the origin by introducing the row-vector-valued function \( n \) by

\[
n(x,t,k) = (\omega \omega^2, 1) M(x,t,k).
\]

Indeed, since the coefficients of \( k^{-2} \) and \( k^{-1} \) in the expansion of \( M \) at \( k = 0 \) are such that they vanish when premultiplied by the row-vector \( (\omega, \omega^2, 1) \) (see (2.15) and (2.16)), the function \( n \) satisfies the following vector RH problem.

RH problem 2.12 (RH problem for \( n \)). Find a \( 1 \times 3 \)-row-vector valued function \( n(x,t,k) \) with the following properties:

(a) \( n(x,t,k) : \mathbb{C} \setminus \Gamma \to \mathbb{C}^{1 \times 3} \) is analytic.

(b) The limits of \( n(x,t,k) \) as \( k \) approaches \( \Gamma \setminus \{0\} \) from the left and right exist, are continuous on \( \Gamma \setminus \{0\} \), and are denoted by \( n_+ \) and \( n_- \), respectively. Furthermore, they are related by

\[
n_+(x,t,k) = n_-(x,t,k) v(x,t,k), \quad k \in \Gamma \setminus \{0\}.
\]

(c) \( n(x,t,k) = (\omega, \omega^2, 1) + O(k^{-1}) \) as \( k \to \infty \).

(d) \( n(x,t,k) = O(1) \) as \( k \to 0 \).
The RH problem for $n$ is regular at the origin and is clearly simpler than the RH problem for $M$. Moreover, the solution $\{u,v\}$ of (1.5) can be recovered from $n$ via the relations
\begin{align*}
(u(x,t)) &= -\frac{3}{2} \frac{\partial}{\partial x} \lim_{k \to \infty} k(n_3(x,t,k) - 1), \\
v(x,t) &= -\frac{3}{2} \frac{\partial}{\partial t} \lim_{k \to \infty} k(n_3(x,t,k) - 1).
\end{align*}
(2.24)

However, we have not been able to establish uniqueness of the solution of the RH problem for $n$ except in special cases (this is the reason why we have chosen to formulate Theorem 2.6 in terms of $M$ rather than $n$). When performing a steepest descent analysis, the existence of a unique solution follows from the analysis of a small-norm RH problem. The following corollary, which follows easily from Theorem 2.6, is therefore useful for the evaluation of long-time asymptotics, see [4].

**Corollary 2.13 (Solution of (1.5) in terms of $n$).** Suppose the assumptions of Theorem 2.6 hold. Let $U$ be an open subset of $\mathbb{R} \times [0, \infty)$ and suppose that the solution of the RH problem 2.12 for $n$ is unique for each $(x,t) \in U$ whenever it exists. Then the RH problem 2.12 has a unique solution $n(x,t,k)$ for each $(x,t) \in U$ and the formulas (2.24) are valid for all $(x,t) \in U$.

**Remark 2.14 (Comparison between the “good” and “bad” Boussinesq equations).** The above results are all concerned with the “good” Boussinesq equation. As mentioned in the introduction, an inverse scattering transform formalism for the solution of the “bad” Boussinesq equation (more precisely, for equation (1.3) with $\sigma = -1$) was developed already in early 1980s [7]. It may seem counterintuitive that the “good” case be dealt with after the “bad” case. However, as explained before equation (1.2), the designation “bad” refers to the fact that the equation is linearly ill-posed; it does not necessarily imply that the equation is more difficult to handle in other respects. In fact, the methods presented in this paper can be adapted to handle the spectral analysis also for the “bad” Boussinesq equation (1.1). On the other hand, since the resulting RH problems are different and the “bad” Boussinesq equation is linearly ill-posed, there are major differences between the “good” and “bad” cases when it comes to determining formulas for the long-time asymptotics.

### 3. Spectral analysis

**3.1. Preliminaries.** The Lax pair (1.7) can be expressed as the compatibility condition of the equations
\begin{align*}
L \varphi &= k^3 \varphi, \\
\varphi_t &= A \varphi,
\end{align*}
(3.1)

where $\varphi(x,t,k)$ is a scalar-valued eigenfunction and $k \in \mathbb{C}$ is a spectral parameter. We can rewrite the first equation in (3.1), which is a third-order differential equation, as a first-order system by defining the vector
\[ \Phi = \begin{pmatrix} \varphi \\ \varphi_x \\ \varphi_{xx} \end{pmatrix}. \]

In terms of $\Phi$, the equations in (3.1) can be written as
\begin{align*}
\Phi_x &= \tilde{L} \Phi, \\
\Phi_t &= \tilde{Z} \Phi,
\end{align*}
(3.2)

where $\tilde{L} \equiv \tilde{L}(x,t,k)$ and $\tilde{Z} \equiv \tilde{Z}(x,t,k)$ are given by
\begin{align*}
\tilde{L} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ k^3 - u_x - v & -2u & 0 \end{pmatrix}, \\
\tilde{Z} = \begin{pmatrix} \frac{4}{3}u & 0 & 1 \\ k^3 + \frac{u_x}{3} - v & -\frac{2}{3}u & 0 \\ \frac{u_x}{3} - v_x & k^3 - \frac{u_x}{3} - v & -\frac{2}{3}u \end{pmatrix}.
\end{align*}
(3.3)

In order to treat the three linearly independent solutions at once, we rewrite (3.2) in matrix form as
\begin{align*}
\tilde{X}_x &= \tilde{L} \tilde{X}, \\
\tilde{X}_t &= \tilde{Z} \tilde{X},
\end{align*}
(3.4)
where \( \tilde{X}(x,t,k) \) is a 3 \times 3-matrix valued function. It can easily be verified by direct computation that (1.5) is the compatibility condition of (3.4). Note that \( \tilde{L} \) and \( \tilde{Z} \) are traceless. The next transformation diagonalizes the highest-order terms in \( k \) as \( k \to \infty \) of the Lax pair (3.4) and ensures that the lower-order terms decay as \( x \to \pm \infty \). Let us define \( \tilde{X} \) by

\[
\tilde{X}(x,t,k) = P(k)X(x,t,k),
\]

where

\[
P(k) = \begin{pmatrix}
\omega & \omega^2 & 1 \\
\omega^2k & \omega k & k \\
k^2 & k^2 & k^2
\end{pmatrix}, \quad \omega = e^{2\pi i / 3}.
\]

We verify from (3.4) that

\[
\begin{aligned}
\tilde{X}_x &= L\tilde{X}, \\
\tilde{X}_t &= Z\tilde{X},
\end{aligned}
\]

where

\[
L = P^{-1}\tilde{L}P, \quad Z = P^{-1}\tilde{Z}P.
\]

Note that the above transformation is valid only for \( k \in \mathbb{C} \setminus \{0\} \), because

\[
det P(k) = -3\omega(1-\omega)k^3.
\]

Let us define

\[
J = \begin{pmatrix}
\omega & 0 & 0 \\
0 & \omega^2 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

The matrices \( L \) and \( Z \) can be written as

\[
L = U + \mathcal{L}, \quad Z = V + Z,
\]

where the diagonal matrices \( \mathcal{L} \equiv \mathcal{L}(k) \) and \( \mathcal{Z} \equiv \mathcal{Z}(k) \) are given by

\[
\mathcal{L} = kJ, \quad \mathcal{Z} = k^2J^2,
\]

and \( U \) and \( V \) are given by

\[
\begin{aligned}
U(x,t,k) &= \frac{U^{(2)}(x,t)}{k^2} + \frac{U^{(1)}(x,t)}{k}, \\
V(x,t,k) &= \frac{V^{(2)}(x,t)}{k^2} + \frac{V^{(1)}(x,t)}{k} + V^{(0)}(x,t),
\end{aligned}
\]

with

\[
\begin{aligned}
U^{(2)} &=\frac{-v + u_x}{3} \begin{pmatrix}
\omega & \omega^2 & 1 \\
\omega & \omega^2 & 1 \\
\omega & \omega^2 & 1
\end{pmatrix},
\quad U^{(1)} = -\frac{2u}{3} \begin{pmatrix}
\omega^2 & \omega & 1 \\
\omega^2 & \omega & 1 \\
\omega^2 & \omega & 1
\end{pmatrix}, \\
V^{(2)} &= \frac{-3v_x + u_{xx}}{9} \begin{pmatrix}
\omega & \omega^2 & 1 \\
\omega & \omega^2 & 1 \\
\omega & \omega^2 & 1
\end{pmatrix},
\quad V^{(1)} = \frac{2v}{3} \begin{pmatrix}
0 & \omega & \omega^2 \\
0 & \omega & \omega^2 \\
0 & \omega & \omega^2
\end{pmatrix}, \\
V^{(0)} &= \frac{-2u^2}{9} \begin{pmatrix}
\omega & -2\omega & \omega \\
\omega & -2\omega & \omega \\
\omega & -2\omega & \omega
\end{pmatrix} + \frac{(1-\omega)u_x}{9} \begin{pmatrix}
0 & 1 & -1 \\
-\omega & 0 & \omega^2 \\
\omega & -\omega & 0
\end{pmatrix}.
\end{aligned}
\]

It is directly seen from (3.10) and (3.12) that

\[
L(x,t,k) = \mathcal{L} + O(1/k), \quad Z(x,t,k) = \mathcal{Z} + O(1), \quad \text{as } k \to \infty,
\]

and since \( u, v \in S(\mathbb{R}) \), we have

\[
\begin{aligned}
\lim_{x \to \pm \infty} U &= 0, \quad \lim_{x \to \pm \infty} V = 0, \\
\mathcal{L} &= \lim_{x \to \pm \infty} L, \quad \mathcal{Z} = \lim_{x \to \pm \infty} Z.
\end{aligned}
\]
We denote the diagonal entries of $L$ and $Z$ by $\{l_j(k)\}_{j=1}^3$ and $\{z_j(k)\}_{j=1}^3$, respectively:

$$L = \text{diag}(l_1, l_2, l_3), \quad Z = \text{diag}(z_1, z_2, z_3).$$

Using (3.10), we can rewrite (3.7) as

$$\begin{align*}
\dot{X}_x - L\dot{X} &= UX, \\
\dot{X}_t - Z\dot{X} &= VX.
\end{align*}$$

Finally, the transformation

$$\dot{X} = Xe^{\mathcal{L}_x z + \mathcal{Z}_t}$$

transforms (3.16) into

$$\begin{align*}
\dot{X}_x - [L, X] &= UX, \\
\dot{X}_t - [Z, X] &= VX.
\end{align*}$$

### 3.1.1. Symmetries of $L$ and $Z$.

The matrices $L$ and $Z$ satisfy the $\mathbb{Z}_3$ symmetry

$$L(k) = A L(\omega k) A^{-1}, \quad Z(k) = A Z(\omega k) A^{-1},$$

and, since $u$ and $v$ are real-valued, the $\mathbb{Z}_2$ symmetry

$$L(k) = B L(\bar{k}) B, \quad Z(k) = B Z(\bar{k}) B,$$

where $A$ and $B$ are the matrices defined in (2.19).

### 3.2. The eigenfunctions $X$ and $Y$.

From now until the end of Section 3, we fix $t = 0$ and abuse notation by writing $U(x, k)$ for $U(x, 0, k)$. Consider the $x$-part of the Lax pair (3.18) evaluated at $t = 0$:

$$X_x - [L, X] = UX.$$ 

We define two $3 \times 3$-matrix valued solutions $X(x, k)$ and $Y(x, k)$ of (3.21) as the solutions of the linear Volterra integral equations

$$\begin{align*}
X(x, k) &= I - \int_x^\infty e^{(x-x')\mathcal{L}(k)} (UX)(x', k) dx', \\
Y(x, k) &= I + \int_x^\infty e^{(x-x')\mathcal{L}(k)} (UY)(x', k) dx'.
\end{align*}$$

We decompose the complex $k$-plane into the six open subsets $\{D_n\}_{n=1}^6$ defined by (see Figure 1)

- $D_1 = \{k \in \mathbb{C} \mid \text{Re} l_1 < \text{Re} l_2 < \text{Re} l_3\}$,
- $D_2 = \{k \in \mathbb{C} \mid \text{Re} l_1 < \text{Re} l_3 < \text{Re} l_2\}$,
- $D_3 = \{k \in \mathbb{C} \mid \text{Re} l_3 < \text{Re} l_1 < \text{Re} l_2\}$,
- $D_4 = \{k \in \mathbb{C} \mid \text{Re} l_3 < \text{Re} l_2 < \text{Re} l_1\}$,
- $D_5 = \{k \in \mathbb{C} \mid \text{Re} l_2 < \text{Re} l_3 < \text{Re} l_1\}$,
- $D_6 = \{k \in \mathbb{C} \mid \text{Re} l_2 < \text{Re} l_1 < \text{Re} l_3\}$.

and let $S = \{k \in \mathbb{C} \mid \text{arg} k \in (\frac{2\pi}{3}, \frac{4\pi}{3})\}$ denote the interior of $\bar{D}_3 \cup \bar{D}_4$.

**Proposition 3.1** (Basic properties of $X$ and $Y$). Suppose $u_0, v_0 \in S(\mathbb{R})$. Then the equations (3.22) uniquely define two $3 \times 3$-matrix valued solutions $X$ and $Y$ of (3.21) with the following properties:

(a) The function $X(x, k)$ is defined for $x \in \mathbb{R}$ and $k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\}$. For each $k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\}$, $X(\cdot, k)$ is smooth and satisfies (3.21).

(b) The function $Y(x, k)$ is defined for $x \in \mathbb{R}$ and $k \in (-\omega^2 \bar{S}, -\omega \bar{S}, -\bar{S}) \setminus \{0\}$. For each $k \in (-\omega^2 \bar{S}, -\omega \bar{S}, -\bar{S}) \setminus \{0\}$, $Y(\cdot, k)$ is smooth and satisfies (3.21).

(c) For each $x \in \mathbb{R}$, the function $X(x, \cdot)$ is continuous for $k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\}$ and analytic for $k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\}$. 


(d) For each $x \in \mathbb{R}$, the function $Y(x, \cdot)$ is continuous for $k \in (-\omega^2 \tilde{S}, -\omega \tilde{S}, -\tilde{S}) \setminus \{0\}$ and analytic for $k \in (-\omega^2 \tilde{S}, -\omega \tilde{S}, -\tilde{S}) \setminus \{0\}$.

(e) For each $x \in \mathbb{R}$ and each $j = 1, 2, \ldots$, the partial derivative $\frac{\partial^j X}{\partial k^j}(x, \cdot)$ has a continuous extension to $(\omega^2 \tilde{S}, \omega \tilde{S}, \tilde{S}) \setminus \{0\}$.

(f) For each $x \in \mathbb{R}$ and each $j = 1, 2, \ldots$, the partial derivative $\frac{\partial^j Y}{\partial k^j}(x, \cdot)$ has a continuous extension to $(-\omega^2 \tilde{S}, -\omega \tilde{S}, -\tilde{S}) \setminus \{0\}$.

(g) For each $n \geq 1$ and $\epsilon > 0$, there are bounded smooth positive functions $f_+(x)$ and $f_-(x)$ of $x \in \mathbb{R}$ with rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively, such that the following estimates hold for $x \in \mathbb{R}$ and $j = 0, 1, \ldots, n$:

$$
\begin{align*}
(3.23a) & \quad \left| \frac{\partial^j}{\partial k^j} \left( X(x, k) - I \right) \right| \leq f_+(x), \quad k \in (\omega^2 \tilde{S}, \omega \tilde{S}, \tilde{S}), \quad |k| > \epsilon, \\
(3.23b) & \quad \left| \frac{\partial^j}{\partial k^j} \left( Y(x, k) - I \right) \right| \leq f_-(x), \quad k \in (-\omega^2 \tilde{S}, -\omega \tilde{S}, -\tilde{S}), \quad |k| > \epsilon.
\end{align*}
$$

(h) $X$ and $Y$ obey the following symmetries for each $x \in \mathbb{R}$:

$$
\begin{align*}
(3.24a) & \quad X(x, k) = AX(x, \omega k)A^{-1} = BX(x, \overline{k})B, \quad k \in (\omega^2 \tilde{S}, \omega \tilde{S}, \tilde{S}) \setminus \{0\}, \\
(3.24b) & \quad Y(x, k) = AY(x, \omega k)A^{-1} = BY(x, \overline{k})B, \quad k \in (-\omega^2 \tilde{S}, -\omega \tilde{S}, -\tilde{S}) \setminus \{0\}.
\end{align*}
$$

(i) If $u_0(x), \nu_0(x)$ have compact support, then, for each $x \in \mathbb{R}$, $X(x, k)$ and $Y(x, k)$ are defined and analytic for $k \in \mathbb{C} \setminus \{0\}$ and $\det X = \det Y = 1$.

Proof. The proof follows from a relatively straightforward analysis of the Volterra equations (3.22); see e.g. [8] or Theorem 3.1 in [15] for similar proofs. The key point of the argument is as follows. The third columns of the matrix equations (3.22) involve the exponentials

$$
e^{(x-x')(l_1-l_3)} \quad \text{and} \quad e^{(x-x')(l_2-l_3)}.
$$

These exponentials are bounded in the following regions of the complex $k$-plane:

$$
\{\Re l_3 \leq \Re l_1 \} \cap \{\Re l_3 \leq \Re l_2 \} \quad \text{if} \quad x \leq x',
$$

$$
\{\Re l_1 \leq \Re l_3 \} \cap \{\Re l_2 \leq \Re l_3 \} \quad \text{if} \quad x \geq x'.
$$

Since the equations in (3.22) are Volterra integral equations, these boundedness properties imply that the third column vectors of $X$ and $Y$ are bounded and analytic for $k \in \mathbb{S}$ and $-\mathbb{S}$, respectively, as long as $k$ stays away from the singularity at 0. The symmetries (3.24) hold because if $F$ denotes one of the $3 \times 3$-matrix valued functions $L$ and $U$, then $F(k) = AF(\omega k)A^{-1} = BF(\overline{k})B$ for $k \in \mathbb{C}$.

3.3. Asymptotics of $X$ and $Y$ as $k \to \infty$. We next consider the behavior of the eigenfunctions $X$ and $Y$ as $k \to \infty$. Our goal is to prove Proposition 3.2 which essentially states that the asymptotics of $X$ and $Y$ as $k \to \infty$ can be obtained by considering formal power series solutions of (3.21). Let us first find these formal solutions.

Equation (3.21) admits formal power series solutions

$$
X_{\text{formal}}(x, k) = I + \frac{X_1(x)}{k} + \frac{X_2(x)}{k^2} + \cdots,
$$

$$
Y_{\text{formal}}(x, k) = I + \frac{Y_1(x)}{k} + \frac{Y_2(x)}{k^2} + \cdots,
$$

normalized at $x = \infty$ and $x = -\infty$, respectively:

$$
\lim_{x \to \infty} X_j(x) = \lim_{x \to -\infty} Y_j(x) = 0, \quad j \geq 1.
$$

Indeed, the function $U$ is of the form

$$
U(x, k) = \frac{U_1(x)}{k} + \frac{U_2(x)}{k^2},
$$

where

$$
U_1(x) = U^{(1)}(x, 0), \quad U_2(x) = U^{(2)}(x, 0).
$$
Substituting
\[ X = I + \frac{X_1(x)}{k} + \frac{X_2(x)}{k^2} + \cdots \]
into (3.21), the off-diagonal terms of \( O(k^{-j}) \) and the diagonal terms of \( O(k^{-j-1}) \) yield the relations
\[
\begin{align*}
\{J, X_{j+1}\} &= \partial_x X_j^{(o)} - (U_1 X_{j-1})^{(o)} - (U_2 X_{j-2})^{(o)}, \\
\partial_x X_j^{(d)} &= (U_1 X_{j})^{(d)} + (U_2 X_{j-1})^{(d)},
\end{align*}
\tag{3.26}
\]
since \( L = kJ \) (see (3.11)), and where \( A^{(d)} \) and \( A^{(o)} \) denote the diagonal and off-diagonal parts of a 3 \( \times \) 3 matrix \( A \), respectively. The coefficients \( \{X_j(x), Y_j(x)\} \) are uniquely determined recursively from (3.25)-(3.26), the equations obtained by replacing \( \{X_j\} \) with \( \{Y_j\} \) in (3.26), and the initial assignments
\[ X_{-2} = Y_{-2} = 0, \quad X_{-1} = Y_{-1} = 0, \quad X_0 = Y_0 = I. \]
The first few coefficients are given by
\[
\begin{align*}
X_1(x) &= -\frac{2}{3} \int_\infty^x u_0(x')dx' \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
X_2(x) &= \frac{2u_0(x)}{3(1-\omega)} \begin{pmatrix} 0 & 1 & -1 \\ -\omega & 0 & \omega \\ \omega^2 & -\omega^2 & 0 \end{pmatrix} \\
&\quad - \frac{1}{3} \int_\infty^x (v_0 + u_{0x} + 2u_0(X_{133})(x'))dx' \begin{pmatrix} \omega & 0 & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
Y_1(x) &= -\frac{2}{3} \int_{-\infty}^x u_0(x')dx' \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
Y_2(x) &= \frac{2u_0(x)}{3(1-\omega)} \begin{pmatrix} 0 & 1 & -1 \\ -\omega & 0 & \omega \\ \omega^2 & -\omega^2 & 0 \end{pmatrix} \\
&\quad - \frac{1}{3} \int_{-\infty}^x (v_0 + u_{0x} + 2u_0(Y_{133})(x'))dx' \begin{pmatrix} \omega & 0 & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\end{align*}
\]

We can now describe the behavior of \( X \) and \( Y \) for large \( k \).

**Proposition 3.2** (Asymptotics of \( X \) and \( Y \) as \( k \to \infty \)). Suppose \( u_0, v_0 \in S(\mathbb{R}) \). As \( k \to \infty \), \( X \) and \( Y \) coincide to all orders with \( X_{\text{formal}} \) and \( Y_{\text{formal}} \), respectively. More precisely, let \( p \geq 0 \) be an integer. Then the functions
\[
\begin{align*}
X_p(x, k) &:= I + \frac{X_1(x)}{k} + \cdots + \frac{X_p(x)}{k^p}, \\
Y_p(x, k) &:= I + \frac{Y_1(x)}{k} + \cdots + \frac{Y_p(x)}{k^p},
\end{align*}
\tag{3.27}
\]
are well-defined and, for each integer \( j \geq 0 \),
\[
\begin{align*}
\left| \frac{\partial^j}{\partial k^j} (X - X_p) \right| &\leq \frac{f_+(x)}{|k|^{p+1}}, & x \in \mathbb{R}, \ k \in (\omega^2 \mathbb{S}, \omega \mathbb{S}, \mathbb{S}), & |k| \geq 2, \\
\left| \frac{\partial^j}{\partial k^j} (Y - Y_p) \right| &\leq \frac{f_-(x)}{|k|^{p+1}}, & x \in \mathbb{R}, \ k \in (-\omega^2 \mathbb{S}, -\omega \mathbb{S}, -\mathbb{S}), & |k| \geq 2,
\end{align*}
\tag{3.28a}
\]
where \( f_+(x) \) and \( f_-(x) \) are bounded smooth positive functions of \( x \in \mathbb{R} \) with rapid decay as \( x \to +\infty \) and \( x \to -\infty \), respectively.
Proof. The proof follows by considering the equation satisfied by the quotient $X^{-1}_{(p)}X$; see e.g. Theorem 3.3 in [15] for a similar proof in the context of the sine-Gordon equation. See also the proof of Lemma 4.3. □

3.4. Asymptotics of $X$ and $Y$ as $k \to 0$. If $u_0, v_0$ have compact support, then the next proposition shows that $X$ and $Y$ have at most double poles at $k = 0$ with residues of the form (3.31). If $u_0, v_0 \in \mathcal{S}(\mathbb{R})$ are not compactly supported, a more careful statement is required because the columns of $X$ and $Y$ are then, in general, not defined in neighborhoods of $k = 0$.

**Proposition 3.3** (Asymptotics of $X$ and $Y$ as $k \to 0$). Suppose $u_0, v_0 \in \mathcal{S}(\mathbb{R})$ and let $p \geq 0$ be an integer. Then there are $3 \times 3$-matrix valued functions $C_i^{(l)}(x)$, $i = 1, 2, l = -2, -1, \ldots, p$, with the following properties:

- For $x \in \mathbb{R}$ and $k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S})$, the function $X$ satisfies

\[\left| \frac{\partial^j}{\partial k^j} \left( X - I - \sum_{l=-2}^{p} C_1^{(l)}(x)k^l \right) \right| \leq f_+(x)|k|^{p+1-j}, \quad |k| \leq \frac{1}{2},\]

while, for $x \in \mathbb{R}$ and $k \in (-\omega^2 \bar{S}, -\omega \bar{S}, -\bar{S})$, the function $Y$ satisfies

\[\left| \frac{\partial^j}{\partial k^j} \left( Y - I - \sum_{l=-2}^{p} C_2^{(l)}(x)k^l \right) \right| \leq f_-(x)|k|^{p+1-j}, \quad |k| \leq \frac{1}{2},\]

where $f_+(x)$ and $f_-(x)$ are smooth positive functions of $x \in \mathbb{R}$ with rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively, and $j \geq 0$ is any integer.

- For each $l \geq -2$, $C_1^{(l)}(x)$ and $C_2^{(l)}(x)$ are smooth functions of $x \in \mathbb{R}$ which have rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively.

- The leading coefficients have the form

\[C_i^{(-2)}(x) = \alpha_i(x) \begin{pmatrix} \omega & \omega^2 & 1 \\ \omega & \omega^2 & 1 \\ \omega & \omega^2 & 1 \end{pmatrix},\]

\[C_i^{(-1)}(x) = \beta_i(x) \begin{pmatrix} \omega^2 & 1 & \omega \\ \omega^2 & 1 & \omega \\ \omega^2 & 1 & \omega \end{pmatrix} + \gamma_i(x) \begin{pmatrix} \omega^2 & 1 & \omega \\ 1 & \omega & \omega^2 \\ \omega & \omega^2 & 1 \end{pmatrix},\]

\[C_i^{(0)}(x) = -I + \delta_{i,1}(x) \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix} + \delta_{i,2}(x) \begin{pmatrix} 1 & \omega^2 & \omega \\ \omega & 1 & \omega^2 \\ \omega^2 & \omega & 1 \end{pmatrix} + \delta_{i,3}(x) \begin{pmatrix} 1 & \omega & \omega^2 \\ \omega^2 & 1 & \omega \\ \omega & \omega^2 & 1 \end{pmatrix},\]

where $\alpha_i(x), \beta_i(x), \gamma_i(x), \delta_{i,j}(x), i = 1, 2, j = 1, 2, 3,$ are real-valued functions of $x \in \mathbb{R}$. Furthermore, there exists two bounded functions $f_1(x)$ and $f_2(x)$, with rapid decay at $+\infty$ and $-\infty$ respectively, such that

\[|\alpha_i(x)| \leq f_i(x),\]

\[|\beta_i(x)| + |\gamma_i(x)| \leq (1 + |x|) f_i(x),\]

\[|\delta_{i,j}(x) - \frac{1}{3}| \leq (1 + |x|)^2 f_i(x),\]

for all $x \in \mathbb{R}$, $i = 1, 2$ and $j = 1, 2, 3$.

**Proof.** The function $\mathcal{X} := PX$ satisfies the integral equation

\[\mathcal{X}(x, k) = P(k) - \int_x^{\infty} P(k)e^{(x-x')\hat{\mathcal{C}}(k)}(P(k)^{-1}\hat{U}(x'), \mathcal{X}(x', k))dx',\]

\[x \in \mathbb{R}, \quad k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\}.,\]
where

\[(3.37) \quad \hat{U} := UP^{-1} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -u_{0x} - v_0 & -2u_0 & 0 \end{pmatrix}\]

is independent of \( k \). A computation shows that the kernel

\[ \mathcal{P}(x, x', k) := P(k) e^{(x-x')L(k)} P(k)^{-1} \]

is analytic at \( k = 0 \). Moreover, the function \( P(k) \) is analytic for \( k \in \mathbb{C} \). Thus, an analysis of the Volterra equation (3.36) as in Proposition 3.1 shows that \( \mathcal{X}(x, k) \) is analytic for \( k \in (\omega^2 S, \omega S, S) \) and that \( \mathcal{X} \) and all its \( k \)-derivatives have continuous extensions to \( (\omega^2 S, \omega S, S) \). In particular, \( \mathcal{X} \) admits the Taylor expansion

\[ \mathcal{X}(x, k) = \mathcal{X}(x, 0) + \partial_k \mathcal{X}(x, 0) k + \frac{1}{2} \partial_k^2 \mathcal{X}(x, 0) k^2 + \cdots, \]

\[ k \to 0, \quad k \in (\omega^2 S, \omega S, S), \]

where the coefficients are smooth functions of \( x \in \mathbb{R} \). The derivative \( \partial_k^j \mathcal{X}(x, k) \) converges rapidly to \( \partial_k^j P(k) \) as \( x \to +\infty \) for each \( j \geq 0 \) and \( k \in (\omega^2 S, \omega S, S) \). Let us analyze the behavior of \( \partial_k \mathcal{X}(x, 0) \), \( j = 0, 1, 2 \), as \( x \to -\infty \). A simple computation shows that

\[ \mathcal{P}(x, x', 0) = \begin{pmatrix} 1 & 1 & \frac{(x-x')^2}{2} \\ 0 & 1 & x-x' \\ 0 & 0 & 1 \end{pmatrix}, \]

and thus, using (3.37),

\[ \mathcal{P}(x, x', 0) \hat{U}(x') = \begin{pmatrix} -\frac{1}{2}(u_{0x}(x') + v_0(x'))(x-x')^2 -u_0(x')(x-x')^2 & 0 \\ -(u_{0x}(x') + v_0(x'))(x-x') & -2u_0(x')(x-x') & 0 \\ -(u_{0x}(x') + v_0(x')) & -2u_0(x') & 0 \end{pmatrix}, \]

from which we deduce (from a standard analysis of the associated Volterra equation) that

\[ (3.38) \quad \mathcal{X}(x, 0) = \begin{pmatrix} O(x^2) & O(x^2) & O(x^2) \\ O(x) & O(x) & O(x) \\ O(1) & O(1) & O(1) \end{pmatrix}, \quad \text{as } x \to -\infty. \]

There are similar estimates for the rows of \( \partial_k \mathcal{X}(x, 0) \) and \( \partial_k^2 \mathcal{X}(x, 0) \). First, note that

\[ \partial_k \mathcal{P}(x, x', 0) = \partial_k^2 \mathcal{P}(x, x', 0) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

which implies (from an analysis of the associated Volterra equations) that

\[ \partial_k \mathcal{X}(x, 0) = \begin{pmatrix} O(x^3) & O(x^3) & O(x^3) \\ O(x^2) & O(x^2) & O(x^2) \\ O(x) & O(x) & O(x) \end{pmatrix}, \quad \partial_k^2 \mathcal{X}(x, 0) = \begin{pmatrix} O(x^4) & O(x^4) & O(x^4) \\ O(x^3) & O(x^3) & O(x^3) \\ O(x^2) & O(x^2) & O(x^2) \end{pmatrix}, \]

as \( x \to -\infty \). On the other hand, \( P(k)^{-1} \) has a double pole at \( k = 0 \):

\[ (3.40) \quad P(k)^{-1} = \frac{P(-2)}{k^2} + \frac{P(-1)}{k} + P(0), \]

where

\[ P(-2) = \frac{1}{3} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \quad P(-1) = \frac{1}{3} \begin{pmatrix} 0 & \omega & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad P(0) = \frac{1}{3} \begin{pmatrix} \omega^2 & 0 & 0 \\ \omega & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}. \]

It follows that \( X = P^{-1} \mathcal{X} \) has at most a double pole at \( k = 0 \) and that \( X \) admits an expansion of the form

\[ X(x, k) = \frac{C_1^{(-2)}(x)}{k^2} + \frac{C_1^{(-1)}(x)}{k} + I + C_1^{(0)}(x) + C_1^{(1)}(x) k + \cdots, \quad k \in (\omega^2 S, \omega S, S), \]
as \( k \to 0 \) with
\[
C_{1}^{(-2)}(x) = P^{(-2)} \mathcal{X}(x,0), \quad C_{1}^{(-1)}(x) = P^{(-2)} \partial_{k} \mathcal{X}(x,0) + P^{(-1)} \mathcal{X}(x,0), \\
C_{1}^{(0)}(x) = \frac{1}{2} P^{(-2)} \partial_{k}^{2} \mathcal{X}(x,0) + P^{(-1)} \partial_{k} \mathcal{X}(x,0) + P^{(0)} \mathcal{X}(x,0) - I, \quad \text{etc.}
\]
Using that \( \partial_{k}^{i} \mathcal{X}(x,k) \to \partial_{k}^{i} P(k) \) rapidly as \( x \to +\infty \) and equating powers of \( k \) in the identity
\[
I = P^{-1} P = \left( \frac{P^{(-2)}}{k^2} + \frac{P^{(-1)}}{k} + P^{(0)} \right) (P(0) + P'(0) k + \frac{1}{2} P''(0) k^2),
\]
we find that the coefficients \( C_{1}^{(i)}(x), \, i \geq -2 \), vanish rapidly as \( x \to +\infty \). From the exact form of \( P^{(-2)} \), it follows that there exist complex-valued functions \( a_{1}(x), \, a_{2}(x), \, a_{3}(x) \) such that
\[
C_{1}^{(-2)}(x) = \begin{pmatrix}
a_{1}(x) & a_{2}(x) & a_{3}(x) \\
a_{1}(x) & a_{2}(x) & a_{3}(x) \\
a_{1}(x) & a_{2}(x) & a_{3}(x)
\end{pmatrix}.
\]

The symmetry \( X(x,k) = A X(x,\omega k) A^{-1} \) implies \( a_{1} = \omega a_{3} \) and \( a_{2} = \omega^{2} a_{3} \), and the symmetry \( X(x,k) = B X(x,\bar{k}) B \) implies that \( a_{3} = \bar{a}_{3} \). Since the third row of \( \mathcal{X}(x,0) \) is bounded for all \( x \in \mathbb{R} \) by (3.38), so is \( C_{1}^{(-2)}(x) \). This completes the proof of (3.30) with \( i = 1 \) and \( \alpha_{1} = a_{3} \).

Similarly, the expressions for \( P^{(-2)} \) and \( P^{(-1)} \) imply that there exist complex-valued functions \( \{ b_{i} \}_{i=1}^{6} \) such that
\[
C_{1}^{(-1)}(x) = P^{(-2)} \partial_{k} \mathcal{X}(x,0) + P^{(-1)} \mathcal{X}(x,0) = \begin{pmatrix}
b_{1}(x) & b_{2}(x) & b_{3}(x) \\
b_{1}(x) & b_{2}(x) & b_{3}(x) \\
b_{1}(x) & b_{2}(x) & b_{3}(x)
\end{pmatrix} + \begin{pmatrix}
\omega b_{4}(x) & \omega b_{5}(x) & \omega b_{6}(x) \\
\omega b_{4}(x) & \omega b_{5}(x) & \omega b_{6}(x) \\
\omega b_{4}(x) & \omega b_{5}(x) & \omega b_{6}(x)
\end{pmatrix}.
\]

Furthermore, since the second row of \( \mathcal{X}(x,0) \) and the third row of \( \partial_{k} \mathcal{X}(x,0) \) vanish rapidly as \( x \to +\infty \), and grow at most linearly as \( x \to -\infty \) by (3.38) and (3.39), we conclude that there exists a bounded positive function \( f_{1}(x) \) with rapid decay as \( x \to +\infty \) such that \( b_{i}(x) \leq f_{1}(x)(1 + |x|) \) for all \( x \in \mathbb{R} \). The symmetry \( X(x,k) = A X(x,\omega k) A^{-1} \) implies
\[
b_{1} = \omega^{2} b_{3}, \quad b_{2} = \omega b_{3}, \quad b_{4} = \omega b_{6}, \quad b_{5} = \omega^{2} b_{6},
\]
and the symmetry \( X(x,k) = B X(x,\bar{k}) B \) implies \( b_{3} = \bar{b}_{3} \) and \( b_{6} = \bar{b}_{6} \). This completes the proof of (3.31) with \( i = 1 \), \( \beta_{1} = b_{3} \) and \( \gamma_{1} = b_{6} \). The proofs for \( C_{1}^{(0)} \) and for \( Y \) are analogous. \( \square \)

**Remark 3.4.** If \( u_{0} \) and \( v_{0} \) have compact support, then all entries of \( X \) and \( Y \) are defined and analytic in punctured neighborhoods of \( k = 0 \) and the content of (3.29) can be expressed more simply as the Laurent series identities

\[
\begin{align*}
X(x,k) &= I + \sum_{i=-2}^{\infty} C_{1}^{(i)}(x) k^{i}, \quad k \text{ near } 0, \\
Y(x,k) &= I + \sum_{i=-2}^{\infty} C_{2}^{(i)}(x) k^{i}, \quad k \text{ near } 0.
\end{align*}
\]

3.5. The spectral function \( s(k) \). The spectral function \( s(k) \) is defined by
\[
s(k) = I - \int_{\mathbb{R}} e^{-x \mathcal{L}(k)} (UX)(x,k) dx.
\]
Let \( \mathbb{R}_{+} = (0, +\infty) \) and \( \mathbb{R}_{-} = (-\infty, 0) \).

**Proposition 3.5** (Properties of \( s(k) \)). Suppose \( u_{0}, v_{0} \in \mathcal{S} (\mathbb{R}) \). Then the spectral function \( s(k) \) defined in (3.42) has the following properties:
(a) The entries of \( s(k) \) are defined and continuous for \( k \) in
\[
\left( \begin{array}{c}
\omega^{2} \mathcal{S} \\
\mathbb{R}_{+}
\end{array} \right) \quad \left( \begin{array}{c}
\mathbb{R}_{+} \quad \omega \mathbb{R}_{+} \\
\omega \mathbb{R}_{+} \quad \omega^{2} \mathbb{R}_{+}
\end{array} \right) \setminus \{0\},
\]
that is, the (11) entry of \( s(k) \) is defined and continuous for \( k \in \omega^{2} \mathcal{S} \setminus \{0\} \), etc.
(b) The diagonal entries of $s(k)$ are analytic in the interior of their domains of definition as given in (3.43).

(c) For $j = 1, 2, \ldots$, the derivative $\partial_k^j s(k)$ is well-defined and continuous for $k$ in (3.43).

(d) $s(k)$ obeys the symmetries

$$s(k) = A s(\omega k) A^{-1} = B s(k) B.$$

(e) $s(k)$ approaches the identity matrix as $k \to \infty$. More precisely, there are diagonal matrices \\( \{ s_j \} \) such that

$$\left| \partial_k^j \left( s(k) - I - \sum_{j=1}^{N} s_j k^j \right) \right| = O(k^{-N-1}), \quad k \to \infty,$$

for $j = 0, 1, \ldots, N$ and each integer $N \geq 1$. In particular, the off-diagonal entries of $s(k)$ have rapid decay as $k \to \infty$.

(f) As $k \to 0$,

$$s(k) = \frac{s(-2)}{k^2} + \frac{s(-1)}{k} + s(0) + s(1) k + \ldots, \quad k \to \infty,$$

where

$$s(-2) = \left( \begin{array}{ccc} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{array} \right), \quad s(-1) := \int \left( 2 u_0 \gamma_1 + (u_0 x + v_0) \delta_{1,3} \right) dx \in \mathbb{R},$$

and the expansion can be differentiated termwise any number of times.

(g) If $u(x), v(x)$ have compact support, then $s(k)$ is defined and analytic for $k \in \mathbb{C} \setminus \{0\}$, det $s = 1$ for $k \in \mathbb{C} \setminus \{0\}$, and

$$X(x,k) = Y(x,k) e^{x \widehat{E}(k)} s(k), \quad k \in \mathbb{C} \setminus \{0\}.$$

Proof. The definition of the $(ij)$th entry of $s(k)$ involves the exponential factor $e^{-x(l_i - l_j)}$. Properties (a)-(d) follow by using the boundedness properties of this factor together with the properties of $X$ given in Proposition 3.1 in the definition (3.42) of $s(k)$. To prove (e), we let $p \geq 1$ be an integer and let $X_{(p)}(x,k) = \sum_{j=0}^{p} X_j(x) k^{-j}$, $X_0 = I$, be the function in (3.42). Using (3.28a), we can replace $X$ with $X_{(p)}$ in (3.42) with an error of order $O(k^{-p-1})$. Thus, as $k \to \infty$ within the domain of definition (3.43), we have

$$s(k) = I - \frac{1}{k^p} \sum_{j=0}^{p} \int_{\mathbb{R}} e^{-x \widehat{E}(k)} (U(x,k) X_j(x) ) dx + O(k^{-p-1}).$$

Since the functions $X_j(x)$ and their derivatives are bounded and $U(\cdot, k) s(\mathcal{S})$, and since $l_j(k)^{-1} = O(k^{-1})$ as $k \to \infty$ for each $j = 1, 2, 3$, integration by parts gives (e) for the off-diagonal elements of $s(k)$ in the case $k \to \infty$. For the diagonal elements, the exponential factor is absent from the integral in (3.47), and we obtain (e) for $k \to \infty$ by substituting in (3.47) the expression (3.12a) of $U$ and expanding.

Note that we can rewrite $s(k)$ in terms of $\hat{U}$ and $\mathcal{X}$ as follows:

$$s(k) = I - \int_{\mathbb{R}} e^{-x \hat{E}(k)} \left( P(k)^{-1} \hat{U}(x, \mathcal{X}(x,k)) \right) dx.$$

Substituting the expansion of $\mathcal{X}$ as $k \to 0$ into the expression (3.48) for $s(k)$, we have

$$s(k) = I - \int_{\mathbb{R}} e^{-x \hat{E}(k)} \left[ \frac{P(-2)}{k^2} + \frac{P(-1)}{k} + P(0) \right] \hat{U}(x) \left( \mathcal{X}(x,0) + \partial_k \mathcal{X}(x,0) k + \cdots \right) dx$$

which allows us to find the expansion (3.44). In particular, we have

$$s(-2) = - \int_{\mathbb{R}} P(-2) \hat{U}(x, \mathcal{X}(x,0)) dx.$$
The diagonal entries of (3.50) follow immediately from (3.49), but the off-diagonal entries deserve some explanation, and we provide the argument for the (12) entry (similar arguments apply to the other off-diagonal entries): Since $l_1 - l_2 \in i\mathbb{R}$ for $k \in \mathbb{R}$ and $l_1 - l_2 = O(k)$, we have, for any $f \in S(\mathbb{R})$,

$$
(3.51) \quad \left| \int_{\mathbb{R}} (e^{-x(l_1-l_2)} - 1) f(x) dx \right| \leq \int_{\mathbb{R}} |x(l_2 - l_1) f(x)| dx = O(k), \quad k \to 0,
$$

and using this estimate $e^{-x(l_1-l_2)}$ can be replaced by 1 in the derivation of (3.50).

Next we use (3.30)-(3.32) to obtain

$$
(3.52) \quad X(x, 0) = 3 \begin{pmatrix} \omega \delta_{1,3} & \omega^2 \delta_{1,3} & \delta_{1,3} \\ \omega \gamma_1 & \omega^2 \gamma_1 & \gamma_1 \\ \omega \alpha_1 & \omega^2 \alpha_1 & \alpha_1 \end{pmatrix},
$$

and we deduce the expression (3.45) by substituting (3.52), as well as the expressions for $P^{(-2)}$ and $\hat{U}$ given by (3.37) and (3.40), into (3.50).

Assume now that $u_0(x), v_0(x)$ have compact support. Then the integral in (3.42) converges for all $k \in \mathbb{C} \setminus \{0\}$, so that all entries of $X(x, k)$, $Y(x, k)$, and $s(k)$ are well-defined and analytic for $k \in \mathbb{C} \setminus \{0\}$. Since both $X$ and $Y$ solve (3.21), it follows that there exists a function $s(k)$ which is independent of $x$ and such that (3.46) holds. We determine $s(k)$ by rewriting (3.46) as

$$
\hat{s}(k) = e^{-x \hat{\xi}}(Y^{-1}X) = (e^{-x \hat{\xi}}(Y^{-1}))(I - \int_x^{\infty} e^{-x' \hat{\xi}(k)}(UX)(x', k) dx').
$$

Taking the limit $x \to -\infty$ and using that $Y(x, k) = I$ and $U(x, k) = 0$ for all sufficiently large negative $x$, it follows that $s(k)$ is given by (3.42). This proves (3.46). Since both $X$ and $Y$ have unit determinant, we find det $s = \det(Y^{-1}X) = 1$. \hfill \Box

3.6. The cofactor matrix. If a $3 \times 3$ matrix $B$ has unit determinant then $(B^{-1})^T = B^A$, where $B^A$ denotes the cofactor matrix of $B$ defined by

$$
(3.53) \quad B^A = \begin{pmatrix} m_{11}(B) & -m_{12}(B) & m_{13}(B) \\ -m_{21}(B) & m_{22}(B) & -m_{23}(B) \\ m_{31}(B) & -m_{32}(B) & m_{33}(B) \end{pmatrix}.
$$

Here $m_{ij}(B)$ denotes the $(ij)$th minor $B$, i.e., $m_{ij}(B)$ equals the determinant of the $2 \times 2$-matrix obtained by deleting the $i$th row and the $j$th column from $B$.

Assume for the moment that $u_0, v_0 \in S(\mathbb{R})$ are compactly supported so that all entries of $X(x, k), Y(x, k)$, and $s(k)$ are defined for $k \in \mathbb{C} \setminus \{0\}$. Using the relation $(X^A)_x = -X^A(X_x)^T X^A$ in (3.21), we see that $X^A = (X^{-1})^T$ satisfies

$$
(3.54) \quad (X^A)_x + [\mathcal{L}, X^A] = -U^T X^A.
$$

Using that $X^A \to I$ as $x \to +\infty$, we conclude that $X^A$ satisfies the following Volterra integral equation

$$
(3.55) \quad X^A(x, k) = I + \int_x^{\infty} e^{-(x-x') \hat{\xi}(k)}(U^T X^A)(x', k) dx'.
$$

Moreover, the cofactor matrix $s^A = (s^{-1})^T$ is well-defined for $k \in \mathbb{C} \setminus \{0\}$ and the definition (2.7) of $r_2(k)$ can be written as

$$
(3.56) \quad r_2(k) = -\frac{m_{12}(s(k))}{m_{11}(s(k))} = \frac{s_{23}(k)s_{31}(k) - s_{21}(k)s_{33}(k)}{s_{22}(k)s_{33}(k) - s_{23}(k)s_{32}(k)}, \quad k \in \mathbb{R}_-, \quad u_0 \text{ and } v_0 \text{ compactly supported}.
$$

From this equation and Proposition 3.5, we can deduce various properties of $r_2(k)$ if $u_0, v_0$ are compactly supported.

If $u_0, v_0$ are not compactly supported, then, in general, the entries $s_{ij}$ of $s$ appearing on the right-hand side of (3.56) are not all defined for $k \in \mathbb{R}_-$. Therefore, the above proof needs to be
changed. Our strategy will be to show that the matrix $s^A$ is well-defined in terms of $X^A$ by the following expression

\begin{equation}
(3.57) \quad s^A(k) = I + \int_{-\infty}^{\infty} e^{x\mathcal{L}(k)}(U^TX^A)(x,k)dx,
\end{equation}

even if $u_0, v_0$ are not compactly supported. We will keep the notation $s^A$ for the function defined in \((3.57)\) even if the minors of $s$ are not defined in the usual sense.

### 3.7. The eigenfunctions $X^A$ and $Y^A$.

We define two $3 \times 3$-matrix valued solutions $X^A(x,k)$ and $Y^A(x,k)$ of \((3.54)\) as the solutions of the linear Volterra integral equations

\begin{align}
(3.58a) \quad &X^A(x,k) = I + \int_{x}^{\infty} e^{-(x-x')\mathcal{L}(k)}(U^TX^A)(x',k)dx', \\
(3.58b) \quad &Y^A(x,k) = I - \int_{-\infty}^{x} e^{-(x-x')\mathcal{L}(k)}(U^TY^A)(x',k)dx'.
\end{align}

The same kind of analysis that led to Propositions 3.1 and 3.2 gives the following results for $X^A$ and $Y^A$.

**Proposition 3.6** (Basic properties of $X^A$ and $Y^A$). Suppose $u_0, v_0 \in \mathcal{S}(\mathbb{R})$. Then the equations \((3.58)\) uniquely define two $3 \times 3$-matrix valued solutions $X^A$ and $Y^A$ of \((3.54)\) with the following properties:

(a) The function $X^A(x,k)$ is defined for $x \in \mathbb{R}$ and $k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\}$. For each $k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\}$, $X^A(\cdot, k)$ is smooth and satisfies \((3.54)\).

(b) The function $Y^A(x,k)$ is defined for $x \in \mathbb{R}$ and $k \in (\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\}$. For each $k \in (\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\}$, $Y^A(\cdot, k)$ is smooth and satisfies \((3.54)\).

(c) For each $x \in \mathbb{R}$, the function $X^A(x, \cdot)$ is continuous for $k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\}$ and analytic for $k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\}$.

(d) For each $x \in \mathbb{R}$, the function $Y^A(x, \cdot)$ is continuous for $k \in (\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\}$ and analytic for $k \in (\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\}$.

(e) For each $x \in \mathbb{R}$ and each $j = 1, 2, \ldots$, the partial derivative $\partial^j X^A(x, \cdot) / \partial k^j$ has a continuous extension to \((-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\}\).

(f) For each $x \in \mathbb{R}$ and each $j = 1, 2, \ldots$, the partial derivative $\partial^j Y^A(x, \cdot) / \partial k^j$ has a continuous extension to \((\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\}\).

(g) For each $n \geq 1$ and $\epsilon > 0$, there are bounded smooth positive functions $f_+(x)$ and $f_-(x)$ of $x \in \mathbb{R}$ with rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively, such that the following estimates hold for $x \in \mathbb{R}$ and $j = 0, 1, \ldots, n$:

\[
\left| \frac{\partial^j}{\partial k^j} \left( X^A(x, k) - I \right) \right| \leq f_+(x), \quad k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}), \quad |k| > \epsilon,
\]

\[
\left| \frac{\partial^j}{\partial k^j} \left( Y^A(x, k) - I \right) \right| \leq f_-(x), \quad k \in (\omega^2S, \omega\bar{S}, \bar{S}), \quad |k| > \epsilon.
\]

(h) $X^A$ and $Y^A$ obey the following symmetries for each $x \in \mathbb{R}$:

\begin{align}
(3.59) \quad &X^A(x,k) = AX^A(x,\omega k)A^{-1} = B X^A(x, k)B, \\
&\quad \quad \quad k \in (-\omega^2S, -\omega\bar{S}, -\bar{S}) \setminus \{0\},
\end{align}

\begin{align}
(3.60) \quad &Y^A(x,k) = AY^A(x,\omega k)A^{-1} = B Y^A(x, k)B, \\
&\quad \quad \quad k \in (\omega^2S, \omega\bar{S}, \bar{S}) \setminus \{0\},
\end{align}

(i) If $u_0(x), v_0(x)$ have compact support, then, for each $x \in \mathbb{R}$, $X^A(x,k)$ and $Y^A(x,k)$ are defined and analytic for $k \in \mathbb{C} \setminus \{0\}$ and $\det X^A = \det Y^A = 1$.

Proposition 3.6 shows that the entries of the cofactor matrix $X^A$ have larger domains of definitions than suggested by their definitions as minors of $X$. For example, by Proposition 3.1, the second and third columns of $X$ are defined for $k \in \omega\bar{S} \setminus \{0\}$ and $k \in \bar{S} \setminus \{0\}$, respectively. The
Proposition 3.8 (Asymptotics of $X^A$ and $Y^A$ as $k \to \infty$). Suppose $u_0, v_0 \in S(\mathbb{R})$. As $k \to \infty$, $X^A$ and $Y^A$ coincide to all orders with $X^A_{\text{formal}}$ and $Y^A_{\text{formal}}$, respectively. More precisely, let $p \geq 1$ be an integer and let $X^A_{(p)}(x, k)$ and $Y^A_{(p)}(x, k)$ be the cofactor matrices of the functions in (3.27). Then, for each integer $j \geq 0$,

\[
\frac{\partial}{\partial k^j} (X^A - X^A_{(p)}) \leq f_+(x)|k|^{p+1-j}, \quad x \in \mathbb{R}, \ k \in (-\omega S, -\omega, -S), \ |k| \geq 2, \tag{3.61a}
\]

\[
\frac{\partial}{\partial k^j} (Y^A - Y^A_{(p)}) \leq f_-(x)|k|^{p+1-j}, \quad x \in \mathbb{R}, \ k \in (\omega S, \omega, S), \ |k| \geq 2, \tag{3.61b}
\]

where $f_+(x)$ and $f_-(x)$ are bounded smooth positive functions of $x \in \mathbb{R}$ with rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively.

Proposition 3.9 (Asymptotics of $X^A$ and $Y^A$ as $k \to 0$). Suppose $u_0, v_0 \in S(\mathbb{R})$ and let $p \geq 0$ be an integer. Then there are $3 \times 3$-matrix valued functions $D^{(i)}_1(x)$, $i = 1, 2, l = -2, -1, \ldots, p$, with the following properties:

- For $x \in \mathbb{R}$ and $k \in (-\omega S, -\omega, -S)$, the function $X^A$ satisfies

\[
\left| \frac{\partial^j}{\partial k^j} (X^A - I - \sum_{l=-2}^{p} D^{(l)}_1(x) k^l) \right| \leq f_+(x)|k|^{p+1-j}, \quad |k| \leq \frac{1}{2}, \tag{3.62a}
\]

while, for $x \in \mathbb{R}$ and $k \in (\omega S, \omega, S)$, the function $Y$ satisfies

\[
\left| \frac{\partial^j}{\partial k^j} (Y^A - I - \sum_{l=-2}^{p} D^{(l)}_2(x) k^l) \right| \leq f_-(x)|k|^{p+1-j}, \quad |k| \leq \frac{1}{2}, \tag{3.62b}
\]

where $f_+(x)$ and $f_-(x)$ are smooth positive functions of $x \in \mathbb{R}$ with rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively, and $j \geq 0$ is any integer.

- For each $l \geq -1$, $D^{(l)}_1(x)$ and $D^{(l)}_2(x)$ are smooth functions of $x \in \mathbb{R}$ which have rapid decay as $x \to +\infty$ and $x \to -\infty$, respectively.

- The leading coefficients have the form

\[
D^{(-2)}_1(x) = \tilde{\alpha}_i(x) \begin{pmatrix} \omega & \omega & \omega \\ 1 & 1 & 1 \\ \omega^2 & \omega^2 & \omega^2 \end{pmatrix}, \tag{3.63}
\]

\[
D^{(-1)}_1(x) = \tilde{\beta}_i(x) \begin{pmatrix} \omega^2 & 1 & \omega \\ 1 & \omega & \omega \\ \omega^2 & 1 \end{pmatrix} + \tilde{\gamma}_i(x) \begin{pmatrix} \omega^2 & \omega^2 & \omega^2 \\ \omega & \omega & \omega \\ 1 & 1 & 1 \end{pmatrix}, \tag{3.64}
\]

\[
D^{(0)}_1(x) = -I + \tilde{\delta}_{i,1}(x) \begin{pmatrix} \omega & 1 & \omega \\ \omega^2 & \omega & \omega \end{pmatrix} + \tilde{\delta}_{i,2}(x) \begin{pmatrix} 1 & \omega & \omega^2 \\ \omega & \omega & 1 \\ \omega^2 & 1 \end{pmatrix} + \tilde{\delta}_{i,3}(x) \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}, \tag{3.65}
\]

where $\tilde{\alpha}_i(x)$, $\tilde{\beta}_i(x)$, $\tilde{\gamma}_i(x)$, $\tilde{\delta}_{i,j}(x)$, $i = 1, 2$, $j = 1, 2, 3$ are real-valued functions of $x \in \mathbb{R}$. Furthermore, there exist bounded functions $f_1(x)$ and $f_2(x)$, with rapid decay at $+\infty$ and $-\infty$ respectively, such that

\[
|\tilde{\alpha}_i(x)| \leq f_1(x),
\]

\[
|\tilde{\beta}_i(x)| + |\tilde{\gamma}_i(x)| \leq (1 + |x|)f_2(x),
\]
\[
|\bar{\delta}_{i,j}(x) - \frac{1}{2}| \leq (1 + |x|)^2 f_i(x),
\]
for all \( x \in \mathbb{R} \), \( i = 1, 2 \), and \( j = 1, 2, 3 \).

Proof. The function \( \mathcal{X}^A := P^A X^A \) satisfies the integral equation
\[
\mathcal{X}^A(x,k) = P^A(k) + \int_x^\infty P^A(k) e^{-(x-x')L(k)} \left( P(k) \bar{U}(x')^T \mathcal{X}^A(x',k) \right) dx',
\]
(3.66) \( x \in \mathbb{R} \), \( k \in (-\omega^2 \bar{S}, -\omega \bar{S}, -\bar{S}) \setminus \{0\} \),
where \( \bar{U} = PU P^{-1} \) is independent of \( k \). A computation shows that the kernel
\[
\bar{P}(x,x',k) := P^A(k) e^{-(x-x')L(k)} P(k)^T
\]
is analytic at \( k = 0 \), and the statement follows in a similar way as in the proof of Proposition 3.3. \( \square \)

3.8. The spectral function \( s^A(k) \). The following proposition is proved in the same way as Proposition 3.5.

**Proposition 3.9 (Properties of \( s^A(k) \)).** Suppose \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \). Then the spectral function \( s^A(k) \) defined in (3.57) has the following properties:

(a) \( s^A(k) \) is defined and continuous for \( k \) in
\[
\begin{pmatrix}
-\omega^2 \bar{S} & \bar{R}_- & \omega \bar{R}_- \\
\bar{R}_- & -\omega \bar{S} & \omega^2 \bar{R}_- \\
\omega \bar{R}_- & \omega^2 \bar{R}_- & -\bar{S}
\end{pmatrix} \setminus \{0\},
\]
that is, the (11) entry of \( s^A(k) \) is defined and continuous for \( k \in -\omega^2 \bar{S} \setminus \{0\} \), etc.

(b) The diagonal entries of \( s^A(k) \) are analytic in the interior of their domains of definition as given in (3.67).

(c) For \( j = 1, 2, \ldots \), the derivative \( \partial_k^j s^A(k) \) is well-defined and continuous for \( k \) in (3.67).

(d) \( s^A(k) \) obeys the symmetries
\[
s^A(k) = A s^A(\omega k) A^{-1} = B s^A(k) B.
\]

(e) \( s^A(k) \) approaches the identity matrix as \( k \to \infty \). More precisely, there are diagonal matrices \( \{ s^A_j \}_1^N \) such that
\[
\left| \partial_k^j \left( s^A(k) - I - \sum_{j=1}^N \frac{s^A_j}{k} \right) \right| = O(k^{-N-1}), \quad k \to \infty, \quad k \in \begin{pmatrix}
-\omega^2 \bar{S} & \bar{R}_- & \omega \bar{R}_- \\
\bar{R}_- & -\omega \bar{S} & \omega^2 \bar{R}_- \\
\omega \bar{R}_- & \omega^2 \bar{R}_- & -\bar{S}
\end{pmatrix},
\]
for \( j = 0, 1, \ldots, N \) and each integer \( N \geq 1 \). In particular, the off-diagonal entries of \( s^A(k) \) have rapid decay as \( k \to \infty \).

(f) As \( k \to 0 \),
\[
s^A(k) = \frac{s^{A(-2)}}{k^2} + \frac{s^{A(-1)}}{k} + s^{A(0)} + \ldots, \quad k \in \begin{pmatrix}
-\omega^2 \bar{S} & \bar{R}_- & \omega \bar{R}_- \\
\bar{R}_- & -\omega \bar{S} & \omega^2 \bar{R}_- \\
\omega \bar{R}_- & \omega^2 \bar{R}_- & -\bar{S}
\end{pmatrix},
\]
where
\[
s^{A(-2)} = s^{A(-2)} \begin{pmatrix}
\omega & \omega & \omega \\
\omega^2 & \omega^2 & \omega^2 \\
1 & 1 & 1
\end{pmatrix}, \quad \bar{s}^{A(-2)} := -\int \omega \left( u_0 x + v_0 \right) \tilde{\delta}_{1,3} dx \in \mathbb{R},
\]
and the expansion can be differentiated termwise any number of times.

(g) If \( u_0(x), v_0(x) \) have compact support, then \( s^A(k) \) is defined and equals the cofactor matrix of \( s(k) \) for all \( k \in \mathbb{C} \setminus \{0\} \).
3.9. Proof of Theorem 2.3. The theorem follows from Propositions 3.5 and 3.9. Indeed, recall from (2.7) that \( r_1 = s_{12}/s_{11} \) and \( r_2 = s_{21}/s_{11}^A \). Statements (a) and (e) of Propositions 3.5 and 3.9 imply that \( s_{12}(k) \) and \( s_{11}(k) \) are smooth on \((0, \infty)\), while \( s_{12}^A(k) \) and \( s_{11}^A(k) \) are smooth on \((\infty, 0)\). Since \( s_{11} \) and \( s_{11}^A \) have no zeros by Assumption 2.1, it follows that \( r_1 \in C^\infty((0, \infty)) \) and \( r_2 \in C^\infty((\infty, 0)) \). Moreover, statement (e) of the same propositions imply that \( r_1(k) \) and \( r_2(k) \) satisfy (2.10).

Assumption 2.2 implies that the coefficients \( s(\omega^2) \) and \( s^A(\omega^2) \) in (3.45) and (3.69) are both nonzero, ensuring that all four functions \( s_{12}, s_{11}, s_{12}^A, s_{11}^A \) are of order \( k^{-2} \) as \( k \to 0 \). Hence properties (ii) and (iii) of Theorem 2.3 related to the behavior of \( r_1 \) and \( r_2 \) as \( k \to 0 \) follow from statement (f) of Propositions 3.5 and 3.9.

It remains to prove that \( |r_1(k)| < 1 \) for \( k > 0 \) and that \( |r_2(k)| < 1 \) for \( k < 0 \). For \( k < 0 \), all four entries \( (s^A_{ij}(k))^2 \) are well-defined, and hence \( s_{11}(k)s_{22}(k) - s_{12}(k)s_{21}(k) = s_{33}(k) \). Using also the symmetries \( s^A(k) = Bs^A(k)B \) and \( s(k) = As(\omega k)A^{-1} \), we conclude that

\[
(3.70) \quad 1 - |r_2(k)|^2 = 1 - \frac{|s_{12}(k)|^2}{|s_{11}(k)|^2} = \frac{s_{11}(k)s_{22}(k) - s_{12}(k)s_{21}(k)}{|s_{11}(k)|^2} = \frac{s_{33}(k)}{|s_{11}(k)|^2} = s_{11}(\omega^2 k)
\]

for \( k < 0 \). Since the left-hand side of (3.70) is real and tends to 1 as \( k \to -\infty \), and since the right-hand side is non-zero for all \( k > 0 \) by Assumption 2.1, we deduce that \( 1 - |r_2(k)|^2 > 0 \) for all \( k < 0 \). An analogous argument shows that \( |r_1(k)| < 1 \) for \( k > 0 \).

4. The function \( M \)

In this section, we construct the sectionally analytic function \( M \) which features in the RH problem 2.4. The restriction of \( M \) to the sector \( D_n, n = 1, \ldots, 6 \), will be denoted by \( M_n \).

4.1. The eigenfunctions \( M_n \). For each \( n = 1, \ldots, 6 \), we define a \( 3 \times 3 \)-matrix valued solution \( M_n(x, k) \) of (3.21) for \( k \in D_n \setminus \{0\} \) by the following system of Fredholm integral equations:

\[
(4.1) \quad (M_n)_{ij}(x, k) = \delta_{ij} + \int_{\gamma_{ij}^n} \left( e^{(x-x')L(k)}(U M_n)(x', k) \right)_{ij} dx', \quad i, j = 1, 2, 3,
\]

where the contours \( \gamma_{ij}^n, n = 1, \ldots, 6, i, j = 1, 2, 3, \) are defined by

\[
(4.2) \quad \gamma_{ij}^n = \begin{cases} (-\infty, x), & \text{Re} \ l_i(k) < \text{Re} \ l_j(k), \\ (\infty, x), & \text{Re} \ l_i(k) \geq \text{Re} \ l_j(k), \end{cases} \quad \text{for} \quad k \in D_n.
\]

The contours \( \gamma_{ij}^n \) are defined in such a way that the exponential \( e^{(\text{Re} l_i, -\text{Re} l_j)(x-x')} \) appearing in the equation for \( (M_n)_{ij} \) in (4.1) is bounded for \( k \in D_n \) and \( x' \in \gamma_{ij}^n \). The definition (4.1) of \( M_n \) can be extended by continuity to the boundary of \( D_n \). As the next proposition shows, this makes all entries of \( M_n \) well-defined for \( k \in D_n \setminus \mathcal{Q} \), where

\[
(4.3) \quad \mathcal{Q} = \{0\} \cup \mathbb{Z}
\]

and \( \mathbb{Z} \) denotes the set of zeros of the Fredholm determinants associated with (4.1) (the intersection of \( \mathbb{Z} \) with \( D_1 \) is given by \( \cup_{j=1}^6 \{k \in D_1 | f_j(k) = 0\} \), where \( f_j(k) \) are the Fredholm determinants given explicitly in (4.20)).

Proposition 4.1 (Basic properties of \( M_n \)). Suppose \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \). Then the equations (4.1) uniquely define six \( 3 \times 3 \)-matrix valued solutions \( \{M_n\}_{n=1}^6 \) of (3.21) with the following properties:

(a) The function \( M_n(x, k) \) is defined for \( x \in \mathbb{R} \) and \( k \in D_n \setminus \mathcal{Q} \). For each \( k \in D_n \setminus \mathcal{Q} \), \( M_n(\cdot, k) \) is smooth and satisfies (3.21).

(b) For each \( x \in \mathbb{R} \), the function \( M_n(x, \cdot) \) is continuous for \( k \in D_n \setminus \mathcal{Q} \) and analytic for \( k \in D_n \setminus \mathcal{Q} \).

(c) For each \( \epsilon > 0 \), there exists a \( C = C(\epsilon) \) such that

\[
(4.4) \quad |M_n(x, k)| \leq C, \quad x \in \mathbb{R}, \quad k \in D_n, \quad \text{dist}(k, \mathcal{Q}) \geq \epsilon.
\]

(d) For each \( x \in \mathbb{R} \) and each \( j = 1, 2, \ldots \), the partial derivative \( \frac{\partial M_n}{\partial \overline{z}}(x, \cdot) \) has a continuous extension to \( \tilde{D}_n \setminus \mathcal{Q} \).

(e) \( \det M_n(x, k) = 1 \) for \( x \in \mathbb{R} \) and \( k \in \tilde{D}_n \setminus \mathcal{Q} \).
(f) For each \( x \in \mathbb{R} \), the sectionally analytic function \( M(x, k) \) defined by \( M(x, k) = M_n(x, k) \) for \( k \in D_n \) satisfies the symmetries

\[
M(x, k) = \mathcal{A} M(x, \omega k) \mathcal{A}^{-1} = \mathcal{B} M(x, \overline{k}) \mathcal{B}, \quad k \in \mathbb{C} \setminus \mathbb{Q}.
\]

**Proof.** Let us first consider the third column of \( M_1 \). Define \( H(x) \) by \( H(x) = 1 \) for \( x > 0 \) and \( H(x) = 0 \) for \( x \leq 0 \). Letting \( w_l(x, k) = (M_1)_{13}(x, k) \), we can write the third column of (4.1) as

\[
w_l(x, k) = \delta_{13} + \int_{-\infty}^{+\infty} \sum_{i=1}^{3} K(x, x', k)_{il} w_l(x', k) dx',
\]

(4.6)

where the kernel \( K \) is defined for \( x, x' \in \mathbb{R} \), \( k \in \bar{D}_1 \setminus \{0\} \), \( i = 1, 2, 3 \).

The exponential factor in (4.7) is bounded for \( k \) not necessarily as \( |x| \to \infty \). This means that the kernel in (4.6) decays as \( |x'| \to \infty \), but not necessarily as \( |x| \to \infty \). Even though the kernel \( K \) is not of \( L^2 \)-type, equation (4.6) can be analyzed by an extension of the standard Fredholm theory, see [3]. The remainder of the proof is a minor generalization of the arguments of Appendix A of [3], allowing for a more general \( k \)-dependence.

Fix \( \epsilon > 0 \) small. Let \( \bar{D}_1^\epsilon \) denote the set \( \bar{D}_1 \) with open disks of radius \( \epsilon \) centered at the origin removed, i.e.,

\[
\bar{D}_1^\epsilon = \bar{D}_1 \setminus \{ |k| < \epsilon \}.
\]

The exponential factor in (4.7) is bounded for \( k \in \bar{D}_1^\epsilon \). Also, there is a function \( b_1 \in \mathcal{S}(\mathbb{R}) \) such that

\[
|U(x, k)| \leq b_1(x), \quad x \in \mathbb{R}, \quad k \in \bar{D}_1^\epsilon.
\]

We infer that there exists a function \( b \in \mathcal{S}(\mathbb{R}) \) such that

\[
|K(x, x', k)_{il}| \leq b(x'), \quad x, x' \in \mathbb{R}, \quad k \in \bar{D}_1^\epsilon, \quad i, l = 1, 2, 3.
\]

Set \( K^{(0)} := 1 \) and define the complex-valued function \( K^{(m)} \) for \( m \geq 1 \) by

\[
\left( K^{(m)} \left( \begin{array}{cccc}
(x_1, x'_1), k_{i_1 i'_1} & \cdots & K(x_1, x'_m), k_{i_1 i'_m} \\
\vdots & & \vdots \\
K(x_m, x'_1), k_{i_m i'_1} & \cdots & K(x_m, x'_m), k_{i_m i'_m}
\end{array} \right) \right)
\]

(4.9)

Hadamard’s inequality for an \( m \times m \) matrix \( A \),

\[
|\det A|^2 \leq \prod_{i=1}^{m} \sum_{j=1}^{m} |A_{ij}|^2,
\]

together with the bound (4.8) gives

\[
|K^{(m)} \left( \begin{array}{cccc}
(x_1, i_1), x'_1, k_{i_1 i'_1} & \cdots & K(x_1, i_m), x'_m, k_{i_1 i'_m} \\
\vdots & & \vdots \\
K(x_m, i_1), x'_1, k_{i_m i'_1} & \cdots & K(x_m, i_m), x'_m, k_{i_m i'_m}
\end{array} \right) | \leq m^{m/2} \prod_{j=1}^{m} b(x'_j), \quad k \in \bar{D}_1^\epsilon, \quad m = 1, 2, \ldots.
\]

The Fredholm determinant \( f(k) \) and the Fredholm minor \( F(x, x', k) \) associated with equation (4.6) are defined by

\[
f(k) = \sum_{m=0}^{\infty} f^{(m)}(k), \quad k \in \bar{D}_1^\epsilon,
\]

(4.11)

\[
F(x, x', k)_{ii'} = \sum_{m=0}^{\infty} F^{(m)}(x, x', k)_{ii'}, \quad x, x' \in \mathbb{R}, \quad k \in \bar{D}_1^\epsilon, \quad i, i' = 1, 2, 3.
\]

(4.12)
where \( f^{(m)} \) and \( F^{(m)} \) are defined for \( m \geq 0 \) by

\[
f^{(m)}(k) = \frac{(-1)^m}{m!} \sum_{i_1, i_2, \ldots, i_m = 1}^{3} \int_{\mathbb{R}^m} K^{(m)}(x_{1,i_1}, x_{2,i_2}, \ldots, x_{m,i_m}; k) \, dx_1 dx_2 \cdots dx_m,
\]

\[
F^{(m)}(x, x', k)_{ii'} = \frac{(-1)^m}{m!} \sum_{i_1, i_2, \ldots, i_m = 1}^{3} \int_{\mathbb{R}^m} K^{(m+1)}(x, i_1, i_2, \ldots, x_{m,i_m}; x', i_1, i_2, \ldots, x_{m,i_m}; k) \, dx_1 dx_2 \cdots dx_m.
\]

(4.13)

In view of (4.10), we have

\[
|f^{(m)}(k)| \leq \frac{3^m m^{m/2} \|b\|_{L^1(\mathbb{R})}^m}{m!}, \quad k \in \bar{D}_1', \ m \geq 0.
\]

(4.14)

Using Stirling’s approximation \( m! \sim \sqrt{2\pi m}(m/e)^m \), we see that the series in (4.11) converges absolutely and uniformly for \( k \in \bar{D}_1' \). For each \( m, f^{(m)}(k) \) is a continuous function of \( k \) which is analytic in the interior of \( \bar{D}_1' \). This shows that the Fredholm determinant \( f(k) \) is a bounded continuous function of \( k \in \bar{D}_1' \) which is analytic in the interior of \( \bar{D}_1' \). Similarly, the estimate

\[
|F^{(m)}(x, x', k)_{ii'}| \leq \frac{3^m (m + 1)(m+1)/2 \|b\|_{L^1(\mathbb{R})} b(x')}{m!}, \quad x, x' \in \mathbb{R}, \ k \in \bar{D}_1', \ m \geq 0,
\]

(4.15)

shows that the Fredholm minor \( F(x, x', k) \) has the following properties: (i) For each \( (x, x') \in \mathbb{R}^2 \), \( F(x, x', k) \) is a bounded continuous function of \( k \in \bar{D}_1' \) which is analytic in the interior of \( \bar{D}_1' \); (ii) For each \( k \in \bar{D}_1' \), \( F(x, x', k) \) is a smooth function of \( (x, x') \in \mathbb{R}^2 \setminus \{x = x'\} \) (since \( H(x - x') \) has a discontinuity at \( x = x' \)); (iii) \( F \) obeys the estimate

\[
|F(x, x', k)| \leq Cb(x'), \quad x, x' \in \mathbb{R}, \ k \in \bar{D}_1'.
\]

(4.16)

Expanding the determinant in (4.9) along the first column, we find, for \( m \geq 0 \),

\[
K^{(m+1)}(x, i_1, i_1, \ldots, x_{m,i_m}; k) = K(x, x', k)_{ii'} K^{(m)}(x, i_1, i_1, \ldots, x_{m,i_m}; k) - \sum_{s = 1}^{m} K(x, x', k)_{ii'} K^{(m)}(x, i_1, i_1, \ldots, x_{m,i_m}; k).
\]

Substituting this identity into (4.13) and simplifying, we obtain

\[
F^{(m)}(x, x', k)_{ii'} = f^{(m)}(k) K(x, x', k)_{ii'} + \sum_{i_1 = 1}^{3} \int_{\mathbb{R}} F^{(m-1)}(x, x'', k)_{ii'} K^{(m)}(x, i_1, i_1, \ldots, x_{m,i_m}; k) \, dx''
\]

or, in matrix-form,

\[
F^{(m)}(x, x', k) = f^{(m)}(k) K(x, x', k) + \int_{\mathbb{R}} F^{(m-1)}(x, x'', k) K(x'', x', k) \, dx'', \quad m \geq 0,
\]

(4.17a)

where \( F^{(-1)} := 0 \). Summing this equation from \( m = 0 \) to \( m = +\infty \), we find, for \( x, x' \in \mathbb{R} \) and \( k \in \bar{D}_1' \),

\[
F(x, x', k) = f(k) K(x, x', k) + \int_{\mathbb{R}} F(x, x'', k) K(x'', x', k) \, dx''.
\]

If we instead expand the determinant in (4.9) along the first row, the same type of argument leads to

\[
F(x, x', k) = f(k) K(x, x', k) + \int_{\mathbb{R}} K(x, x'', k) F(x'', x', k) \, dx''.
\]

(4.17b)

\footnote{For \( m = 0 \) these definitions should be interpreted as \( f^{(0)}(k) = 1, \quad F^{(0)}(x, x', k)_{ii'} = K^{(1)}(x, i_i; k) = K(x, x', k)_{ii'} \).}
The identities in (4.17) show that
\[ R(x, x', k) = \frac{F(x, x', k)}{f(k)} \]
satisfies the resolvent equations
\[ R(x, x', k) - K(x, x', k) = \int_R R(x, x'', k)K(x'', x', k)dx'' \]
\[ = \int_R K(x, x'', k)R(x'', x', k)dx'' \]
for \( x, x' \in \mathbb{R} \) and \( k \in \bar{D}_1 \setminus \mathcal{Q} \). This shows that (4.6) has a unique solution given by
\[ w_i(x, k) = \delta_{i3} + \frac{1}{f(k)} \int_R F(x, x', k)\delta_{i3}dx', \quad x \in \mathbb{R}, \ k \in \bar{D}_1 \setminus \mathcal{Q}. \]
Using the properties of \( f(k) \) and \( F(x, x', k) \) and the fact that \( \epsilon > 0 \) was arbitrary, it follows from this representation that the third column of \( M_1 \) satisfies (a)-(d). The proofs of (a)-(d) for the first and second columns of \( M_1 \) are similar.

Letting \( x \to \infty \) in (4.1) and using (4.4), we find that \( \lim_{x \to \infty} M_1(x, k)_{ij} = \delta_{ij} \) for \( (i, j) \) such that \( \gamma_{ij} = (\infty, x) \), and that \( M_1(x, k)_{ij} \) remains bounded as \( x \to \infty \) for \( (i, j) \) such that \( \gamma_{ij} = (-\infty, x) \). In other words, the entries of \( M_1 \) above the diagonal remain bounded as \( x \to \infty \), whereas the part of \( M_1 \) on and below the diagonal approaches the identity matrix:
\[ M_1(x, k) \to \begin{pmatrix} 1 & * & * \\ 0 & 1 & * \\ 0 & 0 & 1 \end{pmatrix} \quad \text{as} \quad x \to +\infty. \]

In particular, for each \( k \in \bar{D}_1 \setminus \mathcal{Q} \), \( M_1(x, k) \) is invertible for all sufficiently large \( x \). From standard theory of ODEs, we conclude that \( M_1(x, k) \) is invertible for all \( x \in \mathbb{R} \). Since \( M_1(\cdot, k) \) is a smooth solution of (3.21), we infer that
\[ (\log \det M_1(x, k))_x = \text{tr} (M_1^{-1}M_x) = \text{tr} U = 0, \]
from which we conclude that \( \det M_1(x, k) = 1 \) for all \( x \in \mathbb{R} \) and \( k \in \bar{D}_1 \setminus \mathcal{Q} \), which proves (e) for \( n = 1 \).

The Fredholm equations (4.1) are consistent with the symmetries in (4.5), because \( \mathcal{L}(k) \) and \( U(x, k) \) obey these symmetries. Hence we can construct the unique solutions \( M_n \) of (4.1) for \( n = 2, \ldots, 6 \) in the same way as we constructed \( M_1 \). By uniqueness, these \( M_n \) will satisfy the symmetries in (4.5).

**Remark 4.2.** In the proof of Proposition 4.1, we focused on the third column of \( M_1 \) to avoid an abundance of indices. More generally, the Fredholm determinant associated with the \( j \)th column of \( M_1 \) is defined by
\[ f_j(k) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \sum_{i_1, i_2, \ldots, i_m=1}^3 \int_{\mathbb{R}^m} \det \begin{pmatrix} K_j(x_1, x_1, k)_{i_1 i_1} & \cdots & K_j(x_1, x_m, k)_{i_1 i_m} \\ \vdots & \ddots & \vdots \\ K_j(x_m, x_1, k)_{i_m i_1} & \cdots & K_j(x_m, x_m, k)_{i_m i_m} \end{pmatrix} dx_1 dx_2 \cdots dx_m, \]
where
\[ K_j(x, x', k)_{ij} = \begin{cases} \mathcal{H}(x - x')e^{(l_j - l_i)\epsilon(x - x')}U(x', k)_{ij} & \text{if} \ \gamma_{ij} = (-\infty, x), \\ -\mathcal{H}(x' - x)e^{(l_i - l_j)\epsilon(x - x')}U(x, k)_{ij} & \text{if} \ \gamma_{ij} = (\infty, x). \end{cases} \]
Each function \( f_j(k) \) is an analytic function of \( k \in D_1 \) with a continuous extension to \( \bar{D}_1 \setminus \{0\} \). Since it does not vanish identically (in fact, \( f_j \to 1 \) as \( k \to \infty \), because \( U(x, k) \) is \( O(1/k) \) as \( k \to \infty \)), it has at most countably many zeros in \( D_1 \).
As in the case of $X$ and $Y$, the asymptotics of $M_n$ as $k \to \infty$ can be obtained by considering formal power series solutions of (3.21). The formal solutions take the form

$$M_{n,\text{formal}}(x,k) = I + \frac{M_{n,1}(x)}{k} + \frac{M_{n,2}(x)}{k^2} + \cdots, \quad n = 1, \ldots, 6,$$

with the normalization conditions

$$\begin{align*}
\lim_{x \to -\infty} (M_{n,l}(x))_{ij} &= 0 \quad \text{if } \gamma_{ij}^n = (-\infty, x), \\
\lim_{x \to \infty} (M_{n,l}(x))_{ij} &= 0 \quad \text{if } \gamma_{ij}^n = (\infty, x), \\
\end{align*}$$

The coefficients $M_{n,j}$ are uniquely determined from (4.22), the recursive relations (3.26), and the initial assignments $M_{n,-2} = M_{n,-1} = 0, M_{n,0} = I$. In fact, since $\gamma_{ii}^n = (\infty, x)$ for $i = 1, 2, 3$ and $n = 1, \ldots, 6$, it follows that $M_{n,j}(x) = X_j(x)$ for all $n$ and $j$.

**Lemma 4.3** (Asymptotics of $M$ as $k \to \infty$). Suppose $u_0, v_0 \in S(\mathbb{R})$ and $u_0, v_0 \neq 0$. Given an integer $p \geq 1$, let $X_{(p)}(x,k)$ be the function defined in (3.27). Then there exists an $R > 0$ such that

$$|M(x,k) - X_{(p)}(x,k)| \leq \frac{C}{|k|^{p+1}}, \quad x \in \mathbb{R}, \ k \in \mathbb{C} \setminus \Gamma, \ |k| \geq R.$$

**Proof.** Let $M_{(p)} := X_{(p+1)}$. It is enough to show that there exists an $R > 0$ such that

$$|M(x,k) - M_{(p)}(x,k)| \leq \frac{C}{|k|^{p+1}}, \quad x \in \mathbb{R}, \ k \in \mathbb{C} \setminus \Gamma, \ |k| \geq R.$$

By induction on (3.26), one shows easily that

$$X_j^{(o)} \in S(\mathbb{R}), \quad \partial_x X_j^{(d)} \in S(\mathbb{R}), \quad j \geq 1.$$

For $n = 1, \ldots, 6$ and $R > 1$, let $\tilde{D}_n^R = \tilde{D}_n \cap \{|k| \geq R\}$. We choose $R > 1$ sufficiently large such that

$$\sup_{|k| \geq R} \sup_{x \in \mathbb{R}} \left| \sum_{j=1}^{p+1} \frac{X_j(x)}{k^j} \right| < 1.$$

Then the inverse $M_{(p)}^{-1}$ exists and $M_{(p),M_{(p)}^{-1}}$ are uniformly bounded for $x \in \mathbb{R}$ and $|k| \geq R$. Define $L(x,k)$ and $L_{(p)}(x,k)$ by

$$L = L + U, \quad L_{(p)} = (\partial_x M_{(p)} + M_{(p)} L) M_{(p)}^{-1}$$

and let $\Delta = L - L_{(p)}$ denote their difference. The quotient $M_{(p)}^{-1}M$ satisfies the equation

$$(M_{(p)}^{-1}M)_x = -M_{(p)}^{-1}(\partial_x M_{(p)} + L_{(p)}) M_{(p)}^{-1}M + M_{(p)}^{-1}\partial_x M$$

$$= -M_{(p)}^{-1}(L_{(p)} M_{(p)} - M_{(p)} L) M_{(p)}^{-1}M + M_{(p)}^{-1}(LM - M L)$$

$$= M_{(p)}^{-1}\Delta M + [L, M_{(p)}^{-1}M],$$

that is,

$$\left(e^{-x\hat{L}}(M_{(p)}^{-1}M)\right)_x = e^{-x\hat{L}}(M_{(p)}^{-1}\Delta M).$$

The entries $(M_{(p)})_{ij}$ and $(M_n)_{ij}$ (and hence also the entries $(M_{(p)}^{-1}M)_{ij}$) approach $\delta_{ij}$ as $x \to \pm \infty$ for $\gamma_{ij}^n = (\pm \infty, x)$. We conclude that $M$ satisfies the Fredholm equation

$$(M_{(p)}^{-1}M_n)(x,k)_{ij} = \delta_{ij} + \int_{\gamma_{ij}^n} \left(e^{(x-x')\hat{L}}(M_{(p)}^{-1}\Delta M_n)(x',k)\right)_{ij} dx',$$

that is,

$$M_n(x,k)_{ij} = M_{(p)}(x,k)_{ij} + \sum_{s=1}^{3} M_{(p)}(x,k)_{is} \int_{\gamma_{ij}^s} \left(e^{(x-x')\hat{L}}(M_{(p)}^{-1}\Delta M_n)(x',k)\right)_{sj} dx'.$$

(4.25)
for $x \in \mathbb{R}$ and $k \in \tilde{D}_1^R$. For definiteness, we focus on the third column of $M_1$. Letting $w_i(x, k) = (M_1)_{i3}(x, k)$, we can write the third column of (4.25) for $n = 1$ as

$$w_i(x, k) = M_{(p)}(x, k)_{i3} + \int_{-\infty}^{\infty} \sum_{l=1}^{3} K(x, x', k)_{il} w_l(x', k)dx', \quad i = 1, 2, 3,$$

where the kernel $K$ is defined for $x, x' \in \mathbb{R}$, $k \in \tilde{D}_1^R$, and $i, l = 1, 2, 3$ by

$$K(x, x', k)_{il} = \sum_{s=1}^{3} M_{(p)}(x, k)_{is} H_s(x, x') \epsilon(t_{x} - t_{x'})(M_{(p)}^{-1}_{il}) (x, k)_{st}$$

with

$$H_s(x, x') = \begin{cases} H(x - x') & \text{if } \gamma_{s3}^l = (-\infty, x), \\ -H(x' - x) & \text{if } \gamma_{s3}^l = (\infty, x). \end{cases}$$

Let us now rewrite $\Delta$ as follows:

$$\Delta = (UM_{(p)} + [\mathcal{L}, M_{(p)}] - \partial_x M_{(p)}) M_{(p)}^{-1},$$

For each $k \in \tilde{D}_1^R$, the function $[\mathcal{L}, M_{(p)}](\cdot, k)$ only involves the off-diagonal entries of $M_{(p)}$, and thus $[\mathcal{L}, M_{(p)}](\cdot, k) \in S(\mathbb{R})$ by (4.24). Since $M_{(p)}$ and $M_{(p)}^{-1}$ are uniformly bounded for $x \in \mathbb{R}$ and $|k| \geq R$, and since $U(\cdot, k) \in S(\mathbb{R})$, we have $\Delta(\cdot, k) \in S(\mathbb{R})$ for each $k \in \tilde{D}_1^R$. Furthermore, since $X_{\text{formal}}$ is a formal solution of (3.21) (i.e., it satisfies (3.26)), there exists a function $b_1 \in S(\mathbb{R})$ such that

$$|UM_{(p)} + [\mathcal{L}, M_{(p)}] - \partial_x M_{(p)}| < b_1(x) \frac{|k|}{|k|^{p+1}}, \quad x \in \mathbb{R}, k \in \tilde{D}_1^R.$$

Since $M_{(p)}^{-1}$ is uniformly bounded for $x \in \mathbb{R}$ and $|k| \geq R$, we find

$$|\Delta(x, k)| < C b_1(x) \frac{1}{|k|^{p+1}}, \quad x \in \mathbb{R}, k \in \tilde{D}_1^R.$$  

We infer that there exists a function $b \in S(\mathbb{R})$ such that the following analog of (4.8) holds:

$$|K(x, x', k)_{il}| \leq b(x') \frac{1}{|k|^{p+1}}, \quad x, x' \in \mathbb{R}, k \in \tilde{D}_1^R, i, l = 1, 2, 3.$$

Define $f^{(m)}$ and $F^{(m)}$ as in (4.13), but with $K(x, x', k)$ given by (4.27). Proceeding as in the proof of Proposition 4.1, we find the following analogs of (4.14) and (4.15):

$$|f^{(m)}(k)| \leq \frac{3^m m^{m/2} \|b\|_{L^1(\mathbb{R})}^m}{m! |k|^{(p+1)m}}, \quad k \in \tilde{D}_1^R, m \geq 0.$$

$$|F^{(m)}(x, x', k)_{il}| \leq \frac{3^m (m + 1)^{(m+1)/2} \|b\|_{L^1(\mathbb{R})} |b(x')|}{m! |k|^{(p+1)(m+1)}}, \quad x, x' \in \mathbb{R}, k \in \tilde{D}_1^R, m \geq 0.$$

As a result, the Fredholm determinant $f(k) = \sum_{m=0}^{\infty} f^{(m)}(k)$ and the Fredholm minor $F(x, x', k) = \sum_{m=0}^{\infty} F^{(m)}(x, x', k)$ associated with equation (4.26) obey the estimates

$$|f(k) - 1| \leq \frac{C}{|k|^{p+1}}, \quad k \in \tilde{D}_1^R,$$

$$|F(x, x', k)| \leq \frac{C b(x')}{|k|^{p+1}}, \quad x, x' \in \mathbb{R}, k \in \tilde{D}_1^R.$$

Increasing $R$ if necessary, (4.30a) implies $|f(k)| \geq 1/2$ for $k \in \tilde{D}_1^R$, and we arrive at the solution representation

$$w_i(x, k) = M_{(p)}(x, k)_{i3} + \frac{1}{f(k)} \int_{\mathbb{R}} \sum_{l=1}^{3} F(x, x', k)_{il} M_{(p)}(x', k)_{il} dx', \quad x \in \mathbb{R}, k \in \tilde{D}_1^R.$$
In view of the boundedness of \( M_p \) and the estimates (4.30), this yields
\[
|w_\ell(x,k) - M_p(x,k)| \leq \frac{C}{|k|^{p+1}}, \quad x \in \mathbb{R}, \ k \in \mathcal{D}_1^R.
\]
This proves (4.23) in the case of the third column and \( k \in D_1 \); the proofs of the other cases are similar.

We saw in (3.46) that the spectral function \( s(k) \) relates the eigenfunctions \( X \) and \( Y \) if \( u_0 \) and \( v_0 \) have compact support. The next lemma introduces spectral functions \( S_n(k) \) and \( T_n(k) \), \( n = 1, \ldots, 6 \), which relate the eigenfunctions \( M_n \) with \( X \) and \( Y \).

**Lemma 4.4** (Relation between \( M_n \) and \( X,Y \)). Suppose \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \) have compact support. Then
\[
M_n(x,k) = Y(x,k) e^{xL(k)} S_n(k) = X(x,k) e^{xL(k)} T_n(k), \quad x \in \mathbb{R}, \ k \in \mathcal{D}_n \setminus \mathcal{Q}, \ n = 1, \ldots, 6,
\]
where \( S_n(k) \) and \( T_n(k) \) are given in terms of the entries of \( s(k) \) by
\[
S_1(k) = \begin{pmatrix}
    s_{11} & 0 & 0 \\
    s_{21} & m_{33}(s) & 0 \\
    s_{31} & m_{32}(s) & m_{33}(s)
\end{pmatrix}, \quad S_2(k) = \begin{pmatrix}
    s_{11} & 0 & 0 \\
    s_{21} & m_{32}(s) & 0 \\
    s_{31} & m_{31}(s) & m_{33}(s)
\end{pmatrix},
\]
\[
S_3(k) = \begin{pmatrix}
    m_{22}(s) & 0 & s_{13} \\
    m_{32}(s) & m_{33}(s) & 0 \\
    s_{33} & m_{23}(s) & s_{33}
\end{pmatrix}, \quad S_4(k) = \begin{pmatrix}
    1 & m_{21}(s) & s_{13} \\
    0 & m_{31}(s) & s_{33} \\
    0 & 0 & s_{33}
\end{pmatrix},
\]
\[
S_5(k) = \begin{pmatrix}
    0 & s_{13} & -m_{31}(s) \\
    0 & s_{22} & 0 \\
    0 & s_{32} & s_{33}
\end{pmatrix}, \quad S_6(k) = \begin{pmatrix}
    0 & s_{13} & -m_{31}(s) \\
    0 & s_{22} & 0 \\
    0 & s_{32} & s_{33}
\end{pmatrix},
\]
and
\[
T_1(k) = \begin{pmatrix}
    1 & -s_{12} & -m_{31}(s) \\
    0 & s_{11} & m_{33}(s) \\
    0 & 0 & 1
\end{pmatrix}, \quad T_2(k) = \begin{pmatrix}
    1 & -m_{21}(s) & s_{13} \\
    0 & 1 & 0 \\
    0 & -m_{23}(s) & m_{32}(s)
\end{pmatrix},
\]
\[
T_3(k) = \begin{pmatrix}
    1 & -s_{12} & 0 \\
    0 & 1 & m_{33}(s) \\
    -s_{31} & m_{23}(s) & 1
\end{pmatrix}, \quad T_4(k) = \begin{pmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0 \\
    -m_{21}(s) & m_{33}(s) & 1
\end{pmatrix},
\]
\[
T_5(k) = \begin{pmatrix}
    0 & m_{13}(s) & 0 \\
    0 & 1 & -s_{22} \\
    m_{31}(s) & 0 & 1
\end{pmatrix}, \quad T_6(k) = \begin{pmatrix}
    0 & m_{13}(s) & 0 \\
    0 & 1 & -s_{22} \\
    m_{31}(s) & 0 & 1
\end{pmatrix}.
\]

**Proof.** Choose \( K > 0 \) such that \( u_0, v_0 \) have support in \([-K, K] \subset \mathbb{R} \). Define \( S_n(k) \) and \( T_n(k) \), \( n = 1, \ldots, 6 \), by
\[
\begin{cases}
    S_n(k) = \lim_{x \to \infty} e^{-xU(k)} M_n(x,k), \\
    T_n(k) = \lim_{x \to \infty} e^{-xU(k)} M_n(x,k),
\end{cases} \quad k \in \mathcal{D}_n \setminus \mathcal{Q},
\]
where the limits exist because \( U(x,k) = 0 \) for \( |x| > K \), which implies by (4.1) that \( e^{-xU} M_n(x,k) \) is independent of \( x \) for \( |x| > K \). Recall that \( X(x,k), Y(x,k) \), and \( s(k) \) are defined for all \( k \in \mathbb{C} \setminus \{0\} \) for compactly supported data. We find
\[
M_n(x,k) = Y(x,k) e^{xL(k)} S_n(k) = X(x,k) e^{xL(k)} T_n(k),
\]
and hence, comparing with (3.46),
\[
s(k) = S_n(k) T_n^{-1}(k), \quad k \in \mathcal{D}_n \setminus \mathcal{Q}.
\]
Given $s(k)$, equation (4.34) constitutes a matrix factorization problem which can be uniquely solved for $S_n(k)$ and $T_n(k)$. In fact, the integral equations (4.1) imply that

$$(S_n(k))_{ij} = 0 \quad \text{if} \quad \gamma_{ij}^n = (-\infty, x),$$

$$(T_n(k))_{ij} = \delta_{ij} \quad \text{if} \quad \gamma_{ij}^n = (\infty, x),$$

so the relation (4.34) yields 9 scalar equations for 9 unknowns. The explicit solution of this algebraic system gives (4.31).

Let $\eta \in C_0^\infty(\mathbb{R})$ be a cutoff function which equals one for $|x| \leq 1$ and which vanishes for $|x| \geq 2$. For $j \geq 1$, let $\eta_j(x) = \eta(x/j)$. If $f \in S(\mathbb{R})$, then $\eta_j f$ is a sequence of smooth functions with compact support which converges to $f$ in $S(\mathbb{R})$ as $j \to \infty$.

**Lemma 4.5.** Let $u_0, v_0 \in S(\mathbb{R})$. Let $\{s(k), M_n(x, k)\}$ and $\{s^{(i)}(k), M^{(i)}_n(x, k)\}$ be the spectral functions and eigenfunctions associated with $(u_0, v_0)$ and

$$(u_0^{(i)}(x), v_0^{(i)}(x)) := (\eta_j u_0, \eta_j v_0) \in S(\mathbb{R}) \times S(\mathbb{R}),$$

respectively. Then

$$(4.35) \quad \lim_{i \to \infty} s^{(i)}(k) = s(k), \quad k \in \left( \begin{array}{ccc} \omega^2 \bar{S} & \mathbb{R}_+ & \omega \mathbb{R}_+ \\ \mathbb{R}_+ & \omega \bar{S} & \omega^2 \mathbb{R}_+ \\ \omega \mathbb{R}_+ & \omega^2 \mathbb{R}_+ & \bar{S} \end{array} \right) \setminus \{0\},$$

$$(4.36) \quad \lim_{i \to \infty} (s^{(i)})^{(i)}(k) = s^{(i)}(k), \quad k \in \left( \begin{array}{ccc} -\omega^2 \bar{S} & \mathbb{R}_- & \omega \mathbb{R}_- \\ \mathbb{R}_- & -\omega \bar{S} & \omega^2 \mathbb{R}_- \\ \omega \mathbb{R}_- & \omega^2 \mathbb{R}_- & -\bar{S} \end{array} \right) \setminus \{0\},$$

$$(4.37) \quad \lim_{i \to \infty} X^{(i)}(x, k) = X(x, k), \quad x \in \mathbb{R}, \quad k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}) \setminus \{0\},$$

$$(4.38) \quad \lim_{i \to \infty} Y^{(i)}(x, k) = Y(x, k), \quad x \in \mathbb{R}, \quad k \in (-\omega^2 \bar{S}, -\omega \bar{S}, -\bar{S}) \setminus \{0\},$$

$$(4.39) \quad \lim_{i \to \infty} M^{(i)}_n(x, k) = M_n(x, k), \quad x \in \mathbb{R}, \quad k \in \bar{D}_n \setminus \mathbb{Q}, \quad n = 1, \ldots, 6.$$

**Proof.** The proof amounts to verifying that the solutions of the Volterra equations (3.22) and of the Fredholm equation (4.1) depend continuously on the potential $(u_0, v_0) \in S(\mathbb{R})$. Let $\epsilon > 0$ and let the superscript $(i)$ indicate quantities associated with the sequence $(u_0^{(i)}(x), v_0^{(i)}(x))$. It is easy to see from the Volterra series that $X^{(i)}(x, k)$ converges pointwise to $X(x, k)$ as $i \to \infty$. Moreover, the following bound holds uniformly with respect to $i$ (cf. (3.23a)):

$$(4.40) \quad |X^{(i)}(x, k) - I| \leq C, \quad x \in \mathbb{R}, \quad k \in (\omega^2 \bar{S}, \omega \bar{S}, \bar{S}), \quad |k| > \epsilon.$$

Indeed, the properties of the Volterra series defining $X^{(i)}(x, k)$ depend on the norm $\|U^{(i)}(\cdot, k)\|_{L^1([x, \infty))}$. Since these norms are uniformly bounded, we find (4.41). The limit (4.36) now follows from the definition (3.42) of $s(k)$ and dominated convergence. The proof of (4.37) is similar.

We next prove (4.40). Consider the kernel $K$ defined in (4.7). The expression (3.12a) for $U$ implies that $K^{(i)}(x, x', k)$ converges pointwise to $K(x, x', k)$ as $i \to \infty$. Moreover, we can choose a function $b \in S(\mathbb{R})$ such that the bound (4.8) holds uniformly for all $i$:

$$(4.41) \quad \sup_i |K^{(i)}(x, x', k)| \leq b(x'), \quad x, x' \in \mathbb{R}, \quad k \in \bar{D}_i.$$

Using dominated convergence, we can then take the limit $i \to \infty$ in the formulas involving the Fredholm determinant and Fredholm minors in the proof of Proposition 4.1. In particular, the Fredholm determinant $f^{(i)}(k)$ converges pointwise to $f(k)$ and, by uniform convergence of the series in (4.12), the minor $F^{(i)}(x, x', k)$ converges pointwise to $F(x, x', k)$ and the bound (4.16) holds uniformly with respect to $i$. In the case of $n = 1$ and the third column, the limit (4.40) follows by using dominated convergence in the representation (4.18); the other cases are similar.

Recall that the sectionally analytic function $M(x, k)$ is defined by $M(x, k) = M_n(x, k)$ for $k \in D_n$. 

□
Lemma 4.6 (Jump condition for $M$). Let $u_0, v_0 \in \mathcal{S}(\mathbb{R})$. For each $x \in \mathbb{R}$, $M(x,k)$ satisfies the jump condition

$$M_+(x,k) = M_-(x,k)v(x,0,k), \quad k \in \Gamma \setminus \mathcal{Q},$$

where $v$ is the jump matrix defined in (2.11) and $\mathcal{Q}$ is the set defined in (4.3).

Proof. We will show that

$$M_1 = M_0v_1, \quad k \in (0, \infty) \setminus \mathcal{Q};$$

the proof that $M_4 = M_3v_4$ for $k \in (-\infty, 0) \setminus \mathcal{Q}$ is similar, and the jumps on the remaining parts of $\Gamma$ follow from these two jumps by symmetry.

Suppose first that $u_0, v_0$ have support in some compact subset $[-K, K] \subset \mathbb{R}$, $K > 0$. For each $k$, $M_n(x,k)$ is a smooth function of $x \in \mathbb{R}$ which satisfies (3.21). Hence there exists a matrix $J_1(k)$ independent of $x$ such that

$$M_1(x,k) = M_0(x,k)e^{x\mathcal{E}(k)}J_1(k), \quad k \in (0, \infty).$$

For $x < -K$ we have $M_n(x,k) = e^{x\mathcal{E}(k)}S_n(k)$, where $S_n(k)$ is the matrix defined in (4.32). Hence, evaluation of (4.43) at $x < -K$ gives

$$J_1(k) = S_0(k)^{-1}S_1(k).$$

This completes the proof of (4.42) for compactly supported $u_0, v_0$, because, by (2.11) and (4.31a),

$$e^{x\mathcal{E}}[S_0(k)^{-1}S_1(k)] = e^{x\mathcal{E}}\begin{pmatrix} 1 & -r_1(k) & 0 \\ r_1(k) & 1 - |r_1(k)|^2 & 0 \\ 0 & 0 & 1 \end{pmatrix} = v_1(x,0,k).$$

If $u_0, v_0 \in \mathcal{S}(\mathbb{R})$ are not compactly supported, we let $(u_0^{(i)}(x), v_0^{(i)}(x))$ be the sequence of smooth functions with compact support converging to $(u_0, v_0)$ defined in (4.35). In view of Lemma 4.5, the relation (4.42) for $(u_0,v_0)$ follows immediately by taking the limit $i \to \infty$ in the analogous relation for $(u_0^{(i)}(x), v_0^{(i)}(x))$. \hfill \square

Lemma 4.7. Let $u_0, v_0 \in \mathcal{S}(\mathbb{R})$. The functions $M_1$ and $M_1^A \equiv (M_1^{-1})^T$ can be expressed in terms of the entries of $X,Y, X^A, Y^A, s,$ and $s^A$ as follows:

$$M_1 = \begin{pmatrix} X_{11} & Y_{11}X_{21} - Y_{12}X_{31} & Y_{13} \\ X_{21} & Y_{21}X_{31} - Y_{22}X_{32} & Y_{23} \\ X_{31} & Y_{31}X_{21} - Y_{32}X_{22} & Y_{33} \end{pmatrix}, \quad M_1^A = \begin{pmatrix} Y_{11} & X_{11}Y_{21} - X_{12}Y_{31} & X_{13} \\ Y_{21} & X_{21}Y_{31} - X_{22}Y_{32} & X_{23} \\ Y_{31} & X_{31}Y_{21} - X_{32}Y_{22} & X_{33} \end{pmatrix},$$

for all $x \in \mathbb{R}$ and $k \in \tilde{D}_1 \setminus \mathcal{Q}$.

Proof. Let $(u_0^{(i)}(x), v_0^{(i)}(x))$ be the sequence converging to $(u_0(x), v_0(x))$ in (4.35). Then Lemma 4.4 implies

$$M_n^{(i)}(x,k) = Y^{(i)}(x,k)e^{x\mathcal{E}(k)}S_n^{(i)}(k) = X^{(i)}(x,k)e^{x\mathcal{E}(k)}T_n^{(i)}(k), \quad k \in \tilde{D}_n \setminus \mathcal{Q}.$$ 

In particular, the first and third columns of $M_1^{(i)}$ admit the following representations for $x \in \mathbb{R}$, $k \in \tilde{D}_1 \setminus \mathcal{Q}$, and $i \geq 1$:

$$\begin{cases} |M_1^{(i)}(x,k)|_1 = |X^{(i)}(x,k)|_1, \\ |M_1^{(i)}(x,k)|_3 = \frac{|Y^{(i)}(x,k)|_3}{s^{(i)}(s^{(i)})}, \end{cases}$$

where we use the notation $[A]_j$ for the $j$th column of a matrix $A$. Using Lemma 4.5 to let $i \to \infty$, we find (note that all quantities are well-defined also when $u_0, v_0$ are not compactly supported)

$$\begin{cases} |M_1(x,k)|_1 = |X(x,k)|_1, \\ |M_1(x,k)|_3 = \frac{|Y(x,k)|_3}{s^{(x,k)}s^{(x,k)}}, \quad x \in \mathbb{R}, \ k \in \tilde{D}_1 \setminus \mathcal{Q}. \end{cases}$$
Analogous arguments using that
\[
S_1(k)^A = \begin{pmatrix}
\frac{1}{s_{11}} & -\frac{s_{21}}{s_{11}s_{33}(s)} & m_{13}(s) \\
0 & -\frac{s_{33}(s)}{s_{11}} & -m_{23}(s) \\
0 & 0 & m_{33}(s)
\end{pmatrix}, \quad T_1(k)^A = \begin{pmatrix}
\frac{1}{s_{11}} & 0 & 0 \\
\frac{s_{21}}{s_{11}s_{33}(s)} & 1 & 0 \\
\frac{s_{33}(s)}{s_{11}} & 0 & 1
\end{pmatrix},
\]
show that
\[
\begin{cases}
[M_1(A,k)]_1 = \frac{\gamma^A(x,k)}{s_{11}(k)}, \\
[M_1(A,k)]_3 = [X^A(x,k)]_3,
\end{cases}
\]
\(x \in \mathbb{R}, k \in \tilde{D}_1 \setminus \mathcal{Q}.
\]
On the other hand, the trivial identity \(M = (M^A)^A\) shows that \([M]_2\) can be expressed in terms of \([M^A]_1\) and \([M^A]_3\) by
\[
\begin{align*}
M_{12} &= -m_{12}(M^A), & M_{22} &= m_{22}(M^A), & M_{32} &= -m_{32}(M^A). \\
\end{align*}
\]
Similarly \([M^A]_2\) can be expressed in terms of \([M]_1\) and \([M]_3\) by
\[
\begin{align*}
M_{12}^A &= -m_{12}(M), & M_{22}^A &= m_{22}(M), & M_{32}^A &= -m_{32}(M).
\end{align*}
\]
The lemma follows from equations (4.44)-(4.46).

Lemma 4.7 shows that if \(u_0, v_0\) satisfy Assumption 2.1, then \(M\) has no singularities apart from \(k = 0\) (because \(s_{11}^A(k) \neq 0\) for \(k \in \tilde{D}_1 \setminus \{0\}\) implies \(s_{33}^A(k) = s_{22}^A(\omega k) = s_{11}^A(\omega k) \neq 0\) for \(k \in \tilde{D}_1 \setminus \{0\}\)); roughly speaking, this absence of singularities corresponds to the absence of solitons. In this case, we can define the value of \(M(x,t,k)\) at any point \(k_j \in \mathcal{Q} \cap \tilde{D}_n \setminus \{0\}\) by continuity:
\[
M_n(x,t,k_j) = \lim_{k \to k_j} M_n(x,t,k).
\]
As a consequence, we can replace \(\mathcal{Q}\) with \(\{0\}\) in all the above results.

**Lemma 4.8.** Suppose \(u_0, v_0 \in S(\mathbb{R})\) are such that Assumption 2.1 holds. Then the statements of Proposition 4.1 and Lemmas 4.4-4.6 hold with \(\mathcal{Q}\) replaced by \(\{0\}\).

**Proof.** Lemma 4.7 shows that, by analyticity and continuity arguments, the statements of Proposition 4.1 and Lemmas 4.4-4.6 can be extended to all \(k \notin \{0\}\). \(\square\)

**Lemma 4.9 (Asymptotics of M as k \to 0).** Suppose \(u_0, v_0 \in S(\mathbb{R})\) are such that Assumptions 2.1 and 2.2 hold. Let \(p \geq 1\) be an integer. Then there are \(3 \times 3\)-matrix valued functions \(\{M_n^{(l)}(x), N_n^{(l)}(x)\}, n = 1, \ldots, 6, l = -2, -1, 0, \ldots, p,\) with the following properties:
(a) The function \(M\) satisfies, for \(x \in \mathbb{R},\)
\[
\left| M_n(x,k) - \sum_{l=-2}^{p} M_n^{(l)}(x)k^l \right| \leq C|k|^{p+1}, \quad |k| \leq \frac{1}{2}, \quad k \in \tilde{D}_n.
\]
(b) The function \(M^{-1}\) satisfies, for \(x \in \mathbb{R},\)
\[
\left| M_n(x,k)^{-1} - \sum_{l=-2}^{p} N_n^{(l)}(x)k^l \right| \leq C|k|^{p+1}, \quad |k| \leq \frac{1}{2}, \quad k \in \tilde{D}_n.
\]
(c) For each \(n\) and each \(l \geq -2, \{M_n^{(l)}(x), N_n^{(l)}(x)\}\) are smooth functions of \(x \in \mathbb{R}\).
(d) For \(n=1\), the first coefficients are given by
\[
M_1^{(-2)}(x) = \alpha_1(x) \begin{pmatrix} \omega & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
\[
M_1^{(-1)}(x) = \beta_1(x) \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & \omega^2 \end{pmatrix} + \gamma_1(x) \begin{pmatrix} \omega^2 & 0 & 0 \\ 1 & 0 & 0 \\ \omega & 0 & 0 \end{pmatrix} + \delta(x) \begin{pmatrix} 0 & 1 - \omega & 0 \\ 0 & 1 - \omega & 0 \\ 0 & 0 & 1 - \omega \end{pmatrix},
\]
\]
where
\[ \delta(x) = \frac{\tilde{\alpha}_2(x)\tilde{\gamma}_1(x) - \tilde{\alpha}_1(x)\tilde{\gamma}_2(x)}{g^{(-2)}}, \]
and the third column of \( \mathcal{M}_1^{(0)}(x) \) is given by
\[ (4.49) \quad \mathcal{M}_1^{(0)}(x) = \begin{pmatrix} * & * & \epsilon(x) \\ * & * & \epsilon(x) \\ * & * & \epsilon(x) \end{pmatrix} \text{ with } \epsilon(x) = \frac{\alpha_2(x)}{g^{A(-2)}}, \]
where * denotes an unspecified entry. Moreover,
\[ (4.50) \quad \mathcal{N}_1^{(-2)}(x) = \tilde{\alpha}_1(x) \begin{pmatrix} 0 & 0 & 0 \\ \omega & \omega^2 & 1 \end{pmatrix}, \]
\[ (4.51) \quad \mathcal{N}_1^{(-1)}(x) = \tilde{\beta}_1(x) \begin{pmatrix} 0 & 0 & 0 \\ \omega & \omega^2 & 1 \end{pmatrix} + \tilde{\gamma}_1(x) \begin{pmatrix} 0 & 0 & 0 \\ \omega^2 & \omega & 1 \end{pmatrix} \]
\[ + \tilde{\delta}(x) \begin{pmatrix} 0 & 0 & 0 \\ \omega - 1 & \omega^2 - \omega & 1 - \omega^2 \end{pmatrix}, \]
where
\[ \tilde{\delta}(x) = \frac{\alpha_2(x)\gamma_1(x) - \alpha_3(x)\gamma_2(x)}{g^{A(-2)}}, \]
and the first row of \( \mathcal{N}_1^{(0)}(x) \) is given by
\[ (4.53) \quad \mathcal{N}_1^{(0)}(x) = \begin{pmatrix} \tilde{\epsilon}(x) & \tilde{\epsilon}(x) & \tilde{\epsilon}(x) \\ * & * & * \\ * & * & * \end{pmatrix} \text{ with } \tilde{\epsilon}(x) = \frac{\tilde{\alpha}_2(x)}{g^{(-2)}}. \]

(e) For each \( x \in \mathbb{R} \), the function \( k \mapsto \left(\omega \quad \omega^2 \quad 1\right) \) \( M_n(x, k) \) is bounded as \( k \to 0 \), \( k \in \mathcal{D}_n \).

Proof. We only consider the case \( k \in \mathcal{D}_1 \). The asymptotics in the other sectors can be obtained from the symmetry \( M(x, k) = \mathcal{A}M(x, \omega k)\mathcal{A}^{-1} = \mathcal{B}M(x, k)\mathcal{B} \). Since \( u_0, v_0 \) satisfy Assumption 2.2, \( s^{(-2)} \neq 0 \) and \( s^{A(-2)} \neq 0 \). Lemma 4.7 provides expressions for \( \mathcal{M}_1 \) and \( \mathcal{M}_1^A \) for \( k \in \mathcal{D}_1 \setminus \{0\} \) in terms of \( X, Y, s, X^A, Y^A, s^A \). Using the expansions as \( k \to 0 \) of the latter set of functions (see Propositions 3.3, 3.5, 3.8, and 3.9) and recalling Assumptions 2.1 and 2.2, the lemma follows. \( \square \)

5. PROOF OF THEOREM 2.6

Suppose \( \{u(x, t), v(x, t)\} \) is a Schwartz class solution of (1.5) with existence time \( T \in (0, \infty] \) and initial data \( u_0, v_0 \in \mathcal{S}(\mathbb{R}) \). Suppose Assumptions 2.1 and 2.2 hold and define the spectral functions \( r_1(k) \) and \( r_2(k) \) in terms of \( u_0, v_0 \) by (2.7). Define time-dependent eigenfunctions \( \{M_n(x, t, k)\}_{n=1}^6 \) by replacing \( U(x, k) \) with the time-dependent potential \( U(x, t, k) \) in the integral equations (4.1). Define the sectionally analytic function \( M(x, t, k) \) by setting \( M(x, t, k) = M_n(x, t, k) \) for \( k \in \mathcal{D}_n \).

By Lemma 4.3 and the definition (3.27) of \( X_{(p)} \), we have
\[ \lim_{k \to \infty} k[(M(x, t, k))]_{33}^{(3)} - 1] = -\frac{2}{3} \int_{-\infty}^{x} u(x', t)dx'. \]
Recalling that \( u, v \) have rapid decay as \( x \to \infty \) and that \( u_t = v_x \), the formulas (1.9) for \( u \) and \( v \) follow. On the other hand, uniqueness of the solution of the RH problem 2.4 is proved in Appendix A. Thus it only remains to verify that \( M \) satisfies the RH problem 2.4.

Property (c) of RH problem 2.4 related to the asymptotics of \( M \) as \( k \to \infty \) follows from Lemma 4.3 and the definition (3.27) of \( X_{(p)} \). Property (d) related to the asymptotics of \( M \) as \( k \to 0 \) follows from Lemma 4.9, whereas property (e) follows from the symmetries (4.5) of \( M \) and Lemma 4.8. To prove the remaining two properties (properties (a) and (b)) of RH problem 2.4 we need the following lemma.
Lemma 5.1. Let \( n = 1, \ldots, 6 \). For each \( k \in \bar{D}_n \setminus \{0\} \), \( M_n(x, t, k) \) is a smooth function of \( (x, t) \in \mathbb{R} \times [0, T) \) satisfying the Lax pair equations (3.18).

**Proof.** For each fixed \( t \), the eigenfunctions \( M_n \) possess all the properties derived in Section 3; in particular, they depend smoothly on \( x \) and satisfy the \( x \)-part of (3.18). Using the smoothness of \( \{ u(x, t), v(x, t) \} \) together with the decay assumption (2.20), differentiation of the representation (4.18) for \( M_n \) shows that the \( M_n \) depend smoothly on \( t \) whenever \( k \in \bar{D}_n \setminus Q \), where \( Q \) is the set defined in (4.3). Furthermore, differentiation of (4.1) with respect to \( t \) shows that if \( k \in \bar{D}_n \setminus Q \), then the derivative \( \partial_t M_n \) satisfies the Fredholm equation

\[
(\partial_t M_n)_{ij}(x, t, k) = \int_{\gamma_{ij}} \left( e^{(x-x')\hat{L}(t)}(U_t M_n)(x', t, k) \right)_{ij} \, dx',
\]

(5.1)

Suppose \( k \in \bar{D}_n \setminus Q \). The function \( \hat{M}_n := M_n e^{\hat{L}x + \hat{Z}t} \) satisfies the \( x \)-part in (3.7). Furthermore, since \( \{ u(x, t), v(x, t) \} \) solve (1.5), \( L \) and \( Z \) obey the compatibility condition \( L_t - Z_x + [L, Z] = 0 \). It follows that \( \partial_t \hat{M}_n - Z \hat{M}_n \) also satisfies the \( x \)-part in (3.7), or, in other words, that

\[
\chi_n := (\partial_t M_n - \hat{M}_n e^{-\hat{L}x - \hat{Z}t}) = \partial_t M_n - [Z, M_n] - \nabla M_n
\]

satisfies the \( x \)-part in (3.18). For each \( t \geq 0 \), \( M_n(x, t, k) \) is bounded for \( x \in \mathbb{R} \) by (4.4) and \( V(x, t, k) \) has decay as \( |x| \to \infty \). Moreover, we conclude from (4.1) and (5.1) that the \( (ij) \)th entries of \( M_n \) and \( \partial_t M_n \) approach zero as \( x \to +\infty \) if \( \gamma_{ij}^n = (+\infty, x) \), whereas they approach zero as \( x \to -\infty \) if \( \gamma_{ij}^n = (-\infty, x) \). It follows that

\[
(\chi_n)_{ij} \to 0 \quad \text{as} \quad \begin{cases} x \to -\infty & \text{if } \gamma_{ij}^n = (-\infty, x), \\ x \to +\infty & \text{if } \gamma_{ij}^n = (+\infty, x), \end{cases} \quad i, j = 1, 2, 3.
\]

Hence \( \chi_n \) satisfies the homogeneous version of the Fredholm equations (4.1) (i.e., the equations obtained from (4.1) by replacing \( \delta_{ij} \) with zero). These homogeneous equations have no nonzero solution whenever the Fredholm determinant is nonzero. Hence \( \chi_n \) vanishes identically for each \( k \in \bar{D}_n \setminus Q \). This shows that \( M_n \) satisfies the \( t \)-part of (3.18) for \( k \in \bar{D}_n \setminus Q \). Since the right-hand side of this \( t \)-part extends continuously to \( k \in \bar{D}_n \setminus \{0\} \), so does \( \partial_t M_n \) (and by uniform convergence the limit in (4.48) commutes with \( \partial_t \), see e.g. [19, Theorem 7.17]). Thus the \( t \)-part of (3.18) holds for all \( k \in \bar{D}_n \setminus \{0\} \). Recursive use of the \( t \)-part shows that \( M_n \) depends smoothly on \( t \) also for \( k \in Q \cap \bar{D}_n \setminus \{0\} \). This completes the proof. \( \square \)

The next lemma completes the proof that \( M \) satisfies the RH problem 2.4 and therefore also the proof of Theorem 2.6.

**Lemma 5.2.** For each \( (x, t) \in \mathbb{R} \times [0, T) \), \( M(x, t, k) \) is an analytic function of \( k \in \mathbb{C} \setminus \Gamma \) with continuous boundary values on \( \Gamma \setminus \{0\} \). Moreover, \( M \) satisfies the jump condition (2.12).

**Proof.** The analyticity and the existence of continuous boundary values are a consequence of Proposition 4.1 and Lemma 4.8. By Lemma 5.1, \( M_n \) satisfies the Lax pair equations (3.18). These equations imply that the functions \( M_n \) are related by

\[
M_{n+1}(x, t, k) = M_n(x, t, k) e^{\hat{L}x + \hat{Z}t} \left( M_n(0, 0, k)^{-1} M_{n+1}(0, 0, k) \right),
\]

for \( (x, t) \in \mathbb{R} \times [0, T) \) and \( k \in \bar{D}_n \cap \bar{D}_{n+1} \), \( n = 1, \ldots, 6 \) (with \( D_7 := \bar{D}_1 \) and \( M_7 := M_1 \)). Equation (2.12) now follows from Lemma 4.6. \( \square \)

6. Numerical example

The functions \( X, Y, s, X^4, Y^4, s^4, M \) can all be computed numerically. All properties of these functions listed in Sections 3 and 4 have been verified numerically for various choices of the initial data. The aim of this section is to illustrate the behavior of some of these functions as \( k \to 0 \) for a particular choice of \( u_0 \) and \( v_0 \). Our numerics are based on the Julia package “ApproxFun” developed by Sheehan Olver (see https://github.com/JuliaApproximation/ApproxFun.jl
and \([17, 18]\)). For the illustration, we take the following compactly supported initial data \(u_0, v_0 \in S(\mathbb{R})\):

(6.1a) \[
u_0(x) = \begin{cases} -8(1 + \cos(3x)) \exp\left(\frac{-2}{1 + x^2}\right), & \text{if } x \in (-1, 1), \\ 0, & \text{otherwise}, \end{cases}
\]

(6.1b) \[
u_0(x) = \begin{cases} 8(1 + x) \exp\left(\frac{-2}{1 + x^2}\right), & \text{if } x \in (-1, 1), \\ 0, & \text{otherwise}. \end{cases}
\]

The functions \(\alpha_1, \beta_1, \gamma_1, \delta_{1,1}, \delta_{1,2},\) and \(\delta_{1,3}\) describe the behavior of \(X\) as \(k \to 0\) (see Proposition 3.3) and their graphs as functions of \(x\) are displayed in Figure 2. We observe that \(\alpha_1, \beta_1, \gamma_1,\) and \(\delta_{1,j} - 1/3, \ j = 1, 2, 3,\) have decay as \(x \to +\infty\). We also observe that \(\alpha_1\) is bounded on \(\mathbb{R}\), that \(\beta_1\) and \(\gamma_1\) grow linearly as \(x \to -\infty\), and that \(\delta_{1,j}\) seem to grow quadratically at \(-\infty\). These observations are consistent with the bounds (3.33)-(3.35). The value of \(s^{(-2)}\) defined in (3.45) is 1.26068... and we obtain excellent numerical agreement for the expansion (3.44). Finally, Figure 3 shows the graphs of \(|r_1(k)|\) and \(|r_2(k)|\) for \(k > 0\) and \(k < 0\), respectively. In agreement

\[Figure 2. The graphs of the functions \(\alpha_1(x), \beta_1(x), \gamma_1(x), \delta_{1,1}(x), \delta_{1,2}(x),\) and \(\delta_{1,3}(x)\) associated to the initial data (6.1).
\]

\[Figure 3. The graphs of \(|r_1(k)|\) and \(|r_2(k)|\) for the initial data (6.1).
\]
with Theorem 2.3, we observe that $|r_1(0)| = |r_2(0)| = 1$, that $|r_1(k)| \to 0$ as $k \to +\infty$, and that $|r_2(k)| \to 0$ as $k \to -\infty$. We also mention, as an interesting aside, that if Assumption 2.1 is relaxed, then it is possible to find examples with $|r_1(k)| > 1$ for some small $k > 0$ and/or with $|r_2(k)| > 1$ for some small $k < 0$. For the KdV equation, the reflection coefficient is bounded above by 1 for all $k$ (see e.g. [9]); this shows that the Boussinesq equation allows for a more general behavior.

**APPENDIX A. UNIQUENESS FOR RH PROBLEM 2.4**

In this appendix, we show the following uniqueness result.

**Proposition A.1** (Uniqueness of solution for RH problem 2.4). Let $r_1 : (0, \infty) \to \mathbb{C}$ and $r_2 : (-\infty, 0) \to \mathbb{C}$ be two functions which satisfy properties (i)-(iv) of Theorem 2.3. Then the solution of the RH problem 2.4 is unique, if it exists.

The proof of Proposition A.1 proceeds through a series of lemma. We assume throughout the appendix that $r_1 : (0, \infty) \to \mathbb{C}$ and $r_2 : (-\infty, 0) \to \mathbb{C}$ satisfy (i)-(iv) of Theorem 2.3.

**Lemma A.2.** Suppose that $N$ is a $3 \times 3$ matrix which obeys the symmetries (2.18) and which admits an asymptotic expansion

(A.1) \[ N(x,t,k) = N^{(0)}(x,t) + \frac{N^{(1)}(x,t)}{k} + \frac{N^{(2)}(x,t)}{k^2} + O(k^{-3}), \quad k \to \infty. \]

Then the coefficient matrices $\{N^{(j)}\}_0^2$ have the form

\[
N^{(0)} = \begin{pmatrix}
N^{(0)}_{13} & N^{(0)}_{13} & N^{(0)}_{13} \\
N^{(0)}_{13} & N^{(0)}_{33} & N^{(0)}_{33} \\
N^{(0)}_{13} & N^{(0)}_{33} & N^{(0)}_{33}
\end{pmatrix}, \quad N^{(1)} = \begin{pmatrix}
\omega^2 N^{(1)}_{13} & \omega N^{(1)}_{13} & N^{(1)}_{13} \\
\omega^2 N^{(1)}_{13} & \omega N^{(1)}_{33} & N^{(1)}_{33} \\
\omega^2 N^{(1)}_{13} & \omega N^{(1)}_{33} & N^{(1)}_{33}
\end{pmatrix}, \quad N^{(2)} = \begin{pmatrix}
\omega N^{(2)}_{33} & \omega^2 N^{(2)}_{13} & N^{(2)}_{13} \\
\omega N^{(2)}_{33} & \omega^2 N^{(2)}_{13} & N^{(2)}_{13} \\
\omega N^{(2)}_{33} & \omega^2 N^{(2)}_{13} & N^{(2)}_{13}
\end{pmatrix},
\]

where $\{N^{(j)}_{13}\}_0^2$ are real-valued functions and $\{N^{(j)}_{33}\}_0^2$ are complex-valued functions.

**Proof.** It suffices to combine the large $k$ asymptotics (A.1) with the symmetries (2.18). After identifying the coefficients of different powers of $k$, we obtain

\[ N^{(0)} = AN^{(0)}_0 A^{-1} = \mathbb{B}N^{(0)}_0 \mathbb{B}, \quad N^{(1)} = \omega^2 AN^{(1)}_0 A^{-1} = \mathbb{B}N^{(1)}_0 \mathbb{B}, \]

\[ N^{(2)} = \omega AN^{(2)}_0 A^{-1} = \mathbb{B}N^{(2)}_0 \mathbb{B}. \]

Recalling the definitions (2.19) of $A$ and $\mathbb{B}$, the lemma follows. \[ \square \]

**Lemma A.3** (Asymptotics of $M$ as $k \to \infty$). If $M$ satisfies the RH problem 2.4, then, as $k \to \infty$,

\[ M(x,t,k) = I + \frac{M^{(1)}_{33}}{k^2} \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{pmatrix} + \frac{\hat{M}^{(2)}_{13}}{(1 - \omega)k^2} \begin{pmatrix} 0 & 1 & -1 \\ -\omega & 0 & \omega \\ \omega^2 & -\omega^2 & 0 \end{pmatrix} + O(k^{-3}), \]

(A.2)

where $M^{(1)}_{33}(x,t)$, $M^{(2)}_{33}(x,t)$, and $\hat{M}^{(2)}_{13}(x,t) := -(1 - \omega)M^{(2)}_{13}(x,t)$ are real-valued functions of $x$ and $t$. 


Proof. From Lemma A.2 and the conditions in (2.13), we see that, as \( k \to \infty \),

\[
M(x, t, k) = I + \frac{M^{(1)}_{33}}{k} \left( \begin{array}{ccc} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{array} \right) + \frac{1}{k^2} \left( \begin{array}{ccc} \omega M^{(2)}_{33} & \omega^2 M^{(2)}_{33} & M^{(2)}_{33} \\ \omega M^{(2)}_{13} & \omega^2 M^{(2)}_{13} & M^{(2)}_{13} \\ \omega M^{(2)}_{13} & \omega^2 M^{(2)}_{13} & M^{(2)}_{13} \end{array} \right) + O(k^{-3}).
\]

In particular, the last condition in (2.13) implies that \( \omega^2 M^{(2)}_{13} + M^{(2)}_{13} = 0 \), i.e., that \((1 - \omega)M^{(2)}_{13}\) is real-valued.

**Lemma A.4** (Unit determinant of \( M \)). If \( M \) is a solution of RH problem 2.4, then \( M \) has unit determinant.

**Proof.** The determinant \( \det M \) is analytic in \( \mathbb{C} \setminus \{0\} \) and approaches 1 as \( k \to \infty \). The assumption (2.14) on the behavior as \( k \to 0 \) implies (by a direct computation) that \( \det M \) has at most a simple pole at \( k = 0 \). Thus,

\[
\det M(x, t, k) = 1 + \frac{f(x, t)}{k},
\]

for some function \( f(x, t) \). On the other hand, (A.2) implies that \( \det M(x, t, k) = 1 + O(k^{-3}) \) as \( k \to \infty \) and thus \( f(x, t) = 0 \).

**Proof of Proposition A.1.** Suppose \( M \) and \( N \) are two solutions of the RH problem 2.4. By Lemma A.4, \( \det M \) and \( \det N \) are identically equal to one. In particular, the inverse transpose \( N^A := (N^{-1})^T \) of the matrix \( N \) can be expressed in terms of its minors according to (3.53). Expanding this expression for \( N^A \) as \( k \to 0 \) in \( D_1 \) and using (2.14), we find

\[
N^A(x, t, k) = \frac{1}{k^2} \left( \begin{array}{ccc} 0 & 0 & \star \\ 0 & 0 & \star \\ 0 & 0 & \star \end{array} \right) + \frac{1}{k} \left( \begin{array}{ccc} 0 & \star & \star \\ 0 & \star & \star \\ \star & \star & \star \end{array} \right) + O(1)
\]

as \( k \in D_1 \) approaches 0, where \( \star \) denotes an entry whose value is irrelevant for the present argument. Similarly, expanding the expression for \( N^A \) as \( k \to \infty \) and using (A.2), we find

\[
N^A(x, t, k) = I - \frac{N^{(1)}_{33}(x, t)}{k} \left( \begin{array}{ccc} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{array} \right) + \frac{1}{k^2} \left( \begin{array}{ccc} (N^{(2)}_{33}(x, t))^2 - N^{(2)}_{33}(x, t) & \omega & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & 1 \end{array} \right) + O(k^{-3}), \quad k \to \infty,
\]

where \( \tilde{N}^{(2)}_{13} = -(1 - \omega)N^{(2)}_{13} \). By (2.14) and (A.3), we have, as \( k \in D_1 \) approaches 0,

\[
MN^{-1} = \left\{ \begin{array}{l}
\frac{\alpha}{k^2} \left( \begin{array}{ccc} \omega & 0 & 0 \\ \omega & 0 & 0 \\ \omega & 0 & 0 \end{array} \right) + \frac{1}{k} \left( \begin{array}{ccc} \star & \star & 0 \\ \star & \star & 0 \\ \star & \star & 0 \end{array} \right) + \left( \begin{array}{ccc} \star & \star & \epsilon \\ \star & \star & \epsilon \\ \star & \star & \epsilon \end{array} \right) + O(k) \\
\times \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) + \frac{1}{k} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) + O(1) \right\} = O(k^{-2}),
\]

showing that \( MN^{-1} \) has at most a double pole at \( k = 0 \). Since \( MN^{-1} \) is analytic for \( k \in \mathbb{C} \setminus \{0\} \) and approaches the identity matrix as \( k \to \infty \), we conclude that

\[
M(x, t, k)N(x, t, k)^{-1} = I + \frac{P(x, t)}{k} + \frac{Q(x, t)}{k^2}
\]

for some matrices \( P(x, t) \) and \( Q(x, t) \). In fact, keeping track of the terms of order \( O(k^{-2}) \) in (A.5), we see that

\[
Q_{1j} = Q_{2j} = Q_{3j}, \quad j = 1, 2, 3.
\]
Furthermore, the symmetries (2.18) hold for $M$ and $N$ and hence also for $MN^{-1}$. Thus, by Lemma A.2, $P$ and $Q$ have the form

$$P = \begin{pmatrix} \omega^2 P_{33} & \omega P_{13} & P_{13} \\ \omega^2 P_{13} & \omega P_{33} & P_{13} \\ \omega^2 P_{13} & \omega P_{13} & \omega P_{33} \end{pmatrix}, \quad Q = \begin{pmatrix} \omega Q_{33} & \omega^2 Q_{13} & Q_{13} \\ \omega Q_{13} & \omega^2 Q_{33} & Q_{13} \\ \omega Q_{13} & \omega^2 Q_{13} & \omega Q_{33} \end{pmatrix},$$

where $P_{33}, Q_{33}$ are real-valued and $P_{13}, Q_{13}$ are complex-valued functions. Together with (A.7), this implies that

$$(A.8) \quad Q = Q_{33} \begin{pmatrix} \omega & \omega^2 & 1 \\ \omega & \omega^2 & 1 \\ \omega & \omega^2 & 1 \end{pmatrix}. $$

On the other hand, substituting the expansion (A.2) of $M$ and the transpose of the expansion (A.4) of $N$ into the left-hand side of (A.6) and identifying the coefficients of $k^{-1}$ and $k^{-2}$ in the resulting equation, we conclude that

$$(A.9) \quad P = (M_{33}^{(1)} - N_{33}^{(1)}) \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

$$(A.10) \quad Q = \left( \frac{M_{33}^{(2)} - M_{33}^{(1)} N_{33}^{(1)} + \left(N_{33}^{(1)}\right)^2 - N_{33}^{(2)}}{1 - \omega} \right) \begin{pmatrix} 0 & 1 & -1 \\ -\omega & 0 & \omega \\ \omega^2 & -\omega^2 & 0 \end{pmatrix} + \frac{\tilde{M}_{13}^{(2)}(x) - \tilde{N}_{13}^{(2)}(x)}{1 - \omega} \begin{pmatrix} 0 & 1 & -1 \\ -\omega & 0 & \omega \\ \omega^2 & -\omega^2 & 0 \end{pmatrix}.$$ 

In order to reconcile the equations (A.10) and (A.8), we must have $Q = 0$, and then (A.6) becomes

$$M(x,t,k)N(x,t,k)^{-1} = I + \frac{M_{33}^{(1)}(x,t) - N_{33}^{(1)}(x,t)}{k} \begin{pmatrix} \omega^2 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & 1 \end{pmatrix}. $$

Since the determinant of the left-hand side is identically equal to one, we conclude that $M_{33}^{(1)} - N_{33}^{(1)} = 0$. This shows that $M = N$ and completes the proof of the proposition. \[\square\]
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