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Abstract
Acute kidney injury (AKI) is a common clinical syndrome characterized by a sudden episode of kidney failure or kidney damage within a few hours or a few days. Accurate early prediction of AKI for patients in ICU who are more likely than others to have AKI can enable timely interventions, and reduce the complications of AKI. Much of the clinical information relevant to AKI is captured in clinical notes that are largely unstructured text and requires advanced natural language processing (NLP) for useful information extraction. On the other hand, pre-trained contextual language models such as Bidirectional Encoder Representations from Transformers (BERT) have improved performances for many NLP tasks in general domain recently. However, few have explored BERT on disease-specific medical domain tasks such as AKI early prediction. In this paper, we try to apply BERT to specific diseases and present an AKI domain-specific pre-trained language model based on BERT (AKI-BERT) that could be used to mine the clinical notes for early prediction of AKI. AKI-BERT is a BERT model pre-trained on the clinical notes of patients having risks for AKI. Our experiments on Medical Information Mart for Intensive Care III (MIMIC-III) dataset demonstrate that AKI-BERT can yield performance improvements for early AKI prediction, thus expanding the utility of the BERT model from general clinical domain to disease-specific domain.
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1 Introduction
Acute kidney injury (AKI) refers to an abrupt decrease in kidney function, resulting in a build-up of waste products in the blood, making it hard to keep the right balance of fluid in the body. AKI can also affect other organs such as the brain, heart, and lungs, thus it is a serious condition that requires immediate treatment. Most of the time, AKI happens in people who are already sick and in the hospital, people who are in the intensive care unit (ICU) are even more likely to develop AKI [1]. AKI usually leads to a prolonged hospital stay and with subsequent morbidity or early mortality post discharge [2, 3, 4, 5]. Currently, the main biomarker to identify AKI is serum creatinine (SCr) which is a late marker of injury [6]. However, the efficacy of treatments largely depends on the early prediction of AKI, thus, it is critical to find a way to predict AKI early on to enable timely interventions and treatments.

While structured data in the EHR have obvious value, unstructured clinical notes could contain a wealth of insights into patients like family history, social relations, physician’s comments and many other details that are not likely to be available in the structured records but could suggest onset and progression of a certain disease.
like AKI. A recent study [7] suggests that real-world data captured in unstructured notes offer more accuracy than structured data in predicting coronary artery disease when trained algorithms are used to mine it. Thus, mining the clinical notes can be an effective way to achieve early prediction of AKI. However, it is challenging to extract predictive information from unstructured text.

Recently, contextual word embedding models for text mining, such as BERT [8], ELMo [9] and ULMFiT [10], have achieved dramatic successes enabled by transfer learning in many natural language processing (NLP) tasks. However, these models have been primarily explored for general domain text. Recently, BioBERT [11] and clinical BERT [12] are proposed for biomedical text and clinical narratives, respectively. However, clinical notes related to AKI could have some differences from general clinical text in linguistic characteristics, even if the language difference may not be summarized in a general sense by eyes. We applied a simple logistic regression model to distinguish AKI-related clinical notes and general clinical notes; it can achieve an accuracy of 95%, suggesting that the AKI related notes could have certain linguistic differences from the general clinical notes, motivating the need for disease domain-specific BERT models for AKI. We also plot the word cloud that are positively and negatively correlated to AKI-related notes by Pearson correlation coefficients in Figure 1.

Since patients in ICU are most likely to progress to AKI, a comprehensive study of ICU patients is essential to predict the development of AKI. In this paper, we focus on the notes of ICU patients within the first 24 hours of admission for AKI prediction.

Our methods are illustrated in Fig. 2. In our methods, three steps are taken to achieve the risk prediction of AKI, (1) we further pre-train the publicly-released pre-trained BERT model (e.g., BERT-base [8], BioBert [11], Bio+Clinical BERT [12]) with unlabeled AKI domain notes, and get AKI-BERT (Fig. 2a); (2) we fine-tune AKI-BERT for an AKI early prediction task with the training notes and the corresponding labels (Fig. 2b); (3) the fine-tuned AKI-BERT model is used to pre-

Figure 1: Word clouds. (a) Words negatively correlated to AKI-related notes; (b) words positively correlated to AKI-related notes.
dict the probability that a patient will develop AKI from the notes of the patient (Fig. 2b).

The main contribution of this study are summarized as follows:

- We present AKI-BERT for AKI-related clinical NLP tasks. To the best of our knowledge, this is the first study to pretrain and release a contextual language model in a disease-specific domain, i.e., AKI. We release 3 varieties of AKI-BERT models that were obtained by pre-training BERT-base [8], BioBERT [11], and Bio+Clinical BERT (BC-BERT) [12] on AKI-related notes, respectively. The code and pre-trained models can be available at https://github.com/mocherson/AKI_bert.

- We demonstrate that AKI-BERT models pre-trained on AKI-related notes improve the performance of AKI prediction compared to BERT models pre-trained on general domain and clinical domains.

2 Related Work

2.1 AKI Prediction

The comprehensive and large amounts of electronic health records (EHR) data enables AKI prediction by developing data-driven models [5]. Most of the previous studies focused on specific patient populations such as cardiac surgery patients [13, 14, 15], elderly patients [16] and pediatrics patients [17]. Some other studies of AKI prediction focused on the validation of novel biomarkers or risk scores
et al. [18, 19, 13]. Most of these studies did not exclude the patients that have already pro-
gressed to AKI, where therapeutic interventions usually have limited effectiveness
[20]. Our approach focuses on patients who do not have AKI when admit to ICU
to achieve the early prediction of AKI. Recently, Li et al. [21] tried to early predict
AKI with clinical notes using bag-of-words features. Tomašev et al. [22] provided
a notable example of using lab values for continuous prediction of AKI. Sun et al.
[23] combined structured EHR and unstructured clinical notes for early prediction
of AKI. Different from previous research, this paper presents a pre-trained language
model on AKI-related domain, i.e., AKI-BERT. The pre-trained model can be fine-
tuned for AKI early prediction. This paper primarily focuses on the task of early
AKI prediction, and leave other NLP tasks for future work.

2.2 Text Classification
Predicting AKI for a clinical note can be seen as a text classification task where a
classifier is trained to accept a note text as input and outputs the risk the patient
of the note will progress to AKI. Traditional text classification studies mainly focus
on extracting features from the texts and training a classifier for the extracted
features. Many kinds of features can be extracted from text, such as the popular bag-
of-words features, n-grams [24] and entities in ontologies [25]. Some other studies
tried to convert texts to graphs and perform feature engineering on graphs and
subgraphs [26, 27, 28, 29].

Modern text classification usually applies deep neural networks to automatically
learn a vector representation for a text for classification. Many kinds of neural
networks were explored for text classification, such as convolutional neural networks
(CNN) [30, 31, 32, 33], recurrent neural networks (RNN) [34, 35, 36] and graph
convolutional networks (GCN) [37]. To further increase the representation flexibility
of deep learning models, attention mechanisms have been introduced as a part of
the models for text classification [38, 39, 40, 41].

2.3 Contextual Word Embedding Models
Recent studies showed that the success of deep learning for text classification largely
depends on the effectiveness of the word embeddings, i.e., the word-level represen-
tations [42, 43, 44]. Traditional word-level vector representations, such as word2vec
[45], GloVe [46], and fastText [47], represent a word as a single vector and cannot
differentiate the different word senses of the same word based on the surrounding
context. Recently, contextual word embedding models such as ELMo [9] and BERT
[8] showed their superiority in many NLP tasks by providing contextualized word
representations. These models can create a context-sensitive embedding for each
word in a given sentence by pre-training on a large text corpus. BERT has been
found to be even more effective than ELMo on a variety of tasks, including those
in the clinical domain [48, 49]. This is because the deeper architecture and more
parameters could generate more powerful representations. For this reason, we only
consider the BERT architecture in this paper.

There are several studies exploring the utility of BERT in the clinical or biomedical
domains. BioBERT [11] pre-trained the BERT model on a biomedical domain
corpus sourced from PubMed article abstracts and PubMed Central article full
texts. They found BioBERT could significantly outperform BERT on three representative biomedical text mining tasks including named entity recognition, relation extraction and question answering. On clinical text, Si et al. [48] trained a BERT language model on clinical note corpora and yielded improvements over both traditional word embeddings and ELMo embeddings on four datasets for concept extraction. Alsentzer et al. [12] pre-trained BERT and BioBERT on clinical text for a clinical domain-specific BERT model, and yielded performance improvements on three common clinical NLP tasks as compared to non-domain-specific models. Huang et al. also pre-trained BERT on MIMIC-III clinical notes and fine-tuned BERT for readmission prediction [50]. Yao et al. [51] pre-trained BERT in Chinese on a corpus of traditional Chinese medicine (TCM) clinical records, and achieved the state-of-the-art performance for TCM clinical records classification. Laila et al. [52] adapted BERT to the structured EHR domain and proposed Med-BERT for disease prediction; they evaluated Med-BERT for heart failure and pancreatic cancer and achieved substantial improvements. However, no BERT models have been pre-trained specifically for AKI domain in literature. This paper will pre-train a BERT model on AKI-related domain, and apply the model to early prediction of AKI.

3 Methods

3.1 BERT: Bidirectional Encoder Representations from Transformers
BERT [8] is a contextual word representation model that is developed on a multi-layer bidirectional transformer encoder which is based on a self-attention mechanism [40]. BERT is pre-trained with a masked language model (MLM) that predicts randomly masked words in a sequence, and hence can be used for learning better bidirectional representations than unidirectional language models (i.e., left-to-right and right-to-left). BERT is also pre-trained for a binary next sentence prediction (NSP) task to model the relationship between two sentences. By pre-training the model for the two tasks on a large text corpus, BERT obtains state-of-the-art performance on most NLP tasks with minimal task-specific architecture modifications.

BERT-base is obtained by pre-training the original 12-layer BERT model on general domain text corpora, English Wikipedia and BooksCorpus [8]. BioBERT [11] is obtained by pre-training BERT-base on large-scale biomedical corpora sourced from PubMed article abstracts and PubMed Central article full texts. Clinical BERT and Bio+Clinical BioBERT (BC-BERT) are obtained by respectively pre-training BERT-base and BioBERT on approximately 2 million clinical notes from the MIMIC-III v1.4 database. In this paper, we further pre-train previously pre-trained BERT models, including BERT-base, BioBERT and BC-BERT, on AKI-related notes from MIMIC-III to obtain AKI-BERT. ALL these models have the same structure and are all optimized by minimizing the loss of the two tasks, i.e., MLM and NSP. The differences are parameters that are learned with different parameter initialization and training data.

3.2 AKI-BERT: AKI domain pre-training
The AKI-related notes used to pre-train AKI-BERT is extracted from MIMIC-III dataset. According to the guidelines of Kidney Disease Improving Global Outcomes
(KDIGO) [53], AKI is defined by a certain increase of serum creatinine (SCr), thus, Following previous work [21], we consider the patients who had a creatinine measured in 72 hours following ICU admission. In order to avoid data leakage, Patients with history of AKI or chronic kidney disease (CKD) are excluded, patients whose clinical notes have mentioned kidney dysfunction related words and their abbreviations are also excluded. The notes during the first 24 hours of ICU admission for the remaining patients are used as the AKI corpus to pre-train AKI-BERT. Finally, The AKI corpus contains 16,560 notes, 2,838,906 sentences and 49,738,920 tokens tokenized by WordPiece [54].

AKI domain pre-training for AKI-BERT is actually training the model with parameters initialized with a previously pre-trained BERT model on AKI corpus. The losses of the two tasks MLM and NSP are summed to optimize the model on the training corpus [8].

3.3 AKI Prediction: Task-specific Fine-tuning
For a specific downstream task, after the pre-training of BERT, a task-specific fine-tuning step should be applied, where BERT is initialized with the pre-trained parameters, new layers can be added to the basic architecture for the specific task, all of the parameters are updated by minimizing the task-specific loss.

3.3.1 Data
Based on the criteria of KDIGO, following previous work [55], a patient ICU stay is labeled as AKI if either of the following two conditions is met: 1) increase in serum creatinine is greater than or equal to 0.3 mg/dL (i.e., 26.5 micromol/L) within 48 hours; 2) increase in serum creatinine is greater than or equal to 1.5 times baseline. 2531 ICU stays met condition 1 and 1847 ICU stays met condition 2, with 1593 overlaps. The baseline serum creatinine is defined by the minimum creatinine value in the first ICU day. All other ICU stays that had a creatinine measurement are labeled as non-AKI. Finally, we have a total of 2785 AKI ICU stays and 13775 non-AKI ICU stays. All the labeled ICU stays with the corresponding notes are
randomly split into training set, validation set and test set with notes of the same ICU stay in the same set. The notes in training set together with the corresponding labels (i.e., whether AKI occurs) are used to fine-tune the model end-to-end. The validation set is used to select the best model for evaluation in the training process. The test set is used to evaluate the fine-tuned model. The count information of notes in the three splits is shown in Table 1.

As we can see from Table 1, the dataset is imbalanced, only a few of the samples (∼17%) correspond to AKI onset. Training on an imbalanced dataset will bias the classifier to the majority class. Even if a great weight is given to the minority class in the loss function, the issue still exists. Because a batch randomly selected from the data usually contains no minority samples, especially in a small batch. We have tried three schemes to address this issue independently in our experiments. (1) Stratified Batch Sampler (SBS): we develop a stratified batch sampler algorithm to ensure each batch contains an equal proportion of samples from each class, and use a class-weighted loss function. (2) Down Sampling (DS): we downsample the majority class to make it balanced with the minority class by random choice without replacement. (3) Up Sampling (US): we upsample the minority class to make it balanced with the majority class by random choice with replacement.

### 3.3.2 Classifier fine-tuning

Classifier fine-tuning for AKI prediction is to train a classifier constructed with the BERT structure and a linear layer used for classification. The BERT can accept a single sentence as input and output the sentence embedding. For a general single sentence classification task, the sentence embedding is fed to a linear layer to output the class probabilities which are combined with the true class label to compute the loss for optimization.

Since BERT can accept a maximum sequence length of 512, and a clinical note usually has much more words. A long note cannot be directly handled by BERT. We adopt two strategies to address this issue. (1) Truncating: each note is considered as a sequence, long notes are truncated to 512 tokens. (2) Pooling: we split each note into sentences that do not exceed the maximum sequence length, and get an embedding for each sentence by inputting the sentences to AKI-BERT. We use a pooling approach to get the embedding of the note based on the sentence embeddings (Fig. 3). In our experiments, we use MaxPooling where the sentence embeddings are aggregated to one note embedding by retaining the maximum value of each dimension of the sentence embeddings. We acknowledge that there may be a lot of even better polling strategies or models (e.g., Longformer [56]) for long notes embedding. In this study, we focused on BERT model for a specific disease, the pooling strategies or models for long texts are not the focus of this paper. We will
leave the discussion of Longformer and pooling strategy for long text for the future work.

Note that the AKI corpus for pre-training contains all the clinical text without any label information. The fine-tuning uses the training set that is a part of the AKI corpus together with the label information to train the model for the AKI early prediction task. The evaluation of the model is based on the test set and the corresponding labels. Since in the model pre-training process, the test notes are seen but the label of the test notes are unknown, the whole learning process is in the semi-supervised learning framework which presents a valid evaluation of the model.

4 Experiments

4.1 Settings

For AKI-domain pre-training, we use the default settings as BERT implemented in pytorch transformers [1], except for the initialization and corpus. We obtain 3 varieties of BERT models on AKI-related corpus by pre-training BC-BERT, BioBERT and BERT-base, named AKI-BC-BERT, AKI-BioBERT and AKI-baseBERT, respectively.

For task-specific fine-tuning, the truncating setting is actually the same as the original BERT. For pooling setting, we set max sequence length as 32, since the average sentence length is 17.6 in our corpus. Some notes have too many sentences for our GPU memory to process, we set a note can have 180 sentences at most, notes with more than 180 sentences are randomly sampled to 180 sentences. Our batch size is set as 4 and the training epoch is 5. We evaluate the model with validation set every 500 batches in the training process. The model with maximum AUC in validation set is selected for AKI prediction on the test set.

4.2 Results and Discussions

The AKI prediction performances of the models on the test set are listed in Table 2. The setting weight just applies a class weight that is inversely proportional to the sample size in the class. Static setting does not do classifier fine-tuning and just use the output note embedding as features fed to a logistic regression classifier, this can be considered only the linear classifier is trained during the fine-tuning phase. All other settings, including SBS, DS, US and weight, allowed all parameters from BERT and the linear layer to be fine-tuned in the classifier fine-tuning process. Since our goal is to demonstrate that AKI domain-specific embeddings can be more effective than general embeddings, thus some methods that are not based on word embeddings (e.g., bag-of-words) are not compared with in our experiments. From Table 2, overall, AKI-BERT variants perform better than others for each setting in terms of AUC and F1, the reason is that the pre-training of AKI-BERT incorporates general information in AKI domain into AKI-BERT, thus can achieve more precise representations for AKI domain words and more effective for AKI domain tasks.

In Table 2, we note some models fail in fine-tuning for AKI prediction, NPV=nan means all samples are assigned to AKI class, where Recall=1 and Precision=0.172 (858/5000). Precision=nan means all samples are assigned to non-AKI class, where

[1] https://github.com/huggingface/transformers/blob/v1.0.0/examples/lm_finetuning/simple_lm_finetuning.py
Recall=0 and SPC=1. Since all the BERT models have the same architecture, and the only differences are the initialization which affects the optimization of the models. The models that are obtained by pre-training on the AKI corpus are expected to have more precise initialization including the initial word embeddings for AKI-related tasks. A bad initialization may cause the optimization of the model stuck on local optimum or plateaus, thus get a bad performance. This is why model pre-training is important.

BC-BERT is obtained by pre-training BioBERT on the whole MIMIC-III corpus, while AKI-BC-BERT, AKI-BC-BERT performs better than BC-BERT in most cases, which indicates that further pre-training on a subset of the clinical notes can still improve the performance for the subset-related tasks, i.e., AKI early prediction in our consideration. AKI-BioBERT is obtained by pre-training BioBERT on the AKI-related subset of MIMIC-III corpus. The difference between AKI-BioBERT and BC-BERT is the pre-training dataset.
AKI-BioBERT, AKI-BioBERT also performs better than BC-BERT in most cases, that is because pre-training on the whole MIMIC-III corpus does not perform as good as on its AKI-related subset. This may suggest that the MIMIC-III corpus without the AKI-related subset cannot help the AKI early prediction task, and even harmful, which is also validated by the comparison of results of Clinical BERT and AKI-baseBERT that AKI-baseBERT performs better than or comparable to Clinical. Also, from Table 2, the results of AKI-BioBERT are better than AKI-baseBERT in most cases, which indicates that the biomedical corpora sourced from PubMed can indeed improve the model for AKI early prediction. Among all the 7 models considered, only the pre-training processes of BioBERT and BERT-base have not involved the AKI-related corpus, thus the results of the two models are worse than the other five models as expected.

Comparing different balancing strategies of AKI-BERT in Table 2, in most cases of pooling, SBS performs better than DS, US and weight in terms of AUC, but weight performs best in terms of F1. Although the weight balancing strategy performs good for BERT models that are further pre-trained on AKI-related corpus, it fails for other BERT models like BC-BERT, Clinical BERT, BioBERT and BERT-base. And SBS strategy also fails for BioBERT and BERT-base. Given that weight > SBS > DS = US in terms of imbalance degree, this may suggest that imbalanced batches rely more on good initialization of BERT even if a class weight balancing strategy is used.

As we can see AKI-BERT can outperform the corresponding base BERT models consistently for AKI early prediction, thus, the pre-trained model can be helpful for practitioners that focus on the prediction performance. On the other hand, although the pre-training process consumes much time (3 days or so with Tesla V100 GPU), we release our pre-trained models that are ready for fine-tuning for the downstream AKI-related tasks without pre-training again. We believe that releasing our pre-trained models will be useful to the community.

4.3 Attention Visualization
We show the attention visualization of each token in an example notes in Figure 4. Figure 4a and 4b correspond to the AKI-BC-BERT and BC-BERT, respectively. In Figure 4, the highlight indicates the importance of the words for the label, the darker the highlight, the more important the words are for the AKI early prediction task. We can see that AKI-BC-BERT pays more attention to the words ‘lasix’, ‘endo’, ‘insulin drip’, and ‘protocol’ in this case, which is consistent with the previous finding using bag of words by Li et al. [21]; yet, BC-BERT spreads the attention over more words than AKI-BC-BERT; some of the words (e.g., ‘to’ and ‘plan’) are not related to AKI in a general sense. Comparing the highlight annotations between AKI-BC-BERT and BC-BERT, the annotation of AKI-BC-BERT is more precise than BC-BERT, which demonstrates the efficacy of pre-training on AKI-related corpus.

5 Conclusion
In this paper, we explored the pre-trained contextual language model BERT on AKI domain notes. We presented AKI-BERT that was further pre-trained from a
neuro: pt alert oriented following commands. resp: o2 sats 98% on 4l np coughing and deep breathing but not raising. c/v: hemodynamically stable with good co and ci. requiring neo to maintain map>60 weaned down to 0.4mcg this am. chest tubes draining small amount fo serous sanguinous drainage. gi: tolerating clear liquids. endo: insulin drip per protocol. gu: urine output down to 15 to 25 cc/hr for last several hours will discuss on rounds starting lasix. skin incisions clean and dry no drainage. pain: pt c/o minimal pain no medication given pt states she is ok. plan: deline wean off neo and transfer to floor.

(a) AKI-BC-BERT

pre-trained BERT on AKI domain corpus. We found domain-specific AKI-BERT can achieve better performance than BERT-base, Clinical BERT or BioBERT for AKI early prediction. We also found the pooling strategy is more effective than simple truncating for long notes. The limitation is that we only use MIMIC-III ICU notes which is from a single healthcare institution. Language styles across different institution are usually significantly different, we need more AKI notes from various institution to pre-train an AKI-BERT model suitable for various institution. In the future work, we will explore AKI-BERT for other medical NLP tasks such as AKI progression and mortality prediction. Leveraging domain knowledge to guide the fine-tuning of BERT is another interesting direction.

(b) BC-BERT

Figure 4: Attention visualization on an example note whose label is AKI.
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