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The furniture arrangement in a room is inherently connected with the geometry and functionality of the space, but also with other aspects, like usability, aesthetics, cost-effectiveness, or quality.

In this paper, we address the problem of data-driven layout synthesis, which recently has again become a research focus in computer graphics due to the advent of the next generation of generative machine learning [Para et al. 2021; Paschalidou et al. 2021].

Despite recent progress, interior layout synthesis is still challenging for machine learning methods since indoor scenarios are characterized by high variability, making them very high-dimensional. Consequently, generative algorithms require large amounts of reliable data to learn the probability distributions adequately to synthesize realistic results. Additionally, indoor design requires expert knowledge, like architectural or ergonomic design principles, to ensure the created layouts allow high living quality.

At the same time, indoor layout training data is difficult and expensive to obtain. Especially high-quality designs need to be crafted manually by professionals, making the process labor and time-intensive. Readily available datasets are often not well suited for the demanding training task and often lacks the aspects of expert knowledge, like ergonomic design principles. The data may have been created by non-experts and necessary design principles can be missing (cf. Figure 2). It may further contain errors and geometric flaws, like incorrect overlaps, intersections, or misplaced objects, making it unsuitable or unreliable for further digital processing.

We address these problems by using an autoregressive Transformer architecture with an additional information "injected" into the data-driven training process that is not contained in the data.
Transformers are generative models originally proposed for natural language processing that have proven very successful in a wide range of domains [Vaswani et al. 2017]. Recently, several methods have successfully used transformers for layout generation [Para et al. 2021; Paschalidou et al. 2021; Wang et al. 2020].

We use data-driven learning, since a dataset distribution often captures properties of layouts that would be hard to describe with manually designed rules, but at the same time it may contain an undesirable bias or other undesirable properties for a given task. In our approach, a layout \( L \) is defined as a set of discrete elements \( L := \{F_0, \ldots, F_N\} \), each represented with a fixed-length parameter vector. A generative model learns to generate new layouts according to a probability distribution \( p(L) \) that approximates the probability distribution of the dataset \( p_{\text{data}}(L) \). We propose to encode additional prior knowledge about a layout problem to obtain a learned distribution \( p'(L) \) that reflects both the dataset distribution and the prior knowledge.

This knowledge can be based on expert knowledge and allow to bias the learned probability distributions, such that specific properties of layouts are emphasized or diminished. In Section 3 we derive a set ergonomic rules from expert literature [Kroemer 2017], which we convert into differentiable cost functions that can be integrated into the Transformer training.

We integrate prior information into the loss function to train a transformer network in two ways: (1) we utilize them as weighting factors of the input training samples. In other words, if a layout does not match well with the given goal, its contribution to the learning process is diminished. Further (2), we use them to assess the quality of samples proposed during the training process. In the second case, expert knowledge is defined to be differentiable w.r.t. the predicted probabilities. In such manner, it serves as a form of a prior in the loss function. We discuss the details in Section 4.

In Section 5 we evaluate the proposed method and compare it to a recent data-driven method that does not utilize additional knowledge [Paschalidou et al. 2021]. We show that with our approach we can improve the realism of generated room layouts. Finally, we generalize the manual loss to other examples, like overlap minimization to compensate potential geometric errors contained in the training data.

In summary, the contributions of this paper are:

- We introduce an ergonomic loss for indoor layout design that improves the ergonomic quality of the layouts. We derive this loss from the expert knowledge in ergonomics (Section 3).
- We integrate the manually designed differentiable loss into the training of a Transformer network that augments the data-driven information and allows the control of the learned probability distribution (Section 4). We also show that this can be generalized to various other (differentiable) functions, like minimizing geometric overlaps.
- We empirically show that we can train a generative model which creates samples that have the similar realism-level to the ground truth data but increases the ergonomic quality, and we generalize the introduced manual loss to other functions (Section 5).

2 RELATED WORK

Interior spaces and their layouts are part of everyday life. Hence it is not surprising that such layouts are also an important part of multiple virtual domains, ranging from entertainment, architecture, to retail. For example, organizations such as Ikea and Wayfair are actively working toward understanding their customers needs [Ataer-Cansizoglu et al. 2019]. Typically, each domain has different requirements and needs, which require manual design [Wayfair 2022]. In practice, designing layouts is a laborious task due to high-dimensional design space, ranging from selecting relevant furniture pieces, to arranging the target space to fit the design goals. To alleviate such manual workflow, researchers have proposed multiple computational methods to assist in layout design. Below we classify previous work based on their approach.

2.1 Deep Learning Methods

With the rise of deep neural networks, numerous work increasingly rely on data to synthesize layouts. Typically, such methods employ neural networks, in which the network learns layout patterns from images, graphs, or other data. Such 3d scene data and the data modality is an important factor in deep learning [Fu et al. 2021a]. Early deep learning work utilizes top-down images of layouts to understand object-object layout relationships [Wang et al. 2018]. However, images do not naturally contain sufficient detail for the network to synthesize complex human-centered layouts. Graphs have also been proposed as a means to encode spatial layout information. Hence, a scene synthesis problem is transformed to predicting appropriate graph nodes and edges [Wang et al. 2019; Zhou et al. 2019]. While graphs provide more fine grain control for synthesis than images, they do not readily encode ergonomic qualities.

In addition to images and graphs, researchers explored how to use other 3d scene data representations for synthesis. [Li et al. 2019] synthesize scenes by sampling from a vector that represents the spatial structure of a scene. Such structure encodes a hierarchy of geometrical and co-occurrence relations of layout objects. [Zhang et al. 2020] proposed a hybrid approach that combines such vector representation with an image-based approach. The authors claim that images are needed to better capture local spatial relations. [Yang et al. 2021] combine such vector representation with Bayesian optimization to improve furniture placement predictions of the generative network.
Most recently, researchers have proposed to use neural networks based on transformers [Paschalidou et al. 2021; Wang et al. 2020]. The authors mention that an advantage of transformers is a faster synthesis compared to other deep-learning approaches. However, their work does not account for ergonomic qualities which results in misplaced furniture items. We demonstrate this point further in Section 5.

2.2 Other Approaches
Before the era of deep learning, early work considered layout as a mathematical optimization problem, where a set of constraints describe the layout quality in terms of energy [Merrell et al. 2011; Weiss et al. 2018; Yu et al. 2011]. The layout is then optimized via stochastic or deterministic optimization process. Other researchers proposed data-driven methods. In such methods, abstract layout structure and object-object relations are extracted from scene data sets. Qi et al. [2018] use interaction affordance maps for each layout object for stochastic layout synthesis. However, they only take into account static poses and spatial relationships between furniture pieces. Similarly, Fisher et al. [2015] used annotated 3d scans of rooms to identify which activities does an environment support. Based on such activity maps they synthesize small objects arrangements. Other researchers also learn layout structure from 3d scans for scene synthesis [Kermani et al. 2016]. They extract manually defined geometric relationships between objects from such scans, which are then placed using a stochastic optimization. Regrettably, previously mentioned synthesis work does not readily account for humans-centered ergonomic qualities, except for accessibility and spacing around furniture.

Recently, researchers did attempt to incorporate human-centered considerations for 3d scene synthesis. Fu et al. [2017] use a graph of objects to guide a layout synthesis process. The authors signal that object related activities play a role in human-object relations. However, they only consider static human poses in relation to such activities. Zhang et al. [2021] and Liang et al. [2019] focus on optimal work-space design. While the authors demonstrate novel use of simulation and dynamic capture of agent in action metrics, they only focus on mobility and accessibility based factors. In [Puig et al. 2018], the authors demonstrate how to evaluate the functionality of layouts. However, this work does not include 3d scene synthesis.

While 3d scene synthesis work has made impressive progress in understanding how to create new virtual layouts, it is still a challenging problem, since it is difficult to objectively measure quality of resulting scene. Our work proposes to directly combine such qualities with recent novel deep learning architectures.

3 ERGONOMIC RULES

Ergonomics is the scientific discipline concerned with understanding interactions among humans and other elements of a system. Instead of expecting humans to adapt to a design that might turn out to be uncomfortable, ergonomics aims to improve the design such that it suits its function and the needs of its users.

In our approach, we study the literature of ergonomic guidelines [Kroemer 2017] and derive a set of rules used to quantify an ergonomic quality of a design.

To evaluate how a given layout suits the ergonomic rules, we define a set of activities a typical user would perform in the given room. An activity is a set or sequence of actions that need to be performed to accomplish a specific goal [Puig et al. 2018]. An activity could be, for instance, reading a book or watching TV. Please refer to Table 1 for an association of activities we consider to the set of ergonomic rules we introduce.

3.1 Implemented Rules

We consider the following ergonomic rules which are expressed as scalar cost functions in the range of $[0, 1]$, where a lower value indicates a better score: (1) Reach, (2) Visibility, (3) Lighting, and (4) Glare. Please refer to Figure 3 for an illustration. We choose these four rules as examples for two reasons. First, they are all relevant for the kinds of activities that are often performed in the prevalent room types that are included in publicly available indoor layout datasets, i.e. reading a book in the bedroom, watching TV in the living room or using the computer in the library. The second reason is a practical one, since these rules can be defined as differentiable scalar functions in a range of $[0, 1]$, which perfectly suits our needs. Additional rules that can be formulated in such fashion can easily be incorporated into our framework.

The overall cost for a layout is computed in a hierarchical manner as a combination of costs for certain activities, which themselves are combinations of individual ergonomic costs. In this section, we first describe the individual ergonomic cost functions for each rule, followed by the activities we use to evaluate the layouts.

3.1.1 Reach. While being seated, a person only has limited mobility and thus objects that need to be interacted with should be within a distance that is easy to reach without the need to stand up. We can broadly categorize the area around a seated person into 3 zones. In the inner zone, objects can be reached without much effort, while objects in the outer zone are beyond reach. Objects in the middle zone can still be reached, but require more effort the further away they are. We model this reach loss $E_R$ as a sigmoid function that measures how difficult it is to reach an object at position $q$ from position $p$:

$$
E_R = \frac{1}{1.0 + \exp (-\beta_R (\|q - p\| - d_R))}.
$$

The function is centered at $d_R$ with scaling parameter $\beta_R$. We use $d_R = 0.8$ and $\beta_R = 15$ to model the zones of easy and extended reach.

3.1.2 Visibility. Visibility cost measures how visible an target object is from the viewpoint of the avatar given by position $p$ and viewing direction $u$. This measure is important for activities like

| Activity          | Reach | Visibility | Lighting | Glare |
|-------------------|-------|------------|----------|-------|
| Read book         | yes   | yes        |          | yes   |
| Watch TV          |       | yes        |          |       |
| Use computer      | yes   | yes        |          | yes   |
| Work at desk      | yes   | yes        |          |       |
watching TV or using the computer (cf. Table 1), since seating furniture with sub-optimal positions or orientations may require the user to take on unhealthy postures. To introduce this cost as smooth scalar function $E_u$, which can be minimized, we define the cost to increase with the angle between the two vectors $u$ and $v = \frac{q - p}{\|q - p\|}$:

$$E_u = 1 - \left( 1 + \langle u, v \rangle \right)^2.$$  \hspace{1cm} (2)

### 3.1.3 Lighting

Lighting cost measures how well an object is illuminated by light sources in the room. Ideally, when looking at an object, the viewer and the light source should be positioned in the same half-space of the viewed object, as otherwise the object itself would partially obstruct the direct illumination and cause self-shadowing. A light source $b_i$ is thus well suited for illuminating the object at position $q$ when viewed from position $p$ as long as the position-to-object vector $v = \frac{q - p}{\|q - p\|}$ and the vector $l_i = \frac{q - b_i}{\|q - b_i\|}$. Pointing from a light source at position $b_i$ to $q$ do not point in opposite directions:

$$e_i^l = \left( 1 - \frac{1 + \langle v, l_i \rangle}{2} \right)^4.$$  \hspace{1cm} (3)

Since multiple light sources can contribute to this cost, we compute their contribution by applying the softmin function to the vector $e_i^l = \{e_i^l\}_{i \in B}$ and using them as weights for computing the weighted sum:

$$E_L = \langle e_i^l, \text{softmin}(\beta \cdot e^l) \rangle,$$  \hspace{1cm} (4)

with $\beta$ being a temperature parameter that determines the hardness of the softmin function. We use $\beta = 10$. Since the computation of indirect illumination is prohibitively expensive, we only consider direct lighting.

### 3.1.4 Glare

Glare cost $E_g$ measures the decrease in visual performance from strong brightness contrast caused by having bright light sources in the field of view. Given position-to-object vector $v = \frac{q - p}{\|q - p\|}$ and glare vector $g_i = \frac{b_i - p}{\|b_i - p\|}$ pointing from $p$ to the light source at $b_i$, the cost increases as the angle between the vectors decreases:

$$e_i^g = \left( 1 + \langle v, g_i \rangle \right)^4.$$  \hspace{1cm} (5)

Since we do not require all possible positions to have a good score for every activity, we once again use the softmin function to compute a weighted sum of costs for the layout. That way, if there is only one position that is suitable for an activity, it will be the only one with a large contribution to the layout cost, while having multiple suitable positions will have them contribute equally. For a set of positions $p_j \in P$ we therefore have

$$E_{book} = \langle e_{book}, \text{softmin}(\beta \cdot e_{book}) \rangle.$$  \hspace{1cm} (6)
with $e^{\text{book}} = \{e^{\text{book}}_i\}_{i \in P}$ and using $\beta = 10$.

The other activities are defined similarly. For Watch TV, we require the TV to be visible from a piece of seating furniture and there should not be a light source in the field of view. We therefore compute the visibility and glare costs for positions $p_j$ with orientation $u_j$ (for chairs, beds, sofas) and TVs with position $q_k$:

$$e^{\text{tv}}_{j,k} = \frac{\hat{E}_V(\{p_j, u_j, q_k\}) + \hat{E}_G(\{p_j, B, q_k\})}{2}.$$  

Since there can be multiple TVs in a room in addition to multiple pieces of seating furniture, we need to compute the weighted sum of costs over every combination of $p_j$ and $q_k$, using $e^{\text{tv}} = [e^{\text{tv}}_{j,k}]_{j \in P, k \in Q}$:

$$E_{\text{tv}} = (e^{\text{tv}}, \text{softmax}(\beta \cdot e^{\text{tv}})). \quad (7)$$

The same rules are required for the activity Use computer, in addition to the reach rule since the seating furniture and computer should be in close proximity. We do not evaluate the lighting rule because the direction from which the light illuminates the computer is not as important, since the computer screen is already illuminated. Using $q_k$ to denote the positions of computers we define

$$e^{\text{comp}}_{j,k} = \frac{\hat{E}_V(\{p_j, u_j, q_k\}) + \hat{E}_G(\{p_j, B, q_k\})}{3},$$

Finally, for the activity Work at desk we apply the rules visibility, lighting and reach. Since the viewing angle is mostly directed downward toward the desk during this activity, it is not necessary to consider direct glare caused by light sources in the room. Given table positions $q_k$ and light sources $B$ we compute

$$e^{\text{work}}_{j,k} = \frac{\hat{E}_V(\{p_j, u_j, q_k\}) + \hat{E}_L(\{p_j, B, q_j\}) + \hat{E}_R(\{p_j, q_k\})}{3}.$$  

In order to compute the overall score $E$ for a layout we take the average of all activity costs that are possible in the layout (e.g. if there is no computer in the scene, we do not evaluate the cost for Use computer):

$$E = \frac{\sum_a \delta_a E_a}{\sum_a \delta_a},$$

with $a \in \{\text{book, tv, comp, work}\}$ and $\delta_a = 1$ if the corresponding activity can be performed in the layout and $\delta_a = 0$ otherwise.

4 LAYOUT GENERATION WITH EXPERT KNOWLEDGE

A loss designed by an expert, such as the ergonomic cost, defines desirable properties of layouts that may not be fully realized in a dataset. However, while minimizing the expert loss may be necessary to obtain a desirable layout, it is usually not sufficient, since a manually defined loss can usually not describe all desirable properties of a layout exhaustively. Thus, our goal is to combine the expert loss with a data-driven generative model for layouts. We use Transformers [Vaswani et al. 2017] as generative model, which are currently the state-of-the-art for layout generation [Parai et al. 2021; Paschalidou et al. 2021; Wang et al. 2020]. We first present our Transformer-based generative model and then describe how we integrate our ergonomic cost into our training setup.
ergonomic cost for each possible value of a token, which is prohibitively expensive. Instead, we opt for a less exact but much more efficient approach, where only a single evaluation of the ergonomic cost per token is needed. We compute the ergonomic loss $L_E$ as the ergonomic cost for the expected value of a token in a small window around the most likely value of the token:

$$L_E = E(s_{<i}, \hat{v}_i, s_{>i}),$$

where $N(x|\hat{v}, \sigma)$ is the normal distribution centered at $\hat{v}$ with standard deviation $\sigma$. $\hat{v}$ is the token value with highest probability, and $\sigma$ is set to $1/32$ of the full value range in our experiments. Figure 6 illustrates the approach. This loss provides gradients to all values in smooth window. Note that increasing the size of the window by increasing $\sigma$ would propagate the gradient to a larger range of token values, but could also result in expected token values $\hat{v}$ that are in low-probability regions of the distribution $p(s_i|s_{<i}, \theta)$, since the distribution may be multi-modal.

The total loss function $L$ is then given by

$$L(s^k) = \beta_T L_T(s^k) + \beta_E L_E(s^k),$$

with $L_T$ being the cross-entropy loss, $L_E$ being our proposed ergonomic loss and $\beta_T, \beta_E$ being weights that determine the influence of the two loss terms to the overall loss. We use $\beta_T = 1 - E(s^k)$ and $\beta_E = E(s^k)$, such that the cross-entropy loss has higher influence for training samples with better ergonomic score while the ergonomic loss is more important for samples with lower ergonomic score. Essentially, we want the network to learn about the general target distribution from examples that are already considered good, while learning how to improve the ergonomic score from bad examples. Please note that we do not apply the scaling function defined in Eq. 5 when computing the ergonomic score for the weights so that they remain in the range of $[0, 1]$. In Section 5.2, we discuss the influence of the weights $\beta_T$ and $\beta_E$ in more detail.

4.3 Training and Inference

4.3.1 Training. We train our models using the 3DFRONT dataset [Fu et al. 2021a,b] as training data. Since some room types in the dataset only contain few samples, we make use of a transfer learning strategy. We first train a base model containing training samples of all room types using a learning rate of 0.00005. This base model is then fine-tuned for each room type using a learning rate of 0.00002 for the Bedrooms dataset and 0.00001 for the other room types to prevent overfitting to the smaller datasets. The effect of this strategy is discussed in Section 5.6.

As hyperparameters for our networks we use 12 hidden layers, 8 attention heads, embedding dimensionality of 256, dropout probability of 0.1 and a batch size of 32. Each network is trained for 10 epochs, with the number of training samples per epoch being 8 times the number of samples in the training set, so that each augmented variation of a layout is seen once per epoch (cf. Section 5.1 for details). For the learning rate, we use a linear rate of decay and a warm-up period of 1 epoch. These parameters were determined...
empirically in preliminary experiments. For layout synthesis, we always choose the learned network parameters of the epoch with the smallest validation loss during training.

Our networks are trained on Google Colab, using a machine with a NVIDIA Tesla P100 GPU. When only using the cross-entropy loss, training for one epoch takes 115 seconds on average. Adding our ergonomic loss increases training times to 578 seconds per epoch on average, since we cannot make use of parallelization for layout evaluation as easily. There is room for further optimizations in this aspect.

4.3.2 Inference. During inference, we follow a similar approach to the strategy proposed by Sceneformer [Wang et al. 2020], using top-nucleus sampling with \( p = 0.9 \) for the object categories, as well as the attributes of the room, doors and windows. For the attributes of other object categories, we always pick the token with the highest probability.

The layouts synthesized by the transformer network often include intersecting objects which greatly disturb the perceived realism of a layout. We therefore follow the approach of similar methods like Sceneformer and check for object intersections during inference. After the attributes of a furniture object have been generated, we check if the object can be inserted into the scene without causing large intersections. If this is not the case, we resample the current object and other attributes of the current object. If this resampling approach fails too often (we choose a limit of 20 attempts experimentally), we discard the entire layout and start anew. Certain pairs of object categories are excluded from this check, e.g. chairs can be placed underneath a table and thus do not cause collisions.

In terms of computation time, the intersection-detection process is the bottleneck of the inference process. If we do check for intersection during inference, it takes 1653 seconds for our models to synthesize 1000 layout sequences, for 1.653 seconds per layout on average. If we do not perform intersection-checks between objects, we can make use of parallelization to greatly reduce inference time. In such a setup, our networks can synthesize 1000 layout sequences in 27 seconds for 0.027 seconds per scene on average.

4.3.3 Scene reconstruction. Since our networks only generate the 2d bounding boxes of furniture objects, we use an additional post-processing step to reconstruct a 3d scene from the generated layout. For each furniture object, we select the 3d model of the same category with the smallest difference in bounding box dimensions from the models in the 3DFRONT dataset [Fu et al. 2021a,b]. For categories not included in the dataset, such as doors and windows, we handpick a few suitable models from online sources [Turbosquid 2022].

As a final step, the vertical position of each object is adjusted based on its category. The position of some categories like windows and chandeliers are set to a fixed height. We label some categories as supporting objects (like tables and stands) and others as supported objects (like indoor lamps and TVs). If there is an intersection between a supporting and supported object, the vertical position of the supported object is adjusted to be placed on top of the supporting object.

5 RESULTS AND EVALUATION

5.1 Dataset

We use the 3DFRONT dataset [Fu et al. 2021a,b] to evaluate our proposed approach. In a pre-processing step, we parse the data to extract rooms belonging to the categories Bedroom, Dining Room, Living Room and Library. For this purpose we use the filter criteria provided by ATISS [Pascalidou et al. 2021], consisting of a list of rooms for each category, as well as a split into training, testing and validation data. We use the rooms marked as train for our training sets and combine those marked as test and val for our validation sets. Since we opt to only use rectangular rooms, we filter out rooms with more complex shapes. For the Bedrooms dataset, this results in 4040 rooms for the training set and 324 rooms for the validation set.

For most furniture objects, their attributes such as the category and the transformation of the corresponding 3d model data can be directly extracted from the room data. Since separate 3d models for doors and windows are not provided with the dataset, we extract their positions and bounding box dimensions from the mesh data with corresponding labels. Since doors are only provided with each house and not attached to individual rooms, we include a door with the furniture objects of a room if its distance to the closest wall of the room is lower than a chosen threshold and its orientation is aligned with that of the wall.

Additionally, we group some of the object categories in the dataset that are very similar to each other, while filtering out some others that occur only in very few rooms, for a total of 31 categories that we use across all room types.

Since the dataset is typically lacking object categories that are necessary to properly evaluate the ergonomic score of a layout, we augment the dataset with additional objects in the following way. For each layout, there is a 50% chance to place a furniture object of the indoor lamp category in the center of every stand and side-table object. In the same manner, a computer object is placed at the center of each desk object in a layout with a probability of 50%. Finally, every TV stand object is augmented with a TV object.

5.2 Ablation

To evaluate the influence of our proposed ergonomic loss, we define 4 versions of our network that are trained with different loss functions. Recall that the total loss function given in Eq. 9 is defined as the weighted sum of the cross-entropy loss \( L_T \) and the ergonomic loss \( L_E \) with weights \( \beta_T, \beta_E \). Using these weight parameters, we define the following 4 versions of our network:

- V0, with \( \beta_T = 1 \) and \( \beta_E = 0 \),
- V1, with \( \beta_T = 1 - E \left( S^k \right) \) and \( \beta_E = 0 \),
- V2, with \( \beta_T = 1 \) and \( \beta_E = 1 \),
- V3, with \( \beta_T = 1 - E \left( S^k \right) \) and \( \beta_E = E \left( S^k \right) \).

In other words, V0 only uses the cross-entropy loss with each input sample having equal weight, V1 uses the cross-entropy loss with each sample being weighted by its ergonomic score, V2 uses the sum of cross-entropy loss and ergonomic loss and V3 uses a weighted sum of cross-entropy loss and ergonomic loss, weighted by the ergonomic score of each sample.
5.3 Room-conditioned Layout Synthesis

We use the 4 versions of our network introduced in the previous section for layout synthesis and evaluate the results in terms of both realism and ergonomic loss. In order to evaluate the realism of our generated results, we perform a perceptual study in which we ask participants to compare pairs of Bedroom layouts with the question of which layout is more realistic. We compare layouts from 6 sources in this study: the ground truth layouts from the 3DFRONT dataset [Fu et al. 2021a,b], layouts generated with ATISS [Paschalidou et al. 2021] which we train using the code provided on their website, as well as the 4 versions of our proposed ergonomic loss term which we label V0, V1, V2 and V3.

To allow for a direct comparison, we use the attributes of the room, doors and windows from the ground truth data for each layout and only generate the rest of the furniture objects using the selected methods. For each layout in the validation set we generate 20 variations each using ATISS and our trained networks and create sets of size 6 that contain one layout of each method generated from the same floor plan. Since ATISS does not handle any collisions between furniture objects and even some of the ground truth layouts may contain such collisions, we discard the entire set if one of its layouts contains an intersection between furniture objects larger than a threshold, which we set as 20% of the smaller bounding box area. For our networks, we perform intersection-checks during inference, only discarding a set if an intersection-free layout cannot be generated after 20 attempts. Since our networks may also try to generate additional windows or doors, we simple resample the category in such a case. Finally, the ATISS layouts are augmented with additional objects such as indoor lamps and computers in the same manner as explained in Section 5.1.

For the user study, we randomly select 50 sets from all sets of synthesized layouts and ask users to compare the layouts in terms of realism. In each comparison, the user is shown a pair of layouts from the same set, each represented by a top-view image and an animated 3d rendering with the camera rotating around the scene. Users are asked which layout is more realistic on a 7-point scale. We use Amazon Mechanical Turk to conduct the user study. A total of 327 users participated in the study. Each pair of layouts was shown twice to 5 users each for a total of 10 comparisons per scene pair.

The left side of the Figure 8 shows the mean ergonomic score of all layouts created for the user study. As can be seen, our networks V1, V2 and V3 perform better at generating layouts with lower ergonomic score, reducing the mean ergonomic score by 26.6%, 39.8% and 48.9% respectively compared to the ground truth data.

The right side of Figure 8 shows how the users perceive the realism of synthesized layouts compared to those of the ground truth, with a negative value meaning that the ground truth is seen as more realistic. The responses show that ATISS is considered significantly less realistic than the ground truth. On the other hand, layouts generated by our networks V0, V1 and V3 are seen similarly realistic, while V2, though still considered to be more realistic than ATISS, is seen as less realistic than the ground truth. Though both V2 and V3 synthesize layouts with better ergonomic scores than
other methods, only V3 also manages to preserve the perceived realism of the generated layouts. We therefore conclude that our proposed approach V3 is the most suitable for fulfilling the objective of synthesizing realistic layouts with a good ergonomic score.

5.4 Generalization to Other Loss

To show that our proposed approach can also be used with other loss terms, we perform another experiment in which we replace the ergonomic loss term with a geometric term that aims to reduce intersections between furniture objects in the generated layouts. This is especially useful since both our and existing approaches have shown difficulties in generating intersection-free layouts that use transformers for indoor scene synthesis [Wang et al. 2018, 2020].

To compute the intersection loss $\mathcal{L}_I$ between two furniture objects $F_i$ and $F_j$, we take $k$ sample points $q_{i,k}$ of $F_i$ consisting of the bounding box center, edge midpoints and corners. Then the weighted sum of the signed distance of each sample point to $F_j$ is computed using

$$\mathcal{L}_I(F_i, F_j) = \begin{cases} \frac{\sum_{h=0}^{k} \beta_h \min(d(q_{i,h}, F_j), \delta)}{\sum_{h=0}^{k} \beta_h} & \text{for } i > 0, j = 0 \\ \frac{\sum_{h=0}^{k} \beta_h \max(-d(q_{i,h}, F_j), \delta)}{\sum_{h=0}^{k} \beta_h} & \text{for } i > 0, i \neq j > 0 \\ 0 & \text{otherwise,} \end{cases} \quad (10)$$

with $d(q_{i,h}, F_j)$ as the signed distance from sample point $q_{i,h}$ to furniture object $F_j$, and $\beta_h$ denoting the weight for each sample point. We use $\beta_h = 16$ for the center, $\beta_h = 4$ for the edge midpoints and $\beta_h = 1$ for the corners. The first case of Equation 10 penalizes furniture objects outside the room boundaries, while the second case penalizes intersections between objects. Since this function has no upper limit, we clamp the intersection loss at 1.0 when we use it to weight the training samples.

We conduct another perceptual study in the same manner as described in Section 5.3, using the intersection loss instead of the ergonomic loss during training of the network and for the evaluation of the layouts. For the generation of the results, we also skip the intersection-detection step this time. Figure 9 shows that the additional loss term allows the transformer networks to generate layouts with significantly fewer intersections between furniture objects (V1, V2, V3) compared to those without the additional loss (ATISS, V0). The results of our user study show that layouts generated by V2 or V3 are generally seen as more realistic and similar to the ground truth compared to those generated by ATISS, V0 or V1.

5.5 Unconditional Layout Synthesis

In Sections 5.3 and 5.4 we have demonstrated our networks capability to synthesize layouts when given a partial sequence including the room, doors and windows as a starting condition. However, our models are also capable of generating entire layouts including these types of elements from scratch. Examples of such layouts can be seen in Figure 13, where we show synthesized bedrooms in the top row in addition to examples for other room types. For each of our trained models, we generate 10000 layouts and evaluate the results using our ergonomic loss. The mean ergonomic score of the layouts can be seen on the left of Figure 10. Compared to the training data that the networks learned from, the mean ergonomic score of the layouts synthesized by our networks V1, V2 and V3 is 39.1%, 66.7% and 61.8% smaller respectively.

Additionally, we evaluate layouts generated using our alternative geometric loss term which aims to reduce intersections between objects in the same manner. The right of Figure 10 shows the mean intersection loss of the 10000 scenes synthesized by each version of our network. As can be seen, the intersection loss of layouts generated with V0 is 62.2% higher than that of the training data layouts. The other versions of our network all yield an improvement compared to V0, with V2 layouts having 19.0% higher intersection loss than the training layouts, and V1 and V3 having 21.2% and 18.7% lower intersection loss. While V3 produces better results than V1 for room-constrained layout synthesis (Figure 9), the two versions perform similarly for unconditioned synthesis. We reason that V1 can already provide a significant improvement for simple
loss functions, like the geometric intersection loss, while V2 is better at improving scenes when the loss function is more complex, such as our proposed ergonomic loss. Since V3 combines the advantages of both V1 and V2, and has proven to be effective in both of our studies, we conclude that it is the model best suited for the general case.

5.6 Evaluation of Transfer Learning
To evaluate the effectiveness of our proposed transfer learning strategy, we train networks from scratch using only the training data from each individual room category and compare the cross-entropy loss to that of our networks which are first trained on a general set of training data before being fine-tuned for a room category. Figure 11 shows that the transfer learning strategy already yields a lower training and validation loss after the first epoch of fine-tuning. While the training loss for networks that are trained from scratch eventually approaches that of the pre-trained network, the validation loss remains higher throughout. This effect is less pronounced when the size number of training samples is sufficiently large, as is the case with the Bedrooms dataset. For small training datasets however, transfer learning proves to be a good strategy for improving the training process.

6 LIMITATIONS AND CONCLUSIONS

Limitations. Our proposed approach has a number of limitations. Designing layouts is a complex high dimensional problem that includes modalities including selecting 3D furniture model that fit well together stylistically [Lun et al. 2015; Weiss et al. 2020]; architectural elements such as room shapes walls and floor plans [Wu et al. 2019]; and various other aspects of lighting and illumination conditions [Vitsas et al. 2020]. While important, such methods are orthogonal to our layout synthesis focused scope.

The implementation of our model also has a few technical limitations. We only demonstrate support for rectangular rooms, 2-dimensional layouts and sorted sequences of furniture objects. Solutions to these problems have already been discussed in recent work ([Paschalidou et al. 2021; Wang et al. 2018, 2020]) and are not inherently incompatible with our approach, though the effect of extending the problem domain in these directions needs to be further examined.

Furthermore, while our ergonomic loss functions are derived from ergonomics literature, they are only theoretical models and have not been evaluated in a real-life setting. We think that the problem of translating the vast number of ergonomic rules and interior design guidelines into differentiable functions to quantify the ergonomic quality of indoor layouts can be a promising topic of further research.

While we have demonstrated that our approach of incorporating expert knowledge into the Transformer training process produces promising results, we think that this is only the first step in combining data-driven and rule-based learning using state-of-the-art deep-learning models such as Transformers. We believe that future research in this direction can assist with making data-driven learning approaches more applicable to domains where large amounts of high-quality data with desired properties are not readily available.

Conclusions. We presented a novel method for the synthesis of indoor layouts, which combines data-driven learning and manually designed expert knowledge. To our knowledge, we are the first to propose such a solution to the problem. The main benefit of our approach is that it allows emphasizing features that might be underrepresented in the data or might not be contained at all. At the same time, we maintain the benefits of a data-driven approach which is important for layout generation which is high-dimensional and ill-defined. Manually crafting all design rules needed to synthesize comparable results would give a high-dimensional problem, but more importantly, it would be very difficult to define all necessary rules manually. Hence, combining both expert knowledge and distribution learned from data gives us the benefits from both worlds.

As a technical contribution, we proposed a modern Transformer network that can be trained using a loss function composed of cross-entropy and additional knowledge. In particular, we demonstrated that simply adding the additional loss term can decrease the networks capability of synthesizing realistic results since the two loss terms may serve conflicting objectives. We have shown that weighting the two loss terms on a per-sample basis leads to results that fulfill the additional objective well and still maintain a high degree of realism.

Further, we introduced expert knowledge in the form of cost functions derived from ergonomics, whose goal is to improve layouts to be more usable and comfortable for humans. We also introduced another loss that minimizes the overlap of objects in the room. This shows the generality of our approach and, at the same time, it also serves as another application to improve datasets containing potential geometric errors.

We described the details of our implementation (we release our code on GitHub), and we evaluated the method thoroughly. We introduced four variants for our novel loss and provided a rigorous ablation study. We showed numerical quantitative results and performed two user studies (each with 327 participants on Amazon Mechanical Turk) where the variants of our method out-perform recent related work. We also used our system to synthesize a large set of realistic results. Our method is meant to help professionals and amateurs in the future to address the problem of interior layout design.
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The category \( c_i \) of a furniture object is obtained by simply assigning each category a unique integer value. To obtain the integer-valued furniture object attributes from the real-valued attributes of the objects in the layout, we employ the following quantization scheme. Since the real-valued orientation \( \hat{\theta}_i \) is within the range \([ -\pi, \pi ]\), we use
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to obtain the integer-valued orientation \( \theta_i^k \), with \( r \) being the resolution of the quantization, such that \( \theta_i^k \in \{0, \ldots, r - 1\} \). This formulation guarantees that the 4 cardinal directions, which are the most common orientations for furniture objects, are each represented by an integer value if \( r \mod 4 = 0 \). For the other attributes, instead of setting a predetermined range of possible values, we determine
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Fig. 12. Selected synthesis results used in the conditional user study as described in Section 5. The input to all algorithms were the same: floorplan, including given positions of windows and doors. From to top to bottom, we show the results of our Transformer variant V3, variant V0, following ATISS [Paschalidou et al. 2021], and the ground truth. Please refer to supplemental material for all results, including our V0, V1 and V2 variants.
Fig. 13. Selected samples of different room categories freely synthesized using our variant V3 and transfer learning. As datasets for other room categories we pre-train the network on all categories and next specialize it on specific categories (refer to Sec.5 for the detailed description.)
the range in relation to the size of the room. Intuitively, it can be understood as dividing the room using a uniform grid, and placing all other objects in alignment with this grid (Figure 14). To achieve this, we need to treat the quantization of the room separately from the other furniture objects.

We assume that the bounding box of each input room is axis-aligned, with the bottom left corner of the room positioned at \((0, 0)\) and the orientation of the room aligned with the positive y-axis, which corresponds to real-valued attributes \(\hat{w}_0^k = 0, \hat{x}_0^k = 0\) and \(\hat{y}_0^k = 0\). Parsing the ground truth data, we extract the minimum and maximum room dimensions \(\hat{w}_{\text{min}}^k = \min_k \hat{w}_0^k, \hat{d}_{\text{min}}^k = \min_k \hat{d}_0^k\), \(\hat{w}_{\text{max}}^k = \max_k \hat{w}_0^k\) and \(\hat{d}_{\text{max}}^k = \max_k \hat{d}_0^k\). The grid cell size \(\Delta^k\) used for the quantization of the furniture objects \(F^k\) is then determined using the greater dimension of each room. For \(\hat{w}_0^k \geq \hat{d}_0^k\) we obtain

\[
\Delta^k = \frac{\hat{w}_0^k}{r - 2},
\]

with the opposite case defined analogously, using the depth instead of the width to compute the grid cell size \(\Delta^k\). In practice, since it is necessary to differentiate between the two possible cases \(\hat{w}_0^k \geq \hat{d}_0^k\) and \(\hat{w}_0^k < \hat{d}_0^k\) when reconstructing the layout, we store this information by setting the real-valued room orientation \(\hat{d}_0^k = -\frac{\pi}{2}\) and swapping the width \(\hat{w}_0^k\) and depth \(\hat{d}_0^k\) values in the latter case, such that \(\hat{w}_0^k\) always indicates the greater dimension of the room.

Please note that, since \(\hat{w}_0^k = (r - 2) \Delta^k\), the room does not occupy the entire range of the grid, even along its greater dimension. The reason for this is that windows and doors may be positioned outside the room boundaries, so we ensure that there is at least one row or column of the grid available beyond each wall of the room.

After computing the grid cell size \(\Delta^k\) from the dimensions of the room, the integer-valued attributes of all other furniture objects are then given by

\[
\begin{align*}
\hat{w}_i^k &= \hat{w}_0^k \frac{\hat{w}_i^k - \Delta^k}{\Delta^k} & \text{for } i > 0, \\
\hat{d}_i^k &= \hat{d}_0^k \frac{\hat{d}_i^k - \Delta^k}{\Delta^k} & \text{for } i \geq 0, \\
\hat{x}_i^k &= \hat{x}_0^k \frac{\hat{x}_i^k + \Delta^k}{\Delta^k} & \text{for } i \geq 0, \\
\hat{y}_i^k &= \hat{y}_0^k \frac{\hat{y}_i^k + \Delta^k}{\Delta^k} & \text{for } i \geq 0.
\end{align*}
\]

Windows and doors are treated slightly differently, as we set their depth \(\hat{d}_0^k = \Delta^k\) and adjust their position such that they are always touching the room boundary, since their actual position in the layout can vary depending on the thickness of the walls.

Since all sequences need to be of the same length in order to be used as input to the transformer network, we append the padding token with value \(r\) to each sequence until they reach the desired maximum length. In our case, we want to represent a maximum of \(N = 21\) furniture objects including the room, resulting in a length of \(n = 126\).

In order to reconstruct a layout from a given integer-valued sequence, the quantization process is reversed. The orientation of a furniture object is given by

\[
\hat{d}_i^k = \left(\frac{2\pi}{r} - \pi\right) + \frac{\hat{d}_0^k}{r - 1} \left(2\pi - \frac{2\pi}{r}\right).
\]

To reconstruct the room, we first need to consider if \(\hat{w}_0^k = -\frac{\pi}{2}\). If this is not the case, the real-valued attributes of the room are obtained using

\[
\begin{align*}
\hat{w}_0^k &= \hat{w}_{\text{min}}^k + \frac{\hat{w}_0^k}{r - 2} (\hat{w}_{\text{max}}^k - \hat{w}_{\text{min}}^k), \\
\Delta^k &= \hat{w}_0^k.
\end{align*}
\]

Otherwise, we swap the width \(\hat{w}_0^k\) and depth \(\hat{d}_0^k\) values, set \(\hat{d}_0^k = 0\) and compute the grid cell size \(\Delta^k\) using the depth instead of the width of the room. Finally, the attributes of the other furniture objects are recovered using

\[
\begin{align*}
\hat{w}_i^k &= \hat{w}_0^k \Delta^k + \Delta^k & \text{for } i > 0, \\
\hat{d}_i^k &= \hat{d}_0^k \Delta^k + \Delta^k & \text{for } i \geq 0, \\
\hat{x}_i^k &= \hat{x}_0^k \Delta^k - \Delta^k & \text{for } i \geq 0, \\
\hat{y}_i^k &= \hat{y}_0^k \Delta^k - \Delta^k & \text{for } i \geq 0.
\end{align*}
\]

Fig. 14. The quantization of the positions and dimensions of furniture objects is dependent on the room dimensions. It can be understood as fitting a grid of fixed size into the room and expressing the object attributes as multiples of the cell size of the grid.
Fig. 15. Selected synthesis results used in the conditional user study. The input to all algorithms were the same: floorplan, including given positions of windows and doors. From top to bottom, we show the results of our Transformer variant V3, variant V0, following ATISS [Paschalidou et al. 2021], and the ground truth. Please refer to supplemental material for all results, including our V0, V1 and V2 variants.
Fig. 16. Selected synthesis results used in the conditional user study. The input to all algorithms were the same: floorplan, including given positions of windows and doors. From top to bottom, we show the results of our Transformer variants V3, V2, V1 and V0.
Fig. 17. Selected synthesis results used in the conditional user study testing intersections. The input to all algorithms were the same: floorplan, including given positions of windows and doors. From top to bottom, we show the results of our Transformer variant V3, variant V0, following ATISS [Paschalidou et al. 2021], and the ground truth. Please refer to supplemental material for all results, including our V0, V1 and V2 variants.
Fig. 18. Selected synthesis results used in the conditional user study testing intersections. The input to all algorithms were the same: floorplan, including given positions of windows and doors. From top to bottom, we show the results of our Transformer variants V3, V2, V1 and V0.