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ABSTRACT. Multilevel methods are among the most efficient numerical methods for solving large-scale linear systems that arise from discretized partial differential equations. The fundamental module of such methods is a two-level procedure, which consists of compatible relaxation and coarse-level correction. Regarding two-level convergence theory, most previous works focus on the case of exact (Galerkin) coarse solver. In practice, however, it is often too costly to solve the Galerkin coarse-level system exactly when its size is relatively large. Compared with the exact case, the convergence theory of inexact two-level methods is of more practical significance, while it is still less developed in the literature, especially when nonlinear coarse solvers are used. In this paper, we establish a general framework for analyzing the convergence of inexact two-level methods, in which the coarse-level system is solved approximately by an inner iterative procedure. The framework allows us to use various (linear, nonlinear, deterministic, randomized, or hybrid) solvers in the inner iterations, as long as the corresponding accuracy estimates are available.

1. Introduction

Multilevel methods are among the most powerful numerical techniques for solving large-scale linear systems that arise from discretized partial differential equations. These types of methods can be obtained by a change of basis with multilevel structure or a hierarchy of grids, such as the hierarchical basis [30, 2] and multigrid methods [11, 6, 21, 26]. Most of multilevel methods share some common features, e.g., they are based on a recursive call of two-level procedure, which is a combination of two complementary error-reduction processes: compatible relaxation and coarse-level correction. Compatible relaxation, originated with Brandt [3], is a modified scheme that keeps the coarse variables invariant, which is a useful tool for selecting coarse-grids in algebraic multigrid methods [8]. The purpose of coarse-level correction is to further reduce error components that cannot be effectively eliminated by the compatible relaxation. The optimality of multilevel methods will be achieved when these two processes complement each other very well.

Consider solving the linear system
\begin{equation}
Au = f,
\end{equation}
where $A \in \mathbb{R}^{n \times n}$ is symmetric positive definite (SPD), $u \in \mathbb{R}^n$, and $f \in \mathbb{R}^n$. Given an initial guess $u^{(0)} \in \mathbb{R}^n$, we perform the following compatible relaxation process:
\begin{equation}
u^{(k+1)} = u^{(k)} + S M^{-1} S^T (f - Au^{(k)}) \quad k = 0, 1, \ldots,
\end{equation}
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where \( S \in \mathbb{R}^{n \times n} \) (\( n < n \)) is of full column rank and \( M_s \in \mathbb{R}^{n_s \times n_s} \) is a nonsingular matrix such that \( M_s + M_s^T - A_s \) is SPD (\( A_s := S^T A S \)). The relaxation method (1.2) is essentially a smoothing process, in which \( M_s \) is treated as a local smoother. We stress that \( M_s \) is not restricted to simple types (e.g., the Jacobi and Gauss–Seidel methods), because its size is relatively small. In particular, if \( M_s = A_s \), we deduce from (1.2) that

\[
\mathbf{u} - \mathbf{u}^{(k+1)} = (I - S A_s^{-1} S^T A)(\mathbf{u} - \mathbf{u}^{(k)}).
\]

Note that \( I - S A_s^{-1} S^T A \) is an orthogonal projection along (or parallel to) range(\( S^T A \)). If range(\( S \)) contains most of high-frequency (i.e., oscillatory) error, then these components will be eliminated effectively. The focus of the smoothing process (1.2) is on high-frequency error components. The remaining low-frequency (i.e., smooth) error will be further reduced by the coarse-level correction process.

Let \( c^{(t)} \in \mathbb{R}^n \) be an approximation to \( c \equiv A^{-1}f \) (e.g., \( c^{(t)} \) is generated from (1.2)), and let \( P \in \mathbb{R}^{n \times n_c} \) (\( n_c < n \)) be a prolongation (or interpolation) matrix with full column rank. Then, the (exact) coarse-level correction can be described as follows:

\[
c^{(t+1)} = c^{(t)} + P A_c^{-1} P^T (f - A c^{(t)}),
\]

where \( A_c := P^T A P \in \mathbb{R}^{n_c \times n_c} \) is known as the Galerkin coarse-level matrix.

Two-level methods can be obtained by combining (1.2) and (1.3). A symmetric two-level scheme (i.e., the presmoothing and postsmoothing processes are performed in a symmetric way) for solving (1.1) can be described by Algorithm 1. It is called an exact two-level method, because the Galerkin coarse-level system \( A_c \mathbf{e}_c = \mathbf{r}_c \) is solved exactly. Algorithm 1 covers several well-known numerical algorithms, such as two-grid methods [9, 22], two-level hierarchical basis methods [30, 2, 22], and alternating projection methods [23, 25]. One may easily check that a sufficient and necessary condition for Algorithm 1 to be convergent in \( A \)-norm is

\[
\text{rank}(S \ P) = n,
\]

that is, for any \( \mathbf{v} \in \mathbb{R}^n \), there exist \( \mathbf{v}_s \in \mathbb{R}^{n_s} \) and \( \mathbf{v}_c \in \mathbb{R}^{n_c} \) such that \( \mathbf{v} = S \mathbf{v}_s + P \mathbf{v}_c \).

Such a decomposition is not necessarily a direct sum. Under the condition (1.4), an identity for the convergence factor of Algorithm 1 was presented in [9, Theorem 4.1]; see [25, 26] for an abstract version.

**Algorithm 1** Exact two-level method

1. Presmoothing: \( \mathbf{u}^{(1)} \leftarrow \mathbf{u}^{(0)} + S M_s^{-1} S^T (f - A \mathbf{u}^{(0)}) \)
2. Restriction: \( \mathbf{r}_c \leftarrow P^T (f - A \mathbf{u}^{(1)}) \)
3. Coarse-level correction: \( \mathbf{e}_c \leftarrow A_c^{-1} \mathbf{r}_c \)
4. Prolongation: \( \mathbf{u}^{(2)} \leftarrow \mathbf{u}^{(1)} + P \mathbf{e}_c \)
5. Postsmoothing: \( \mathbf{u}_{TL} \leftarrow \mathbf{u}^{(2)} + S M_s^{-T} S^T (f - A \mathbf{u}^{(2)}) \)

In practice, however, it is often too costly to solve the coarse-level system exactly, especially when its size is relatively large. Instead, without essential loss of convergence speed, one may find an approximate solution to the linear system \( A_c \mathbf{e}_c = \mathbf{r}_c \).

A typical strategy is to apply Algorithm 1 recursively in the correction steps. More generally, one can replace \( A_c \) by an SPD matrix \( B_c \in \mathbb{R}^{n_c \times n_c} \). The resulting inexact two-grid methods have been analyzed in [16, 28, 29]. For real-world problems,
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some nonlinear methods, such as the conjugate gradient [12] and generalized minimal residual methods [19], have been applied to solve the coarsest-grid systems in multigrid algorithms (see, e.g., [1, 5, 7, 24]), even though the corresponding theoretical analyses are scarce. Indeed, in the correction step, one should focus on the output of a coarse solver (namely, an approximation to $A_c^{-1}r_c$) instead of the solver itself. Usually, it is difficult to know the explicit form of a nonlinear coarse solver, which approximates $A_c^{-1}$ in an implicit way. As a result, some key quantities, like the extreme eigenvalues of $B_c^{-1}A_c$, involved in the aforementioned inexact two-grid theory will be unavailable.

In this paper, we are concerned with the convergence of two-level methods with general coarse solvers. The coarse-level system $A_c e_c = r_c$ is solved approximately by an inner iterative procedure, in which linear, nonlinear, deterministic, randomized, or hybrid solvers can be used, as long as the corresponding accuracy estimates are available. Under a weak assumption on the accuracy of coarse solvers, we establish a general convergence theory for inexact two-level methods. The convergence theory extends the existing ones and can be used to guide the design of practical multilevel algorithms. Furthermore, it enables us to develop new algorithms combined with randomization techniques.

The rest of this paper is organized as follows. In Section 2, we propose an inexact two-level algorithm and review the convergence theory of Algorithm 1. In Section 3, we establish a general framework for analyzing the convergence of inexact two-level methods. In Section 4, we provide two representative examples of coarse solver, followed by discussions on how they fit into the proposed framework. In Section 5, we give some concluding remarks.

2. Preliminaries

In this section, we introduce an inexact two-level algorithm for solving (1.1) and an identity for the convergence factor of Algorithm 1. For convenience, we first list some notation used in the subsequent discussions.

- $I_n$ denotes the $n \times n$ identity matrix (or $I$ when its size is clear from context).
- $\lambda_{\text{min}}(\cdot)$, $\lambda_{\text{min}}^+(\cdot)$, and $\lambda_{\text{max}}(\cdot)$ stand for the smallest eigenvalue, the smallest positive eigenvalue, and the largest eigenvalue of a matrix, respectively.
- $\lambda(\cdot)$ denotes the spectrum of a matrix.
- $\rho(\cdot)$ denotes the spectral radius of a matrix.
- $\|\cdot\|_2$ denotes the spectral norm of a matrix.
- $\|\cdot\|_A$ denotes the energy norm induced by an SPD matrix $A \in \mathbb{R}^{n \times n}$: for any $v \in \mathbb{R}^n$, $\|v\|_A = \sqrt{v^T A v}$; for any $B \in \mathbb{R}^{n \times n}$, $\|B\|_A = \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{\|Bv\|_A}{\|v\|_A}$.
- $\operatorname{tr}(\cdot)$ denotes the trace of a matrix.
- $\mathbb{E}[\cdot]$ denotes the expectation of a random variable.

2.1. Two-level methods. Several fundamental assumptions involved in the analysis of two-level methods are summarized as follows.

- Let $S \in \mathbb{R}^{n_s \times n_s}$ and $P \in \mathbb{R}^{n_c \times n_c}$ be of full column rank, and let $(S P)$ be of full row rank, where
  \[ \max\{n_s, n_c\} < n \leq n_s + n_c. \]
- Let $M_s \in \mathbb{R}^{n_s \times n_s}$ be a nonsingular matrix such that $M_s + M_s^T - A_s$ is SPD, or, equivalently, $\|I - M_s^{-1}A_s\|_{A_s} < 1$, where $A_s = S^T A S$. 

• For each $k = 1, 2, \ldots, \nu$, let $\mathcal{R}_c^{(k)}[\cdot] : \mathbb{R}^{n_c} \rightarrow \mathbb{R}^{n_c}$ be a general mapping that is expected to be a good approximation to $A_c^{-1}$, where $A_c = P^T A_P$.

With the above assumptions, an inexact two-level method for solving (1.1) can be described by Algorithm 2. The coarse-level correction step is an inner iterative procedure, which will be carried out $\nu$ iterations.

Algorithm 2 Inexact two-level method

1: Presmoothing: $u^{(1)} \leftarrow u^{(0)} + SM_s^{-1}S^T(f - Au^{(0)})$
2: Restriction: $r_c \leftarrow P^T(f - Au^{(1)})$
3: Coarse-level correction: $e_c^{(k)} \leftarrow e_c^{(k-1)} + \mathcal{R}_c^{(k)}[r_c - A_c e_c^{(k-1)}]$ with $e_c^{(0)} = 0$
4: Prolongation: $u^{(2)} \leftarrow u^{(1)} + P e_c^{(v)}$
5: Postsmoothing: $u_{\text{TL}} \leftarrow u^{(2)} + SM_s^{-T}S^T(f - Au^{(2)})$

Remark 2.1. In the third step of Algorithm 2, the solvers $\{\mathcal{R}_c^{(k)}[\cdot]\}_{k=1}^\nu$ can be chosen flexibly and independently. This enables us to design some hybrid algorithms, which are expected to combine the advantages of different methods.

The third step of Algorithm 2 aims to find an approximate solution to the coarse-level system $A_c e_c = r_c$. In particular, if $e_c^{(v)} = A_c^{-1} r_c$, then Algorithm 2 reduces to Algorithm 1. In this case, for notational consistency, the output of Algorithm 2 is denoted by $u_{\text{TL}}$, and

$$u - u_{\text{TL}} = E_{\text{TL}}(u - u^{(0)}),$$

where $E_{\text{TL}}$, called the iteration matrix (or error propagation matrix) of Algorithm 1, is given by

(2.1) $$E_{\text{TL}} = (I - SM_s^{-T}S^T A)(I - \Pi_A)(I - SM_s^{-1} S^T A)$$

with

(2.2) $$\Pi_A := P A_c^{-1} P^T A.$$ 

The iteration matrix $E_{\text{TL}}$ can be expressed as

(2.3) $$E_{\text{TL}} = I - B_{\text{TL}}^{-1} A,$$

where

$$B_{\text{TL}}^{-1} = S M_s^{-1} S^T + (I - SM_s^{-T}S^T A) PA_c^{-1} P^T (I - ASM_s^{-1} S^T)$$

with

(2.4) $$M_s := M_s(M_s + M_s^T - A_c)^{-1} M_s^T.$$ 

Remark 2.2. It is easy to check that $B_{\text{TL}}^{-1}$ admits the hierarchical expression

$$B_{\text{TL}}^{-1} = (S \ P) \hat{B}_{\text{TL}}^{-1} (S \ P)^T$$

with

$$\hat{B}_{\text{TL}} = \left( \begin{array}{cc} I_{n_s} & 0 \\ P^T A S M_s^{-1} & I_{n_c} \end{array} \right) \left( \begin{array}{cc} M_s & 0 \\ 0 & A_c \end{array} \right) \left( \begin{array}{cc} I_{n_s} & M_s^{-T} S^T A P \\ 0 & I_{n_c} \end{array} \right).$$

Since $\hat{B}_{\text{TL}}$ is SPD and rank$(S \ P) = n$, it follows that $B_{\text{TL}}$ is SPD, which validates the notation $B_{\text{TL}}^{-1}$ appearing in (2.3). In addition, we get from (2.1) that $A^{\frac{1}{2}} E_{\text{TL}} A^{-\frac{1}{2}}$.
is symmetric positive semidefinite (SPSD), which, combined with (2.3), yields the positive semidefiniteness of $B_{TL} - A$.

According to the positive semidefiniteness of $A^\frac{1}{2} E_{TL} A^{-\frac{1}{2}}$ and (2.3), we deduce that

\begin{equation}
\|E_{TL}\|_A = \rho(E_{TL}) = \lambda_{\text{max}}(E_{TL}) = 1 - \lambda_{\text{min}}(B_{TL}^{-1} A),
\end{equation}

which is referred to as the convergence factor of Algorithm 1.

The following theorem gives an identity for characterizing the convergence factor $\|E_{TL}\|_A$ [9, Theorem 4.1], an abstract version of which can be found in [25, 26].

**Theorem 2.3.** Let $\Pi_A$ be defined by (2.2), and define

\begin{equation}
\tilde{M}_s := M_s^T (M_s + M_s^T - A_s)^{-1} M_s.
\end{equation}

Then, the convergence factor of Algorithm 1 can be characterized as

\begin{equation}
\|E_{TL}\|_A = 1 - \frac{1}{K_{TL}},
\end{equation}

where

\begin{equation}
K_{TL} = \sup_{v \in \text{range}(I - \Pi_A)} \inf_{v_s: v = (I - \Pi_A) S v_s} \frac{v^T \tilde{M}_s v_s}{v^T A v}.
\end{equation}

**Remark 2.4.** Since

\[\lambda_{\text{min}}(E_{TL}) = \lambda_{\text{min}}(A^\frac{1}{2} E_{TL} A^{-\frac{1}{2}}) = 0,\]

we obtain

\[\lambda_{\text{max}}(B_{TL}^{-1} A) = 1 - \lambda_{\text{min}}(E_{TL}) = 1.\]

From (2.5) and (2.7), we have

\[\lambda_{\text{min}}(B_{TL}^{-1} A) = \frac{1}{K_{TL}}.\]

Hence,

\[K_{TL} = \frac{\lambda_{\text{max}}(B_{TL}^{-1} A)}{\lambda_{\text{min}}(B_{TL}^{-1} A)},\]

i.e., $K_{TL}$ is the corresponding condition number when Algorithm 1 is treated as a preconditioning method.

2.2. **Two-grid methods.** In this subsection, we consider an extreme case of Algorithm 2. Let $M \in \mathbb{R}^{n \times n}$ be a nonsingular matrix such that $M + M^T - A$ is SPD. If $n_s = n$, $S = I_n$, and $M_s = M$, then Algorithm 2 reduces to the following inexact two-grid method.

**Algorithm 3 Inexact two-grid method**

1. Presmoothing: $u^{(1)} = u^{(0)} + M^{-1}(f - Au^{(0)})$
2. Restriction: $r_c \leftarrow P^T (f - Au^{(1)})$
3. Coarse-grid correction: $e^{(k)}_c \leftarrow e^{(k-1)}_c + B_c^{(k)} [r_c - A_c e^{(k-1)}_c]$ with $e^{(0)}_c = 0$
4. Prolongation: $u^{(2)} \leftarrow u^{(1)} + P e^{(c)}$  
5. Postsmoothing: $u_{ITG} \leftarrow u^{(2)} + M^{-T} (f - Au^{(2)})$
If $e^{(ν)}_c = A^{-1}_c r_c$, then Algorithm 3 is called an exact two-grid method, in which case the iteration matrix takes the form

$$E_{TG} = (I - M^{-T}A)(I - ΠA)(I - M^{-1}A).$$

Similarly, $E_{TG}$ can be expressed as

$$E_{TG} = I - B^{-1}_{TG}A,$$

where

$$B^{-1}_{TG} = \overline{M}^{-1} + (I - M^{-T}A)PA^{-1}_cP^T(I - AM^{-1})$$

with

$$\overline{M} := M(M + MT - A)^{-1}M^T.$$

Under the setting of two-grid methods, one can obtain a simplified version of the identity (2.7) [9, Theorem 4.3], as described in the following theorem.

**Theorem 2.5.** Define

$$\overline{M} := M^T(M + MT - A)^{-1}M \quad \text{and} \quad Π\overline{M} := P(P^T\overline{M}P)^{-1}P^T\overline{M}.$$ 

Then, the convergence factor of the exact two-grid algorithm can be characterized as

$$∥E_{TG}∥_A = 1 - \frac{1}{K_{TG}},$$

where

$$K_{TG} = \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{∥(I - Π\overline{M})v∥_{\overline{M}}^2}{∥v∥_{\overline{M}}^2}.$$ 

**Remark 2.6.** Observe that $Π\overline{M}$ is an $\overline{M}$-orthogonal projection onto the coarse space range($P$). For any $v \in \mathbb{R}^n$, it holds that

$$∥(I - Π\overline{M})v∥_{\overline{M}} = \min_{v_c \in \mathbb{R}^{nc}} ∥v - Pv_c∥_{\overline{M}}.$$ 

That is, measured by $∥·∥_{\overline{M}}$, $Π\overline{M}v$ is the best choice for approximating $v$ by a vector in range($P$). The identity (2.9) is a powerful tool for analyzing two-grid methods (see, e.g., [9, 26, 4, 27]), which reflects the interplay between smoother and coarse space.

### 3. Convergence analysis

In this section, we present a convergence analysis of Algorithm 2: an upper bound for the error $∥u - u_{ITL}∥_A$ is derived. In addition, we will analyze the convergence of a simplified two-level algorithm: Algorithm 2 without postsmoothing.

#### 3.1. Convergence of Algorithm 2.

Recall that, in Algorithm 2, the coarse-level system to be solved reads

$$A_c e_c = r_c.$$

From the third step of Algorithm 2, we have

$$r_c - A_c e^{(k)}_c = r_c - A_c e^{(k-1)}_c - A_c Φ^{(k)}_c [r_c - A_c e^{(k-1)}_c].$$

Let

$$Φ^{(k)}_c [r_c] = I_{nc} (·) - A_c Φ^{(k)}_c [·] \quad ∀ k = 1, 2, \ldots, ν.$$
Then
\[ \mathbf{r}_c - A_c \mathbf{e}_c^{(k)} = \Phi_c^{(k)} \left[ \mathbf{r}_c - A_c \mathbf{e}_c^{(k-1)} \right], \]
which leads to
\[ \mathbf{r}_c - A_c \mathbf{e}_c^{(k)} = (\Phi_c^{(k)} \circ \cdots \circ \Phi_c^{(1)}) \left[ \mathbf{r}_c - A_c \mathbf{e}_c^{(0)} \right] = (\Phi_c^{(k)} \circ \cdots \circ \Phi_c^{(1)})[\mathbf{r}_c]. \]
Here, the symbol \( \circ \) denotes the composition of functions. More specifically,
\[ (\varphi \circ \psi)(x) = \varphi(\psi(x)) \]
for all \( x \) in the domain of \( \psi \). Define
\[ (3.2) \quad \mathbf{r}_k \begin{cases} \mathbf{r}_c, & \text{if } k = 0, \\ (\Phi_c^{(k)} \circ \cdots \circ \Phi_c^{(1)})[\mathbf{r}_c], & \text{if } k = 1, 2, \ldots, \nu. \end{cases} \]
Then, it holds that
\[ (3.3) \quad A_c^{-1} \mathbf{r}_c - \mathbf{e}_c^{(k)} = A_c^{-1} \mathbf{r}_k \quad \forall k = 0, 1, \ldots, \nu. \]
In light of (3.3), we can prove the following accuracy estimate.

**Lemma 3.1.** Let \( \{\mathbf{r}_k\}_{k=0}^{\nu} \) be defined by (3.2). If
\[ (3.4) \quad \|A_c^{-1} \mathbf{r}_{k-1} - \mathcal{B}_c^{(k)}[\mathbf{r}_{k-1}]\|_{A_c} \leq \varepsilon_{k} \|\mathbf{r}_{k-1}\|_{A_c^{-1}} \]
for some \( \varepsilon_{k} \in [0, 1) \) and all \( k = 1, 2, \ldots, \nu \), then
\[ (3.5) \quad \|A_c^{-1} \mathbf{r}_c - \mathbf{e}_c^{(\nu)}\|_{A_c} \leq \varepsilon \|\mathbf{r}_c\|_{A_c^{-1}}, \]
where
\[ (3.6) \quad \varepsilon = \prod_{k=1}^{\nu} \varepsilon_{k}. \]

**Proof.** By (3.1), (3.2), and (3.4), we have that, for any \( k = 2, \ldots, \nu \),
\[ \|\mathbf{r}_k\|_{A_c^{-1}} = \| (\Phi_c^{(k)} \circ \cdots \circ \Phi_c^{(1)})[\mathbf{r}_c] \|_{A_c^{-1}} \]
\[ = \| (\Phi_c^{(k-1)} \circ \cdots \circ \Phi_c^{(1)})[\mathbf{r}_c] - A_c \mathcal{B}_c^{(k)}[ (\Phi_c^{(k-1)} \circ \cdots \circ \Phi_c^{(1)})[\mathbf{r}_c] ] \|_{A_c^{-1}} \]
\[ = \| \mathbf{r}_{k-1} - A_c \mathcal{B}_c^{(k)}[\mathbf{r}_{k-1}] \|_{A_c^{-1}} \]
\[ = \| A_c^{-1} \mathbf{r}_{k-1} - \mathcal{B}_c^{(k)}[\mathbf{r}_{k-1}] \|_{A_c} \]
\[ \leq \varepsilon_{k} \|\mathbf{r}_{k-1}\|_{A_c^{-1}}. \]
Note that the above inequality also holds for \( k = 1 \), i.e.,
\[ \|\mathbf{r}_1\|_{A_c^{-1}} \leq \varepsilon_1 \|\mathbf{r}_0\|_{A_c^{-1}} = \varepsilon_1 \|\mathbf{r}_c\|_{A_c^{-1}}. \]
In fact,
\[ \|\mathbf{r}_1\|_{A_c^{-1}} = \| A_c^{-1} \Phi_c^{(1)}[\mathbf{r}_c] \|_{A_c} = \| A_c^{-1} \mathbf{r}_c - \mathcal{B}_c^{(1)}[\mathbf{r}_c] \|_{A_c} \leq \varepsilon_1 \|\mathbf{r}_c\|_{A_c^{-1}}, \]
where we have used the condition (3.4) for \( k = 1 \). Thus,
\[ (3.7) \quad \|\mathbf{r}_k\|_{A_c^{-1}} \leq \varepsilon_k \|\mathbf{r}_{k-1}\|_{A_c^{-1}} \quad \forall k = 1, 2, \ldots, \nu. \]
Using (3.3) and (3.7), we obtain
\[ \| A_c^{-1} \mathbf{r}_c - \mathbf{e}_c^{(\nu)}\|_{A_c} = \|\mathbf{r}_c\|_{A_c^{-1}} \leq \varepsilon_\nu \|\mathbf{r}_{\nu-1}\|_{A_c^{-1}} \leq \cdots \leq \left( \prod_{k=1}^{\nu} \varepsilon_k \right) \|\mathbf{r}_c\|_{A_c^{-1}}. \]
This completes the proof. \( \square \)
Remark 3.2. The condition (3.4) can be expressed as
\[ \frac{\| A^{-1}_e r_{k-1} - \mathcal{R}_e^{(k)} [r_{k-1}] \|_{A_e}}{\| A^{-1}_e r_{k-1} \|_{A_e}} \leq \varepsilon_k, \]
which characterizes the relative accuracy of the solver \( \mathcal{R}_e^{(k)} \).

Remark 3.3. The relation (3.5) is equivalent to
\[ \| r \|_{A_{c}^{-1}}^2 - 2 r^T e^{(\nu)} + \| e^{(\nu)} \|_{A_{c}}^2 \leq \varepsilon^2 \| r \|_{A_{c}^{-1}}^2. \]
That is,
\[ (1 - \varepsilon)\| r \|_{A_{c}^{-1}}^2 + \| e^{(\nu)} \|_{A_{c}}^2 \leq (1 + \varepsilon)\| r \|_{A_{c}^{-1}}. \]
By the Cauchy–Schwarz inequality, we have
\[ r^T e^{(\nu)} \leq \| r \|_{A_{c}^{-1}} \| e^{(\nu)} \|_{A_{c}}. \]
According to (3.8) and (3.9), we deduce that
\[ \| e^{(\nu)} \|_{A_{c}}^2 - 2 \| r \|_{A_{c}^{-1}} \| e^{(\nu)} \|_{A_{c}} + (1 - \varepsilon^2) \| r \|_{A_{c}^{-1}}^2 \leq 0, \]
which yields
\[ (1 - \varepsilon)\| r \|_{A_{c}^{-1}}^2 \leq \| e^{(\nu)} \|_{A_{c}} \leq (1 + \varepsilon)\| r \|_{A_{c}^{-1}}. \]
Combining (3.8), (3.9), and (3.10), we obtain
\[ (1 - \varepsilon)\| r \|_{A_{c}^{-1}}^2 \leq r^T e^{(\nu)} \leq (1 + \varepsilon)\| r \|_{A_{c}^{-1}}^2. \]
Such a relation is much weaker than the spectral equivalence relation
\[ (1 - \varepsilon)\| v \|_{A_{c}^{-1}}^2 \leq \| v \|_{B_{c}^{-1}} \| v \|_{\tilde{M}_s} \leq (1 + \varepsilon)\| v \|_{A_{c}^{-1}}^2 \quad \forall v \in \mathbb{R}^{nc}, \]
or, equivalently,
\[ \lambda(B_{c}^{-1} A_{c}) \subset [1 - \varepsilon, 1 + \varepsilon], \]
where \( B_{c} \in \mathbb{R}^{nc \times nc} \) is SPD.

The following lemma gives a technical eigenvalue identity used in the subsequent analysis.

**Lemma 3.4.** Let \( \Pi_A \) and \( \tilde{M}_s \) be defined by (2.2) and (2.6), respectively. Then
\[ \lambda_{\max} \left( (I - S\tilde{M}_s^{-1} S^T A)\Pi_A \right) = \begin{cases} 1 - \mu_{\text{TL}} & \text{if } \text{rank}(S^T A) = nc, \\ 1 & \text{if } \text{rank}(S^T A) < nc, \end{cases} \]
where
\[ \mu_{\text{TL}} = \lambda^{\text{min}}_{\text{min}}(S\tilde{M}_s^{-1} S^T A 2 A^T \Pi_A). \]

**Proof.** From (2.6), we have
\[ I - A^T \tilde{M}_s^{-1} A^T = (I - A^T \tilde{M}_s^{-1} A^T) (I - A^T \tilde{M}_s^{-T} A^T), \]
which implies that \( A^{-1}_s - \tilde{M}_s^{-1} \) is SPD. It follows that \( I - A^T \tilde{M}_s^{-1} S^T A^T \) is SPD, which yields the positive semidefiniteness of \( A^{-1} - S\tilde{M}_s^{-1} S^T \). Then
\[ \lambda((I - S\tilde{M}_s^{-1} S^T A)\Pi_A) = \lambda((A^{-1} - S\tilde{M}_s^{-1} S^T)^{\frac{1}{2}} A\Pi_A(A^{-1} - S\tilde{M}_s^{-1} S^T)^{\frac{1}{2}}) \subset [0, +\infty), \]
where we have used the fact that $A\Pi_A$ is SPD. Hence,
\[
\lambda_{\max}((I - S\tilde{M}_s^{-1}S^T A)\Pi_A) = \lambda_{\max}((I - S\tilde{M}_s^{-1}S^T A)PA_c^{-1}P^TA) \\
= \lambda_{\max}(P^TA(I - S\tilde{M}_s^{-1}S^T A)PA_c^{-1}) \\
= \lambda_{\max}(I - P^T A\tilde{M}_s^{-1}S^T APA_c^{-1}) \\
= 1 - \lambda_{\min}(P^T A\tilde{M}_s^{-1}S^T APA_c^{-1}).
\]

Observe that
\[
\lambda(P^T A\tilde{M}_s^{-1}S^T APA_c^{-1}) = \lambda(A_c^{-\frac{1}{2}}P^T A\tilde{M}_s^{-1}S^T APA_c^{-\frac{1}{2}}) \subset [0, +\infty).
\]

If $\text{rank}(S^TAP) = n_c$, then $A_c^{-\frac{1}{2}}P^T A\tilde{M}_s^{-1}S^T APA_c^{-\frac{1}{2}}$ is SPD, which implies that
\[
0 < \lambda_{\min}(P^T A\tilde{M}_s^{-1}S^T APA_c^{-1}) = \lambda_{\min}(S\tilde{M}_s^{-1}S^T A\Pi_A).
\]

If $\text{rank}(S^TAP) < n_c$, then $A_c^{-\frac{1}{2}}P^T A\tilde{M}_s^{-1}S^T APA_c^{-\frac{1}{2}}$ is singular, which leads to
\[
\lambda_{\min}(P^T A\tilde{M}_s^{-1}S^T APA_c^{-1}) = 0.
\]

Thus, the identity (3.11) is proved.

Based on Lemmas 3.1 and 3.4, we can derive the following convergence estimate.

**Theorem 3.5.** Under the condition (3.4), the approximate solution, $u_{\text{ITL}}$, generated by Algorithm 2 satisfies that

\[
\|u - u_{\text{ITL}}\|_A \leq \sigma_{\text{ITL}}\|u - u^{(0)}\|_A
\]

with
\[
\sigma_{\text{ITL}} = \begin{cases} 
1 - \frac{1}{K_{\text{TL}}} + \varepsilon(1 - \mu_{\text{TL}}) & \text{if } \text{rank}(S^TAP) = n_c, \\
1 - \frac{1}{K_{\text{TL}}} + \varepsilon & \text{if } \text{rank}(S^TAP) < n_c,
\end{cases}
\]

where $K_{\text{TL}}$, $\varepsilon$, and $\mu_{\text{TL}}$ are given by (2.8), (3.6), and (3.12), respectively.

**Proof.** From the last two steps of Algorithm 2, we have
\[
u - u_{\text{ITL}} = (I - S\tilde{M}_s^{-T}S^T A)(u - u^{(1)} - Pe_c^{(\nu)}).
\]

In the case of exact coarse solver, one has
\[
u - u_{\text{TL}} = (I - S\tilde{M}_s^{-T}S^T A)(u - u^{(1)} - PA_c^{-1}r_c).
\]

Then
\[
u_{\text{TL}} - u_{\text{ITL}} = (I - S\tilde{M}_s^{-T}S^T A)P(A_c^{-1}r_c - e_c^{(\nu)}).
\]

Using (3.5), we obtain
\[
\|\nu_{\text{TL}} - u_{\text{ITL}}\|_A = \|A_c^{\frac{1}{2}}(I - S\tilde{M}_s^{-T}S^T A)P(A_c^{-1}r_c - e_c^{(\nu)})\|_2 \\
\leq \|A_c^{\frac{1}{2}}(I - S\tilde{M}_s^{-T}S^T A)PA_c^{\frac{1}{2}}\|_2\|A_c^{-1}r_c - e_c^{(\nu)}\|_{A_c} \\
= \|A_c^{\frac{1}{2}}P^T I - AS\tilde{M}_s^{-1}S^T A^\frac{1}{2}\|_2\|A_c^{-1}r_c - e_c^{(\nu)}\|_{A_c} \\
\leq \varepsilon\|A_c^{\frac{1}{2}}P^T I - AS\tilde{M}_s^{-1}S^T A^\frac{1}{2}\|_2\|r_c\|_{A_c^{-1}}.
\]

From the first two steps of Algorithm 2, we have
\[
r_c = P^T A(I - S\tilde{M}_s^{-1}S^T A)(u - u^{(0)}),
\]
and hence
\[
\|r_e\|_{A^{-1}} = \|A^{-\frac{1}{2}}P^TA(I - SM_s^{-1}S^T A)(u - u^{(0)})\|_2 \\
= \|A^{-\frac{1}{2}}P^TA(I - A^{\frac{1}{2}}SM_s^{-1}A^{\frac{1}{2}})A^{\frac{1}{2}}(u - u^{(0)})\|_2 \\
\leq \|A^{-\frac{1}{2}}P^TA(I - A^{\frac{1}{2}}SM_s^{-1}A^{\frac{1}{2}})\|_2\|u - u^{(0)}\|_A.
\]

Note that
\[
\|A^{-\frac{1}{2}}P^TA^{\frac{1}{2}}(I - A^{\frac{1}{2}}SM_s^{-1}S^T A^{\frac{1}{2}})\|_2^2
= \lambda_{\text{max}} \left( (I - A^{\frac{1}{2}}SM_s^{-T}S^{T}A^{\frac{1}{2}})A^{\frac{1}{2}}PA^{-1}P^TA^{\frac{1}{2}}(I - A^{\frac{1}{2}}SM_s^{-1}S^T A^{\frac{1}{2}})A^{\frac{1}{2}} \right)
= \lambda_{\text{max}} \left( A^{\frac{1}{2}}(I - A^{\frac{1}{2}}SM_s^{-T}S^{T}A^{\frac{1}{2}})A^{\frac{1}{2}}PA^{-1}P^T A^{\frac{1}{2}}(I - A^{\frac{1}{2}}SM_s^{-1}S^T A^{\frac{1}{2}})A^{\frac{1}{2}} \right)
= \lambda_{\text{max}} \left( (I - SM_s^{-T}S A)I_A(I - SM_s^{-1}S^T A) \right)
= \lambda_{\text{max}} \left( (I - SM_s^{-1}S^T A)I_A \right).
\]

We then have
\[
\|u_{TL} - u_{ITL}\|_A \leq \varepsilon \lambda_{\text{max}} \left( (I - SM_s^{-1}S^T A)I_A \right)\|u - u^{(0)}\|_A.
\]

Thus,
\[
\|u - u_{ITL}\|_A \leq \|u - u_{TL}\|_A + \|u_{TL} - u_{ITL}\|_A \\
= \|E_{TL}(u - u^{(0)})\|_A + \|u_{TL} - u_{ITL}\|_A \\
\leq (\|E_{TL}\|_A + \varepsilon \lambda_{\text{max}} \left( (I - SM_s^{-1}S^T A)I_A \right))\|u - u^{(0)}\|_A.
\]

The desired estimate then follows immediately from (2.7) and (3.11). \qed

As a corollary of Theorem 3.5, the following convergence estimate for Algorithm 3 holds.

**Corollary 3.6.** Under the condition (3.4), the approximate solution, \(u_{ITG}\), generated by Algorithm 3 satisfies that
\[
\|u - u_{ITG}\|_A \leq \left(1 - \frac{1}{K_{TG}} + \varepsilon (1 - \lambda_{\text{min}}^+(\tilde{M}^{-1}A I_A))\right)\|u - u^{(0)}\|_A,
\]
where \(K_{TG}\) and \(\varepsilon\) are given by (2.10) and (3.6), respectively.

### 3.2. Convergence of Algorithm 2 without postsmoothing.

In Algorithm 1, the main purpose of postsmoothing is to preserve the symmetry of its iteration matrix in \(A\)-inner product, which brings a lot of convenience to the theoretical analysis of two-level methods. In practice, it is not necessary to perform the postsmoothing step when the presmoothing and coarse-level correction processes complement each other very well. In this subsection, we present a convergence analysis of Algorithm 2 without postsmoothing, in which case the output is denoted by \(u^{(2)}\).

For Algorithm 1 without postsmoothing, its iteration matrix is of the form
\[
(I - I_A)(I - SM_s^{-1}S^T A),
\]
where $\Pi_A$ is defined by (2.2). Accordingly, its convergence factor is

$$\|(I - \Pi_A)(I - SM_s^{-1}ST A)\|_A$$

$$= \|(I - A^\frac{1}{2} \Pi_A A^{-\frac{1}{2}})(I - A^\frac{1}{2} SM_s^{-1}ST A^\frac{1}{2})\|_2$$

$$= \lambda_{max}^\frac{1}{2}\left((I - A^\frac{1}{2} SM_s^{-T}ST A^\frac{1}{2})(I - A^\frac{1}{2} \Pi_A A^{-\frac{1}{2}})(I - A^\frac{1}{2} SM_s^{-1}ST A^\frac{1}{2})\right)$$

$$= \lambda_{max}^\frac{1}{2}\left(A^\frac{1}{2} (I - A^\frac{1}{2} SM_s^{-T}ST A^\frac{1}{2})(I - A^\frac{1}{2} \Pi_A A^{-\frac{1}{2}})(I - A^\frac{1}{2} SM_s^{-1}ST A^\frac{1}{2}) A^\frac{1}{2}\right)$$

$$= \lambda_{max}(E_{TL})$$

$$= \left(1 - \frac{1}{K_{TL}}\right)^{\frac{1}{2}},$$

where, in the last equality, we have used the facts (2.5) and (2.7).

The following theorem provides a convergence estimate for Algorithm 2 without postsmoothing.

**Theorem 3.7.** Under the condition (3.4), the approximate solution, $u^{(2)}$, generated by Algorithm 2 without postsmoothing satisfies that

$$(3.15) \quad \|u - u^{(2)}\|_A \leq \left(1 - \frac{1 - \epsilon^2}{K_{TL}}\right)^{\frac{1}{2}} \|u - u^{(0)}\|_A,$$

where $K_{TL}$ and $\epsilon$ are given by (2.8) and (3.6), respectively.

**Proof.** From the fourth step of Algorithm 2, we have

$$u - u^{(2)} = u - u^{(1)} - Pe_c^{(\nu)}.$$

Then

$$\|u - u^{(2)}\|_A^2 = (u - u^{(1)} - Pe_c^{(\nu)})^T A(u - u^{(1)} - Pe_c^{(\nu)})$$

$$= (u - u^{(1)})^T A(u - u^{(1)}) - 2(u - u^{(1)})^T A Pe_c^{(\nu)} + \|e_c^{(\nu)}\|_A^2$$

$$\leq (u - u^{(1)})^T A(u - u^{(1)}) - 2\epsilon \|\epsilon_c^{(\nu)}\|_A^2$$

$$= (u - u^{(1)})^T A(u - u^{(1)}) - (1 - \epsilon^2) \|\epsilon_c^{(\nu)}\|_A^2$$

$$= (u - u^{(1)})^T A(I - (1 - \epsilon^2) \Pi_A) (u - u^{(1)})$$

where we have used the relation (3.8). Let

$$\Pi = A_{\Pi} \Pi_A A_{\Pi}^{-\frac{1}{2}} = A_{\Pi} PA_c^{-1} P^T A_{\Pi}$$

and

$$E = (I - A^\frac{1}{2} SM_s^{-T}ST A^\frac{1}{2})(I - (1 - \epsilon^2) \Pi_A)(I - A^\frac{1}{2} SM_s^{-1}ST A^\frac{1}{2}).$$

We then have

$$(u - u^{(1)})^T A(I - (1 - \epsilon^2) \Pi_A) (u - u^{(1)})$$

$$= (u - u^{(0)})^T (I - ASM_s^{-T}ST) A(I - (1 - \epsilon^2) \Pi_A)(I - SM_s^{-1}ST A) (u - u^{(0)})$$

$$= (u - u^{(0)})^T A_\Pi E A_\Pi (u - u^{(0)}).$$
It follows that
\[ \|u - u^{(2)}\|_A^2 \leq (u - u^{(0)})^T A^{1/2} E A^{1/2} (u - u^{(0)}), \]
which, together with the symmetry of \( E \), leads to
\[ (3.16) \quad \|u - u^{(2)}\|_A^2 \leq \lambda_{\max}(E)\|u - u^{(0)}\|_A^2. \]

It is easy to see that
\[ E = (I - A^{1/2} S M_s^{-T} S^T A^{1/2}) (\varepsilon^2 I + (1 - \varepsilon^2)(I - P)) (I - A^{1/2} S M_s^{-1} S^T A^{1/2}). \]

By the Weyl’s theorem (see, e.g., [13, Theorem 4.3.1]), we have
\[
\lambda_{\max}(E) \leq \varepsilon^2 \lambda_{\max}\left((I - A^{1/2} S M_s^{-T} S^T A^{1/2}) (I - A^{1/2} S M_s^{-1} S^T A^{1/2})\right)
+ (1 - \varepsilon^2) \lambda_{\max}\left((I - A^{1/2} S M_s^{-T} S^T A^{1/2})(I - I) (I - A^{1/2} S M_s^{-1} S^T A^{1/2})\right)
\]
\[ = \varepsilon^2 \lambda_{\max}\left(I - A^{1/2} S M_s^{-1} S^T A^{1/2}\right) + (1 - \varepsilon^2) \lambda_{\max}\left(A^{1/2} E_{TL} A^{-1/2}\right), \]

where \( E_{TL} \) and \( E_{M_s} \) are given by (2.1) and (2.4), respectively. Since
\[ \lambda_{\max}\left(I - A^{1/2} S M_s^{-1} S^T A^{1/2}\right) = 1 - \lambda_{\min}\left(A^{1/2} S M_s^{-1} S^T A^{1/2}\right) = 1 \]
and
\[ \lambda_{\max}\left(A^{1/2} E_{TL} A^{-1/2}\right) = \|E_{TL}\|_A = 1 - \frac{1}{K_{TL}}, \]
we obtain
\[ \lambda_{\max}(E) \leq \varepsilon^2 + (1 - \varepsilon^2) \left(1 - \frac{1}{K_{TL}}\right) = 1 - \frac{1 - \varepsilon^2}{K_{TL}}, \]
which, combined with (3.16), yields the estimate (3.15). \( \square \)

Similarly, the following convergence estimate for Algorithm 3 without postsmoothing holds.

**Theorem 3.8.** Under the condition (3.4), the approximate solution, \( u^{(2)} \), generated by Algorithm 3 without postsmoothing satisfies that
\[ (3.17) \quad \|u - u^{(2)}\|_A \leq \left(1 - \frac{1 - \varepsilon^2}{K_{TG}} - \varepsilon^2 \lambda_{\min}(\tilde{M}^{-1} A)\right)\|u - u^{(0)}\|_A, \]
where \( K_{TG} \) and \( \varepsilon \) are given by (2.10) and (3.6), respectively.

**Proof.** Observe that
\[
\lambda_{\max}\left((I - A^{1/2} M^{-T} A^{1/2})(I - A^{1/2} M^{-1} A^{1/2})\right)
= \lambda_{\max}\left((I - A^{1/2} M^{-1} A^{1/2})(I - A^{1/2} M^{-T} A^{1/2})\right)
= \lambda_{\max}(I - A^{1/2} \tilde{M}^{-1} A^{1/2})
= 1 - \lambda_{\min}(A^{1/2} \tilde{M}^{-1} A^{1/2})
= 1 - \lambda_{\min}(\tilde{M}^{-1} A). \]
The remainder of this proof is similar to that of Theorem 3.7. \( \square \)
4. Examples

The theoretical framework developed in Section 3 is applicable for various coarse solvers, provided that the corresponding accuracy estimates are available. In this section, as examples, we introduce two numerical methods for solving the coarse-level system

\[ A_c e_c = r_c. \]

Discussions on how their accuracy estimates fit into our framework are also given.

4.1. Conjugate gradient method. The conjugate gradient (CG) method [12] is a well-known numerical algorithm for solving SPD problems. To find an approximate solution to the linear system (4.1), we perform \( \ell \) iterations of the CG method with initial guess \( e^{(0)}_{\text{CG}} \in \mathbb{R}^{n_c} \). The resulting approximation is denoted by \( e^{(\ell)}_{\text{CG}} \), which satisfies the following estimate (see, e.g., [20, Theorem 38.5]):

\[
\| A_c^{-1} r_c - e^{(\ell)}_{\text{CG}} \|_{A_c} \leq 2 \left( \frac{\sqrt{\kappa_c} - 1}{\sqrt{\kappa_c} + 1} \right)^\ell \| A_c^{-1} r_c - e^{(0)}_{\text{CG}} \|_{A_c},
\]

where \( \kappa_c = \frac{\lambda_{\text{max}}(A_c)}{\lambda_{\text{min}}(A_c)} \) is the spectral condition number of \( A_c \). If \( \kappa_c \) is very large, one may apply the CG method to an equivalent preconditioned system.

Under the setting of Algorithm 2, if \( \nu = 1 \) and \( B^{(1)}_c \) is taken to be the CG solver, then the tolerance factor in (3.5) is

\[
\varepsilon = 2 \left( \frac{\sqrt{\kappa_c} - 1}{\sqrt{\kappa_c} + 1} \right)^\ell,
\]

which is less than 1 if \( \ell > \left( \log_2 \frac{\sqrt{\kappa_c} + 1}{\sqrt{\kappa_c} - 1} \right)^{-1} \).

4.2. Randomized coordinate descent method. Besides those classical (deterministic) methods, one can use some randomized methods to solve (4.1).

Let \( (A_c)_i \) and \( (r_c)_i \) denote the \( i \)-th row of \( A_c \) and the \( i \)-th entry of \( r_c \), respectively. The randomized coordinate descent (RCD) method [14, 15, 10] applied to (4.1) can be described as follows:

\[
e^{(j+1)}_{\text{RCD}} = \arg \min_{x_c \in \mathbb{R}^{n_c}} \| x_c - e^{(j)}_{\text{RCD}} \|_{A_c}^2 \text{ subject to } (A_c)_i x_c = (r_c)_i,
\]

where \( i \in \{1, \ldots, n_c\} \) is chosen randomly, with probability \( p_i \). The solution to (4.3) is given by

\[
e^{(j+1)}_{\text{RCD}} = e^{(j)}_{\text{RCD}} + \frac{(r_c)_i - (A_c)_i e^{(j)}_{\text{RCD}}}{(A_c)_i i} d_i,
\]

where \( (A_c)_i i \) and \( d_i \) denote the \( (i, i) \)-entry of \( A_c \) and the \( i \)-th column of \( I_{n_c} \), respectively.

With the probability distribution \( p_i = \frac{(A_c)_i i}{\text{tr}(A_c)} \) (\( i = 1, \ldots, n_c \)), one can show that (see [14, 10])

\[
\mathbb{E} \left[ \| A_c^{-1} r_c - e^{(\ell)}_{\text{RCD}} \|_{A_c}^2 \right] \leq \left( 1 - \frac{\lambda_{\text{min}}(A_c)}{\text{tr}(A_c)} \right)^\ell \| A_c^{-1} r_c - e^{(0)}_{\text{RCD}} \|_{A_c}^2.
\]
where \( e^{(0)}_{\text{RCD}} \in \mathbb{R}^{n_c} \) is an initial guess. By the Cauchy–Schwarz inequality for random variables, we have
\[
\mathbb{E}\left[ \|A_c^{-1}r_c - e^{(l)}_{\text{RCD}} \|_{A_c}^2 \right] \leq \left( \mathbb{E}\left[ \|A_c^{-1}r_c - e^{(l)}_{\text{RCD}} \|_{A_c}^2 \right] \right)^{\frac{1}{2}},
\]
which, together with (4.4), yields
\[
(4.5) \quad \mathbb{E}\left[ \|A_c^{-1}r_c - e^{(l)}_{\text{RCD}} \|_{A_c}^2 \right] \leq \left( 1 - \frac{\lambda_{\min}(A_c)}{\text{tr}(A_c)} \right)^{\frac{1}{2}} \|A_c^{-1}r_c - e^{(0)}_{\text{RCD}} \|_{A_c}^2.
\]

Under the setting of Algorithm 2, if \( \nu = 1 \) and \( \mathcal{B}_c^{(1)}[\cdot] \) is taken to be the RCD solver, then the expected tolerance factor in (3.5) is
\[
\varepsilon = \left( 1 - \frac{\lambda_{\min}(A_c)}{\text{tr}(A_c)} \right)^{\frac{1}{2}}.
\]
Similarly to the proofs of Theorems 3.5 and 3.7, one can easily derive upper bounds for \( \mathbb{E}[\|u - u^{(2)}\|_A] \) and \( \mathbb{E}[\|u - u^{(2)}\|_A] \) based on the estimates (4.4) and (4.5).

An extension: Let \( \Omega \) be a random subset of \( \{1, \ldots, n_c\} \), and let \( I_{\Omega} \in \mathbb{R}^{n_c \times |\Omega|} \) be a column concatenation of the columns of \( I_{n_c} \) indexed by \( \Omega \). The randomized block-coordinate descent (RBCD) method [18] (also called the randomized Newton method [10, 17]) applied to (4.1) can be described by
\[
(4.6) \quad e^{(j+1)}_{\text{RBCD}} = \arg\min_{x_c \in \mathbb{R}^{n_c}} \|x_c - e^{(j)}_{\text{RCD}} \|_{A_c}^2 \quad \text{subject to} \quad I_{\Omega}^T A_c x_c = I_{\Omega}^T r_c.
\]

It was shown in [10, 17] that
\[
\mathbb{E}\left[ \|A_c^{-1}r_c - e^{(l)}_{\text{RBCD}} \|_{A_c}^2 \right] \leq \left( 1 - \lambda_{\min}(\mathbb{E}[I_{\Omega}(I_{\Omega}^T A_c I_{\Omega})^{-1} I_{\Omega}^T A_c]) \right)^{\ell} \|A_c^{-1}r_c - e^{(0)}_{\text{RCD}} \|_{A_c}^2,
\]
where \( e^{(0)}_{\text{RCD}} \in \mathbb{R}^{n_c} \) is an initial guess. Then
\[
\mathbb{E}\left[ \|A_c^{-1}r_c - e^{(l)}_{\text{RBCD}} \|_{A_c}^2 \right] \leq \left( 1 - \lambda_{\min}(\mathbb{E}[I_{\Omega}(I_{\Omega}^T A_c I_{\Omega})^{-1} I_{\Omega}^T A_c]) \right)^{\ell} \|A_c^{-1}r_c - e^{(0)}_{\text{RCD}} \|_{A_c}^2,
\]
in which case the expected tolerance factor in (3.5) is
\[
\varepsilon = \left( 1 - \lambda_{\min}(\mathbb{E}[I_{\Omega}(I_{\Omega}^T A_c I_{\Omega})^{-1} I_{\Omega}^T A_c]) \right)^{\frac{1}{2}}.
\]

\textbf{Remark 4.1}. In the third step of Algorithm 2, we are allowed to use different solvers at each iteration. As a result, some hybrid algorithms can be designed by combining different methods. For example, if \( \nu = 2 \), one may choose \( \mathcal{B}_c^{(1)}[\cdot] \) and \( \mathcal{B}_c^{(2)}[\cdot] \) as the CG and RCD solvers, respectively. In view of Lemma 3.1, the corresponding accuracy estimate follows immediately from (4.2) and (4.5).

\section{Conclusions}

In this work, we establish a general framework for analyzing the convergence of inexact two-level methods, in which the coarse-level system is solved approximately by an inner iterative procedure. The framework allows us to use linear, nonlinear, deterministic, randomized, or hybrid solvers in the inner iterations, as long as the corresponding accuracy estimates are available. Two examples of coarse solver are also provided, followed by discussions on how their accuracy estimates fit into our framework. Motivated by the proposed theory, we expect to develop new multilevel algorithms in the future, especially combined with randomization techniques.
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