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Abstract

Non-adiabatic chemical reaction refers to the electronic excitation during reactions. This effect cannot be modeled by the ground-state Born-Oppenheimer molecular dynamics (BO-MD), where the electronic structure is at the ground-state for every step of ions’ movement. Although the non-adiabatic effect has been explored extensively in gas phase reactions, its role to the electrochemical reactions in electrolyte such as water splitting and CO$_2$ reduction has rarely been explored. On the other hand, electrochemical reactions usually involve electron transport, thus, non-adiabatic process can naturally play a significant role. In this work, using one step of CO$_2$ reduction as an example, we investigate the role of the non-adiabatic effect in the reaction. The reaction barriers are computed by adiabatic BO-MD and non-adiabatic real-time time dependent density functional theory (rt-TDDFT). We find that by including the non-adiabatic effect, rt-TDDFT can increase the reaction barrier up to 6% compared to the BO-MD calculated barrier when solvent model is used to represent the water. Simulations with hybrid solvent model using explicit water molecules around the reaction...
site is also carried out under different overpotentials, similar non-adiabatic effects are found.
First-principles methods, such as density function theory (DFT), have been widely used in a variety of electrocatalytical reactions, such as water splitting including oxygen evolution\textsuperscript{1–5} and hydrogen evolution reactions,\textsuperscript{6–9} CO\textsubscript{2} reduction,\textsuperscript{10–13} and solar fuel cells.\textsuperscript{14–16} By utilizing state-of-art computational techniques such as computational hydrogen electrode model,\textsuperscript{17} nudged elastic bands (NEB),\textsuperscript{18} and Born-Oppenheimer molecular dynamics (BO-MD),\textsuperscript{12} DFT calculations enable a detailed free-energy determination of possible reaction paths, including intermediate states, transition states and reaction barriers. Various effects, for example pH,\textsuperscript{19} electrode potential,\textsuperscript{10,17} cation induced electric field,\textsuperscript{20,21} and electrolyte\textsuperscript{12,14,22,23} have been explored systematically to illustrate the reaction mechanisms and to design high-performance catalysis. Most of these methods, particularly to determine the reaction barriers, are based on the ground-state DFT. By assuming a much slower reaction process compared to the time-scale of electron thermalization, the electronic excitations during the related reactions have been ignored, hence, adiabatic Born-Oppenheimer assumption is implicitly used in many studies for electrocatalysis. The non-adiabatic (NA) effect results from the electronic evolution with finite time-scale. However, the NA effect to the electrochemical reactions is rarely explored, and we have very limited knowledge about if the non-adiabaticity will affect the electrochemical reactions and to what extend it can contribute.

Electronic NA effect is defined as the coupling of the electronic ground state to excited eigen-states due to time evolution of the wavefunctions. This effect manifests itself in a chemical reaction when the time-scale of its dynamics is similar to that of the carrier’s (electrons and holes) thermalization. As a result, the excited electron (and hole) is not always at its equilibrium ground state. Meanwhile, for non-excited cases with pure charge transport, NA effect can result in charge transfer bottleneck, where carriers need finite time to move from the carrier donor to the acceptor. In comparison, when the reaction is carried out very slowly, the fast relaxation of electronic excitation or fast transfer makes the NA effect unimportant to the reaction. Owing to the ultrafast nature, the NA effect plays a significant
role in chemical reactions such as photochemistry, collision, atom-stopping, and electron transfer process. Particularly, a great deal of research has been focused on gas-phase catalytic reactions on surfaces to understand the contribution from the NA effect. For example, the NA simulation with fewest-switches surface-hopping algorithm has shown the strong NA effect for spin flipping and transition during the \( O_2 \) disssociative adsorption on Al and Pd surface, with the estimated rate consistent to the experiments. The reverse process associative desorption of \( N_2 \) on Ru(001) further shows the NA effect from an \textit{ab initio} simulation indirectly. In that work, consistent agreement between the simulation and the experiments can be obtained only after including the NA effect in the calculation. A comprehensive theoretical study has been made to explore the NA effect of \( H_2/Cu \) (110) and \( N_2/W \) (110). However, their simulation has shown a marginal effect of the non-adiabaticity to diatomic molecules adsorption process. Based on these examples, the role of the NA effect seems to depend on specific reaction types. However, for electrochemical reactions under aqueous condition such as heterogenous catalysis, the NA effect has been rarely studied. Electrochemical reactions necessitate the transfer of charge from one place to another, thus it is more likely a NA process. Besides the question of excited state induced by the reaction dynamics, another possibility is the charge transfer bottleneck, which also makes the process NA. One recent work focusing the initial \( CO_2 \) adsorption to various metal surfaces has shown very fast electronic hybridization compared to the adsorption, showing the adiabatic nature of the chemical adsorption process. Different from the initial adsorption process for \( CO_2 \) reduction, its subsequent steps involve the proton-assisted electron transfer (PAET). This process also exists in water splitting and hydrogen evolution reactions. Some of the fast PAETs can form the transition state within 1 ps or faster, comparable to the time-scale of the electronic thermalization, indicating the potential role of the NA effect. Nonetheless, the NA effect to the electrochemistry reactions with protons addition is rarely investigated in detail. It leaves many questions unanswered: for example, will the NA effect play a role to the electrochemical reactions such as \( CO_2 \) reduction involving the fast proton motion? If
this is the case, how much does the non-adiabaticity make change to the reaction barrier?
Will the NA effect contribute mostly to the carrier excitation or charge transfer bottleneck?
How do the electrolyte and applied electrode potential influence the NA?

In this work, we seek to understand the role of the NA effects to heterogenous catalyt-
cical reactions in aqueous condition. By using one step of CO$_2$ reduction $\cdot$CO + H$_3$O$^+$ +
e$\rightarrow$ $\cdot$COH + H$_2$O (\*: copper surface) on copper [111] surface as an example, we perform
the adiabatic (ground-state BO-MD) and non-adiabatic (Erenfest real-time time-dependent
DFT (rt-TDDFT)) simulations to model the reaction. In BO-MD, the adiabatic eigen-states
are solved by diagonalizing the Hamiltonian at every MD step. The occupation of electrons
on each state is based on their eigen-energies. Thus, the electronic structure is always at the
ground state for every step. On the contrary, rt-TDDFT evolves the time-dependent wave-
function following Schrödinger’s equation, allowing the electronic structure to be excited.
Meanwhile, the excitation of the electronic structure may drive the ions movement differently
compared to the ground-state electronic structure. With this capability, rt-TDDFT has been
widely used to simulate various NA processes such as optical excitations,$^{42}$ proton-assisted
chemical reactions,$^{43}$ and ion sputtering.$^{27,44}$ Different from other TDDFT algorithms where
a very small time step ($\Delta t$-0.001fs) has to be used to evolve the charge density, the imple-
mentation we have adopted here uses the adiabatic states ($\phi_j(t)$) as the basis to expand the
wavefunction. These adiabatic states are solved from the Hamiltonian at each ion’s step $t_n$
with time-step $\Delta t = t_{n+1} - t_n \leq 0.1$fs. The time-dependent wavefunction is expanded as:

$$\psi_i(t) = \sum_j C_{i,j}(t)\phi_j(t)$$

where adiabatic state $\phi_j(t)$ is solved by diagonalizing the Hamiltonian $H$ at step $t$: $H(t)\phi_j(t) =
\epsilon_j(t)\phi_j(t)$. The coefficient $C_{i,j}(t)$ for the wavefunction is evolved from $t_n$ to $t_{n+1}$ non-
adiabatically following the Schrödinger’s equation $i\partial \psi(t)/\partial t = H(t)\psi(t)$ using a much smaller
time-step. The Hamiltonian in the Schrödinger’s equation is based on the linear interpolation from $H(t_n)$ to $H(t_{n+1})$. However, since the adiabatic states (size~100) are used as basis to construct the wavefunction and Hamiltonian instead of plane-waves, the evolution of wavefunction from $t_n$ to $t_{n+1}$ involves only a small size matrix, its cost becomes negligible. This method allows us to evolve wavefunction and ions’ dynamics of a complex system with hundreds of atoms such as the surface chemical reaction presented here. In this work, the reaction is simulated with CO molecule adsorbed on copper [111] surface, and it is attacked by H$_3$O$^+$ to form COH on copper. We find that the BO-MD and rt-TDDFT with the same initial setups can reveal opposite results: near the reaction barrier, BO-MD allows the reaction to happen, while rt-TDDFT fails to proceed the reaction to form *COH but return back to *CO. Such difference clearly demonstrates the role of the non-adiabaticity to electrochemical reactions in aqueous conduction. The reaction barrier change caused by the non-adiabaticity is estimated, which is up to 6% correction compared to the ground-state method calculated barriers. We also explored the reaction with the explicit solvent model and with different electrode potentials, and we find similar NA effects.

PWmat$^{45,46}$ package based on the plane-wave pseudopotential DFT is used to perform the total energy calculation, structural optimization, BO-MD, and rt-TDDFT. SG15 pseudopotentials$^{47}$ with 50 Ryd plane-wave energy cut-off are used to ensure the convergence of charge density. All the structures are relaxed with the forces below 0.02 eV/Å. In our calculation, we choose four-layer Cu[111] slab surface with 3×3 in x-y direction superlattice. The most widely used DFT exchange-correlation functionals such as PBE and LDA predict CO adsorption on the hallow site of three Cu atoms, contradicting to the experimentally observed top-site (on top of one Cu atom)$^{48,49}$ Instead, we choose revised PBE (revPBE)$^{50}$ to reproduce the correct adsorption site. In the dynamical simulations, reaction barrier is sensitive to the length of time step, we find 0.1 fs is enough to obtain accurate reaction barrier (see Supplementary Information (SI)). The rt-TDDFT calculation is also converged with this time step. Both spin-polarized and spin-unpolarized calculations are performed,
but these two types of calculation yield quite similar results.

![Figure 1: Atomic structures of the a) initial and b) final structures. Top: top view; bottom: side view of the two structures. During the reaction, one proton of hydronium moves from O of H$_3$O$^+$ to O of $^\ast$CO. Golden: Cu; Red: O; Brown: C; Light violet: H.](image)

The solvent has been shown to play a significant role in CO$_2$ reduction reactions on metal surfaces. Two types of solvent models are commonly used to represent the solvent effect in DFT calculations: implicit solvent model with continuum dielectric response, and explicit solvent model with water molecules in simulation. In our calculation, we have tried both methods to examine the effect of non-adiabaticity. For the implicit solvent model, when the system contains charged ions such as hydronium with strong solvation energy, the solvent model has to be tuned carefully to yield a correct energy for the ions, so that the energetics of the transition from free hydronium to $^\ast$COH will be correct. Here, the continuum polarizable solvent model is used with specific ion–solvent interaction parameters. The solvent parameters of H and O (belonging to hydronium) are tuned to reproduce the solvation energy of the charged ion. However, computing solvation energy of a charged ion...
in water is a non-trivial task due to water fluctuations. Instead, we borrow the idea of
the computational hydrogen electrode to compute the free energy of the ion with aqueous
condition. Using hydronium as an example, the reaction $\text{H}_3\text{O}^+(\text{aq}) + e^- \rightarrow \frac{1}{2}\text{H}_2(\text{g}) + \text{H}_2\text{O}(\text{aq})$ occurs spontaneously at potential $U=0$ V. Thus, the enthalpy of $\text{H}_3\text{O}^+(\text{aq})$ can be expressed as $H(\text{H}_3\text{O}^+(\text{aq})) = 1/2E(\text{H}_2(\text{g})) + E(\text{H}_2\text{O}(\text{g})) + G_s(\text{H}_2\text{O}) + 4.44$ eV. Here, $H$ stands for enthalpy, and $G_s(\text{H}_2\text{O})$ is the water solvation energy $0.274$ eV obtained from the experiment, and $4.44$ eV is the hydrogen electrode potential in terms of vacuum. Note, the explicit solvent model is used only to describe the enthalpy, instead of free energy of $\text{H}_3\text{O}^+(\text{aq})$, in agreement to the early work of implicit solvent model development. We tune the solvent parameters of $\text{H}$ and $\text{O}$, so that the DFT calculated energy of the hydronium with implicit solvent model matches $H(\text{H}_3\text{O}^+(\text{aq}))$ obtained with the above formula.

![Figure 2: Reaction paths computed by adiabatic BO-MD and NA rt-TDDFT. It records the distance of the proton to oxygen of hydronium and the proton to oxygen of $\cdot\text{CO}$. If the reaction proceeds, the black line and red line switch, indicating the proton transferring from hydronium to $\cdot\text{CO}$. Otherwise, these two lines will return back.](image)

Shown in Fig. 1 is the optimized initial and final structures. The initial structure is built
with hydronium close to $\cdot$CO with a hydrogen bond, which is a local minimum structure. Such hydrogen bond is optimized yielding a bond length around 1.6 Å. To simulate the reaction with PA-ET using MD, an initial velocity is added to the hydrogen atom of the hydronium close to $\cdot$CO, with the direction of velocity pointing to the oxygen of $\cdot$CO. By tuning the magnitude of the initial velocity, we can monitor when the proton can transfer from hydronium to $\cdot$CO instead of returning. Such initial kinetic energy of the proton can be treated as the reaction barrier. To find the initial atomic configuration and velocity for this reaction to happen at the exact required kinetic energy, we have adopted a “reversed process” procedure. In this procedure, the nudge elastic band (NEB) calculation is performed first to reveal the reaction path and transition state. Then, by starting from the transition-state structure with a very small initial velocities perturbation toward the initial reaction direction, a short BO-MD is performed. This will yield an initial atomic structure. Starting from this atomic position, with reversed velocity, the BO-MD will drive the system to the transition state due to time inversion symmetry. Thus, a slight increase of the initial velocity can lead to a transition to the final state. On the contrary, a slight reduction (e.g. 0.1%) in velocity will prevent the reaction from happening. Using this way, we can quickly identify the adiabatic reaction barrier using BO-MD. For the reaction $\cdot$CO + $\cdot$H$_3$O$^+$ + e$^-$ $\rightarrow$ $\cdot$COH + H$_2$O, the energy difference $\Delta E = E_{\text{final}} - E_{\text{initial}}$ is calculated to be around 0.5 eV. In the experiment, an overpotential is added to overcome $\Delta E$ or to make it negative to make the reaction to proceed spontaneous. To mimic the applied overpotential to the electrode, we add two electrons to the system and relax the structures so that the energy difference between the initial and final structures is close to zero. Fig. 2 shows the reaction paths computed with BO-MD and rt-TDDFT. In this figure, both calculations of BO-MD and rt-TDDFT start from the same initial structures and velocities as well as initial electronic structure. The initial kinetic energy of the proton equals the BO-MD reaction barrier to just let the reaction happen. For BO-MD simulation, the proton of hydronium move from $\cdot$H$_3$O$^+$ to $\cdot$CO quickly at the beginning. Then it starts to slow down from 10 fs to 25 fs. Eventually it
bonds to *CO after around 30 fs indicated by the exchange of the distances toward CO and H\textsubscript{2}O. We extend the simulation up to 70 fs to make sure the proton will not return back to water molecule. However, rt-TDDFT reveals a completely different reaction path. The proton follows almost the same reaction path of BO-MD at the beginning. But it deviates with the BO-MD’s path after around 5 fs, proceeding to the opposite results in the end. During the simulation, the proton does not move across the reaction barrier, but it returns back to water molecules re-forming the initial structure. We also perform rt-TDDFT up to 70 fs to confirm that the reaction does not happen during this time.

Figure 3: a) Eigen energies and occupations of the states near Fermi energy, extracted from BO-MD simulation. b) I: Charge density of the state at time $t=0$ fs with eigen energy around -0.01 eV. Its initial occupation is 1.1. II: Charge density for the state with eigen-energy around -0.04 eV at $t=0$ fs. It initial occupation is around 1.45. c) Eigen-energies and occupations of the states near Fermi energy, extracted from rt-TDDFT simulation with the same initial structure and velocity to BO-MD. d) Occupations of the adiabatic state (I and II) as a function of time for BO-MD and rt-TDDFT simulations.
To unveil the underlying reason for the dramatic difference, Fig. 3a shows the eigenenergies for the states near the Fermi level in BO-MD simulation. The colors indicate the occupation of the states during the reaction. Near the Fermi level, there are two eigenstates with wavefunctions mostly on adsorbed CO on copper as shown in Fig. 3b. At time $t = 0$ fs, these two states are almost degenerate except that they are splitted owing to the weak hybridization with $\text{H}_3\text{O}^+$. During the reaction (Fig. 3a), most of the states have relatively small changes, except the state hybridized with hydronium near Fermi level. When the proton is moving close to $\text{CuCO}$, the energy of state I becomes lower, indicating the hybridization developed between the proton and $\text{CuCO}$. More importantly, we also track the change of the occupation of this state as shown in Fig. 3d. Initially, at $t = 0$ and room temperature, the state I is 72% occupied, while the state II is 55% occupied. As the reaction goes, the occupation of state I rises until it is fully occupied. On the other hand, the occupation of state II slightly reduces. The total occupation of 2.55 increases to about 3.0 (non-spin case). Thus, there are around 0.45 electrons increase on these two levels. Such 0.45 electrons increase indicates that the previously empty proton is occupied by electrons. Enough charge occupation on H manifests the bond formation between H and CO. The major part of the 0.45 electron transfer is provided from Cu slab. Such electron transfer from Cu can be verified by a direct charge measurement before and after the reaction. With a horizontal plane ($x-y$ plane) with its $z$-value in the middle between the top-layer Cu and C atoms, the total electrons above this plane is found to increase by 0.35 after the reaction. This is also consistent with the results reported in Ref. 21. It is interesting that this charge is not 1. Under the computational hydrogen electrode (CHE) approximation, this charge transfer should be 1.

The above picture is dramatically different in rt-TDDFT simulation. As shown in Fig. 3c, at the beginning of the reaction, the state I and II change in similar way as in the BO-MD. But after 15 fs, they become different. More dramatically, the occupations of state I and II almost do not change during the simulation time. The occupation on the adiabatic state I...
and II are calculated as: $f_j(t) = \sum_i |\langle \phi_j(t) | \psi_i(t) \rangle|^2 O(i) = \sum_i |C_{i,j}(t)|^2 O(i)$, where $O(i)$ is the occupation of the time evolution wavefunction $\psi_i(t)$ which does not change under rt-TDDFT.

The charge on H is controlled by both the hybridization strength of the adiabatic CO-H state and the occupation for this state. If starting the simulation from same initial structure and velocities to BO-MD, the relative constant $f_j(t)$ for state I and II by rt-TDDFT leads to the situation that less charge is transferred to H from Cu, which suppresses the proton’s motion towards CO and reduces the bond strength of CO-H bond eventually. As a result, there is no formation of CO-H bond (due to the lack of electrons), and the system bounces back to $H_3O^+$ as shown in Fig. 2. The lack of charge transfer is also verified by the direct charge measurement above the horizontal plane as discussed above. The change of charge from Cu is less than 0.35 compared to BO-MD (Fig. 4b). This example clearly shows how the non-adiabaticity plays a role in electrochemical reactions. Although this is only for one step, the observation is general since most of the reduction and oxidation reactions involves fast protonation or deprotonation.

For the rt-TDDFT simulation, the microscopic mechanism for the reaction becomes quite different from that of BO-MD. In order to induce the reaction, a higher initial velocity shall be provided. In this case, we find that at least 12 meV additional initial kinetic energy must be supplied, corresponding to 6.1% reaction barrier underestimation by BO-MD and other ground-state calculation methods. It is interesting to investigate how the reaction can happen if the occupations of adiabatic states tend to be constant. Shown in Fig. 4a compares two simulations (BO-MD and rt-TDDFT) with both giving rise to the reactions by just overcoming the barrier (thus rt-TDDFT has higher initial velocities than BO-MD). Similar to the above rt-TDDFT case which has the same velocities to BO-MD, the occupations of the state I and II in this rt-TDDFT simulation are mostly unchanged starting from $t = 0$ fs. However, for a given time during the reaction, the proton is closer to CO than that of BO-MD, owing to its higher initial velocity in TDDFT. Although the occupations of the adiabatic state I and II are constant, the adiabatic CO-H hybridization is stronger in rt-TDDFT because
Figure 4: a) Reaction paths for BO-MD and rt-TDDFT. Both simulations have proton bonding to CO to make the reaction successful (thus rt-TDDFT has a higher initial velocity than BO-MD). b) Measured change of total charge counted above the plane. This horizontal plane has its z-value in the middle between C and top Cu layer. Here, simulation-“TDDFT reaction fail” has the same initial velocity to “BO-MD reaction success”, while “TDDFT reaction success” has higher initial velocity than “BO-MD reaction success”. c) Eigen-energy of the adiabatic states for “BO-MD reaction success” and “TDDFT reaction success”. The bottom isosurface is the state I charge density difference of BO-MD and rt-TDDFT at $t = 20$ fs (charge density at “Red” dot minus “Blue” dot). Yellow color in the isosurface indicates positive; blue indicates negative.
of the closer distance between H and CO. This can be shown in Fig. 4c, where the charge density difference of the adiabatic state I from TDDFT and BO-MD at 20 fs is plotted as an example. It shows the electron gain near the proton for the adiabatic state I in rt-TDDFT. Such stronger hybridization between CO and H compensates for the invariant occupation in rt-TDDFT, transferring enough charge to the proton to form the CO-H bond and finish the reaction. Meanwhile, the change of charge above Cu substrate is measured during this rt-TDDFT simulation (Fig. 4b). Compared to BO-MD, rt-TDDFT (reaction success) shows quite similar change of the charge out of Cu, and rt-TDDFT (reaction success) does not show a slower charge transfer. Thus, we believe the charge transfer bottleneck is a less dominant consequence of NA effect.

Finally, we examine the situation with spin-polarization. After turning on the spin, the reaction path shows negligible difference compared to Fig. 2. We do note that, if the \( k \)-point is not sufficient, in some cases, for the BO-MD simulation, after the proton exchange, the system can become spin-polarized. We expect this could be a real case if CO is sitting in small Cu cluster instead of bulk Cu (see SI Fig. 4). This spin-polarization however, will never be developed in rt-TDDFT, since such spin flip is impossible without spin-orbit coupling. Even with spin-orbit, the time of the reaction discussed here will not be enough to make such spin flip.

As afore discussed, the implicit solvent model reproduces the energetic of the solvation effect to ions. However, it does has its disadvantages, primarily as an averaged continuum media, it lacks the atomistic bonding information. More importantly, for dynamical simulations, implicit solvent has instant dielectric screening response. But in reality, the surrounding water will not have enough time to rotate itself and re-arrange the structure following the fast proton transfer movement. Meanwhile, the surrounding water molecules could form hydrogen bonds with hydronium or even with *CO to change the energy levels. To overcome this challenge, we utilize a hybrid solvent model by sampling an explicit water molecules layer around the reaction site. Implicit solvent model is still used outside
Figure 5: a) Structure of Cu/CO/H3O+ with additional 14 H2O molecules around reaction site. Top: Top view, Botom: side view. Black and green dashed lines are hydrogen bonds between water molecules, hydrogen bonds between hydronium and *CO, respectively. Hydronium are highlighted with different colors (Violet: oxygen, Orange: Hydrogen) for clarity. b) Reaction paths simulated by BO-MD and rt-TDDFT with same initial structures and velocities. Similar to Fig. 2, it records the distance of the proton to oxygen of hydronium and the proton to oxygen of *CO.
the explicit solvent model layer. Obtaining the structure for the water molecules is not trivial. Here, the in-house code based on the genetic algorithm is used to find the global energy-minimum (see SI). Genetic-algorithm structure searching is analogous to the evolutionary process in the biology. For a population consisting of finite number of structures, the structures with lower free energies are more likely to be selected to combine into the child generation, similar to the nature selection. By iterating such selection process from the parent- to child-generation, it is possible to find out the global minimum given enough number of generations. In this case, we add another 14 water molecules around *CO and hydronium. *CO and hydronium are fixed during the evolutionary iterations (see SI). Shown in Fig. 5a is the final structure obtained. To make the free energies of the initial and final structures to be the same, 4 additional electrons are added to the system. Following the same procedure for the implicit solvent model case, we perform ground-state NEB to find the reaction path, reverse and tune the velocities to get BO-MD reaction barrier. Here, the BO-MD or NEB calculated adiabatic barrier is higher than those with implicit solvent. This is because at the transition state where the proton is in the middle of CO and H₂O, there is a strong solvent polarization energy towards the relatively isolated proton in the implicit model case. Such polarization energy does not exist in the explicit water molecule due to the lack of response of the surrounding water molecules. rt-TDDFT is carried out with the same initial condition that is used for BO-MD. However, the NA effect becomes important near the reaction barrier similar to the implicit solvent case: rt-TDDFT and BO-MD yield opposite results for the reaction as shown in Fig. 5b. The electronic structure’s evolution by BO-MD is illustrated in SI Fig.5, including their occupations. As the reaction goes, the eigen-energy of the state is lowered indicating the development of the hybridization between the proton and *CO. Meanwhile, BO-MD predicts the increased occupation of this state. But rt-TDDFT illustrates a constant value for the occupations (shown in SI Fig.5c), although the energies of the adiabatic states is lowered owing to the hybridization. Eventually, the reaction does not happen and it returns back to the initial structure.
Here, the number of added electrons is to mimic the applied overpotential. Meantime, we perform the calculation with 3 additional electrons. In this case, reducing one electron shifts up the relative free energy of the final $\text{COH}$ structure by around 0.2 eV. The calculated ground-state barrier is increased from 0.36 eV to 0.41 eV. Using BO-MD and rt-TDDFT, the reaction paths and the evolutions of the electronic structure including occupations are shown in SI SFig.6. These results indicate clearly that the NA effect still plays a role when the applied potential is altered. We also perform both spin-polarized and spin-unpolarized calculations. These two types of calculation give almost the same reaction path and eigen-energy/occupation change during the reaction, i.e. the system is always non-magnetic during the reaction. Table 1 lists the reaction barrier calculated by the adiabatic methods and rt-TDDFT involving the non-adiabaticity. From Table 1, we see that although the three cases (implicit solvent, explicit solvent model and different overpotential) have rather different barrier, the barrier increase due to NA effect are all similar around 10 meV.

Table 1: Reaction barriers calculated by NEB, BO-MD and rt-TDDFT. Here, NEB and BO-MD are only ground-state calculations. rt-TDDFT involves the NA effect beyond the ground-state approximation. Last column is the percentage change of the barrier by the NA effect.

| Reaction Barrier | $E_{\text{NEB}}$ (eV) | $E_{\text{BO-MD}}$ (eV) | $E_{\text{rt-TDDFT}}$ (eV) | $E_{\text{rt-TDDFT}} - E_{\text{BO-MD}}$ (meV) |
|-----------------|-----------------------|------------------------|-------------------------|----------------------------------|
| Implicit solvent (add 2e$^-$) | 0.080 | 0.196 | 0.208 | 12 |
| Hybrid solvent (add 4e$^-$) | 0.360 | 0.288 | 0.299 | 11 |
| Hybrid solvent (add 3e$^-$) | 0.411 | 0.363 | 0.373 | 10 |

To summarize, using one step of CO$_2$ reduction on copper [111] surface ($\text{CO} + \text{H}_3\text{O}^+ + e^- \rightarrow \text{COH} + \text{H}_2\text{O}$) as an example, we investigate how the NA effect is involved to influence the reaction. We believe this is one of the first few works to directly illuminate the NA effect in electrochemical reaction with the electrolytes. In this reaction, the proton of hydronium is attacking $\text{CO}$ to form $\text{COH}$. By tuning initial velocity of the proton and monitoring the reaction using ground-state BO-MD, we can identify the adiabatic reaction barrier to be the initial kinetic energy of the proton, which just let the reaction to finish. However, by using the same initial kinetic energy and structure, although BO-MD can finish
the reaction, rt-TDDFT simulation involving the NA effect disallow the reaction to finish but return the proton back to hydronium. A higher kinetic energy must be supplied to drive the proton move over the barrier to form the final structure. Additional electrons are added to the system to mimic the applied overpotential to the electrode. Both implicit continuum solvent and explicit water solvent are used to simulate the same reaction. However, the NA effect still remains in all the case. Our calculation demonstrates that involving the NA effect increases the reaction barrier by 10 meV for all the models and electrode potentials we have tested.
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