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Abstract
Given a Radon probability measure \( \mu \) supported in \( \mathbb{R}^d \), we are interested in those points \( x \) around which the measure is concentrated infinitely many times on thin annuli centered at \( x \). Depending on the lower and upper dimension of \( \mu \), the metric used in the space and the thinness of the annuli, we obtain results and examples when such points are of \( \mu \)-measure 0 or of \( \mu \)-measure 1. The measure concentration we study is related to “bad points” for the Poincaré recurrence theorem and to the first return times to shrinking balls under iteration generated by a weakly Markov dynamical system. The study of thin annuli and spherical averages is also important in many dimension-related problems, including Kakeya-type problems and Falconer’s distance set conjecture.
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1 Introduction and main results

In the following, $\mu$ is a Radon probability measure supported in $\mathbb{R}^d$ and $\dim_H$ denotes the Hausdorff dimension. We denote by $B(x, r)$ the closed ball $\{y \in \mathbb{R}^d : \|x - y\| \leq r\}$, which obviously depends on the norm $\|\cdot\|$ chosen on $\mathbb{R}^d$. We consider norms which are equivalent with the most common Euclidean one, $\|\cdot\|_2$.

**Definition 1.1** For every $x \in \mathbb{R}^d$, $0 < r < 1$ and $\delta \geq 1$, define the annulus

$$A(x, r, \delta) = B(x, r) \setminus B(x, r - r^\delta). \quad (1.1)$$

We say that

$$P_\mu(x, r, \delta, \eta) \text{ holds when } \mu\left(A(x, r, \delta)\right) \geq \eta \cdot \mu\left(B(x, r)\right).$$

Finally, we set

$$E_\mu(\delta, \eta) = \{x \in \mathbb{R}^d : P_\mu(x, r_n, \delta, \eta) \text{ holds for a sequence } (r_n)_{n \geq 1} \rightarrow 0\}.$$  

Intuitively, around points belonging to $E_\mu(\delta, \eta)$, the measure $\mu$ concentrates a substantial part of its local mass on a very thin annulus (since $r^\delta \ll r$). The larger $\delta$, the thinner the annulus: $E_\mu(\delta', \eta) \subset E_\mu(\delta, \eta)$ when $\delta' \geq \delta$. Our goal is to investigate the size of the sets $E_\mu(\delta, \eta)$.

In this paper, we only consider diffuse measures, i.e. without any Dirac mass: $\mu(B(x, 0)) = 0$, for every $x \in \mathbb{R}^d$. In this case, $\mu(E_\mu(1, \eta)) = 1$ for every $\eta \in [0, 1]$. The question we investigate hereafter concerns the size of $E_\mu(\delta, \eta)$ for $\delta > 1$, and it appears that the answer depends on the measure $\mu$, the thinness $\delta$ and the norm used to define the annuli, in a subtle manner.
The sets $E_μ(δ, η)$ appear in various places. For instance, in [2], it is proved that if $μ$ is the Sinai–Ruelle–Bowen measure associated with a non-uniformly hyperbolic dynamical system $(X, T, μ)$, then the elements of $E_μ(δ, η)$ are “bad points” for the Poincaré recurrence theorem, in the sense that given $r > 0$, when $x ∈ E_μ(δ, η)$, the iterates $T^jx$ of $x$ come back inside $B(x, r)$ not as often as expected.

More recently, Pawelec, Urbanski, and Zdunik [17] investigated the first return times to shrinking balls under iteration generated by a weakly Markov dynamical systems, and had to deal with what they call the Thin Annuli Property. This property has several versions in [17], and is very similar to belonging to the complementary set of our sets $E_μ(δ, η)$, except that the exponent $δ$ in $P_μ(x, r, δ, η)$ depends on $r$, and may tend to infinity when $r$ tends to 0. In weaker versions of the Thin Annuli Property there are also restrictions on the range of radii. The conditions we impose to the elements of $E_μ(δ, η)$ are stronger, that is, they imply that the so-called Full Thin Annuli Property of [17] holds. In the same paper, the authors prove (Theorem C) that every finite Borel measure $μ$ in a Euclidean space $R^d$, satisfies the Thick Thin Annuli Property (this means that for arbitrary measures the range of radii for which the Thin Annuli Property holds is more limited). Our theorems below state that in many situations (for instance, for all measures $μ$ with large lower dimensions), Theorem C can be improved.

Let us also mention that Theorem D of [17] shows that certain measures coming from conformal geometrically irreducible Iterated Function Systems satisfy the Full Thin Annuli Property. We will come back to this later in the introduction.

Similar questions appear also when studying orbit distribution of various groups acting on $R^2$ (Theorem 3.2 of [18]). See also [8, 19] for other occurrences of such questions. Connections with other works are also made later in the introduction.

We start by proving that, regardless of the norm in $R^d$, measures with large lower dimension do not charge annuli at small scales if the exponent $δ$ defining the annuli is sufficiently large, where “sufficiently large” depends on the lower and upper dimensions of $μ$, whose definitions are recalled now.

**Definition 1.2** Let $μ$ be a Radon probability measure on $R^d$.

The lower and upper dimensions of $μ$ are defined as

$$\dim(μ) = \sup\{α ≥ 0 : \text{for } μ-\text{a.e } x, ∃r_x > 0, ∀0 < r < r_x, μ(B(x, r)) ≤ r^α\}$$

and

$$\overline{\dim}(μ) = \inf\{β ≥ 0 : \text{for } μ-\text{a.e } x, ∃r_x > 0, ∀0 < r < r_x, μ(B(x, r)) ≥ r^β\}.$$  

Our first result is the following.

**Theorem 1.3** Let $μ$ be a probability measure on $R^d$ such that $\dim(μ) > d − 1$. For every $δ > \frac{\overline{\dim}(μ)−(d−1)}{\dim(μ)−(d−1)}$ and $η ∈ (0, 1)$, one has $μ(E_μ(δ, η)) = 0$.

Hence, for mono-dimensional measures $μ$ satisfying $\overline{\dim}(μ) = \dim(μ) > d − 1$, $μ(E_μ(δ, η)) = 0$ for every $δ > 1$. Observe that Theorem 1.3 holds true regardless of the underlying metric used to define $A(x, r, δ)$. Also, in dimension $d = 1$, Theorem 1.3 is simpler and rewrites as follows: $μ(E_μ(δ, η)) = 0$ for every $δ > \frac{\overline{\dim}(μ)}{\dim(μ)}$ and $η ∈ (0, 1]$.

Next theorem shows that Theorem 1.3 is optimal if the $||.||_∞$ metric is used.

**Theorem 1.4** Suppose that the metric generated by the norm $||.||_∞ = \max\{|x_i| : i = 1, \ldots, d\}$ is used to define the annuli $A(x, r, δ)$ in (1.1).
For every \( d - 1 < \bar{d} < d \) and every \( \eta \in (0, 1) \), there exists a probability measure \( \mu \) on \( \mathbb{R}^d \) such that \( \dim(\mu) = \bar{d}, \dim(\mu) = \bar{d} \) and

\[
\mu \left( E_{\mu} \left( \frac{\bar{d} - (d - 1)}{\bar{d} - (d - 1)}, \eta \right) \right) = 1.
\]

(1.2)

**Remark 1.5** In Theorem 1.4 the case \( \bar{d} = d \) is trivial since as noticed above, \( \mu(E_{\mu}(1, \eta)) = 1 \) is always true for any non-atomic measure.

Still in the \( ||.||_{\infty} \) case, we further investigate what happens for measures of lower dimension less than \( d - 1 \). The quite surprising result is that for such measures \( \mu \), the worse scenario may always happen, in the sense that it is possible that \( \mu \) charges only points around which the mass is infinitely often concentrated on small annuli.

**Theorem 1.6** Suppose that \( d \geq 2 \) and that the metric \( ||.||_{\infty} \) is used. For every \( \underline{d} \leq \bar{d} \leq d \), every \( \eta \in (0, 1) \) and every \( \delta > 1 \), there exists a probability measure \( \mu \) on \( \mathbb{R}^d \) such that \( \dim(\mu) = \bar{d}, \dim(\mu) = \bar{d} \) and

\[
\mu(E_{\mu}(\delta, \eta)) = 1.
\]

(1.3)

Although we do not explicitly state it, an adaptation of their proofs show that Theorems 1.4 and 1.6 remain true when the frontiers of the annuli \( A(x, r, \delta) \) in the given metric are finite unions of convex parts of hyperplanes, for instance in the case \( ||.||_1 = ||.||_{\infty} = \sum_{i=1}^d |x_i| \).

While the proof of Theorem 1.3 deals with all measures satisfying its assumptions, the proofs of Theorems 1.4 and 1.6 are constructive (they are both based on the same arguments): we explicitly build measures such that (1.2) or (1.3) are true.

Coming back to Theorem 1.3, it is striking that when the Euclidean metric is used, the uniform bound for \( \delta \) can be improved, in the sense that \( \mu(E_{\mu}(\delta, \eta)) = 0 \) even for \( \delta \) smaller than \( \frac{\bar{d} - (d - 1)}{\bar{d} - (d - 1)} \). Next theorem illustrates this fact when \( d = 2 \), even when \( \underline{d} < d - 1 = 1 \).

**Theorem 1.7** Suppose that \( d = 2 \) and that the Euclidean metric \( ||.||_2 \) is used.

Let \( \bar{d} \in [0.89, 2] \) and \( \underline{d} \in [0.89, \bar{d}] \). Suppose that \( \mu \) is a Radon probability measure such that \( \dim \mu = \bar{d} \) and \( \dim \mu = \bar{d} \). Then \( \mu(E_{\mu}(30, \eta)) = 0 \) for any \( \eta \in (0, 1) \).

In the above Theorem 1.7, taking \( \underline{d} = 1.01 \) and \( \bar{d} = 1.99 \), one sees that

\[
\frac{\bar{d} - (d - 1)}{\bar{d} - (d - 1)} = \frac{1.99 - 1}{1.01 - 1} = 99.
\]

By Theorem 1.4, one might expect the existence of a probability measure \( \mu \) for which \( \mu(E_{\mu}(99, \eta)) = 1 \). Since \( E_{\mu}(30, \eta) \supset E_{\mu}(99, \eta) \) the result of Theorem 1.7 goes well beyond the bound in (1.2) and shows that in the Euclidean metric, annuli are sufficiently “independent/decorrelated” so that Theorem 1.3 can be sharpened significantly - observe that Theorem 1.7 holds for all measures satisfying its assumptions.

The heuristic intuition explaining the difference between Theorems 1.6 and 1.7 is that when an annulus with a cubic shape centered at a point \( x \) is translated by a very small distance, a large part of the translated annulus is still contained in a cubic annulus centered at \( x \) with comparable sidelength. But this does not hold true anymore for annuli with spherical shape.

More generally, it is standard that dealing with the Euclidean norm is often more complicated than with polyhedral norms in many dimensional problems (we come back to this below).
Our key tool to prove Theorem 1.7 is Lemma 5.1, which is an estimate of the size of intersecting annuli. This type of estimates were considered by many authors see, for example [1], [13] or especially Lemma 3.1 of [21]. The order we obtain in Lemma 5.1 is slightly better than the ones available in the literature, and optimal as we remark in Sect. 5.

Also, it is striking that Theorem 1.7 deals also with lower and upper dimensions for \( \mu \) that are less than 1 = \( d - 1 \), emphasizing the difference between the \(|\cdot|\) metric (and Theorem 1.4) and the Euclidean metric.

The values 0.89 and 30 we obtain are not optimal, and obtaining exact bounds in Theorem 1.7 for the Euclidean metric in dimension \( d \) seems to be a challenging and interesting open problem.

**Question 1** Suppose that the Euclidean metric is used in \( \mathbb{R}^d \). For every \( 0 < \frac{d}{2} < \frac{d}{d} \leq d \), find the best \( 1 \leq \delta = \delta(d, d) \) such that for every probability measure \( \mu \) supported inside \([0, 1]^d\), for every \( \delta' > \delta \), for every \( \eta \in (0, 1) \), \( \mu(E_\mu(\delta', \eta)) = 0 \).

Given our previous results, it is natural to conjecture the following:

**Conjecture 1** When \( d > d - 1 \), the optimal \( \delta(d, d) \) is such that \( \delta(d, d) = \frac{d - (d - 1)}{d - (d - 1)} \).

**Application to dynamical systems.** Suppose that \((T, X, \mu, \varrho)\) is a metric measure preserving dynamical system, that is \((X, \varrho)\) is a metric space and \( T : X \rightarrow X \) is a Borel measurable map preserving a Borel probability measure \( \mu \) on \( X \). Given a ball \( B(x, r) \) and \( y \in X \),

\[
\tau_{B(x, r)}(y) := \min\{n \geq 1 : T^n(y) \in B(x, r)\},
\]

is the first entry time of \( y \) to \( B(x, r) \). When \( y \in B(x, r) \), it is called the first return time of \( y \) to \( B(x, r) \).

The entry and return times \( \tau_{B(x, r)}(y) \) are studied in [17], for Weakly Markov systems \((T, X, \mu, \varrho)\) (we refer to [17] for precise definitions). From Theorems 1.3 and 1.7, it follows that for certain measures the Full Thin Annuli Property from [17] is satisfied. This way, based on Theorem B of [17] one can state the following theorem.

**Theorem 1.8** Let \((T, X, \mu, \varrho)\) be a Weakly Markov system, with \( X \subset \mathbb{R}^d \). If one of the following two conditions is satisfied:

(i) \( \dim(\mu) > d - 1 \) and the metric used is any of the equivalent metrics used in \( \mathbb{R}^d \);

(ii) \( d = 2 \), the metric is the Euclidean and \( \dim(\mu) \geq 0.89 \);

then the distributions of the normalized first entry time and first return time converge to the exponential one law, that is

\[
\lim_{r \to 0} \sup_{t > 0} \left| \frac{1}{\mu(B(x, r))} \mu\left( \left\{ y \in X : \tau_{B(x, r)}(y) > \frac{t}{\mu(B(x, r))} \right\} \right) - e^{-t} \right| = 0 \quad (1.4)
\]

and

\[
\lim_{r \to 0} \sup_{t > 0} \left| \frac{1}{\mu(B(x, r))} \mu\left( \left\{ y \in B(x, r) : \tau_{B(x, r)}(y) > \frac{t}{\mu(B(x, r))} \right\} \right) - e^{-t} \right| = 0. \quad (1.5)
\]

In [17], the conclusions are true for every Weakly Markov system \((T, X, \mu, \varrho)\), with the restriction that the limits in (1.4) and (1.5) are taken only on a subsequence of radii (more precisely, the limit is \( \lim_{r \to 0}, r \in R_x \), where \( R_x \) is a \( \beta \)-thick class of radii - for the exact details see [17]). Our main improvement is to show that the limit holds true for every measure provided that one of the two conditions is satisfied.
It is interesting that in [17] it is also shown that the Full Thin Annuli Property holds for (essentially all) Conformal Iterated Function Systems (IFSs). Without getting into the details of definitions which can be found in [17] we briefly recall this result. Suppose that $X \subset \mathbb{R}^d$, $E$ is a countable alphabet and $S = \{ \phi_e : X \to X \}_{e \in E}$ is a conformal IFS. The limit set of $S$ is denoted by $J_S$, the coding map (projecting from the symbolic space onto $J_S$) is denoted by $\pi$. The authors study a sufficiently large class of Borel probability measures, denoted by $\mathcal{M}_E$ defined on the symbol space $E^\mathbb{N}$. These measures satisfy two assumptions, one is called Property (A), Weak Independence, the other one is a more technical Property (B). Many Gibbs/equilibrium measures of H"older continuous summable potentials on the symbol space $E^\mathbb{N}$ belong to this class.

According to Theorem D of [17], if $S$ is a conformal geometrically irreducible IFS, then for every $\mu \in \mathcal{M}_E$, the projection measure $\mu \circ \pi^{-1}$ has the Full Thin Annuli Property. In fact, one has

$$\lim_{r \to 0} \frac{\mu \circ \pi^{-1}(B(x, r + r^3) \setminus B(x, r))}{\mu \circ \pi^{-1}(B(x, r))} = 0, \quad \mu \circ \pi^{-1}\text{-a.e. } x \in X.$$

Let us mention that the problems concerning intersecting annuli in Sect. 5 are reminiscent to questions arising when studying for instance Falconer’s distance set conjecture (for which recently many striking results were obtained [4, 5, 7, 9, 15]) and the (circular) Kakeya problem [10, 11]. Distribution of measures on annuli plays an important role in these problems as well, mainly through the study of cubic or spherical averages, and it is a standard issue that the choice of the norm influences the results. In Sect. 6 we discuss this in more detail, in particular, based on standard arguments [4, 15, 20] in Fourier and potential theory, the following proposition is proved.

**Proposition 1.9** Let $t > 1/2$, and let $\mu$ be a finite $t$-regular measure on $\mathbb{R}^2$, i.e. a Radon measure satisfying

$$c_tr^t \leq \mu(B(x, r)) \leq C_tr^t, \quad \forall x \in \text{spt}(\mu) \text{ and } 0 < r < \text{diam}(\text{spt} \mu). \quad (1.6)$$

Assume that $\mu$ has compact support.

Then, for $\delta = 4$, for every $\eta > 0$

$$\lim_{r \to 0} \mu(\{x \in \mathbb{R}^2 : P\mu(x, r, 4, \eta) \text{ holds}) = 0. \quad (1.7)$$

Unfortunately, this convergence in measure, or similar arguments, do not help improving our bounds (in fact, as far as we checked they do not even yield Theorems 1.3 to 1.7). But it is quite interesting that similar issues arise in both problems.

The paper is organized as follows.

In Sect. 2, Theorem 1.3 is proved. The proof is natural and quite short, based on the Radon measure version of Lebesgue’s density theorem, Corollary 2.1.

In Sect. 3, we explicitly build a measure $\mu$ such that $\mu(E_\mu(\delta, \eta)) = 1$, for any choice of $\delta$ and $\eta$. The construction is based on two subdivision schemes $A$ and $B$ that allow to spread the mass of a cube on its boundaries in a controlled manner.

In Sect. 4, we show that the construction of Sect. 3 can be adapted to prove Theorem 1.6.

In Sect. 5, the Euclidean case (and Theorem 1.7) is studied.

Finally, in Sect. 6 we prove Proposition 1.9 and explain why such arguments, though interesting, are for the moment not strong enough to reach Theorems 1.3 to 1.7.
2 Proof of Theorem 1.3

Before starting the proof we recall with slight change of notation part (1) of 2.14 Corollary from [14].

**Corollary 2.1** Suppose that $\mu$ is a Radon measure on $\mathbb{R}^n$ and $E \subset \mathbb{R}^n$ is $\mu$ measurable. Then the limit

$$\lim_{r \searrow 0} \frac{\mu(E \cap B(x, r))}{\mu(B(x, r))}$$

exists and equals 1 for $\mu$-almost all $x \in E$ and equals 0 for $\mu$-almost all $x \in \mathbb{R}^n \setminus E$.

**Proof of Theorem 1.3** Fix $\delta > (\overline{d} - (d - 1))/(d - (d - 1))$ and $\varepsilon > 0$ so small that

$$(d - \varepsilon + (d - 1))\delta > \overline{d} + \varepsilon + (d - 1).$$

(2.1)

Observe that there exists a constant $C_d > 0$, depending on $d$ and the chosen norm only, such that for any ball $B(x, r)$, the associated annulus $A(x, r, \delta)$ can be covered by at most $C_d r^{d-1}(1-\delta)$ smaller balls $B$ of radius $r^\delta$.

Also, choose $0 < \eta < 1$, and consider $E_{\mu}(\delta, \eta)$.

Proceeding towards a contradiction, suppose that $\mu(E_{\mu}(\delta, \eta)) > 0$.

Consider for every $r, \varepsilon > 0$ the set

$$D_{r, \varepsilon} = \{ x \in \mathbb{R}^d : \forall 0 < s \leq r, \ s^{d+\varepsilon} \leq \mu(B(x, s)) \leq s^{d-\varepsilon} \}.$$ (2.2)

By definition, for every $\varepsilon > 0$, the set $E_{\mu}(\delta, \eta) \cap \bigcup_{p \geq 1} D_{r, 1/p}$ has full $\mu$-measure in $E_{\mu}(\delta, \eta)$. This holds especially for $\varepsilon$ fixed in (2.1).

We put $E = E_{\mu}(\delta, \eta) \cap D_{r, 1/p}$ with a choice of a sufficiently large $p$ such that $\mu(E) \geq \mu(E_{\mu}(\delta, \eta))/2 > 0$.

Finally, we choose $0 < \gamma < 1/p$ so small that for every $0 \leq r \leq \gamma$,

$$r^{(d-\varepsilon-(d-1))\delta} \leq \eta 2^{\varepsilon-d} 2C_d r^{d+\varepsilon-(d-1)}.$$ (2.3)

For every $x \in E$, there exists $r_x > 0$, such that

$$r_x < \gamma/2, \ r_x^{d+\varepsilon} \leq \mu(B(x, r_x)) \leq r_x^{d-\varepsilon}$$

and $P_{\mu}(x, r_x, \delta, \eta)$ holds. (2.4)

By using Corollary 2.1 we can also assume that for $\mu$-almost all $x \in E$, we have chosen $r_x$ so small that

$$\mu(E \cap B(x, r_x)) > (1 - \eta/10)\mu(B(x, r_x))$$

and hence

$$\mu(B(x, r_x) \setminus E) < (\eta/10)\mu(B(x, r_x)).$$ (2.5)

Let us write $B_x = B(x, r_x)$ and $A_x = A(x, r_x, \delta)$ for every $x \in E$. Such a ball satisfies by (2.4)

$$r_x^{d+\varepsilon} \leq \mu(B_x) \leq r_x^{d-\varepsilon}$$ (2.6)

together with $P_{\mu}(x, r_x, \delta, \eta)$.

Since $\mu(E) > 0$, it is possible to select an $x \in E$ for which (2.5) holds.
Since $P_{\mu}(x, r_x, \delta, \eta)$ is satisfied, we have
\[ \eta \cdot \mu(B_x) \leq \mu(A_x). \tag{2.7} \]
In addition, by definition of $C_d$, $A_x$ is covered by at most $C_d(r_x)^{(d-1)(1-\delta)}$ many balls $B$ of radius $r_x^\delta$. For each of these balls $B$, either $\mu(E \cap B) = 0$, or $\mu(E \cap B) > 0$ and in this case $E \cap B \subset B(y, 2r_x^\delta)$ for some $y \in E$. Observe that by $\delta \geq 1$ and (2.4), we have $2r_x^\delta < 2r_x < \gamma < 1/p$. By (2.2)
\[ \mu(E \cap B) \leq \mu(B(y, 2r_x^\delta)) \leq (2r_x)^{d-\varepsilon}. \]
Hence, summing over the (at most $C_d(r_x)^{(d-1)(1-\delta)}$) balls that cover $A_x$, we get by (2.3) and (2.6) that
\[ \mu(A_x \cap E) \leq C_d(r_x)^{(d-1)(1-\delta)}(2r_x)^{d-\varepsilon} \leq \frac{\eta}{2} \cdot 2^{d+\varepsilon} \leq \frac{\eta}{2} \cdot \mu(B_x). \]
Since by (2.5) and (2.7)
\[ \mu(A_x \cap E) \geq \mu(A_x) - \mu(B_x \setminus E) \geq 0.9 \cdot \eta \cdot \mu(B_x) \]
we obtain a contradiction with the previous equation. \qed

**Remark 2.2** Looking closely at the above proof, the unique geometric property used in it is the existence of the constant $C_d$ such that any annulus $A(x, r, \delta)$ can be covered by at most $C_d r^{(d-1)(1-\delta)}$ balls $B$ of radius $r^\delta$, the other arguments being of metric nature. Hence it is likely that the result can be extended to more general metric spaces satisfying such properties.

## 3 Proof of Theorem 1.4

In this section we construct a Cantor-like measure $\mu$ which satisfies the assumptions of Theorem 1.4. The main idea is that the construction steps leading to $\mu$ are similar to the ones of a standard Cantor set and measure, except that for some exceptional steps where we impose that some annuli carry the essential weight of the mass.

### 3.1 Preliminaries

Fix $0 < \eta < 1$, $d - 1 < \delta < d$, and put
\[ \delta = \frac{d - (d - 1)}{d - (d - 1)} > 1, \tag{3.1} \]
where the equality is equivalent to
\[ (d - 1)(1-\delta) + \delta(d - 1) = d. \tag{3.2} \]

We call $D_n, n = 0, 1, \ldots$ the family of half-open dyadic cubes of side length $2^{-n}$, that is cubes $Q = \prod_{i=1}^{d} [k_i \cdot 2^{-n}, (k_i + 1)2^{-n}), k_i \in \mathbb{Z}, i = 1, \ldots, d$. Observe that $Q$ contains exactly one of its vertices, namely the one with coordinates $(k_1 \cdot 2^{-n}, \ldots, k_d \cdot 2^{-n})$. We call this vertex the **smallest vertex** of $Q$ and denote it by $v_{\text{min},Q}$. The sum of the coordinates of $v_{\text{min},Q}$ is denoted by $s(v_{\text{min},Q})$, that is
\[ s(v_{\text{min},Q}) = k_1 \cdot 2^{-n} + \cdots + k_d \cdot 2^{-n}. \tag{3.3} \]
Definition 3.1 For every cube $Q \in \mathcal{D}_m$, for every $n > m$ denote by $\partial_n Q \subset \mathcal{D}_n$ the set of $n$-boundary cubes of $Q$, that is those $Q' \in \mathcal{D}_n$ which are included in $Q$, but at least one of their neighbors is not included in $Q$. We denote by $d_n(Q)$ the number of $\mathcal{D}_n$ cubes in $\partial_n Q$.

Out of the $2d$ faces of $Q$, we call $\partial_{n,1} Q$ the face consisting of those cubes $Q' \in \partial_n Q$ for which the first coordinate of its smallest vertex is $k_1 \cdot 2^{-n}$; $\partial_{n,1} Q$ will be called the smallest face of $Q$. We also put $\partial_{m,1} Q = \{Q\}$.

We denote by $d_{n,1}(Q)$ the number of $\mathcal{D}_n$ cubes in $\partial_{n,1} Q$. It is clear that

$$d_{n,1}(Q) = 2^{(d-1)(n-m)}.$$  \hfill (3.4)

In the rest of this section, we construct a sequence of mass distributions $(\mu_m)_{m \geq 1}$ which converges to a measure $\mu$ that will satisfy the assumptions of Theorem 1.4.

We put $\mu_0([0,1]^d) = 1$, and for $Q \neq [0,1]^d$, $Q \in \mathcal{D}_0$, we impose that $\mu_0(Q) = 0$.

At the $m$th step, the mass distribution $\mu_m$ will be defined by fixing the $\mu_m$-weight of every cube $Q \in \mathcal{D}_m$, and this $\mu_m$-mass will be uniformly distributed inside every such $Q$. Then $\mu_{m+1}$ will be a refinement of $\mu_m$ in the sense that

$$\text{for every } Q \in \mathcal{D}_m, \mu_{m+1}(Q) = \mu_m(Q).$$  \hfill (3.5)

Due to Kolmogorov’s extension theorem (see for example [16], [20] or [12]) this ensures the weak convergence of $(\mu_m)$ to a measure $\mu$ defined on $[0,1]^d$.

Set $\eta^* = \sqrt{\eta} > \eta$.

Fix a constant $c_d > 0$ so large that

$$c_d \geq 2^{10d+1}, \quad \eta^* > c_d^{-1}$$  \hfill (3.6)

$$1 - \eta > 1 - \eta^* \geq c_d^{-1}, \quad \text{and } \eta^* 2^{d+1+\delta} \leq c_d.$$  \hfill (3.7)

Denote by $\mathcal{D}_m^+$ the subset of $\mathcal{D}_m$ containing those cubes $Q \in \mathcal{D}_m$ for which the measure $\mu_m(Q) > 0$. The sequence of measures $(\mu_m)_{m \geq 1}$ will satisfy that for some $C > 1$, for every $m \geq 1$, for all $Q \in \mathcal{D}_m^+$,

$$C^{-1} 2^{-md} \leq \mu_m(Q) \leq C 2^{-md}.$$  

We are going to alternate between two subdivision schemes. The subdivision scheme of type A is meant to distribute quite uniformly the mass of a cube into some of its subcubes, while the subdivision scheme of type B will concentrate the mass of $Q$ into a very thin “layer” close to the boundary near the smallest face of $Q$ and around its center.

### 3.2 Subdivision scheme of type A

Assuming that $\mu_m$ is defined on $\mathcal{D}_m$, this scheme A is applied to one individual cube $Q \in \mathcal{D}_m$ to define a measure $\mu_{m+1}$ on the subcubes $Q' \in \mathcal{D}_{m+1}$ included in $Q$. This subdivision scheme A distinguishes three cases:

(A1) If $\mu_m(Q) = 0$, then for any $Q' \subset Q$ with $Q' \in \mathcal{D}_{m+1}$, we put $\mu_{m+1}(Q') = 0$.

(A2) If $2^{-d} \mu_m(Q) \geq 2^{-(m+1)d}$ then for any $Q' \subset Q$ with $Q' \in \mathcal{D}_{m+1}$, we set $\mu_{m+1}(Q') = 2^{-d} \mu_m(Q)$.

(A3) If $2^{-d} \mu_m(Q) < 2^{-(m+1)d}$, then we concentrate all the mass on the subcube $Q' \in \mathcal{D}_{m+1}$ included in $Q$ whose smallest vertex is the same as that of $Q$. In other words, $\mu_{m+1}(Q') = \mu_m(Q)$ and $\mathbf{v}_{\min,Q} = \mathbf{v}_{\min,Q'}$.

For all the other cubes $Q'' \subset Q$, $Q'' \in \mathcal{D}_{m+1}$, we put $\mu_{m+1}(Q'') = 0$.  
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It is clear that with this process $\mu_{m+1}(Q) = \mu_m(Q)$, so $\mu_{m+1}$ is indeed a refinement of $\mu_m$ on $Q$.

Remark that (A2) tends to spread the mass of $Q$ uniformly on its subcubes (hence to make the local dimension increase since $d < d$) while (A3) tends to concentrate the mass (hence to make the local dimension decrease from generation $m$ to generation $m + 1$).

**Lemma 3.2** Assume that $\mu_m$ satisfies

$$c_d^{-2} 2^{-md} \leq \mu_m(Q) \leq c_d^{2} 2^{-md}, \quad (3.8)$$

with $Q \in D_m$, and apply subdivision scheme $A$ to define $\mu_{m+1}$ on the subcubes $Q' \subset Q$, $Q' \in D_{m+1}$.

Then, for every $Q' \in D_{m+1}$ with $Q' \subset Q$, such that $\mu_m(Q') \neq 0$, (3.8) holds with the measure $\mu_{m+1}$ and generation $m + 1$, i.e.

$$c_d^{-2} 2^{-(m+1)d} \leq \mu_{m+1}(Q') \leq c_d^{2} 2^{-(m+1)d}. \quad (3.9)$$

**Proof** Assume that we are in situation (A2). Hence, initially we had

$$2^d 2^{-(m+1)d} \leq \mu_m(Q) \leq c_d^2 2^{-md}.$$  

The construction ensures that for $Q' \subset Q$, $Q' \in D_{m+1}$,

$$2^{-(m+1)d} \leq \mu_{m+1}(Q') = 2^{-d} \mu_m(Q) \leq 2^{-d} c_d^2 2^{-md} \leq c_d^2 2^{-(m+1)d}$$

which implies (3.9) (the last inequality holds since $d < d$).

Assume that we are now in situation (A3), which implies that

$$c_d^{-2} 2^{-md} \leq \mu_m(Q) < 2^d 2^{-(m+1)d} < 2^d 2^{-(m+1)d}.$$  

Thus $\mu_{m+1}(Q') = \mu_m(Q)$ for one selected $Q' \subset Q$, $Q' \in D_{m+1}$, and by (3.6)

$$c_d^{-2} 2^{-(m+1)d} \leq c_d^{-2} 2^{-md} \leq \mu_{m+1}(Q') < 2^d 2^{-(m+1)d} < c_d^{-2} 2^{-(m+1)d}. \quad \square$$

We prove now that if we apply scheme $A$ a sufficiently large number of times, then we obtain cubes $Q \in D_n$ which all satisfy

$$2^{-md} \leq \mu_n(Q) < c_d 2^{-md}, \text{ or } \mu_n(Q) = 0. \quad (3.10)$$

**Lemma 3.3** Assume that $\mu_m$ satisfies (3.8) with $Q \in D_m$, and apply subdivision scheme $A$ to $Q$ to define $\mu_{m+1}$ on the subcubes $Q' \subset Q$, $Q' \in D_{m+1}$, then apply subdivision scheme $A$ to all $Q' \subset Q$, $Q' \in D_{m+1}$, to define $\mu_{m+2}$ on all subcubes $Q'' \subset Q$, $Q'' \in D_{m+2}$, etc.

There exists an integer $\phi(Q)$ such that for every $n \geq \phi(Q)$ and every cube $Q' \in D_n$ with $Q' \subset Q$, (3.10) holds for $Q'$ and $\mu_n$.

**Proof** We separate two cases depending on whether at step $m$ we need to apply (A2) or (A3).

The second case can be reduced to the first. Indeed, taking into consideration (3.8), suppose that we have

$$c_d^{-2} 2^{-md} \leq \mu_m(Q) < 2^d 2^{-(m+1)d}$$

and we start with subdivision (A3). Then for $Q' \subset Q$, $Q' \in D_{m+1}$, either $\mu_{m+1}(Q') = 0$, or

$$c_d^{-2} 2^{-(m+1)d} \leq \mu_{m+1}(Q') \leq \mu_m(Q) < 2^d 2^{-(m+1)d} < c_d^{-2} 2^{-md}.$$  

© Springer
At the next step, we either have to apply division step (A3), or we can apply division step (A2). It is also clear that after finitely many steps we get to a situation when the first time step (A2) must be applied. In that case, at level \( n \geq m \), we have exactly one \( Q' \subset Q \), \( Q' \in \mathcal{D}_n \) such that
\[ 2^d 2^{-(n+1)\overline{d}} \leq \mu_n(Q') < c_d^2 2^{-nd} \]  
(3.11)
and for all other descendants \( Q'' \subset Q \), \( Q'' \in \mathcal{D}_n \), \( \mu_n(Q'') = 0 \). Then we can start an argument which is the same as if we started with a subdivision (A2) from the very beginning.

Observe that \( \overline{d} < d \) and (3.11) imply that \( 2^{-nd} < 2^d 2^{-(n+1)\overline{d}} \leq \mu_n(Q') \).

For ease of notation we suppose that at step \( m \) we can already start with a subdivision step (A2), that is (3.11) holds with \( m \) instead of \( n \).

Now we apply (A2) to \( Q \) and \( \mu_m \), and iteratively to all subcubes of \( Q \) of generation \( n > m \), as long as \( \mu_n(Q') \geq 2^d 2^{-(n+1)\overline{d}} \) for \( Q' \in \mathcal{D}_n \).

Observe that for a cube \( Q' \in \mathcal{D}_n \) with \( Q' \subset Q \), as long as
\[ 2^{-d} \mu_n(Q') \geq 2^{-(n+1)\overline{d}}, \]
that is \( \mu_n(Q') \geq 2^d 2^{-(n+1)\overline{d}} > 2^d 2^{-(n+1)d} = 2^{-nd} \), the mass of every subcube \( Q'' \subset Q' \) of next generation is such that \( \mu_{n+1}(Q'') = 2^{-d} \mu_n(Q') \).

Hence
\[ \frac{\log \mu_{n+1}(Q'')}{\log 2^{-(n+1)}} = \frac{-d \log 2 + \log \mu_n(Q')}{-(n+1) \log 2} > \frac{\log \mu_n(Q')}{\log 2^{-n}}. \]  
(3.12)
This means that the local dimension increases from generation \( n \) to generation \( n + 1 \).

The construction ensures that all the subcubes of \( Q \) at a given generation \( n > m \) have the same \( \mu_n \)-mass.

Further, by (3.12), the sequence \( \frac{\log \mu_n(Q')}{\log 2^{-n}} \) (for \( Q' \subset Q \), \( Q' \in \mathcal{D}_n \)) is strictly increasing. Assuming that this process (A2) is iterated a number of times very large when compared to \( m \), we would have \( \frac{\log \mu_n(Q')}{\log 2^{-n}} \sim \frac{\log 2^{-dn}}{\log 2^{-n}} = d \) so \( \mu_n(Q') \sim 2^{-dn} \ll 2^d 2^{-(n+1)\overline{d}} \), since \( \overline{d} < d \).

Hence, after a finite number of iterations, we necessarily have \( \mu_n(Q') < c_d 2^{-nd} \).

Call \( \phi(Q) \geq m \) the first integer such that for all \( Q' \subset Q \), \( Q' \in \mathcal{D}_{\phi(Q)} \),
\[ 2^{-\phi(Q)\overline{d}} \leq \mu_{\phi(Q)}(Q') \leq c_d 2^{-\phi(Q)\overline{d}}. \]

**Remark 3.4** In case we started with subdivision steps (A3) before getting to a subcube in which we could apply (A2), then we define \( \phi(Q) \) starting from this subcube. Recall that for ease of notation at the beginning of this part of the argument, we supposed that we start with subdivision steps (A2) at the \( m \)th step.

Recall that at generation \( \phi(Q) \), all the cubes \( Q' \subset Q \), \( Q' \in \mathcal{D}_{\phi(Q)} \), have the same \( \mu_{\phi(Q)} \)-mass. This also shows that (3.10) holds at generation \( \phi(Q) \).

Assume that (3.10) holds at generation \( n \geq \phi(Q) \) for \( Q' \in \mathcal{D}_n \), \( Q' \subset Q \). Then
- if \( 2^{-d} \mu_n(Q') \geq 2^{-(n+1)\overline{d}} \), then we apply (A2) and for every \( Q'' \in \mathcal{D}_{n+1}, Q'' \subset Q' \),
  \[ 2^{-(n+1)\overline{d}} \leq \mu_{n+1}(Q'') \leq 2^{-d} \mu_n(Q') \leq c_d 2^{-n\overline{d}} \leq c_d 2^{-(n+1)\overline{d}}. \]
- if \( 2^{-d} \mu_n(Q') \leq 2^{-(n+1)\overline{d}} \), then we apply (A3) and for every \( Q'' \in \mathcal{D}_{n+1} \), either \( \mu_{n+1}(Q'') = 0 \) or
  \[ 2^{-(n+1)\overline{d}} \leq 2^{-n\overline{d}} \leq \mu_{n+1}(Q'') \leq 2^d 2^{-(n+1)\overline{d}} \leq c_d 2^{-(n+1)\overline{d}}. \]

In all cases, (3.10) holds at generation \( n + 1 \). Hence the result. \( \square \)
3.3 Subdivision scheme of type B

Let \( m \in \mathbb{N} \). Consider some \( Q \in \mathcal{D}_m \), and assume that,

\[
2^{-m\overline{d}} \leq \mu_m(Q) < c_d 2^d 2^{-m\overline{d}}
\]

(3.13)

holds for \( \mu_m \) and \( Q \) at generation \( m \).

The purpose of the second subdivision scheme is to concentrate the mass \( \mu_m(Q) \) on two subparts of \( Q \), first in a thin region close to the (inner part of the) boundary of \( Q \) (very close to its smallest \( \psi(m) \)-face), and second around its center. More precisely, we will assign \( \eta^* \) of the initial mass \( \mu_m(Q) \) to part of an annulus very thin close to the border of \( Q \) (on Fig. 1 this is the thin blue shaded rectangular region), and \( 1 - \eta^* \) in a small cube located around the center of \( Q \) (on Fig. 1, this is the small blue shaded central square). The remaining subcubes of \( Q \) will receive zero \( \mu \)-mass.

3.3.1 Distributing (part of) the mass on the smallest face:

Choose the smallest integer \( \psi(m) \) such that

\[
2^{-(m+1)\delta} - 1 \leq 2^{-\psi(m)} < 2^{-(m+1)\delta}.
\]

(3.14)

Since \( \delta > 1 \), we have \( \psi(m) > m + 1 \).

Consider \( \partial \psi(m), 1 Q \) the set of \( \psi(m) \)-boundary cubes on the smallest face of \( Q \). Recalling (3.4), we have

\[
d_{\psi(m), 1}(Q) = 2^{(d-1)(\psi(m) - m)}.
\]

(3.15)

For all \( Q' \in \partial \psi(m), 1 Q, Q' \in \mathcal{D}_{\psi(m)} \), we put

\[
\mu_{\psi(m)}(Q') = \eta^* \cdot \frac{1}{d_{\psi(m), 1}(Q)} \mu_m(Q).
\]

(3.16)

Combining (3.2), (3.13), (3.14), (3.15) and (3.16), we see that for all \( Q' \in \partial \psi(m), 1 Q \),

\[
\mu_{\psi(m)}(Q') \geq \eta^* 2^{-(d-1)(\psi(m) - m)} 2^{-m\overline{d}}
\]

\[
= \eta^* 2^{-(d-1)\psi(m)} 2^{-m(\overline{d}-(d-1))}
\]

\[
= \eta^* 2^{-(d-1)\psi(m)} 2^{-m\delta(\overline{d}-(d-1))}
\]

\[
\geq \eta^* 2^{-(d-1)\psi(m)} 2^{-\psi(m)(\overline{d}-(d-1))}
\]

\[
> c_d^{-1} 2^{-\psi(m)\overline{d}},
\]

(3.17)

where (3.6) has been used for the last lower bound. By (3.14), \( (m + 1)\delta + 1 \geq \psi(m) \), hence

\[
- (d - 1)\psi(m) - m\delta(\overline{d} - (d - 1)) \leq -\psi(m)\overline{d} + (d - (d - 1))\psi(m) - m\delta(\overline{d} - (d - 1))
\]

\[
\leq -\psi(m)\overline{d} + (d - (d - 1))(m + 1)\delta + 1 - m\delta(\overline{d} - (d - 1))
\]

\[= -\psi(m)\overline{d} + (d - (d - 1))(\delta + 1).
\]

(3.18)
Using (3.1), (3.7), (3.13), (3.14) and (3.18), one gets
\[ \mu_{\psi(m)}(Q') \leq 2^{-m(d-1)(\psi(m) - m) - m} \]
\[ = 2^{-m} c_d 2^{-(d-1)\psi(m)} 2^{-m(d-(d-1))} \]
\[ \leq 2^{-(d-1)\psi(m)} 2^{-m(d-(d-1))} \]
\[ \leq 2^{-\psi(m) d} \cdot 2^{(1+\delta)(d-(d-1))} \]
\[ \leq c_d^2 2^{-\psi(m) d}. \]  
(3.19)

Finally, for all \( Q' \in \partial_{\psi(m),1} Q \) we have
\[ c_d^{-2} 2^{-\psi(m) d} \leq \mu_{\psi(m)}(Q') \leq c_d^2 2^{-\psi(m) d}. \]  
(3.20)

In particular, these cubes satisfy (3.8).

Intuitively, starting with a cube \( Q \) such that \( \mu(Q) \sim |Q|^d \), we end up with many small cubes \( Q' \subset Q \), all located on the border of \( Q \), and such that \( \mu(Q') \sim |Q'|^d \).

3.3.2 Distributing part of the mass close to the center of \( Q \):

Let \( \psi'(m) \geq m \) be the unique integer satisfying
\[ 2^{-m - 1} \leq 2^{-\psi'(m) d} \leq 2^{-m d}. \]  
(3.21)
Then it is easy to see that when \( m \) becomes large, \( m < \psi'(m) < \psi(m) \) (intuitively, \( \psi'(m) \sim m\delta/d \) while \( \psi(m) \sim m\delta \) and by (3.2), \( \delta > \overline{d}/d \)). We assume that \( m \) is so large that
\[
(1 - 2^{-\psi(m)-m}) - 2^{-\psi(m)-m})d^{-1} > (1 - 2^{-\psi(m)-m+1})d^{-1} > \eta^*.
\]
(3.22)

We denote by \( c_Q \) the center of \( Q \) and by \( \tilde{Q} \) the (unique) dyadic cube of generation \( \psi'(m) \) that contains \( c_Q \). Then, since we deal with dyadic cubes, \( c_Q \) is the smallest vertex of \( \tilde{Q} \), that is \( c_Q = v_{\min, \tilde{Q}} \). We put
\[
\mu_{\psi(m)}(\tilde{Q}) = (1 - \eta^*)\mu_m(Q).
\]
(3.23)

By using (3.6), (3.7), (3.13), (3.21) and (3.22), we obtain
\[
\mu_{\psi(m)}(\tilde{Q}) \geq (1 - \eta^*)2^{-m\overline{d}} \geq (1 - \eta^*)2^{-\psi(m)d} \geq c_d^22^{-\psi(m)d}
\]
(3.24)

and
\[
\mu_{\psi(m)}(\tilde{Q}) < 2^d c_d 2^{-m\overline{d}} < 2^{d+1} c_d 2^{-\psi(m)d} \leq c_d^22^{-\psi(m)d}.
\]

We deduce that \( \tilde{Q} \) and \( \psi'(m) \) satisfy Eq. (3.20), i.e.
\[
c_d^22^{-\psi(m)d} \leq \mu_{\psi(m)}(\tilde{Q}) \leq c_d^22^{-\psi(m)d}.
\]
(3.25)

Hence one can apply subdivision scheme \( A \) to it, iteratively, for all integers \( n \) such that \( \psi'(m) < n \leq \psi(m) \). At the end of the process, by Lemma 3.2, we get a collection of cubes \( Q' \in D_{\psi(m)} \) and a measure \( \mu_{\psi(m)} \) such that they all satisfy either \( \mu_{\psi(m)}(Q') = 0 \), or
\[
c_d^22^{-\psi(m)d} \leq \mu_{\psi(m)}(Q') \leq c_d^22^{-\psi(m)d}.
\]
(3.26)

**Definition 3.5** If \( Q' \in D_{\psi(m)} \) is such that \( Q' \subset \tilde{Q} \subset Q \) (where \( \tilde{Q} \) is the cube of \( D_{\psi'(m)} \) containing \( c_Q \)), then \( Q' \) is called a **B-central cube at scale \( \psi(m) \) associated to \( Q \in D_m \)**.

By construction,
\[
\mu \left( \bigcup_{Q' \subset Q: \quad Q' \text{ is a B-central cubed at scale } \psi(m)} Q' \right) = (1 - \eta^*)\mu(Q).
\]
(3.27)

**Lemma 3.6** If, for some large integer \( m \), \( Q' \in D_{\psi(m)} \) is B-central, then for any \( x \in Q' \), there exists \( r_x \) such that \( P_{\mu_{\psi(m)}}(x, r_x, \delta, \eta) \) holds and
\[
2^{-m-1} \leq r_x < 2^{-m-1} \cdot 1.125.
\]

**Remark 3.7** At inequalities (3.28) and (3.29) in the next proof, we will use that \( \mu(B(x, 2^{-m})) = \mu(Q) \), which means essentially that \( \mu_{\psi(m)} \) (and \( \mu \)) charges only the cube \( Q \) and not its neighbors at generation \( m \). This will be a consequence of our construction in Sect. 3.4.

**Remark 3.8** Lemma 3.6 is stated for the measure \( \mu_{\psi(m)} \), but it also holds for the measure \( \mu \) obtained at the end of the construction. This simply follows from (3.5).

**Proof** For simplicity, we write \( \mu \) for \( \mu_{\psi(m)} \). As explained above, this abuse of notation is justified by (3.5).

Let \( Q' \) be a B-central cube, and \( x \in Q' \). We shall prove that, for some \( r_x > 0 \), \( \mu(A(x, r_x, \delta)) \geq \eta \cdot \mu(B(x, r_x)) \).
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Write $x = (x_1, \ldots, x_d)$ and $Q = \prod_{i=1}^d [k_i \cdot 2^{-m}, (k_i + 1) \cdot 2^{-m})$. See Fig. 1 where $x$ is marked with a dot in the $B$-central shaded blue cube, an arrow with dashed line is pointing at $x$, the label $x$ is written at the bottom end of this arrow, and the boundary of $A(x, r_x, \delta)$ is shown with dotted lines.

Set $r_x := x_1 - k_1 \cdot 2^{-m}$. Since $\|x - c_Q\|_\infty \leq 2^{-\psi'(m)}$ and $c_Q = ((k_1 + 1/2)2^{-m}, \ldots, (k_d + 1/2)2^{-m})$, we see that

$$2^{-m-1} \leq r_x \leq 2^{-m-1} + 2^{-\psi'(m)}.$$

By construction, $B(x, r_x)$ contains the largest part of $\partial \psi(m,1) Q$. Indeed, if $Q'$ is a cube of $\partial \psi(m,1) Q$ containing one $y \in \partial \psi(m,1) Q$ with $\|x - y\|_\infty > r_x$, then $\|c_Q - y\|_\infty \geq \|x - y\|_\infty - \|c_Q - x\|_\infty \geq r_x - \|c_Q - x\|_\infty \geq 2^{-m-1} - 2^{-\psi'(m)}$. Denote by $\overline{c_Q}$ the projection of $c_Q$ onto the smallest face of $Q$, see Fig. 1. Since the supremum norm is used, the cubes of $\partial \psi(m,1) Q$ that may not intersect $B(x, r_x)$ are thus located outside of $B(\overline{c_Q}, 2^{-m-1} - 2^{-\psi'(m)})$.

Observe that the intersection of $B(\overline{c_Q}, 2^{-m-1} - 2^{-\psi'(m)})$ with the smallest face of $Q$ is a $(d - 1)$-dimensional cube of side length $2^{-m} - 2^{1-\psi'(m)}$, and that its projection onto the smallest face of $Q$ is of $(d - 1)$-dimensional volume $(2^{-m} - 2^{1-\psi'(m)})^{d-1}$.

Observe also that $r_x^\delta \geq 2^{-(d-1)-1} > 2^{-\psi'(m)}$ so all the above cubes $Q'$ belonging simultaneously to $B(x, r_x)$ and $\partial \psi(m,1) Q$ also are included in $A(x, r_x, \delta)$. These cubes are forming a single layer, and their projection onto the smallest face of $Q$ is of $(d - 1)$-dimensional volume $2^{-(d-1)-\psi'(m)}$.

Recalling that $d_{\psi(m),1}(Q) = 2^{(d-1)(\psi(m)-m)}$, we obtain that $A(x, r_x, \delta)$ contains more than

$$\frac{(2^{-m} - 2^{1-\psi'(m)})^{d-1}}{2^{-(d-1)\psi(m)}} \geq d_{\psi(m),1}(Q)(1 - 2^{-(\psi(m)-m)+1})^{d-1} \geq \eta^*d_{\psi(m),1}(Q)$$

many cubes from $\partial \psi(m,1) Q$, where (3.22) is also used. Hence, recalling (3.16),

$$\mu(A(x, r_x, \delta)) \geq \eta^*d_{\psi(m),1}(Q) \cdot \eta^* \frac{1}{d_{\psi(m),1}(Q)} \cdot \mu_m(Q) \geq (\eta^*)^2 \cdot \mu_m(Q) = \eta \mu(Q).$$

Finally, by Remark 3.7, our construction ensures that $\mu(B(x, r_x)) \leq \mu(Q)$. Thus

$$\mu(A(x, r_x, \delta)) \geq \eta \mu(B(x, r_x)),$$

i.e. $P_\mu(x, r_x, \delta, \eta)$ holds.

Finally, the fact that $2^{-m-1} \leq r_x < 2^{-m-1} \cdot 1.125$ follows from $2^{-m-1} \leq r_x \leq 2^{-m-1} + 2^{-\psi'(m)}$ and $2^{-\psi'(m)+m}$ tends to zero when $m \to +\infty$. \hfill \Box

### 3.3.3 Giving a zero-mass to the other cubes, and defining the measure $\mu_{\psi(m)}$ on $Q$

For the remaining cubes at generation $\psi(m)$, i.e. those $Q' \subset Q$, $Q' \in \mathcal{D}_{\psi(m)}$, $Q' \notin \partial \psi(m,1) Q$ and $Q' \subset \widehat{Q}$, we put $\mu_{\psi(m)}(Q') = 0$.

The measure $\mu_{\psi(m)}(Q')$ is now defined for all $Q' \subset \widehat{Q}$, $Q' \in \mathcal{D}_{\psi(m)}$.

Observe that by (3.16), the properties of the subdivision scheme A and (3.23), we have

$$\sum_{Q' \subset Q, Q' \in \mathcal{D}_{\psi(m)}} \mu_{\psi(m)}(Q') = \mu_m(Q).$$
3.3.4 Defining inside $Q$ the measure $\mu_n$ for $m < n < \psi(m)$

Forgetting for a while the details of the construction, and just focusing on the result, starting from $Q \in \mathcal{D}_m$ with a given $\mu_m$-weight satisfying (3.10), we end up with a measure $\mu_{\psi(m)}$ well defined on all cubes $Q' \subset Q$, $Q' \in \mathcal{D}_{\psi(m)}$.

Since we jumped from level $m$ to $\psi(m)$, we can easily define $\mu_n$ for $m < n < \psi(m)$, but only inside $Q$. Indeed, for such an integer $n$, the measure $\mu_n$ is simply defined by using $\mu_{\psi(m)}$ as “reference” measure: for $Q' \in \mathcal{D}_n$, $Q' \subset Q$, we set

$$\mu_n(Q') = \sum_{Q'' \subset Q', \ Q'' \in \mathcal{D}_{\psi(m)}} \mu_{\psi(m)}(Q'').$$

(3.30)

It is easily checked that this definition is consistent with the definition of $\mu_{\psi(m)}$ that we gave in (3.23) for instance.

Next lemma shows that all the “intermediary” measures $\mu_n$ so defined share the same scaling properties as $\mu_m$ and $\mu_{\psi(m)}$.

**Lemma 3.9** Assume that $\mu_m$ satisfies (3.13) for some $Q \in \mathcal{D}_m$, and apply the subdivision scheme B to define $\mu_{m+1}, \ldots, \mu_{\psi(m)}$ on the subcubes of $Q$ of generation $m+1, \ldots, \psi(m)$.

Then:

(i) for every $n \in \{m, \ldots, \psi(m)\}$, for every $Q' \in \mathcal{D}_n$ such that $Q' \subset Q$ and $\mu_n(Q') \neq 0$, (3.8) holds for $Q'$ with the measure $\mu_n$.

(ii) for every cube $Q' \in \mathcal{D}_{\psi(m)}$ such that $Q' \subset Q$ and $\mu_{\psi(m)}(Q') \neq 0$, there exists $n \in \{m, \ldots, \psi(m)\}$ and a (unique) cube $Q_n \in \mathcal{D}_n$ such that $Q' \subset Q_n \subset Q$ and (3.20) holds for $\mu_n$ and $Q_n$.

**Proof** (i) The cases where $n = m$ and $n = \psi(m)$ follow from (3.13), (3.17), (3.19), and (3.26).

Suppose $m < n < \psi(m)$. Two cases are separated depending on whether we deal with the border or the $B$-central cubes.

Consider first $Q'' \in \partial_{\psi(m)}Q$, i.e. a cube located on the border of $Q$. Choose an arbitrary $Q' \in \partial_{\psi(m)}Q$, $Q' \subset Q$. By (3.20) and $d - 1 < d$, one obtains

$$\mu_n(Q'') = 2^{\psi(m) - n - (d-1)} \mu_n(Q') \leq 2^{\psi(m) - n - (d-1)} c_d^2 2^{-\psi(m) d}$$

$$= c_d^2 2^{\psi(m) - n} d \cdot 2^{-\psi(m) d} < c_d^2 2^{-n d}.$$ 

For the estimate from below (3.6), (3.13), (3.15), (3.16) and (3.30) yield

$$\mu_n(Q'') = 2^{\psi(m) - n - (d-1)} \mu_n(Q) \geq \eta^* 2^{\psi(m) - n - (d-1)} \mu_m(Q) \geq \eta^* 2^{\psi(m) - n - (d-1)} \cdot 2^{-m d}$$

$$> \eta^* 2^{\psi(m) - n} d \cdot 2^{-m d} = \eta^* 2^{-n d} > c_d^2 2^{-n d},$$

hence (3.8) holds for $Q''$.

For the $B$-central cubes, suppose that $m < n < \psi'(m)$ and $Q'' \in \mathcal{D}_n$, $Q'' \supset \tilde{Q}$, where $\tilde{Q}$ was defined after (3.22). Then

$$\mu_n(Q'') = \mu_{\psi(m)}(\tilde{Q}) = \mu_{\psi'(m)}(\tilde{Q}) = (1 - \eta^*) \mu_m(Q)$$

and by (3.25)

$$\mu_n(Q'') = \mu_{\psi'(m)}(\tilde{Q}) \leq c_d^2 2^{-\psi'(m) d} < c_d^2 2^{-n d}. \tag{3.31}$$
On the other hand by (3.7) and (3.13)

\[ \mu_n(Q'') = (1 - \eta^*) \mu_m(Q) > (1 - \eta^*) 2^{-m\tilde{a}} > (1 - \eta^*) 2^{-(n+1)\tilde{a}} > c^{-2n\tilde{a}}, \]

hence (3.8) holds for \( Q'' \).

Finally, when \( \psi'(m) \leq n < \psi(m) \) and \( Q'' \in \mathcal{D}_n \) and \( Q'' \subset \tilde{Q} \), the fact that (3.8) holds for \( Q'' \) follows from the application of subdivision scheme A to the cube \( \tilde{Q} \) which satisfies (3.8).

Part (ii) follows from (3.20) and (3.25).

\[ \sum_{Q' \in \mathcal{D}_{\psi(m)},1} \mu_{\psi(m)}(Q') = \eta^* \cdot \mu_m(Q). \]

### 3.4 Construction of the measure of Theorem 1.4

Recall that \( \mu_0 \) is the Lebesgue measure on the cube \([0, 1]^d\). By definition \( \mu_0 \) satisfies (3.8).

#### Step 1

We apply Subdivision Scheme A, \( m_1' \) times to the cube \([0, 1]^d\), where \( m_1' \geq \phi([0, 1]^d) \) is such that Lemma 3.3 and (3.22) simultaneously hold for \( m = m_1' \). We obtain a measure \( \mu_{m_1'} \) defined on cubes of \( \mathcal{D}_{m_1'} \), such that for every \( Q \in \mathcal{D}_{m_1'} \), either \( \mu_{m_1'}(Q) = 0 \) or the first half of (3.10) holds true with \( m_1' \).

Now, for each cube \( Q' \in \mathcal{D}_{m_1'} \), we select the cube \( Q \) of generation \( m_1 = m_1' + 1 \) located at its smallest vertex and we set \( \mu_{m_1}(Q) = \mu_{m_1'}(Q') \), so that \( \mu_{m_1} \) satisfies (3.13).

This last step ensures that the cubes at generation \( m_1 \) supporting \( \mu_{m_1} \) are isolated, and Lemma 3.6 (together with Remark 3.7) applies.

Now we are able to iterate the construction:

#### Step 2k

We apply Subdivision scheme B to all cubes \( Q \in \mathcal{D}_{m_{2k-1}} \). Call \( m_{2k} = \psi(m_{2k-1}) \).

We obtain a measure \( \mu_{m_{2k}} \) defined on \( \mathcal{D}_{m_{2k}} \) such that the properties of Lemma 3.3 hold for all dyadic cubes \( Q \in \mathcal{D}_n, m_{2k-1} \leq n \leq m_{2k} \).

#### Step 2k + 1

We apply Subdivision scheme A to all cubes of generation \( m_{2k} \). By Lemma 3.3, for each cube \( Q \in \mathcal{D}_{m_{2k}} \), there exists an integer \( \phi(Q) \) such that for \( n \geq \phi(Q) \), for every cube \( Q' \in \mathcal{D}_n \) (3.10) holds for \( Q' \) and \( \mu_n \).

Setting \( m_{2k+1}' = \max(\phi(Q) : Q \in \mathcal{D}_{m_{2k}}) \), we are left with a measure \( \mu_{m_{2k+1}'} \) such that for all cubes \( Q' \in \mathcal{D}_{m_{2k+1}'} \) (3.10) holds for \( Q' \) and \( \mu_{m_{2k+1}'} \).

Setting \( m_{2k+1} = m_{2k+1}' + 1 \), for each cube \( Q' \in \mathcal{D}_{m_{2k+1}'} \), we select the cube \( Q \) of generation \( m_{2k+1} \) located at its smallest vertex and we set \( \mu_{m_{2k+1}}(Q) = \mu_{m_{2k+1}'}(Q') \), so that \( \mu_{m_{2k+1}} \) satisfies (3.13) and the cubes at generation \( m_{2k+1} \) supporting \( \mu_{2k+1} \) are isolated.

We are now ready to construct the set and the measure satisfying the conditions of Theorem 1.4.

Call \( Q_n(x) \) the unique dyadic cube \( Q \in \mathcal{D}_n \) that contains \( x \).

**Proposition 3.10** The sequence \( (\mu_n)_{n \geq 1} \) converges to a measure \( \mu \) which is supported by a Cantor-like set \( C \) defined by

\[ C = \bigcap_{n \geq 1} \bigcup_{Q \in \mathcal{D}_n : \mu_n(Q) \neq 0} Q. \]
For every $x \in C$, for every $n$,

$$c_d^{-2} 2^{-nd} \leq \mu_n(Q_n(x)) \leq c_d^2 2^{-nd},$$

(3.33)

and there exist two strictly increasing sequences of integers $(j_n(x))_{n \geq 1}$ and $(\underline{j}_n(x))_{n \geq 1}$ satisfying

$$2^{-j_n(x) \overline{d}} \leq \mu_{\overline{j}_n(x)}(Q) < c_d 2^{-j_n(x) \overline{d}}$$

(3.34)

and

$$c_d^{-2} 2^{-\underline{j}_n(x) \underline{d}} \leq \mu_{\underline{j}_n(x)}(Q) < c_d^2 2^{-\underline{j}_n(x) \underline{d}}$$

(3.35)

**Proof** Inequalities (3.33), (3.34) and (3.35) follow immediately from (3.9) of Lemma 3.2, Lemma 3.3 and Lemma 3.9. 

Recall the that the upper and lower local dimensions of the measure $\mu$ are defined by

$$d_\mu(x) = \limsup_{r \searrow 0} \frac{\log(\mu(B(x, r)))}{\log r}$$

and

$$d_\mu(x) = \liminf_{r \searrow 0} \frac{\log(\mu(B(x, r)))}{\log r}.$$ 

From the previous proposition, we easily deduce the following property.

**Corollary 3.11** For every $x \in C$, $d_\mu(x) = d$ and $d_\mu(x) = \overline{d}$. In particular, the measure $\mu$ satisfies

$$d = \text{dim}(\mu) < \overline{\text{dim}}(\mu) = \overline{d}.$$ 

**Proposition 3.12** For $\mu$-almost every $x$, there exist infinitely many integers $n$ such that $Q \in \mathcal{D}_{2n}$. 

The construction ensures that $\mu$-almost all points are regularly located in a $B$-central cube, in the sense of Definition 3.5.

**Proof** For $n \geq 1$, call

$$A_n = \left\{ x \in C : Q_{m_{2n}}(x) \text{ is a B-central cube at generation } m_{2n} \right\}.$$ 

By construction, and recalling (3.27), we get $\mu(A_n) = 1 - \eta^n$.

Also, it is clear from the uniformity of the construction that the sequence $(A_n)_{n \geq 1}$ is independent when seen as events with respect to the probability measure $\mu$: for every finite set of integers $(n_1, n_2, \ldots, n_p)$,

$$\mu(A_{n_1} \cap A_{n_2} \cap \cdots \cap A_{n_p}) = (1 - \eta^n)^p.$$ 

Applying the (second) Borel–Cantelli lemma (see for example [6, Section 7.3]), we obtain that $\mu$-almost every point belongs to an infinite number of sets $A_n$. Hence the result. 

**Remark 3.13** Observe that the same proof gives that $\mu$-almost every point belongs to an infinite number of sets $A_n$. 

**Corollary 3.14** The measure $\mu$ satisfies $\mu(E_\mu(\delta, \eta)) = 1$.

This follows from Proposition 3.12 and Lemma 3.6.
4 Proof of Theorem 1.6

We deal with the case where $\dim \mu \leq d - 1$. In this situation, as stated in Theorem 1.6, there is no more restriction on $\delta$. However we can argue almost like in the proof of Theorem 1.4. Fix an arbitrary $\delta > 1$.

As before, we are going to use various subdivision schemes to build a measure fulfilling our properties.

The Subdivision scheme of type $A$ in Sect. 3.2 is left unchanged.

The Subdivision scheme of type $B$ in Sect. 3.3 requires some adjustments (in particular, one cannot use (3.1) any more). The problem comes from the fact that when $\dim \mu$ is less than $d - 1$, when trying to spread the mass of a given cube $Q \in D_m$ such that $\mu_m(Q) \sim 2^{-m\overline{d}}$ to the smaller cubes $Q'$ located on its smallest face $\partial_{\psi(m),1}Q$, it is not possible to impose that $\mu_m(Q') \sim 2^{-md}$ for all $Q' \in \partial_{\psi(m),1}Q$, since

$$d_{\psi(m),1}(Q)2^{-\psi(m)d} \sim 2^{-(d-1)(\psi(m)-m)}2^{-\psi(m)d} \gg 2^{-md}.$$  \tag{4.1}

In other words, the mass of the initial cube $Q$ is not large enough to give the sufficient weight to each $Q'$. So we introduce a Subdivision scheme of type $C$ to solve this issue.

We discuss the modifications needed to adapt Sect. 3.3 to this situation $d < d - 1$, and give the main ideas to proceed—some proofs are omitted, since they are exactly similar to those of Sect. 3.

4.1 Subdivision scheme of type $C$

As explained above, a new subdivision scheme is introduced, by essentially modifying a little bit Subdivision scheme of type $B$.

Assume that $Q \in D_m$ satisfies (3.13). The integer $\psi(m)$ is defined by (3.14), as in the previous section. We know that (3.15) holds. As argued above, one can see that using (3.13)

$$\frac{1}{d_{\psi(m),1}(Q)} \mu_m(Q) \leq c_d 2^d 2^{-md} \cdot 2^{-(d-1)(\psi(m)-m)} \leq c_d 2^d 2^{-md} \cdot 2^{-d(\psi(m)-m)} = c_d 2^d 2^{-\psi(m)d}. \tag{4.1}$$

First, the way the mass is distributed on the border of $Q$ (Sect. 3.3.2) is modified as follows.

4.1.1 Distributing (part of) the mass on the smallest face:

Two cases are separated.

- **Case $d < d - 1 \leq \overline{d}$**: We set

$$d_{\psi(m),1,+}(Q) = d_{\psi(m),1}(Q) = 2^{(d-1)(\psi(m)-m)}$$

and for any $Q' \in \partial_{\psi(m),1,+}Q := \partial_{\psi(m),1}Q$, put

$$\mu_{\psi(m)}(Q') = \eta^* \frac{1}{d_{\psi(m),1,+}(Q)} \mu_m(Q). \tag{4.2}$$

In this case we also define $\partial_{\psi(m),1,0}Q = \emptyset$, and $d_{\psi(m),1,0}(Q) = 0.$
For all \( m < n \leq \psi(m) \) and \( Q' \in \partial_{n,1} Q := \partial_{n,1} Q \), using \( \underline{d} \leq d - 1 \leq \overline{d} \) and (3.13), one gets

\[
\mu_n(Q') = \eta^* \frac{1}{(d \psi(m,1,+)Q)} \cdot \mu_m(Q) \cdot 2^{(d-1)(\psi(m) - n)}
< \eta^* 2^{-(d-1)(\psi(m) - m)} \cdot c_d 2^{-m\overline{d}} \cdot 2^{(d-1)(\psi(m) - n)}
= \eta^* c_d 2^{-m\overline{d}} \cdot 2^{-m\overline{d}} \cdot 2^{(d-1)n} \leq \eta^* c_d 2^{-m\overline{d}} \cdot 2^{-n\overline{d}}
< c_d^2 2^{-n\overline{d}}.
\]

Similarly,

\[
\mu_n(Q') > \eta^* 2^{-(d-1)(\psi(m) - m)} \cdot 2^{-m\overline{d}} \cdot 2^{(d-1)(\psi(m) - n)}
= \eta^* 2^{-(d-1)(n-m)} 2^{-m\overline{d}} \geq \eta^* 2^{-\overline{d}(n-m)} 2^{-m\overline{d}} \geq \eta^* 2^{-\overline{d} \overline{d}}
> c_d^2 2^{-n\overline{d}}.
\]

This means that (3.8) will remain true for these cubes.

To resume, the scheme is in this case the same as before.

- **Case \( \underline{d} \leq \overline{d} < d - 1 \):** An extra care is needed.

Recall Definition 3.1. Consider first the cubes \( Q' \in \partial_{m+1,1} Q \).

(i) If \( \eta^* 2^{-(d-1)} \mu_m(Q) \geq 2^{-m(1+\overline{d})} \), then for any \( Q' \in \partial_{m+1,1} Q \), define \( \mu_{m+1}(Q') = \eta^* 2^{-(d-1)} \mu_m(Q) \). For \( Q' \subset Q, Q' \in \partial_{m+1}, \) but \( Q' \notin \partial_{m+1,1} Q \), set \( \mu_{m+1}(Q') = 0 \).

(ii) If \( \eta^* 2^{-(d-1)} \mu_m(Q) < 2^{-m(1+\overline{d})} \), consider the only cube \( \hat{Q} \) with “maximal” smallest vertex \( v_{\min} \hat{Q} \) among those cubes satisfying \( \hat{Q} \in Q, \hat{Q} \in \partial_{m+1,1} Q \). “Maximal” means with largest possible coordinates—this makes sense since the borders of the cube are parallel to the axes. If it is easier to understand this way, for such a vertex, the sum of its coordinates \( s(v_{\min}, \hat{Q}) \) (defined in (3.3)) is maximal. Then put \( \mu_{m+1}(\hat{Q}) = \eta^* \mu_m(Q) \).

For the other cubes \( Q' \subset Q, Q' \in \partial_{m+1}, \) set \( \mu_{m+1}(Q') = 0 \).

Next we iterate the process. Suppose that \( m + 1 < n \leq \psi(m) \), and that \( \mu_{n-1}(Q') \) is defined for all \( Q' \in \partial_{n-1,1} Q \).

(C1) If \( \mu_{n-1}(Q') = 0 \) then for all subcubes \( Q'' \in D_n \) of \( Q' \), put \( \mu_n(Q'') = 0 \).

(C2) If \( 2^{-(d-1)} \mu_{n-1}(Q') \geq 2^{-n\overline{d}} \) then for any \( Q'' \subset Q' \) with \( Q'' \in \partial_{n,1} Q \), we set \( \mu_n(Q'') = 2^{-(d-1)} \mu_{n-1}(Q') \). For \( Q'' \subset Q', Q'' \in D_n \) but \( Q'' \notin \partial_{n,1} Q \), we set \( \mu_n(Q'') = 0 \).

(C3) If \( 2^{-(d-1)} \cdot \mu_{n-1}(Q') < 2^{-n\overline{d}} \), then, as above, we select the cube \( \hat{Q} \in Q', \hat{Q} \in \partial_{n-1} Q \)

\[
(4.5)
\]

with maximal \( s(v_{\min}, \hat{Q}) \) among those cubes satisfying (4.5). Next, we set \( \mu_n(\hat{Q}) = \mu_{n-1}(Q') \).

For the other cubes \( Q'' \subset Q', Q'' \in D_n \), we impose \( \mu_n(Q'') = 0 \).

The motivation for the choice of \( \hat{Q} \) is that \( \hat{Q} \) is located (if we look at our two-dimensional Fig.1) in the upper left “Northwest” direction from \( c_Q \). We select \( \hat{Q} \) in the “upper” corner of \( Q' \) on the boundary of \( Q \) in order to get as many as possible of the charged cubes into \( A(x, r_0, \delta) \) in Lemma 3.6. Recall that on Fig.1 the central cube \( \hat{Q} \) with smallest vertex \( c_Q \) is also located “above” (in the direction “Northeast”) from this vertex and \( x \) is located in \( Q \).
We repeat the above steps for \( n = m + 1, \ldots, \psi(m) \) and denote by \( \partial_{n,1}Q \) those cubes in \( \partial_{n,1}Q \) for which \( \mu_n(Q') > 0 \). The adjustment at step \( n = m + 1 \) implies that we distribute a mass of \( \eta^* \cdot \mu_m(Q) \) on the \( \partial \psi(m)_{n,1}Q \) cubes and in this case (4.2) holds as well.

By (3.13) initially verified by \( Q \) and the first step of our induction, for \( n = m \) and \( n = m + 1 \), one has

\[
\eta^* \cdot 2^{-n\overline{d}} < \mu_n(Q) < c_d 2^d \cdot 2^{-n\overline{d}}. \tag{4.6}
\]

Suppose that \( Q' \in \partial_{n,1}Q \) satisfies (4.6). Consider \( Q'' \in \partial_{n+1,1}Q \) such that \( Q'' \subset Q' \).

If Step (C2) was used to define \( \mu_{n+1}(Q'') \), then on the one hand, \( \mu_n(Q') \geq 2^{(d-1)}2^{-(n+1)\overline{d}} \), and hence

\[
\mu_{n+1}(Q'') \geq 2^{-(n+1)\overline{d}}. \tag{4.7}
\]

On the other hand, since \( \overline{d} \leq d - 1 \), one sees that

\[
\mu_{n+1}(Q'') = 2^{-(d-1)}\mu_n(Q') < c_d 2^d \cdot 2^{-(d-1)}2^{-n\overline{d}} \leq c_d 2^d 2^{-(n+1)\overline{d}}. \tag{4.8}
\]

If (C3) was used, then for the only \( \widehat{Q} \in \partial_{n+1,1}Q \) satisfying \( \widehat{Q} \subset Q' \), one has

\[
\mu_{n+1}(\widehat{Q}) = \mu_n(Q') < 2^{(d-1)} \cdot 2^{-(n+1)\overline{d}} < c_d 2^d \cdot 2^{-(n+1)\overline{d}}. \tag{4.9}
\]

On the other hand, from (4.6) it also follows that

\[
\eta^*2^{-(n+1)\overline{d}} < \eta^* 2^{-n\overline{d}} < \mu_n(Q') = \mu_{n+1}(\widehat{Q}). \tag{4.10}
\]

Thus, by induction, (4.6) holds true. Hence (3.8) holds for any \( Q' \in \partial_{n,1}Q \) for any \( n = m + 1, \ldots, \psi(m) \).

### 4.1.2 Distributing part of the mass close to the center of \( Q \):

Step 3.3.2 of Scheme B is also modified for Scheme C.

If \( \overline{d} = \overline{d} \), then put \( \psi'(m) = m + 10 \) and assume that (3.6) holds.

If \( \overline{d} > \overline{d} \), then we can define \( \psi'(m) \) as in (3.21).

It is not necessarily true any more that \( m \leq \psi'(m) \leq \psi(m) \). Indeed, recall that intuitively, \( \psi'(m) \sim m\overline{d}/\overline{d} \) and \( \psi(m) \sim m\delta \), but now \( \delta > 1 \) can be such that \( 1 < \delta < \overline{d}/\overline{d} \).

Hence let us introduce \( \Psi(m) = \max\{\psi'(m), \psi(m)\} \).

As before, call \( \widehat{Q} \) the cube of \( D\psi(m)_Q \) containing the center \( c_Q \) of \( Q \).

**Definition 4.1** If \( Q' \in D\psi(m)_Q \) is such that \( Q' \subset \widehat{Q} \subset Q \) (where \( \widehat{Q} \) is the cube of \( D\psi(m)_Q \) containing \( c_Q \)), \( Q' \) is called a **C-central cube at scale** \( \Psi(m) \) **associated to** \( Q \in Dm \).

If \( \Psi(m) = \psi(m) \geq \psi'(m) \), then we proceed analogously to Sect. 3.3.2, i.e. we put as in (3.23) \( \mu_{\psi(m)}(Q) = (1 - \eta^*)\mu_m(Q) \), and apply subdivision scheme A to \( \widehat{Q} \) and its subcubes until generation \( \psi(m) \).

If \( \Psi(m) = \psi'(m) \) and \( \psi'(m) > \psi(m) \) then we also set as in (3.23) \( \mu_{\psi(m)}(Q) = (1 - \eta^*)\mu_m(Q) \), i.e. we concentrate all the mass that was not spread on \( \partial m_1Q \) onto \( Q \). But in this situation in Sect. 4.1.1 the measures \( \mu_n \) are completely defined inside \( Q \) only for \( m \leq n \leq \psi(m) \).

Hence, we apply Subdivision scheme A to the cubes \( Q' \in \partial \psi(m)_{n,1}Q \) to distribute \( \mu_{\psi(m)}(Q') \) onto some subcubes of \( Q' \) and to define \( \mu_n \) on \( Q' \) for \( \psi(m) < n \leq \Psi(m) \).

By an immediate application of Lemma 3.2, since \( \mu_{\psi(m)}(Q') \) satisfied (3.8), the same inequality (3.8) (with \( m \) replaced by \( n \)) remains true for all \( n \in (\psi(m), \Psi(m)) \) for any \( Q'' \subset Q' \), \( Q'' \in Dn^+ \).
In particular, the following analog of Lemma 3.6 holds.

**Lemma 4.2** If, for some large integer \( m \), \( Q' \in D_{\Psi(m)} \) is C-central, then for any \( x \in Q' \), there exists \( r_x \) such that \( P_{\mu_{\Psi(m)}}(x, r_x, \delta, \eta) \) holds and
\[
2^{-m-1} \leq r_x < 2^{-m-1} \cdot 1.125.
\]

**Proof** We discuss only the changes in the argument of the original proof of Lemma 3.6 when \( \Psi(m) < \Psi(m) = \Psi'(m) \).

In this new situation, \( A(x, r_x, \delta) \) contains more than
\[
\left(1 - 2^{-\left(\psi'(m)-m+1\right)}d_{\psi(m),1}(Q) + 1\right) \cdot d_{\psi(m),1}(Q) > \eta^* \cdot d_{\psi(m),1}(Q)
\]
many cubes from \( \partial D_{\psi(m),1} \). Now even if we had to use Step (C3), our choice of the cube with maximum \( s(v_{\min}, Q) \) after (4.5) implies that
\[
\left(1 - 2^{-\left(\psi'(m)-m+1\right)}d_{\psi(m),1}(Q) + 1\right) \cdot d_{\psi(m),1}(Q) > \eta^* \cdot d_{\psi(m),1}(Q)
\]
holds in this case as well. This finally yields
\[
\mu(A(x, r_x, \delta)) > \eta^* \cdot \eta^* \cdot m(Q) > \eta \cdot m(Q).
\]
\( \square \)

### 4.1.3 Giving a zero-mass to the other cubes, and defining the measure \( \mu_{\Psi(m)} \) on \( Q \)

The measure \( \mu_{\Psi(m)} \) is extended inside \( Q \) as \( \mu_{\psi(m)} \) in Sect. 3.3.3.

### 4.1.4 Defining inside \( Q \) the measure \( \mu_n \) for \( m < n < \Psi(m) \)

The measures \( \mu_n \) are also defined as in Sect. 3.3.4.

**Lemma 4.3** Assume that \( \mu_m \) satisfies (3.13) for some \( Q \in D_m \), and apply the subdivision scheme \( \mathbf{C} \) to define \( \mu_{m+1}, \ldots, \mu_{\Psi(m)} \) on the subcubes of \( Q \) of generation \( m+1, \ldots, \Psi(m) \). Then:

(i) for every \( n \in \{m, \ldots, \Psi(m)\} \), for every \( Q' \in D_n \) such that \( Q' \subset Q \) and \( \mu_n(Q') \neq 0 \), (3.8) holds for \( Q' \) with the measure \( \mu_n \).

(ii) for every cube \( Q' \in D_{\Psi(m)} \) such that \( Q' \subset Q \) and \( \mu_{\Psi(m)}(Q') \neq 0 \), there exists \( n \in \{m, \ldots, \Psi(m)\} \) and a (unique) cube \( Q_n \in D_n \) such that \( Q' \subset Q_n \subset Q \) and (3.20) holds for \( \mu_n \) and \( Q_n \).

**Proof** The proof is similar to that of Lemma 3.9, up to some minor modifications that are left to the reader. \( \square \)

### 4.2 Construction of the measure of Theorem 1.4.

The measure \( \mu \) is built exactly as in Sect. 3.4.

Proposition 3.12 can be proved in this case as well.

**Proposition 4.4** For \( \mu \)-almost every \( x \), there exist infinitely many integers \( n \) such that \( Q_{2n}(x) \) is a C-central cube at Step \( m_{2n} \).
The conclusions and the arguments are similar to those developed in Sect. 3.4, we only sketch the proof to get Theorem 1.4.

As a consequence of Proposition 4.4, \( \mu \)-a.e. \( x \) belongs to a \( C \)-central cube infinitely often, and (3.25) holds infinitely often. For such an \( x \), there exists an increasing sequence of integers \( (j_n(x))_{n \geq 1} \) such that the following version of (3.35) holds

\[
c_d 2^{-j_n(x)}d \leq \mu_j_n(x)(Q) < c_d 2^{-j_n(x)}d.
\] (4.11)

By Lemma 3.2 and the construction, there exists another increasing sequence of integers \( (j_n(x))_{n \geq 1} \) satisfying (3.34).

Then part (i) of Lemma 4.3 yields the dimension estimate (3.33), which concludes the proof.

5 Lemma 5.1 and the proof of Theorem 1.7

5.1 Intersection of thin Euclidean annuli

The idea of the proof of Theorem 1.7 is based on the observation that if balls (in the 2-dimensional case, disks) of comparable radii \( \sim 2^{-n} \) are centered not too close (in the next lemma, the distance between their centres is at least \( 2^{-5n} \)), then the annuli corresponding to these balls are intersecting each other in a set of small diameter, see Fig. 2. This follows from the strictly convex shape of the corresponding balls. It is illustrated by Lemma 5.1 below, which prevents that measures with different upper and lower dimensions charge thin annuli.

**Lemma 5.1** There exists an integer \( N_{corr} \) such that if \( n \geq N_{corr} \) then for every \( 2^{-n+1} \leq r_1, r_2 \leq 2^{-n} \) and

\[
2^{-5n} \leq ||z_1 - z_2||_2 \leq 2^{-n}/30,
\] (5.1)

\( A(z_1, r_1, 30) \cap A(z_2, r_2, 30) \) consists of at most two connected sets, each of them is of diameter, \( D_{corr,n}^* \) less than \( 24 \cdot 2^{-13.5n} \).

This type of estimations appear at several places. For example from Lemma 3.1 of Wolff’s survey [21] one gets an estimate of \( D_{corr,n}^* \) of the form \( C_W 2^{-12.5n} \) with a constant \( C_W \) not depending on \( n \). The order of this estimate is slightly smaller than ours.
We point out that the order $2^{-13.5n}$ is optimal. Indeed, taking
\[ R = A((0, 2^{-n}), 2^{-n}, 30) \cap A((0, 2^{-n} - 2^{-5n}), 2^{-n} - 2^{-5n}, 30), \]
then one can verify that the diameter of $R$ can be estimated from below by $C \cdot 2^{-13.5n}$ with a constant not depending on $n$. For this, considering a triangle with sides $a = 2^{-n} - 2^{-5n}$, $b = 2^{-5n}$ and $c = 2^{-n} - 2^{-30n}$, it is easily seen that half of the diameter of $R$ is larger than the altitude $m_b$ of the triangle perpendicular to the side $b$. Using Heron’s formula the area of the triangle is $A = \sqrt{s(s-a)(s-b)(s-c)}$ with $s = (a + b + c)/2$ and $m_b = 2A/b$. Plugging in the above constants, one obtains the announced estimate.

Since the notation of Lemma 3.1 of [21] is different from ours, we detail a bit the way one can obtain an estimate for $D_{\text{corr}, n}$ by using that lemma. Let $d_W = |z_1 - z_2| + |r_1 - r_2|$ and $\Delta_W = ||z_1 - z_2| - |r_1 - r_2||$. We can suppose that $r_1 \geq r_2$, and the assumptions of Lemma 5.1 imply that $r_2 \geq r_1/2$. The argument of Lemma 3.1 of [21] gives an estimate
\[ D_{\text{corr}, n}^* \leq C_W \frac{r_1^{-30n}}{\sqrt{(r_1^{-30n} + \Delta_W)(r_1^{-30n} + d_W)}} \text{ with } C_W \text{ independent of } n. \]

The assumptions of Lemma 5.1 imply that $0 \leq \Delta_W$ and $2^{-5n} \leq d_W$, and these inequalities cannot be improved. Hence the above estimate implies
\[ D_{\text{corr}, n}^* \leq C_{W1} r_1^{-30n} r_1^{15n} r_1^{2.5n} = C_W r_1^{-12.5n} \leq C_W 2^{-12.5n}. \]

A similar order estimate can be obtained from Marstrand’s paper [13]. In [1] a similar type of question is studied but it is less straightforward which order one can obtain for $D_{\text{corr}, n}^*$.

We now turn to the main result and prove Theorem 1.7. Finally, Lemma 5.1 is proved in Sect. 5.3.

5.2 Proof of Theorem 1.7

Without limiting generality we can suppose that the Borel probability measure $\mu$ is supported on $[0, 1]^2$.

Proceeding towards a contradiction, suppose that $\mu(E_\mu(30, \eta)) > 0$.

For ease of notation, let $E = E_\mu(30, \eta)$. Since $E$ is fixed in the rest of the proof, $\mu(E)$ will be regarded as a positive constant.

Since $\dim \mu(\bar{E}) = 0$ and $\dim \mu(\bar{E}) = 0.89, d)$, for $\mu$-a.e. $x \in E$ there exist $\rho_x > 0$ such that
\[ r^{d+0.01} \leq \mu(B(x, r)) \leq r^{d-0.01} \leq r^{0.88}. \quad (5.2) \]

For those $x$s for which $\rho_x$, as defined above, does not exist, we set $\rho_x = 0$.

We can also suppose that for each $x$ we select $\rho_x$ as half of the supremum of those $\rho$s for which (5.2) holds with $\rho$ instead of $\rho_x$. This way it is not too difficult to see that the mapping $\rho : x \in [0, 1]^2 \mapsto \rho_x \in \mathbb{R}^+$ is Borel $\mu$-measurable.

The first step consists of finding a ball containing points of $E$ with a very precisely controlled behavior, see Lemma 5.3 below. To prove it, let us start with a simple technical lemma.

Lemma 5.2 Suppose $\tilde{E} \subset \mathbb{R}^2$ is a $\mu$-measurable set, and let $\rho : \mathbb{R}^2 \to \mathbb{R}$, $x \mapsto \rho_x$ be a $\mu$-measurable function such that $\mu(\{x \in \tilde{E} : \rho_x > 0\}) = \mu(\tilde{E})$. 
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Then for any $0 <\gamma < 1$, for $\mu$-a.e. $x \in \tilde{E}$, there exists $R_x > 0$ such that for any $0 < r < R_x$,
\[
\mu(\{x' \in B(x, r) \cap \tilde{E} : \rho_{x'} \geq R_x\}) > \gamma \cdot \mu(B(x, r)).
\] (5.3)

**Proof** Consider $\tilde{E}_n = \{x \in \tilde{E} : \rho_x > \frac{1}{n}\}$, for $n \geq 1$. Then $\mu(\tilde{E} \setminus \bigcup_{n \in \mathbb{N}} \tilde{E}_n) = 0$ by assumption.

Fix now $n \in \mathbb{N}$. By Corollary 2.1
\[
\frac{\mu(\tilde{E}_n \cap B(x, r))}{\mu(B(x, r))} \to 1 \text{ for } \mu\text{-a.e. } x \in \tilde{E}_n.
\]

For those $x \in \tilde{E}_n$ for which the above limit holds true, it is thus enough to choose $0 < R_x < \frac{1}{n}$ such that
\[
\frac{\mu(\tilde{E}_n \cap B(x, r))}{\mu(B(x, r))} > \gamma \text{ holds for any } 0 < r < R_x.
\]

□

Using Lemma 5.2 with $\gamma = 1 - \frac{\eta}{2}$ applied to $E$, for $\mu$-a.e. $x \in E$ there exists an $R_x > 0$ such that for any $0 < r < R_x$,
\[
\mu(\{x' \in B(x, r) \cap E : \rho_{x'} \geq R_x\}) > \left(1 - \frac{\eta}{2}\right)\mu(B(x, r)).
\] (5.4)

Consider a large natural number $N_0 > 10$, whose precise value will be chosen later.

By using the definition of $E = E_\mu(30, \eta)$, for $\mu$-a.e. $x \in E$ one can select $0 < r_x \leq \min\{2^{-N_0}, R_x/10, \rho_x/10\}$ such that
\[
\mu(A(x, r_x, 30)) \geq \eta \cdot \mu(B(x, r_x)).
\] (5.5)

Recalling that all $r_x$ s are less than $2^{-N_0}$, and that $\mu$-a.e. $r_x$ is strictly positive, there exists at least one integer $n_0 \geq N_0$ such that
\[
\mu(\{x \in E : 2^{-n_0-1} \leq r_x < 2^{-n_0}\}) \geq \frac{1}{10n_0^2} \mu(E).
\] (5.6)

Consider now the covering of $\{x \in E : 2^{-n_0-1} \leq r_x < 2^{-n_0}\}$ by the balls $\{B(x, r_x) : x \in E, 2^{-n_0-1} \leq r_x < 2^{-n_0}\}$. By the measure theoretical version of Besicovitch’s covering theorem (see [3], Theorem 20.1 for instance), there exists a constant $C_2 > 0$, depending only on the dimension 2, such that one can extract a finite family of disjoint balls of radius $4 \cdot 2^{-n_0}$, denoted by $B = \{B_i : i = 1, \ldots, M\}$, such that, calling $\tilde{E} = E \cap \bigcup_{B_i \in B} B_i$, one has $\mu(B_i) > 0$ for every $i$, and
\[
\mu(\tilde{E}_{n_0}) \geq \frac{C_2}{n_0} \mu(E), \text{ where } \tilde{E}_{n_0} = \{x \in \tilde{E} : 2^{-n_0-1} \leq r_x < 2^{-n_0}\}.
\] (5.7)

**Lemma 5.3** There exists a constant $C > 0$ depending only on the dimension and a ball $B^* = B(x^*, 2^{-n_0}/100)$ such that
\[
\mu\left(\bar{B}(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}\right) \geq \frac{C}{n_0^2} 2^{-2n_0} \mu(E).
\] (5.8)
Proof Since $\tilde{E} \subset [0, 1]^2$, the balls of $\mathcal{B}$ are disjoint and are of radius less than $2^{-10}$, their cardinality $M$ is less than $2^{2n_0}$, and there exists one ball $B_i$ such that

$$
\mu(B_i \cap \tilde{E}_{n_0}) \geq \frac{1}{2^{2n_0+2}} \mu(\tilde{E}_{n_0}) \geq \frac{C_2}{2^{2n_0} n_0^2} \mu(E).
$$

(5.9)

Write $B_i = B(x_i, r_{x_i})$. Since $r_{x_i}/100 < 2^{-n_0}/100 < 2^{-n_0-1} \leq r_{x_i}$, there exists a constant $C_3 > 0$ which depends only on the dimension such that for some $x^* \in B_i \cap \tilde{E}$, the ball with center $x^*$ and radius $2^{-n_0}/100$ supports a proportion $C_3 > 0$ of the $\mu$-mass of the initial ball, i.e.

$$
\mu(B(x^*, 2^{-n_0}/100)) \geq \mu(B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}) \geq C_3 \mu(B_i \cap \tilde{E}_{n_0}).
$$

(5.10)

The last statement simply follows from the fact that $B_i$ can be covered by finitely many balls of radius $2^{-n_0}/100$, this finite number of balls being bounded above independently of $x_i$ and $r_{x_i}$.

This and (5.9) imply the result. $\square$

Further, as a second step, we seek for a lower estimate of the number $M_{n_0}^*$ of disjoint balls $B(y_j, 2^{-5n_0})$, $j = 1, \ldots, M_{n_0}^*$ such that $y_j \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$. The rest of the proof consists of showing that annuli centered at $y_j$, $j = 1, \ldots, M_{n_0}^*$, will charge $B(x^*, 4 \cdot 2^{-n_0})$ with too much measure, yielding a contradiction. Lemma 5.1 will play a key role here.

Lemma 5.4 When $N_0$ is sufficiently large, for every $n_0 \geq N_0$, call $M_{n_0}^*$, the maximal number of disjoint balls $B(y_j, 2^{-5n_0})$, $j = 1, \ldots, M_{n_0}^*$ such that $y_j \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$. Then $M_{n_0}^* \geq 2^21n_0$.

Proof First, observe that, when $y_j \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$, by (5.2)

$$
\mu(B(y_j, 2^{-5n_0})) \leq 2^{-0.885n_0} = 2^{-4.4n_0}.
$$

(5.11)

Next, there exist two positive constants $C_3$ and $C_4$ depending only on the dimension such that $B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$ is covered by $C_4$ families $\mathcal{F}_1, \ldots, \mathcal{F}_{C_4}$ containing pairwise disjoint balls of the form $B(y_j, 2^{-5n_0})$. At least one of these families, say $\mathcal{F}_1$, satisfies that

$$
\sum_{B(y_j, 2^{-5n_0}) \in \mathcal{F}_1} \mu(B(y_j, 2^{-5n_0})) \geq \frac{1}{C_3} \mu(B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}).
$$

By (5.8), $\sum_{B(y_j, 2^{-5n_0}) \in \mathcal{F}_1} \mu(B(y_j, 2^{-5n_0})) \geq \frac{C}{C_3 n_0^2} 2^{-2n_0} \mu(E)$. Then, from (5.11) one deduces that

$$
M_{n_0}^* \geq \frac{C}{C_3 n_0^2} 2^{-2n_0} \mu(E) \frac{1}{2^{-4.4n_0}} \geq 2^{2.1n_0},
$$

(5.12)

when $N_0$ is chosen sufficiently large. $\square$

Next, as a third step, we study the annuli $A(y_i, r_{y_i}, 30)$ associated with the points $y_i$, $i = 1, \ldots, M_{n_0}^*$. Observe that these points $y_i$ satisfy the assumptions of Lemma 5.1 and in particular Eq. (5.1) with $n = n_0$, as soon as $N_0 \geq N_{corr}$.

Lemma 5.5 For every $x \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$, set

$$
\tilde{A}(x, r_x, 30) = \{ x' \in A(x, r_x, 30) \cap E : \rho_{x'} > 10r_x \}.
$$

(5.13)
Then, for some constant $C > 0$ that depends only on the dimension one has

$$
\mu(\tilde{A}(x, r_x, 30)) \geq \frac{\eta}{2 - \eta} \cdot \frac{C}{n_0^2} \mu(E) \cdot 2^{-2n_0}.
$$

(5.14)

**Proof** Since $r_x \leq R_x/10$, from (5.4) and (5.5) we infer that for $\mu$-a.e. $x \in E$, one has

$$
\mu(\tilde{A}(x, r_x, 30)) = \mu(\{x' \in A(x, r_x, 30) \cap E : \rho_{x'} > 10r_x\}) \geq \frac{\eta}{2} \mu(B(x, r_x)).
$$

The last inequality holds for every $r_x$ such that (5.4) holds true.

Recalling that for $x \in \tilde{E}_{n_0}$, $2^{-n_0} \leq r_x < 2^{-n_0}$, one deduces that for any $x \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$, $B(x^*, 2^{-n_0}/100) \subset B(x, r_x/4)$.

Hence, by (5.8),

$$
\mu(B(x, r_x/4)) \geq \mu(B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}) \geq \frac{C}{n_0^2} \mu(E) \cdot 2^{-2n_0}.
$$

(5.15)

It is also clear that $B(x, r_x/4) \cap \tilde{A}(x, r_x, 30) = \emptyset$ for such $x$s. So, the fact that

$$
\mu(\tilde{A}(x, r_x, 30)) \geq \frac{\eta}{2} \mu(B(x, r_x)) \geq \frac{\eta}{2} \left(\mu(\tilde{A}(x, r_x, 30)) + \mu(B(x, r_x/4))\right)
$$

implies by using (5.15) that

$$
\mu(\tilde{A}(x, r_x, 30)) \geq \frac{\eta}{2 - \eta} \mu(B(x, r_x/4)) \geq \frac{\eta}{2 - \eta} \cdot \frac{C}{n_0^2} \mu(E) \cdot 2^{-2n_0},
$$

and the result follows.

We are now ready to combine the previous arguments to prove Theorem 1.7.

As in Lemma 5.4, select points $(y_j)$, $j = 1, \ldots, M_{n_0}^*$, such that the balls $B(y_j, 2^{-5n_0}) \subset B(x^*, 4 \cdot 2^{-n_0})$ are pairwise disjoint and $y_j \in B(x^*, 2^{-n_0}/100) \cap \tilde{E}_{n_0}$.

By construction, the annuli $A(y_j, r_{y_j}, 30)$ and the sets $\tilde{A}(y_j, r_{y_j}, 30)$ satisfy the assumptions of Lemmas 5.1 and 5.5. Also, for any $x' \in \tilde{A}(y_j, r_{y_j}, 30) \cap \tilde{A}(y_j, r_{y_j}, 30)$, one has $\rho_{x'} > 10 \cdot 2^{-n_0}$.

Then, as stated by Lemma 5.1, the diameter of each of the (at most) two connected parts of $A(y_j, r_{y_j}, 30) \cap A(y_j, r_{y_j}, 30)$ is smaller than $2^{-13n_0} < 24 \cdot 2^{-13.5n_0}$. These connected parts are included in an annulus $A(y_j, r_{y_j}, 30)$, so it is a very thin region (the width of the annulus is less than $2^{-30n_0}$). Hence, the intersection of $E$ with the union of the two connected parts can be covered by at most $M^{**}$ balls of the form $B(z_{\ell}, 2^{-30n_0})$, where

$$
z_{\ell} \in \tilde{A}(y_j, r_{y_j}, 30) \cap \tilde{A}(y_j, r_{y_j}, 30),
$$

(5.16)

$$
M^{**} \leq C^{**} \frac{2^{-13n_0}}{2^{-30n_0}} = C^{**} 17^{n_0},
$$

(5.17)

and $C^{**}$ is a positive constant depending only on the dimension.

Also, by (5.13) and (5.16), one sees that $\rho_{z_{\ell}} > 2^{-n_0 - 1} \cdot 10 > 2^{-30n_0}$ for all $z_{\ell}$s. Hence, (5.2) yields

$$
\mu(B(z_{\ell}, 2^{-30n_0})) \leq 2^{-30n_0 \cdot 0.88} = 2^{-26.4n_0}.
$$

(5.18)

This together with (5.17) imply that

$$
\mu(\tilde{A}(y_j, r_{y_j}, 30) \cap \tilde{A}(y_j, r_{y_j}, 30)) \leq M^{**} \cdot 2^{-26.4n_0} < C^{**} 17^{n_0} \cdot 2^{-26.4n_0}
$$

(5.19)

\[\Sigma\] Springer
\[ = C^{**}2^{-9.4n_0}. \quad (5.19) \]

In addition, (5.14) gives

\[ \mu(\tilde{A}(y_i, r_{y_i}, 30)) \cdot \mu(\tilde{A}(y_j, r_{y_j}, 30)) \geq \left( \frac{\eta}{2 - \eta} \right)^2 \cdot \frac{C^2}{n_0^4} \mu^2(E) \cdot 2^{-4n_0}. \quad (5.20) \]

Hence by (5.19) for large \( n_0 \),

\[ \mu(\tilde{A}(y_i, r_{y_i}, 30) \cap \tilde{A}(y_j, r_{y_j}, 30)) < 2^{-5.3n_0} \mu(\tilde{A}(y_i, r_{y_i}, 30)) \cdot \mu(\tilde{A}(y_j, r_{y_j}, 30)). \quad (5.21) \]

Finally, all sets \( \tilde{A}(y_i, r_{y_i}, 30) \) are included in \( B(x^*, 4 \cdot 2^{-n_0}) \), and their cardinality by Lemma 5.4 is greater than \( 2^{2.1n_0} \). So, one has

\[
\mu(B(x^*, 4 \cdot 2^{-n_0})) \geq \sum_{i=1}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30)) \\
- \sum_{i, j=1: i \neq j}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30) \cap \tilde{A}(y_j, r_{y_j}, 30)) \\
\geq \sum_{i=1}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30)) \left( 1 - \sum_{j=1}^{2^{2.1n_0}} 2^{-5.3n_0} \mu(\tilde{A}(y_j, r_{y_j}, 30)) \right) \\
\geq \sum_{i=1}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30))(1 - 2^{2.1n_0} \cdot 2^{-5.3n_0}),
\]

where at the last step we simply used that \( \mu(\tilde{A}(x_j, r_{x_j}, 30)) \leq 1 \). Then, (5.14) yields that when \( n_0 \geq N_0 \) is sufficiently large,

\[
\mu(B(x^*, 4 \cdot 2^{-n_0})) \geq \sum_{i=1}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30))(1 - 2^{2.1n_0} \cdot 2^{-5.3n_0}) \\
\geq \frac{1}{2} \sum_{i=1}^{2^{2.1n_0}} \mu(\tilde{A}(y_i, r_{y_i}, 30)) \\
\geq 2^{2.1n_0} \frac{\eta}{2 - \eta} \cdot \frac{C}{n_0^2} \mu(E)2^{-2n_0},
\]

which is greater than 1 as soon as \( N_0 \) (hence \( n_0 \)) is chosen sufficiently large. This contradicts the fact that \( \mu(\mathbb{R}^2) = 1 \), and completes the proof.

**Remark 5.6** It would be natural to check if a version of Theorem 1.7 holds in which the constant 0.89 can be pushed down to a value closer to zero, maybe at the price that \( \delta = 30 \) is replaced by a larger number. We point out that the estimates (5.17) and (5.19) show that in our arguments the order of estimate of \( D_{corr,n}^s \) in Lemma 5.1 is crucial. In (5.19) in the end of the inequality, we need a (sufficiently large) negative power of 2. If 0.89 is replaced by 0.56 = 17/30, using (5.17) and (5.18) one can see that in the crucial estimate (5.19), the power of 2 will become non-negative. Since the order of the estimate in Lemma 5.1 is best possible, then one cannot improve significantly (5.17) and hence the other estimates depending on it (by tighter estimates the exponent 30 − 13 = 17 in (5.17) can be replaced by \( 30 - 13.5 + \varepsilon = 16.5 + \varepsilon \)).
5.3 Proof of Lemma 5.1

Without limiting generality we can suppose $r_1 \geq r_2$ and can choose a coordinate system in which $z_1 = (0, y_1)$, $z_2 = (0, y_2)$ and $y_1 = r_1$. See Fig. 2 for an illustration (the figures are of course distorted, since $2^{-30n}$ is much smaller than $2^{-n}$, so on a correct figure one of them cannot be shown, due to pixel size limitations).

In the proof, when constants are said to depend on the dimension 2 only, they do not depend on other parameters—similar constants exist in higher dimensions as well.

With this notation, (5.1) means that

$$2^{-5n} \leq |y_1 - y_2| \leq 2^{-n}/30. \quad (5.22)$$

Of course the last inequality holds for sufficiently large $n$s.

If $A(z_1, r_1, 30) \cap A(z_2, r_2, 30)$ is included in the strip $[-8 \cdot 2^{-13.5n}, 8 \cdot 2^{-13.5n}] \times \mathbb{R}$.

then its diameter is less than $24 \cdot 2^{-13.5n}$.

Assume now that $A(z_1, r_1, 30) \cap A(z_2, r_2, 30)$ is not included in the strip $[-8 \cdot 2^{-13.5n}, 8 \cdot 2^{-13.5n}] \times \mathbb{R}$.

We consider one of the two connected parts of $A(z_1, r_1, 30) \cap A(z_2, r_2, 30)$, the one located in the right half-plane. We denote its closure by $C_R$. See Figs. 2 and 3. The other part is symmetric and a similar estimate is valid for it.

Assume that $r_1$ is fixed and $r \in [r_2 - r_2^{30}, r_2]$. Denote by $M^1(r) = (x^1(r), y^1(r))$ the intersection of the circles of radii $r_1 - r_1^{30}$ and $r$, centered respectively at $z_1$ and $z_2$. We put $A = M^1(r_2) = (x_A, y_A)$, and $B = M^1(r_2 - r_2^{30}) = (x_B, y_B)$. Observe that the points $M^1(r), r \in [r_2 - r_2^{30}, r_2]$ are located on the arc with endpoints $A$ and $B$. On Fig. 2 the point $A$ is the point of the closed region $C_R$ with the largest abscissa. Then $x_A = x^1(r_2) > 8 \cdot 2^{-13.5n}$. However, as the left half of Fig. 3 illustrates, for $r_1 \approx r_2$ it may happen that not $A = M^1(r_2) = (x_A, y_A)$ is the point of $C_R$ with the largest abscissa. On the left half of Fig. 3 this point is $C$. In the sequel we suppose that $x_A = x^1(r_2) > 8 \cdot 2^{-13.5n}$. The other cases can be treated analogously, the main point is that, on the boundary of $C_R$, there is at least one point with abscissa larger than $8 \cdot 2^{-13.5n}$.

The abscissa $x^1(r)$ satisfies the implicit equation

$$F_1(r, x^1(r)) := y_2 - y_1 + \sqrt{r^2 - (x^1(r))^2} - \sqrt{(r_1 - r_1^{30})^2 - (x^1(r))^2} = 0.$$

Observe that by our assumption, the intersection point lies in the first quadrant $x^1(r) > 0$. By implicit differentiation and after simplification,

$$(x^1)'(r) = -\frac{\partial_1 F_1(r, x^1(r))}{\partial_2 F_1(r, x^1(r))} = \frac{r \sqrt{(r_1 - r_1^{30})^2 - (x^1(r))^2}}{x^1(r)(y_1 - y_2)}.$$

From the last equation, one deduces by (5.22), $r \in [r_2 - r_2^{30}, r_2], 2^{-n-1} \leq r_1, r_2 \leq 2^{-n}$ that

$$|(x^1)'(r)x^1(r)| \leq \frac{r \sqrt{(r_1 - r_1^{30})^2 - (x^1(r))^2}}{(y_1 - y_2)} \leq \frac{2^{-2n}}{2^{-5n}} \leq 2^{3n}.$$
By integration, \(|(x^1(r))^2 - (x^1(r_2))^2| \leq 2 \cdot 2^{5n}|r - r_2| \leq 2^{3n+1}2^{-30n} \leq 2^{-27n+1}\), and hence
\[
|x^1(r) - x^1(r_2)| \leq \frac{2^{-27n+1}}{|x^1(r) + x^1(r_2)|}.
\]

Finally using that \(x^1(r_2) = x_A \geq 8 \cdot 2^{-13.5n}\) the previous equation gives that for any \(r \in [r_2 - r_2^{30}, r_2]\)
\[
|x^1(r) - x^1(r_2)| \leq 2^{-27n+1}2^{13.5n-3} = 2^{-13.5n-2}, \text{ so } |x_A - x_B| < 2^{-13.5n-2} \quad (5.24)
\]
and \(x_B > 8 \cdot 2^{-13.5n - 2^{-13.5n-2}} = 7.75 \cdot 2^{-13.5n-1}\).

Assume now that \(r_2\) is fixed and \(r \in [r_1 - r_1^{30}, r_1]\). Denote by \(M^2(r) = (x^2(r), y^2(r))\) the intersection of the circles of radii \(r\) and \(r_2 - r_2^{30}\), centered respectively at \(z_1\) and \(z_2\). We put \(D = M^2(r_1) = (x_D, y_D)\). Observe that the points \(M_2(r), r \in [r_1 - r_1^{30}, r_1]\) are located on the arc with endpoints \(B\) and \(D\).

Using the implicit equation
\[
F_2(r, x^2(r)) := y_2 - y_1 + \sqrt{(r_2 - r_2^{30})^2 - (x^2(r))^2} - \sqrt{r^2 - (x^2(r))^2} = 0,
\]
the same considerations show that for any \(r \in [r_1 - r_1^{30}, r_1]\) when \(n \geq N_{corr}\) is sufficiently large
\[
|x^2(r) - x^2(r_2)| \leq 2^{-27n+1}2^{13.5n}/7.75 = 2^{-13.5n+1}/7.75,
\]
so \(|x_B - x_D| \leq 2^{-13.5n+1}/7.75\), \quad (5.25)
and \(x_D > 7.75 \cdot 2^{-13.5n - 2^{-13.5n+1}}/7.75 > 7 \cdot 2^{-13.5n}\).

One can also consider the curve \(M^3(r) = (x^3(r), y^3(r))\) connecting the points \(D\) and \(C\) on the boundary of \(C_R\) and the curve \(M^4(r) = (x^4(r), y^4(r))\) connecting the points \(C\) and \(A\) on the boundary of \(C_R\). Estimates analogous to Eqs. (5.24) and (5.25) are valid for these curves as well with constants 7.75 and 7.5 decreased to 7 and 6. Since \(C_R\) is compact, we can choose points \(P = (x_P, y_P)\) and \(Q = (x_Q, y_Q)\) on the boundary of \(C_R\) such that the distance between \(P\) and \(Q\) equals the diameter of \(C_R\). Since these points can be connected by no more than three of the above mentioned arc segments we deduce that
\[
|x_P - x_Q| \leq 2^{-13.5n}. \quad (5.26)
\]
The analogous estimate

\[ |y_P - y_Q| \leq 2^{-1.5n} \]  

(5.27)

is also true. In fact in this case the calculations are even simpler, and most of the details are left to the reader. We mention here only that, for example, for the function \( y^1(r) \) one has a much simpler implicit equation

\[ F_3(r, y^1(r)) := r_1^2 - r^2 - (y^1(r) - y_1)^2 + (y^1(r) - y_2)^2 = 0 \]  

(5.28)

and by implicit differentiation

\[ (y^1)'(r) = \frac{r}{y_1 - y_2}. \]  

(5.29)

From this and (5.23) one concludes that the diameter of \( C_R \) is less than \( 24 \cdot 2^{-1.5n} \).

This concludes the proof, since the symmetric part (i.e. when \( x_A < 0 \)) is treated similarly.

### 6 Methods related to Falconer’s distance set problem

The study of thin annuli and spherical averages is an important issue in many dimension-related problems, including Kakeya-type problems and Falconer’s distance set conjecture. Recall that the distance set \( D(E) \) of the set \( E \subset \mathbb{R}^d \) is defined by

\[ D(E) := \{|x - y| : x, y \in E \}. \]

Falconer’s distance set problem is about finding bounds of Hausdorff measure and dimension of \( D(E) \) in terms of those of \( E \). Examples of Falconer show that if \( s \leq d/2 \) then there are sets \( E \subset \mathbb{R}^d \) such that \( \text{dim}_H E = s \) and \( D(E) \) is of zero (one-dimensional) Lebesgue measure. It is conjectured that \( E \) has positive Lebesgue measure as soon as \( \text{dim}_H E > d/2 \).

In one of the most recent results in the plane \( (d = 2) \) [7], it is proved that if \( E \) is compact and \( \text{dim}_H E > 5/4 \) then \( D(E) \) has positive Lebesgue measure. For further details about Falconer’s distance set problem we also refer to [4] and Chapters 4, 15 and 16 of [15].

Using standard arguments from [4, 15], which is a different approach from the one developed earlier in this paper, we can prove Proposition 1.9.

**Proof** Let \( t > 1/2, 0 < \eta < 1 \) and let \( \mu \) be a finite \( t \)-regular measure on \( \mathbb{R}^2 \) with compact support satisfying (1.6). Since we work in \( \mathbb{R}^2 \) the local dimension of \( \mu \) cannot exceed 2, so \( 2 \geq t > 1/2 \).

Since \( \mu \) is \( t \)-regular, for every \( s < t \), the \( s \)-energy of \( \mu \) defined by

\[ I_s(\mu) = \iint_{(\mathbb{R}^2)^2} ||x - y||_2^{-s} d\mu(x)d\mu(y) \]

is finite. Recall also that

\[ I_s(\mu) = \int_{\mathbb{R}^2} |\xi|^{s-2} |\hat{\mu}(\xi)|^2 d\xi, \]  

(6.1)

and for every compactly supported function \( \chi \) on \( \mathbb{R}^d \), one has

\[ \iint_{(\mathbb{R}^2)^2} \chi(x - y)d\mu(x)d\mu(y) = \int_{\mathbb{R}^2} |\hat{\chi}(\xi)| \cdot |\hat{\mu}(\xi)|^2 d\xi, \]  

(6.2)

where \( \hat{\mu} \) and \( \hat{\chi} \) are the Fourier transform of \( \mu \) and \( \chi \).
Let
\[ s := \frac{1}{2} \left( t + \frac{1}{2} \right) \quad \text{and} \quad \delta := 4 = 2(t - 1/2)/(s - 1/2) > (t - 1/2)/(s - 1/2). \] (6.3)

Our estimations on \( t \) imply \( 1/2 < s \leq 5/4 \).

Set \( \chi(x) = 1_{[r_k - r^s,.r_k]}(|x|) \). By Lemma 2.1 of [4],
\[ |\hat{\chi}(\xi)| \leq Cr^{1/2}|\xi|^{-1/2} \min(r^\delta, |\xi|^{-1}). \] (6.4)

Following Falconer’s argument (Theorem 2.2 of [4]) (see also [15, Lemma 12.13]), one gets by (6.1), (6.2) and (6.4) that, keeping in mind that \( 1/2 < s \leq 5/4 < 3/2 \)
\[
\int \int_{(\mathbb{R}^2)^2} \mu(A(x, r, \delta)) d\mu(x) = \int \int_{\mathbb{R}^2} |\hat{\chi}(\xi)||\hat{\mu}(\xi)|^2 d\xi
\leq Cr^{1/2} \left( r^\delta \int_{|\xi| \leq r^{-s}} |\xi|^{-1/2} |\hat{\mu}(\xi)|^2 d\xi + \int_{|\xi| > r^{-s}} |\xi|^{-3/2} |\hat{\mu}(\xi)|^2 d\xi \right)
\leq Cr^{1/2} \left( r^\delta \int_{|\xi| \leq r^{-s}} |\xi|^{-1/2 + (s-3/2)} |\xi|^{3/2 - s} |\hat{\mu}(\xi)|^2 d\xi + \int_{|\xi| > r^{-s}} |\xi|^{-3/2 + s-1/2} |\xi|^{1/2 - s} |\hat{\mu}(\xi)|^2 d\xi \right)
\leq Cr^{1/2 + \delta(s-1/2)} I_s(\mu),
\]
for some constant \( C > 0 \) that depends on \( \mu \) and might change from line to line. Consequently, by Chebyshev’s inequality, and the lower bound in (1.6), we have
\[
\mu([x : \mu(A(x, r, \delta)) \geq \eta \cdot \mu(B(x, r))] \leq \mu([x : \mu(A(x, r, \delta)) \geq \eta \cdot cr^t])
\leq C' \mu r^{1/2 + \delta(s-1/2)} I_s(\mu)/(\eta r^t) \] (6.5)
\[ = C' \mu \eta^{-1} I_s(\mu)r^{t-1/2}, \] (6.6)

where at the last equality we used (6.3) and \( C'_\mu \) is a suitable constant not depending on \( r \).

Hence the right-hand side tends to zero as \( r \searrow 0 \). This shows (1.7) with an additional decay rate faster than \( r^{t-1/2} \), and thus completes the proof. \( \square \)

However the above convergence in measure of Proposition 1.9 is not fast enough to hope to recover Theorems 1.3 to 1.7, at least for the moment.

Let us justify this claim. Consider a measure \( \mu \) supported on \([0, 1]^2\) (to ease the argument) such that the assumptions of Proposition 1.9 hold. We would like to apply (1.7) to deduce some estimate for the measure of \( E_\mu(\delta, \eta) \).

For this, consider equi-distributed points \((r_k,m)_{m=0,\ldots,2^{3k}}\) in the interval \([r_{k,0} = 2^{-k-1}, r_{k,2^{3k}} = 2^{-k}]\). The distance between two consecutive \( r_{k,m} \) and \( r_{k,m+1} \) is \( 2^{-4k-1} \). If \( x \) is such that \( P_\mu(x, r, 4, \eta) \) holds true for \( r \in [2^{-k-1}, 2^{-k}] \), then \( P_\mu(x, r_{k,m}, 4, \eta/2) \) holds for some \( m \). So, the set of points \( \{x : P_\mu(x, r, 4, \eta) \} \) holds true for some \( r \in [2^{-k-1}, 2^{-k}] \) has \( \mu \)-measure less than
\[
\sum_{k=0}^{2^k} \mu\left(\{x : P_{\mu}(x, r_k, m, 4, \eta/2)\text{ holds true}\}\right) \leq \sum_{k=0}^{2^k} C \eta^{-1} 2^{-k(t-1/2)} \\
\leq C 2^{k(7/2-t)}
\]

by (6.6). Unfortunately, keeping in mind that \( t \leq 2 \) we have \( \sum_k 2^{k(7/2-t)} = +\infty \) and the Borel–Cantelli lemma cannot be applied (by far!) to prove Theorem 1.3 or Theorem 1.7.

Trying to optimize the choice of \( s \) or \( \delta \) (instead of 4) does not help either, using similar arguments.

**Acknowledgements**  The authors thank Benoît Saussol for asking the question treated in this paper, Jean-René Chazottes for interesting discussions and relevant references, Marius Urbański for informing us about [17] and an anonymous reader for turning our attention to the results and methods developed for Falconer’s distance problem.

**Funding**  Open access funding provided by ELTE Eötvös Loránd University.

**Open Access**  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

**References**

1. Bourgain, J.: Averages in the plane over convex curves and maximal operators. J. Anal. Math. 47, 69–85 (1986)
2. Chazottes, J.R., Collet, P.: Poisson approximation for the number of visits to balls in nonuniformly hyperbolic dynamical systems. Ergod. Theory Dyn. Syst. 33(1), 49–80 (2013)
3. di Benedetto, E.: Real Analysis. Birkhauser, Basel (2016)
4. Falconer, K.J.: On the Hausdorff dimensions of distance sets. Mathematika 32(2), 206–212 (1985)
5. Falconer, K.J.: Dimensions of intersections and distance sets for polyhedral norms. Real Anal. Exch. 30(2), 719–726 (2004/2005)
6. Grimmett, G.R., Stirzaker, D.R.: Probability and Random Processes, 3rd edn. Oxford University Press, New York (2001)
7. Guth, L., Iosevich, A., Ou, Y., Wang, H.: On Falconer’s distance set problem in the plane. Invent. Math. 219(3), 779–830 (2020)
8. Haydn, N., Wasilewska, K.: Limiting distribution and error terms for the number of visits to balls in nonuniformly hyperbolic dynamical systems. Discrete Contin. Dyn. Syst. 36(5), 2585–2611 (2010)
9. Iosevich, A., Laba, I.: \( k \)-distance sets, Falconer conjecture, and discrete analogs. Integr. Equ. Oper. Theory 52(2) (2005)
10. Keleti, T., Nagy, D., Shmerkin, P.: Squares and their centers. J. Anal. Math. 143(2), 643–699 (2018)
11. Keleti, T.: Small union with large set of centers. In: Barral, J., Seuret, S. (eds.) Recent Developments in Fractals and Related Fields, pp. 189–206. Springer International Publishing, Cham (2017)
12. Lamperti, J.: Stochastic Processes. A Survey of the Mathematical Theory, Applied Mathematical Sciences, vol. 23. Springer, New York (1977)
13. Marstrand, J.M.: Packing circles in the plane. Proc. Lond. Math. Soc. (3) 55(1), 37–58 (1987)
14. Mattila, P.: Geometry of Sets and Measures in Euclidean Spaces. Cambridge University Press, Cambridge (1995)
15. Mattila, P.: Fourier Analysis and Hausdorff Dimension. Cambridge Studies in Advanced Mathematics, vol. 150, Cambridge University Press, Cambridge (2015)
16. Øksendal, B.: Stochastic Differential Equations. An Introduction with Applications, 6th edn. Universitext, Springer, Berlin (2003)
17. Pawlecz, L., Urbaniski, M., Zdunik, A.: Thin annuli property and exponential distribution of return times for weakly Markov systems. Fundam. Math. 251(3), 269–316 (2020)
18. Schapira, B.: On quasi-invariant transverse measures for the horospherical foliation of a negatively curved manifold. Ergod. Theory Dyn. Syst. 24(1), 227–255 (2004)
19. Schapira, B.: Distribution of orbits in $\mathbb{R}^2$ of a finitely generated group of $SL_2(\mathbb{R})$. Am. J. Math 136(6), 1497–1542 (2014)
20. Tao, T.: An Introduction to Measure Theory. Graduate Studies in Mathematics, vol. 126. American Mathematical Society, Providence (2011)
21. Wolff, T.: Recent work connected with the Kakeya problem. In: Prospects in Mathematics (Princeton, NJ, 1996), pp. 129–162. Amer. Math. Soc, Providence (1999)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.