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Abstract

The size-Ramsey number \( \hat{r}(H) \) of a graph \( H \) is the smallest number of edges a (host) graph \( G \) can have, such that for any red/blue colouring of \( G \), there is a monochromatic copy of \( H \) in \( G \). Recently, Conlon, Nenadov and Trujić showed that if \( H \) is a graph on \( n \) vertices and maximum degree three, then \( \hat{r}(H) = O(n^{8/5}) \), improving upon the upper bound of \( n^{5/3+o(1)} \) by Kohayakawa, Rödl, Schacht and Szemerédi. In this paper we show that \( \hat{r}(H) \leq n^{3/2+o(1)} \). While the previously used host graphs were vanilla binomial random graphs, we prove our result using a novel host graph construction. Our bound hits a natural barrier of the existing methods.

1 Introduction

Almost a century ago, Ramsey [38] showed a result which gave rise to one of the most important notions in combinatorics. His theorem, which was followed by extensive research, states that for every two integers \( k \) and \( \ell \), there is some \( r = r(k, \ell) \) referred to as their Ramsey number, such that in any colouring of the edges of \( K_r \) in red and blue, there is either a red \( K_k \) or a blue \( K_\ell \). Determining the value \( r(k, \ell) \) for general \( k \) and \( \ell \) has turned out to be difficult, and despite decades of research, there is still an exponential gap between the best-known lower and upper bounds [11, 19, 22, 42, 44, 45]. A natural generalization of this concept is the Ramsey number \( r(H_1, H_2) \) of two graphs \( H_1 \) and \( H_2 \), which is the minimum \( r \) such that any 2-colouring of the edges of \( K_r \) contains a red \( H_1 \) or a blue \( H_2 \); we also write \( r(k) \) for \( r(k, k) \) and \( r(H) \) for \( r(H, H) \).

For instance, a classic result of Gerencsér and Gyárfás [24] shows that the Ramsey number of a path \( P_n \) on \( n \) edges satisfies \( r(P_n) = m \) for \( m = \lceil \frac{3n+1}{2} \rceil \). That is, however we colour the edges of \( K_m \), there is a monochromatic copy of \( P_n \) in it. Notice that the coloured graph \( K_m \) has quadratically many edges in \( n \), while \( P_n \) only has linearly many edges. Is there a graph with much fewer edges than \( K_m \) such that any 2-colouring of its edges again gives a monochromatic copy of \( P_n ? \) Already in 1983, answering a $100 question of Erdős, Beck [5] showed that there is such a graph with only linearly many edges, which is evidently best possible.

To give a general framework for questions of this type, Erdős, Faudree, Rousseau, and Schelp introduced the notion of size-Ramsey numbers [20]. Namely, given a graph \( H \), the size-Ramsey number \( \hat{r}(H) \) is the minimum number of edges a graph \( G \) can have, such that \( G \) is Ramsey for \( H \), that is, any 2-colouring of \( G \) contains a monochromatic copy of \( H \). We refer to \( G \) as the host graph for \( H \).

The concept of size-Ramsey numbers allows us to study the minimality of the host graph more precisely. It is always possible to take a large enough complete graph as the host graph, hence \( (r(H)) \) is a trivial upper bound for \( \hat{r}(H) \). This is also tight when \( H \) is complete [20], but for other graphs \( H \) the optimal host graph is often much sparser. Indeed, for certain graph classes, one can even show that the size-Ramsey number is linear in the number of vertices of \( H \), a significant improvement over the trivial upper bound, which is always at least quadratic. Namely, in addition to the aforementioned result by Beck [5] that \( \hat{r}(P_n) = O(n) \), in their very
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elegant paper Friedman and Pippenger [23] proved that for every tree $T$ of bounded degree on $n$ vertices, $\hat{r}(T) = O(n)$. Furthermore, Haxell, Kohayakawa and Luczak [27] established that for the cycle on $n$ vertices, it holds that $\hat{r}(C_n) = O(n)$. Moreover, a linear upper bound of the size-Ramsey number was recently proved for long subdivisions of bounded degree graphs [18] and for bounded degree graphs with bounded treewidth [6, 28]. For further recent results on size-Ramsey numbers of (hyper)graphs, see [9, 10, 12, 14, 17, 25, 26, 34].

Considering the mentioned results, one may suspect that the size-Ramsey number of every bounded degree graph is linear in its number of vertices. In fact, Beck [5] asked this question before most of these ‘positive examples’ were discovered, but the answer was given much later and, perhaps surprisingly, was negative. Indeed, in 2000, Rödl and Szemerédi [41] showed that for every $n$, there are $n$-vertex graphs $H$ of maximum degree 3 with $\hat{r}(H) \geq cn(\log n)^{\frac{1}{50}}$ for some constant $c$. In the same paper, it was conjectured that this can be improved to $n^{1+\varepsilon}$ for some constant $\varepsilon > 0$. However, as of today, $cn(\log n)^{\frac{1}{50}}$ is still the best known lower bound on the size-Ramsey number of bounded degree graphs, and it appears difficult to significantly improve upon it.

On the other hand, there have been some more recent important developments on the upper bound side. The baseline to be improved upon here is given by a classic result by Chvátal, Rödl, Szemerédi, and Trotter [8], which shows that the Ramsey number of bounded degree graphs is linear in their number of vertices. This in turn gives a trivial quadratic upper bound for their size-Ramsey number. In 2011, Kohayakawa, Rödl, Schacht and Szemerédi [31] were able to show that every $n$-vertex graph $H$ with maximum degree $\Delta$ satisfies $\hat{r}(H) \leq n^{2-o(1)}$, thus bounding it away from quadratic. In the special case of $H$ being triangle-free and $\Delta \geq 5$, this result was improved to $n^{2-\frac{1}{\Delta+1}+o(1)}$ by Nenadov [35].

Turning to particular instances of $\Delta$, note that for graphs $H$ of maximum degree 2, the size-Ramsey number is linear. Indeed, such graphs have bounded treewidth, and so by [28], we have that $\hat{r}(H) \leq O(n)$. Complementing the lower bound of Rödl and Szemerédi for size-Ramsey numbers of cubic graphs $H$, and giving the first improvement over the general upper bound by Kohayakawa, Rödl, Schacht and Szemerédi, recently Conlon, Nenadov and Trujic [15] showed that $\hat{r}(H) = O(n^{8/5})$ for all cubic graphs $H$. With the additional assumption that $H$ is triangle-free, they further improved this bound to $\hat{r}(H) = O(n^{11/7})$, whereas when $H$ is bipartite, they proved that $\hat{r}(H) = O(n^{14/9})$.

In this paper, we show that the size-Ramsey number of cubic graphs is at most $n^{3/2+o(1)}$. This, in a certain sense, is the best one can do with the methods underlying all previous work in this direction.

**Theorem 1.1.** The size-Ramsey number $\hat{r}(H)$ of every $n$-vertex graph $H$ with maximum degree 3 satisfies $\hat{r}(H) \leq n^{3/2+o(1)}$.

In general, when it comes to size-Ramsey numbers, a natural candidate for a host graph is the binomial random graph $G(N, p)^1$. Indeed, most of the size-Ramsey number upper bounds so far are achieved with $G(N, p)$ as a host graph. Typically, one proves that a graph sampled from $G(N, p)$ is with high probability$^2$ Ramsey for $H$, which gives an upper bound of $O(N^2p)$ on the size-Ramsey number of $H$, since $G(N, p)$ w.h.p. has $O(N^2p)$ edges.

However, there are some limits to what can be done with $G(N, p)$ as a host graph, coming from the fact that it is typically locally sparse. In particular, the upper bound of $O(n^{8/5})$ for cubic graphs $H$ achieved in [15] is the best one can hope for using a vanilla binomial random graph as a host graph. For $p \ll N^{-2/5}$, the graph $G(N, p)$ is w.h.p. not even Ramsey for $K_4$ [39, 40], which can be a subgraph of $H$. We overcome this barrier by using a different host

---

1The binomial random graph $G(N, p)$ on $N$ vertices is obtained by adding each potential edge independently at random with probability $p$.

2A property is said to hold with high probability (w.h.p.) if it holds with probability tending to 1 as $N \to \infty$. 
decomposition is constructing sparser host graphs. In particular, if the length of the shortest induced cycle in the graph and additional new ideas for embedding $H$ into a monochromatic subgraph of the host graph.

Our result pushes the known tools to their limit (up to the $o(1)$ term), most notably due to regularity inheritance, which is a property also used in the previous upper bounds on size-Ramsey numbers of bounded degree graphs. The employed approach which exploits this property breaks down when the number of edges in the host graph is asymptotically smaller than $n^{3/2}$. To move past this limitation, it seems that entirely new ideas are required.

We also note here that our proof yields a universality-type result, meaning that for every red/blue colouring of our host graph $G$, there is a monochromatic subgraph of $G$ which contains all cubic graphs $H$ on $n$ vertices. In fact, as observed in [1], any graph which contains all cubic graphs must have at least $\Omega(n^{4/3})$ edges (even without the colouring condition). Following [31], we say that a graph $G$ is partition universal for a class of graphs $F$ if for every 2-colouring of the edges of $G$, there exists a monochromatic subgraph of $G$ which contains a copy of every graph in $F$. Hence, our main result shows that an optimal partition universal graph for all $n$-vertex graphs with maximum degree three has at most $n^{3/2+o(1)}$ edges, complementing the aforementioned lower bound of $\Omega(n^{4/3})$.

The rest of the paper is structured as follows. In Section 2, we give an overview of our approach. Section 3 provides some technical tools which we later use. In Section 4, we show a decomposition result for the cubic graph $H$, which prescribes the embedding process. Section 5 is where we give the construction of our host graph and prove a number of useful properties of it. These set the stage for the proof of Theorem 1.1 in Section 6. Finally, in Section 7, we make some concluding remarks.

## 2 Proof outline

In this section, we present the main ideas of our approach. We first summarise the methods of Conlon, Nenadov and Trujić [15] that give an upper bound of $O(n^{8/5})$, which we use as a starting point.

Given a cubic graph $H$ on $cn$ vertices for some constant $c$, and an arbitrary 2-colouring of $G \sim G(n,p)$ with $p = \Omega(n^{-2/3})$, they use the regularity method to find 20 linear-sized sets of vertices in $G$, all pairs of which are regular in say blue, with some minimum density of order $p$. Next, to find a monochromatic copy of $H$ in $G$, they decompose $H$ into a number of vertex-disjoint parts $B_1, \ldots, B_t$, and then embed the parts one by one in the blue subgraph induced by these 20 sets. Each part is either an induced path or an induced cycle of length at least 4, and the decomposition is 1-degenerate—that is, each vertex $v \in B_i$ can have at most one neighbour $u_v$ in $B_1 \cup \cdots \cup B_{i-1}$. Hence, when they want to embed $B_i$, the ‘candidate set’ for $v$ is the blue neighbourhood of $u_v$. The candidate sets can, with some care, be guaranteed to be of size $\Omega(np)$, and since $p = \tilde{\Omega}(n^{-1/2} \log n)$ one can ensure that each pair of candidate sets inherits regularity (as stated in Lemma 3.6, which we borrow from [15]).

There are two reasons why this approach reaches its limit when the host graph has $\Theta(n^{8/5})$ edges. The first one, as already mentioned in the introduction, is that for $p \ll n^{-2/5}$, the graph $G(n,p)$ is w.h.p. not Ramsey for $K_4$ [39, 40] and so is not a suitable host graph. The second bottleneck is in the embedding of the $B_i$’s which are induced cycles. If $p = o(n^{-2/5})$, a copy of $C_4$ can no longer be embedded into the candidate sets as desired. Indeed, the technique used to embed the copy of $C_4$ relies on the KLR conjecture (which is a theorem by now [4, 13, 36, 43]), and breaks down at the mentioned threshold for $p$.

More generally, any decomposition which contains short cycles as parts is an obstacle for constructing sparser host graphs. In particular, if the length of the shortest induced cycle in the decomposition is $L$, then with the technique at hand one needs at least $n^{2+1/L}$ edges in the host graph. Thus, to overcome this barrier and make the host graph sparser, a new decomposition of $H$ is needed—one that does not have short induced cycles as parts.
We deal with these two hurdles by using a different host graph and a different decomposition of $H$, as well as introducing some other techniques. The first ingredient we need is a random graph model which is locally dense but globally sparse, thereby being ideal for dealing with the aforementioned issue with copies of $K_4$. We make use of the fact that for every constant $C$, due to the existence of designs and subject to some divisibility conditions between $n$ and $C$, the edges of $K_n$ can be partitioned into copies of $K_C$ [47]. Choosing a large enough constant $C$, we pick one such partition and then define the random graph model $G^C(n,p)$, in which the edges of each copy of $K_C$ in the partition are taken to be present independently from all other copies with probability $p$. Provided that $C \geq r(4,4)$, typically, every 2-colouring of $G^C(n,p)$ will have many monochromatic copies of $K_4$. This random graph model is an important building block of our host graph, but is not all there is to it, since our new decomposition requires a more involved host graph construction.

To address the second obstacle mentioned above, we need a new decomposition of $H$ which avoids short induced cycles. To construct a host graph on $n^{3/2+o(1)}$ edges, one has to be able to avoid all cycles of length less than $L$, for any arbitrary constant $L$, as discussed above. Hence, in Section 4 we show a decomposition result for cubic graphs similar in spirit to the one in [15], yet fundamentally different from it. One part in our decomposition is a graph with bounded treewidth, and the other parts are long induced cycles. The decomposition has the same 1-degeneracy condition as the one in [15]. The new part—the graph with bounded treewidth—is more complex, and thus requires different techniques to be embedded. In particular, it is known that bounded degree graphs with bounded treewidth have linear size-Ramsey numbers [6, 28], hence it is possible to construct a host graph on just a linear number of edges to embed the part of bounded treewidth from our decomposition.

It may seem like we are close to being done now, since we know how to handle each of the parts in the decomposition of $H$. But this is not really the case, as there are many difficulties to overcome. The main challenge lies in the fact that the host graphs we need for induced cycles on the one hand, and for the bounded treewidth part on the other, are very different, as are the embedding strategies used in these two cases. We cannot simply, for example, take a union of these two host graphs, as the adversary may colour one of them in blue and the other in red, and then we could not find all parts in the same colour. Instead, we need to carefully intertwine the two host graphs into a new host graph in such a way that if one part of the decomposition cannot be found in say blue, this guarantees that all parts can be found in red.

The host graph for bounded degree bounded treewidth graphs constructed by Kamčev, Liebenau, Wood, and Yepremyan [28] is a blow-up of a third power of a random regular graph, in which each vertex of the random regular graph is replaced by a constant-sized clique, and each edge—by a complete bipartite graph. We make use of a slight modification of this host graph, where we use a blow-up of a binomial random graph $G(n', \frac{\log n'}{n'})$ instead, and take many copies of it (each with fresh randomness), superimposed in a particular way, as our host graph. Namely, we first sample a graph $G \sim G^C(n,p)$ with $p = n^{-1/2+\epsilon}$, and then partition almost all of its cliques of size $C$ into a number of almost perfect packings (disjoint cliques which cover almost all vertices). On top of each such packing, we add a freshly generated copy of a blow-up of the third power of $G(n', \frac{\log n'}{n'})$, such that the blow-up of each vertex of $G(n', \frac{\log n'}{n'})$ is mapped to one of the cliques in the packing. The union of $G^C(n,p)$ with all these blow-ups of third powers of $G(n', \frac{\log n'}{n'})$ is our host graph $\Gamma$.

We prove that if the decomposition part of bounded treewidth is not present in blue in the host graph $\Gamma$, it is present in red and we can find 20 linear-sized sets, where each two of them form a dense red regular pair. We then use those 20 sets to embed the induced cycles in red similarly to before. Let us note that finding the 20 sets with the required density is another important and technically involved part of the proof, relying on Turán’s theorem, results from [28], and a number of careful counting arguments.

With all this at hand, we give a high level overview of the proof of Theorem 1.1. We start by
decomposing the graph $H$ into an ordered collection of one bounded treewidth induced subgraph $T$ and a number of induced cycles of length at least $L$ for a big constant $L$. Additionally, we make sure that each vertex has the property that it has at most degree 1 to the previous subgraphs in the collection.

We have different approaches for embedding $T$, and for embedding the induced cycles. We embed the subgraphs from the decomposition one by one in order, starting from $T$. We denote our host graph by $\Gamma$. Consider the largest subset $U$ of the vertex set of $\Gamma$ such that either the blue or the red subgraph of $\Gamma[U]$ does not contain $T$. We distinguish two cases depending on whether the set $U$ is large or not.

In the latter case, we apply the regularity lemma to the coloured $\Gamma$ to obtain 21 sets which are pairwise $(\varepsilon, p)$-regular and where each pair has density at least $\gamma p$ in say red for appropriate constants $\varepsilon$ and $\gamma$. After an appropriate cleaning process which ensures that the red neighbourhood of each vertex behaves nicely, those sets will still be much larger than $U$. We then embed $T$ into one of those 21 sets, which is particularly convenient since this way the neighbourhoods of the vertices of $T$ into the other 20 sets (in red) are large. This enables us to successfully embed the remaining parts from the decomposition. Namely, what is left is to use the remaining 20 sets to embed the induced cycles. The candidate sets for each vertex in those induced cycles are of size at least of order $np$ each. Now we use the technique developed in [15] to embed the cycles in the regular pairs.

In the former case, we have a reasonably large subgraph $\Gamma' := \Gamma[U]$ with no copy of $T$ in one of the two colours, say blue. We then use the result from [28] to show that, since there is no blue copy of $T$ in any large enough subgraph of $\Gamma'$, then a red copy must exist in each such subgraph. Now we apply the sparse regularity lemma to the red subgraph of $\Gamma'$, and using the fact that there are no blue copies of $T$ in $\Gamma'$, we conclude as discussed above that there exists a collection of 21 linear-sized sets, all pairs of which are regular and have enough density in red, which is the most technical part of our proof. Finally, we embed the parts of $H$ as before, by first embedding $T$ in one of the linear-sized sets, and then embedding the induced cycles in the remaining 20 sets.

3 Preliminaries

In this section, we introduce our notation and state and prove some results used in our proof.

Notation. We use standard graph and set theoretic notation. For a graph $G = (V, E)$ and disjoint vertex sets $A, B \subseteq V$, we denote by $e_G(A, B)$ the number of edges with one endpoint in $A$ and another endpoint in $B$. The neighbourhood $N_G(v, A)$ of a vertex $v$ in $A$ is the set of vertices adjacent to $v$ in $G$, and the cardinality of that set $d_G(v, A)$ is referred to as the degree of $v$ in $A$. We also write $N_G(v)$ for $N_G(v, V(G))$ and $d_G(v)$ for $d_G(v, V(G))$. An $r$-uniform hypergraph $H = (V, E)$ consists of a vertex set $V$ together with a collection $E$ of $r$-subsets of $V$ called hyperedges. For a subset $S \subseteq V$, we define the degree $d_H(S)$ to be the number of hyperedges in $H$ which contain $S$.

For simplicity, we employ the following conventions. We omit rounding of real numbers to nearest integers whenever it is not of vital importance. For two constants $a, b$, we use $a \ll b$ to indicate that $b$ is large enough as a function of $a$ so that our proofs go through. For example, we often use inequality chains like $a \gg b \gg c \gg d$, which also implies that in particular $a \gg bcd$. Furthermore, we write $\{a_1, \ldots, a_k\} \gg \{b_1, \ldots, b_m\}$ to abbreviate that $a_i \gg b_j$ for all $i$ and $j$. For two functions $f, g : \mathbb{N} \to \mathbb{R}$, we write $f \approx g$ to express that $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 1$. We denote by $I_C$ the independent set on $C$ vertices and by $K_C$ the clique on $C$ vertices.
3.1 Concentration inequalities

We make use of the following standard concentration bounds for random variables.

**Theorem 3.1** (Azuma’s inequality, [3]). Consider the product \((\Omega, Pr)\) of \(N\) probability spaces \((\Omega_1, Pr_1), \ldots, (\Omega_N, Pr_N)\). For a random variable \(X : \Omega \to \mathbb{R}\), the effect of the \(i\)-th coordinate is defined to be at most \(c\) if for every pair \(\omega, \omega' \in \Omega\) that agree on all but the \(i\)-th coordinate, it holds that \(|X(\omega) - X(\omega')| \leq c\). Let \(X : \Omega \to \mathbb{R}\) be a random variable such that for each \(i \in [N]\), the effect of the \(i\)-th coordinate on \(X\) is at most \(c_i\). Then for all \(t \geq 0\), we have

\[
\Pr\left[|X - \mathbb{E}[X]| \geq t\right] \leq e^{-\frac{2t^2}{\sum_{i=1}^{N} c_i^2}}.
\]

The next theorem is a form of Chernoff’s inequality.

**Theorem 3.2** (Theorem A.1.19 in [2]). For every \(C > 0\) and \(\varepsilon > 0\), there exists \(\delta > 0\) so that the following holds: Let \(X_i, 1 \leq i \leq n\) for an arbitrary \(n\), be independent random variables with \(\mathbb{E}[X_i] = 0\), \(|X_i| \leq C\) and \(\text{Var}[X_i] = \sigma_i^2\). Set \(X = \sum_{i=1}^{n} X_i\) and \(\sigma^2 = \sum_{i=1}^{n} \sigma_i^2\) so that \(\text{Var}[X] = \sigma^2\). Then for \(0 < a \leq \delta \sigma\), it holds that

\[
\Pr[X > a\sigma] < e^{-\frac{a^2}{2}(1-\varepsilon)}.
\]

We will also need the following slightly altered version of Chernoff’s inequality.

**Lemma 3.3** (Chernoff bound, weighted version). Let \(C, \gamma > 0\) and let \(X_i\) for \(1 \leq i \leq n\) be independent random variables with \(X_i = C_i\) with probability \(p\) and \(X_i = 0\) otherwise, where \(0 < C_i \leq C\) and \(0 < p \leq \frac{1}{2}\). Then for \(X := \sum_{i=1}^{n} X_i\) and \(n \to \infty\), we have

\[
\Pr\left[|X - \mathbb{E}[X]| > \gamma \mathbb{E}[X]\right] \leq e^{-\Theta(\mathbb{E}[X])}.
\]

**Proof.** Note that \(\mathbb{E}[X] = \sum_{i=1}^{n} C_i p = \Theta(np)\). Let \(Y_i := X_i - pC_i\) and \(Z_i := -Y_i\) so that \(Y_i, Z_i\) fulfill the conditions of Theorem 3.2, setting \(Y := \sum_{i=1}^{n} Y_i\) and \(Z := \sum_{i=1}^{n} Z_i\). We have \(\text{Var}[Y_i] = \text{Var}[Z_i] = \mathbb{E}[Y_i^2] = \mathbb{E}[Z_i^2] = C_i^2(1-p)p\). Thus \(\text{Var}[Y] = \text{Var}[Z] = \sum_{i=1}^{n} C_i^2(1-p)p = \Theta(np)\) and \(\sigma = \Theta(\sqrt{np})\). Then picking \(a = \frac{2\mathbb{E}[X]}{\sigma} = \Theta(\sqrt{np})\), by Theorem 3.2 with \(\varepsilon := \frac{1}{2}\), we get

\[
\Pr[X > \mathbb{E}[X](1 + \gamma)] = \Pr[Y > a\sigma] \leq e^{-\Theta(np)} = e^{-\Theta(\mathbb{E}[X])},
\]

\[
\Pr[X < \mathbb{E}[X](1 - \gamma)] = \Pr[Z > a\sigma] \leq e^{-\Theta(np)} = e^{-\Theta(\mathbb{E}[X])}.
\]

\(\Box\)

3.2 Regularity method

One of the main tools we use in our proof is a sparse version of Szemerédi’s regularity lemma, and to state it we need the following two definitions.

**Definition 3.4.** For a graph \(G\) and disjoint subsets \(V_1, V_2 \subseteq V(G)\), the pair \((V_1, V_2)\) is said to be \((\varepsilon, p)\)-regular for some \(0 < \varepsilon, p \leq 1\) if, for every \(U_1 \subseteq V_1, U_2 \subseteq V_2\) with \(|U_1| \geq \varepsilon |V_1|, |U_2| \geq \varepsilon |V_2|\), it holds that

\[
|d_G(U_1, U_2) - d_G(V_1, V_2)| \leq \varepsilon p,
\]

where \(d_G(A, B) = e_G(A, B) / (|A||B|)\) is the density of the pair \((A, B)\).

**Definition 3.5.** A graph \(G = (V, E)\) is said to be \((\gamma, p)\)-upper-uniform if for all \(U, W \subseteq V\) with \(U \cap W = \emptyset\) and \(|U|, |W| \geq \gamma |V|\), \(e_G(U, W) \leq (1 + \gamma)p|U||W|\).
Theorem 3.7

Lemma 3.10

regular pairs.

The following lemma, which we borrow from [15], is used to embed long induced cycles into a graph $K$. Every two subsets $X' \subseteq X$ and $Y' \subseteq Y$ of size $|X'| \geq \varepsilon_2|X|$ and $|Y'| \geq \varepsilon_2|Y|$ constitute an $(\varepsilon_1/\varepsilon_2, p)$-regular pair with $d(X', Y') \leq d(X, Y) \pm \varepsilon_1 p$.

In what follows, we state the sparse regularity lemma, which is an adaptation of Szemerédi’s regularity lemma for sparse graphs. For a set $S$, we call $S_1, \ldots, S_t$ an equipartition of $S$ if for all $i, j \in [t]$, we have $|S_i| = |S_j| \pm 1$. We call an equipartition $V_1, \ldots, V_t$ of the vertices of some graph $G$ an $(\varepsilon, p)$-regular partition if all but at most $\varepsilon t^2$ pairs $(V_i, V_j)$ are $(\varepsilon, p)$-regular.

Theorem 3.7 (Sparse regularity lemma, [29, 30]). For every $\varepsilon > 0$ and every integer $t_0 > 0$, there are constants $\gamma > 0$ and $T \geq t_0$ such that every $(\gamma, p)$-upper-uniform graph $G$ admits an $(\varepsilon, p)$-regular equipartition $V_1, \ldots, V_t$ of its vertices with $t_0 \leq t \leq T$.

The next two lemmas help us ‘clean up’ a regular partition in such a way that all vertices have large neighbourhoods in each set of the regular partition and all pairs of neighbourhoods of vertices are also regular.

Lemma 3.6 (Lemma 3.3 in [15]). For every $\Delta \in N$ and $\gamma > 0$, there exists $\varepsilon_0 > 0$ such that the following holds for any $0 < \epsilon \leq \varepsilon_0$ and $p \in (0, 1)$. Let $H$ be a graph with maximum degree $\Delta$ and let $\{V_i\}_{i \in V(H)}$ be a family of subsets of some graph $G$ such that $(V_i, V_j)$ is $(\epsilon, p)$-regular of density $d \geq \gamma p$ (with respect to $G$) for every $ij \in H$. Then, for every $i \in V(H)$, there exists $V'_i \subseteq V_i$ of order $|V'_i| \geq (1 - \Delta \epsilon)|V_i|$ such that $d_G(v, V'_i) \geq d|V_i|/2$ for every $v \in V'_i$ and all $ij \in H$.

Lemma 3.9 (Lemma 3.5 in [15]). For all $\epsilon', \alpha, \gamma, \beta > 0$, there exist $\varepsilon_0 = \varepsilon_0(\epsilon', \gamma, \beta)$ and $K = K(\epsilon', \alpha, \gamma)$ such that, for every $0 < \epsilon \leq \varepsilon_0$ and $p \geq K(\log n/n)^{1/2}$, the random graph $\Gamma \sim G(n, p)$ w.h.p. has the following property.

Suppose $G \subseteq \Gamma$ and $V_1, V_2 \subseteq V(\Gamma)$ are disjoint subsets of order $\tilde{n} = cn$ such that $(V_1, V_2)$ is $(\epsilon, p)$-regular of density $d \geq \gamma p$ with respect to $G$. Then there exists $B \subseteq V(\Gamma)$ of order $|B| \leq \beta n$ such that for each $v, w \in V(\Gamma) \setminus (V_1 \cup V_2 \cup B)$ (not necessarily distinct) the following holds: for any two subsets $N_v \subseteq N\Gamma(v, V_1)$ and $N_w \subseteq N\Gamma(w, V_2)$ of order $\tilde{n}d/20$, both $(N_v, V_2)$ and $(N_v, N_w)$ are $(\epsilon', p)$-regular of density $(1 \pm \epsilon')d$ with respect to $G$.

3.3 Embedding cycles into a regular partition

The following lemma, which we borrow from [15], is used to embed long induced cycles into regular pairs.

Lemma 3.10 (Lemma 4.2 in [15]). For every $\alpha, \gamma > 0$ and $\ell \geq 3$, there exist $c(\alpha, \gamma), \varepsilon_0(\gamma, \ell) > 0$, and $K(\alpha, \ell) > 0$ such that, for every $0 < \epsilon \leq \varepsilon_0$ and $p \geq Kn^{-(\ell-2)/(2\ell-3)}$, the random graph $G \sim G(n, p)$ w.h.p. has the following property.

Let $C$ be a cycle of length $t \in [\ell, cn]$. Let $G' \subseteq G$ and, for each $v \in V(C)$, let $s_v \in V(G)$ be a specific vertex. Then, for any collection of subsets $N_v \subseteq N_{G'}(s_v)$ of order $\varepsilon p$ such that $(N_v, N_w)$ is $(\epsilon, p)$-regular of density $d \geq \gamma p$ (with respect to $G'$) for each $vw \in C$, there exists a copy of $C$ in $G'$ which maps each $v \in V(C)$ to $N_v$.

In what follows, we make some minor modifications to the proof of the main theorem in [15], to adapt it to our application. The goal is, similarly to [15], to embed a ‘1-degenerate’ collection of long induced cycles into a host graph with 20 vertex sets, all pairs among which are regular and dense enough. The main difference is that in our case some vertices already have predefined candidate sets before the embedding process begins. The proof remains almost unchanged, but we provide it here for completeness.
Theorem 3.11 (Proof of Theorem 1.2 in [15]). For every $c, \delta, \gamma, \varepsilon, \mu > 0$ such that $\varepsilon \ll \gamma < 1$, and $c \ll \{\mu, \gamma, \delta\} < 1$, and $\ell \geq 3$ such that $\ell > \frac{1}{4c-\delta}$, the following holds w.h.p. for $G \sim G(n, p)$ with $p \geq n^{-\frac{1}{2}+\delta}$. Let $V_1, \ldots, V_{20}$ be disjoint subsets of $V(G)$, each of size $|V_i| = \tilde{n} = \mu n$, and let $G'$ be a subgraph of $G$.

Let $F$ be a cubic graph of $cn$ vertices with vertex partition $F_1 \cup \cdots \cup F_j$, such that each $F_i$ is an induced cycle of length at least $\ell$, and such that for each $v \in F_i$, either $v$ has precisely one neighbour in $F_1 \cup \cdots \cup F_{i-1}$, or $v$ has no neighbours in $F_1 \cup \cdots \cup F_{i-1}$, but there is a unique vertex $u_v \in V(G) - (V_1 \cup \cdots \cup V_{20})$ and a "candidate set" $C_v \subseteq N_G(u_v)$ for $v$ such that for all $j$ we have $|C_v \cap V_j| \geq \frac{\tilde{n}d}{\ell}$, where $d := \gamma p$. In addition, suppose no $u_v$ is chosen more than three times. Suppose also that

1. $d_{G'}(v, V_i) \geq \frac{\tilde{n}d}{2}$ for each $v \in V_j$ and $i \neq j \in [20]$

2. for all distinct $i, j, h, g$ (but possibly $h = g$), for each $v \in V_h, w \in V_g$, and each $a, b \in V(F)$ with associated $C_a, C_b$, and any
   
   - $N_1 \subseteq N_{G'}(v, V_i)$ or $N_1 \subseteq C_a \cap V_i$ and
   - $N_2 \subseteq N_{G'}(w, V_j)$ or $N_2 \subseteq C_b \cap V_j$

of size $|N_1| = |N_2| = \frac{\tilde{n}d}{20}$, $(N_1, N_2)$ and $(N_1, V_j)$ are $(\varepsilon, p)$-regular of density at least $\frac{d}{2}$ in $G'$.

Then there exists a copy of $F$ in $G'[V_1 \cup \cdots \cup V_{20}]$, where each vertex is mapped to its candidate set $C_v$, if it has one assigned to it.

Proof. For each $i \leq 10$, denote by $V_i^0$ the set $V_i$, and denote by $V_i^1$ the set $V_{i+10}$. Before we start, assign to each vertex $v$ in $F$ a number $\varphi(v)$ from $\{1, \ldots, 10\}$, such that each two vertices at distance at most 2 in $F$ get a different number. Now we embed the parts $F_1, \ldots, F_j$ into $G'$, one at a time, in the given order. Suppose we already embedded $F_1, \ldots, F_{i-1}$ and let us show how to embed $F_i$.

(i) For every vertex $v \in F_i$, we define the vertex $u_v \in G'$ as follows. If $v$ has a neighbour $a_v$ in $F_1, \ldots, F_{i-1}$, we set $u_v$ to be the image of that neighbour in $G'$. Otherwise, $u_v$ is the vertex $v$ from the statement of the theorem.

(ii) Let $b_v$ be the smallest number in $\{0, 1\}$, such that the set $V_{\varphi(v)}^{b_v}$ has at least $\frac{\tilde{n}d}{20}$ vertices in $N_{G'}(u_v)$ not occupied by the embedding of $F_1, \ldots, F_{i-1}$. If there is no such $b_v$, stop the procedure, and otherwise let $S_v$ be the set of these at least $\frac{\tilde{n}d}{20}$ many non-occupied vertices.

(iii) Now, since $|S_v| \geq \frac{\tilde{n}d}{20}$ for every $v \in F_i$, we have that for those sets, using the second property from the theorem, the conditions of Lemma 3.10 are satisfied, so there exists a copy of the induced cycle $F_i$ in $G'$, which maps every vertex $v \in F_i$ to $S_v$ (note that here we used that for every $w$ adjacent to $v$ in $F_i$, it holds that $\varphi(u_v) \neq \varphi(w) \neq \varphi(v)$).

If our procedure did not stop in Step (ii), we found the required copy of $F$ in $G'$, so it is enough to show that we did not stop early.

Suppose we are at the point of the algorithm where we want to embed $F_i$, and let us show that we can successfully do that. Since $F$ has $cn$ vertices, the set $X$ of all occupied vertices (at that moment) in $V_1^0 \cup \cdots \cup V_{10}^0$ is clearly also of size at most $cn$. We denote by $B_1$ the set of vertices $v$ for which $b_v = 1$, and denote $U = \{u_v : v \in B_1\}$; note that $|B_1|$ is the number of vertices which are embedded into sets $V_1^1, \ldots, V_{10}^1$. If we now show that $|B_1| = O(1/p)$, then we would be done, as every vertex $u_v$ has at least $\tilde{n}d/2$ neighbours in each $V_i^1$, so our procedure would not stop early.
Suppose for contradiction that $|B_1| \geq 3C/p$ for a sufficiently large constant $C$, which implies also that $|U| \geq C/p$. Hence, we get that $dG(U, X) \geq \frac{|U|\text{ind}}{4}$. Meanwhile, using a Chernoff bound, a union bound and that $C$ is sufficiently large, we conclude that w.h.p. it holds that for every set $U'$ on at least $C/p$ vertices and $X'$ on $cn$ vertices, there are at most $2|U'||X'|p$ edges in $G$ between $U'$ and $X'$. Therefore, by considering a superset $X'$ of size $cn$ of our set $X$, we get that $2|U|cnp \geq eG(U, X') \geq |U|\text{ind}4$, which gives the required contradiction since $c \ll \mu\gamma$ (recalling that $\tilde{n} = \mu n$ and $d = \gamma p$).

\section{Other auxiliary and classic results}

In this subsection, we state some graph theoretic results which will come in handy in our proof. The first lemma guarantees that almost perfect hypergraph matchings preserve some properties when a subset of their elements is considered.

**Lemma 3.12.** Let $M$ be a hypergraph matching on the vertex set $[n]$, where each edge is of size $C$, and $M$ covers at least $(1 - \gamma)n$ vertices. If $S \subseteq [n]$ is of size at least $|S| \geq 4\gamma n$, then there exist at least $|S|/2C$ edges $h \in M$ with $|h \cap S| \geq \gamma C/2$.

**Proof.** Suppose for contradiction that for some set $S$, at most $|S|/2C$ edges satisfy $|h \cap S| \geq \gamma C/2$. Then the number of vertices in $S$ is at most

$$\frac{|S|}{2C} \cdot C + \frac{n}{C} \cdot \frac{\gamma C}{2} + \gamma n = \frac{|S|}{2} + \frac{3n\gamma}{2} < |S|$$

where the first term bounds the number of vertices of $S$ in edges $h$ with $|h \cap S| \geq \gamma C/2$, the second one the vertices in edges which do not satisfy this condition, and the third one counts the vertices in $S$ which are not in an edge in $M$. This gives the required contradiction. \hfill \Box

Next, we state the classic theorem of Turán.

**Theorem 3.13** (Turán’s theorem, [46]). Suppose $G$ is a graph on $n$ vertices with no $K_{r+1}$ as a subgraph. Then $|E(G)| \leq (1 - \frac{1}{r})n^2/2$.

We also make use of another well-known extremal result for bipartite graphs.

**Theorem 3.14** (Kővári, Sós, Turán, [33]). The maximum number of edges in an $n$-vertex graph with no $K_{\ell, \ell}$ subgraph is $(\ell - 1)^{1/\ell}n^{2-1/\ell} + \ell - 1$.

The next lemma concerns partitioning the edges of a hypergraph into matchings. The chromatic index $q(S)$ of a hypergraph $S$ is the smallest integer $q$ such that the set of edges $S$ can be partitioned into $q$ matchings.

**Lemma 3.15** ([37]). For an integer $r \geq 2$ and a real $\gamma > 0$, there exists a real $\beta = \beta(r, \gamma)$ so that the following holds. If an $r$-uniform hypergraph $S$ has the following properties for some $t$:

1. $(1 - \beta)t < d(v) < (1 + \beta)t$ holds for all vertices $v$,
2. $d(u, v) < \beta t$ for all distinct pairs of vertices $u, v$,

then $q(S) \leq (1 + \gamma)t$. 
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4 Graph decomposition

In this section, we show that the vertices of every cubic graph \( G \) can be decomposed into sets which induce long cycles and other bounded treewidth graphs, in a way convenient for the embedding we use to prove Theorem 1.1.

We start by stating the following result from \([32]\), which shows that every graph without long induced cycles and with bounded maximum degree has bounded treewidth. This result (albeit with weaker constants) had already been shown in \([7]\).

**Lemma 4.1** \([32]\). Any graph \( G \) without induced cycles of length at least \( k \) and with maximum degree \( \Delta \) has treewidth at most \((k - 1)(\Delta - 1) + 2\).

The strong product \( G \boxtimes H \) of graphs \( G \) and \( H \) is the graph with vertex set \( V(G) \times V(H) \) in which \((v_1, u_1)\) is adjacent to \((v_2, u_2)\) if \( v_1 = v_2 \) and \( \{u_1, u_2\} \in E(H) \), or \( \{v_1, v_2\} \in E(G) \) and \( u_1 = u_2 \), or \( \{v_1, v_2\} \in E(G) \) and \( \{u_1, u_2\} \in E(H) \). When \( H \) is a complete graph, we refer to \( G \boxtimes H \) as a blow-up of \( G \).

The following lemma states that every graph of bounded treewidth and bounded maximum degree is contained in a sufficiently large blow-up of a tree.

**Lemma 4.2** \([16, 48]\). Let \( G \) be a graph of treewidth \( w \) and maximum degree \( d \). Then \( G \) is a subgraph of \( T \boxtimes K_{18wd^2} \) for some tree \( T \) with maximum degree \( 18wd^2 \).

To state our decomposition result, it will be convenient for us to have the following definition.

**Definition 4.3.** Let \( G \) be a graph and let \( S = \{S_1, \ldots, S_t\} \) be a partition of its vertex set. Then we say that \( S \) is a 1-degenerate partition of \( G \) if every vertex in \( S_i \) is adjacent to at most one vertex in \( S_1 \cup \ldots \cup S_{i-1} \) for all \( 2 \leq i \leq t \).

We are now ready to state our decomposition result for cubic graphs.

**Lemma 4.4.** Let \( \ell \geq 5 \) and let \( G \) be a graph with \( \Delta(G) \leq 3 \). Then \( G \) admits a decomposition into subgraphs \( J \) and \( F_1, \ldots, F_g \) such that \( V(J), V(F_1), \ldots, V(F_g) \) is a 1-degenerate partition of \( V(G) \) and the following hold:

(A) Each \( F_i \) is an induced cycle \( C_L \) with \( L \geq \ell \).

(B) \( J \) has treewidth at most \( 2\ell \) and is hence a subgraph of \( T \boxtimes K_{400\ell} \) for some tree \( T \) of maximum degree \( 400\ell \).

**Proof.** To obtain the graphs \( F_1, \ldots, F_g \), take out induced cycles of length at least \( \ell \) from \( G \) one by one, each time removing all vertices from \( G \) which lie on the removed cycle, and taking a new induced cycle in the obtained graph. When there are no more long induced cycles to be removed, we are left with a cubic graph \( J \) which contains no induced cycle of length at least \( \ell \), and hence by Lemma 4.1 has treewidth bounded by \( 2\ell \). By Lemma 4.2, \( J \) is also a subgraph of \( T \boxtimes K_{400\ell} \) for some tree \( T \) of maximum degree \( 400\ell \). Notice that \( V(J), V(F_1), \ldots, V(F_g) \) is indeed 1-degenerate, as each vertex in some cycle \( F_i \) can have at most one edge going out of \( F_i \), while \( J \) is the first part of the decomposition, so there are no additional conditions for it. \( \square \)

5 The host graph

In this section we describe our random graph model, and prove several results about its properties. Our model consists of a number of random cliques and random complete bipartite graphs, chosen in a particular way.
5.1 The cliques

In order to describe our random graph model, we first recall the by now standard definition of a Steiner system. A Steiner system with parameters $t, k, n$, denoted by $S(t, k, n)$, is an $n$-element set $S$ together with a collection of $k$-element subsets of $S$ (called blocks) with the property that each $t$-element subset of $S$ is contained in exactly one block. In particular, we will use Steiner systems with $t = 2$; by a well known result of Wilson [47] we have that for every large enough $n$, if $k(k-1)$ divides $n-1$, then a $S(2, k, n)$ exists. This immediately implies the following.

Corollary 5.1 ([47]). For any integer $C > 0$, and large enough $n$, with $n-1$ divisible by $C(C-1)$, there exists a partition of the edges of $K_n$ into cliques of size $C$.

To define our random graph model, for each $C$ and $n$ as in the corollary above we fix one (arbitrary) Steiner system $S(2, C, n)$ and call it a canonical Steiner system. In the rest of the paper, we denote by $S(2, C, n)$ the set of cliques (which we also refer to as blocks) in $K_n$ from the canonical $S(2, C, n)$. Sometimes we treat a block $B \in S(2, C, n)$ as a set of its vertices. We refer to the edges in a block $B$ as $E(B)$. We are now ready to define our random graph model.

Definition 5.2. Given $p$, and $C$ and $n$ as above, let $G^C(n, p)$ be the random graph obtained by, independently for each block in a canonical $S(2, C, n)$, including all edges induced by that block with probability $p$.

Note that $G^2(n, p)$ has the same distribution as $G(n, p)$. Also note that by definition each edge in $K_n$ is in precisely one block of $S(2, C, n)$. From now on we assume $n$ is chosen large enough and so that $C(C-1)$ divides $n-1$.

The next result is needed in order to apply the sparse regularity lemma to $G^C(n, p)$.

Lemma 5.3. For $0 < \gamma, \delta < 1/2$, we have that $G \sim G^C(n, p)$ with $p \geq n^{-1/2+\delta}$ is w.h.p. $(\gamma, p)$-upper-uniform.

Proof. Let $U$ and $W$ be disjoint subsets of $V(G)$ of size at least $\gamma n$. Let $\mathcal{B}$ be the collection of blocks in $S(2, C, n)$ with at least one vertex in both $U$ and $W$. For each block $B$ in $\mathcal{B}$, let $X_B$ be the random variable counting the edges in $G$ between $U$ and $W$ contained in $B$. Note that $X_B = |U \cap B| \cdot |W \cap B|$ with probability $p$ and $X_B = 0$ otherwise. Therefore, by Lemma 3.3, the number of edges between $U$ and $W$

$$X := \sum_{B \in \mathcal{B}} X_B$$

is at most $(1 + \gamma)|U||W|p$ with probability at least $1 - e^{-\Theta(|U||W|p)}$. Indeed, we have $E[X] = |U||W|p$ and for each block $B$ in $\mathcal{B}$, it holds that $X_B \leq \binom{C}{2}$, so the conditions of Theorem 3.3 are satisfied. By a union bound over all exponentially many choices of $U$ and $W$, the probability that $G$ is not $(\gamma, p)$-upper-uniform is at most

$$2^{2n}e^{-\Theta(|U||W|p)} \leq 2^{2n}e^{-\Theta(n^2p)} = o(1).$$

By a similar argument (involving Chernoff bounds) as in the proof of Lemma 5.3, we also have the following.

Lemma 5.4. For every $0 < \gamma, \delta < 1/2$, the graph $G \sim G^C(n, p)$ with $p = n^{-1/2+\delta}$ w.h.p. satisfies

$$e(G) \leq (1 + \gamma)\binom{n}{2} p \leq n^2 p = n^{\frac{3}{2}+\delta}.$$
In the proof of Theorem 1.1, it will be important for us to consider a random subsampling of $G^C(n,p)$, so that the obtained subgraph has the same distribution as $G(n,p)$ for $\tilde{p} \approx \frac{p}{(2)}$.

**Definition 5.5.** In the remainder of the paper, we denote by $G$ the random graph $G \sim G^C(n,p)$ for $p = n^{-1/2+\delta}$ where $\delta > 0$, and we define $\tilde{G}$ as follows. For each block $B \in S(2,C,n)$ with $E(B) \subseteq E(G)$, we sample a non-empty subset of the edges $B' \subseteq E(B)$ to be present in $\tilde{G}$ with the following probability

$$Pr[E(B) \cap E(\tilde{G}) = B'] = \frac{\tilde{p}^{|B'|}(1 - \tilde{p})^{|B'| - |B'|}}{p}$$

where $\tilde{p}$ is given by $p = 1 - (1 - \tilde{p})^{(C)}$.

The following simple lemma confirms that $\tilde{G}$ has the same distribution as $G(n,\tilde{p})$.

**Lemma 5.6.** $\tilde{G}$ is distributed as $G(n,\tilde{p})$.

**Proof.** Let $H \subseteq K_n$. We will show that $Pr[\tilde{G} = H] = Pr[G(n,\tilde{p}) = H]$. On the one hand,

$$Pr[G(n,\tilde{p}) = H] = \tilde{p}^{e(H)}(1 - \tilde{p})^{(n)} - e(H).$$

For each $B \in S(2,C,n)$, denote by $E_B$ the event that $\tilde{G}[B] = H[B]$. Notice that $\tilde{G} = H$ if $E_B$ holds for each $B \in S(2,C,n)$, and that the events $E_B$ are independent. Therefore,

$$Pr[\tilde{G} = H] = \prod_{B \in S(2,C,n)} Pr[E_B] = \prod_{B \in S(2,C,n)} (1 - p) \prod_{e(H[B]) = 0} Pr[E_B|E(B) \subseteq E(G)] Pr[E(B) \subseteq E(G)] = \tilde{p}^{e(H)}(1 - \tilde{p})^{(n)} - e(H),$$

where the last equality holds since $S(2,C,n)$ is a partition of the edges of $K_n$. \qed

We also need the following observation.

**Lemma 5.7.** Let $G$ be any outcome of $G^C(n,p)$. Then for any $B \in S(2,C,n)$ whose edges are in $G$, and any $e \in E(B)$, we have $Pr[e \in E(\tilde{G})] = \frac{\tilde{p}}{p} \approx \frac{1}{(C)}$.

**Proof.** We have

$$Pr[e \in E(\tilde{G})] = \sum_{B' \subseteq E(B), e \in B'} Pr[E(B) \cap E(\tilde{G}) = B'] = \sum_{s=1}^{(C)} \binom{(C)}{s} - 1 \frac{\tilde{p}^s(1 - \tilde{p})^{(C)} - s}{p}$$

$$= \tilde{p} \sum_{s=0}^{(C)} \binom{(C)}{s} - 1 \frac{\tilde{p}^s(1 - \tilde{p})^{(C)} - s}{p} = \frac{\tilde{p}}{p}. \quad \Box$$
The next lemma guarantees that for any equipartition of the vertices of $K_n$ and any choice of a large enough subset $B_0 \subseteq B$ for each $B \in S(2, C, n)$, there are many sets $B_0$ which are roughly equally distributed between most of the parts.

**Lemma 5.8.** Let $t$ be an integer with $t \gg 1$ and let $0 < \beta < 1$. Then for $\rho \ll \beta$, and for $C \gg \{t, t^{-1}, \rho^{-1}\}$, the following holds.

Consider $S(2, C, n)$ with $n$ large enough. Suppose each $B \in S(2, C, n)$ has an associated $B_0 \subseteq B$ with $|B_0| = (1 - \rho)C$. For any equipartition of $[n]$ into sets $V_1, \ldots, V_t$, there is a collection $B$ which contains a $(1 - \beta)$-fraction of the blocks of $S(2, C, n)$, such that for each $B \in B$, at least $(1 - \beta)t$ sets $V_i$ satisfy $|B_0 \cap V_i| \geq \frac{C}{200t}$.

**Proof.** We show the lemma by considering $K_n$, and counting internal edges in the $B_0$'s, that is, edges with both endpoints in the same $V_i$, in two ways. Firstly, the number of internal edges is at most $\left(\frac{n}{2}\right)t \leq \frac{n^2}{2t}$. Next, we count the internal edges in another way, by summing over two types of blocks—the bad blocks $B$, for which there are many sets $V_i$ such that the intersection of $B_0$ and $V_i$ is small, and the remaining good blocks.

Consider one block $B \in S(2, C, n)$. For each $i \in [t]$, let $a_i^B = |B_0 \cap V_i|$. Then the number of internal edges in $B_0$ is $\sum_{i=1}^t \left(\frac{n}{2}\right) a_i^B$ and $C(1 - \rho) = \sum_{i=1}^t a_i^B$. We say that a block $B$ is bad, if there are at least $\beta t$ sets $V_i$ such that $a_i^B < \frac{C}{200t}$; notice that the remaining $(1 - \beta)t$ sets must then contain a total of at least $(1 - \rho - \beta/200)C$ vertices from $B_0$. The total number of internal edges in a bad block is minimized when each of those $(1 - \beta)t$ sets has approximately the same number of vertices from $B_0$ (by the convexity of the binomial coefficient function $\binom{(1/2)}{t}$). The number of internal edges for a bad block is hence at least

$$(1 - \beta)t \left(\frac{(1 - \rho - \beta/200)C}{(1 - \beta)t} \right) \geq (1 + \beta/2)\frac{C^2}{2t}.$$ 

On the other hand, the number of internal edges for a good block is at least

$$t \left(\frac{(1 - \rho)C}{t} \right) \geq (1 - 3\rho)\frac{C^2}{2t}$$

since again the number of internal edges is minimized if all vertices in a good block are distributed equally among the sets $V_i$. Suppose for contradiction that at least $\beta \frac{n(n-1)}{C(C-1)}$ of the blocks in $S(2, C, n)$ are bad. Then the total number of internal edges we get is at least

$$\beta \frac{n(n-1)}{C(C-1)} \cdot (1 + \beta/2)\frac{C^2}{2t} + (1 - \beta) \frac{n(n-1)}{C(C-1)} \cdot (1 - 3\rho)\frac{C^2}{2t} > 0.5 \frac{n^2}{t},$$

contradicting the upper bound on all internal edges. Therefore, at least $(1 - \beta)\frac{n(n-1)}{C(C-1)}$ of the blocks in $S(2, C, n)$ are good. These form precisely the desired collection $B$. $\square$

The following lemma states that, given a set of vertices $R$ in $G$, if a large enough fraction of the blocks present in $G$ intersect $R$ in a large set with no blue clique of a certain size, then $R$ contains 21 linear-sized sets, all pairs of which are regular with large density in red. This serves an important purpose in the proof of Theorem 1.1, ensuring that the long induced cycles from the decomposition of $H$ can be embedded in the same colour as the bounded treewidth part.

**Lemma 5.9.** Let $C^{-1} \ll \rho \ll \alpha$ and $(\tau, \varepsilon) \ll (C^{-1}, \alpha)$, as well as $(C^{-1}, \mu) \ll \varepsilon$. Let $R \subseteq V(G)$ with $|R| \geq \alpha n$. Then w.h.p. the following holds.

For every red/blue colouring of $E(G)$ such that at least an $\alpha/32$ fraction of the blocks of $B$ of $S(2, C, n)$ present in $G$ contain a subset $B' \subseteq B \cap R$ with $|B'| = \rho C$ such that there is no blue $K_{C'}$ in $(R \cap B') - B'$, the following holds. There are disjoint subsets of vertices $V_1, \ldots, V_{21} \subseteq R$, each of size $m \geq \mu n$, such that each pair $(V_i, V_j)$ is $(\varepsilon, p)\text{-regular}$ in the red subgraph of $G$ and has density at least $\tau p$.  
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Proof. Let $b = 2C'$, $\beta = \alpha/3200$, and $\xi = \frac{1}{200}$. Choose $r = r(21, b)$ to be the Ramsey number for 21 and $b$, and note that since $r$ only depends on $C'$, we may assume $r \ll \varepsilon^{-1}$. Let $t_0 \gg \{r, b\}$. Let $T$ be the maximum number of sets given to us by Theorem 3.7 (the sparse regularity lemma) with constants $\varepsilon$ and $t_0$, and note that we can safely assume that $C \gg T$, since $T$ is only a function of $C$, $\varepsilon$, and we have $C \gg \{C', \varepsilon^{-1}\}$ by assumption.

By a standard application of the Chernoff bound, w.h.p. $G$ contains $(1 + \beta)^{n(n-1)p}$ blocks of $S(2, C, n)$. Thus, by assumption, at least $\alpha \frac{n(n-1)p}{C(C-1)}$ blocks $B$ present in $G$ have a subset $B' \subseteq B$ with $|B'| = \rho C$ such that there is no blue $K_C'$ in $(R \cap B) - B'$.

Set $G'$ to be the red subgraph of $G[R]$ and $n' := |V(G')| \geq \alpha n$. By Lemma 5.3, for any constant $\gamma > 0$, the graph $G$, and therefore also $G'$, is w.h.p. $(\gamma, p)$-upper-uniform (as $G'$ has a linear in $n$ number of vertices). We apply Theorem 3.7 to $G'$, with $\varepsilon$ and $t_0$. We get vertex sets $V_1, \ldots, V_t$ with $0 \leq t \leq T$ such that each $V_i$ has size $m := n'/T$ and such that all but $\varepsilon(t\frac{1}{\alpha} - 1)$ many pairs $V_i, V_j$ are $(\varepsilon, p)$-regular. Partition $V(G) \setminus R$ arbitrarily into $t' \leq t(\frac{1}{\alpha} - 1)$ sets $V_{t+1}, \ldots, V_{t+t'}$ each also of size $m$.

Next, we apply Lemma 5.8 to $V_1, \ldots, V_{t+t'}$ with $t := t + t'$, $\beta$, and $p$, where for each $B$, we either assign $B_0 := B - B'$, where $B'$ is as given above (if it exists, which holds for at least $\alpha \frac{n(n-1)p}{C(C-1)}$ blocks $B$), or $B_0$ is an arbitrary subset $B_0 \subset B$ of size precisely $(1 - \rho)C$. We thus get a collection $B \subseteq S(2, C, n)$ of size at least $\alpha \frac{n(n-1)p}{C(C-1)}$ such that for each $B \in B$, at least $(1 - \beta)(t + t')$ sets $V_i$ satisfy $|B \cap V_i| \geq \xi \frac{C}{t+t'}$. At least $(1 - 2\beta)^{n(n-1)p}$ of the blocks in $B$ are present in $G$ by a standard application of the Chernoff bound and a union bound over all partitions $V_1, \ldots, V_t$. In other words, among all of the blocks present in $G$, w.h.p. at most $3\beta^{n(n-1)p}$ blocks are not in $B$.

Hence, we have at least $(\frac{\beta}{2} - 3\beta)^{n(n-1)p} \geq \beta^{n(n-1)p}$ blocks $B$ from $B$ in $G$ that contain a subset $B_0$ of size $(1 - \rho)C$ with no blue $K_C'$ in $R \cap B_0$. Call these blocks blue-avoiding. Note that for each blue-avoiding block $B$, the number of sets $V_i$ among $V_1, \ldots, V_t$ with $|B \cap V_i| \geq \xi \frac{C}{t+t'}$ is at least

$$ (1 - \beta)(t + t') - t' = (1 - \beta)t - \beta t' \geq (1 - \beta)t - \beta t(\frac{1}{\alpha} - 1) \geq \frac{3}{4} t. $$

The next step is to show that we can find a collection $V$ of $r$ sets among $V_1, \ldots, V_t$ such that each pair $V_i, V_j \in V$ is a regular pair and such that at least $\frac{n(n-1)p}{C(C-1)}$ blue-avoiding blocks $B$ have $|B \cap V_i| \geq \xi \frac{C}{t+t'}$ for every $V_i \in V$ (we say that such a blue-avoiding block $B$ intersects $V$ nicely), where $f = \beta^{\frac{1}{4}}$. Suppose for contradiction there is no such collection $V$. Note that the number of $r$-tuples with at least one irregular pair is at most $\varepsilon \binom{t}{2} \binom{t-2}{r-2}$. We count in two ways the number $N$ of pairs $(V, B)$, consisting of an $r$-tuple $V$ with no irregular pairs, and a blue-avoiding block $B$ that intersects $V$ nicely. On the one hand, each of the blue-avoiding blocks intersects nicely at least $\binom{t}{2}$ many $r$-tuples. On the other hand, we assumed each $r$-tuple with no irregular pairs is intersected nicely by less than $\frac{n(n-1)p}{C(C-1)}$ blue-avoiding blocks. Therefore,

$$ \beta^{\frac{n(n-1)p}{C(C-1)}} \left[ \binom{t/2}{r} \frac{t - 2}{t - r} \right] \leq N \leq \left( t \frac{n(n-1)p}{C(C-1)} \right), $$

and now, using that $\frac{(a/b)^b}{(a/b)^a} \leq (a/b)^{b-a}$ for all $a \geq b$, and the fact that $t \gg r$, we have

$$ \beta^{\frac{t}{r}} \left[ (3/4)^r - \varepsilon e^r r^2 \right] \leq \varepsilon r^2 f \quad \Rightarrow \quad \beta^{\frac{r}{2}} \leq \frac{\beta^{3r}}{2 - 4r} \leq e^{r}, $$

where the implication holds as $\varepsilon \ll r^{-1}$. This gives a contradiction by our choice of $f$, showing the existence of the desired collection $V$. Without loss of generality, assume that $V = \{V_1, \ldots, V_t\}$. 
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Consider some $b$-tuple of sets $V^1, \ldots, V^b \in V$ and some blue-avoiding block $B$ that intersects $V$ nicely. Recall that $B_0$ contains no $K_{C'}$ in blue in $R$ and that $|B_0 \cap V^i| \geq \xi\frac{C}{C+1}$ for each $i \in [b]$. Denote by $U^i$ a subset of size precisely $\xi\frac{C}{C+1}$ of $B_0 \cap V^i$, for each $i \in [b]$. Letting $U := \cup_{i=1}^b U^i$, note that $U$ induces a clique in $G$ with no blue $K_{C'}$ in it. Then by Turán’s theorem, at least \( \frac{1}{C+1}(\binom{|U|}{2}) \) of the edges of $U$ are red. Note that $U$ has \( \binom{|U|}{2}(\frac{C}{C+1}) \) edges, out of which $b\binom{|U|}{2}(\frac{C}{C+1})$ are internal, meaning that they are contained in some $U^j$. Thus at least \( \frac{1}{C+1}\binom{|U|}{2} - b\binom{|U|}{2}(\frac{C}{C+1}) \geq \frac{1}{16}\binom{|U|}{2}(\frac{C}{C+1}) \) of the edges of $U$ are red and are not internal.

Because there are at least \( \frac{f_n(n-1)p}{c(n-1)} \) blue-avoiding blocks $B$ that intersect $V$ nicely, it follows that there are at least \( \frac{f_n(n-1)p}{c(n-1)} \frac{C}{C+1} \geq \frac{f_n^2 np^2}{16(n+1)} \) red edges that are not internal in $V^1 \cup \cdots \cup V^b$. Thus, at least one pair among \( \{V^i\}_{i \in [b]} \), say $V^i$ and $V^j$, has at least \( \frac{f_n^2 np^2}{16(n+1)} \) red edges between them.

Consider the complete graph $R$ on the vertex set $V_1, \ldots, V_r$ and call an edge $V_i, V_j$ red if there are at least \( \frac{f_n^2 np^2}{16(n+1)} \) red edges between $V_i$ and $V_j$ in $G$, and blue otherwise. Then what we have just shown is that there is no blue $K_b$ in $R$.

Since $r = r(21, b)$ and there is no blue $K_b$ in $R$ among $V_1, \ldots, V_r$, there must be a red $K_{21}$, say given by $V_1, \ldots, V_{21}$. Note that for each $i, j \in [21], \{V_i, V_j\}$ is an $(\varepsilon, p)$-regular pair with at least \( \frac{f_n^2 np^2}{16(n+1)} \) red edges. Thus the (red) density of this $(\varepsilon, p)$-regular pair is at least \( \frac{f_n^2 np^2}{16n^2} \). Hence, $V_1, \ldots, V_{21}$ are the desired sets.

The next lemma allows us to conclude that if 21 linear-sized sets of vertices are pairwise regular and dense enough in some colour in $G$, as given by the conclusion of Lemma 5.9, then the same holds for these 21 sets in $\bar{G}$.

**Lemma 5.10.** Let $K \in \mathbb{N}, \mu > 0$ and let $0 < \gamma' \ll \varepsilon \ll \gamma$. Let $G$ be an outcome of $G^b(n, p)$ which is $(\gamma', p)$-upper-uniform, its edges are coloured in red and blue, and is such that $V_1, \ldots, V_K$ are disjoint sets of vertices with $|V_i| = \mu n$, and the red subgraph of $G[V_i, V_j]$ is $(\varepsilon, p)$-regular with density at least $\gamma p$, for each $i \neq j$. Then w.h.p. $\bar{G}$ is such that the red subgraph of $\bar{G}[V_i, V_j]$ is $(4\varepsilon, p)$-regular with density at least $\frac{27p}{4}$, for each $i \neq j$.

**Proof.** Let $U, W$ be distinct sets among $V_1, \ldots, V_K$. We show the statement of the lemma for $U$ and $W$, then by a union bound holds for all such pairs. We refer to the red subgraphs of $G$ and $\bar{G}$ as $G_r$ and $\bar{G}_r$ respectively. First we show the following claim.

**Claim 1.** Let $\nu > 0$ and let $U' \subseteq U$ and $W' \subseteq W$ with $|U'| \geq \varepsilon |U|$ and $|W'| \geq \varepsilon |W|$. Then w.h.p. it holds that $d_{G_r}(U', W') = (1 \pm \nu)^2 \frac{p}{\varepsilon} d_{G_r}(U', W')$.

**Proof.** Let $B$ be the collection of blocks from $S(2, C, n)$ which appear in $G$. For each block $B$ in $B$, let $X_B$ be the random variable counting the red edges in $\bar{G}$ between $U'$ and $W'$ contained in $B$. Note that $0 \leq X_B \leq \binom{n}{2}$. Denote by $X := \sum_{B \in B} X_B$ the number of red edges between $U'$ and $W'$ in $\bar{G}$. By linearity of expectation, and using that for each $B \in B$,

$$
\mathbb{E}[X_B] = \sum_{e \in E(B) \cap E_{G_r}(U', W')} Pr[e \in \bar{G}],
$$

we have

$$
\mathbb{E}[X] = \sum_{B \in B} \mathbb{E}[X_B] = e_{G_r}(U', W') Pr[e \in \bar{G} \text{ for a fixed } e \in E(B)] = e_{G_r}(U', W') \frac{p}{\varepsilon},
$$

where the last equality follows by Lemma 5.7. Therefore, $\mathbb{E}[X] = \Omega(n^2 p)$, since $e_{G_r}(U', W') = \Omega(n^2 p)$ because $G_r[U, W]$ is $(\varepsilon, p)$-regular with density at least $\gamma p$. Applying Theorem 3.1 with
\[ t = \nu \mathbb{E}[X], \] we get that
\[ Pr\left[ |X - \mathbb{E}[X]| \geq \nu \mathbb{E}[X] \right] \leq 2e^{-\frac{\nu^2}{24(\nu/3)^2}} = e^{-\Omega\left( \frac{\nu^2}{\nu^2/3^2} \right)} = e^{-\omega(n)}. \]

The claim then follows from a union bound over all \( 2^{2n} \) possible choices of \( U', W' \).

By Claim 1, we have that \( d_{\tilde{G}_r}(U, W) \geq \gamma \tilde{p}/2 \). Let \( U' \subseteq U \) and \( W' \subseteq W \) be such that \( |U'| \geq \varepsilon |U| \) and \( |W'| \geq \varepsilon |W| \). By the triangle inequality and Claim 1 with \( \nu := \varepsilon \), we have
\[
\left| d_{\tilde{G}_r}(U', W') - d_{\tilde{G}_r}(U, W) \right| 
\leq \left| d_{\tilde{G}_r}(U', W') - \frac{\tilde{p} d_{\tilde{G}_r}(U', W')}{p} \right| + \left| \frac{\tilde{p} d_{\tilde{G}_r}(U', W')}{p} - \frac{\tilde{p} d_{\tilde{G}_r}(U, W)}{p} \right| + \left| \frac{\tilde{p} d_{\tilde{G}_r}(U, W)}{p} - d_{\tilde{G}_r}(U, W) \right|
\]
\[
\leq \varepsilon \frac{\tilde{p} d_{\tilde{G}_r}(U', W')}{p} + \varepsilon \frac{\tilde{p} d_{\tilde{G}_r}(U, W)}{p} \leq 2\varepsilon(1 + \gamma') \tilde{p} + \varepsilon \tilde{p} \leq 4\varepsilon \tilde{p},
\]
where we used the uniformity of \( G \) in the penultimate inequality, and that \( G_r[U, W] \) is \((\varepsilon, p)\)-regular for bounding the middle term in the second line.

\[ \square \]

5.2 The complete bipartite graphs

We begin the section by showing that w.h.p. the blocks in \( G \) can be partitioned into block matchings, defined below.

Definition 5.11 (A block matching in \( G \)). Let \( S \) be the set of blocks in \( G \). A subset \( M \subseteq S \) is a block matching if all blocks in \( M \) are pairwise vertex-disjoint.

We will also want each of the matchings to cover almost all the vertices, i.e. each matching will cover all but \( \eta n \) vertices, where \( \eta > 0 \) is small enough and we specify it later. Essentially, in the proof we will take \( \eta \) to be the smallest of all constants we use.

Definition 5.12 (Collection of almost perfect block matchings). Let \( S \) be the set of blocks in \( G \). We define \( \mathcal{M} \) to be a collection of pairwise disjoint block matchings \( M_1, \ldots, M_z \) with \( \frac{(1 - \eta)(n - 1)p}{C - 1} \leq z \leq \frac{(1 + \eta)(n - 1)p}{C - 1} \), such that each \( M_i \) covers all but at most \( \eta n \) vertices.

Note that since w.h.p. \( G \) contains at most \( \frac{(1 + \eta)(n - 1)p}{C - 1} \) many blocks, the number of blocks not appearing in any block matching from \( \mathcal{M} \) in the previous definition is w.h.p. at most \( \frac{3\eta(n - 1)p}{C - 1} \).

Lemma 5.13. With high probability, there exists a collection of almost perfect block matchings \( \mathcal{M} \) of the blocks in \( G \).

Proof. Consider the hypergraph \( H \) with \( V(H) = V(G) \) where the set of hyperedges \( S \) is the set of all blocks in \( G \). We will show the existence of \( z \) disjoint matchings in \( H \) that each cover all but at most \( \eta n \) vertices, where \( z \) is as in Definition 5.12. We apply Lemma 3.15 to \( H \) with \( r := C, \gamma := \eta^3, \beta \ll \gamma, C^{-1}, \) and \( t := \frac{(n - 1)p}{C - 1} > \sqrt{n} \). We can do this since for each vertex \( v \) in \( H \), we have \( \mathbb{E}[d_H(v)] = \frac{(n - 1)p}{C - 1} \) and by using a Chernoff bound and a union bound over all vertices, we have w.h.p. that \( (1 - \beta/2)t \leq d_H(v) \leq (1 + \beta/2)t \), and for every pair of vertices \( u \neq v \) in \( H \), their codegree satisfies \( d_H(u, v) \leq 1 < \beta t \), since every pair of vertices is in at most one block in \( S(2, C, n) \). Therefore, there is a partition of the hyperedges of \( H \) into matchings \( M'_1, \ldots, M'_z \) for some \( z' \leq (1 + \gamma)t = \frac{(1 + \gamma)(n - 1)p}{C - 1} \).

Suppose for contradiction fewer than \( (1 - \eta)t \) of the matchings \( M'_1, \ldots, M'_z \) cover each at least \( (1 - \eta)n \) of the vertices of \( H \). Since each vertex has degree in \( H \) at least \( (1 - \beta/2)t > (1 - \gamma)t \), by double counting pairs \((v, M'_i)\) such that \( M'_i \) covers \( v \), we get
\[
(1 - \gamma)tn \leq (1 - \eta)tn + (1 + \gamma - (1 - \eta))(1 - \eta)n,
\]

which is a contradiction.
which implies \(2\gamma \geq \gamma \eta + \eta^2\), contradicting our choice of \(\gamma\). To finish, we choose the hypergraph matchings that each cover at least \((1 - \eta)n\) of the vertices to be the required sets \(M_1, \ldots, M_z\). \qed

Since our final random graph construction builds on top of \(G^C(n, p)\), we will now fix an outcome of \(G^C(n, p)\) which has some useful properties which hold w.h.p. in that random graph model. From now on, for each \(C\) and all large enough \(n\), we assume \(G\) is an outcome of \(G^C(n, p)\) for which the conclusions of Lemmas 5.4, 5.9 and 5.13 hold, and additionally the following holds\(^3\). If we now take \(\hat{G}\) to be subsampled from \(G\) as in Definition 5.5, then with probability at least 0.9, the conclusions of both Lemma 3.9 and Theorem 3.11 hold for \(\hat{G}\). Note that such a \(G\) exists since the conclusions of Lemmas 5.4, 5.9 and 5.13 hold w.h.p. for \(G^C(n, p)\), and the conclusions of Lemma 3.9 and Theorem 3.11 hold w.h.p. for \((G(n, \tilde{p})).\) Recall that by Lemma 5.6 the outcome \(\hat{G}\) of the two-step process of sampling \(G \sim G^C(n, p)\) and then subsampling it to get \(\hat{G}\) is distributed as \(G(n, \tilde{p})\). This implies that with probability at least 1/2, the outcome of the first process is a graph \(\hat{G}\) for which the following is true. If we subsample from \(G\) to get \(\hat{G}\), then with probability at least 0.9 we have that \(G\) is such that Lemma 3.9 and Theorem 3.11 hold.

**Definition 5.14 (The host graph).** Let \(\mathcal{M}\) be a collection of almost perfect block matchings for the graph \(G\) as in Definition 5.12. For each \(i \in [z]\), let \(n_i := |M_i|\) and \(G_i \sim G(n_i, p')\) with probability \(p' = \frac{\log n}{n}\), where each vertex in \(G_i\) corresponds to a block in \(M_i\). Let \(A_1, \ldots, A_z\) be the collection of random graphs defined as \(A_i = G_i \bigotimes I_C\). Similarly, let \(A'_1, \ldots, A'_z\) be defined as \(A'_i = G^C_i \bigotimes I_C\). We identify the sets \(I_C\) in each \(A_i\) and \(A'_i\) with the corresponding blocks in \(M_i\), thus defining each \(A_i\) and each \(A'_i\) on the vertex set of \(G\) (see Figure 1). Now we are ready to define our *host graph*, namely it is the union of graphs \(G = A_1 \cup A_2 \cup \ldots \cup A_z\).

**Lemma 5.15.** The host graph \(\Gamma\) w.h.p. has at most \(n^{\frac{3}{2} + 2\delta}\) edges.

**Proof.** We have that \(E(\Gamma) = E(G) \cup E(A'_1) \cup \ldots \cup E(A'_z)\). By Lemma 5.4, we have \(e(G) \leq n^{\frac{3}{2} + \delta}\).

For each \(i \in [z]\), we have \(n_i \leq \frac{n}{\delta}\) since \(M_i\) is a block matching. Thus, by the Chernoff bound and the union bound, w.h.p. \(\Delta(G_i) \leq 2Cn_i \frac{\log n}{n} \leq 2 \log n\), so w.h.p. \(\Delta(G^C_i) \leq 8 \log^3 n\). Therefore, \(e(G^C_i) \leq 8n \log^3 n\) and \(e(A'_i) \leq 8C^2 n \log^3 n\). Since \(z \leq \frac{2mp}{\eta}\) by Lemma 5.13, we have \(e(A'_1) + \ldots + e(A'_z) \leq n^2 p \log^4 n \leq n^{\frac{3}{2} + 2\delta}/2\). \qed

In a manner similar to Definition 5.5, we can subsample from the graphs \(A_i\) to get subgraphs of binomial random graphs.

**Definition 5.16.** We define the collection of random graphs \(\hat{A}_1, \ldots, \hat{A}_z\) in the following way. For each \(i \in [z]\) and for each copy \(D\) of \(K_{C,C}\) in \(A_i\) that corresponds to an edge in \(G_i\), we sample a non-empty subset of the edges \(D' \subseteq E(D)\) to be present in \(\hat{A}_i\) with the following probability

\[
Pr\left[E(D) \cap E(\hat{A}_i) = D'\right] = \frac{\tilde{p}^{\left|D'\right| \left(1 - \tilde{p}'\right)^{C^2 - \left|D'\right|}}}{p'},
\]

where \(\tilde{p}'\) is given by \(p' = 1 - (1 - \tilde{p}')^{C^2}\), that is, \(\tilde{p}' \approx \frac{\log n}{nC^2}\).

In the remainder of the paper, we additionally use the probabilities \(p'' = 1 - (1 - \tilde{p}'')^{C^2} \approx \frac{\log n}{nC^2}\) and \(\tilde{p}'' = 1 - (1 - \tilde{p}'')^{C^2} \approx \frac{\log^2 n}{nC^2}\), whose meaning will become apparent later in this section. For

\(^3\)Note that here we did not yet specify the explicit constants which we use in those lemmas, but observe that any choice of constants which satisfies the relations in the lemmas works when \(n\) is large enough. We specify the constants later in the proof, when we explicitly call the mentioned lemmas.

\(^4\)Here we could have chosen any function \(\alpha(n)\) growing to infinity with \(n\) instead of \(\log n\), and our arguments still would go through.
Figure 1: Obtaining the host graph: $G$ contains disjoint almost perfect block matchings $M_1, M_2, M_3$, each of which covers almost all vertices. Each graph $A_i$ is obtained from a binomial random graph $G_i$ by replacing each vertex with a copy of $I_C$, and identifying these $I_C$’s with the blocks in $M_i$. Each $A_i'$ is obtained in the same way, but from $G_i'$ instead of $G_i$.

For $i \in \{1, \ldots, z\}$, let $A_i = G_i \boxtimes I_C$ for any outcome of $G_i \sim G(n_i, p')$. Then for any copy $D$ of $K_{C,C}$ whose edges are present in $A_i$, and any $e \in E(D)$, we have $Pr[e \in E(\tilde{A}_i)] = \frac{\tilde{p}'}{p'} \approx \frac{1}{c^2}$.

**Proof.** We have

$$Pr\left[ e \in E(\tilde{A}_i) \right] = \sum_{D' \subseteq E(D), e \in D'} Pr\left[ E(D) \cap E(\tilde{A}_i) = D' \right]$$

$$= \sum_{s=1}^{C^2} \binom{C^2 - 1}{s - 1} \frac{\tilde{p}'^s (1 - \tilde{p}')^{C^2 - s}}{p'} = \frac{\tilde{p}'}{p'} \sum_{s=0}^{C^2 - 1} \binom{C^2 - 1}{s} \tilde{p}'^s (1 - \tilde{p}')^{C^2 - 1 - s} = \frac{\tilde{p}'}{p'}.$$

The next lemma considers the two-step process of first sampling $A_1, \ldots, A_z$, and then subsampling it to get $\tilde{A}_1, \ldots, \tilde{A}_z$, and shows that $\tilde{A}_1 \cup \cdots \cup \tilde{A}_z$ behaves as a subgraph of a binomial random graph.
Lemma 5.18. The graph \( \tilde{A}_1 \cup \cdots \cup \tilde{A}_z \) can be viewed as a subgraph of \( G(n, p'') \), where \( p'' = 1 - (1 - \tilde{p'})^z \approx z\tilde{p'} \approx \frac{p \log n}{C^2} \).

Proof. We couple the sampling process of \( \mathcal{A} := \tilde{A}_1 \cup \cdots \cup \tilde{A}_z \) with that of \( F \sim G(n, p'') \) in such a way that \( \mathcal{A} \subseteq F \). We sample \( F \) using multiple exposure by first sampling \( F_i \sim G(n, \tilde{p}') \) independently for each \( i \in [z] \), and then taking \( F := F_1 \cup \cdots \cup F_z \). We then define \( L_i \) in terms of \( F_i \) in the following way. For each \( \{u, v\} \in F_i \), add \( \{u, v\} \) to \( L_i \) if and only if there are two distinct blocks \( B, B' \in M_i \) such that \( u \in B \) and \( v \in B' \). Take \( L := L_1 \cup \cdots \cup L_z \).

Since \( L_i \subseteq F_i \) and therefore \( L = L_1 \cup \cdots \cup L_z \subseteq F_1 \cup \cdots \cup F_z = F \), it is enough to show that \( L_i \) is indeed distributed as \( \tilde{A}_i \). To do this, consider some \( E' \subseteq E(K_n) \). Firstly, if some \( \{u, v\} \in E' \) is such that there are no \( B, B' \in M_i \) with \( u \in B \) and \( v \in B' \), then \( \Pr[E(L_i) = E'] = \Pr[E(\tilde{A}_i) = E'] = 0 \). Next, since in both \( \tilde{A}_i \) and \( L_i \) the edges between different pairs of blocks are sampled independently, it is sufficient to show that for each complete bipartite graph \( D \) between two blocks \( B, B' \in M_i \) and for each \( D' \subseteq E(D) \),

\[
\Pr\left[E(\tilde{A}_i) \cap E(D) = D'\right] = \Pr\left[E(L_i) \cap E(D) = D'\right].
\]

We have that the edges of \( L_i \cap D \) behave precisely as in a random graph with edge probability \( \tilde{p}' \), so

\[
\Pr\left[E(L_i) \cap E(D) = D'\right] = \tilde{p}'|D'|(1 - \tilde{p}')^{C^2 - |D'|}.\]

On the other hand, for \( \tilde{A}_i \cap D \) we analyse two cases depending on whether \( D' \) contains at least one edge or not. If \( D' = \emptyset \), then, using that \( 1 - \tilde{p}' = (1 - \tilde{p'})^{C^2} \),

\[
\Pr\left[E(\tilde{A}_i) \cap E(D) = \emptyset\right] = \Pr\left[E(A_i) \cap E(D) = \emptyset\right] = (1 - \tilde{p}')^{C^2} = \Pr\left[E(L_i) \cap E(D) = \emptyset\right].
\]

If \( D' \neq \emptyset \), then

\[
\Pr\left[E(\tilde{A}_i) \cap E(D) = D'\right] = \Pr\left[E(\tilde{A}_i) \cap E(D) = D'|E(D) \subseteq E(A_i)\right] \cdot \Pr\left[E(D) \subseteq E(A_i)\right]
\]

\[
= \frac{\tilde{p}'|D'|(1 - \tilde{p}')^{C^2 - |D'|}}{\tilde{p}'} \cdot \tilde{p}' = \tilde{p}'|D'|(1 - \tilde{p}')^{C^2 - |D'|} = \Pr\left[E(L_i) \cap E(D) = D'\right].
\]

□

Lemma 5.19. For every \( 0 < \gamma < 1 \), w.h.p. the graph \( A_1 \cup \cdots \cup A_z \) is \((\gamma, p'')\)-upper-uniform, where \( p'' = 1 - (1 - \tilde{p'})^2 \approx \frac{p \log n}{C^2} \).

Proof. Consider some \( U \) and \( W \) with \( |U|, |W| \geq \gamma n \) and \( U \cap W = \emptyset \). Fix some \( i \in [z] \). Let \( X_i \) be the random variable which counts the edges between \( U \) and \( W \) in \( A_i \). For each copy \( D \) of \( K_{C, C} \) whose two parts are two blocks from \( M_i \) and which has at least one edge between \( U \) and \( W \), denote by \( X_D \) the number of edges from \( D \) contained in \( A_i \) with one endpoint in \( U \) and the other endpoint in \( W \). Note that \( X_i = \sum_D X_D \). Observe that the variables \( X_D \) are independent and take values between \( 0 \) and \( C^2 \). Since we are showing an upper bound, we can w.l.o.g.\(^5\) assume that each pair of vertices in \( (U, W) \) is covered by some \( D \), as otherwise we can add random variables \( X_D \) to the sum where each new \( D \) is the bipartite graph corresponding to just one uncovered pair of vertices. By Lemma 3.3 applied to \( X_i \), we get

\[
\Pr[X_i > E[X_i] + \frac{\gamma}{2} |U||W| \tilde{p}'] \leq e^{-\Theta(E[X_i])} \leq e^{-\Theta(n \log n)}.
\]

\(^5\)without loss of generality
It follows from a union bound over all $2^{2n}$ possible choices of $U,W$ and $z = \Theta(np)$ choices of $i \in [z]$ that w.h.p. for all $i \in [z]$, the upper bound $X_i \leq \mathbb{E}[X_i] + \frac{\gamma}{2}|U||W|p'$ holds. Thus, since

$$\mathbb{E}[X_i] \leq \sum_{u \in U, w \in W} \Pr[uw \in E(A_i)] \leq |U||W|p',$$

we have that

$$e_{A_i \cup \ldots \cup A_i}(U, W) \leq \sum_{i=1}^{z} X_i \leq \sum_{i=1}^{z} \left(\mathbb{E}[X_i] + \frac{\gamma}{2}|U||W|p'\right) \leq \left(1 + \frac{\gamma}{2}\right)|U||W|p'z.\]

On the other hand, $p'' = 1 - (1 - p')^2 \geq zp' - z^2(p')^2 = zp' - o(zp')$, so

$$e_{A_i \cup \ldots \cup A_i}(U, W) \leq (1 + \gamma)|U||W|p''.\]

The next technical lemma shows that the same edge is never in many $A_i$'s.

**Lemma 5.20.** With high probability, there are at most $n^2$ edges that occur in more than one $A_i$ and there are no edges that occur in at least 5 of them.

**Proof.** We have that for any two vertices $u, w$, $\Pr[uw \in E(A_i)] \leq p'$, so

$$\Pr[uw \text{ is in at least } k \text{ of the } A_i\text{'s}] \leq \binom{z}{k} (p')^k \leq (zp')^k = O(n^{2\log z + 2k}).$$

Let $X_k$ be the number of edges that are in at least $k$ of the $A_i$'s. Then $\mathbb{E}[X_k] = O(n^{2\log z + 2k})$. Setting $k = 5$, we get $\mathbb{E}[X_5] = O(n^{10\log z - 5}) = o(1)$, so by the first moment method w.h.p. $X_5 = 0$.

For $k = 2$, we apply Azuma's inequality (Theorem 3.1) with $t := n^{3/2}/2$, where the coordinates that influence $X_2$ are all the $O(n^{2\log z}) = O(n^{2.5 + \delta})$ potential complete bipartite graphs in the $A_i$'s (which are sampled independently). Note that each coordinate's effect is at most $C^2$. Then, since $\mathbb{E}[X_2] \leq n^{3/2}/2$

$$\Pr[X_2 > n^{3/2}] \leq \Pr[X_2 - \mathbb{E}[X_2] \geq t] \leq e^{-t^2/2O(n^{2.5 + \delta})} = e^{-\Omega(n^{0.5 - \delta})}.\]

We now introduce the concept of a densifier of some $A_i$, which is a structure that guarantees some density in one of the colours in $A_i$. The next lemma shows how to infer from the existence of sufficiently many densifiers in say red, that there are 21 linear-sized sets in $\Gamma$, all pairs of which are regular and dense in red. This is a key ingredient in the proof of Theorem 1.1 which shows that the induced cycles from the decomposition of $H$ can be embedded in the same colour as the bounded treewidth part.

**Definition 5.21 (A coloured $(C', \gamma, s, q)$-densifier).** Let $A_i$ be coloured in red and blue, and $S \subseteq V(A_i)$. Denote by $I = \{I_1, I_2, \ldots, I_{n_1}\}$ the copies of the independent set $I_C$ on $C$ vertices in $A_i$ that correspond to the blocks in $M_i$. Then a red $(C', \gamma, s, q)$-densifier of $A_i[S]$ consists of $q$ disjoint families $W_1, \ldots, W_q$ each containing $\gamma |C|^{1/2}$ independent sets, so that each $I \in W_k$ is such that $I \subseteq I_j \cap S$ for some $j \in [n_1]$ with $|I| = C'$, and all the $I$'s are vertex disjoint across all the $W_k$'s. Furthermore, for every pair $I \in W_k, I' \in W_{k'}$ with $k \neq k'$, there is no blue $K_{s,s}$ between $I$ and $I'$ in $A_i$ (see Figure 2).
Figure 2: A red densifier: Each family $W_k$ consists of a number of copies of $IC_{r'}$, each of which is a subset of some copy of $IC$ in $A_i$. Whenever two copies of $IC$ are connected by a complete bipartite graph in $A_i$, each subgraph of that graph induced by two copies of $IC_{r'}$ in different families $W_k$ and $W_{k'}$ contains no blue copy of $K_{s,s}$ and so most of its edges are red.

**Lemma 5.22.** Let $q \geq 1000$, $\alpha > \gamma > 0$ and $s \in \mathbb{N}$. For any $\mu \ll \varepsilon \ll \{\gamma, \alpha, q^{-1}\}$ and $C' \gg \{s, \mu^{-1}\}$, w.h.p. the following holds. Let $R \subset V(\Gamma)$ be a set of size $|R| = \alpha n$ and consider a colouring of $\Gamma$ such that for at least half of the $A_i$’s there exists a red $(C', \gamma, s, q)$-densifier of $A_i[R]$. Then there are disjoint subsets of vertices $V_1, \ldots, V_{21} \subset R$, each of size $m \geq \mu n$, such that each pair $(V_i, V_j)$ is $(\varepsilon, p'')$-regular in the red subgraph of $A_1 \cup \cdots \cup A_2$ with density at least $\tau p''$ for $\tau = \tau(\gamma, \alpha, q)$.

**Proof.** Let $A := A_1 \cup \cdots \cup A_2$. Let $\tau := \left(\frac{q^2}{30000\varepsilon^2}\right)^{21} \frac{\gamma^2}{10^8\alpha \varepsilon}$. Pick $t_0$ sufficiently large and let $T = T_{3.7}(t_0, \varepsilon)$ be the upper bound on the number of sets given by the sparse regularity lemma.

By Lemma 5.19, for all $\gamma' > 0$ the graph $A$ is w.h.p. $(\gamma', p'')$-upper-uniform. We apply Theorem 3.7 to the red subgraph of $A[R]$ with $\varepsilon$ and $t_0$ and get an equipartition $V_1, \ldots, V_i$ of $R$ with $t_0 \leq t \leq T$ such that all but $\varepsilon(t_0)$ pairs $V_i, V_j$ are $(\varepsilon, p'')$-regular in red, and such that each $V_i$ has size $|V_i| = m$.

Without loss of generality, $A_1, \ldots, A_{z/2}$ have an associated red densifier. Let $W_i = \{W_1, \ldots, W_q\}$ denote the $(C', \gamma, s, q)$-densifier of $A_i$ with $i \in [z/2]$ and let $V(W_j)$ be the vertices in independent sets in $W_j$. We now show several simple counting claims.

**Claim 2.** Let $\beta = \frac{\gamma}{30}$, suppose $i \in [z/2]$, and let $W_j \in W_i$. Then at least $\beta t$ of the $V_k$’s have the property that $|V_k \cap V(W_j)| \geq \beta |V_k|$. 

**Proof.** Suppose this is not the case. Note that $|V(W_j)| = \frac{2m}{\beta}$, so the total number of vertices contained in sets from $W_j$ is equal to $v(W_j) = \gamma n$. Then

$$\gamma n \leq \beta tm + (1 - \beta)t \beta m,$$

where the right hand side is an upper bound on the number of vertices in $W_j$, since the first term bounds the vertices in sets $V_k$ with intersection with $W_j$ at least $\beta m$, and the second term—all the others. This implies

$$\gamma \leq \beta \alpha + (1 - \beta)\beta \alpha \leq 2\beta \alpha,$$

where we used $mt = \alpha n$, thus contradicting our choice of $\beta$. $\square$

**Claim 3.** Suppose $i \in [z/2]$, let $W_j \in W_i$ and let $V_k$ be such that $|V(W_j) \cap V_k| \geq \beta |V_k| = \beta m$. Then at least $\beta m/2$ of the vertices of $V_k$ each belong to some $I \in W_j$ such that $|I \cap V_k| \geq \frac{C'}{127}$. 
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Proof. Suppose for contradiction that this is not the case. Then at least \( \frac{\beta m}{2} \) of the vertices of \( V_k \) belong to some \( I \in W_j \) such that \( |I \cap V_k| < \frac{C'}{12t} \). To cover those \( \beta m/2 \) vertices of \( V_k \), the number of such \( I \in W_j \) that are required is at least

\[
\frac{\beta m/2}{C'/(12t)} = \frac{6\beta m}{C'} = 2\gamma n/C' > |W_j|,
\]

contradicting the number of available \( I \in W_j \). □

For any 21 sets \( V^1, \ldots, V^{21} \) from the regularity equipartition, and \( i \in \{z/2\} \), we say that the pair \( \langle \{V^1, \ldots, V^{21}\}, A_i \rangle \) is nice if all pairs \( V^{2j}, V^{k} \) are regular in the red subgraph \( A^r \) of \( A \) and there are distinct sets \( W^{1}, \ldots, W^{21} \in W_i \), such that for every \( j \in \{21\} \) we have \( |V^{j} \cap V(W^{j})| \geq \beta m \). Note that the number of irregular 21-tuples \( V^1, \ldots, V^{21} \) (i.e. the tuples for which there is at least one pair \( V^{2j}, V^{k} \) that is not regular in \( A^r \)) is at most \( \varepsilon t^{21} \).

Claim 4. For \( \lambda := \left( \frac{q_{21}^2}{800\gamma \varepsilon} \right)^{21} \), there is a 21-tuple \( \{V^1, \ldots, V^{21}\} \) such that for at least \( \lambda z/2 \) of the \( A_i \)'s, \( \langle \{V^1, \ldots, V^{21}\}, A_i \rangle \) is nice.

Proof. Suppose for contradiction there is no such 21-tuple. Since there are \( \binom{21}{2} \) tuples in total, the number of nice pairs is then at most \( \binom{21}{2} \lambda z/2 \). Let us now show a lower bound on the number of nice pairs \( \langle \{V^1, \ldots, V^{21}\}, A_i \rangle \).

First, note that in each of the \((z/2)\) considered \( A_i \)'s, there are \( \binom{21}{2} \) tuples \( W^1, \ldots, W^{21} \in W_i \). Fix such a tuple \( W^1, \ldots, W^{21} \). By Claim 2, for each \( W^j \) there are at least \( \beta t \) of the \( V_k \)'s with \( |V_k \cap V(W^j)| \geq \beta m \). Thus, there are at least \( \binom{21}{2} \) tuples \( V^1, \ldots, V^{21} \), such that \( |V(W^j) \cap V^{2j}| \geq \beta m \) for each \( j \in \{21\} \). Among these, at most \( \varepsilon t^{21} \) tuples are irregular in \( A^r \). This gives rise to at least \( \frac{z}{2} \binom{21}{2} \left( \binom{\beta t}{21} - \varepsilon t^{21} \right) \beta^{21} \) nice pairs, but note that for each \( i \in \{z/2\} \), we have potentially counted each tuple \( V^1, \ldots, V^{21} \) multiple times. Namely, each tuple \( V^1, \ldots, V^{21} \) which forms a nice pair with \( A_i \) is counted at most \( 1/\beta^{21} \) many times since each \( V^k \) can have an intersection of size at least \( \beta m \) with at most \( 1/\beta \) many \( W_j \)'s in \( W_i \). Thus, there are at least \( \frac{z}{2} \binom{21}{2} \left( \binom{\beta t}{21} - \varepsilon t^{21} \right) \beta^{21} \) many nice pairs. Comparing this to the upper bound from above, we get

\[
\frac{z}{2} \binom{21}{2} \left( \binom{\beta t}{21} - \varepsilon t^{21} \right) \beta^{21} \leq \left( \frac{t}{21} \right) \lambda z/2.
\]

Thus, since \( \beta \gg \varepsilon \), this implies \( \frac{z^{21}}{21 \varepsilon^{21} t^{21}} \beta^{42} \leq \frac{\lambda z^{21}}{21 \varepsilon t^{21}} \), which boils down to \( \left( \frac{q_{21}^2}{800\gamma \varepsilon} \right)^{21} \leq 2\lambda \), contradicting our choice of \( \lambda \). □

Pick \( \{V^1, \ldots, V^{21}\} \) such that for at least \( \lambda z/2 \) of the \( A_i \)'s, the pair \( \langle \{V^1, \ldots, V^{21}\}, A_i \rangle \) is nice (assume w.l.o.g. these are \( A_1, \ldots, A_{\lambda z/2} \)). We now finish the proof of the lemma by showing that these \( V^1, \ldots, V^{21} \) are as desired.

Consider some \( V^a, V^b \) with \( a, b \in \{21\} \). Note that \( V^a, V^b \) is an \( (\varepsilon, p') \)-regular pair in \( A^r \). We show a lower bound for \( e_{A^r}(V^a, V^b) \). Consider some \( A_i \) such that \( \langle \{V^1, \ldots, V^{21}\}, A_i \rangle \) is nice. There must be some \( W^a, W^b \in W_i \) such that for each \( x \in \{a, b\} \), \( |V^x \cap V(W^x)| \geq \beta m \).

By Claim 3, this implies that at least \( \frac{\beta m}{2} \) of the vertices in \( V^x \) are in some \( I \in W^x \) such that \( |I \cap V^x| \geq \frac{C'}{12t} \). Call these \( I \)'s good for \( V^x \) and recall that each \( I \) is a subset of an independent set \( I_j \in \{I_1, \ldots, I_{n_1}\} \) on \( C \) vertices in \( A_i \).

For each \( I^a \) which is good for \( V^a \) and \( I^b \) which is good for \( V^b \) with \( I^a \subset I_j, I^b \subset I_h \), if \( j \neq h \), the probability that in \( A_i \) there is a complete bipartite graph between \( I_j \) and \( I_h \) is precisely \( p' \).

Consider some \( I^a, I^b \), which are good for \( V^a, V^b \) respectively, with a complete bipartite graph between their respective supersets \( I_j \) and \( I_h \) in \( A_i \). We know that there is no blue \( K_{s,s} \) between \( I^a \cap V^a \) and \( I^b \cap V^b \), so by Theorem 3.14, since \( \frac{C'}{12t} \gg s \), at least half of the edges between \( I^a \) and \( I^b \) are red.
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Let $X$ be the random variable counting the edges between all pairs $I^a, I^b$ with $I^a \in W^a$ and $I^b \in W^b$ which are good for $V^a$ and $V^b$ respectively and have distinct supersets $I_j \supset I^a$ and $I_h \supset I^b$ in $A_1$, then

$$E[X] = \sum_{I^a, I^b} |I^a \cap V^a||I^b \cap V^b|p' \geq \frac{1}{2} \left( \frac{\beta m}{2} \right)^2 p' = \Theta(n \log n),$$

where the inequality comes from the fact that at least $\beta m/2$ vertices in each $V^a$ and $V^b$ are in good $I^a$ and $I^b$ respectively; furthermore, for each good $I^a$, there is at most a constant number of vertices in $V^b$ that belong to the same superset $I_j \supset I^a$, and this is accounted for by the factor of $\frac{1}{2}$, which gives a generous lower bound. Note that at least $X/2$ of these $X$ edges are red. Letting $X_{j,h}$ denote the number of edges between all good pairs $I^a \in W^a, I^b \in W^b$ with $I^a \subset I_j$ and $I^b \subset I_h$, note that $X = \sum_{j \neq h} X_{j,h}$ and there are $\Theta(n^2)$ such $X_{j,h}$. Since with probability $p'$,

$$X_{j,h} = \sum_{\text{good } I^a \subset I_j, \text{good } I^b \subset I_h} |I^a \cap V^a||I^b \cap V^b|,$$

in which case $1 \leq X_{j,h} \leq |I_j \cap V^a||I_h \cap V^b| \leq C^2$, and $X_{j,h} = 0$ otherwise, we can apply Lemma 3.3. We get

$$Pr[X < \frac{E[X]}{2}] \leq e^{-\Theta(E[X])} = e^{-\Theta(n \log n)}.$$

By a union bound over all $2^{\Theta n}$ subsets $V^a$ and $V^b$ and all at most $2^C$ subsets $I^a$ of each $I_j \cap V^a$ and subsets $I^b$ of each $I_h \cap V^b$, we have that with probability $1 - e^{-\Theta(n \log n)}$ for a fixed $i \in \lfloor \gamma z/2 \rfloor$ we have $X \geq \frac{\beta^2 m^2}{16}$, so the number of red edges between $V^a$ and $V^b$ in $A_i$ is at least $\frac{\beta^2 m^2}{32}$. Thus $d_{A_i'}(V^a, V^b) \geq \frac{\beta^2 p'}{32}$, where $A_i'$ denotes the red subgraph of $A_i$. Moreover, since the probability of failure is sufficiently small, by a union bound we get that $d_{A_i'}(V^a, V^b) \geq \frac{\beta^2 p'}{32}$ for each $i \in \lfloor \gamma z/2 \rfloor$.

Since each edge is in at most 5 $A_i$’s by Lemma 5.20, we have

$$d_{A'}(V^a, V^b) \geq \frac{\gamma z}{2} \frac{\beta^2 p'}{2 \cdot 32} \geq \frac{\gamma^2 p''}{10^5 \alpha^2} = \frac{q^2 \gamma^2}{800 \alpha^2 e} \cdot \frac{\gamma^2 p''}{10^5 \alpha^2},$$

where we used Claim 4.

The following lemma shows that under certain conditions on $A := A_1 \cup \cdots \cup A_z$, regular pairs in $A$ remain regular after subsampling to get $\tilde{A}_1 \cup \cdots \cup \tilde{A}_z$. All of those conditions hold with high probability for an outcome of $A_1 \cup \cdots \cup A_z$, which we make use of in the choice of our host graph in the proof of Theorem 1.1.

**Lemma 5.23.** Let $0 < \gamma' \ll \varepsilon \ll \gamma$, and $\mu \gg \gamma'$, and let $K \in \mathbb{N}$. Let $A$ be a coloured outcome of the random graph distribution $A_1 \cup \cdots \cup A_z$, which is $(\gamma', p'')$-upper-uniform and contains $K$ disjoint sets of vertices $V_1, \ldots, V_K$ with $|V_i| = \mu n$, where the red subgraph of $A[V_i, V_j]$ is $(\varepsilon, p'')$-regular with density at least $\gamma p''$, for all $i \neq j$. Furthermore, assume that each $A_i$ has at most $n^2 p'$ edges, and that at most $n^3/2$ edges are in more than one $A_i$ and no edge is in at least five $A_i$’s. Then w.h.p the graph $\tilde{A} := \tilde{A}_1 \cup \cdots \cup \tilde{A}_z$ is such that the red subgraph of $\tilde{A}[V_i, V_j]$ is $(4\varepsilon, p'')$-regular with density at least $\gamma p''$.

**Proof.** We refer to the red subgraphs of $A, \tilde{A}, A_i, \tilde{A}_i$ for some $i \in [z]$ as $A', \tilde{A}', A'_i, \tilde{A}'_i$ respectively. Let $U, W$ be distinct sets among $V_1, \ldots, V_K$. We show that the statement is w.h.p. satisfied for $U, W$, which together with a union bound over all such pairs completes the proof.

**Claim 5.** Let $\nu > 0$, and let $U' \subseteq U$ and $W' \subseteq W$ with $|U'| \geq \varepsilon |U|$ and $|W'| \geq \varepsilon |W|$. Then w.h.p. $d'_{\tilde{A}'}(U', W') = (1 \pm \nu) \frac{p''}{p'} d_{A'}(U', W')$.
Proof. Since $A'[U, W]$ is an $(\varepsilon, p')$-regular pair, we have $|d_{A'}(U', W') - d_{A'}(U, W)| \leq \varepsilon p'$, so
\[ e_{A'}(U', W') \geq p'(\gamma - \varepsilon)|U'||W'| \geq p'(\gamma - \varepsilon)\varepsilon^2 \mu^2 n^2 = \Omega(p' n^2) = \Omega(n^{3/2 + \delta} \log n). \]

Now, for each $k \in [z]$, let $D_k$ denote the set of copies of complete bipartite graphs $K_{C, C}$ formed by two blocks in $A_k$. For each $D \in D_k$, denote with $X_D$ the random variable which counts the number of red edges in $\tilde{A}_k$ between $U'$ and $W'$ contained in $D$. Note that trivially $|D_k| \leq e(A_1) \leq n^2 p'$. Denote $Y_k = e_{A_k}(U', W')$ and observe that $Y_k = \sum_{D \in D_k} X_D$. By Lemma 5.17, we have that the expectation of $Y_k$ satisfies
\[ \mathbb{E}[Y_k] = \sum_{e \in E_{A_k}(U', W')} Pr[e \in E(\tilde{A}_k)] = e_{A_k}(U', W') \frac{\nu}{p'}.
\]

Furthermore, note that $Y_k$ can be viewed as a random variable on a product of probability spaces, where the coordinates are given by $X_D$, for each $D \in D_k$. Observe also that changing one coordinate can change $Y_k$ only by at most $C^2$.

We now want to bound $Y_k$ for each $k$, and for this we have two cases. In the first case, if $e_{A_k}(U', W') \leq (\log n)^{-\frac{3}{4}}|U'||W'||p'$, then clearly we have $Y_k \leq (\log n)^{-\frac{1}{4}}|U'||W'||p'|$. On the other hand, if $e_{A_k}(U', W') \geq (\log n)^{-\frac{3}{4}}|U'||W'||p'$, by Azuma’s inequality (Theorem 3.1), and setting $t = \nu \mathbb{E}[Y_k]/10$ we get
\[ Pr\left[Y_k \notin (1 \pm \nu/10)\mathbb{E}[Y_k]\right] \leq \exp\left(-\frac{\Omega(\mathbb{E}[Y_k]^2)}{2|D_k| C^4}\right) \leq \exp\left(-\Omega\left(\frac{(\log n)^{-\frac{1}{2}} n^4 p^2}{n^2 p'}\right)\right) \leq e^{-\Omega(n \sqrt{\log n})}.
\]

Now, a union bound over all $2^{2n}$ possible choices of $U', W'$ and $z$ choices of $k$ shows us that w.h.p. we have $Y_k \in (1 \pm \nu/10)\mathbb{E}[Y_k]$ for all $U'$, $W'$, and $A_k$ with $e_{A_k}(U', W') \geq (\log n)^{-\frac{1}{4}}|U'||W'||p'|$. Hence, having in mind the bounds from both cases, we get w.h.p. that
\[
e_{\tilde{A}_k}(U', W') \leq \sum_{k=1}^{z} e_{A_k}(U', W') \leq \sum_{k=1}^{z} \left(e_{A_k}(U', W') \frac{\nu}{p'} (1 + \nu/10) + (\log n)^{-\frac{1}{4}} n^2 p'\right) \\
\leq (1 + \nu/10) \left(e_{A'}(U', W') + 4n^\frac{3}{2}\right) \frac{\nu}{p'} + o(zn^2 p') \leq (1 + \nu) e_{A'}(U', W') \frac{\nu}{p'},
\]
where we used that the sum of all red edges between $U'$ and $W'$ over all the $A_k$’s overcounts $e_{A'}(U', W')$ by at most $4n^{3/2}$, and the fact that $\frac{\nu}{p'} \approx \frac{\nu}{p'}$ by Table 1. For the lower bound, we let $I \subseteq [z]$ be the set of indices $k$ for which $e_{A_k}(U', W') \geq (\log n)^{-\frac{1}{4}}|U'||W'||p'$ to get
\[
e_{\tilde{A}_k}(U', W') \geq \sum_{k=1}^{z} e_{A_k}(U', W') - 4n^\frac{3}{2} \geq \sum_{k \in I} \left((1 - \nu/10) e_{A_k}(U', W') \frac{\nu}{p'}\right) - 4n^\frac{3}{2} \\
\geq (1 - \nu/10) \frac{\nu}{p'} \left(e_{A'}(U', W') - z(\log n)^{-\frac{1}{4}}|U'||W'||p'|\right) - 4n^\frac{3}{2} \\
\geq (1 - \nu/5) \frac{\nu}{p'} e_{A'}(U', W') \geq (1 - \nu) \frac{\nu}{p'} e_{A'}(U', W'),
\]
using the condition on repeated edges across $A_i$’s, and that $\frac{\nu}{p'} \approx \frac{\nu}{p'}$ again. \qed
By Claim 5 we get that \( d^*_{A'}(U, W) \geq \gamma p''/2 \). Let \( U' \subseteq U \) and \( W' \subseteq W \), with \( |U'| \geq \varepsilon |U| \) and \( |W'| \geq \varepsilon |W| \). We apply Claim 5 to \( U' \) and \( W' \) with \( \nu := \varepsilon \), and use the triangle inequality to get

\[
|d^*_{A'}(U', W') - d^*_{A'}(U, W)| 
\leq d^*_{A'}(U', W') - \frac{\tilde{p}'' d^*_{A'}(U', W')}{p''} + \frac{\tilde{p}'' d^*_{A'}(U', W')}{p''} + d^*_{A'}(U, W) - d^*_{A'}(U', W') 
\leq \varepsilon \frac{\tilde{p}'' d^*_{A'}(U', W')}{p''} + \varepsilon p'' + \varepsilon \frac{\tilde{p}'' d^*_{A'}(U, W)}{p''} \leq 2\varepsilon (1 + \gamma') p'' + \varepsilon p'' \leq 4\varepsilon p'' ,
\]

where we used upper-uniformity in the penultimate inequality and the fact that \( A'[U, W] \) is \((\varepsilon, p'')\)-regular for bounding the middle term on the second line. \( \square \)

6 The proof

After having done a big part of the work in the previous sections, we are ready to put everything together to show Theorem 1.1.

We start by describing the key constants we use. We need the following inequalities to hold:

\[
\{ \eta^{-1}, c^{-1} \} \gg C \gg T_3 \gg \varepsilon_3^{-1} \gg C' \gg T_2 \gg \varepsilon_2^{-1} \gg T_1 \gg \varepsilon_1^{-1} \gg \ell \gg \delta^{-1} . \tag{6.1}\]

We can think of each \( T_i \) as the upper bound on the number of sets we get from an application of the sparse regularity lemma (Lemma 3.7) with \( \varepsilon_i \). Recall that \( \delta \) is the constant that determines how close the number of edges \( n^{2 + 2\delta} \) in the host graph \( \Gamma \) is to \( n^{3/2} \) (see Lemma 5.15). It is important to choose \( \ell \) to be an integer so that \( \delta > \frac{1}{\ell - 1} \), since we want \( \delta \) to be large enough to be able to embed cycles of length at least \( \ell \) later. The constant \( C \) is the size of the blocks in \( G^C(n, p) \) (see Section 5), whereas \( cn \) is the number of vertices of the cubic graph \( H \), which we are to embed in our \( n \)-vertex host graph. Finally, as indicated in Section 5.2, \( \eta n \) is the maximum number of vertices not covered by each block matching, and \( C' \) is a parameter of the densifiers that we will find (see Definition 5.21).

Let \( H \) be a cubic graph on \( cn \) vertices. We first apply Lemma 4.4 to \( H \) to obtain a decomposition into induced cycles of length at least \( \ell \) and an induced subgraph \( J \) with treewidth bounded by \( 2\ell \). Furthermore, there is a blow-up \( T \) of a tree \( T \otimes K_{400\ell} \), where \( T \) is of maximum degree \( 400\ell \), which contains the graph \( J \). We also may assume that \( |T| \leq cn \), as we have that \( v(H) \leq cn \).

Before diving into the proof, in the following subsection we state some results from [28] and corollaries of them used for embedding monochromatic blow-ups of trees in coloured host graphs. In particular, the host graphs which we use to apply those embedding theorems are the graphs \( A'_i \cup M_i \) defined in Section 5. Furthermore, the results from [28] imply that if we appropriately choose the host graph, then it either contains the required blow-up of a tree in one colour, or it satisfies a certain local density property in the other colour. For completeness, we include the slightly altered proofs from [28] in the appendix.

6.1 Monochromatic blow-ups of trees in coloured expanders

To state the necessary results, we will need the following definition.

**Definition 6.1.** We say that an \( n \)-vertex graph \( F \) is \( \alpha \)-joint if for every pair of disjoint sets \( S, T \subseteq V(H) \) with \( |S|, |T| \geq \alpha n \) we have \( e(S, T) > 0 \).

The following result, Theorem 6.3, can be shown by only slightly modifying the proof in [28], and for completeness we include its proof in the appendix. It states that every blow-up of a bounded degree tree can be found as a monochromatic copy in a constant blow-up of a third
power of an $\alpha$-joint graph. They state the result slightly differently, for a random $D$-regular
graph in place of an $\alpha$-joint graph, but this has little effect on the argument. We first need the
following definition.

**Definition 6.2.** Let $\mathcal{T}_{n,d}$ be the set of all trees with $n$ vertices and maximum degree at most $d$.
Furthermore, let $\mathcal{T}_{n,d}(k)$ be the family of all graphs $T \cong K_k$ where $T \in \mathcal{T}_{n,d}$.

Note that $\mathcal{T}$ belongs to $\mathcal{T}_{cn,400\ell}(400\ell)$.

**Theorem 6.3.** (Theorem 3.4 in [28]). Let $\alpha \ll c' \ll r^{-1} \ll \{k^{-1}, d^{-1}\}$. Let $\mathcal{G}$ be an $\alpha$-joint
graph on $n$ vertices. Then any red/blue colouring of $\mathcal{G}^3 \boxtimes K_r$ contains a monochromatic copy of
each graph in $\mathcal{T}_{\alpha n,d}(k)$. Furthermore, all graphs in $\mathcal{T}_{\alpha n,d}(k)$ can be found in $\mathcal{G}^3 \boxtimes K_r$ in the same
colour.

In the rest of the paper, we (evidently) rely on the various parts of our host graph construction,
so we refer the reader to Section 5, and in particular to Definition 5.14.

Given a small linear-sized subset $S$ of vertices of our host graph $T$, the following lemma shows the existence of a copy of $\mathcal{T}$ in either the red or the blue subgraph of $(A_i' \cup M_i)[S]$.

**Lemma 6.4.** Let $L = A_i' \cup M_i$ for some $i$. The following holds w.h.p. for each red/blue colouring of $L$. Let $S$ be a subset of $V(L)$ of size $|S| = \gamma n$ for $\gamma \gg c^{-1}$. Then either the red or the blue subgraph of $L[S]$ contains $\mathcal{T}$.

**Proof.** By Lemma 3.12 applied to the cliques in $M_i$ and the set $S$, we get a collection $\mathcal{B}$ of at
least $\gamma \frac{n^{2c}}{2c}$ disjoint cliques $B$ such that $B \subseteq S$ and $|B| = \gamma C/8$, where each $B$ is contained in a
distinct clique from $M_i$; here we also used that $M_i$ covers at least $(1 - \eta)n$ vertices where $\eta \ll \gamma$
by (6.1). Let $F$ be the subgraph of $G_i$ induced by the vertices of $G_i$ corresponding to cliques in $M_i$ which contain a set $B$ from $\mathcal{B}$.

Since the number of vertices of $F$ is $v(F) = |\mathcal{B}| \geq \frac{1}{2}v(G_i)$, we have that $F$ is $\alpha$-joint for all
constants $\alpha$. Indeed, since $G_i$ is a binomial random graph with expected degree logarithmic in
its number of vertices, w.h.p. every pair of linear-sized subsets of vertices has an edge in between
(by a standard Chernoff bound).

Now, look at the copy of the graph $F^3 \boxtimes K_{C/8}$ in $L$ corresponding to the cliques $\mathcal{B}$. Since $F$ is w.h.p. $\alpha$-joint for an arbitrarily small $\alpha$ (in particular also for $\alpha \ll c/C/\gamma$), we infer by Theorem 6.3, setting $c' = 2cC/\gamma$, $r = C/8$, $k = d = 400\ell$, that the considered copy of
$F^3 \boxtimes K_{C/8}$ in $L[S]$ either contains a red or a blue copy of $\mathcal{T}$. \hfill \Box

Now we show a proposition which states that for each $i$, either the blue subgraph of $A_i \cup M_i$
contains $\mathcal{T}$, or the red subgraph of $A_i \cup M_i$ satisfies a certain local density property. In order to do
that, we will need the following definition (which also appears in [28] and other prior work),
together with a theorem which is implicit in [28] and whose proof can be found in our appendix.

**Definition 6.5.** For integers $s$ and $m$, a graph $G$ with edge-colouring $\psi : E(G) \to \{\text{red, blue}\}$
and a vertex partition $(V_1, V_2, \ldots, V_m)$ of $G$, we define the following auxiliary colouring of $K_m$.
For vertices $i, j \in [m]$ of $K_m$, the edge $ij$ is coloured blue if the bipartite graph between $V_i$
and $V_j$ in $G$ contains a blue $K_{s,s}$, and red otherwise. This edge-colouring is referred to as the
$(G, \psi, s)$-colouring of $K_m$.

**Theorem 6.6.** (Proof of Theorem 3.4 in [28]). Fix integers $n_0$, $d$, $k$, $q$. Let $s = (d + d^2)k$ and
$m \geq 20n_0d^2q$. Let $K = T \boxtimes K_k$ for an $n_0$-vertex tree $T$ of maximum degree $d$. Suppose we are
given a graph $G$, a vertex partition $(V_1, V_2, \ldots, V_m)$ of $G$, and an edge-colouring $\psi : E(G) \to \{\text{red, blue}\}$ such that, for all $i \in [m]$, all the edges of $G[V_i]$ are present and are blue, and $|V_i| \geq s$.
If $G$ does not contain a blue copy of $K$, then there is a red copy of a complete $q$-partite graph in
the $(G, \psi, s)$-colouring of $K_m$, such that every part has size at least $\frac{m}{\sqrt{mq}}$. 
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Proposition 6.7. Let $\gamma = \frac{1}{10^{3}t_1}$. For every $\frac{10^{1}\varphi\rho C'}{\gamma} \leq \rho < \frac{n}{20}$, w.h.p. the following holds. Let $S$ be a subset of vertices of $\Gamma$ with $|S| = \gamma n$ such that the blue subgraph of $\Gamma|S$ does not contain $T$. Then for each $i$ one of the following is true:

(i) $A_i[S]$ contains a red $(C', \frac{\gamma\rho}{10^{10}t_1}, s, q)$-densifier \(^6\) with $s = (400\ell)^2(400\ell + 1)$ and $q = 1000$.

(ii) There are at least $\frac{|S|}{8C}$ cliques $B \in M_i$ such that $|B \cap S| \geq \gamma C/8$ and with some $B' \subseteq B \cap S$ of size at most $\rho C$ s.t. there is no blue $K_{C'}$ contained in $B \cap S - B'$.

Proof. For each $i \in [z]$, let $L_i = A_i \cup M_i$. As in the proof of Lemma 6.4, by Lemma 3.12 applied to the cliques in $M_i$ and the set $S$, we get a collection $B$ of at least $\gamma \frac{n}{20}$ disjoint cliques such that $B \in M_i$ and $|B \cap S| \geq \gamma C/8$. Let $F_i$ be the subgraph of $G_i$ induced by the vertices of $G_i$ corresponding to blocks in $B$.

Since the number of vertices of $F_i$ is $v(F_i) \geq \frac{\gamma}{2}[v(G_i)]$, it follows that $F_i$ is $\alpha$-joint for any constant $\alpha$. Indeed, since $G_i$ is a binomial random graph with expected degree logarithmic in its number of vertices, every pair of linear-sized subsets of vertices w.h.p. has an edge in between. More precisely, this holds with high probability for all $i \in [z]$ where $z \ll n$, as the probability that a pair of linear-sized sets in $G_i$ violates this property is super-exponentially small, and there are only exponentially many such pairs of sets in each $G_i$.

Now for each $i \in [z]$, look at the copy of the graph $F_i \boxtimes K_{\gamma C/8}$ in $L_i[S]$, corresponding to the cliques $B$. For each $v \in F_i$, we refer to the copy of $K_{\gamma C/8}$ that corresponds to $v$ in $F_i \boxtimes K_{\gamma C/8}$ as $B_i(v)$. Then one of the following occurs for each $i$:

(a) At least half of the vertices $v \in F_i$ are such that $B_i(v)$ contains at least $\rho C$ many vertex-disjoint blue copies of $K_{C'}$.

(b) At least half of the vertices $v \in F_i$ are such that $B_i(v)$ contains some $B'_i(v) \subseteq B_i(v)$ of size at most $\rho C$ so that $B_i(v) - B'_i(v)$ has no blue $K_{C'}$.

Indeed, one can remove blue copies of $K_{C'}$ from each $B_i(v)$ repeatedly until either at least $\rho C$ vertices are covered or there are no blue copies of $K_{C'}$ remaining.

If (b) holds, there are at least $\frac{v(F_i)}{2} \geq \frac{7\gamma}{8C}$ cliques $B_i(v)$ with $|B_i(v)| = \gamma C/8$, each a subset of a distinct block $B \in M_i$ which fulfills the requirements of (ii) with $B'_i(v)$ as $B'$, so we are done.

Otherwise, if (a) holds, we consider the subgraph $F'_i$ of $F_i$ induced by the vertices $v \in F_i$ such that $B_i(v)$ contains at least $\rho C$ many vertex-disjoint blue copies of $K_{C'}$. For each such $v$, let $B'_i(v) \subseteq B_i(v)$ be the subset of size at least $\rho C$ covered by copies of blue $K_{C'}$. Then consider the graph $F'_i \boxtimes K_{\rho C} \subseteq F_i \boxtimes K_{\gamma C/8}$ with the copies of $K_{\rho C}$ corresponding to the $B'_i(v)$'s. We apply Theorem 6.6 to $F'_i \boxtimes K_{\rho C}$ with the blue copies of $K_{C'}$ as a vertex partition $(V_1, \ldots, V_m)$ with

$$m := \frac{v(F'_i) \rho C}{2} \geq \frac{\gamma\rho n}{8C},$$

and with $q = 1000$, $d = k = 400\ell$, $n_0 = cn$, and $s = (s^2 + d)k$. We can do this as $m \geq \frac{\gamma\rho n}{8C} \geq 20cn(400\ell)^2 \cdot 1000$ and $C' \gg s$, by (6.1). Since the blue subgraph of $F'_i \boxtimes K_{\rho C}$ does not contain $T$, there is a red copy of a complete $q$-partite graph in the $(F'_i \boxtimes K_{\rho C}, \psi, s)$-colouring of $K_m$, such that every part has size at least $\frac{\gamma\rho n}{8C}$, where $\psi$ is the considered colouring of $\Gamma$ restricted to $F'_i \boxtimes K_{\rho C}$. This means that there are $q$ collections $W_1, \ldots, W_q$ of blue copies of $K_{C'}$, which are subsets of the copies of $K_{\rho C}$ and are also pairwise vertex-disjoint (even across different $W_i$'s).

Furthermore, the collections $W_1, \ldots, W_q$ have the property that $|W_i| = \frac{m}{5d^2q}$ and for every pair $X, Y$ with $X \in W_i$ and $Y \in W_j$ where $i \neq j$, there is no blue $K_{s,s}$ in the complete bipartite graph between $X$ and $Y$. This corresponds precisely to a red $(C', \frac{\gamma\rho}{10^{10}t_1}, s, q)$-densifier of $A_i[S]$, since

$$|W_i| \geq \frac{m}{5d^2q} \geq \frac{\gamma\rho n}{40C'v(400\ell)^2q} \geq \frac{\gamma\rho n}{10^{10}t_1^2 C'}. \quad \square$$

---

\(^6\)See Definition 5.21.
6.2 Embedding the cubic graph

**Proof.** [Proof of Theorem 1.1] We show that for every \( \delta > 0 \) there exists a \( c > 0 \), such that for every \( n \) large enough and every cubic graph \( H \) on \( cn \) vertices, there is an \( n \)-vertex host graph with at most \( n^{\frac{3}{2}+2\delta} \) edges that is Ramsey for \( H \).

We start by describing our host graph. Let \( \Gamma \) be an outcome of \( G \cup A_1' \cup \ldots \cup A_z' \) as defined in Section 5, where the graphs \( G_1, \ldots, G_z \), which give rise to \( A_1', \ldots, A_z' \), satisfy the following conditions: the conclusions of Lemmas 5.15, 5.19, 5.20, 5.22, 6.4, and Proposition 6.7 hold\(^7\), and additionally the following property holds. If we now take \( A_1, \ldots, A_z \) to be subgraphed from \( A_1, \ldots, A_z \) as in Definition 5.16, then with probability at least 0.9, the conclusions of both Lemma 3.9 and Theorem 3.11 hold for \( A_1 \cup \cdots \cup A_z \). Note that such \( G_1, \ldots, G_z \) exist by the same argument as the one used for fixing an outcome \( G \) of \( G^C(n,p) \) in the paragraph before Definition 5.14.

Let \( U \) be the largest subset of \( V(\Gamma) \) such that either the red or the blue subgraph of \( \Gamma[U] \) does not contain \( T \). We distinguish two cases, depending on whether \( U \) has size at most \( \frac{n}{10^9T_1} \) or not.

**Case I**

In the former case, we apply the sparse regularity lemma to \( \tilde{G} \) (recall that \( \tilde{G} \sim G(n, \tilde{p}) \) by Lemma 5.6) with \( \varepsilon_1 \) and a large enough \( t_1 \). Using a standard argument invoking Turán’s theorem and Ramsey’s theorem \([31]\), we obtain 21 sets \( V_1', \ldots, V_{21}' \) which are pairwise \((\varepsilon_1, \tilde{p})\)-regular and where each pair has density at least \( d := \gamma \tilde{p} \) in say red, where \( \gamma = 1/4 \). We remove the bad subset for each pair \( V_i', V_j' \) via Lemma 3.9 applied with some \( \varepsilon_1' \) such that \( \varepsilon_1 \ll \varepsilon_1' \ll \gamma \) (which is possible by (6.1)), and take the subsets given by Lemma 3.8 to get \( V_1, \ldots, V_{21} \), each of size \( n' \geq \frac{n}{2T_1} \), such that the red subgraph \( F \) of \( G \) on those vertices satisfies the following:

- \( d_F(v, V_j) \geq \frac{\tilde{n}d}{2} \) for each \( v \in V_i \) and \( i \neq j \).
- for all distinct \( i, j, h, g \) (but possibly \( h = g \)), for each \( v \in V_h, w \in V_g \), and any \( N_1 \subseteq N_F(v, V_i) \) and \( N_2 \subseteq N_F(w, V_j) \) of size \( |N_1| = |N_2| = \frac{\tilde{n}d}{2T_1} \), \( (N_1, N_2) \) and \( (N_1, V_j) \) are \((\varepsilon', p)\)-regular of density at least \( \frac{d}{2} \) in \( F \).

The first step of our embedding procedure is to embed the graph \( T \) in the red subgraph of \( \Gamma[V_{21}] \), which we can do since \( V_{21} \) is of size at least \( \frac{n}{2T_1} \). What is left is to use the remaining vertices in \( V_1, \ldots, V_{20} \) to embed the induced cycles from the decomposition. By definition, those induced cycles are such that every vertex in each of them has at most one neighbour in the previously embedded part of \( H \). So for each such vertex, the ‘candidate set’ (i.e. the set where this vertex can be embedded) in each \( V_i \) is of size at least \( \tilde{n}/2 \cdot 2 \). Now we use the technique developed in [15] to embed those graphs in \( V_1, \ldots, V_{20} \). The only difference in our case is that we start the embedding process with some candidate sets of vertices which have a neighbour in a graph from \( T \), which is precisely the set-up for using Theorem 3.11. We apply it with \( \varepsilon := \varepsilon_1' \), noting that \( \gamma \gg \varepsilon_1' \gg \varepsilon_1 \), which finishes the proof in this case.

**Case II**

In the latter case, there is some \( U \) of size \( |U| > \frac{n}{10^9T_1} \) such that either the red subgraph or the blue subgraph of \( \Gamma[U] \) does not contain \( T \). Suppose w.l.o.g. that this holds for the blue subgraph of \( \Gamma[U] \). Note that by Lemma 6.4, any subset \( U' \) of \( U \) of size \( \gamma n \) with \( \gamma \gg C^{-1} \) is such that the red subgraph of \( \Gamma[U'] \) contains \( T \).

We now restrict ourselves to a subset \( V' \) of \( U \) that has size precisely \( \gamma n \) where \( \gamma = \frac{1}{10^9T_1} \). Since the blue subgraph of \( \Gamma[V'] \) does not contain \( T \), we can apply Proposition 6.7. We do so with \( S := V' \) and \( \rho \) such that \( \varepsilon_2 \ll \rho \ll T_1^{-1} \). Note that the conditions for \( \rho \) can be satisfied by (6.1). We get that for each \( i \), one of the following holds

(a) \( A_i[V'] \) contains a red \((C', \frac{\rho}{10^9T_1}, s, q)\)-densifier with \( s = (400\ell)^2(400\ell + 1) \) and \( q = 1000 \)

---

\(^7\)As in Footnote 3, we specify the constants in the usage of these lemmas later.
(b) There are at least \( |V'|/8C \) cliques \( B \in M_i \) such that \( |B \cap V'| \geq \frac{C}{8 \cdot 10^2 T} \) and with some \( B' \subseteq B \cap V' \) of size at most \( \rho C \) s.t. there is no blue \( K_{C'} \) in \( B \cap V' - B' \).

We again distinguish between two cases, depending on whether at least \( z/2 \) of indices \( i \in [z] \) satisfy (a) or (b) (recall that \( z \) is the number of \( A_i \)'s).

If (a) is more common, we apply Lemma 5.22 with \( R := V' \), \( \alpha := \frac{1}{10^2 T} \), \( \gamma := \frac{10^4}{10^2 T} \), \( q := 1000, \mu := T_2^{-1} \), \( s := (400\ell)^2(400\ell + 1) \) and \( \varepsilon := \varepsilon_2 \), which we can do since \( C' \gg T_2 \) and \( T_2^{-1} \ll \varepsilon_2 \ll T_1^{-1} \). We get \( V'_1, \ldots, V'_{21} \) of size at least \( \mu n \), such that all pairs are \((\varepsilon_2, p^\prime)\)-regular in the red subgraph of \( A_1 \cup \cdots \cup A_4 \) with density at least \( \tau p^\prime \) where \( \tau = (T_1, \ell) \gg \varepsilon_2 \). Now we apply Lemma 5.23 to \( V'_1, \ldots, V'_{21} \) and get that all pairs are \((4\varepsilon_2, p^\prime)\)-regular with density at least \( \tau p^\prime \) in the red subgraph of \( A_1 \cup \cdots \cup A_4 \), which by Lemma 5.18 is a subgraph of \( G(n, p^\prime) \).

If (b) is more common, we apply Lemma 5.9 (possibly taking supersets of the sets \( B' \)) with \( R := V' \), \( \alpha := \frac{1}{10^2 T} \), \( \mu := T_3^{-1} \), \( \varepsilon := \varepsilon_3 \), which we can do since \( \{T_1, C'\} \ll \varepsilon_3^{-1} \ll \{C, T_3\} \). We get \( V'_1, \ldots, V'_{21} \) of size \( \mu n \), such that all pairs are \((\varepsilon_3, p)\)-regular in the red subgraph of \( G \) with density at least \( \tau_p \), where \( \tau = (C', T_1) \gg \varepsilon_3 \). Similarly to the previous paragraph, we now apply Lemma 5.10 to get that all pairs are \((4\varepsilon_3, p^\prime)\)-regular with density at least \( \tau p^\prime/2 \) in the red subgraph of \( G \), which by Lemma 5.6 is distributed as \( G(n, p^\prime) \).

In both cases, we can now proceed as in Case I, substituting \( p^\prime \) for \( p \) if (a) is more common. Furthermore, the density of the regular pairs in red is now \( \tau p^\prime/2 \) if (a) is more common or \( \tau p^\prime/2 \) if (b) is more common. This density is much larger than \( \varepsilon_2 p^\prime \) and \( \varepsilon_3 p \) respectively, which enables us to use the same embedding strategy as in Case I. For completeness, we provide the details below. Let \( \varepsilon := \varepsilon_2 \) and \( \pi := p^\prime \) if (a) is more common and \( \varepsilon := \varepsilon_3 \) and \( \pi := p \) if (b) is more common, and consider the appropriate \( \tau \) and \( \mu \), where \( d := \tau \pi \) is the density of the regular pairs and \( \mu n \) is the size of the sets \( V_i \). Finally, let \( G_0 = (A_1 \cup \cdots \cup A_4)[V'] \) if (a) is more common and \( G_0 = G[V'] \) if (b) is more common.

We remove the bad subset for each pair \( V'_i, V'_j \) via Lemma 3.9 applied with \( \varepsilon' \) such that \( \varepsilon \ll \varepsilon' \ll \tau \), and take the subsets given by Lemma 3.8 to get \( V'_1, \ldots, V'_{21} \), each of size \( \tilde{n} \geq \frac{\mu n}{2} \), such that the red subgraph \( F \) of \( G_0 \) on those vertices satisfies the following:

- \( d_F(v, V_j) \geq \tilde{n} d/2 \) for each \( v \in V_i \) with \( i \neq j \).
- for all distinct \( i, j, h, g \) (but possibly \( h = g \)), for each \( v \in V_h, w \in V_g \), and any \( N_1 \subseteq N_F(v, V_j) \) and \( N_2 \subseteq N_F(w, V_j) \) of size \( |N_1| = |N_2| = \frac{\tilde{n} d}{2\rho} \), \((N_1, N_2)\) and \((N_1, V_j)\) are \((\varepsilon', \pi)\)-regular of density at least \( \frac{d}{2} \) in \( F \).

Recall that any subset \( U' \subseteq V' \) of size \( \gamma n \) with \( \gamma \gg C^{-1} \) is such that the red subgraph of \( \Gamma[U'] \) contains \( T \). Since \( |V_{21}| \geq \frac{\mu n}{2} \gg C^{-1} n \), we can embed \( T \) in the red subgraph of \( \Gamma[V_{21}] \). What is left is to use the remaining vertices in \( V_1, \ldots, V_{20} \) to embed the induced cycles from the decomposition. For each vertex, the 'candidate set' (i.e. the set where this vertex can be embedded) in each \( V_i \) is of size at least \( \tilde{n} d/2 \). We apply Theorem 3.11 with \( \varepsilon := \varepsilon' \), noting that \( \tau \gg \varepsilon' \gg \varepsilon \), which finishes the proof.

\[ \square \]

### 7 Concluding remarks

In this paper we have shown that the size-Ramsey number of \( n \)-vertex cubic graphs is of order \( O(n^{3/2+o(1)}) \). In fact, our proof gives a stronger universality result—for any 2-colouring of the \( n^{3/2+o(1)} \) edges of our host graph, there is a colour class which contains all cubic graphs on \( n \) vertices. On the other hand, it is known that any graph which contains all \( n \)-vertex cubic graphs must have \( \Omega(n^{4/3}) \) edges, even without colouring (see [1]). Hence the optimal partition universal graph for the class of all \( n \)-vertex cubic graphs has at least \( \Omega(n^{4/3}) \) and at most \( n^{3/2+o(1)} \) edges, and it is not clear to us where the truth lies.
Going back to size-Ramsey numbers of $n$-vertex cubic graphs $H$, it might be true that in general $\hat{r}(H) = o(n^{3/2})$, but in that case an upper bound proof would require several distinct host graph constructions for different cubic graphs $H$. But it is even not completely clear that a general upper bound of $o(n^{3/2})$ should hold. Our proof technique reaches certain hard natural barriers, the most significant one being that at density $p = o(n^{-1/2})$, regularity inheritance between the candidate sets is no longer guaranteed. That was essential to our approach, as we relied on the regularity method and the KŁR conjecture to embed short cycles into the host graph. Therefore, if possible, pushing the upper bound below $n^{3/2}$ would certainly require new ideas and a different approach.

Recall that Kohayakawa, Rödl, Schacht and Szemerédi [31] showed that $\hat{r}(H) \leq n^2 - 1/\Delta + o(1)$ for all $n$-vertex graphs $H$ with maximum degree $\Delta$, which was improved to $\hat{r}(H) \leq n^2 - \frac{1}{\Delta - 1} + o(1)$ by Nenadov [35] in the special case when $H$ does not contain a triangle and when $\Delta \geq 5$. If one tries to generalize our approach to arbitrary bounded $\Delta$ to show a bound of $\hat{r}(H) \leq n^{2-1/(\Delta-1)+o(1)}$ with the appropriate modifications, everything goes through, except for the regularity inheritance of the candidate sets. More precisely, the candidate sets are now the common neighbourhoods of tuples of already embedded vertices, and hence it is significantly harder to make sure that those common neighbourhoods behave well in the sense of regularity inheritance, even though they will typically be of large enough size if one assumes edge probability $p = n^{-1/(\Delta-1)+o(1)}$. It is quite possible that by embedding the parts from the decomposition more carefully, one can control the choice of tuples so that regularity is still inherited, but we chose not to pursue this in this paper. It would certainly be interesting to see if this can be done.
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Appendix

For completeness, we provide details on some tools we use in the proof of our main theorem. Most of the exposition here follows closely [28], but we show the adjustments necessary for our applications.

We make use of a well-known result by Friedman and Pippenger [23]. For a graph $H$ and $X \subseteq V(H)$, let $\Gamma_H(X)$ be the set of vertices in $V(H)$ adjacent to some vertex in $X$. We say that a graph $H$ is $(s,d)$-expanding if for every set $X \subseteq V(H)$ with $1 \leq |X| \leq s$, it holds that $|\Gamma_H(X)| \geq d|X|$.

Lemma A.1 ([23]). If $H$ is a non-empty $(2n-2,d+1)$-expanding graph, then it contains every tree with $n$ vertices and maximum degree at most $d$.

The following lemma shows that if all sets of certain size $s$ expand well, then one can remove a small number of vertices to obtain a graph where all sets of size at most $s$ expand well.

Lemma A.2 (Lemma 3.1. in [18]). Let $G$ be a graph such that $|\Gamma_G(X)| \geq 3Kn$ for every subset $X \subseteq V(G)$ of size $|X| = s$, for some $s \in \mathbb{N}$ and $K \geq 1$. Then there exists a subset $B \subseteq V(G)$ of size $|B| < s$ such that $G - B$ is $(s,K)$-expanding.

The next lemma shows a connection between $\alpha$-joint graphs and expanding graphs.

Lemma A.3. Let $G$ be an $n$-vertex $\alpha$-joint graph for some $\alpha > 0$ and let $d \geq 1$. Then every induced subgraph of $G$ on at least $10\alpha dn$ vertices contains a non-empty $(\alpha n,d)$-expanding subgraph.

Proof. Let $G'$ be an induced subgraph of $G$ on at least $10\alpha dn$ vertices. Every subset $S$ of $\alpha n$ vertices of $G'$ has at least $10\alpha dn - 2\alpha n$ neighbours in $G'$, as there can be only be at most $\alpha n$ vertices outside of $S$ in $G'$ without a neighbour in $S$, since $G$ is $\alpha$-joint. So all sets $S$ of size $\alpha n$ have $|\Gamma_{G'}(S)| \geq \frac{10\alpha dn - 2\alpha n}{\alpha n} |S| \geq 8d|S|$. Now, by Lemma A.2, there is a subgraph of $G'$ on at least $10\alpha dn - \alpha n$ vertices, which is $(\alpha n,d)$-expanding.

\[ \Box \]
We need the following classic result.

**Lemma A.4** (Lovász Local Lemma [21]). For a set $\mathcal{E}$ of events, each of which has probability at most $p$ and is mutually independent of all but at most $d$ other events in $\mathcal{E}$, the following holds. Provided that $4pd \leq 1$, with positive probability no event in $\mathcal{E}$ occurs.

We also need a lemma from [28], which gives a dichotomy in $K_N$ between the containment of all trees in $\mathcal{T}_{n,d}$ on the one hand, and a complete $q$-partite graph on the other hand, for appropriately chosen $N$ with respect to $n, d, q$.

**Lemma A.5** (Lemma 3.1 in [28]). Fix integers $n, d, q$ and let $N \geq 20ndq$. In every red/blue-colouring of $E(K_N)$ there is either a blue copy of every tree in $\mathcal{T}_{n,d}$, or a red copy of a complete $q$-partite graph in which every part has size at least $\frac{N}{mdq}$.

The following definition is precisely the same as in [28]. For a tree $T$ with root $r$, define the truncation $T'$ of $T$ as the tree obtained from $T$ by removing each vertex $v$ at a positive even distance from $r$, and for each such $v$, adding an edge from the parent of $v$ to each child of $v$ in $T$. Observe that the maximum degree of $T'$ is at most $d^2$, where $d := \Delta(T)$.

The next lemma shows that, if $G[V_i]$ is a blue clique for all $i \in [m]$, the existence of a blue tree in the $(G, \psi, s)$-colouring of $K_m$ implies there is a blue blow-up of a related tree in $G$.

**Lemma A.6** (Lemma 3.2 in [28]). Fix integers $n_0, d, k, m$. Let $T$ be a tree in $\mathcal{T}_{n,d}$ rooted at $x_0$, and let $T'$ be the truncation of $T$. Let $s = (d + d^2)k$. Suppose we are given a graph $G$, a vertex partition $(V_1, V_2, \ldots, V_m)$ of $G$, and an edge-colouring $\psi : E(G) \to \{\text{red, blue}\}$ such that, for all $i \in [m]$, all the edges of $G[V_i]$ are present and are blue, and $|V_i| \geq s$. If there exists a blue copy of $T'$ in the $(G, \psi, s)$-colouring of $K_m$, then there exists a blue copy of $T' \boxtimes K_k$ in $G$.

The next theorem, which we use in the proof of Proposition 6.7, combines the two previous lemmas to show that if a colouring of a certain blow-up does not contain a blow-up of some bounded degree tree in one colour, then it is dense in the other colour.

**Theorem 6.6.** (Proof of Theorem 3.4 in [28]). Fix integers $n_0, d, k, q$. Let $s = (d + d^2)k$ and $m \geq 20nd^2q$. Let $\mathcal{K} = T \boxtimes K_k$ for an $n_0$-vertex tree $T$ of maximum degree $d$. Suppose we are given a graph $G$, a vertex partition $(V_1, V_2, \ldots, V_m)$ of $G$, and an edge-colouring $\psi : E(G) \to \{\text{red, blue}\}$ such that, for all $i \in [m]$, all the edges of $G[V_i]$ are present and are blue, and $|V_i| \geq s$. If $G$ does not contain a blue copy of $\mathcal{K}$, then there is a red copy of a complete $q$-partite graph in the $(G, \psi, s)$-colouring of $K_m$, such that every part has size at least $\frac{m}{mdq}$.

**Proof.** By Lemma A.6, since there is no blue copy of $T \boxtimes K_k$ in $G$, there is no blue copy of $T'$ in the $(G, \psi, s)$-colouring of $K_m$. Note that $T'$ belongs to $\mathcal{T}_{n_0, d^2}$. Now Lemma A.5 applied to $K_m$ tells us that there is a red copy of a complete $q$-partite graph in which every part has size at least $\frac{m}{mdq}$.

For a graph $F$, we denote by $F\{t\}$ the graph obtained from $F$ by replacing each vertex $v$ by an independent set $I(v)$ of size $t$, and every edge $vw$ by a complete bipartite graph between the sets $I(v)$ and $I(w)$.

**Lemma A.7** (Lemma 3.3 in [28]). Fix $t \geq 1$. Let $F$ be a graph with maximum degree $\Delta$. Let $F'$ be a spanning subgraph of $F\{t\}$ such that for every edge $vw \in E(F)$ there are at least $(1 - \frac{1}{8\Delta})t^2$ edges in $F'$ between $I(v)$ and $I(w)$. Then $F \subseteq F'$.

With all these ingredients at hand, we are now ready to show a modified version of a theorem in [28], which we use in the proof of Lemma 6.4.

**Theorem 6.3.** (Theorem 3.4 in [28]). Let $\alpha \ll e' \ll r^{-1} \ll \{k^{-1}, d^{-1}\}$. Let $\mathcal{G}$ be an $\alpha$-joint graph on $n$ vertices. Then any red/blue colouring of $\mathcal{G}^3 \boxtimes K_r$ contains a monochromatic copy of each graph in $\mathcal{T}_{c_n,d}(k)$. Furthermore, all graphs in $\mathcal{T}_{c_n,d}(k)$ can be found in $\mathcal{G}^3 \boxtimes K_r$ in the same colour.
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Proof. Let $t$ be a constant such that $\{k, d\} \ll t \ll r$, and let $s = (d^2 + d)k$. Let $A(v)$ be the copy of $K_r$ that corresponds to $v \in V(G)$. Denote $G^3 \boxtimes K_r$ by $G$. Fix an edge-colouring $\psi : E(G) \to \{\text{red}, \text{blue}\}$ of $G$.

Since we can assume that $r$ is at least the Ramsey number $r(t)$, for every $v \in V(G)$ we conclude that $A(v)$ contains a monochromatic copy of $K_t$, which we denote by $B(v)$. Now, let $W$ be the set of all vertices $v \in V(G)$ in which $B(v)$ is blue. By symmetry between blue and red, we can assume that $|W| \geq \frac{1}{2}|V(G)|$. Let $N = |W| \geq \frac{n}{2}$.

We define $B(W) = \bigcup_{v \in W} B(v)$ and take $\varphi$ to be the $(G[B(W)], \psi, s)$-colouring of $K_N$. If the blue subgraph of $K_N$ contains all trees in $\{T | T \in \mathcal{T}_{t, n,d}\}$, then by Lemma A.6, the blue subgraph of $G[B(W)]$ contains all graphs in $\mathcal{T}_{t, n,d}(k)$.

From now on, we assume the blue subgraph of $K_N$ does not contain all trees in $\{T | T \in \mathcal{T}_{t, n,d}\}$. Since each $T'$ in this family has $|\Delta(T')| \leq d^2$ and $N \geq 20c^tnd^2(2k + 1)$, by Lemma A.5 there is a family of sets $V_0, V_1, \ldots, V_{2k} \subseteq V(K_N)$, each of size at least $\frac{N}{20c^2(2k+1)}$, such that for each $i \neq j$, the complete bipartite graph between $V_i$ and $V_j$ in $K_N$ contains only red edges.

Let an $i$-matching in $G$ consist of edges each incident to one vertex in $V_0$ and to one vertex in $V_i$, where $i \in [2k]$. In what follows, we construct a set $S \subseteq V_0$ of size $|S| \geq 2^{-2k}|V_0|$ and $2k$ many $i$-matchings $\{M_i\}_{i=1}^{2k}$, each of which covers $S$. This is done inductively on $i$, taking $S_0 := V_0$ as the base case with $i = 0$. Suppose for some $j \leq 2k - 1$, we have a set $S_j \subseteq V_0$ such that $|S_j| \geq 2^{-j}|V_0|$ and $j$ many $i$-matchings $\{M_i\}_{i=1}^{j}$ such that $M_i$ covers $S_j$ for each $i \in [j]$. Take a maximum matching $M_{j+1}$ between $S_j$ and $V_{j+1}$. Suppose for contradiction that $M_{j+1}$ has less than $|S_j|/2$ edges. Consider the vertex sets $X \subseteq S_j$ and $Y \subseteq V_{j+1}$ consisting of all vertices that are not incident to edges in $M_{j+1}$. Note that by the maximality of $M_{j+1}$, there are no edges between $X$ and $Y$. Since $|X| \cdot |Y| \geq |S_j|/2 \geq 2^{-2k-2}|V_0| > \alpha n$, this contradicts $G$ being $\alpha$-joint. Therefore, at least $|S_j|/2 \geq |V_0| \cdot 2^{-(j+1)}$ vertices of $S_j$ are covered by $M_{j+1}$. Setting $S_{j+1} = V(M_{j+1}) \cap S_j$ at each step, we get the set $S := S_{2k}$ after 2$k$ steps, which has the desired properties.

Let $v_i \in V_i$ be the only neighbour of $v$ in $M_i$, where $v \in S$ and $i \in [2k]$. Since $|S| \geq 2^{-2k}|V_0| > 20c'(d + 1)n$, $G[S]$ contains all trees in $\mathcal{T}_{t, n,d}$ by Lemma A.3 and Lemma A.1, having in mind that $c' \gg \alpha$ which shows that $G$ is also $2c'$-joint. Let $T \boxtimes K_k$ be a member of $\mathcal{T}_{t, n,d}(k)$. Denote by $\tilde{T}$ the copy of $T$ as described which we can find in $G[S]$, and denote its vertex set by $U$. Pick a root $\tilde{r}$ of $\tilde{T}$ arbitrarily.

For each $v \in V(\tilde{T})$, define $S(v) = \{v_1, v_2, \ldots, v_k\}$ if the distance between $v$ and $\tilde{r}$ is even and $S(v) = \{v_{k+1}, v_{k+2}, \ldots, v_{2k}\}$ if it is odd. Since the vertices in $S(v)$ all belong to different partition classes $V_i$, each $S(v)$ is a red clique in $K_N$, and note that it is also disjoint from all other red cliques $S(u)$ with $u \in V(\tilde{T})$. For every edge $uv \in E(T)$, each edge of $K_N$ incident to a vertex $u'$ in $S(u)$ and another vertex $v'$ in $S(v)$ is red, since $u'$ and $v'$ cannot be in the same partition class $V_i$. Therefore, the graph induced by $\bigcup_{u \in U} S(v)$ in the red subgraph of $K_N$ contains a copy of $T \boxtimes K_k$. We now ‘transfer’ this copy to the red subgraph of $G[B(W)]$ coloured according to $\psi$. Notice that each edge in this copy of $T \boxtimes K_k$ is also an edge of $G^3$, because every two vertices $v_1, v_2 \in S(v)$ with $v \in V(\tilde{T})$ are at distance at most 2 in $G$, and every two vertices $u_1, u_2 \in S(u)$ with $uv \in E(\tilde{T})$ are at distance at least 3 in $G$.

By definition, for each $uv \in E(G^3)$ such that $\varphi(uv)$ is red in $K_N$, all edges between $B(u)$ and $B(v)$ are present in $G$, comprising a complete bipartite graph $G_{uv}$, and there is no blue copy of $K_{s,s}$ in $G_{uv}$. By Lemma 3.14, the number of blue edges in $G_{uv}$ is at most $(s - 1)^{1/s}(2t)^{2-1/s} + (s - 1) \leq 16 t^{2-1/s} \leq \frac{12}{100k}$. Let $F' := T \boxtimes K_k$ and let $F' \subseteq G$ be the union of all the red edges in $G_{uv}$ for all $uv \in E(F')$. From Lemma A.7 it follows that $F'$ contains a red copy of $T \boxtimes K_k$. Note that our choice of $T \in \mathcal{T}_{t, n,d}$ was arbitrary, so conditioned on the blue subgraph of $K_N$ not containing all trees in $\{T | T \in \mathcal{T}_{t, n,d}\}$, $G$ contains a red copy of every graph in $\mathcal{T}_{t, n,d}(k)$.  

