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Abstract—Long short-term memory (LSTM) is a robust recurrent neural network architecture for learning spatiotemporal sequential data. However, it requires significant computational power for learning and implementing from both software and hardware aspects. This paper proposes a novel LiteLSTM architecture based on reducing the computation components of the LSTM using the weights sharing concept to reduce the overall architecture cost and maintain the architecture performance. The proposed LiteLSTM can be significant for learning big data where time-consumption is crucial such as the security of IoT devices and medical data. Moreover, it helps to reduce the CO2 footprint. The proposed model was evaluated and tested empirically on two different datasets from computer vision and cybersecurity domains.
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I. INTRODUCTION

Sequential data modeling such as text, univariate time series, multivariate time series, audio signals, videos, genetic and amino acid sequences, and biological signals requires an apparatus that can recognize the temporal dependencies and relationships within the sequential data. The recurrent neural network (RNN) was first designed in the early 1980s as the first neural network approach that targeted sequential data problems [1]. The RNN has the capability to capture temporal dependencies due to its recurrent architecture in the sense that it recursively integrates the current new input into its self-previous output [2]. Since it has an unrestricted but fading memory for the past, it can utilize the temporal dependencies to influence the learning of the structure within the data sequences [3]. The RNN has been applied in different research areas such as handwriting recognition [2], speech recognition [4], [5], language modeling [6], [7], machine translation [8], action recognition [9], stock prediction [10], video classification [11], time series prediction [12], and mental disorder prediction [13].

However, the RNN has a significant weakness: its ability to learn long-term dependencies is limited due to the vanishing/exploding gradient problem. There are several attempts to solve the RNN major design problem and enhance its overall performance. The network loses the ability to learn when the error gradient is corrupted. To solve the vanishing/exploding gradient, extensions to the RNN architecture require adding an internal state (memory) that enforces a constant error flow through the RNN architecture stage. This constant error flow enhances the robustness of the error gradient over longer time scales. In addition, a gated control over the content of this internal state (memory) is also needed [14].

Nevertheless, this early LSTM model had major weaknesses. When it was first designed by Hochreiter and Schmidhuber [14], the LSTM model input data was assumed to be prior segmented into subsequences with explicitly marked ends that the memory could reset between each irreverent subsequences processing [14], [15]. Moreover, this LSTM architecture did not have an internal reset component in case of processing continual input streams. Therefore, when the LSTM processes continuous input streams, the state action may grow infinitely and ultimately cause the LSTM architecture to fail [15].

In 2000, [15] proposed a solution for the original LSTM problem that proposed in [14]. [15] added a forget gate beside the input and output gates into the LSTM architecture that resets the LSTM memory when the input is diversely different from the memory content and helps to remove the unnecessary information that the LSTM memory carries through the time. This LSTM approach [15] (known as standard LSTM or vanilla LSTM) is widely used to solve various problems such as speech recognition [4], [16]–[19], language modeling [20]–[23], machine translation [8], [24]–[26], time series classification [27], [28], image segmentation [29]–[31], and video prediction [24].

However, this model also has critical weaknesses. First, the architecture does not have a direct connection from the memory state to the forget, input, and output gates. Hence, there is no control from the memory to the gates that could assist in preventing the gradient from vanishing or exploding. Second, the CEC does not have influential conduct over the forget and input gates when the output gate is closed, which could negatively affect the model due to the lack of primary information flow within the model [32].

To handle these problems in the standard LSTM, in 2002, [32] added the peephole connections from the memory state cell to each of the LSTM forget, input, and output gates. The peephole connections allowed the memory state to exert some control over the gates, which reinforces the LSTM architecture and prevents the lack of information flow through the model during the situation that leads to the output gate.
being closed [32].

The peephole added a generalization element to the standard LSTM. However, the major weakness of this architecture is that it becomes cost expensive due to the significant increase in the number of trainable parameters, memory, processing, and storage requirements to train the model and maintain comparable accuracy performance to the LSTM.

Nevertheless, the is a still-growing interest to study and apply the LSTM architecture to solve various sequential problems in different research domains due to the LSTM outperforms the GRU when in several tasks, when problems have large training datasets [33]. Moreover, Greff et al. [33] in 2017 showed that the LSTM exceeds the GRU performance in language modeling-related tasks. On the other hand, in some problems where the training datasets are small, the GRU outperforms the LSTM using a smaller computation budget [34].

The era of big data requires robust tools to process large datasets. In addition, it requires accelerated time-consuming tools to process the data. Moreover, as the world tries to reduce the Carbon (CO2) footprint [35] by reducing the usage of high-performance hardware, the LSTM implementation requirements cost is considered as one of the major LSTM drawbacks.

Spatiotemporal prediction problems are challenging to solve, utilizing only a gated recurrent architecture. Implementing such models is quite expensive from both resources and value aspects as a large number of parameters, rapid processors, large processing memory, and memory storage are needed. In addition, such models demand considerable time to train, validate and test. Moreover, implementing such a model for real-time training is a challenge.

This paper attempts to evolve several computational aspects into a sophisticated performance level. This paper proposes a novel recurrent gated architecture: Lite long short-term memory (LiteLSTM) using one gate. The proposed LiteLSTM employs the concept of sharing weight among the gates introduced in the GRU [34] to reduce the model computation budget [36]. Also, it employs memory control over the gate using the peephole connection over the one gate. Besides, compared to the LSTM and GRU, the LiteLSTM has a smaller computation budget and implementation requirements, maintaining comparable accuracy. Furthermore, the LiteLSTM has a significant training time reduction compared to the LSTM due to the significant reduction in the computation budget.

II. LITE LSTM ARCHITECTURE

The proposed LiteLSTM aims to: reduce the overall implementation cost of the LSTM, solve the LSTM major problems, and maintain comparable accuracy performance to the LSTM. The architecture of the LiteLSTM consists of one trainable gated unit. We named the trainable gate the forget gate or network gate. The LiteLSTM has a peephole connection from the memory state to the forget gate, which preserves the memory state from the LSTM and keeps the CEC to avoid vanishing and/or exploding gradients.

Thus, the proposed LiteLSTM preserves the critical components of the LSTM as stated by [33] while reducing much of the parameter redundancy in the LSTM architecture. The LiteLSTM has a significant reduction in the number of trainable parameters that are required to implement the model. Therefore, the LiteLSTM reduced the training time, memory, and hardware requirements compared to the standard LSTM, peephole-based LSTM (pLSTM), and GRU architectures. Furthermore, the proposed LiteLSTM architecture preserves comparable prediction accuracy results to the LSTM. Figure 1 shows a detailed architecture of the unrolled (unfolded) LiteLSTM assuming non-stacked input.

The LiteLSTM formulas are created as follows: During the forward pass within the LiteLSTM at time step $t$ the total input $inp^{(t)}$, to the single forget gate $f^{(t)}$ is calculated by

$$inp^{(t)} = [W_{fx}, U_{fh}, W_{fc}][x^{(t)}, h^{(t−1)}, c^{(t−1)}] + b_f$$

where $inp^{(t)} \in \mathbb{R}^{n \times 1}$, and $\eta \times 1$ is the input vector $inp^{(t)}$, $x^{(t)}$ is the input at time $t$, $x^{(t)} \in \mathbb{R}^{n \times 1}$, $h^{(t−1)}$ is the output of the LiteLSTM architecture at time $t−1$, and the memory state cell at time $t−1$ denoted by $c^{(t−1)}$. Both $h^{(t−1)}, c^{(t−1)} \in \mathbb{R}^{n \times 1}$, $W_{fx}$, $U_{fh}$, and $W_{fc}$ are the weight sets. All three weight sets $W_{fx}$, $U_{fh}$, and $W_{fc}$ and biases $b_f$ are trainable. The square brackets indicate stacking. We will let $W_f = [W_{fx}, U_{fh}, W_{fc}]$. In addition, we let $I_f = [x^{(t−1)}, h^{(t−1)}, c^{(t−1)}]$.

We apply a squashing function $G$ to the net input as follows:

$$f_{gate}^{(t)} = G(inp^{(t)})$$

Depending on the application, the squashing function $G$ can be either the logistic sigmoid ($\sigma$) or hard sigmoid (hardSig) [37]. The values of $f^t$ falls in the range $[0, 1]$ or $[0, 1]$, depending on using the logistic sigmoid ($\sigma$) or hard sigmoid function, respectively. Assuming that case of selection the function as $\sigma$, the gate value $f^t$ is calculated by:

$$f^{(t)} = \sigma(W_f I_f + b_f),$$

Fig. 1. The operation level of the LiteLSTM architecture showing the weights of each component.
The input update (memory activation) equation is calculated by:

\[ g^{(t)} = \tanh (W_g I_g + b_g) \]  

where \( W_g = [W_{gx}, U_{gh}] \), and \( I_g = [x^{(t)}, h^{(t-1)}] \). The dimension in \( W_g \) is matching the dimension of the \( W_f \) that maintains the dimension compatibility within the architecture design.

Finally, the LiteLSTM output is calculated by:

\[ c^{(t)} = f^{(t)} \odot c^{(t-1)} + f^{(t)} \odot g^{(t)} \]  
\[ h^{(t)} = f^{(t)} \odot \tanh(c^{(t)}) \]

Table I shows a comparison between the architecture design and computation components of the RNN, standard LSTM, peephole-based LSTM (pLSTM), and the proposed LiteLSTM.

### III. Empirical Evaluation and Analysis

In this paper, the LiteLSTM has been empirically tested and evaluated in two different research domains: computer vision and anomaly detection in IoT. The MNIST [38] is used as the computer vision experiment dataset, and the IEEE IoT Network Intrusion Dataset [39] is used for anomaly detection in IoT tasks. To perform our experiments, we used an Intel(R) Core(YM) i7-9700 CPU @3.00GHz, 3000 Mhz processor, Microsoft Windows 10 OS, and 32 GB memory computer machine. We used Python 3.7.6, Keras 2.0.4, and Tensorflow 1.15.0.

The first empirical evaluation of the LiteLSTM was performed using the MNIST dataset, which consists of 70,000 images of handwritten digits between 0 and 9. The dataset is split into 60,000 data samples for training and 10,000 data samples for testing. The MNIST images were centered in a 28×28 image by computing the center of mass of the pixels. The input was reshaped to map the LSTM framework. For the training process, the batch size was set to 128 and the number of epochs to 20. The Adam optimizer with learning rate 10\(^{-3}\), \( \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \varepsilon = 1e - 07 \). Figure 2 shows the accuracy plots for each of the LiteLSTM and the state-of-the-art recurrent models. Table II shows the accuracy results of the different recurrent architectures and the LiteLSTM, where the time is measured in minutes. The RNN shows a significantly shorter training time. However, it has the lowest performance compared to the other recurrent architectures. The LiteLSTM shows an improvement in accuracy compared to the other recurrent architectures.

The second empirical evaluation of the LiteLSTM was performed using the IEEE IoT Network Intrusion Dataset. The dataset consists of 42 raw network packet files (pcap) at different time points. The IoT devices, namely SKT NUGU (NU 100) and EZVIZ Wi-Fi camera (C2C Mini O Plus 1080P), were used to generate traffic for IoT devices. The data contains normal traffic flow and different types of cyberattacks, namely: ARP spoofing attack, DoS (SYN flooding) attack, scan (host and port scan) attack, scan(port and OS scan) attack, UDP/ACK/HTTP Flooding of zombie PC compromised by Mirai malware, Mirai-ACK flooding attack, Mirai-HTTP flooding attack, and Telnet brute-force attack. In our experiments, we used a dataset to experiment with the LiteLSTM twice: first to detect whether an attack occurred or not (as a binary dataset) and another experiment to detect the type of the attack. We set the batch size to 32 and the number of epochs to 20. Table III shows the binary experimental results for the LiteLSTM and the recurrent architectures. Table IV shows the detection results of the LiteLSTM and the recurrent architectures for detecting different types of cyberattacks.
The proposed LiteLSTM architecture novelty lies in the following aspects. First, the LiteLSTM consists of one gate that serves as a multifunctional gate. Thus, the overall number of training parameters is reduced approximately by one-third of the LSTM or the peephole-LSTM. In addition, maintaining the peephole connection from the memory state cell to the existing gate maintains the control of the memory over the gate in contrast to the LSTM. The overall budget of implementing the LiteLSTM, including the training time, memory footprint, memory storage, and processing power, is smaller than the LSTM. We empirically evaluated the LiteLSTM using two datasets: MNIST and IEEE IoT Network Intrusion Detection datasets. Due to the optimized LiteLSTM architecture design, we were able to complete the empirical tasks using a computer processor without involving the GPU in the computational process. Thus, the LiteLSTM architecture helps to reduce the CO2 footprint. The LiteLSTM outperforms the accuracy of the recurrent architecture in different application domains. The proposed LiteLSTM architecture is an attractive candidate for future hardware implementation on small and portable devices, especially IoT devices.
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