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Abstract. We study asymptotic behaviors of Bayes type estimators and give sufficient conditions to obtain asymptotic limit distribution of estimation error. We assume polynomial type large deviation inequalities and prove asymptotic equivalence of estimation error of Bayes type estimator and that of M-estimator by the virtue of Ibragimov-Has’minskii’s theory. The results can be applied to several statistical models of diffusion processes and jump diffusion processes. In this paper, we focus on application to a statistical model of an ergodic diffusion process and give asymptotic normality and convergence of moments of the Bayes type estimator with a general loss function.
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1 Introduction

The theory of random fields of likelihood ratios is a powerful tool to investigate asymptotic behaviors of Bayes type estimators. This theory is initiated by Ibragimov and Has’minskii \cite{Ibragimov1981, Ibragimov1982, Ibragimov1983} and applied to statistical models of regular i.i.d. observations and white Gaussian noise models. After that, Kutoyants applied Ibragimov-Has’minskii’s theory to some statistical models including models of diffusion type processes and point processes. See Kutoyants \cite{Kutoyants1984, Kutoyants1986} for the details. Moreover, Yoshida \cite{Yoshida1988, Yoshida1990} introduced polynomial type large deviation inequalities and gave a scheme to obtain asymptotic properties of the M-estimator and the Bayes type estimator under some moment conditions of a contrast function and its derivatives. This scheme can be applied to many classes of statistical models and gives consistency, asymptotic (mixed) normality and convergence of moments of quasi-maximum likelihood estimators and Bayes type estimators. See Yoshida \cite{Yoshida1988, Yoshida1990} for an application to statistical models of ergodic diffusion processes, Ogihara and Yoshida \cite{Ogihara2009} for models of ergodic jump diffusion processes, Masuda \cite{Masuda2008} for models of Ornstein-Uhlenbeck processes driven by heavy-tailed symmetric Lévy processes, Uchida and Yoshida \cite{Uchida2010} for models of diffusion processes observed in a fixed interval, Ogihara and Yoshida \cite{Ogihara2011} for models of diffusion processes with nonsynchronous observations.

One of the most important motivations to study quasi-maximum likelihood estimators and Bayes type estimators is that these estimators are asymptotically efficient in several models. For statistical models of regular i.i.d. observations, we obtain minimax theorems for estimation errors and hence can define asymptotic efficiency of estimators. Since the maximum likelihood estimator and the Bayes estimator attain this bound, these estimators are asymptotically efficient. See Ibragimov and Has’minskii \cite{Ibragimov1983}. We also have asymptotic efficiency of quasi-maximum likelihood estimators and Bayes type estimators for some statistical models of diffusion processes with discrete observations. Jeganathan \cite{Jeganathan2001} extended the results of minimax theorems to statistical models satisfying the local asymptotic mixed normality (LAMN) property. Moreover, Gobet \cite{Gobet2000} proved the LAMN property for models of diffusion processes observed in a fixed interval and the estimators proposed in Genon-Catalot and Jacod \cite{Genon-Catalot2000} have the asymptotic minimal variance. Gobet \cite{Gobet2002} proved LAN property for statistical models of ergodic diffusion processes, and Ogihara \cite{Ogihara2010} gives the LAMN property and asymptotic efficiency of the quasi-maximum likelihood estimator and the Bayes type estimator proposed in Ogihara and Yoshida \cite{Ogihara2011} for models of diffusion processes with nonsynchronous observations in a fixed interval.
Yoshida [21, 22] applied the results of polynomial type large deviation inequalities to the Bayes type estimator for the quadratic loss function and obtained asymptotic properties of the estimator. The Bayes type estimator for the quadratic loss function can be obtained as a ratio of certain integrals with respect to the parameter, and hence can be specified asymptotic behaviors by using polynomial type large deviation inequalities. On the other hand, Ibragimov and Has’minskii [9] treated a wider class of loss functions. Though their results are for models for i.i.d. observations, we can apply their ideas to models satisfying polynomial type large deviation inequalities, and can prove asymptotic properties of Bayes type estimators for general loss functions, which is the subject of this paper.

In this paper, we prove asymptotic equivalence of the estimation error of the Bayes type estimator and that of the M-estimator. Thus we obtain the asymptotic distribution of the estimation error of the Bayes type estimator if we have an asymptotic distribution of the M-estimator. In particular, we see that the asymptotic distribution of the M-estimator does not depend on loss functions. These results can be applied to models of ergodic diffusion processes, diffusion processes observed in a fixed interval, ergodic jump diffusion processes and diffusion processes with nonsynchronous observation, and we obtain asymptotic (mixed) normality and convergence of moments for Bayes type estimators for general loss functions. Convergence of moments is important when we study the asymptotic expansion of estimators and information criteria. We focus on an application to models of ergodic diffusion processes in this paper.

This paper is organized as follows. Section 2 presents the theories of random fields of likelihood ratio and polynomial type large deviation inequalities, and we state our main results. Section 3 is devoted to an application of main results to statistical models of ergodic diffusion processes. The proofs of main results are in Section 4.

2 Main results

We first introduce Ibragimov-Has’minskii’s theory of random fields of likelihood ratios. For computational efficiency, it is reasonable to construct estimators separately for certain subspaces in some statistical models, as seen in Uchida and Yoshida [15] and Yoshida [22]. Therefore, we define our model so that it contains these situations.

Let $K \in \mathbb{N}$, $1 \leq k \leq K$, the parameter space $\Theta_k \subset \mathbb{R}^{d_k}$ be a bounded open set ($1 \leq k \leq K$) and $\Theta := \Theta_1 \times \Theta_2 \times \cdots \times \Theta_K \subset \mathbb{R}^d$, where $d = \sum_{k=1}^{K} d_k$. If $K \geq 2$, we assume $\Theta_1$ is a convex set for $1 \leq k \leq K$. Let $(X, \mathcal{A}, \{P_{\theta}\})$ be a statistical experiment. Let a random field $H_T : \Theta \times X \to \mathbb{R}$ be a $C^3$ function with respect to $\theta$ and continuously extended as a function on $\text{clos}(\Theta) \times X$ for $T > 0$, where $\text{clos}(\Theta)$ represents the closure of $\Theta$.

Let $\overline{\Theta}_k = \Theta_1 \times \Theta_{k+1} \times \cdots \times \Theta_K$, $\overline{\Theta}_k = (\theta_1, \theta_{k+1}, \cdots, \theta_K)$ and $\overline{\theta}_k = (\theta_1, \cdots, \theta_k)$ for any value $\theta = (\theta_1, \cdots, \theta_K) \in \Theta$, $a^k_\theta \in \text{GL}(d_k)$, $b^k_\theta = (\lambda_{\min}(a^k_\theta)^{-1} \cdots a^k_\theta)^{-1} \to \infty$, $\lambda_{\max}(a^k_\theta) \leq C_1(b^k_\theta)^{-1}$, where $\overline{T}$ represents transpose of a matrix and $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ represent the maximum and the minimum of eigenvalues of a matrix $A$, respectively.

The theory of Ibragimov-Has’minskii, Kutoyants and Yoshida works on a random field $Z^k_T$ defined by

$$Z^k_T(u_k; \overline{\theta}_{k-1}, \overline{\theta}_k, \overline{\theta}_{k+1}) = \exp\{H_T(\overline{\theta}_{k-1}, \overline{\theta}_k + a^k_T u_k, \overline{\theta}_{k+1}) - H_T(\overline{\theta}_{k-1}, \overline{\theta}_k, \overline{\theta}_{k+1})\}.$$

If $H_T$ is a likelihood function of i.i.d. observations, $Z^k_T$ is the original random field of likelihood ratio in Chapter I of Ibragimov and Has’minskii [9]. On the other hand, Yoshida [22] worked on $Z^k_T$ when $H_T$ is a general function and studied asymptotic properties of the M-estimator and the Bayes type estimator defined by $H_T$ when $T \to \infty$. M-estimator $\hat{\theta}$ is a random variable defined by

$$\hat{\theta} = \hat{T}_T = (\hat{\theta}^1_T, \cdots, \hat{\theta}^K_T) = \arg\max_{\theta \in \text{clos}(\Theta)} H_T(\theta).$$

If $H_T$ is the ‘true’ likelihood function of the statistical model, $\hat{T}_T$ is the maximum likelihood estimator, and if $H_T$ is a ‘quasi’-likelihood function, $\hat{T}_T$ is called a quasi-maximum likelihood estimator.

To define a Bayes type estimator, we consider a class of loss functions introduced in Section 1.2. of Ibragimov and Has’minskii [9]. For $p > 0$ and $1 \leq k \leq K$, let $W_{p,k}$ be a set of functions $w_k : \mathbb{R}^{d_k} \to [0, \infty)$ satisfying following four properties:

1. $w_k(0) = 0$ and $w_k(u_k)$ is continuous at $u_k = 0$ but not identically 0.
2. $w_k(u_k) = w_k(-u_k)$ for any $u \in \mathbb{R}^{d_k}$.
3. The sets \( \{u_k; w_k(u_k) < c\} \) are convex sets for all \( c > 0 \) and are bounded for all \( c > 0 \) sufficiently small.

4. There exists a constant \( C > 0 \) such that \( w_k(u_k) \leq C(1 + |u_k|^p) \) for \( u_k \in \mathbb{R}^{d_k} \).

Let \( W_p = \{(w_1, \cdots, w_K); w_k \in W_{p,k} \ (1 \leq k \leq K)\} \) and \( W = \cup_{p>0} W_p \).

The following is examples of loss functions in Section 1.2. of Ibragimov and Has’minskii [2].

**Example 1.**

1. Let \( p > 0 \) and \( w_k(u_k) = |u_k|^p \) for \( u_k \in \mathbb{R}^{d_k} \). Then we can easily see \( w_k \in W_{p,k} \).

2. Let \( A \) be a centrally-symmetric bounded convex set such that 0 is in the interior of \( A \) and \( w_k : \mathbb{R}^{d_k} \to [0, \infty) \) be defined by

\[
w_k(u_k) = \begin{cases} 0, & \text{if } u_k \in A, \\ 1, & \text{if } u_k \not\in A. \end{cases}
\]

Then we obviously have \( w_k \in \cap_{p>0} W_{p,k} \).

Let \( K \) be a compact subset of \( \Theta \), a prior density function \( \pi_k : \Theta_k \to [0, \infty) \) be a continuous function satisfying \( 0 < \inf_{\theta \in \Theta_k} \pi_k(\theta) \) and \( \sup_{\theta \in \Theta_k} \pi_k(\theta) \leq 1 \) for \( 1 \leq k \leq K \). Let \( \theta^* \in \Theta \) and \( w = (w_1, \cdots, w_K) \in W \). An adaptive **Bayes type estimator** \( \tilde{\theta}_T = (\tilde{\theta}_{T,1}, \cdots, \tilde{\theta}_{T,K}) \) is a random variable satisfying

\[
\tilde{\theta}_{T,k} = \tilde{\theta}_{T,k}(w) = \arg \min_{\theta} \int_{\Theta_k} w_k((a_k^{\theta})^{-1}(z_k - \theta_k)) \exp(H_T(\tilde{\theta}_{k-1}, \theta_k, \theta^*_{k+1})) \pi_k(\theta) d\theta_k \quad (1 \leq k \leq K),
\]

where \( \tilde{\theta}_{k-1} = (\tilde{\theta}_{T,1}, \cdots, \tilde{\theta}_{T,k-1}) \). If the loss function \( w \) is any function in Example 1 it is easy to see that an adaptive Bayes type estimator exists.

Adaptive estimation is an estimation method to reduce the calculation cost by calculating estimators separately for each \( \Theta_k \). In certain statistical models like models of ergodic diffusion processes or models of ergodic jump diffusion processes, we can adaptively calculate (quasi-)maximum likelihood estimators and Bayes (type) estimators with the same asymptotic variance as that of simultaneous estimation. See Uchida and Yoshida [19], Yoshida [22], Ogihara and Yoshida [17]. The usual simultaneous estimation is contained in our setting as the case \( K = 1 \).

Let \( \tilde{u}_T = (a_T^{-1})^{-1}(\tilde{\theta}_T - \theta^*_T), \tilde{w}_T = (a_T^{-1})^{-1}(\tilde{\theta}_T(w) - \theta^*_T) \), \( \tilde{u}_T = (\tilde{u}_{T,1}, \cdots, \tilde{u}_{T,K}) \), \( \tilde{w}_T = (\tilde{w}_{T,1}, \cdots, \tilde{w}_{T,K}) \), \( U_T(\theta^*_T) = \{ u_k \in \mathbb{R}^{d_k}; a_k^{\theta^*_T} + a_k^{u_k} \in \Theta_k \}, V_T^{(r)}(\theta^*_T) = \{ u_k \in U_T(\theta^*_T); r \leq |u| \} \) and \( \psi_T(z) = \int_{U_T(\theta^*_T)} w_k(u_k - z)Z_T^{(r)}(u_k; \theta^*_k, \theta^*_{k+1}) \pi_k(\theta^*_k) a_k^{u_k} d\theta_k \).

Moreover, we define a random bilinear form \( \Gamma_T^k(\theta^*_k, \theta^*_{k+1}); \mathbb{R}^{d_k} \times \mathbb{R}^{d_k} \times \mathcal{X} \to \mathbb{R} \)

\[
\Gamma_T^k(\theta^*_k, \theta^*_{k+1}) = -\partial_{\theta^*_k} H_T(\tilde{\theta}_{k-1}, \theta^*_k)[a_k^{u_k}, a_k^{u_k}] .
\]

To avoid redundancy, we denote by \( T_0 \) a positive constant varying from line to line.

We will state assumptions to obtain asymptotic properties of the Bayes type estimator \( \tilde{\theta}_T \). We will consider uniform estimates in \( \theta^* \in \mathcal{K} \) to obtain convergence results of the estimator uniformly in \( \theta^* \in \mathcal{K} \). The first one is so-called polynomial type large deviation inequalities. Let \( p > 0 \).

**[A1]** For \( 1 \leq k \leq K \), there exists \( L > 1 \) and \( D_k > d_k + p \) such that

\[
\sup_{\theta^* \in \mathcal{K}} P_{\theta^*} \left[ \sup_{u_k \in V_T^{(r)}(\theta^*_k)} Z^T_{k}(u_k; \tilde{\theta}_{k-1}, \theta^*_k, \theta^*_{k+1}) \geq \frac{C_1}{r^{(d_k+p)}} \right] \leq \frac{C_2}{r^{p}} \quad (r > 0).
\]

This condition enables us to estimate tail probability of the estimation error and plays an important role in the proof of asymptotic properties of the Bayes type estimator. Sufficient conditions of [A1] can be found in Yoshida [22]. He proved these inequalities by assuming some conditions on \( H_T \) and its derivatives.

Moreover, we assume the following conditions \([A2] - [A4]\) with respect to \( \Gamma^k \) and the derivatives of \( H_T \).

**[A2]** For \( 1 \leq k \leq K \), \( \{ \partial_j^T \}^{-1} \sup_{\theta^*_k \in \mathcal{K}} |\partial_j^T H_T(\tilde{\theta}_{k-1}, \theta^*_k, \theta^*_{k+1})| \}

\[
\sup_{\theta^* \in \mathcal{K}} P_{\theta^*} \left[ \left( \partial_j^T \right)^{-1} \sup_{\theta^*_k \in \mathcal{K}} |\partial_j^T H_T(\tilde{\theta}_{k-1}, \theta^*_k, \theta^*_{k+1})| > M \right] < \epsilon .
\]
Moreover, $\Gamma_k(\vec{x}_{k+1}, \theta^*)$ is tight uniformly in $\theta^* \in \mathcal{K}$ and $\Gamma_{\hat{T}}(\theta^*, \vec{x}_{k+1}) \to \Gamma_k(\vec{x}_{k+1}, \theta^*)$ as $T \to \infty$ in $P_{\theta^*}$-probability uniformly in $\theta^* \in \mathcal{K}$.

[A3] For $1 \leq k < l \leq K$, $\sup_{\theta \in \Theta} |\bar{b}_{0k} \partial_{\theta} H_T(\bar{\theta}_k, \theta_k)a_k^*| \to 0$ in $P_{\theta^*}$-probability uniformly in $\theta^* \in \mathcal{K}$.

[A4] At least one of the following two conditions holds true.

1. $\mathcal{K} = \{\theta^*\}$ for some $\theta^* \in \Theta$ and $\Gamma_k(\vec{x}_{k+1}, \theta^* > 0$, $P_{\theta^*}$-a.s. for $1 \leq k \leq K$.

2. $\mathcal{X}$ is a Polish space, $\mathcal{A}$ is the sets of all Borel subsets of $\mathcal{X}$, $\Gamma_k(\vec{x}_{k+1}, \theta^*)$ is continuous with respect to $x \in \mathcal{X}$ for $\theta^* \in \mathcal{K}$, and $\{P_{\theta^*}\}_{\theta^* \in \mathcal{K}}$ is continuous with respect to weak topology. Moreover, for any $\epsilon, \delta > 0$, there exist $\eta > 0$ such that $\sup_{\theta^* \in \mathcal{K}} P_{\theta^*}[\lambda_{\min}(\Gamma_k(\vec{x}_{k+1}, \theta^*)) \leq \eta] < \epsilon$ and

$$\sup_{\theta^* \in \mathcal{K}} \sup_{\theta^* \in \mathcal{K}} P_{\theta^*}[|\Gamma_k(\vec{x}_{k+1}, \theta^*) - \Gamma_k(\vec{x}_{k+1}, \theta^*)| > \delta] < \epsilon$$

for $1 \leq k \leq K$.

Condition [A4] is a condition on $\Gamma_k$. If $\mathcal{K}$ consists of one point, that is, we do not consider uniform convergence, then we need only nondegeneracy of $\Gamma_k$. However, we need more conditions on $\Gamma_k$ to obtain uniform convergence. Conditions [A2] and [A4] 1. are usually obtained when we prove polynomial type large deviation inequalities by the scheme of Yoshida [22]. We can easily verify Condition [A3] for statistical models of ergodic diffusion processes and ergodic jump diffusion processes. See Yoshida [22] and Oghihara and Yoshida [17]. Moreover, this condition is nothing if $\mathcal{K} = 1$. Since we obtain an explicit form of $\Gamma_k$ for several statistical models, Condition [A4] 2. is often not difficult to verify.

We also assume the following condition for the loss function.

[A5] For any $M > 0$, there exists $M' > 0$ such that

$$\sup\{w_k(u_k); |u_k| \leq M\} = \inf\{w_k(u_k); |u_k| \geq M'\} \leq 0$$

for $1 \leq k \leq K$.

This type of condition is necessary to obtain asymptotic properties of Bayes estimator in models of i.i.d. observation. See Theorem 5.2. in Chapter I of Ibragimov and Has’minskii [9].

Finally, we assume some conditions on the M-estimator and the Bayes type estimator.

[A6] The sequence $\{\hat{u}_T\}_{T \geq T_0}$ is $P_{\theta^*}$-tight uniformly in $\theta^* \in \mathcal{K}$.

[A7] An adaptive Bayes type estimator $\hat{\theta}_T$ exists $P_{\theta^*}$-a.s. for any $\theta^* \in \mathcal{K}$ and $T \geq T_0$.

Theorem 1. Let $p > 0$ and $w \in \mathcal{W}_p$. Assume [A1-p] and [A2]-[A7]. Then $\hat{u}_T(w) - \hat{u}_T \to 0$ as $T \to \infty$ in $P_{\theta^*}$-probability uniformly in $\theta^* \in \mathcal{K}$.

This theorem implies that if we specify the asymptotic distribution of the estimation error of M-estimator, the estimation error of Bayes type estimator converges to the same limit.

We consider convergence of moments in the following. Let $\eta \in (0, 1)$.

[C1] There exists $r_0 > 0$ such that the loss function $w_k$ satisfies

$$\inf_{r \geq r_0; \inf |z| \geq r} (w_k(u_k - z) - w_k(u_k)) \geq 0$$

for $1 \leq k \leq K$.

[C2] There exist $L_1 > q/\eta$ and $\{C_R\}_{R \geq 0} \subset (0, \infty)$ such that

$$\sup_{\theta^* \in \mathcal{K}; T \geq T_0} \left[ P_{\theta^*} \left( \inf_{|u_k| \leq R} \log(Z_T^k(u_k; \vec{x}_{k-1}, \theta_k, \vec{x}_{k+1})) \leq -r \right) \right] \leq \frac{C_R}{R^{L_1}}$$

for any $R > 0$ and $r > 0$. 
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scheme of Yoshida \[22\]. Condition \[22\] is another version of polynomial type large deviation inequalities, and also proved by the scheme of Yoshida \[22\]. It is easy to see that \( [C1-\eta] \) implies \([A5]\) for any \( \eta \in (0, 1) \).

We denote by \( E_{\tilde{\Theta}} \) the expectation with respect to \( \tilde{\Theta} \).

**Theorem 2.** Let \( \eta \in (0, 1), q > 1 \) and \( w \in W \). Assume \([A1-p], [A2]-[A7]\). Then \( L(\tilde{\Theta}T(w) | P_{\tilde{\Theta}}) \rightarrow L(\tilde{\Theta}T(w) | \tilde{P}_{\tilde{\Theta}}) \) as \( T \rightarrow \infty \) uniformly in \( \theta^* \in K \).

1. Let \( p > 0 \) and \( w \in W_p \). Assume \([A1-p], [A2]-[A7]\). Then \( L(\tilde{\Theta}T(w) | P_{\tilde{\Theta}}) \rightarrow L(\tilde{\Theta}T(w) | \tilde{P}_{\tilde{\Theta}}) \) as \( T \rightarrow \infty \) uniformly in \( \theta^* \in K \).

2. Let \( \eta \in (0, 1), q > 1 \) and \( w \in W \). Assume \([A2]-[A4], [A6], [A7], [C1-\eta], [C2-\eta], [C3-\eta] \) and \( \inf_{\theta_1 \in \Theta_1} \pi_k(\theta_k) > 0 \) for \( 1 \leq k \leq K \). Then \( E_{\tilde{\Theta}}[ f(\tilde{\Theta}T(w)) ] \rightarrow E_{\tilde{\Theta}}[ f(\tilde{\Theta}) ] \) uniformly in \( \theta^* \in K \) for any continuous function \( f \) satisfying \( \lim_{|u| \rightarrow \infty} |f(u)||u|^{-q} < \infty \).

**3. An application to ergodic diffusion processes**

We will see an application of our results to statistical models of ergodic diffusion processes. We consider the setting of Yoshida \[22\].

Let \( (\Omega, \mathcal{F}, P) \) be a probability space and \( F = \{ \mathcal{F}_t \}_{t \geq 0} \) be a filtration. We consider a \( m \)-dimensional \( F \)-adapted process \( X = \{ X_t \}_{t \geq 0} \) satisfying the following stochastic differential equation:

\[
dX_t = a(X_t, \theta^*_1)dt + b(X_t, \theta^*_2)dW_t, \quad t \geq 0,
\]

where \( \{ W_t \}_{t \geq 0} \) is an \( r \)-dimensional \( F \)-standard Wiener process, \( a : \mathbb{R}^m \times \Theta_1 \rightarrow \mathbb{R}^m \) and \( b : \mathbb{R}^m \times \Theta_1 \rightarrow \mathbb{R}^m \otimes \mathbb{R}^r \)

are Borel functions. \( \theta^*_1 \in \Theta_1 \) and \( \theta^*_2 \in \Theta_2 \) are unknown parameters. We assume that \( \Theta_1 \subset \mathbb{R}^{d_1} \) and \( \Theta_2 \subset \mathbb{R}^{d_2} \) are bounded convex open sets satisfying Sobolev’s inequalities, that is, for \( i = 1, 2 \) and any \( p > d_i \), there exists \( C > 0 \) such that

\[
\sup_{x \in \Theta_i} |f(x)| \leq C \sum_{k=0}^{\infty} \| \partial^k_{x} f(x) \|_p, \quad (f \in C^k(\Theta_i)).
\]

It is the case if \( \Theta_1 \) and \( \Theta_2 \) have Lipschitz boundaries. See Adams \[11\], Adams and Fournier \[2\]. We also assume that \( \Theta \) satisfies Sobolev’s inequalities. The distribution of \( X_0 \) may depend on \( \theta^* = (\theta^*_1, \theta^*_2) \).

Let \( B(x, \theta_1) = bb^\top(x, \theta_1) \). We assume the following conditions.

**[D1]**

1. \( E[|X_0|^q] < \infty \) for any \( q > 0 \).
2. \( B(x, \theta_1) \) is elliptic uniformly in \( (x, \theta_1) \).
3. The derivatives \( \partial_{\theta_2}^i a \) and \( \partial_{\theta_2}^i \partial_{\theta_1}^j b \) exist and continuous, and there exists constant \( C > 0 \) such that

\[
\sup_{\theta_2 \in \Theta_2} |\partial_{\theta_2}^i a(x, \theta_2)| \leq C (1 + |x|)^C, \quad \sup_{\theta_1 \in \Theta_1} |\partial_{\theta_1}^j b(x, \theta_1)| \leq C (1 + |x|)^C
\]

for any \( x \in \mathbb{R}^m, 0 \leq i \leq 4 \) and \( 0 \leq j \leq 2 \). Moreover, \( a \) and \( b \) can be extended to continuous functions on \( \mathbb{R}^m \times \text{clos}(\Theta_2) \) and \( \mathbb{R}^m \times \text{clos}(\Theta_1) \), respectively.
4. There exists a constant $C > 0$ such that
\[
\sup_{\theta_2 \in \Theta_2} |a(x_1, \theta_2) - a(x_2, \theta_2)| + \sup_{\theta_1 \in \Theta_1} |b(x_1, \theta_1) - b(x_2, \theta_1)| \leq C |x_1 - x_2|
\]
for $x_1, x_2 \in \mathbb{R}^m$.

[D2] There exists a positive constant $c$ such that
\[
\sup_{t \geq 0} \sup_{A \in \sigma(X_t, s \leq t), B \in \sigma(X_t, s \geq t + h)} |P[A \cap B] - P[A]P[B]| \leq c^{-1} \exp(-ch) \quad (h > 0).
\]
Condition [D2] implies ergodicity of $X$: there exists an invariant measure $\nu$ for $X$ such that
\[
\frac{1}{T} \int_0^T g(X_t)dt \to \int_{\mathbb{R}^m} g(x)\nu(dx)
\]
as $T \to \infty$ for any bounded measurable function $g$.

We consider estimation of the parameter $\theta = (\theta_1^1, \theta_1^2)$ by discrete observations $\{X_{ih_n}\}_{i=0}^n$ of $X$, where $h_n$ is a positive number satisfying $h_n \to 0$, $nh_n \to \infty$ and $nh_n^2 \to 0$ as $n \to \infty$. Moreover, we assume that there exists a constant $\epsilon_0 > 0$ such that $nh > n^{\epsilon_0}$ for sufficiently large $n$.

Yoshida [22] considered a quasi-likelihood function $H_n(\theta)$ defined by
\[
H_n(\theta) = - \frac{1}{2} \sum_{i=1}^n \left\{ \frac{B(X_{i-1}h_n, \theta_1^1)}{h} (X_{ih_n} - X_{i-1}h_n - ha(X_{i-1}h_n, \theta_2^2)) \otimes 2 \right\} + \log \det B(X_{i-1}h_n, \theta_1^1) \Big\}.
\]

The quasi-maximum likelihood estimator $\hat{\theta}_n$ is defined as a random variable satisfying $\hat{\theta}_n = (\hat{\theta}_1^1, \hat{\theta}_1^2) = \arg\max_{\theta \in \text{clo}(\Theta)} H_n(\theta)$. Let $\theta_2^2 \in \Theta_2$, $w = (w_1, w_2) \in \mathcal{W}$, a prior density function $\pi = (\pi_1, \pi_2) : \Theta \to (0, \infty)$ be continuous and bounded. Then the adaptive Bayes type estimator $\tilde{\theta}_n = (\tilde{\theta}_1^1, \tilde{\theta}_1^2)$ is a random variable satisfying
\[
\tilde{\theta}_n^1 = \arg\min_{\theta_1^1} \int_{\Theta_1} w_1(\sqrt{n}(z_1 - \theta_1^1)) \exp(H_n(\theta_1^1, \theta_2^2)) \pi_1(\theta_1^1) d\theta_1^1,
\]
\[
\tilde{\theta}_n^2 = \arg\min_{\theta_2^2} \int_{\Theta_2} w_2(\sqrt{n}(z_2 - \theta_2^2)) \exp(H_n(\tilde{\theta}_n^1, \theta_2^2)) \pi_2(\theta_2^2) d\theta_2^2.
\]

Let
\[
Y^1(\theta_1) = - \frac{1}{2} \int_{\mathbb{R}^m} \left\{ \text{tr} \left( B(x, \theta_1^1)^{-1}B(x, \theta_1^1) - I_m \right) + \log \frac{\det B(x, \theta_1^1)}{\det B(x, \theta_1^1)} \right\} \nu(dx),
\]
\[
Y^2(\theta_2) = - \frac{1}{2} \int_{\mathbb{R}^m} B(x, \theta_1^1)^{-1} [(a(x, \theta_2) - a(x, \theta_2^2)) \otimes 2] \nu(dx),
\]
\[
\Gamma^1 = \frac{1}{2} \int_{\mathbb{R}^m} \text{tr} \left\{ B^{-1}(\partial_{\theta_1} B)B^{-1}(\partial_{\theta_1} B)(x, \theta_1^1) \right\} \nu(dx),
\]
\[
\Gamma^2 = \int_{\mathbb{R}^m} \partial_{\theta_2} a(x, \theta_2^2)^\top B(x, \theta_1^1)^{-1} \partial_{\theta_2} a(x, \theta_2^2) \nu(dx),
\]
where $I_m$ represents the unit matrix of size $m$. We assume some more conditions.

[D3] There exists a positive constant $\chi_1$ such that $Y^1(\theta_1) \leq -\chi_1 |\theta_1 - \theta_1^1|^2$ for any $\theta_1 \in \Theta_1$.

[D4] There exists a positive constant $\chi_2$ such that $Y^2(\theta_2) \leq -\chi_2 |\theta_2 - \theta_2^2|^2$ for any $\theta_2 \in \Theta_2$.

[D5] An adaptive Bayes type estimator $\tilde{\theta}_n$ exists a.s. for sufficiently large $n$ and there exist constants $r_0 > 0$ and $\eta \in (0, 1)$ such that the loss function $w_k$ satisfies
\[
\inf_{r \geq r_0} \inf_{|u_k| \leq r, |z| \geq r} (w_k(u_k - z) - w_k(u_k)) \geq 0
\]
for $1 \leq k \leq 2$. 
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Let $(\zeta_1, \zeta_2)$ is a zero-mean normal random variable with variance diag($(I^1)^{-1}, (I^2)^{-1})$.

**Theorem 3.** Assume [D1]-[D5] and that $\inf_{\theta_1 \in \Theta_1} \pi_1(\theta_1) \wedge \inf_{\theta_2 \in \Theta_2} \pi_2(\theta_2) > 0$. Then

$$(\sqrt{n}(\hat{\theta}^1_n - \theta^1_1), \sqrt{n}(\hat{\theta}^2_n - \theta^2_2)) \rightarrow^d (\zeta_1, \zeta_2)$$

as $n \rightarrow \infty$. Moreover,

$$E[f(\sqrt{n}(\hat{\theta}^1_n - \theta^1_1), \sqrt{n}(\hat{\theta}^2_n - \theta^2_2))] \rightarrow E[f(\zeta_1, \zeta_2)]$$

as $n \rightarrow \infty$ for any continuous function $f$ of at most polynomial growth.

### 4 Proofs

We will prove Theorems 1, 2 and 3. We apply the idea of the proof of Theorem 8.2. in Ibragimov and Has’minskii [9]. First, we prepare some lemmas.

**Lemma 1.** Let $p > 0$, $w \in W_p$ and $1 \leq k \leq K$. Assume [A1-p], [A2], [A3] and [A5]-[A7]. Then $\{\tilde{u}^k_T(w)\}_{T \geq T_0}$ is $P_\theta$-tight uniformly in $\theta^* \in \Theta_1$.

**Proof.** We will prove by induction on $k$. Assume $\{\tilde{u}^k_T(w)\}_{T \geq T_0}$ is $P_\theta$-tight uniformly in $\theta^* \in \Theta_1$ for $1 \leq k \leq k - 1$.

Fix $\epsilon > 0$. Taylor’s formula yields

$$\log(\tilde{Z}^k_T(u_k; \tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})) = \partial_{\theta_1} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})[a^k_T u_k] + \partial_{\theta_2} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})[(a^k_T u_k)^2]/2 + \int_0^1 (1 - t)^2 \partial_{\theta^2} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k + t a^k_T u_k, \overline{\theta}^k_{k+1})[(a^k_T u_k)^3]dt,$$

(3)

if $\{\theta^*_k + t a^k_T u_k\}_{0 \leq t \leq 1} \subset \Theta_k$.

Moreover, we have

$$\begin{align*}
\partial_{\theta_1} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})[a^k_T u_k] & = \partial_{\theta_1} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})[a^k_T u_k] - \partial_{\theta_1} H_T(\tilde{\theta})[a^k_T u_k] \\
& = -\int_0^1 \partial_{\theta_1} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k + t \theta_1 - \theta^*_1, \overline{\theta}^k_{k+1})[a^k_T u_k, \theta^*_1 - \theta_1]dt \\
& + \int_0^1 \partial_{\theta_1} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1} + t (\overline{\theta}^k_{k+1} - \theta^*_k + t (\overline{\theta}^k_{k+1} - \theta^*_k)](a^k_T u_k, \overline{\theta}^k_{k+1} - \theta^*_k + t (\overline{\theta}^k_{k+1} - \theta^*_k)]dt, \\
& + \sum_{l<l<k} \partial_{\theta_1} \partial_{\theta_2} H_T(\tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})[a^k_T u_k, \theta^*_1 - \theta_1]dt, \\
& \end{align*}$$

(4)

if $\tilde{\theta} \in \Theta$ and $\{t \theta^*_k + (1 - t) \theta^*_1\}_{0 \leq t \leq 1} \subset \Theta_1$.

Hence for any $M > 0$, there exists $R > 0$ such that $\sup_{T \geq T_0} P[\sup_{|u_k| \leq M} |\log(\tilde{Z}^k_T(u_k; \tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1}))| > R] < \epsilon/2$, by [A2], [A3], [A6] and the induction assumption.

Moreover, $w_k \in W_{p,k}$ implies that there exist positive constants $\{\delta_j\}_{j=1}^3$ such that

$$\inf_{|z| > \delta_3} \int_{|u_k| \leq \delta_1} (w_k(u_k - z) - w_k(u_k))du_k > \delta_2.$$  

(5)

Furthermore, by the virtue of [A1-p], there exists $M > \delta_1 \vee \delta_3$ such that

$$\sup_{\theta^* \in \Theta \cap \Theta \geq T_0} \left\{ \int_{|u_k| > M} \int_{|u_k| > M} w_k(u_k) Z^k_T(u_k; \tilde{\theta}^k_{k-1}, \theta^*_k, \overline{\theta}^k_{k+1})\pi_k(\theta^*_k + a^k_T u_k)du_k > Q \right\} < \epsilon/2,$$

where $Q = \delta_2 e^{-R} \inf_{\theta^* \in \Theta_1} \pi_k(\theta^*_k)/2$. 

7
Lemma 2. Let \( p > 0 \), \( w \in \mathcal{W}_p \) and \( 1 \leq k \leq K \). Assume \([A1]\), \([A2]\), \([A3]\) and \([A5]\)-\([A7]\). Then

\[
\sup_{|u_k| \leq R} \left| \log Z_T^k(u_k; \bar{\theta}(w)_{k-1}, \theta^*, \bar{\theta}^*_{k+1}) - \frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[\bar{u}^k_T, u^k_T] + \frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k - \bar{u}^k_T, u_k - \bar{u}^k_T] \right| \to 0
\]

as \( T \to \infty \) in \( P_{\theta^*} \)-probability uniformly in \( \theta^* \in \mathcal{K} \) for any \( R > 0 \).

Proof. By \([A2]\) and \([A3]\), we obtain

\[
\sup_{|u_k| \leq R} \left| \log Z_T^k(u_k; \bar{\theta}(w)_{k-1}, \theta^*, \bar{\theta}^*_{k+1}) - \partial_{\theta_k} H_T(\bar{\theta}(w)_{k-1}, \theta^*, \bar{\theta}^*_{k+1})[u^k_T, u^k_T] + \frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k, u_k] \right| \to 0
\]

as \( T \to \infty \) in \( P_{\theta^*} \)-probability uniformly in \( \theta^* \in \mathcal{K} \) for any \( R > 0 \).

Moreover, we obtain

\[
\sup_{|u_k| \leq R} \left| \log Z_T^k(u_k; \bar{\theta}(w)_{k-1}, \theta^*, \bar{\theta}^*_{k+1}) - \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k, u_k] + \frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k, u_k] \right| \to 0
\]

as \( T \to \infty \) in \( P_{\theta^*} \)-probability uniformly in \( \theta^* \in \mathcal{K} \) for any \( R > 0 \), by \([A1]\), \([A2]\), \([A3]\), \([A6]\) and Lemma \([A4]\) \(\blacksquare\)

We define

\[
G_k(z; \theta^*) = \int_{\mathbb{R}^d} w_k(u_k + z) \exp \left( -\frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k, u_k] \right) du_k - \int_{\mathbb{R}^d} w_k(u_k) \exp \left( -\frac{1}{2} \Gamma^k(\bar{\theta}^*_{k+1}, \theta^*)[u_k, u_k] \right) du_k
\]

for \( z \in \mathbb{R}^d \).

Lemma 3. Assume \([A4]\). Let \( 0 < \delta < R \) and \( w \in \mathcal{W} \). Then for any \( \epsilon > 0 \), there exists \( \eta > 0 \) such that \( \sup_{\theta^* \in \mathcal{K}} P_{\theta^*}[\inf_{|z| \geq \delta} G_k(z; \theta^*) \leq \eta] < \epsilon \).

Proof. We only consider the case \([A4]\) 2. is satisfied. The proof of the other case is easier. We assume that there exists \( \epsilon > 0 \), \( \theta^* \in \mathcal{K} \) and \( \{\theta^n\}_{n \in \mathbb{N}} \subset \mathcal{K} \) such that \( \theta^n \to \theta^* \) as \( n \to \infty \) and

\[
P_{\theta^n}[\inf_{|z| \geq \delta} G_k(z; \theta^n) \leq 1/|u|] \geq \epsilon,
\]

and lead to a contradiction.

By Lemma 2.10.2. in Ibragimov and Has’minskii \([A]\), there exists \( n_0 \in \mathbb{N} \) such that

\[
P_{\theta^n}[\inf_{|z| \geq \delta} G_k(z; \theta^n) \leq 1/n_0] < \epsilon/4.
\]

By \([A4]\), there exists \( \eta' > 0 \) such that

\[
\sup_{\theta^* \in \mathcal{K}} P_{\theta^*}[\inf_{|z| \geq \delta} G_k(z; \theta^*) - \inf_{|z| \geq 2n_0} G_k(z; \theta^*) > 1/(2n_0)] < \epsilon/2
\]
for any $\theta'$ satisfying $|\theta' - \theta'| < \eta'$. Hence there exists $n_1 \in \mathbb{N}$ such that
\[
\sup_{n \geq n_1} P_{\theta^*}[\inf_{R \geq |z| \geq \delta} G_k(z, \theta^*) \leq 1/n_0] \geq \epsilon/2,
\]
by (6).
Therefore, there exists $\eta'' > 0$ such that
\[
\begin{align*}
P_{\theta^*}[\inf_{R \geq |z| \geq \delta} G_k(z, \theta^*) &\leq 1/n_0] \geq P_{\theta^*}[\inf_{R \geq |z| \geq \delta} G_k(z, \theta^*)1\{R^k(\overline{\theta}_{k+1}, \theta^*) > \eta''\} \leq 1/n_0] - \epsilon/4 \\
&\geq \limsup_{n \to \infty} P_{\theta^*}[\inf_{R \geq |z| \geq \delta} G_k(z, \theta^*)1\{R^k(\overline{\theta}_{k+1}, \theta^*) > \eta''\} \leq 1/n_0] - \epsilon/4 \\
&\geq \limsup_{n \to \infty} P_{\theta^*}[\inf_{R \geq |z| \geq \delta} G_k(z, \theta^*) \leq 1/n_0] - \epsilon/4 \geq \epsilon/4,
\end{align*}
\]
by [A4], which contradicts (7).
\[
\square
\]

Proof of Theorem 1.

Fix $\epsilon, \delta > 0$. By Lemma 1 and [A6], there exist $R_1 > \delta$ and $R_2 > 0$ such that
\[
\sup_{\theta^* \in K} \sup_{T \geq T_0} P_{\theta^*}[|\hat{u}_T^k - \hat{u}^k_T| \geq \delta] \leq \sup_{\theta^* \in K} \sup_{T \geq T_0} P_{\theta^*}[\psi(\hat{u}_T^k) \geq \inf_{R_i \geq |\theta^* - \theta_i^*| \geq \delta} \psi(y), |\hat{u}_T^k| \leq R_2] + \epsilon/5.
\]
Moreover, by Lemma 3 there exists $\eta > 0$ such that
\[
\sup_{\theta^* \in K} P_{\theta^*}[\inf_{R_i \geq |z| \geq \delta} G_k(z; \theta^*) \leq 3\eta] < \epsilon/5.
\]
Furthermore, by [A1-p] and [A4], there exists $R_3 > 2R_2$ such that
\[
\begin{align*}
\sup_{\theta^* \in K} \sup_{T \geq T_0} P_{\theta^*}[|\hat{u}_T^k - \hat{u}^k_T| \geq \delta] &\leq \sup_{\theta^* \in K} \sup_{T \geq T_0} \left[ \int_{|u_k| \leq R_3} w_k(u_k - \hat{u}_T^k)Z_k^k(u_k; \tilde{\theta}_{k-1}, \theta^*, \overline{\theta}_{k+1})\pi_k(\theta^* + a_T^k u_k)du_k \\
&\geq \inf_{R_i \geq |\theta^* - \theta_i^*| \geq \delta} \int_{|u_k| \leq R_3} w_k(u_k - y)Z_k^k(u_k; \tilde{\theta}_{k-1}, \theta^*, \overline{\theta}_{k+1})\pi_k(\theta^* + a_T^k u_k)du_k \\
&\quad - \eta \inf_{\theta^* \in K} \pi_k(\theta^*_k), |\hat{u}_T^k| \leq R_2] + \frac{\epsilon}{5},
\end{align*}
\]
and
\[
\sup_{\theta^* \in K} P_{\theta^*}\left[ \sup_{|z| \leq R_1} \int_{|u_k| > R_2/2} w_k(u_k - z) \exp\left( -\frac{1}{2} \tilde{r}^k(\overline{\theta}_{k+1}, \theta^*)[u_k, u_k] \right)du_k > \frac{\eta}{2} \right] < \frac{\epsilon}{5}.
\]
Then continuity of $\pi_k$, [A6], Lemmas 2 and 3 yield
\[
\begin{align*}
\sup_{\theta^* \in K} \sup_{T \geq T_0} P_{\theta^*}[|\hat{u}_T^k - \hat{u}^k_T| \geq \delta]
&\leq \sup_{\theta^* \in K} P_{\theta^*}\left[ \int_{|u_k| \leq R_2 + R_3} w_k(u_k) \exp\left( -\frac{1}{2} \tilde{r}^k(\overline{\theta}_{k+1}, \theta^*)[u_k, u_k] \right)du_k \\
&\quad \geq \inf_{R_i \geq |z| \geq \delta} \int_{|u_k| \leq R_3/2} w_k(u_k - z) \exp\left( -\frac{1}{2} \tilde{r}^k(\overline{\theta}_{k+1}, \theta^*)[u_k, u_k] \right)du_k - \frac{3}{5}, \right]
\end{align*}
\]
\[
\begin{align*}
&\leq \sup_{\theta^* \in K} P_{\theta^*}\left[ \int_{R^d} w_k(u_k) \exp\left( -\frac{1}{2} \tilde{r}^k(\overline{\theta}_{k+1}, \theta^*)[u_k, u_k] \right)du_k \\
&\quad \geq \inf_{R_i \geq |z| \geq \delta} \int_{R^d} w_k(u_k - z) \exp\left( -\frac{1}{2} \tilde{r}^k(\overline{\theta}_{k+1}, \theta^*)[u_k, u_k] \right)du_k - \frac{3}{5} \right] + \frac{4}{5}
\end{align*}
\]
\[
\leq \sup_{\theta^* \in K} P_{\theta^*}[3\eta \geq \inf_{R_i \geq |z| \geq \delta} G_k(z)] + 4\epsilon/5 < \epsilon.
\]
\[
\square
\]
Proof of Theorem 2
Since \( w \in W \), we have [9]. Then there exists \( q' \in (q, L_2\eta) \) such that
\[
\sup_{\theta' \in \mathcal{K}, T \geq T_0} P_{\theta'}[|\hat{a}_T^k| \geq r] 
\leq \sup_{\theta' \in \mathcal{K}, T \geq T_0} P_{\theta'}[\inf_{|z| \leq r} \int_{|u_k| \leq r^\delta} w_k(u_k - z)Z^k_T(u_k; \hat{\theta}_{k-1}, \hat{\theta}_k, \bar{u}_{k+1})\pi_k(\theta_k^* + a_T^k u_k)du_k] 
\leq \int_{|u_k| \leq r^\delta} w_k(u_k)Z^k_T(u_k; \hat{\theta}_{k-1}, \hat{\theta}_k, \bar{u}_{k+1})\pi_k(\theta_k^* + a_T^k u_k)du_k + e^{-r^\delta/2} + C \frac{r^\delta}{\eta'} \frac{3L_1C_3}{rL_1\eta} 
\leq C \frac{r^\delta}{\eta'} + \frac{3L_1C_3}{rL_1\eta}
\]
for sufficiently large \( r \).
Hence we have
\[
\sup_{\theta' \in \mathcal{K}, T \geq T_0} E_{\theta'}[|\hat{a}_T^k|^q] \leq \int_0^\infty q^{q-1} \sup_{\theta' \in \mathcal{K}, T \geq T_0} P_{\theta'}[|\hat{a}_T^k| \geq r]dr < \infty.
\]
\( \square \)

Proof of Theorem 3
We apply Corollary 12. with \( a_n^1 = \sqrt{n}, a_n^2 = \sqrt{n}n \). Theorem 13 in Yoshida [22] yields
\[
(\sqrt{n}(\theta^1_n - \theta_1^*), \sqrt{nh_n}(\theta^2_n - \theta_2^*)) \rightarrow^d (\zeta_1, \zeta_2)
\]
as \( n \to \infty \). Hence we have [46]. Let \( \eta \) be the variable in [D5], then Condition [C1-\( \eta \)] holds. Moreover, by Lemmas 6 and 7, nonrandomness of \( \Gamma^1 \) and \( \Gamma^2 \) and a similar argument to Lemma 9, we have [A2]. Inequality (22) and a similar argument to the proof of (24) yield [C3-\( q, \eta \)] for any \( q > 1 \). Furthermore, by [D3] and [D4], we have [A4].

Therefore, it is sufficient to show that [A3] and [C2-\( q, \eta \)] hold for any \( q > 1 \).
Let \( p > d_1 + 2d_2 \), then by Sobolev’s inequalities, we have
\[
E\left[\left(\frac{1}{\sqrt{n}} \sup_{\theta \in \Theta} |\partial_{\theta_1} \partial_{\theta_2} H_n(\theta)|\right)^p\right] \leq C E\left[\left(\frac{1}{\sqrt{n}} |\partial_{\theta_1} \partial_{\theta_2} H_n(\theta)|\right)^p\right] + C E\left[\left(\frac{1}{\sqrt{n}} |\partial_{\theta_1} \partial_{\theta_2} H_n(\theta)|\right)^p\right]
\]
Since
\[
\partial_{\theta_1} \partial_{\theta_2} H_n(\theta) = \sum_{i=1}^n \partial_{\theta_1}(B(X_{i-1}h_n, \theta_1)^{-1})[\partial_{\theta_2} a(X_{i-1}h_n, \theta_2), X_{i}h_n - X_{(i-1)}h_n - ha(X_{(i-1)}h_n, \theta_2)],
\]
we have \( E[(n^{-1/2} \sup_{\theta \in \Theta} |\partial_{\theta_1} \partial_{\theta_2} H_n(\theta)|)^p] \to 0 \) by the Burkholder-Davis-Gundy inequality and \( nh_n^2 \to 0 \). Hence we obtain [A3].

On the other hand, we have
\[
H_n(\theta_1^* + n^{-1/2} u_1, \theta_2^*) - H_n(\theta_1^*, \theta_2^*) = n^{-1/2} \partial_{\theta_1} H_n(\theta_1^*, \theta_2^*)(u_1) + \partial_{\theta_2}^2 H_n(\theta_1^*, \theta_2^*)[u_1]^2/[2n] + \frac{1}{n\sqrt{n}} \int_0^1 \frac{(1-t)^2}{2} \partial_{\theta_1}^3 H_n(\theta_1^* + t\frac{u_1}{\sqrt{n}}, \theta_2^*)[u_1]^3]dt,
\]
and
\[
H_n(\hat{\theta}_1^*, \theta_2^* + (nh_n)^{-1/2} u_2) - H_n(\hat{\theta}_1^*, \theta_2^*) = (nh_n)^{-1/2} \partial_{\theta_2} H_n(\hat{\theta}_1^*, \theta_2^*)(u_2) + \partial_{\theta_2}^2 H_n(\hat{\theta}_1^*, \theta_2^*)[u_2]^2/[2nh_n] + (nh_n)^{-3/2} \int_0^1 \frac{(1-t)^2}{2} \partial_{\theta_2}^3 H_n(\hat{\theta}_1^*, \theta_2^* + t\frac{u_2}{\sqrt{nh_n}})[u_2]^3]dt
\]

if \( \{ \theta_1^* + tn^{-1/2}u_1 \}_{0 \leq t \leq 1} \subset \Theta_1 \) and \( \{ \theta_2^* + t(nh_n)^{-1/2}u_2 \}_{0 \leq t \leq 1} \subset \Theta_2 \).

Hence for any \( L > 0 \), there exists \( C > 0 \) and \( n_0 \in \mathbb{N} \) such that

\[
\sup_{n \geq n_0} P \left[ \sup_{|u| \leq R} \left| H_n(\theta_1^* + n^{-1/2}u_1, \theta_2^*) - H_n(\theta_1^*, \theta_2^*) \right| \geq r \right] \leq \frac{C}{r^L} \quad (r > 0),
\]

by Lemmas 3, 6 and 7 in Yoshida [22]. Similarly, we have

\[
\sup_{n \geq n_0} P \left[ \sup_{|u| \leq R} \left| H_n(\tilde{\theta}_1^n, \theta_2^* + (nh_n)^{-1/2}u_2) - H_n(\tilde{\theta}_1^n, \theta_2^*) \right| \geq r \right] \leq \frac{C}{r^L} \quad (r > 0).
\]

These estimates yield \([C2-q, \eta]\) for any \( q > 0 \).

\( \square \)
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