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Fig. 1. We develop an attention-based deep learning method to reconstruct full-body motion from six IMU sensors in real-time. In addition to common locomotion, our method can produce stable stationary motion without drifting, such as sitting still, and dynamic motions, such as kicking and dancing, performed on arbitrary terrains.

Real-time human motion reconstruction from a sparse set of wearable IMUs provides an non-intrusive and economic approach to motion capture. Without the ability to acquire absolute position information using IMUs, many prior works took data-driven approaches that utilize large human motion datasets to tackle the under-determined nature of the problem. Still, challenges such as temporal consistency, global translation estimation, and diverse coverage of motion or terrain types remain. Inspired by recent success of Transformer models in sequence modeling, we propose an attention-based deep learning method to reconstruct full-body motion from six IMU sensors in real-time. Together with a physics-based learning objective to predict "stationary body points", our method achieves new state-of-the-art results both quantitatively and qualitatively, while being simple to implement and smaller in size. We evaluate our method extensively on synthesized and real IMU data, and with real-time live demos.
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1 Introduction
Real-time reconstruction of 3D human motion is crucial for applications in various domains, such as biomechanics and sports analysis, motion-based video games, and virtual presence in VR/AR systems. While marker-based optical motion capture systems [vic [n.d.]] remain an ideal option for research labs and professional studios due to the superior accuracy, more and more applications demand a portable, less costly, and minimally-invasive mocap system that reconstructs human movements in real-time and can be used anywhere by everyone.

Among many proposed sensing modalities, such as RGB cameras [Cao et al. 2019; Güler et al. 2018; Kanazawa et al. 2019], depth
We introduce a physics-based learning objective to predict the stationary body points (i.e. a Cartesian point on the character that has zero velocity) from the previous time step. We then use the predicted stationary points to correct the predicted pose. Learned station body points are particularly helpful when there is a shift in distribution between the test and training sets due to noisy or corrupted IMU sensors, or unseen motion.

Our algorithm achieves new state-of-the-art results on both synthesized and real IMU datasets. In practice, our model is easy to implement and smaller in size (therefore faster to inference), compared to existing methods. Besides the AMASS dataset, we evaluate our method on DanceDB, DIP, TotalCapture datasets across a wide range of challenging scenarios. We also show live demos of our system on free-form motions.

2 Related Work

Human motion reconstruction from various sensor inputs has been studied for a long time especially in Computer Graphics and Computer Vision communities. We review mainly the prior work that is most relevant to our work, which use any part of the inputs that constitute IMU sensors. We also review motion generation models based on Transformer [Vaswani et al. 2017] because it constitutes the core of our reconstruction model.

A typical IMU sensor includes an accelerometer measuring 3-axis linear acceleration, a gyroscope measuring 3-axis angular velocity, a magnetometer identifying the vector towards Earth’s magnetic North. Sensor fusion algorithms based on Kalman filter or its extended version are used to provide measures of orientation and heading [Bachmann et al. 2001; Del Rosario et al. 2018; Foxlin 1996; Vitali et al. 2021]. Although many commercial solutions can provide stable orientations, the estimation of absolute positions are still inaccurate and noisy due to the inherent nature of IMU sensors, where orientations are the values integrated once with the gyroscope inputs whereas positions are the value integrated twice with the accelerometer inputs. Because both accurate orientation and position information are important in human motion reconstruction, it has traditionally been considered that IMUs work best when combined with other sensors (i.e. sensor fusion). One of the most popular fusion options is using vision-based sensors such as RGB or RGB-D cameras. In a high level view, we can regard the approaches as adding extra constraints by IMUs to the motions predicted from the vision inputs, where the constraints are used in off-line optimization [Helten et al. 2013; Pons-Moll et al. 2011, 2010; von Marcard et al. 2018, 2016; Zheng et al. 2018], online per-frame optimization [Charles Malleson 2020; Malleson et al. 2017; Zhang et al. 2020], or learning deep neural networks [Gilbert et al. 2019; Trumble et al. 2017]. There have also been other sensor fusions with IMUs such as optical markers [Andrews et al. 2016] or ultrasonic [Liu et al. 2011; Vlasic et al. 2007].

As IMUs sensors are getting smaller and cheaper, they received increasing attentions from both industry and research communities as a standalone body tracking solution. Popular commercial products such as [xse [n.d.]] and [rok [n.d.]] can generate high-quality human motions ready to be used in real-time game engines. However, they are still not accessible to everyday users because they require a sophisticated setup with at least 17 IMU sensors all over the body. Researcher therefore proposed body tracking systems with a small number of IMUs, usually utilizing existing statistical body models or high quality optical motion capture data as prior information. Marcard et al. [2017] developed an off-line system (SIP) with only 6 IMUs, which optimizes the parameters of the SMPL body model [Loper et al. 2015] so that it fits to the sparse sensor input. Huang et al. [2018] learned a deep neural network model (DIP) from a large amount of motion capture data to directly map the IMU input to a body pose. Their model is based on bidirectional recurrent neural networks (BRNN), so the system can run in an online manner while considering both the past and future sensor inputs with a negligible delay. An ensemble of BRNNs was further adopted by Nagaraj et al. [2020] to improve upon the results. However, the two real-time solutions mostly focus on reconstructing the local body motion without global transformation. The current state-of-the-art system, TransPose [Yi et al. 2021], also trained a deep neural network model where the progressive up-scaling of joint position estimation showed more accurate pose estimation. They can additionally generate accurate global root motions by using a confidence-based fusion of a supporting-foot heuristics and a small learned deep network. We instead propose a much simpler method that is faster, easy-to-implement, and most importantly, producing better reconstruction results for both the body and the root.
We introduce a real-time human motion reconstruction technique worn on the body. Aksan et al. [2021] developed a generative model using dual attention to generate physically valid locomotion from only the 6D egocentric handset pose. Cha et al. [2021] complements pose estimation from headset cameras with IMUs only when the hands are out-of-view. Choutas et al. [2021] and Dittadi et al. [2021] experimented with deep generative models conditioned on headset and controllers poses to regress parameters of the SMPL model. Most similarly to our work is LoBSTR [Yang et al. 2021], where they include an IMU on the waist in addition to IMUs on the headset and controllers. Using a recurrent network, they can synthesize both sitting and running motions from only 4 sensors. We opt to use 6 IMUs with lower body information for accurate motion reconstruction rather than synthesis, but these sparser setups are fruitful future directions.

Other types of lightweight wearable sensors have also been explored to reconstruct human motion. Comparing to vision-based sensors, they have similar advantages as IMUs, as being robust to occlusions and adversarial lighting. Earlier work finds neighbors of input signals in a motion database [Chai and Hodgins 2005] to output continuous motion from 5 accelerometers [Spyler and Hodgins 2008; Tautges et al. 2011]. Similar approaches were later applied to as few as 3 accelerometers placed on both wrists and lower trunk [Riaz et al. 2015]. Electromagnetic-field (EM) sensing recently becomes another viable solution, in which an EM sensor measures its position and orientation relative to a magnetic field emitter. Kaufmann et al. [2021] demonstrated a wearable pose estimation system with 12 wireless EM sensors and an emitter, all worn on the body. They used learned gradient descent to fit SMPL parameters to these 6D sensor poses.

Since the inception of Transformer, attention-based models have been applied to many problems involving sequence data and become state-of-the-art, such as in language translation [Brown et al. 2020] and audio generation [Dhariwal et al. 2020]. It is natural to also apply Transformer models in synthesizing motion sequences. Aksan et al. [2021] developed a generative model using dual attention mechanism to capture spatial and temporal correlations, which predicts future full-body motions given a short history. Petrovich et al. [2021] used a Transformer and a variational autoencoder conditioned on action labels, such as walking or jumping, to generate full body motions. Valle-Pérez et al. [2021] instead combined a Transformer with normalizing flows to synthesize dancing motion from music, building on a similar prior work [Li et al. 2021]. For motion reconstruction, Kim et al. [2021] experimented with a Transformer decoder-model with sparse synthetic input features, and found it more effective than recurrent networks. In our case, we face the additional challenge of handling noise from real IMU sensors.

### 3 Transformer Inertial Poser (TIP)

We introduce a real-time human motion reconstruction technique from six IMU sensors placed on the user’s legs, wrists, head, and pelvis. Our data-driven approach trains a neural network model to output a current estimation of full-body joint angles $\mathbf{q}_t$ and root velocity $\mathbf{v}_t$ from a real-time stream of orientation readings $\mathbf{R}$ and acceleration readings $\mathbf{A}$ provided by the IMU sensors (Figure 2). Additionally, our model predicts stationary body points $\mathbf{c}_i$ which improve the accuracy of the reconstructed motion. Recent predictions $\mathbf{q}_i$ and $\mathbf{c}_i$ are fed back to the model so the model can explicitly condition next predictions on its own past predictions. During test time, we run contact filtering on predicted root velocity $\mathbf{v}_t$ and smoothing on predicted $\mathbf{q}_t$ as post-processing steps.

#### 3.1 The Transformer Model

At the core of our algorithm is a Transformer Decoder model, which has shown excellent performance for sequence prediction tasks, comparing to alternatives, such as LSTM [Hochreiter and Schmidhuber 1997] or temporal convolution [Bai et al. 2018]. Following previous learning-based methods, our model input includes the IMU orientations $\mathbf{R} \in \mathbb{R}^{4 \times 40}$, represented as flattened rotation matrix (length 9) with window size of 40. The input also includes the raw IMU acceleration readings $\mathbf{A} \in \mathbb{R}^{18 \times 50}$, smoothed by a moving average filter to $\mathbf{A} \in \mathbb{R}^{18 \times 40}$ (Section 3.1). The model is trained to predict the human joint pose $\mathbf{q}_t \in \mathbb{R}^{57}$, represented by the axis-angle of 19 major joints defined in the SMPL [Loper et al. 2015] human model. The model also predicts the root linear velocity, $\mathbf{v}_t \in \mathbb{R}^3$, which can be integrated to recover the root translation. The root orientation is given directly by one of the IMUs placed on the pelvis.

Our method adapts a Transformer Decoder commonly seen in the GPT natural language model [Radford et al. 2018]. In summary, Transformer models are fully-connected residual networks with temporal attention mechanism (please see [Vaswani et al. 2017] for details). A Transformer Decoder takes in the sequence of past-to-present predictions and generates the most plausible next prediction. Unlike free-form language generation [Radford et al. 2018], we have additional constraints from the IMU sensors. As such, we also...
feed the model the sequence of IMU readings in parallel to its past predictions (Figure 3).

Instead of learning only to predict the next frame \( t \) at run-time, for efficiency during training time the model is asked to predict in parallel the whole sequence from \( t - 40 \) to \( t \). To prevent the model from learning simply to shift the input, a causal mask [Vaswani et al. 2017] is added to hide attention information such that the prediction of a frame \( t - i \) is only allowed to use information from \( t - 40 \) to \( t - i - 1 \). Because the model is auto-regressive (taking its own output as input) at run-time, \( c_t \) and \( q_t \) could deviate from those used during training. We therefore add a 80% dropout [Srivastava et al. 2014] to the input \( c_t \) and \( q_t \) to prevent the model from overly relying on its past predictions. In practice, we found that excluding \( a_t \) from history is important to prevent auto-regressive drifting of the root translation during test time, possibly as \( a_t \) tends to be close to constant in a time window which the model during training could easily exploit and overfit.

Optical-based motion capture datasets are abundant in quantity and diverse in motion types, but they do not have the corresponding IMU data for supervised learning. Following previous work [Huang et al. 2018], we place virtual IMU sensors on virtual characters driven by captured motions to synthesize IMU orientation and acceleration readings. We created synthetic IMU data using the AMASS [Mahmood et al. 2019] motion dataset, which is 20 times larger than the real IMU training data available, which for us is the DIP dataset [Huang et al. 2018] consisting real IMU measurements on 10 different actors, paired with ground-truth SMPL poses without root translation.

However, synthetic and real IMU data exhibit vastly different noise profiles. Acceleration data in the real dataset are noisy, but not in the same way as the noise in the synthetic dataset, which is caused by double differentiation of mocap data (Figure 4 Top). On the other hand, orientation data are usually less noisy because they are processed by the Kalman filter [Kalman et al. 1960]. Previous work [Huang et al. 2018] recognized this distribution mismatch problem and proposed to first train the model exclusively on the synthetic data and then fine-tune it on a smaller real dataset. This two-step solution leads to a more complex training procedure that requires careful tuning to avoid overfitting the real dataset.

We found that simply running an average filter on both synthetic and real acceleration data (with window length of 11) would bring the two data sources sufficiently close to each other (Fig. 4 Bottom). We then train the model only once on the combined dataset without having to fine-tune. As shown in the result section, our model can perform well on both synthetic and real holdout sets.

In practice, filtering causes latency during real-time inference, as computing moving average requires future IMU readings. We use five times steps (83ms) of future readings, the same requirement as the state-of-the-art [Yi et al. 2021], though they require future readings as a part of the model input while we merely use them for filtering.

### 3.2 Predicting Stationary Body Points (SBP)

Predicting global (root) motion from IMUs is inherently difficult because, unlike optical-based motion capture, IMUs do not sense global position directly and the integration of noisy acceleration information often results in large drifting over time. Previous works designed special loss functions [Yi et al. 2021] and/or rely on heuristics to detect and enforce the current supporting foot [Rempe et al. 2021; Shimada et al. 2020; Yi et al. 2021]. All of them have demonstrated improvements, but the heuristics sometimes result in visual artifacts, such as a foot unnaturally “locked” on the ground, especially when applied to non-locomotion. These heuristics also do not handle non-flat terrains.

We propose a physics-inspired learning objective: predicting the *stationary body points* (SBP) \( c_t \) in human movements. As a most common example, when a person is in contact with a static environment, the contacting areas may have zero velocity due to friction forces, but the body links in contact could still be moving (Figure 5 illustrating heel-to-toe rolling contact during walking). Since our articulated rigid-body human model is non-deformable, we approximate the contacting area using a single point with zero velocity in the world frame, while allowing the rest of points in that body frame to move. The neural network is trained to predict the onsets and locations of such static points, \( c_t = [b_t, r_t] \), where \( b_t \in \{0,1\} \) represents whether there exists an active stationary point, and if so, \( r_t \in \mathbb{R}^3 \) represents its local coordinate in the body frame.

Fig. 5. During heel-to-toe contact in locomotion, contact patch is stationary but the foot link velocity is not zero.

To create labels for training, we need to detect the SBPs in the AMASS training dataset. Applying optimization approaches like least-squares, often run into numerical issues, such as under-determinacy or nonexistence of the solutions, due to noisy mocap data, as pointed out by [Le Callennec and Boulic 2006]. We instead take a sampling-based approach which samples \( N (N = 1000) \) points in each body frame that can potentially be in contact and evaluate all candidate points by:

\[
l(r) = \|\alpha \times R_g r + v\| + 0.3 \|r - r_{t-1}\|,
\]

where \( \alpha \) is a small vector and \( R_g \) is the ground TRAFFIC.
where $R_B$ is the body’s global orientation, $v$ and $\omega$ are the body’s linear and angular velocity in the global frame respectively, and $r_{t-1}$ is the solution in the previous frame, if existing. For each animation frame $t$ in the AMASS dataset, we evaluate Equation 1 for every point candidate $r_1$ in every body link $k$ and choose the point $r^* = \arg\min_r l(r_1)$ that has the smallest value. If $l(r^*)$ is less than a manually chosen threshold (0.15), we label $c_t(k) = [1, r^*]$. Otherwise, $c_t(k) = [0, (0, 0, 0)]$. Evaluation of Equation 1 for all candidates can be done in parallel efficiently using matrix operations.

Our current implementation assumes potential body links in contact to be only the feet, therefore $c_t \in \mathbb{R}^8$. This same methodology can be trivially extended to other body parts which we leave for future work. For example, we can include the pelvis link for drift mitigation during sitting, and the hand links for break-dancing motions as well. As the DIP real IMU data do not have root motion, we use a pre-trained model to label pseudo ground-truth SBPs for the DIP motions.

**Using SBPs at run-time (“Contact Filtering”).** We found that the learned transformer decoder works well on the AMASS dataset, but the performance on real IMU dataset can be further improved if we also use predicted $c_t$ to correct the predicted root velocity $v_t$ at run-time. If there is only one body link (i.e. one foot) that has an active stationary point, we adjust the root velocity by $v_t = v_t - c_t \cdot \omega_t$ so that the corrected $\hat{v}_t$ will make the velocity of predicted body point, $c_t \cdot \omega_t$, zero. If there are more than one link (in our implementation, both feet) that have an active stationary point, we randomly choose one to perform the same procedure. This simple correction method works for all the motion types in the AMASS dataset, but we expect that future work is required for more challenging cases.

### 3.3 Implementation Details

We use the AMASS dataset to generate synthetic training data following the smoothing procedure in Sec. 3.1. It consists of over a dozen different motion capture datasets performing a variety of activities. In addition, we include 8 out of 10 subjects’ data from the DIP dataset. We use bullet [Coumans and Bai 2016] for calculating forward kinematics during data synthesis, SBP label generation, contact filtering, and final visualizations.

We adopted a similar data calibration and normalization scheme as in TransPose [Yi et al. 2021], with the only difference that our model takes in pelvis orientation and acceleration directly in the global frame rather than character frame. We found this detail unimportant since the large training dataset covers all character headings relatively well. Note that our model requires an initial full-body pose given in the first step of prediction. In practice this is always the case since the sensors need to be calibrated with a T pose before each use, as they are allowed to be slightly differently worn.

We use standard loss functions for the model outputs, i.e., mean-squared error for joint rotations (represented as first two columns of the rotation matrix for unique and numerically stable ground-truth labels), mean-squared error for $v_t$ and Cartesian elements of $c_t$, and binary cross-entropy for onset elements of $c_t$, (i.e. $b_t$). Since our model during training time predicts a whole trajectory window, we experimented with a jerk loss penalizing deviation of neighboring frames, but it did not produce visible improvements. This might be due to the fact that during test time we still only use the last prediction at each step. Instead, we pass our output through an exponential moving average filter as post processing.

Our model is trained in PyTorch [Paszke et al. 2019] using the Adam optimizer [Kingma and Ba 2014], with a batch size of 256 and a learning rate of 0.0001 multiplied with a cosine schedule [Loshchilov and Hutter 2016]. We perform training for 1500 epochs, which takes around 8 hours with a GeForce GTX 2080Ti GPU. Once trained, our model is small enough to run at 60 fps on a 2080Ti machine. Our model contains a total number of 3,663,479 parameters, comparing to 4,798,771 in TransPose and 10,801,934 in DIP. Our source code will be released upon publication.

### 4 Results

Our experiments in this section demonstrate motion reconstruction results of our method on a variety of activities, as well as quantitative improvements on common metrics. They are best seen in the supplementary video. We also evaluate two key design choices in ablations, namely history feedback and stationary body point prediction. We conclude with a live demo and discussions on failure cases.

#### 4.1 Evaluation

We describe the datasets and metrics used for evaluation, and show how our model performs in comparison to state-of-the-art methods.

**Datasets** We evaluate our model on both synthetic data and real data that cover a wide range of challenging scenarios.

- **Difficult categories from AMASS** (synthetic training). We randomly select 250 sequences from five motion categories in the AMASS dataset used for training: *parkour, dances and jumps, rolling, uneven terrain, losing balance*. They represent rare, long-tail actions in the dataset with non-cyclic movements and complex contacts or root dynamics.
- **DanceDB** (synthetic heldout): A large dataset of contemporary hip-hop dances unique to any other training dataset. Note that DanceDB is part of AMASS but we intentionally hold it out from our training data.
- **DIPEvaluate** (real heldout): Data from two held-out subjects in the DIP dataset.
- **TotalCapture** (real heldout): We held out real IMU measurements from the TotalCapture dataset [Trumble et al. 2017] for evaluation, but still use its ground truth and synthesized IMU readings as part of the AMASS training set, following the same practice as previous works.

**Metrics** We define the following metrics that are commonly used to evaluate motion reconstruction quality. They are first computed for each frame of a motion, then averaged over all frames in each evaluation dataset.

- **Mean Joint Angle Error** *(in degrees)*: Joint angle (represented in axis-angles) difference between reconstruction and ground-truth, averaged over all joints.
- **Mean Root-Relative Joint Position Error** *(in meters)*: Joint position difference between the reconstruction and ground-truth by aligning at the root, averaged over all joints.
- **Root Error** *(in meters)*: Root translation error measured in $L_2$ norm during a continuous period of 2s/5s/10s.
Fig. 6. Plots of metrics in Table 1 comparing our DIP model, TransPose model and DIP model.

Fig. 7. Motion reconstruction for sitting on a chair (top) and climbing steps (bottom). Our character is shown in yellow, TransPose in purple and Ground-Truth motion is shown in green. The red spheres are predicted SBPs.

Fig. 8. Our model (yellow) can track a variety of motions, including dynamic motions and hand contacts, such as jumping and break dancing.

- **Mean Joint Position Jitter** (in m/s²): Joint position jitter computed using the same formula as in TransPose, averaged over all joints.
- **Root Jitter** (in m/s²): Root position jitter computed using the same formula as above.

**Experiments** We present quantitative metrics on the evaluation datasets between our model, TransPose, and DIP in Table 1. We used the best performing models published by the authors in this comparison. Overall, our small and simple model achieves better accuracy and lower jitter in almost all evaluations.

Our auto-regressive decoder generates consistent motions when the input is ambiguous. For example, IMU readings are similar between sitting or standing still, since all accelerations are close to zero and the limb sensors are similarly oriented. Both TransPose and DIP have a hard time distinguishing these two actions, and produce unstable motions that constantly switch between them. On the other hand, we can generate a stable sitting posture based on the prediction history feedback (Fig. 7 Top).

We reduced root position errors over both short and long duration for all categories, oftentimes by more than 30% (Fig. 6 Middle). We found that enforcing SBPs at runtime has a noticeable improvement for real data. Our root motions are also much smoother (Fig. 6 Right), thanks to the smoothing filter on root prediction, at the expense of slightly larger joint errors caused by a small filter-window delay.

Since we made no assumptions about the environment or contact patterns, our model greatly improves the root motion accuracy when walking on uneven terrains (Fig 7 Bottom), or when performing dynamic actions such as jumping or break dancing (Fig 8), where we observed long duration without active SBPs to enable a fluid motion. In addition, we found that the predicted SBPs coincide with environment contacts and follows the heel-toe rolling pattern.

**4.2 Ablations**

We perform two ablations to validate our key design choices: (1) without history feedback; (2) without SBP prediction. Table 2 summarizes the results on the TotalCapture dataset.

As expected, when we removed the history feedback from model input, we observed the same unstable prediction for ambiguous input as existing work. We can no longer generate a stable sitting posture, but instead a jittery motion that constantly switches between sitting and standing (ref. Video). The lack of history feedback from SBP predictions also has a big negative impact to root accuracy: when SBPs are inconsistent across frames, they are not nearly as useful in correcting for drifts. On the other hand, we observed a slight improvement in joint angle accuracy on average without history feedback. This can be partly explained by the discrepancy in history input between training and testing, where we use ground truth for training but the model output for testing. Another potential reason is that history feedback could also lead to persistent mistakes. If the model makes a wrong prediction due to ambiguous input, it would be difficult to recover later.

The model without predicting SBPs performs significantly worse especially on long-term root trajectory accuracy. This is expected because we can no longer adjust the root motion to prevent drifts. We observed a greater effect on real datasets than on synthetic data, probably because $\sigma_t$ predictions are less robust on noises, while the SBPs are more resistant to input noise.
We test our system live with 6 Xsens IMU sensors. Our video visualizes live performance side-by-side with real-time reconstructions, with a slight latency caused by our pre-processing filter. We cover a variety of motion tasks in our demo, both commons ones such as locomotion and whole-body manipulation, and more challenging highly-dynamical ones such as jumping from a high place, "swimming" on a stool, rolling on the floor, or swirl kicks. We tested our system on one male and one female subjects, and observed degraded performance on the female subject which we did not expect. We also observed larger root translation errors in fast dancing motions since the predicted SBPs are not always static. If we have access to environment geometry information, we may be able to combine SBPs and contact detection to mitigate these cases.

**5 Discussions and Conclusion**

This paper presents a new data-driven method for human motion reconstruction from six wearable IMUs. By utilizing recent advances in sequence modeling with attention-based neural networks, combined with a physics-inspired task of learning stationary body points to mitigate out-of-distribution collapses of neural networks, we make one principled step forward in tackling this real-world, under-constrained problem where noises and unmodeled dynamics constantly impact systems’ performance and real-world usability.
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shapes. Some personalized training and fine-tuning of the model may eventually be necessary for reconstructing more accurate and detailed motion for each individual user.

Another potential future direction is to estimate the geometry of the environment from human motion. Terrain height estimation remains challenging since they are very sensitive to different body types and noises (for example, our algorithm could predict a locomotion on a slightly bumpy ground while the user really is moving on flat surface). In practice, we found that the SBP corrections are not as helpful in the vertical direction than they are in the horizontal directions, and will address this issue in future work. Finally, the success of highly expressive Transformer models depend on the availability of large-scale data. Compared with commonly used training datasets for natural language modeling, human motion databases are much smaller in size and variation, causing less-ideal coverage for rare motions. Learning a model that can generalize to rarely seen motions remain a challenge for our method.
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