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Abstract—Deep neural networks for image classification only learn to map in-distribution inputs to their corresponding ground-truth labels in training without differentiating out-of-distribution samples from in-distribution ones. This results from the assumption that all samples are independent and identically distributed (IID) without distributional distinction. Therefore, a pretrained network learned from in-distribution samples treats out-of-distribution samples as in-distribution and makes high-confidence predictions on them in the test phase. To address this issue, we draw out-of-distribution samples from the vicinity distribution of training in-distribution samples for learning to reject the prediction on out-of-distribution inputs. A cross-class vicinity distribution is introduced by assuming that an out-of-distribution sample generated by mixing multiple in-distribution samples does not share the same classes of its constituents. We, thus, improve the discriminability of a pretrained network by finetuning it with out-of-distribution samples drawn from the cross-class vicinity distribution, where each out-of-distribution input corresponds to a complementary label. Experiments on various in-/out-of-distribution datasets show that the proposed method significantly outperforms the existing methods in improving the capacity of discriminating between in- and out-of-distribution samples.
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I. INTRODUCTION

According to the learning rule of empirical risk minimization [1], [2], training a deep neural network for image classification is to minimize the average error over the independent and identically distributed (IID) samples drawn from an unknown distribution (called in-distribution) [3]. The networks demonstrate a significant ability to recognize different classes of in-distribution samples and present a powerful generalization ability on test samples drawn from the same distribution [4]. However, the test samples could be drawn from a distribution different from that of training in-distribution samples (called out-of-distribution [5]). The networks could assign unexpected high-confidence predictions on these out-of-distribution samples, as shown in Fig. 1. The primary cause is that deep networks only map in-distribution inputs to the corresponding ground-truth labels but never reject to map out-of-distribution inputs to any classes in the training phase. Therefore, a pretrained network [6] trained solely on in-distribution samples cannot effectively discriminate between in- and out-of-distribution samples, causing distributional vulnerability [7] and non-IID learning challenges [8].

To address this issue in the pretrained network, the empirical risk minimization principle should be extended to consider out-of-distribution samples in the training process, that is, going beyond the conventional IID assumption for training and test samplings. Specifically, one straightforward idea is to finetune the pretrained network with generated out-of-distribution samples if no extra real-world out-of-distribution samples are available [10]. It is impossible to explore all out-of-distribution samples due to the infinite data space. Out-of-distribution samples are relative to an in-distribution dataset, for example, an out-of-distribution sample for an in-distribution dataset could be in-distribution for other in-distribution datasets, and an in-distribution sample could be out-of-distribution for other in-distribution datasets. For fine-tuning a pretrained network to improve its out-of-distribution sensitivity, these out-of-distribution samples should be tailored...
for a given in-distribution dataset per its data characteristic, rejected to map to any classes, and efficiently generated.

Accordingly, we construct a vicinity distribution [11] of training in-distribution samples to explore the corresponding out-of-distribution samples. For an in-distribution sample, we draw the related but different samples from its vicinity distributions, which is known as data augmentation [12]. However, the standard construction of vicinity distributions [11], [13] for the image classification task cannot generate data-dependent out-of-distribution samples. For an in-distribution sample, its horizontal reflection, rotation, and rescaling can be made by the standard construction of vicinity distributions [14]. These augmented samples are treated as in-distribution and mapped to the label as the original one to improve generalization. Without considering the vicinity relations across samples of different classes, these standard constructions assume that the samples from the same vicinity distribution own the same label and thus cannot generate out-of-distribution samples. Accordingly, we break down this barrier to construct a vicinity distribution of an in-distribution sample by involving the in-distribution samples of other classes.

For image classification by deep neural networks, we propose a learning from cross-class vicinity distribution (LCVD) approach to explore out-of-distribution samples in relation to a given in-distribution sample according to the following insight.

An out-of-distribution input generated by mixing multiple in-distribution inputs does not belong to the same classes as its constituents.

To obtain an out-of-distribution sample drawn from the cross-class vicinity distribution of an in-distribution sample, we can linearly combine the in-distribution sample with multiple in-distribution samples corresponding to other classes. To encourage a network to make low-confidence predictions on samples located in the regions outside the training in-distribution samples, we assume that the in-distribution sample no longer belongs to the original class after being contaminated by those in-distribution ones from other classes. This is because there is more than one class in the contaminated input (the generated out-of-distribution input). Accordingly, the generated out-of-distribution input corresponds to a complementary label,

\[ \text{complementary label} \]

which could be any of the labels of its constituents. Because the generated out-of-distribution input does not belong to the label of its corresponding in-distribution input, we can finetune the pretrained network to reject the mapping between out-of-distribution inputs and the corresponding complementary labels. This improves the network capacity for discriminating between in- and out-of-distribution samples.

The main contributions of this work include the following.

1) According to the mutual information maximization, we derive a generic expected risk for optimizing networks on in- and out-of-distribution samples.

2) Given an in-distribution dataset, we construct the cross-class vicinity distribution to generate its corresponding out-of-distribution samples.

3) We improve the discriminability of a pretrained network by finetuning it with the generated out-of-distribution samples according to the generic empirical risk of the generic expected risk.

The rest of this article is organized as follows. In Section II, we briefly review the related work. In Section III, we describe the proposed method in detail, including the generic expected risk, the vicinity distributions, and the generic empirical risk. In Section IV, extensive experiments are conducted to verify the superiority of the proposed method. Section V draws the conclusion and discusses the future work.

II. RELATED WORK

The considered out-of-distribution detection task in this article aims to detect whether a test sample for a network is in- or out-of-distribution in the test phase [16], [17], [18]. The out-of-distribution detection problem is highly related to various research and literature fields, including predictive uncertainty [19], adversarial example detection [20], outlier detection [21], [22], and open set recognition [23], [24].

In the out-of-distribution detection setup, the training samples are assumed to be in-distribution, and the test samples could be in or out-of-distribution. For a network learned from in-distribution samples, out-of-distribution detection aims to detect the out-of-distribution samples with semantic shift [17] according to the network outputs in the test phase. Similarly, predictive uncertainty and adversarial example detection detect some specific samples for a network learn from in-distribution samples in the test phase. Differently, predictive uncertainty [19] mainly focuses on assigning high uncertainty to the in-distribution test samples that are misclassified by the network, while adversarial example detection [20] concentrates on detecting the out-of-distribution samples with covariate shift that are applied for fooling the network. Note that out-of-distribution detection can only access in-distribution samples in the training phase and focus on detecting out-of-distribution samples for unlabeled test samples. Differently, outlier detection [21], [22] identifies and filters out-of-distribution samples in the training dataset for learning downstream networks. Furthermore, open set recognition [23], [24] trains networks with unlabeled out-of-distribution samples and learns to assign them to extra unknown classes that do not belong to any classes of in-distribution samples. Specifically, the existing methods of out-of-distribution detection can be divided into three categories [16]: posthoc detection, confidence enhancement, and outlier exposure (OE) methods.

A. Posthoc Detection Methods

Posthoc detection methods aim to train out-of-distribution detectors for a pretrained network without modifying loss functions and learning processes. Specifically, out-of-distribution detectors calculate the out-of-distribution scores for test samples according to the outputs from networks and distinguish in- and out-of-distribution samples according to the scores. For example, the baseline method [5] assumes that out-of-distribution samples own lower output...
confident than in-distribution samples. Accordingly, the baseline method uses the confidence represented by maximum softmax outputs as the out-of-distribution scores for test samples. To make the confidence more sensitive to out-of-distribution, out-of-distribution detector for neural networks (ODIN) [25] improves the baseline method by perturbing the inputs with negative adversarial direction [20], [26] and incorporating temperature scaling into the softmax function. Rather than applying the prediction confidence, MahaLanoBis (MLB) [27] calculates the MLB distances of output features for each network layer and integrates the MLB distances on all layers by training a logistic regression detector. Not only accessing the maximal prediction confidence, but an energy-based detector [28] also uses the predicted label probabilities represented by softmax activation to calculate an energy function score. Rectified activations (RAs) [29] truncate the activation on the penultimate layer of a network to decrease the negative effect of noise in calculating the confidence. For the Kullback–Leibler divergence between network softmax outputs and uniform distribution, GradNorm [30], [31] applies the norm of gradients with respect to weights as out-of-distribution scores. The out-of-distribution detectors learn the knowledge which is sensitive to out-of-distribution samples from the outputs of pretrained networks without refining the networks, which indicates that the detector performance relies heavily on the properties of the pretrained networks.

B. Confidence Enhancement Methods

To improve the out-of-distribution sensitivity of a pretrained network, confidence enhancement methods aim to retrain or finetune the pretrained network by modifying loss functions and learning processes. Based on the baseline method [5], Deep Gambler (DG) [32] sets a threshold for networks in the training phase, and the network abstains from making a prediction when the confidence is lower than the predetermined threshold. Built on ODIN, DeConf-C [33] improves the traditional cross-entropy loss by decomposing confidence and modifies the learning process by searching adversarial perturbation magnitudes on training in-distribution samples. Based on the observation that a large number of classes leads to decreased out-of-distribution detection performance, minimum other score (MOS) [34] explores the hierarchical structure of labels and divides the training in-distribution samples into several groups according to labeling concepts.

C. Outlier Exposure Methods

OE methods retrain or finetune a pretrained network by involving out-of-distribution samples in the training process. They can be treated as specific confidence enhancement methods. The training out-of-distribution samples can be synthetic and obtained from real-world datasets. The basic OE [35] method finetunes a pretrained network with a marginal loss to enlarge the confidence gap between training in- and out-of-distribution samples. Built on OE, OE with confidence control (OECC) [36] encourages the output distribution of out-of-distribution samples to be close to a uniform distribution and minimizes the Euclidean distance between training classification accuracy and its confidence. Posterior sampling-based outlier mining (POEM) [37] focuses on finding near-boundary out-of-distribution samples to learn a compact decision boundary between in- and out-of-distribution samples.

However, the aforementioned OE methods require real-world out-of-distribution samples to be given, which may be unavailable in practice. Accordingly, some other OE methods fill this gap by synthesizing out-of-distribution samples. For example, joint confidence loss (JCL) [38] generates out-of-distribution samples by a generative adversarial network [39], which finds the samples around the boundary of training in-distribution samples. JCL then encourages the label probability vectors of the generated out-of-distribution samples to satisfy a uniform distribution while learning to classify in-distribution samples. Conversely, the joint energy-based model (JEM) [28] generates in-distribution samples from the implicit generator inferred from the logits of a network and encourages the generated and original in-distribution samples to have similar network outputs. Instead of generating samples from generators, MIXUP [13] efficiently generates new in-distribution samples by augmenting the existing in-distribution samples. Specifically, MIXUP convexly combines two randomly selected in-distribution inputs and the corresponding labels to construct an out-of-distribution sample. Contrasting shifted instances (CSIs) [40] and self-supervised outlier detection (SSD) [41] treat the rotated version of an in-distribution sample as the positive one and the other in-distribution samples as negative in contrastive losses. CSI calculates out-of-distribution scores according to the cosine similarity to the nearest training sample and the norm of the representation, while SSD applies shrunk covariance estimators [42] and data augmentation. Furthermore, contrastive learning is applied to transformers to improve the out-of-distribution detection performance of text classification [43].

The OE methods, focusing on synthesizing out-of-distribution samples when these samples are unavailable, are most related to the proposed LCVD method. JCL and JEM apply extra generators for obtaining out-of-distribution samples specific to the training in-distribution dataset, which is expensive. Although the other methods are effective in generating out-of-distribution samples by augmenting in-distribution samples, the augmented samples do not directly encourage networks to make low-confidence predictions for out-of-distribution samples. Different from the existing methods of synthesizing out-of-distribution samples, the proposed LCVD method aims to effectively and directly construct out-of-distribution samples by augmenting in-distribution samples that are used to be refused by networks.

III. LCVD METHOD

The proposed LCVD method aims to improve the ability of a pretrained network in discriminating between in- and out-of-distribution samples for the image classification task. This is achieved by finetuning it with the data-dependent out-of-distribution samples drawn from the cross-class vicinity distribution of training in-distribution samples. In this section, we describe the generic expected risk considering both in- and
out-of-distribution samples in the learning process, the cross-class vicinity distribution for sampling out-of-distribution samples, and the generic empirical risk which is used to finetune the pretrained network.

A. Generic Expected Risk

Here, we introduce a generic expected risk [44] for learning a network from both in- and out-of-distribution samples. We refer $x$ and $y$ to the input and label, respectively, and the number of classes is $K$. Each in-distribution input corresponds to a ground-truth label, and each out-of-distribution input corresponds to a complementary label. For in-distribution samples, we assume the marginal distribution of $x$, the marginal distribution of $y$, and the joint distribution are $P_I(x)$, $P_I(y)$, and $P_I(x, y)$, respectively. Correspondingly, we assume $P_O(x)$, $P_O(y)$, and $P_O(x, y)$ represent out-of-distribution samples. We assume both in- and out-of-distribution samples share the same conditional distribution $P(y|x)$, which is estimated by a parameterized network $Q_\theta(y|x)$ with model parameter $\theta$. This assumption is mild because the two kinds of samples share the same label space and $P(y|x)$ depends on the given input $x$. Furthermore, estimating $Q_\theta(y|x)$ for the two kinds of samples can recognize different classes of in-distribution inputs and discriminate between in- and out-of-distribution samples. Mutual information [45] is a quantity of measuring the relationship between random variables. The mutual information for in- and out-of-distribution sample are $I_I(x; y)$ and $I_O(x; y)$, respectively.

The pretrained network focuses on measuring the relationship between a random in-distribution input and the corresponding ground-truth label in the pretraining phase. It then rejects out-of-distribution samples in the finetuning phase to improve the out-of-distribution sensitivity. According to the definitions of in- and out-of-distribution samples, networks should enhance $I_I(x; y)$ and reduce $I_O(x; y)$, respectively, to improve the discriminability. Accordingly, we have

$$ \max \ I_I(x; y) - I_O(x; y). \tag{1} $$

To maximize (1) and introduce $Q_\theta(y|x)$ to estimate $P(y|x)$, we obtain the lower bound of $I_I(x; y)$ and the upper bound of $I_O(x; y)$

$$ I_I(x; y) \geq \log Q_\theta(y|x) P_I(x, y) + H(P_I(y)) \tag{2} $$

and

$$ I_O(x; y) \leq -\log(1 - Q_\theta(y|x)) P_O(x, y) + \mathbb{E}_{P_O(y)}[P_I(y)]^{-1} \tag{3} $$

where $H(\cdot)$ is the entropy. The derivations are presented in Appendices A and B, respectively. Substituting (2) and (3) into (1) and ignoring the constant terms, we obtain the generic expected risk for learning from both in- and out-of-distribution samples

$$ \mathcal{R}(\theta) = -\log Q_\theta(y|x) P_I(x, y) + \log(1 - Q_\theta(y|x)) P_O(x, y). \tag{4} $$

The first term in $\mathcal{R}(\theta)$ is the expected risk for learning a pretrained $Q_\theta(y|x)$ without considering the out-of-distribution sensitivity. We finetune $Q_\theta(y|x)$ to improve the ability in discriminating between in- and out-of-distribution samples according to $\mathcal{R}(\theta)$.

B. Cross-Class Vicinity Distribution

1) Empirical Distribution: Optimizing $Q_\theta(y|x)$ by minimizing $\mathcal{R}(\theta)$ is intractable because we usually cannot obtain the analytic expressions for $P_I(x, y)$ and $P_O(x, y)$. We can only access a training in-distribution dataset $D_I = \{(x_i^I, y_i^I)\}_{i=1}^{N_I}$, where each sample $(x_i^I, y_i^I)$ is assumed to be IID drawn from the unknown $P_I(x, y)$, and $N_I$ is the number of in-distribution samples. According to the vicinal risk minimization principle [11], we can approximate $\mathcal{R}(\theta)$ by replacing $P_I(x, y)$ and $P_O(x, y)$ with the corresponding empirical distributions $\tilde{P}_I(x, y)$ and $\tilde{P}_O(x, y)$. $\tilde{P}_I(x, y)$ and $\tilde{P}_O(x, y)$ are constructed by the corresponding vicinity distributions $V_I$ and $V_O$ based on the training in-distribution dataset $D_I$, respectively,

$$ \tilde{P}_I(x, y) = \frac{1}{N_I} \sum_{i=1}^{N_I} V_I(x_i^I, y_i^I) \tag{5} $$

$$ \tilde{P}_O(x, y) = \frac{1}{N_I} \sum_{i=1}^{N_I} V_O(x_i^I, y_i^I). $$

To obtain the two empirical distributions [i.e., $\tilde{P}_I(x, y)$ and $\tilde{P}_O(x, y)$] for exploring in- and out-of-distribution samples, we have to define the corresponding vicinity distributions (i.e., $V_I$ and $V_O$) measuring the probability of finding the virtual input-label pairs in the vicinity based on a given in-distribution sample $(x^I, y^I)$ drawn from $P_I(x, y)$. Note that $\tilde{P}_O(x, y)$ is an empirical distribution for generating out-of-distribution samples, which are also built on the in-distribution samples as $\tilde{P}_I(x, y)$. This is because the samples outside the in-distribution dataset could be out-of-distribution, and the vicinity distribution finding the neighborhood around an in-distribution sample could explore the data-dependent out-of-distribution samples.

2) Dirac Delta Vicinity Distribution: In the pretraining phase, we only apply the in-distribution samples to train a network without exploring the samples outside the training in-distribution dataset. Therefore, the corresponding Dirac delta vicinity distribution for in-distribution samples is defined as

$$ V_I(x, y|x^I, y^I) = \delta(x = x^I, y = y^I) \tag{6} $$

where $\delta$ is the Dirac delta function. However, the vicinity distribution $V_I(x, y|x^I, y^I)$ cannot be applied to find samples different from the in-distribution samples. This causes uncertain predictions for out-of-distribution samples and unexpected high-confidence predictions for some of them.

3) Cross-Class Vicinity Distribution: Accordingly, we construct another vicinity distribution $V_O(x, y|x^I, y^I)$ to explore out-of-distribution samples by considering the vicinity relations among the in-distribution samples of different classes. We then teach the pretrained network to reject the out-of-distribution samples drawn from $\tilde{P}_O(x, y)$, which improves the...
out-of-distribution sensitivity. To consider the vicinity relations across in-distribution samples of different classes, we combine different classes of in-distribution inputs to generate an out-of-distribution input. However, it is hard to determine the ground-truth label for the out-of-distribution input because the input contains more than one label information. To improve the discriminability of in- and out-of-distribution samples, we restrict networks to provide low-confidence predictions for inputs containing different label information. Consequently, it would be easy to determine the complementary labels for the out-of-distribution input, that is, the ground-truth labels of in-distribution inputs. We construct the vicinity distribution of in-distribution samples for exploring out-of-distribution samples based on the insight: an out-of-distribution input generated by mixing multiple in-distribution inputs does not belong to the classes of these in-distribution inputs.

For a given in-distribution sample \((x^i, y^i)\), we first generate an out-of-distribution input \(x^0\) by combining \(x^i\) with other \(M - 1 (M \leq 1000)\) randomly selected in-distribution inputs \(\{x^1_i, \ldots, x^M_{i-1}\}\)

\[
x^0 = \frac{1}{M} \left( x^i + \sum_{i=1}^{M-1} x^i \right)
\]

the corresponding label set of the \(M\) selected samples is \(C(M) = (\cup_{i=1}^{M-1} y^i) \cup y^i \subseteq [K]\). Recall that the number of classes of in-distribution samples is \(K\). We assume that the number of selected classes in \(C(M)\) is \(K_C\).

**Theorem 1:** Assume that the out-of-distribution sample \(x^0\) is constructed by linearly combining \(M (M \leq 1000)\) randomly selected in-distribution samples. With a high probability, the number of selected classes \(K_C\) is less than \(K\), which indicates that the label set \(C(M)\) is nearly impossible to contain all the labels of in-distribution samples.

The detailed proof is represented in Appendix C. According to Theorem 1, an out-of-distribution input \(x^0\) is constructed by integrating \(M\) in-distribution inputs that belong to \(K_C\) classes. \(K_C \leq K\) is with a high probability, which indicates that \(C(M)\), which is the complementary label set of \(x^0\), does not cover all the classes with a high probability. Based on the insight of this construction method, \(x^0\) does not belong to the \(K_C\) classes. Accordingly, to improve the out-of-distribution sensitivity, a pretrained network can reject to map this out-of-distribution input \(x^0\) to any of the \(K_C\) classes. For the constructed out-of-distribution input \(x^0\), the complementary label is randomly selected from the complementary label set \(C(M)\) and should be rejected by the pretrained network

\[
y^0 \sim C(M) = \left( \bigcup_{i=1}^{M-1} y^i \right) \cup y^i
\]

From the vicinity distribution perspective, we draw the out-of-distribution sample \((x^0, y^0)\) from an empirical distribution constructed by a vicinity distribution of the in-distribution samples \((x^1, y^1)\), which considers the vicinity relations among the samples of different classes. According to the input (7) and the complementary label (8) of the out-of-distribution sample, we obtain the following cross-class vicinity distribution for exploring out-of-distribution samples based on the given in-distribution sample \((x^i, y^i)\):

\[
\forall O(x, y|x^i, y^i) = \mathbb{E}_{x^i_1}, \ldots, x_9 \left[ \delta(x = x^0, y = y^0) \right]
\]

where \(x^0\) and \(y^0\) are constructed by (7) and (8), respectively.

We can obtain the two empirical distributions \(\bar{P}_I(x, y)\) and \(\bar{P}_O(x, y)\) by substituting (6) and (9) into (5) and have

\[
\bar{P}_I(x, y) = \frac{1}{N_I} \sum_{i=1}^{N_I} \delta(x = x_I^i, y = y_I^i)
\]

\[
\bar{P}_O(x, y) = \frac{1}{N_O} \sum_{i=1}^{N_O} \mathbb{E}_{x^I_{1}}, \ldots, x_{9}|y^I_{1}, \ldots, y_{9} \left[ \delta(x = x^0, y = y^0) \right].
\]

Both empirical distributions are estimated by in-distribution samples. The Dirac delta vicinity distribution \(\forall Z\) in \(\bar{P}_I(x, y)\) degenerates into a simple Dirac delta function without exploring the samples outside the training dataset \(D\). Conversely, the cross-class vicinity distribution \(\forall O\) in \(\bar{P}_O(x, y)\) combines different classes of in-distribution samples to find the out-of-distribution samples outside \(D\).

**C. Generic Empirical Risk**

In the pretraining phase, only in-distribution samples are available, with \(P_I(x, y) \approx \bar{P}_I(x, y)\), we approximate the expected risk \(R(\theta)\) by the following empirical risk:

\[
R(\theta) \approx -\sum_{i=1}^{N_I} \log Q_{\theta}(y_I^i|x_I^i)
\]

and learn the pretrained network \(Q_{\theta}\) by minimizing (11) on in-distribution samples. To improve the out-of-distribution sensitivity of the pretrained network \(Q_{\theta}\) in the finetuning phase, we consider a generic expected risk (4), which learns to reject the mapping between the inputs and the corresponding complementary labels by introducing out-of-distribution samples. Using \(P_I(x, y) \approx \bar{P}_I(x, y)\) and \(P_O(x, y) \approx \bar{P}_O(x, y)\), we approximate the generic expected risk \(\tilde{R}(\theta)\) by the following generic empirical risk:

\[
\tilde{R}(\theta) \approx -\sum_{i=1}^{N_I} \log Q_{\theta}(y_I^i|x_I^i) - \sum_{j=1}^{N_O} \log (1 - Q_{\theta}(y_J^j|x_J^j))
\]

where \(N_O\) is the number of out-of-distribution samples drawn from \(\bar{P}_O(x, y)\). Based on Monte Carlo [46], we apply the stochastic gradient descent optimization algorithm [1] to estimate the gradients of (11) and (12). The pseudo-code of the finetuning procedure is summarized in Algorithm 1.

**IV. EXPERIMENTS**

In this section, we verify the effectiveness of the proposed LCVD method. We compare it with different out-of-distribution detection methods in terms of out-of-distribution detection performance, in-distribution classification accuracy, and the efficiency of generating out-of-distribution samples. Furthermore, we analyze the effect of the number of selected
Algorithm 1 Pseudo-Code of LCVD
1: Input: pretrained network $Q_\theta$, in-distribution training dataset $\mathcal{D} = \{(x_i^d, y_i^d)\}_{i=1}^{N_d}$, batch size $b$, learning rate $\mu$
2: repeat
3: Draw $b_1 = b/2$ in-distribution samples from $\tilde{P}_I(x, y)$: \[\{(x_i^d, y_i^d)\}_{i=1}^{b_1}\]
4: Draw $b_0 = b/2$ out-of-distribution samples from $\tilde{P}_O(x, y)$: \[\{(x_i^o, y_i^o)\}_{i=1}^{b_0}\]
5: Estimate the objective function:
\[\tilde{R}(\theta) = \frac{1}{b_1} \sum_{i=1}^{b_1} \log Q_\theta(y_i^d | x_i^d) - \frac{1}{b_0} \sum_{j=1}^{b_0} \log(1 - Q_\theta(y_j^o | x_j^o))\]
6: Obtain gradients: $\nabla_\theta \tilde{R}(\theta)$
7: Update parameters: $\theta = \theta + \mu \nabla_\theta \tilde{R}(\theta)$
8: until convergence
9: Output: finetuned network $Q_\theta$

in-distribution samples $M$ on constructing out-of-distribution samples, compare different training mechanisms with the generated out-of-distribution samples, and run a set of ablation study experiments about the inputs and labels of the generated out-of-distribution samples.\(^2\)

A. Setup

We adopt the ResNet18 architecture [47] for all the experiments and implement it in PyTorch. In the pretraining and retraining phase of all methods, the learning rate starts at 0.1 and is divided by 10 after 100 and 150 epochs, and all networks are trained for 200 epochs with 128 samples per mini-batch. In the finetuning phase of the proposed LCVD, the finetuning learning rate is 0.001, which equals the final learning rate in the pretraining phase. If not specified, we randomly select $M = 10$ in-distribution samples to construct an out-of-distribution sample in the proposed method and finetune the pretrained network until convergence.

We can only access in-distribution datasets to train networks in the training phase. In the test phase, we evaluate the out-of-distribution detection performance on diverse real-world out-of-distribution datasets and the test in-distribution datasets corresponding to the training ones. The training in-distribution datasets used in our experiments to train neural networks include CIFAR10 [48], SVHN [49], and Mini-Imagenet [50]. The numbers of classes of CIFAR10 and SVHN are 10, and the resolution ratios are $32 \times 32$ of the two in-distribution datasets. The number of classes and the resolution ratio are 10 and $224 \times 224$ of Mini-Imagenet, respectively. For data augmentation methods, we apply random cropping and random horizontal flipping to CIFAR10 and SVHN and resizing and random cropping to Mini-Imagenet. To evaluate the detection performance, the test out-of-distribution datasets include CIFAR100 [48], CUB200 [51], Stanford-Dogs120 [52], OxfordPets37 [53], Oxfordflowers102 [54], Caltech256 [55], DTD47 [56], and COCO [57]. We resize the test out-of-distribution samples to match the size of training in-distribution samples.

To calculate the out-of-distribution scores of test in- and out-of-distribution samples, if not specified, we apply the threshold-based detector in the baseline method [5] for the proposed LCVD method. An in-distribution sample is expected to have a high out-of-distribution score, while an out-of-distribution sample is the opposite. Following the setups of ODIN [25], to evaluate the out-of-distribution detection performance, we adopt the area under the receiver-operating characteristic curve (AUROC) [58], the area under the precision–recall curve (AUPR), the false positive rate (FPR) at 95% true positive rate (TPR), and the detection error to measure the rank of the out-of-distribution scores. AUPR includes AUPRIN and AUPROUT that present the AUPR where in- and out-of-distribution samples are treated as positives, respectively. Larger AUROC, AUPRIN, and AUPROUT indicate better detection performance, while lower FPR at 95% TPR, and Detection Error indicate better detection performance. If not specified, we report the average result across the above-mentioned eight out-of-distribution datasets for each out-of-distribution detection method. The retraining and finetuning methods need to modify the given pretrained network. The retrained and finetuned networks sacrifice accuracy to improve the out-of-distribution sensitivity. We, thus, also evaluate the in-distribution classification accuracy to compare the price of improving out-of-distribution sensitivity. Furthermore, throughput [59], which represents the number of processed samples in a second, is adopted to measure the efficiency of generating out-of-distribution samples.

B. Comparison Results

1) Comparison With Different Detectors: We incorporate six state-of-the-art out-of-distribution detectors into a pretrained network and its corresponding network finetuned by LCVD. The adopted detectors include the Baseline [5], ODIN [25], MLB [27], energy-based detector (Energy) [28], RAs [29], and GradNorm [30], [31]. For a fair comparison, we apply a modified MLB which adopts adversarial examples generated from in-distribution samples to train the logistic regression because the other compared methods do not need real-world out-of-distribution samples in the training phase. We follow the same setup as the original ones for the other comparison methods.
The results in Table I show that the pretrained can achieve a significant improvement (2.56%–7.69%) after being finetuned by LCVD for all out-of-distribution detectors. Specifically, LCVD leads to improved performance for the detectors applying softmax outputs, feature embeddings, and gradients. Therefore, LCVD can adapt different kinds of out-of-distribution detectors. This is mainly achieved by rejecting to map out-of-distribution inputs to their corresponding complementary labels. Specifically, LCVD draws data-dependent out-of-distribution samples with complementary labels from the cross-class vicinity distribution of in-distribution samples. Rejecting these complementary labels for the generated out-of-distribution samples in the finetuning processes improves the out-of-distribution sensitivity of pretrained networks.

2) Comparison With Outlier Exposure Methods: We compare the proposed LCVD method with seven OE methods that retrain or finetune a pretrained networks with out-of-distribution samples, namely OE [35], POEM [37], MIXUP [13], JCL [38], JEM [28], CSIs [40], and SSD [41]. OE and POEM require datasets to be with out-of-distribution samples, while the other methods generate out-of-distribution samples. For fair comparisons, following the suggestions of OE [35], we treat the in-distribution samples distorted with noise as out-of-distribution for OE and POEM. The settings of all the comparison methods follow the original ones. Each method is evaluated over five random trials of a method. The Symbols ↑ and ↓ indicate a larger and lower value is better, respectively.

Near and far samples represent the out-of-distribution samples with covariate shift (slightly different from in-distribution samples) and semantic shift (significantly different from in-distribution samples), respectively. For the in-distribution dataset CIFAR10, SVHN can be treated as a far out-of-distribution dataset because it contains some classes having similar semantics to that of CIFAR10. The results are reported in Table III. For the far out-of-distribution dataset (SVHN), all the methods achieve promising results, and LCVD achieves the best (3.59% improvement). This is because the semantics of the two datasets are vastly different. CIFAR10 can be treated as a near out-of-distribution dataset because it contains some classes having similar semantics to that of CIFAR10. The results are reported in Table III. For the far out-of-distribution dataset (SVHN), all the methods achieve promising results, and LCVD achieves the best (3.59% improvement). This is because the semantics of the two datasets are vastly different. CIFAR10 can be treated as a near out-of-distribution dataset because it contains some classes having similar semantics to that of CIFAR10.

The results in Table I show that the pretrained can achieve a significant improvement (2.56%–7.69%) after being finetuned by LCVD for all out-of-distribution detectors. Specifically, LCVD leads to improved performance for the detectors applying softmax outputs, feature embeddings, and gradients. Therefore, LCVD can adapt different kinds of out-of-distribution detectors. This is mainly achieved by rejecting to map out-of-distribution inputs to their corresponding complementary labels. Specifically, LCVD draws data-dependent out-of-distribution samples with complementary labels from the cross-class vicinity distribution of in-distribution samples. Rejecting these complementary labels for the generated out-of-distribution samples in the finetuning processes improves the out-of-distribution sensitivity of pretrained networks.

2) Comparison With Outlier Exposure Methods: We compare the proposed LCVD method with seven OE methods that retrain or finetune a pretrained networks with out-of-distribution samples, namely OE [35], POEM [37], MIXUP [13], JCL [38], JEM [28], CSIs [40], and SSD [41]. OE and POEM require datasets to be with out-of-distribution samples, while the other methods generate out-of-distribution samples. For fair comparisons, following the suggestions of OE [35], we treat the in-distribution samples distorted with noise as out-of-distribution for OE and POEM. The settings of all the comparison methods follow the original ones. Each method is evaluated over five random trials of a method. The Symbols ↑ and ↓ indicate a larger and lower value is better, respectively.

Near and far samples represent the out-of-distribution samples with covariate shift (slightly different from in-distribution samples) and semantic shift (significantly different from in-distribution samples), respectively. For the in-distribution dataset CIFAR10, SVHN can be treated as a far out-of-distribution dataset because the classes of the two datasets are vastly different. CIFAR10 can be treated as a near out-of-distribution dataset because it contains some classes having similar semantics to that of CIFAR10.

The results are reported in Table III. For the far out-of-distribution dataset (SVHN), all the methods achieve promising results, and LCVD achieves the best (3.59% improvement). This is because the semantics of the two datasets are vastly different. CIFAR10 can be treated as a near out-of-distribution dataset because it contains some classes having similar semantics to that of CIFAR10.
LCVD explores out-of-distribution samples by considering the vicinity relations between in-distribution samples of different classes, and some constructed out-of-distribution samples are near. Learning to reject these constructed out-of-distribution inputs to their corresponding complementary labels in the fine-tuning process, a pretrained network is encouraged to provide low-confidence predictions for out-of-distribution samples.

4) Comparison of Classification Accuracy: The comparison results in terms of classification accuracy are summarized in Fig. 2. We observe that only the CSI and MIXUP methods outperform the pretrained networks on the two datasets. This is because the target of MIXUP is to improve the generalization rather than out-of-distribution detection by generating more in-distribution samples by convex combinations, and the rotated samples used in CSI are also in-distribution. The augmented in-distribution samples are more beneficial to learn invariable features to improve the performance of recognizing different classes of in-distribution samples. We can also observe that the classification performance of LCVD is close to the baseline method on CIFAR10 and slightly better on Mini-Imagenet. However, the rest of the methods obtain poor classification performance. Therefore, LCVD can significantly improve the out-of-distribution detection by sacrificing only tiny classification accuracy. It is because LCVD generates out-of-distribution samples by augmenting the training in-distribution samples, and the adaptively generated samples make a less negative impact on the classification learning process.

5) Efficiency Analysis: We measure the efficiency of OE methods in generating out-of-distribution samples in terms of throughput. The results are summarized in Table IV.

C. Parameter Analysis

We analyze the effect of the number of selected in-distribution samples $M$ on constructing an out-of-distribution sample. $M$ is from $\{1, 5, 10, 15, 20\}$. According to Fig. 3(a) and (b), we know that the selected in-distribution samples cannot cover all labels with a high probability even if $M = 20$ on the three training in-distribution datasets. However, the rest of the methods obtain poor classification performance. Therefore, LCVD can significantly improve the out-of-distribution detection by sacrificing only tiny classification accuracy. It is because LCVD generates out-of-distribution samples by augmenting the training in-distribution samples, and the adaptively generated samples make a less negative impact on the classification learning process.

5) Efficiency Analysis: We measure the efficiency of OE methods in generating out-of-distribution samples in terms of throughput. The results are summarized in Table IV.
Fig. 5. Effect of the number of selected in-distribution samples $M$ for constructing an out-of-distribution sample. Each point indicates an AUROC value, and each line represents an out-of-distribution dataset.

### TABLE V

|                      | In-distribution | Retrain | Finetune |
|----------------------|-----------------|---------|----------|
| CIFAR10              | 81.7            | 82.4    |          |
| SVHN                 | 94.4            | 95.8    |          |
| Mini-Imagenet        | 76.8            | 78.6    |          |

**Effect of the Retraining and Finetuning Mechanisms. The Results Are the Average AUROC Value Across the Eight Test Out-of-Distribution Datasets. All Values Are in Percentage, and the Boldface Values Show the Relatively Better Detection Performance**

...
The comparison results of diverse out-of-distribution inputs are used to refine the pretrained network on the four variants. We thus apply the objective function (11) used in the pretraining phase rather than the same objective function (12) as for LCVD to refine the pretrained network on the four variants. The comparison results of diverse out-of-distribution inputs are presented in Fig. 6(b). We can observe that LCVD achieves 1% improvement over the other generated out-of-distribution samples. This is because the other methods directly define the ground-truth labels for the out-of-distribution inputs. Due to the complexity of inputs, the defined ground-truth labels cannot precisely match the out-of-distribution inputs. Conversely, LCVD defines the complementary labels for the out-of-distribution inputs. It is hard to decide the ground-truth labels. However, according to the construction method of the cross-class vicinity distribution, it is easy to determine which classes a generated out-of-distribution input does not belong to. Therefore, LCVD indirectly defines the learning targets for out-of-distribution inputs, which is more conservative and achieves the best result.

V. Conclusion

In this article, we propose the LCVD method that makes the first attempt to generate out-of-distribution samples by augmenting in-distribution samples. The cross-class vicinity distribution of in-distribution samples explores out-of-distribution samples by considering the vicinity relations between samples of different classes. An out-of-distribution input is generated by linearly combining multiple in-distribution inputs, which corresponds to a complementary label different from those labels of the constituent in-distribution samples. Given a pretrained network, we then finetune it to reject such out-of-distribution samples drawn from the cross-class vicinity distribution. This improves the out-of-distribution sensitivity of the pretrained network. Experiments show that LCVD makes better out-of-distribution detection than the state-of-the-art methods on diverse in- and out-of-distribution datasets. We therefore speculate that out-of-distribution samples are sensitive to neural architectures since different architectures lead to their respective output distributions. Accordingly, an interesting future direction is to generate out-of-distribution samples dependent on a pretrained network rather than a training in-distribution dataset. Furthermore, out-of-detection detection is highly related to predictive uncertainty and adversarial example detection. Accordingly, another interesting future direction is to explore augmented in-distribution samples for these research fields.

APPENDIX A

LOWER BOUND OF $\mathcal{I}_f(x; y)$

For the mutual information $\mathcal{I}_f(x; y)$ measuring the relationship between inputs and labels of in-distribution samples drawn from the joint distribution $P_I(x, y)$, we have

$$\mathcal{I}_f(x; y) = \mathbb{E}_{P_I(x, y)} \left[ \log \frac{P_I(y|x)}{P_I(y)} \right]$$

$$= \mathbb{E}_{P_I(x, y)} \left[ \log \frac{P_I(y|x)}{P_I(y)Q_\theta(y|x)} \right]$$

$$= \mathbb{E}_{P_I(x, y)} \left[ \log Q_\theta(y|x) \right]$$

$$+ D_{KL}(P_I(x, y)||Q_\theta(y|x)) + H(P_I(y))$$

$$\geq \int \log Q_\theta(y|x) dp_I(x, y) + H(P_I(y)) \quad (13)$$

where the inequality is attributed to the nonnegative property of the Kullback–Leibler divergence.

APPENDIX B

UPPER BOUND OF $\mathcal{I}_O(x; y)$

For the mutual information $\mathcal{I}_o(x; y)$ measuring the relationship between inputs and complementary labels of out-of-distribution samples drawn from the joint distribution $P_O(x, y)$, we have

$$\mathcal{I}_O(x; y) = \mathbb{E}_{P_O(x, y)} \left[ \log \frac{P_O(y|x)}{P_O(y)} \right]$$

$$= \mathbb{E}_{P_O(x, y)} \left[ \log \frac{P_O(y|x)(1 - Q_\theta(y|x))}{P_O(y)(1 - Q_\theta(y|x))} \right]$$

$$\leq -\mathbb{E}_{P_O(x, y)} \left[ \log(1 - Q_\theta(y|x)) \right]$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
\begin{equation}
\begin{aligned}
& + \mathbb{E}_{P_O(x,y)} \left[ \log \left( \frac{1 - Q_O(y|x)}{P_O(y)} \right) \right] \\
\leq & -\mathbb{E}_{P_O(x,y)} \left[ \log(1 - Q_O(y|x)) \right] - 1 \\
& + \mathbb{E}_{P_O(x,y)} \left[ \frac{1 - Q_O(y|x)}{P_Y(y)} \right] + \mathbb{E}_{P_O(x,y)} \left[ \log \frac{P_Y(1)}{P_O(y)} \right] \\
\leq & -\mathbb{E}_{P_O(x,y)} \left[ \log(1 - Q_O(y|x)) \right] \\
& + \mathbb{E}_{P_O(x,y)} \left[ \frac{1}{P_Y(y)} \right] - D_{KL}(P_O(y)\|P_Y(1)) \\
\leq & - \int \log(1 - Q_O(y|x)) dP_O(x,y) + \mathbb{E}_{P_O(y)} \left[ \frac{1}{P_Y(1)} \right] \\
\end{aligned}
\end{equation}

(14)

where the first inequality is attributed to \( P_O(y|x) \geq 1 \); the second inequality uses the logarithm inequality \( \log(x/a) + \log(a) - 1 \) for all \( x, a \geq 0 \); the third inequality is attributed to \( Q_O(y|x) \geq 0 \); the last is attributed to the nonnegative property of the Kullback–Leibler divergence.

**APPENDIX C**

**PROOF OF THEOREM 1**

The problem of calculating the number of selected classes \( K_C \) for \( M \) selected in-distribution samples and \( K \) classes is equivalent to calculating the number of allocation schemes for \( M \) balls and \( K \) boxes where the boxes could be empty [64]. According to dynamic programming [65], the number of selected classes \( K_C \) among the \( M \) samples satisfies the following distribution:

\begin{equation}
P(K_C) = \frac{d(M, K_C)}{\sum_{i=1}^{K} d(M, i)}
\end{equation}

(15)

where

\begin{align}
d(M, K_C) &= \sum_{i=1}^{K_C} d(M - K_C, i), M \geq K_C \\
d(M, K_C) &= 0, M < K_C \\
d(M, 1) &= d(M, M) = 1.
\end{align}

(16)

Fig. 3(a) shows the distribution over \( K_C \) when \( M = K = 10 \). When the number of components in \( x^0 \) equals \( K \), the number of labels contained in \( x^0 \) is \( K_C(K_C \leq K) \), and the highest probability corresponds to four different classes. The probability of \( K_C = K = 10 \) for the different number of selected samples \( M \) is presented in Fig. 3(b). It indicates that the \( M \) selected samples can only contain all classes of samples when \( M \) is extremely large \( M > 1000 \).
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