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Abstract

The Bloom filter (BF) is a space efficient randomized data structure particularly suitable to represent a set supporting approximate membership queries. BFs have been extensively used in many applications especially in networking due to their simplicity and flexibility. The performances of BFs mainly depends on query overhead, space requirements and false positives. The aim of this paper is to focus on false positives. Inspired by the recent application of the BF in a novel multicast forwarding fabric for information centric networks, this paper proposes the yes-no BF, a new way of representing a set, based on the BF, but with significantly lower false positives and no false negatives. Although it requires slightly more processing at the stage of its formation, it offers the same processing requirements for membership queries as the BF. After introducing the yes-no BF, we show through simulations, that it has better false positive performance than the BF.
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I. INTRODUCTION

The BF is a time and space efficient data structure that is used to represent concisely a set and allows highly efficient set membership queries [1]. However, the BF has some probability of giving false positives in a membership test; that is, an element may appear to belong to the set when in fact it does not. Moreover, elements can be added to the set, but not removed. Because
of their space-time efficiency, the BF has become very popular for network applications [2], [3]. In fact, BFs offer a representation which significantly reduces space and time to query at the cost of false positives. For many applications false positives can be tolerated or can be made low enough so that the savings in space and time they offer justify their use. However, finding methods to reduce false positives keeping the characteristics the BF offers is a challenge.

Many variants of the BF have been proposed. Some of them, like the retouched BF proposed in [4], which is based on a randomized bit clearing, generates false negatives. Some other schemes allow the deletion of elements [5] or counting the elements stored [6], [7]. Almeida [8] introduced the scalable BF, a BF variant that reduces false positives adapting dynamically to the number of elements stored, assuring a minimum false positive probability.

Recently, the complement Bloom Filter [9] has been proposed to reduce false positives. They introduce the complement Bloom filter which explicitly stores all the elements of the universe which are not in the set. Unlike most variants of the Bloom filter, the complement Bloom filter produces false negatives, which are not tolerable in many applications. As is shown in the numerical experiment in [9], the size of the complement filter must be very large, making the construction difficult to implement and not space-efficient. Moreover, the complement filter is static: it does not have any parameters whose values can be chosen to improve the performance, unlike the construction proposed in this paper. Another structure which has been proposed to reduce false positives is the optihash [10]. This variant has been inspired by the application of the BF as a forwarding identifier [11] in the information centric network architecture proposed within the framework of the PSIRP/PURSUIT project [12], [13]. In this case, the BF becomes a fixed size forwarding identifier that is placed in the packet header and encodes a complete network path, or multicast tree, in a space/time efficient manner. This strategy was introduced to implement a forwarding layer replacing IP in applications such a clean-slate information centric architecture but it has been suggested also to be a good alternative to MPLS labeling [14].

For the BF used as a network path encoding, a false positive means that traffic may be forwarded along links that were not intended to be part of the path. Thus, false positives may cause bandwidth wastage or may generate a loop, which can cause major problems in the network. Hence, there is an interest in minimizing the false positive occurrences for this application and generally because of the BF wide applicability. For the application described in this paper, the total length is also an important parameter as the BF will occupy part of the packet header.
In this paper, the yes-no BF is presented. The aim of the yes-no BF is to reduce the number of false positives while keeping its properties of being a time and space efficient data structure. First, the classic BF is revised with a discussion on the false positive probability. Then, the yes-no BF structure is introduced and presented in details and the false positive probability is analytically evaluated. Also, an experimental analysis is carried out in order to evaluate the yes-no BF performance for false positives with respect to the yes-no BF parameters and the characteristics of the set which the structure represents. The average number of false positive occurrences of the yes-no BF is first analysed as a function of the set and data structure parameters and then it is evaluated for the new forwarding mechanism which has been proposed within the framework of the PSIRP/PURSUIT project. However, the data structure is general enough to be used in other applications. The complexity of the processing required at the stage of the formation of the yes-no BF is evaluated in terms of big O notation in comparison with the processing required for the classic BF.

II. THE BLOOM FILTER

The BF is a compressed way of representing a set of elements, with some false positives but no false negatives. A BF is a fixed length Boolean array where a certain number of bits are set to 1. Given a set \( S \) of elements to store in the BF, each element of the set \( S \) is represented with its own BF, a Boolean array of a fixed length \( m \) where up to \( k \) bits are set to 1. The bits are set using \( k \) hash functions \( \{h_1, h_2, ..., h_k\} \) applied to each element \( e_i \) of the set

\[
h_1(e_i), h_2(e_i), ... h_k(e_i) \quad \text{with} \quad e_i \in E, \quad (i = 1, ... n),
\]

where the output of each hash is in the range \( \{1, 2, ..., m\} \).

Given the BF \( b_{e_i} \) of each element of the set \( S \), the whole set is represented by a Boolean array, itself a BF, which can be interpreted as a logical disjunction of the BFs of its elements:

\[
b_S = b_{e_1} \lor b_{e_2} \lor ... \lor b_{e_n}.
\]

Given a set \( T \) of elements to be queried, the membership test of an element in \( T \) can be performed as a bitwise comparison between the BF of the set and the BF of the element. The comparison is traditionally implemented as a logical conjunction on \( b_S \), the BF of the set and
true table of a logical conjunction.

| $b_e$ | $b_S$ | $b_e \land b_S$ |
|-------|-------|-----------------|
| 0     | 0     | 0               |
| 0     | 1     | 0               |
| 1     | 0     | 0               |
| 1     | 1     | 1               |

$b_e$, the BF of the element to be queried:

\[
\begin{align*}
\text{if } b_e \land b_S &= b_e \\
\Rightarrow e &\in S \\
\text{if } b_e \land b_S &\neq b_e \\
\Rightarrow e &\notin S
\end{align*}
\]

namely if the logical conjunction is equal to the BF of the element to query then the element necessarily belongs to the set otherwise it does not. Another way to interpret the set membership query operation for the BF is to check bitwise if each bit of the BF of the element to query is less than or equal to the corresponding bit in the BF representing the set. This is easy to verify using the truth table of the logical conjunction reported in Table I where $b_e \land b_S = b_e$, then $b_e \leq b_S$ bitwise.

Because of the probabilistic nature of the BF, the BF can be only queried and its elements can not be deleted. Moreover, the set membership test may give rise to a false positive: i.e. an element appears to belong to the set even though it was not originally included in the BF. Let us consider a BF of $m$ bits. The probability that a specific bit is still 0 after all the elements in $S$ have been hashed with $k$ hash functions is [3]:

\[
p = \left(1 - \frac{1}{m}\right)^{kn}
\]

where $n = |S|$ and where it has been assumed that the hash functions are perfectly random.

Given the BF $b_S$ of the set $S$ and the set $T$ of elements to be queried, let $\overline{S}$ the set of elements $e$ such that $b_e \leq b_E$, namely the set of elements that appears to belong to the set $S$ after a membership query. We can call $\overline{S}$ the set of the positives of the BF and $S \subset \overline{S}$ since the elements
in $S$ definitely satisfy the condition. Then, the set $F = \overline{S} \setminus S$ is the set of the false positives. The sets are schematically represented in Fig. 1, where $S \cap F = \emptyset$.

For an element $e \notin S$, the probability that it belongs to the BF (namely that all the bits $h_1(e), h_2(e), \ldots, h_k(e)$ are set to 1) when tested for membership can be computed as

$$f_S = (1 - p)^k = \left(1 - \left(1 - \frac{1}{m}\right)^{kn}\right)^k,$$

(5)

where the assumption that if $B_i$ and $B_j$ are two distinct bits in the Bloom filter, the events $B_i = 1$ and $B_j = 1$ are statistically independent has been made. However, this is not necessary true as shown in [15]. Consequently, (5) is only an approximation of the false positive probability. In particular, Bose in [15] showed that (5) a strict lower bound for any $k \geq 2$ and proposed a calculation of the false positive probability which is not though in closed form. A further approximation of (5) is

$$f_S \approx \left(1 - e^{-\frac{kn}{m}}\right)^k$$

(6)

being $e^x = \lim_{a \to \infty} \left(1 + \frac{x}{a}\right)^a$.

This probability is computed assuming that $e \notin S$, namely it is the conditional probability

$$f_s = \Pr[S | S_c]$$

(7)

where $S_c = T \setminus S$ is the complement of $S$.

Instead, the probability of a false positive without assuming $e \in S_c$ can be written as

$$\Pr[F] = \Pr[\overline{S} \setminus S] = \Pr[\overline{S}] - \Pr[S],$$

(8)
since $\overline{S} = S \cup U$ and $S \cap U = \emptyset$. The probability of $\overline{S}$ can be expressed as:

$$\Pr[\overline{S}] = \Pr[S]\Pr[\overline{S}|S] + \Pr[S^c]\Pr[\overline{S}|S^c].$$  (9)

Since $\Pr[S|S] = 1$, $\Pr[S|S^c] = f_S$ from (7) and $\Pr[S^c] = 1 - \Pr[S]$, we obtain

$$\Pr[\overline{S}] = \Pr[S] + (1 - \Pr[S])f_S$$  (10)

so that the probability of false positive for $e \in T$ can be written as

$$\Pr[F] = \Pr[\overline{S} \setminus S] = (1 - \Pr[S])f_S.$$  (11)

If the condition $e \in S^c$ is considered, namely $e \notin S$ then $\Pr[S] = 0$ and (11) becomes (7).

The advantages of the BF are that the calculations needed to build it, and test for membership, are easy to program and very fast to perform, since only simple logical operations are required. A limit of the BF is that its probabilistic nature gives rise to false positives. The aim of this work is to propose a mechanism to limit the number of false positives.

### III. The Yes-No BF

The yes-no BF we propose is a new way of representing a set and it is based on the BF. It is composed by two parts:

- the yes-filter encoding the set;
- the no-filter encoding the elements which generate false-positives.

It aims to offer a smaller number of false positives when compared to the BF and it can be designed to have no false negatives. The main insight behind the yes-no BF is that, in many applications, not only the elements belonging to the set but, more generally, all the elements which will ever be queried are known when the data structure is formed.

Let $U$ be the universe of all elements, $S \subseteq U$ be the set of elements to be encoded in the yes-no BF, and $T \subseteq U \setminus S$ be the set of all the elements which do not belong to the set $S$ and whose membership in $S$ is likely to be tested. Typically, $T$ is a smaller set than $U \setminus S$.

The yes-no BF we propose, consists of a structure that not only has the function to encode the elements of $S$, it has also some additional features to avoid actively the false positives during the set membership test. Moreover, the yes-no BF aims to preserve the space-time efficiency feature offered by the BF, although the structure requires slightly more processing but only at the stage of its formation.
As with the standard BF, we assume that the representation of a set consists, in total, of \( m \) bits. These \( m \) bits are split into the following parts:

- \( p \) bits, to which we shall refer as the \textit{yes-filter};
- \( qr \) bits, where we shall refer to each of the \( q \) bits as to a \textit{no-filter}.

so that \( m = p + qr \) and \( q << p \). We shall refer to the above construction as the \textit{yes-no BF} and a schematic representation is shown in Fig. 2.

\section*{A. Representation of an element in \( U \)}

Before describing the set construction we will introduce the construction of a single element which will have a yes-filter and a single no-filter repeated \( r \) times. Two different sets of hash functions are needed to represent each element \( e \in U \) with a yes-no BF structure:

- \( H = \{h_1, h_2, \ldots, h_k\} \) for the yes-filter
- \( W = \{w_1, w_2, \ldots, w_{k'}\} \) for the no-filter

where generally \( k' < k \). Each hash function in \( H \) outputs values in \( \{1, 2, \ldots, p\} \) while each hash function in \( W \) outputs values in \( \{1, 2, \ldots, q\} \), with \( q << p \) and \( qr < p \).

To construct the yes-filter the element \( e \in S \) is hashed \( k \) times and the bits \( h_i(e) \) in the yes-filter are set to 1. To construct the no-filter the element \( e \) is hashed \( k' \) times and the bits \( w_j(e) \) in the no-filter are set to 1. Note that each element \( e \) has only one no-filter. The yes-no BF representation of the element \( e \) is constructed with its yes-filter and with \( r \) repetitions of the no-filter. For convenience, we shall refer to these parts as the yes-filter and the no-filter of \( e \).

As an example, we consider \( p = 13 \), \( q = 2 \), \( r = 2 \) as shown in Fig. 3. The number of hash functions considered are \( k = 3 \) and \( k' = 1 \), and \( h_1(e) = 5 \), \( h_2(e) = 2 \), \( h_3(e) = 12 \) and \( w_1(e) = 2 \).

\section*{B. Representation of a set in \( U \)}

Given the set \( S \) of elements to encode in the yes-no BF and the set \( T \subseteq U \setminus S \) of elements whose membership in \( S \) may be queried, the yes-no BF representing the set is constructed using
the yes-filters of each element of the set $S$ and the no-filters of the elements in $T$ which produce false positives when the yes-filter is queried. In particular, the yes-filter and the no-filters of the set are constructed as described below.

1) The yes-filter: The yes-filter of the set $S$ is formed as a disjunction of the yes-filters of the all the elements $e \in S$, exactly as for a normal BF.

2) The no-filter: The no-filters of the set store the no-filters of the elements which generate false positives when the yes-filter is queried. The yes-no filter reduces false positives compared to the BF by keeping track, in an efficient way, not only of the elements belonging to the set $S$ but also of the elements which generate false positives.

Let us analyse in detail the procedure to construct the no-filters of the set $S$. Firstly, the set $F \subseteq T$ of elements $f$ which generate false positives is constructed using the membership query procedure described for the BF (see Section II). Namely, the yes-filter of each of the elements in $T$ is checked against the yes-filter of the set. That is, if bit-wise each bit of the yes-filter of an element in $T$ is less than or equal to the yes-filter of the set $S$ then necessarily this element generates false positives and it will be an element of the subset $F \subseteq T$. Generally, $|F| > r$, namely the number of false positives is greater than the number of no-filters. Consequently, each of the no-filters of the set $S$ will have to store more than one no-filter.

Each no-filter of the set is a BF which, obviously, may also give rise to false positives. A false positive of a no-filter would mean that the element was not in reality a false positive for the yes-filter even though the no-filter represents it as a false positive of the yes-filter. An element which is not a false positive of the yes-filter may be an element which was added to the yes-filter. Consequently, a false positive of the no-filter may represent a false negative of the yes-filter.

Fig. 4 shows the set $R$ of elements that have been included in the no-filters, namely $R \subset F$. Also, it shows the set $G$ of the false positives of the no-filters which may have some elements in $S$, namely the set $G \cap S$ is the set of the false negatives.
Fig. 4. Set diagram of the elements to include in the yes- and no-filters, the false positives of the yes- and the no-filters and the elements to be queried for the case with false negatives.

Hence, in the construction it may be required to avoid false negatives in the yes-filter since such false negatives may be more harmful than false positives. The following steps are proposed for the construction of the no-filters of the set $S$ in order to avoid false negatives, but the design can be altered if false negative can be tolerated.

For each element in $F$, the algorithm will try in turn each no-filter stored in the yes-no filter of the set to test if it does create a false negative. However, if none are suitable, then, this particular false positive cannot be mitigated. Let us see in detail this construction.

- Given the no-filter $\mathbf{v}_{f_1}$ of the first false positive $f_1 \in F_{yes}$ and the first no-filter $\mathbf{v}_1$ of the set $S$, a disjunction $\mathbf{v}_1'$ is formed between them to attempt to store the no-filter of the first false positive in the yes-no BF:
  \[
  \mathbf{v}_1' = \mathbf{v}_{f_1} \lor \mathbf{v}_1.
  \]

- Then, to avoid false negatives, the following condition is checked for the no-filter of each element $e \in S$:
  - if the no-filter $\mathbf{v}_e$ of each $e \in S$ is greater than $\mathbf{v}_1'$, then none of the no-filters of the elements in $S$ is a false positive for the no-filter storing the false positives, namely

\[1\]for some applications like forwarding in information centric networks.
none of the elements in $S$ can be a false negative. In this case, the first no-filter of $S$ will be set as $v'_1$.

- if the no-filter $v_e$ of any $e \in S$ is less than or equal to $v'_1$ then it may give raise to false negative. In this case, the second no-filter $v_2$ of the set $S$ is attempted to be used following the same steps as for the first no-filter. If also the last filter $v_r$ satisfy this condition then, $f_1$ cannot be included in any of the no-filters and necessarily will be a false positive.

This process is repeated for all the element in $F$ and the set $R$ of elements to store in the no-filters is constructed. For convenience, we shall refer to the parts of the yes-no BF of the set $S$ as the yes-filter and the no-filters of the set $S$ with respect to the set $T$. Fig. 5 shows the sets when false negatives are avoided. In this case, $G \cap S = \emptyset$.

We need to point out that the no-filter for each false positive occurrence can be placed in anyone of the $r$ no-filters of the set $S$. One would aim to choose the no-filters of the set $S$ in such a way that between them, they minimise the number of false positives. However, this is a complex discrete optimisation problem; it is not unreasonable to conjecture that finding an exact solution to it (that is, the smallest possible number of false positives, given a fixed number of no-filters) is NP-hard. The algorithm described above is a simple and fast greedy algorithm, and we show in the experiments below that its performance provides better false positive rates than the BF. However, in some implementations more time-consuming algorithms may be used, which use the arsenal of operational research methods to further reduce false positive rates of yes-no Bloom filters. Optimisation techniques to form the no-filters in a near-optimal way have been proposed in [19].

C. Membership queries

Given an element $t \in T$, to perform a membership query the following steps are required.

- Firstly, the yes-filter of $t$ is compared with the yes-filter of the set. If the yes-filter of $t$ is greater than the yes-filter of the set, the element $t$ definitely does not belong to the set $S$. In case that the yes-filter of $t$ is less than or equal to the yes-filter of the set, the element $t$ may be either an element belonging to $S$, or a false positive. Thus, in this case, the following step is performed.
• The no-filters of the set $S$ are checked. If the no-filter of $t$ is less than or equal to any of the no-filters of the set then we can conclude that $t$ was a false positive and therefore, discarded. Otherwise, we assume that $t$ was not a false positive of the yes-filter and that it is an element of $S$.

To conclude, the yes-no BF is a generalisation of the standard BF: indeed, when $r = 0$, the yes-no BF turns into the BF of length $m$. Keeping $m$ fixed, when $r > 0$, the length of the yes-filter is reduced (compared with the case $r = 0$), producing an increased number of false positives with high probability; however, at the same time, the no-filters reduce the number of false positives as shown in the next section. The yes-no BF offers no false negatives.

IV. FALSE POSITIVE PROBABILITY OF THE YES-NO BF

Let us consider the case of yes-no BF with no false negatives in Fig. 5. The set $S$ is the set of elements to store in the yes-filter and the set $\overline{S}$ is the set of all the elements that, when tested, appear to belong to the yes-filter. Consequently, $\overline{S} \setminus S = F$ is the set of the false positives of the yes-filter.

The set $R$ is the set of elements that are stored in the no-filter after the formation processing described in Sec. [II-B]. The set $R \subset F$ is the set of elements generating false positives for the yes-filter which are stored in the no-filters. The set $\overline{R}$ is the set of all the elements that, when
tested, appear to belong to the no-filter. Consequently, \( \overline{R} \setminus R = G \) is the set of the false positives of the no-filter. In this case, \( G \) and \( S \) are disjoint.

If \( e \in \overline{S} \) then \( e \) is discarded by the yes-filter and consequently it is not queried by the no-filters. If \( e \in \overline{S} \) than \( e \) is queried by the no-filter. The set \( \overline{S} \) can be decomposed in the following 4 sets (see Fig. 5):

1. \( S \)
2. \( R \)
3. \( (\overline{R} \setminus R) \cap \overline{S} \)
4. \( \overline{S} \setminus S \setminus \overline{R} \)

If \( e \in S \), \( e \) belongs to the set \( S \) of elements that were stored in the yes-no BF.

If \( e \in R \), then \( e \) was a false positive that has been discarded by the no-filters.

If \( e \in (\overline{R} \setminus R) \cap \overline{S} = G \cap F \) then \( e \) was a false positive of the no-filter but it was also a false positive of the yes-filter so it was discarded by the no-filter.

If \( e \in \overline{S} \setminus S \setminus \overline{R} = F \setminus R \) then necessarily \( e \) is a false positive of the yes-no BF.

We call the set \( \overline{S} \setminus S \setminus \overline{R} \) the set \( E \).

Lemma. The probability of the set \( E \) can be formulated as

\[
Pr[E] = (1 - Pr[S])f_S + (1 - Pr[S])f_S - (1 - f_S)Pr[R].
\]

Proof:

The set \( \overline{S} \setminus S \) is the union of the following disjoint sets:

\[
\overline{S} \setminus S = [\overline{S} \setminus S \setminus \overline{R}] \cup [(\overline{R} \setminus R) \cap \overline{S}] \cup R
\]

so that the probability \( Pr[E] = Pr[\overline{S} \setminus S \setminus \overline{R}] \) can be written as

\[
Pr[E] = Pr[\overline{S} \setminus S] - Pr[(\overline{R} \setminus R) \cap \overline{S}] - Pr[R].
\]

Now, \( Pr[\overline{S} \setminus S] \) can be calculated as in (11):

\[
Pr[\overline{S} \setminus S] = (1 - Pr[S])f_S.
\]

The probability \( Pr[(\overline{R} \setminus R) \cap \overline{S}] \) can be written as

\[
Pr[(\overline{R} \setminus R) \cap \overline{S}] = Pr[(\overline{R} \setminus R)] - Pr[\overline{R} \setminus \overline{S}]
\]
since the set $\overline{R} \setminus R$ is the union of the two disjoint sets $(\overline{R} \setminus R) \cap S$ and $\overline{R} \setminus S$ as can be seen in Fig. 5. Now, $\Pr[(\overline{R} \setminus R)]$ can be computed as in (11):

$$\Pr[(\overline{R} \setminus R)] = (1 - \Pr[R])f_R.$$  \hfill (18)

while the probability $\Pr[\overline{R} \setminus S]$ can be computed as

$$\Pr[\overline{R} \setminus S] = \Pr[\overline{R} \cap \overline{S}^c] =$$

$$= \Pr[S^c] \Pr[\overline{R} | \overline{S}^c].$$  \hfill (19)

Regarding $\Pr[\overline{R} | \overline{S}^c]$, since $\overline{S}^c \subset R^c$, namely if $e \in \overline{S}^c$, then necessarily $e \in R^c$, we can write

$$\Pr[\overline{R} | \overline{S}^c] = \Pr[\overline{R} | R^c] = f_R.$$  \hfill (20)

Regarding $\Pr[\overline{S}^c]$ it can be expressed using (10) as:

$$\Pr[\overline{S}^c] = 1 - \Pr[S] = 1 - (\Pr[S] + (1 - \Pr[S])f_S).$$  \hfill (21)

Using (21) and (20) we can rewrite (19) as

$$\Pr[\overline{R} \setminus S] = f_R(1 - (\Pr[S] + (1 - \Pr[S])f_S)).$$  \hfill (22)

Using (18) and (22) we can rewrite (17) as

$$\Pr[(\overline{R} \setminus R) \cap \overline{S}] = (1 - \Pr[R])f_R +$$

$$- (1 - (\Pr[S] + (1 - \Pr[S])f_S))f_R =$$

$$= (\Pr[S] - \Pr[R] + f_S - \Pr[S]f_S)f_R.$$  \hfill (23)

From (23) and (16) we can compute the probability of the false positives of the yes-no BF $\Pr[E]$ defined in (15) as

$$\Pr[E] = (1 - \Pr[S])f_S +$$

$$- (\Pr[S] + (1 - \Pr[S])f_S)f_R - (1 - f_R)\Pr[R]$$  \hfill (24)

The probability $\Pr[E]$ in (24) is the false positive probability for $e \in T$ for the yes-no BF. It is very easy to verify that the probability of false positive of the yes-no BF is less than the correspondent probability of false positive of a BF of the same size as the yes-filter:

$$\Pr(E) < \Pr(F)$$  \hfill (25)
where $\Pr(F)$ is defined in (11). This probability has been computed without assuming that $e \in S^c$. Instead, with the assumption that $e \in S^c$, then the probability of false positives can be written as

$$\Pr[E|S^c] = \frac{\Pr[E \cap S^c]}{\Pr[S^c]}.$$  \hspace{1cm} (26)

Since $E \subset S^c$, then $\Pr[E \cap S^c] = \Pr[E]$. Consequently, given $e \in S^c$, $\Pr[S^c] = 1$, $\Pr[S] = 0$ and the false positive probability in (24) becomes:

$$\Pr[E|S^c] = f_S (1 - f_R) - (1 - f_R) \Pr[R].$$  \hspace{1cm} (27)

If we consider $e \in S^c \cap R^c$, assuming that the no-filter has taken care of the false positives, then $\Pr[R] = 0$ and the false positive probability becomes:

$$\Pr[E|S^c \cap R^c] = f_S (1 - f_R).$$  \hspace{1cm} (28)

Thus, assuming that $e \in S^c \cap R^c$, the false positive probability of the yes-no BF depends on the false positive probability of the yes-filter $f_S$ and on the probability $1 - f_R$ for the no-filters, where $f_R$ is the probability of false positives of the set of no-filters. It is easy to verify that the probability of false positives of the yes-no BF $\Pr[E|S^c \cap R^c]$ is smaller than the probability of false positives of a Bloom filter of the same size of the yes-filter.

If only one no-filter is employed, the false positive probability can be explicitly written in function of the yes-no BF parameters. The false positive probability of the yes-filter can be approximated using (6):

$$f_S \approx \left(1 - e^{-kn/p}\right)^k.$$  \hspace{1cm} (29)

The false positive probability $f_R$ of the no-filter can be approximated as

$$f_R \approx \left(1 - e^{-k'_n/q}\right)^{k'}. $$  \hspace{1cm} (30)

The false positive probability of the yes-no BF $f_E$ in (28) with one no-filter only could be approximated as

$$f_E = \left(1 - e^{-kn/p}\right)^k \left(1 - \left(1 - e^{-k'_n/q}\right)^{k'}\right).$$  \hspace{1cm} (31)

However, since the choice of how to fill the no-filters is related to a NP-hard problem (see end of Sec. III-B2) it is not possible to express $f_R$ for a number of no-filters. For this reason, since choices need to be made to implement yes-no BFs, simulations has been carried out to
study the dependency of the number of false positive from the design parameters. As with the standard BF, one would expect that the parameters defining the structure of the yes-no BF have to be decided upon in advance. The parameters that need to be selected are: $m$, $r$, $p$, $q$ and the values of $k$ and $k'$ for the yes-filter and for the no-filters respectively.

V. EVALUATION OF THE YES-NO BF PERFORMANCE WITH RESPECT TO THE YES-NO BF PARAMETERS

An experimental evaluation has been carried out in order to study the dependency of the false positive rate from the yes-no BF parameters and from the set $S$ characteristics.

The number of false positives for the yes-no BF has been quantified through simulations and plotted against the average number of false positives of the correspondent BF calculated using the approximate formula of the false positive probability $f_p$ in (5). Given the false positive probability, the average number $F_p$ of false positive occurrences can be computed as

$$F_p = \sum_{t \in T} f_p = |T| f_p$$

since the probability is the same for each element in $T$.

The evaluation of the false positive performance has been carried out as function of the cardinality of $S$ and as a function of the yes-no BF parameters. The following values have been used:

- $m = 256$, the total number of bits of the yes-no BF. This is a typical size for in-packet forwarding applications [11]
- $n = 30$, the number of elements to store
- $t = 100$, the number of elements to query
- $p = 160$, the length of the yes-filter
- $q = 32$, the length of a no-filter
- so $r = 3$, the number of no-filters
- $k = 4$, the number of hash functions for the yes-filter
- $k' = 5$, the number of hash function for the no-filter

Depending on the functionality studied each of these parameter has been varied across a specific range as described in the following.
A. Evaluation of false positive performance as a function of the number of hash functions for the yes-no BF

For the evaluation of false positive performance as a function of the number of hash functions for the yes-filter the average number of false positive occurrences has been computed for $1 \leq k \leq 14$. The plot in Fig. 6 shows the average number of false positives of the yes-no BF for $10^4$ experiments together with the average number of false positive of the correspondent BF.

Fig. 6. Average number of false positive as a function of the number $k$ of hash functions of the yes-filter. The dotted line represents the average number of false positive of the correspondent BF of size $m = 256$.

The simulations show that the average number of false positive occurrences as a function of the number of hash functions of the yes-filter has a minimum as for the classic BF. Moreover, for small number of hash functions the number of false positive occurrences is much smaller for the yes-no BF while for higher $k$ the BF performs better. This is expected since the yes-filter is smaller in length than the classic BF so as $k$ increases the yes-filter becomes fuller than the BF and the no-filter mechanism which improves the false positive cannot cope any longer. Just to analyse the actual reduction in false positive occurrences, we also compare the performance of the yes-no BF with a BF of the same size as the yes-filter. The no-filters mechanism clearly reduces greatly the average number of false positive occurrences, as shown in Fig. 7, following the results of the theoretical analysis of the false positive probability (25).
For the evaluation of false positive performance as a function of the number of hash functions for the no-filter the average number of false positive occurrences has been computed for $1 \leq k' \leq 14$. The plot in Fig. 8 shows the average number of false positives of the yes-no BF for $10^4$ experiments together with the average number of false positive of the correspondent BF.

The simulations show that the average number of false positive occurrences as a function of the number of hash functions of the no-filter has a minimum as for the classic BF. Changing the number of hash functions of the no-filter does not influence greatly the number of false positive occurrences and its value remains well below the correspondent value for the classic BF since an appropriate value of $k$ has been chosen for the number of hash function of the yes-filter.

**B. Evaluation of false positive performance as a function of the number of elements to store in the yes-no BF**

For the evaluation of false positive performance as a function of the number of the elements to store in the yes-no BF the average number of false positive occurrences has been computed for $10 \leq n \leq 90$. The plot in Fig. 9 shows the average number of false positives of the yes-no BF for $10^4$ experiments together with the average number of false positive of the correspondent BF.
The simulations show that the average number of false positive occurrences as a function of the number of elements to store in the yes-no BF is an increasing function as for the classic BF. Moreover, for a number of elements lower than around 60 the yes-no BF offers a lower number
of false positive occurrences. After this threshold the classic BF performs better on average. This is due to the fact that the number of bits dedicated to store the elements is smaller in the yes-no BF. Just to analyse the actual reduction in false positive occurrences, we compare the performance of the yes-no BF with a BF of the same size as the yes-filter. The yes-no BF offers definitely much less number of false positive occurrences than the classic BF as shown in Fig. 10, following the results of the theoretical analysis of the false positive probability (25).

![Fig. 10. Average number of false positive occurrences as a function of the number \( n \) of elements to store in the yes-no BF. The dotted line represents the average number of false positive of the correspondent BF of \( m = 160 \) bits.](image)

C. Evaluation of false positive performance as a function of the length of the no-filter

For the evaluation of false positive performance as a function of the length of the no-filter the average number of false positive occurrences has been computed for \( 10 \leq q < 60 \). The plot in Fig. 11 shows the statistic of the average number of false positives of the yes-no BF for \( 10^4 \) experiments together with the average number of false positive of the correspondent BF. Fig. 12 show the averages together with the average number of false positive occurrences for the classic BF.

The simulations show that the average number of false positive occurrences as a function of the length of each no-filters has a minimum value. The number of false positive occurrences is much lower than the correspondent value for the BF since appropriate values has been chosen for
Fig. 11. Statistics of number of false positive as a function of the length $q$ of the no-filter.

Fig. 12. Average number of false positive occurrences as a function of the length $q$ of the no-filter together with the number of false positive occurrences of the classic BF (dotted line).

the other parameters. The length of each no-filter does not have a strong impact on the overall results.
D. Evaluation of false positive performance as a function of the number of no-filters

For the evaluation of false positive performance as a function of the number of no-filters the average number of false positive occurrences has been computed for $1 \leq r \leq 9$. Firstly, we consider the case in which the length $p$ of the yes-filter is kept fixed and consequently the total length of the yes-no BF changes accordingly. Having $p = 160$, $q = 32$ and $1 \leq r \leq 9$, the total length of the yes-no BF is $m = p + qr$ as discussed in Sec. III. The plot in Fig. 13 shows the average number of false positives of the yes-no BF for $10^4$ experiments together with the average number of false positive of the correspondent BF. The value of $m$ is shown on the upper x-axis.

Fig. 13. Average number of false positive occurrences as a function of the number $r$ of no-filters, keeping the length of the yes-filter fixed, together with the number of false positive occurrences of the classic BF (dotted line). The length of the yes-no BF is reported on the upper x-axis.

For $r = 0$, the yes-no BF becomes a classic BF where $m = p = 160$ while for greater $r$ the yes-no BF offers a lower number of false positives than the classic BF of the same length $m$. This is expected since with more no-filters more false positives can be tracked.

Secondly, we consider the case in which the length $m$ of the yes-no BF is kept fixed and consequently the length of the yes-filter changes accordingly. Having $m = 256$, $q = 32$ and $1 \leq r \leq 7$, the total length of the yes-filter is $p = m - qr$ as discussed in Sec. III.
Fig. 14 shows the averages together with the average number of false positive occurrences for the classic BF. The value of $p$ is shown on the top x-axis.

![Graph showing the number of false positive occurrences as a function of the number $r$ of no-filters keeping the total length of the yes-no BF fixed, together with the number of false positive occurrences of the classic BF (dotted line). The length of the yes-filter is reported on the upper x-axis.]

Again, when $r = 0$ the yes-no BF becomes the classic BF, but as $r$ increases the number of false positive occurrences decreases. However, the function has a minimum since because the total length of the yes-no BF is kept constant, the length $p$ of the yes-filter will become smaller and smaller generating too many false positives that the yes-no BF will be not be able to cope with.

According to this study, we have chosen appropriate values of these parameters for the application described in Sec. VIII.

VI. ALGORITHM COMPLEXITY

The processing required to form the yes-no BF can be quantified using the big O notation. Regarding the construction of the yes-filter, the procedure is exactly the same as for the classic BF so we do not consider this in this analysis since we want to quantify how much more processing is required with respect to the classic BF. The complexity comes from the no-filters formation and we analyse the case in which false negatives need to be avoided.
We assume that the operations to form and to query a BF can be parallelised.

First of all the set $F$, the set of the elements generating false positives has to be built. The complexity of this operation can be quantified as $O(|T|)$, where $|T|$ is the cardinality of the set $T$. This is because each element in the set $T$ has to be checked.

Given $F$, if the false negatives can be tolerated then a greedy algorithm can be used to choose in which no-filter of the set $S$ the no-filter of the false positive can be stored. The time complexity of a greedy algorithm can be generally estimated as linear in the number of false positives $O(|F|)$.

If the false negatives have to be avoided then an additional processing is required. In the worst case scenario, the time complexity of the algorithm can be quantified as $O(r|F||S|)$ since the no-filter of each element in $S$ has to be compared with the no-filter in consideration for each false positive and in the worst case scenario this has to be repeated for all the no-filters.

Since the operation involved can be implemented as logical AND, OR and comparison we can conclude that the processing overhead is only slightly more than for the classic BF at the formation stage.

At the querying stage, the processing required by the yes-no BF is exactly the same as for the BF, since the membership query can be implemented as a logical AND and comparison for both the data structure. BF and yes-no BF can answer membership queries in $O(1)$ time.

VII. THE YES-NO BF FOR PACKET FORWARDING

The formulation of the yes-no BF has been inspired by the recent application of BFs in the novel multicast forwarding fabric [11] of the PSIRP/PURSUIT information centric architecture. However, structures like the BF and the yes-no BF can be used generally for packet forwarding when the path is known. These structures are used as an encoding to identify paths (with one or more destinations) and links between nodes. The yes-no BF representing an element described in Sec. III-A is used to encode a link, where $e$ would be a link descriptor. The yes-no BF representing a set described in Sec. III-B is used to encode the path. Thus, the set of all links is $U$, the set of links along the path is $S$, and the set of all the outgoing links from the nodes along the path is $T$. Fig. 15 shows a schematic representation of a path of multiple destinations where link belonging to the set $S$ and the links belonging to the set $T$ are differently depicted.
The yes-no BF, encoding the path, is placed in the packet header. Note that slightly more processing is required to construct the yes-no BF in comparison with the construction of the BF: the false positive occurrences for the specific path have to be evaluated and the no-filters have to be constructed. At a node, the yes-no BF of each outgoing link is stored. When the packet arrives at the node, the membership query described in Sec. III-C is performed for each of the outgoing links. Note that the membership query can be implemented with a logical and operation and a comparison, exactly like the membership query for the BF. Therefore, we can conclude that the yes-no BF requires a bit more processing at the stage of its formation but the same processing for membership queries as the BF, so that the forwarding operation can be implemented in line speed [11]. A query may result in a false positive, which translates, in our forwarding scheme, into extra traffic in the network. The match is possible along more than one outgoing link per node so that multicast turns out to be the natural communication paradigm. The formation of the yes-no BF is performed by an entity that has knowledge of the network topology, this could a centralised entity [12].

VIII. EVALUATION OF THE YES-NO BF PERFORMANCE IN REALISTIC TOPOLOGIES

Although the evaluation of the yes-no BF performance could be carried out in artificially generated topologies, we consider realistic topologies and we compare the false positive rates of the yes-no BF and of the BF of the same size. The network topologies used in the simulation are a collection from the Network Topology Zoo containing 261 network topologies [18]. In each of these 261 networks, we select a long (relative to the topology) realistic forwarding path. The forwarding path is represented as the set $S$ containing all the links along the path, whereas all the other links adjacent to the path, which are obviously not part of the path, are collected in
the set $T$. Second order false positives are not considered since the probability is multiplicative and it can be considered negligible. For each of the elements of the sets $S$ and $T$ we consider 1000 random allocations of the position of the 1s for the yes-filter and the no-filter to simulate the hashing. We build the yes-no BF for all the elements of $S$ and $T$ and calculate the number of false positives as the average over the number of false positive occurrences for the 1000 allocations. The parameters defining the yes-no BF used in the simulation are listed below:

- The total length of the yes-no BF and of the BF is $m = 256$ bits.
- The length of the yes-filter is $p = 192$ bits.
- The number of no-filters are $r = 2$.
- The length of each no-filter is $r = 32$ bits.
- The number $k$ of hash functions used for the yes-filter is $k = 4$.
- The number $k'$ of hash functions used for the no-filters is $k' = 3$.
- The number $k_{BF}$ of hash functions for the classic BF is $k_{BF} = 6$.

These parameters have been chosen according to the analysis performed in Sec. V. The total length, $m$ matches typical lengths used in other studies and is comparable with the length of the IPv6 header address fields. We do not claim that this is the optimal parameter set but the aim of this paper is to show that the yes-no BF offers better false positive performance than the classic BF. Fig. 16 shows the expected number of false positive occurrences of the yes-no BF against the expected number of false positive occurrences of the BF, where it can be easily seen that the yes-no BF offers a lower number of false positive occurrences. For example, the top right point corresponds to a 28-hop path in the network from the TataNld topology [18]. If the BF is used for forwarding along this path, one can expect, approximately, 0.92 false positive occurrences; but if the yes-no BF is used, one can expect, approximately, 0.13 false positives. The meaning of this is that if we use BFs, packets will almost certainly be diverted to a wrong direction approximately at one point during their travel; however, if we use yes-no BFs, this will only happen approximately to one out of eight possible yes-no BFs of the links in the network.

Note there are many very small networks for which neither the BF nor, of course, the yes-no BF produce any false positives. They are not interesting for our comparison. On the diagram, they all are represented by the point with the coordinates 0,0. Furthermore, there are two comparatively large topologies, in which both the BFs and the yes-no BFs produce a relatively large number of
false positives, and, therefore, perhaps one would want to consider using a different forwarding model.

Fig. [17] shows the false positive rate against the number of links along the path of the BF and the yes-no BF. The result has been obtained averaging the false positive rate of paths on different topologies having the same length. The false positive rate of the yes-no BF is consistently lower than the false positive rate of the BF.
Fig. 18. The ratio between the false positive rate of the yes-no BF and of the BF as a function of the number of links encoded in the data structure.

Fig. [18] shows the ratio of the false positive rate of the yes-no BF and of the BF $f_{yn}/f_{BF}$ as a function of the number of links (elements) encoded in the data structure, up to $n = 35$ links where the yes-no BF offers a false positive rate which only a quarter of the correspondent false positive rate of the BF.

IX. CONCLUSIONS

We have proposed a novel way of representing sets based on BFs, which we call the yes-no BF. It requires slightly more processing at the stage of its formation and the same processing for membership queries as the classic BF, but offers a considerably smaller number of false positives and no false negatives. We have shown using computational experiments that the yes-no BF outperforms the classic BF in the scenario of packet forwarding with in-packet path encoding as introduced in the information-centric architecture PSIRP/PURSUIT. However, the structure is general enough to be used in a wide variety of applications. Moreover, the yes-no BF construction is dynamic and allows a choice of heuristics and optimization algorithms, as demonstrated in [19].
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