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Abstract—Concept drift refers to a change in the data distribution affecting the data stream of future samples. Consequently, learning models operating on the data stream might become obsolete, and need costly and difficult adjustments such as retraining or adaptation. Existing methods usually implement a local concept drift adaptation scheme, where either incremental learning of the models is used, or the models are completely retrained when a drift detection mechanism triggers an alarm. This paper proposes an alternative approach in which an unsupervised and model-agnostic concept drift adaptation method at the global level is introduced, based on autoencoders. Specifically, the proposed method aims to “unlearn” the concept drift without having to retrain or adapt any of the learning models operating on the data. An extensive experimental evaluation is conducted in two application domains. We consider a realistic water distribution network with more than 30 models in-place, from which we create 200 simulated data sets / scenarios. We further consider an image-related task to demonstrate the effectiveness of our method.

Index Terms—concept drift adaptation, autoencoders, data streams, nonstationary environments.

I. INTRODUCTION

Concept drift is one of the major challenges encountered by learning algorithms in data stream mining [1]. It refers to the problem of dealing with a non-stationary data distribution that evolves over time as data continually arrive in a streaming manner. If not properly addressed, learning models may become obsolete with severe consequences in practical applications.

Consider, for example, a domain area in which multiple learning models have been trained, each specialised for a particular downstream task; i.e., a set of (different) models operate on the same data (stream). For instance, in water distribution networks [2] each model corresponds to a different downstream task, such as predicting water pressure at a node from neighboring nodes with pressure sensors installed, detecting water leakage, and identifying the leakage location (i.e. isolation). Different types of models might have been trained, i.e., regression (pressure prediction) and classification (leakage detection and isolation) models, as well as different learning paradigms might have been used, i.e., supervised learning (pressure prediction) and unsupervised learning / anomaly detection (leakage detection).

In the presence of concept drift, most - if not all - downstream models will be incapable of adequately performing their corresponding tasks. For instance, in water distribution networks examples of concept drift constitute changes in demands, and sensor faults. As a result, the traditional approach to be followed would be to update (either by incremental learning or complete re-training) each downstream model to maintain an optimal performance. Numerous methods [1], [3] have been proposed for concept drift adaptation, which we review later in Section III. Indeed, for some types of drift, e.g. water demand changes, the traditional approach should rightfully be applied. However, for some other drift types, e.g. sensor faults, existing methods become impractical, costly, and fail to scale well when the number of models is large.

The contributions made in this work are the following:

• We propose an unsupervised learning method for global concept drift adaptation based on autoencoders. Our method aims to revert the data distribution to the state it was before the concept drift had occurred, without the need to modify or even consider any of the existing downstream models – i.e. our proposed method is completely model-agnostic. Its key advantage is that no ground truth information (e.g., labels in a classification task) is required from human experts.

• We conduct empirical evaluations, involving a diverse set of different domains and scenarios, and demonstrate the effectiveness of our proposed method. Specifically, we evaluate our method in 200 simulated data sets / scenarios from a realistic water distribution network (each
corresponding to different drift characteristics) with more than 30 downstream models. Furthermore, evaluation is performed in an image-related task as well.

The remainder of this paper is organized as follows: First (Section II), we formally introduce the problem of local and global concept adaptation which we are dealing with in this work. Next (Section III), we present related and existing work to place our work in the literature. In Section IV we introduce and describe our proposed method for implementing a global concept drift adaptation using autoencoders, which we empirically evaluate in several case studies (Section V). Section VI discusses important remarks and characteristics of the proposed method, before Section VII concludes this work including some pointers to future directions.

II. CONCEPT DRIFT ADAPTATION PROBLEM

In this work we deal with the problem of adapting a set of models to concept drift – because in a supervised scenario concept drift becomes visible by means of a drop in accuracy or increasing loss [3], we formalize the concept drift adaptation problem as follows:

Definition 1 (Local Concept Drift Adaptation Problem): We are given a set models \( m_i : \mathcal{X} \rightarrow \mathcal{Y} \) which were trained on data from the distribution \( p_{X,Y} \). Next, we assume that some type of concept drift happens, and the data distribution changes to \( p'_{X,Y} \). We assume that this concept drift affects the performance of some (possibly all) models \( m_i(\cdot) \):

\[
\mathbb{E}_{x,y \sim p'_{X,Y}}[\ell(m_i, x, y)] > \mathbb{E}_{x,y \sim p_{X,Y}}[\ell(m_i, x, y)]
\]  

where \( x, y \sim p_{X,Y} \) denotes samples from the joint distribution of \( \mathcal{X}, \mathcal{Y} \), and \( \ell(\cdot) \rightarrow \mathbb{R}_+ \) denotes a suitable function for measuring the performance of the models (e.g., mean-squared error).

The Local Concept Drift Adaptation Problem is to adapt the models \( m_i(\cdot) \), yielding models \( m'_i(\cdot) \), to the changed distribution such that the performances increases:

\[
\mathbb{E}_{x,y \sim p'_{X,Y}}[\ell(m_i, x, y)] > \mathbb{E}_{x,y \sim p_{X,Y}}[\ell(m'_i, x, y)]
\]  

In this work, we propose an alternative to adapting the models \( m_i(\cdot) \) directly – i.e. adapting “locally” to the concept drift –, as it is done in Definition 1. Instead of a local adaptation, we aim for a global adaptation of the data distribution that is agnostic of any used models – i.e. we want to transform the observed data \( \tilde{x} \in \mathcal{X} \) such that the influence of the concept drift is removed. We formalize this as follows:

Definition 2 (Global Concept Drift Adaptation Problem):

The Global Concept Drift Adaptation Problem is to adapt to the changed distribution by transforming the samples \( \tilde{x} \in \mathcal{X} \) using a mapping \( f : \mathcal{X} \rightarrow \mathcal{X} \), such that the performances of \( m_i(\cdot) \) increases:

\[
\mathbb{E}_{x,y \sim p'_{X,Y}}[\ell(m_i, x, y)] > \mathbb{E}_{x,y \sim p_{X,Y}}[\ell(m_i, f(x), y)]
\]

Remark 1: Note that the key difference between Definition 1 and Definition 2 is the way the concept drift adaptation is done. In the former each model \( m_i(\cdot) \) is adapted separately, while in the latter a global adaptation of the observed data is computed. Local and global adaption complement each other; local adaption can be appropriate for some drift types (e.g., water network expansion, water demand changes) while global adaption is appropriate for other types (e.g., sensor faults). Definition 1 proposes to adapt/change each model while Definition 2 does not change any model at all.

Our Contribution: This work proposes a method for a global drift adaptation (Definition 2) which is completely model-agnostic and unsupervised – i.e. we do not make any assumptions on the models \( m_i(\cdot) \) and do not assume, in contrast to many other methods, that we observe labeled data.

III. RELATED WORK

Existing methods on addressing concept drift (Definition 1 and Definition 2) can be (loosely) categorised into the following three categories [1], [3]: concept drift adaptation, transfer learning, and representation learning.

1) Concept Drift Adaptation: Methods in this category are further grouped as passive, active, and hybrid methods.

Passive methods. These methods implicitly adapt to concept drift by using incremental learning, that is, they continually update a learning model [4] – these methods constitute a solution to the concept drift adaptation problem (Definition 1) since they adapt each model \( m_i(\cdot) \). Passive methods make use of memory components (also referred to as memory-based methods), such as a moving window that maintains a list of the most recent examples. Memory-based methods have the disadvantage of having to pre-determine the “right” memory size, therefore, mechanisms to resolve this have been introduced, such as having an adaptive window [5]. Other passive methods use ensembling where a set of classifiers dynamically grows or shrinks to maintain good performance, such as the Learn++.NSE method [6].

Besides the assumption of observing labeled data, another key challenge is class imbalance [7] and to address it, incremental learning has been used in combination with different mechanisms, e.g., memory-based models [8] like having one memory component per class [9], (adaptive) rebalancing [10], [11], and bagging [12], [13].

Furthermore, most existing methods assume supervision. Incremental learning has been used in conjunction with other learning paradigms, such as active learning [14]–[16] and unsupervised learning [17].

Active methods. These methods use an explicit mechanism for concept detection and are, typically, referred to as change detection-based methods. Some methods use statistical tests, such as independence tests [17], [18], or JIT classifiers [19] which propose two CUSUM-inspired tests capable of detecting abrupt and smooth changes. Some others use a threshold-based mechanism, e.g., DDM [20] which uses one threshold value to raise a warning flag and another to trigger a drift alarm.

In contrast to passive methods which incrementally update a learning model, active methods discard the existing model and create a new one that performs a complete retraining as
soon as a concept drift alarm is triggered – therefore, similar
to passive methods, these can be interpreted as a solution to
the concept drift adaptation problem (Definition 1). Moreover,
**ensembling** has also been used in active methods [21].

**Hybrid methods.** Hybrid methods combine the advantages
of both approaches, for instance, HAREBA [22] combines
a threshold-based drift detection mechanism with adaptive
rebalancing to cope with class imbalance, [15] uses explicit
drift detection with incremental active learning, while [17]
proposes strAEmp++, an autoencoder-based incremental
learning method with drift detection.

2) **Transfer Learning:** Transfer learning [23]–[25] can also
be used for adapting to a changed distribution – i.e. concept
drift adaptation. Unfortunately, many transfer learning meth-
ods require labeled data [25]. A few unsupervised methods,
however, exist: For instance [26]–[28].

3) **Representation Learning:** Representation learning [29]
aims to learn a data representation that can be used by different
learning models operating on the same data domain – e.g. learning
models operating on text data might work on the
same text encoding (i.e. text representation). However, such
learned representations are also affected by concept drift and
therefore have to be adapted and/or be as robust and invariant
as possible. Only very little work on adapting representations
exist: For instance, in [30] a method for learning invariant
representations for continual learning (a very special case
where new tasks must be learned over time) is proposed.

IV. **UNSUPERVISED UNLEARNING OF CONCEPT DRIFT
WITH AUTOENCODERS**

Our proposed method is unsupervised, makes no assumption
on the models \(m_i(\cdot)\), and consists of two major parts:

1) **Distribution Learning:** We build an autoencoder that
attempts to learn the data distribution so that we can
characterize the influence of concept drift on observed
samples. We note that the proposed method is agnostic
to the drift detection mechanism used. Our focus is not
on the problem of concept drift detection, but rather
assumes that an effective and efficient concept drift
detection mechanism is in place and that the influence
of concept drift can be characterized by the autoencoder.

2) **Unsupervised Transfer Learning:** When concept drift
is detected, we build a function that tries to “undo” the
concept drift – i.e. implementing \(f(\cdot)\) from Definition 2.
That is, we try to transform samples observed from
the drifted data distribution, appear like they had been
observed from the original (pre-drift) data distribution,
by using the autoencoder built in the beginning.

Our entire methodology is described in detail in Algorithm 1.

A. **Autoencoder for Distribution Learning**

Concept drift refers to a change in the data distribution
\(p_{X,Y}\) which might affect downstream models \(m(\cdot)\) that operate
on the data from the domain \(X\). However, since the true
distribution \(p_{X,Y}\) is usually not known, it is estimated from
the data. Having an estimate of \(p_{X,Y}\) enables one not only to
detect concept drift [3] but also to distinguish between samples
before/after the concept drift – this, for instance, can be used to
learn something about the concept drift itself [31].

We use an autoencoder \(ae : X \rightarrow X'\) for modeling the data distribution \(p_X\). This autoencoder \(ae(\cdot)\) consists of an encoder
\(enc : X \rightarrow X'\) and a decoder \(dec : X' \rightarrow X\), whereby \(X'\)
denotes the space of the encoding:

\[
ae : x \mapsto (\text{dec} \circ \text{enc})(x)
\]

Learning an autoencoder Eq. (4) from a given data set \(D \subset X\)
means finding an encoder \(enc(\cdot)\) and a decoder \(dec(\cdot)\) such that
the reconstruction loss \(\ell(\cdot)\) is minimized:

\[
\inf_{enc(\cdot), dec(\cdot)} \sum_{x_i \in D} \ell\left(\text{dec}(\text{enc}(x_i)), x_i\right)
\]

In this work, both the encoder \(enc(\cdot)\) and decoder \(dec(\cdot)\) are parameterized functions and the problem of learning the
autoencoder Eq. (5) can be rewritten as an optimization
problem over the parameters \(\theta_1 \in \mathbb{R}^m\) and \(\theta_2 \in \mathbb{R}^m:\)

\[
\arg\min_{\theta_1, \theta_2 \in \mathbb{R}^m} \sum_{x_i \in D} \ell\left(\text{dec}_{\theta_2} \circ \text{enc}_{\theta_1}(x_i), x_i\right)
\]

B. **Unsupervised Transfer Learning using Autoencoders**

We assume that the data distribution \(p_X\) changes at some
point in time, which then leads to a larger reconstruction error
of the autoencoder Eq. (4). While using the autoencoder to
discriminate between samples from before and after the drift
could be an obvious choice as in [32], as mentioned, the
proposed approach is agnostic to the concept drift detection
mechanism used.

In order to “unlearn” the concept drift, we implement the
global adaptation \(f(\cdot)\) from Definition 2 by learning a mapping
\(f : X \rightarrow X'\) such that the reconstruction loss becomes smaller
again – we use the reconstruction error as a proxy for how
well a given sample fits to the original data distribution. We
infer this mapping \(f(\cdot)\) from a given data set of unlabeled
samples \(D_s \subset X\) under the new distribution (i.e. some samples
observed after the concept drift).

In this work we parameterize the mapping \(f(\cdot)\), and optimize
over the parameters \(\theta\) in order to find the final mapping
\(f(\cdot)\):

\[
\arg\min_{\theta} \frac{1}{|D_s|} \sum_{x_j \in D_s} \ell\left(\text{ae} \circ f_{\theta}(x_j), f_{\theta}(x_j)\right)
\]

Note that it would also be possible to chain \(f(\cdot)\) and the
autoencoder together, however in this case the final function
(i.e. \(\text{ae} \circ f\)) for adapting to the drift would be computationally
more complex and might therefore be less suited for real-
time scenarios and scenarios where adapting to drift must be
performed on devices with limited hardware capabilities (i.e.
on-device learning).

1E.g. mean-squared error or some other function for penalizing differences
between two samples.
Algorithm 1 Unsupervised Unlearning of Concept Drift

Arguments: Data stream of unlabeled samples \((\vec{x}_t, \vec{x}_{t+1}, \ldots)\); A set of already trained downstream tasks \(\{m_i(\cdot)\}\)

1: Solve Eq. (6) \(\triangleright\) Build the autoencoder on a batch \(D\) of data before any concept drift happens.

Main:
2: if \(d(t) = \text{True}\) then \(\triangleright\) Test for concept drift using some drift detection method \(d(\cdot)\).
3: Collect \(D_u\) \(\triangleright\) Build a data set for “undoing” the drift.
4: Solve Eq. (8) \(\triangleright\) Build \(f(\cdot)\) for “undoing” the drift.
5: else
6: \(y_i = m_i(f(\vec{x}_t))\) \(\forall i\) \(\triangleright\) Apply current sample \(\vec{x}_t\) to \(f(\cdot)\) and then to the downstream tasks \(\{m_i(\cdot)\}\).

In order to avoid less useful solutions – e.g. the mapping \(f(\cdot)\) might yield the same output or might exploit some special particularities of the autoencoder, we propose to add the \(l_1\) regularization term \(C \cdot \|f_\theta(x_j) - x_j\|_1\) to the optimization problem Eq. (7):

\[
\arg \min_\theta \frac{1}{|D_u|} \sum_{x_j \in D_u} f\left((\text{ae} \circ f_\theta)(x_j), f_\theta(x_j)\right) + \sum_{x_j \in D_u} C \cdot \|f_\theta(x_j) - x_j\|_1
\]

where \(C \geq 0\) denotes regularization strengths which allow balancing between the different terms in the objective. The reasoning behind this regularisation is to minimize the number of features that are changed by \(f(\cdot)\).

As pointed out in the beginning of Section IV, we can use the unsupervised transfer learning using autoencoder from Section IV-B as a method for globally adapting (i.e. unlearning) to concept drift as stated in Definition 2 – i.e. removing the influence of concept drift on the data space such that all models working on the data space are still applicable and perform reasonable well – see Algorithm 1.

V. Experiments

We empirically evaluate the performance of our proposed methodology for global concept drift adaptation on a set of diverse data sets. For technical implementation details of the following experiments, we refer to the Python implementation which is publicly available on GitHub\(^2\).

A. Data

We consider two data sets for our experiments:

1) Digits: We use the first five digits (i.e. 0-4) from [33] as a data set and build a digit classifier (this is the single downstream model \(m(\cdot)\)) by using logistic regression. We introduce concept drift in the test data by setting all pixels in the upper half of the image to zero – see Fig. 1 for an illustration. We use a 10-fold cross-validation to get statistically meaningful results. For a comparison, we also completely retrain the classifier using a labeled training set – by this estimate how well a supervised drift adaptation could be, assuming labeled would be available.

2) Hanoi: In this experiment, we use the Hanoi water distribution network [34], shown in Figure 2. We place a pressure sensor at every node in the network (there are 32 nodes in total) and build a virtual sensor for nearly every sensor– i.e. we have 31 downstream regression tasks \(m(\cdot)\) that try to predict the pressure at a particular (different) location.

In order to get statistically meaningful results, we generated a total number of 200 scenarios For each scenario, we introduce concept drift by selecting a random pressure sensor to become faulty – i.e. placing a random sensor fault (with random parameters) somewhere in the network. To simulate real-world characteristics, we consider the following types of sensor faults [35]:

1) A constant offset of the sensor’s measurement compared to the true measured quantity.
2) Gaussian noise added to the sensor measurements.
3) Sensor power failures, which result in the measurement
being equal to zero.
4) An offset of the sensor measurement, linearly proportional to the true measured quantity.

B. General Setup

The general setup of the experiments is the same for all data sets:

1) Train the downstream task models \( m(·) \) as well as the autoencoder \( \text{ae}(·) \) on a time window without any concept drift.
2) Evaluate the downstream task models \( m(·) \) on the remaining samples before the concept drift occurs – and also on samples after the concept drift occurred for evaluating the influence of the concept drift on the downstream tasks.
Note that, for the purpose of evaluating our methodology, we do not build any concept drift detector but rather use the available ground truth.
3) Build the unsupervised global concept drift adaptation function on a small time window after the concept drift occurred.
4) Evaluate the downstream task models \( m(·) \) after applying the undoing function \( f(·) \) on the samples after the concept drift.
5) As a baseline, we use the autoencoder \( \text{ae}(·) \) as an implementation of \( f(·) \) – i.e. we evaluate if and how well the reconstruction of the autoencoder is already able to adapt the concept drift.

In both cases, we implemented the autoencoder as a multilayer perceptron (MLP, i.e., a standard fully-connected feed-forward neural network) and the global concept drift adaptation function \( f(·) \) is implemented as an affine mapping.

C. Results

The results of the experiments on the digits data set are shown in Table I. For the Hanoi data set, we show the results for each downstream task and over all scenarios in Figure 4 – the detailed numbers are given as in Table II in the appendix. Note that, in order to get rid of outliers distorting the box plots, we filtered out all scenarios where the reconstruction of the autoencoder could not be improved, which leaves us with 138 scenarios left. Furthermore, since there is a lot of information in Figure 4, we also provide the results of a single downstream task in Figure 3 for illustrative purposes.

In both cases (data sets), we observe a significant improvement of the downstream task models \( m(·) \) after applying \( f(·) \) to the drifted data. We also observe a significant improvement of the baseline where we use the autoencoder reconstruction instead of \( f(·) \) for undoing the drift. We observe that supervised retraining (assuming labels are available) would lead to a significant performance boost but still a bit worth than the performance before the drift which indicates that the new concept is more difficult to learn. In the case of the Hanoi data set, we also observe a significant improvement in the variance – i.e. solutions are more stable. These findings demonstrate a strong performance of our proposed method for global concept drift adaptation.

VI. Discussion

Computational aspects. The computational complexity of our proposed method mainly depends on the implementation of \( f(·) \) because the autoencoder, which might be a rather complex neural network, is only trained once in the beginning and is not changed anymore afterwards. The complexity of \( f(·) \) (e.g. size of the neural networks that implements \( f(·) \)) then determines how many samples are needed for building \( f(·) \) and consequently how much time this process of building \( f(·) \) takes – here time not only refers to the training time of \( f(·) \) but also to the time until we can adapt to the concept drift and can continue using the downstream task models \( m(·) \). However, in this work, we observed that often a relatively simple architecture of \( f(·) \) is already sufficient for adapting to the concept drift, and therefore only a small set of samples is needed which leads to a fast training of \( f(·) \) as well.

Limitations. A potential limitation of our proposed approach is the choice of the autoencoder itself for distribution learning. If the concept drift does not lead to a larger reconstruction loss of the autoencoder, our proposed method is not able to learn a function for adapting the drift. We, therefore, suggest applying our proposed methodology only in cases where the concept drift manifests itself in a significantly large reconstruction loss of the autoencoder.

VII. Conclusion and Future Work

In this work, we proposed an unsupervised methodology for global concept drift adaptation using autoencoders – i.e.
TABLE I: Results on the digits data set – we report the mean and variance over all ten folds, all numbers are rounded to two decimal points.

|                  | Before drift | After drift | After drift & AE reconstruction | After & drift adaptation | Supervised retraining |
|------------------|--------------|-------------|---------------------------------|-------------------------|-----------------------|
| **Accuracy↑**    | 0.98 ± 0.02  | 0.68 ± 0.05 | 0.74 ± 0.07                     | 0.77 ± 0.08             | 0.93 ± 0.02           |

Fig. 4: Results on the Hanoi data set – we plot the $R^2$ scores for each of 31 downstream tasks over all scenarios.

“undoing” concept drift in an unsupervised manner, which has the advantage that no downstream model $m_i(\cdot)$ must be retrained or adapted for which labeled samples would be required. We empirically evaluated our proposed method on several scenarios from different domains and observed a strong performance of our proposed method.

Based on this initial work, a couple of potential directions for future research emerge:

- While the strength of our proposed method is that it does not require any labeled samples, it might be of interest to study if and how the performance of the downstream models could be improved in case a small set of labeled samples is available which can be used when building $f(\cdot)$.
- Transparency is an important aspect of ML-based systems that are deployed in the real world. In this context, it would be of interest to make the adaptation $f(\cdot)$ transparent, e.g. by explaining its outputs, which may provide some insights into the nature of the observed concept drift.
- In this work, we always considered the scenario of a single concept drift. A straightforward extension to a scenario, where concept drifts occur frequently, is to completely retrain/rebuild $f(\cdot)$ from scratch after every
concept drift. In such scenarios, it would be of interest to explore incremental learning or adaptations of $f(\cdot)$ in order to speed up the process of concept drift adaptation.
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APPENDIX

Table II shows the results on the Hanoi data set, where we report the median $R^2$ score over all scenarios, all numbers are rounded to two decimal points.

**TABLE II: Detailed results on the Hanoi data set**

| Downstream task ID | $R^2$ before drift | $R^2$ after drift | $R^2$ after drift & AE reconstruction | $R^2$ after & drift adaptation |
|--------------------|---------------------|-------------------|--------------------------------------|-------------------------------|
| 1                  | 0.93                | 0.85              | 0.68                                 | 0.87                          |
| 2                  | 0.93                | 0.85              | 0.68                                 | 0.88                          |
| 3                  | 0.93                | 0.85              | 0.69                                 | 0.88                          |
| 4                  | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 5                  | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 6                  | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 7                  | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 8                  | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 9                  | 0.93                | 0.84              | 0.70                                 | 0.87                          |
| 10                 | 0.93                | 0.84              | 0.69                                 | 0.88                          |
| 11                 | 0.93                | 0.84              | 0.69                                 | 0.87                          |
| 12                 | 0.93                | 0.85              | 0.70                                 | 0.87                          |
| 13                 | 0.93                | 0.86              | 0.68                                 | 0.87                          |
| 14                 | 0.93                | 0.86              | 0.68                                 | 0.87                          |
| 15                 | 0.93                | 0.86              | 0.69                                 | 0.88                          |
| 16                 | 0.93                | 0.84              | 0.70                                 | 0.86                          |
| 17                 | 0.93                | 0.85              | 0.70                                 | 0.86                          |
| 18                 | 0.93                | 0.84              | 0.69                                 | 0.86                          |
| 19                 | 0.93                | 0.85              | 0.69                                 | 0.88                          |
| 20                 | 0.93                | 0.84              | 0.69                                 | 0.85                          |
| 21                 | 0.93                | 0.83              | 0.67                                 | 0.85                          |
| 22                 | 0.93                | 0.85              | 0.69                                 | 0.87                          |
| 23                 | 0.93                | 0.86              | 0.69                                 | 0.88                          |
| 24                 | 0.93                | 0.86              | 0.69                                 | 0.88                          |
| 25                 | 0.93                | 0.86              | 0.68                                 | 0.88                          |
| 26                 | 0.93                | 0.86              | 0.68                                 | 0.87                          |
| 27                 | 0.93                | 0.86              | 0.69                                 | 0.88                          |
| 28                 | 0.93                | 0.85              | 0.69                                 | 0.87                          |
| 29                 | 0.93                | 0.83              | 0.69                                 | 0.87                          |
| 30                 | 0.93                | 0.85              | 0.69                                 | 0.87                          |
| 31                 | 0.93                | 0.85              | 0.69                                 | 0.87                          |