Dimension Reduction of Digital Image Descriptors in Neural Identification of Damaged Malting Barley Grains
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Abstract: The paper covers the problem of determination of defects and contamination in malting barley grains. The analysis of the problem indicated that although several attempts have been made, there are still no effective methods of identification of the quality of barley grains, such as the use of information technology, including intelligent sensors (currently, quality assessment of grain is performed manually). The aim of the study was the construction of a reduced set of the most important graphic descriptors from machine-collected digital images, important in the process of neural evaluation of the quality of BOJOS variety malting barley. Grains were sorted into three size fractions and seed images were collected. As a large number of graphic descriptors implied difficulties in the development and operation of neural classifiers, a PCA (Principal Component Analysis) statistical method of reducing empirical data contained in the analyzed set was applied. The grain quality expressed by an optimal set of transformed descriptors was modelled using artificial neural networks (ANN). The input layer consisted of eight neurons with a linear Postsynaptic Function (PSP) and a linear activation function. The one hidden layer was composed of sigmoid neurons having a linear PSP function and a logistic activation function. One sigmoid neuron was the output of the network. The results obtained show that neural identification of digital images with application of Principal Component Analysis (PCA) combined with neural classification is an effective tool supporting the process of rapid and reliable quality assessment of BOJOS malting barley grains.
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1. Introduction

Malting barley is a high-value crop with stringent requirements in terms of grain quality [1–4]. Between 6 and 10% of the barley grain yield is used for malt production for a variety of brewing, distilling and baking applications [5].

Brewing is one of the world’s largest markets. Interest in beer production continues to grow as evidenced by an explosion in scientific publications on improving beer production [3].

Malting barley cultivars are specific crops which are specially bred to achieve several specific qualitative and technological characteristics at the level of the grain. At present in Poland the number of registered malting barley cultivars is 32, including 29 spring cultivars and 3 winter cultivars [6]. The quality requirements of malting barley are related to processing efficiency and product quality in the malting and brewing industries. The presence of diseased or damaged grains is a strong negative factor [4,7]. Until now, quality
assessment of grain has been usually performed by hand by malt-house-certified employees acting as experts who separate contaminants of malting barley and then calculate the percentage of contamination. Although very effective in terms of grain quality, this method is highly time-consuming and inefficient. Therefore, better and quicker methods are being sought for rapid estimation of contamination levels and seed damage in order to eliminate technologically unusable seeds. Hence, the need for new and improved methods and technologies to meet these demands.

Computer vision has become one of the developing techniques used in agriculture for determination of grain quality and has been used to determine quality of the most relevant grains as maize, rice, wheat, soybean and barley [8–16]. The advantage of using this type of methods is the retained objectivity of the evaluation, increased speed and elimination of the subjective factor, such as expert fatigue, etc. [17,18].

In the case of malting barley, computer vision has been employed for identification of varieties [19–22] or to differentiate good from poor quality grains [14–16,23]. We have also made several attempts to introduce fast and low-cost methods based on image analysis and use of artificial neural networks [14,15,24,25]. This work is therefore a continuation of our previous studies where digital image analysis-based techniques with artificial neural networks (ANNs) were employed.

ANNs are nowadays one of the most dynamically developing branches of artificial intelligence [26–30]. A distinctive feature of ANNs, which has largely contributed to their practical application, is the ability of neural models to generalize information and perform parallel processing [30–32]. Properly performed neural network learning process allows the classification of new, previously unknown data, which increases the efficiency of the generated ANN. This capability allows the network to be applied where the problem cannot be solved in any other way [24,33–40]. Image analysis is a method that allows, for example, the extraction of interesting information from a set of acquired graphical data, encoded, for example, in the form of digital images.

This study focuses on the identification of impurities and defects in malting barley (Hordeum vulgare) grains. The analysis of the problem area and consultations with numerous malting barley producers indicated that although several attempts have been made up to date, there is still a lack of an effective method for qualitative identification of barley grains, e.g., using information technology.

The aim of the study was to develop an effective method for evaluation of the quality of BOJOS variety malting barley using information technology, with particular emphasis on modern artificial intelligence (AI) procedures.

The paper proposes the use of neural image analysis methods, which are recognized (and used in practice) as identification instruments. An essential element of the process of neural quality assessment of grains presented in a graphic form is identification and extraction of the so-called representative parameters of grains (so-called graphic descriptors), representing information encoded in the form of digital images with use of a classical PCA statistical method.

In addition to the scientific aspect, the studies carried out have a strong utilitarian thread. Among other things, they are dedicated as part of the structure of information systems (which are often expert systems) that support decision-making processes occurring during malting. This allows brewers to reduce their costs and increase automation in the initial phases of brewing activities.

2. Materials and Methods

2.1. Materials

Malting barley grains used for malt production were obtained from the Soufflet Polska malting plant in Poznań Poland). In this study, the currently purchased spring malting barley cultivar BOJOS was used. The examined seeds were characterized with the following technological parameters in 9° scale: synthetic index of brewing value—5.25, extractability—
4, Wort viscosity—7 and Kolbach’s number—7 (according to the Soufflet Poland malting plant) [22].

2.2. Methods

2.2.1. Preparation of Samples, Image Acquisition and Analysis

The flowchart of the proposed method is shown in Figure 1.

[Diagram of the proposed method]

Figure 1. The scheme of the proposed procedures.

Samples of barley were prepared according to the following methodology (Polish Standard PN-R-74109):
- A total of 100 g of malting barley was weighted from a 1 kg sample using an electronic balance with an accuracy of 0.001 g,
- Weighted barley samples were sorted by means of a mechanical sorter Sortimat by grain size using 3 sieves of dimensions: 2.2 mm × 25 mm, 2.5 mm × 25 mm and 2.8 mm × 25 mm, and 3 fractions of samples were created: BOJOS 2.2 (218 grains), BOJOS 2.5 (866 grains), and BOJOS 2.8 (1386 grains),
- Basic types of grain damage of BOJOS variety were identified (examples on Figure 2),
- Percentage of damage/contamination in the samples with classification by type of contamination in 3 fractions of BOJOS barley cultivar was calculated (Table 1).

Table 1. Contaminant content in the examined size fractions of malting barley of BOJOS variety [%].

| Characteristics                                      | Size Fraction |
|------------------------------------------------------|---------------|
|                                                      | 2.2           | 2.5           | 2.8           |
| No pollution/Good quality grain                      | 40.27         | 48.04         | 57.09         |
| Mold-infected grain                                  | 49.54         | 40.88         | 35.57         |
| Halves                                              | 4.47          | 2.54          | 0.94          |
| Grain partially/completely dehulled                  | 1.83          | 6.35          | 3.84          |
| “Rainy weather” (with dark ends)                     | 3.31          | 1.27          | 2.28          |
| Grain with embryo killed                            | 0             | 0.69          | 0.25          |
| Sprouted grain                                       | 0             | 0             | 0.03          |
| Grain affected by pests                              | 0.46          | 0             | 0             |
| Other grains/seeds                                   | 0.12          | 0.23          | 0             |

The above procedures allowed for the full description of damages and contaminants in the examined size fractions.
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Figure 2. Examples of the types of BOJOS cultivar grain damages.

Following the above steps, acquisition and analysis of images of BOJOS malting barley grains was executed (Figure 3) and a selection of 64 traits (considered representative) was made to describe malting barley grains as described in Table 1. The selected descriptors are: 12 geometric parameters (e.g., area, perimeter, etc.), 8 shape coefficients (e.g., Feret’s,
Malinowska’s, etc.), 30 values of RGB and HSV color space models (e.g., maximum, minimum, median, mean, standard deviation, etc.) and 14 texture identifiers (e.g., matrices: event, band length distribution, image gradient, etc.) \[15,25,41\].

A large number of seeds’ descriptors (64) was obtained which can cause difficulties in the creation and operation of neural classifiers (such as an increase in the time to generate ANNs and the complexity of the classifier structure) \[24,25,38,39,41\]. For the above-mentioned reason, we decided to apply a statistical method of reducing the empirical data contained in the analyzed set, the Principal Component Analysis (PCA) technique, as an initial stage of developing a full computer vision procedure.

2.2.2. Theoretical Background of the PCA Method

The PCA procedure is a widely used statistical method that aims to determine the so-called principal components, which are linear combinations of the observed (primary) variables \[42\]. Principal component analysis allows us to see which of the original data have the greatest influence on each component. The new components represent the raw data, which after the linear PCA transformation form a homogeneous and reduced group of input variables (descriptors) for ANN, being at the same time uncorrelated.

An important approach to solving the problem of compressing the dimension of the input signal vector is to reduce the dimension of the input space using an appropriate transformation. In such a transformation, the original set of variables is appropriately processed to create a new, smaller set of variables, but containing the maximum amount of information accumulated in the original set.

If \(U\) denotes a \(p\)-dimensional random variable described by a vector \(U^T = [U_1, U_2, \ldots, U_p]\) then the density of a \(p\)-dimensional normal distribution can be defined as below \[43\].

\[
f_{\mu,\Sigma}(U) = \frac{1}{(2\pi)^{\frac{p}{2}}|\Sigma|^{\frac{1}{2}}} \exp\left[-\frac{1}{2} (U - \mu)^T \Sigma^{-1} (U - \mu)\right]
\]

where:

\[\mu = E(U) = [E(U_1), E(U_2), \ldots, E(U_p)]\] is a vector of expected values of the variable \(U\), while the integral operator \(E(\ldots)\) is expressed as (e.g., for the \(U_1\) component):

\[E[U_1] = \int_{-\infty}^{\infty} u_1 dF\] where \(F(u)\) is the distribution of the random variable \(U_1\) (integration is performed in the Lebesque–Stieltjes sense).
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\[ \sum = D(U) = \begin{bmatrix}
\text{var} (U_1) & \text{cov} (U_1 U_2) & \ldots & \text{cov} (U_1 U_p) \\
\text{cov} (U_2 U_1) & \text{var} (U_2) & \ldots & \text{cov} (U_2 U_p) \\
\vdots & \vdots & \ddots & \vdots \\
\text{cov} (U_p U_1) & \text{cov} (U_p U_2) & \ldots & \text{var} (U_p)
\end{bmatrix} \]  

is a symmetric covariance matrix, where:

- \( \text{var} (U_p) \) is the variance of a random variable \( U_p \), and
- \( \text{cov} (U_i U_j) \) is the covariance of the variables \( U_i \) and \( U_j \).

The covariance matrix is a symmetric (square), real and non-personal matrix.

If \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_p \) are roots of the characteristic equation of matrix (2), then they are also eigenvalues of the \( \Sigma \) matrix, while \( P_1, P_2 \ldots P_p \) are the corresponding eigenvectors of this matrix. Then by performing elementary transformations as follows [42,43]:

\[ \Sigma = \lambda_1 P_1 P_1^T + \lambda_2 P_2 P_2^T + \cdots + \lambda_p P_p P_p^T \]

and

\[ P_i^T P_j = \lambda_j P_i^T P_j = 0 \text{ for } i \neq j \]

Introducing new random variables: \( Y_i = P_j^T U \) and based on Equation (3), the following relations can be obtained:

\[ P_i^T \Sigma P_i = \lambda_i, P_i^T P_j = 0 \text{ for } i \neq j \]

\[ \text{cov} \left( P_i^T U, P_j^T U \right) = P_i^T P_j = 0 \text{ for } i \neq j \]  

By transforming the covariance matrix (2), a spectral matrix is produced which enables us to determine the principal directions (components), e.g., by identifying the roots of the characteristic equation of the matrix \( \Sigma \):

\[ \Sigma = \begin{bmatrix}
\text{var} (U_1) & \text{cov} (U_1 U_2) & \ldots & \text{cov} (U_1 U_p) \\
\text{cov} (U_2 U_1) & \text{var} (U_2) & \ldots & \text{cov} (U_2 U_p) \\
\vdots & \vdots & \ddots & \vdots \\
\text{cov} (U_p U_1) & \text{cov} (U_p U_2) & \ldots & \text{var} (U_p)
\end{bmatrix} \rightarrow \begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_p
\end{bmatrix}
\]

\[ \rightarrow \Sigma = \begin{bmatrix}
\text{var}(U_1)_{\text{max}_1} & 0 & \ldots & 0 \\
0 & \text{var}(U_2)_{\text{max}_2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \text{var}(U_p)_{\text{max}_p}
\end{bmatrix} \]

where:

\[ \text{var} (U_1)_{\text{max}_1} > \text{var} (U_2)_{\text{max}_2} > \cdots > \text{var} (U_p)_{\text{max}_p} \]

Relationship (5) implies that an orthogonal transformation of the form \( Y = P^T U \) converts the correlated random (primary) variables into the reduced uncorrelated variables. These are defined to maximize the variation that is not explained by the previous component. The variables in the input file with the largest variance have a dominant influence on the outcome, which is important if the variables represent comparable quantities [42,43].

3. Results and Discussion

The paper focuses on the problem of reducing the number of characteristic parameters of digital images presenting damage of malting barley grains of three size fractions.

In our experiment, malting barley seeds were divided into three size groups (2.2, 2.5 and 2.8 mm). According to the research, seed size and external characteristics affect malt quality due to differences in protein, starch and enzyme content. The extract potential of
grains is probably determined by a combination of the parameters such as grain dimensions, ratios of these dimensions, grain shape, uniformity of these within a sample and also surface textures \[4,44\]. Smaller grains generally have lower starch and higher protein levels which reduces the extract potential. Large grains generally have increased levels of starch and therefore more extract potential \[2\]. Based on the above, other authors also separated barley grain samples into similar grain size fractions: 2.8–2.5 mm, 2.5–2.2 mm and <2.2 mm \[45,46\].

Visual assessment of malting barley quality is the first step in the malting process. All of the tested seeds were fully mature. As can be seen from Table 1, as the size of the seeds increased, the number of good quality grains increased, and at the same time the number of mold-infected grains decreased. A decrease in the number of dehulled seeds was also observed. The highest proportion of dehulled seeds was in fraction 2.5, while the highest number of seeds with dark ends and affected by pests was observed for fraction 2.2. Fraction 2.5 had the highest proportion of seeds with the embryo killed. A small contribution of sprouted grains was observed for the larger seeds. Small amounts of admixtures of other seeds were found in seeds from fractions characterized by smaller size.

In order to automate the process of evaluating the quality of the seeds, we used computer vision where the recorded image features of the seeds were analysed.

The identification of healthy, high quality barley grains requires an adequate classifier. We have chosen to perform a selection from the several parameters extracted from seed images (Table 2). A total of 12 geometric parameters, 8 shape factors, 30 values characterising colour space models (15 for RGB and 15 for HSV) as well as 14 texture descriptors were extracted. We have applied this procedure previously to analyse the images of other agricultural products \[6,14–16,18,24,25,27–30,35,36,38,39,41\].

| Geometric Parameters (12) | Shape Factors (8) | Values of Colour Space Models (15) (RGB) (15) (HSV) | Texture (14) |
|---------------------------|-------------------|-----------------------------------------------|--------------|
| ‘Area’                    | ‘C.Feret’          | ‘R Max’                                       | ‘MGmean’     |
| ‘Circumference’           | ‘C.Malinowska’     | ‘R Min’                                       | ‘MGvar’      |
| ‘Max. height’             | ‘C.Circularity#1’  | ‘R Mean’                                      | ‘MGskew’     |
| ‘Max. width’              | ‘C.Circularity#2’  | ‘R STD’                                       | ‘MGcorto’    |
| ‘Rmax’                    | ‘C.Ellipsicity’    | ‘G Max’                                       | ‘ZeroPercent’|
| ‘Rmin’                    | ‘C.Blair-Bliss’    | ‘G Min’                                       | ‘sRE’        |
| ‘OAR’                     | ‘C.Haralick’       | ‘G Mean’                                      | ‘rLE’        |
| ‘Circle diameter’         | ‘C.Danielsson’     | ‘G Median’                                     | ‘rRLN’       |
| ‘Eccentricity’            |                    | ‘G STD’                                       | ‘rFIR’       |
| ‘Ellipse’                 |                    | ‘B Max’                                       | ‘rGLN’       |
| ‘MajorAxisLength’         |                    | ‘B Min’                                       | ‘GLCMContrast’|
| ‘MinorAxisLength’         |                    | ‘B Mean’                                      | ‘GLCMCorrelation’ |
| ‘Solidity’                |                    | ‘B Median’                                     | ‘GLCMEnergy’  |

It was assumed that it is possible to estimate the optimal set of representative features of digital images of malting barley grains within size groups, necessary in the process of generating a neural classifier. We have attempted to describe the quality of malting barley of other varieties based on digital images in the previous studies \[6,15,24,25\], but in the work presented here, we applied dimension reduction of descriptors in the initial phase of image analysis for the first time using the classical PCA statistical method.

3.1. Reduction of the Number of Descriptors Using the PCA Approach

Principal component analysis (PCA) can be used to discover regularities between variables (descriptors). The components obtained by this method are a linear combination
of the studied input variables (primary descriptors). PCA facilitates identification of those initial variables that have the greatest influence on the appearance of individual principal components, i.e., those that form a homogeneous group [47–53]. The principal component (in which the variance is maximal) is then the representative of this group.

On the basis of variance values explained by successive principal components, eight first components were identified (Kaiser criterion) for the examined three size fractions of malting barley of BOJOS variety. The explained variance values for the these components are shown in Table 3.

Table 3. Values of variances explained for 8 consecutive principal components.

| Size Fraction | No. main component | Variance [%] |
|--------------|--------------------|--------------|
| 2.2          | 1                  | 22.03        |
|              | 2                  | 18.54        |
|              | 3                  | 15.88        |
|              | 4                  | 8.69         |
|              | 5                  | 6.80         |
|              | 6                  | 4.35         |
|              | 7                  | 3.63         |
|              | 8                  | 3.32         |

Parameters significant for the quality evaluation of malting barley of the BOJOS cultivar (out of 64 descriptors classified into 4 groups (geometric parameters, shape factors, values of colour space models or texture), shown in Table 2) proved to be the best descriptors (Table 3). Colour features of kernels included mean, variance, and ranges of the red (R), green (G) and blue (B) colour primaries and the derived hue (H), saturation (S) and (V) value. Among texture parameters GLCM provides information about the distribution of grey level intensities with respect to the relative position of the pixels with equal intensities.

The most important graphical descriptors for three size fractions (2.2; 2.5; 2.8) of the BOJOS cultivar are shown in the order of significance level of assignment to the first principal component in Table 4.

Table 4. Graphical descriptors for 3 fractions (2.2, 2.5, 2.8) of BOJOS variety samples (order by significance level of assignment to the first principal component).

| Fraction | Eight of the Most Important Primary Graphic Descriptors |
|----------|--------------------------------------------------------|
| 2.2      | Circumference, GLCMCorrelation, GLCM Homogeneity, R Median, MinorAxisLength, G Min, S Max, V Min |
| 2.5      | Circumference, GLCMContrast, S Mean, MinorAxisLength, S Max, S STD, G Min, V Min |
| 2.8      | Circumference, V Mean, Mgmean, S Median, MinorAxisLength, S STD, G Min, V Min |

Descriptors “Circumference” (perimeter), “MinorAxisLength” (width, plumpness), “G Min” (for RGB colour model: green colour minimum) and “V Min” (for HSV color model: brightness minimum) were found as dominant parameters in all three fractions of the BOJOS variety. Thus, it can be concluded that the graphical information encoded in the form of selected geometric parameters and colour space models is representative of all three fractions. Interestingly, shape factors were non-relevant.

PCA is the most common and popular linear dimension reduction approach [47]. It has been used for years because of its conceptual simplicity and computation efficiency. It is a practical application of the technique of finding eigenvalues and eigenvectors of a square matrix. It is a linear transformation that determines the directions of maximum variation of the original input data as it rotates the coordinate system in such a way that the maximum
dispersion (variance) of the data occurs (after the transformation) along the new axes. It retains as much valuable information as possible in the transformed data. The directions of maximum variance are not necessarily the directions of maximum information. PCA is often used to reduce the size of a statistical dataset by discarding the last factors. It is also possible to look for a substantive interpretation of the factors (depending on the type of data) which allows for better understanding of the nature and essence of the empirical data being analyzed.

The PCA approach is applied in many areas such as noise reduction, pattern recognition, regression estimation, and image recognition or generally in reduction of dimension of a digital image. In signal processing, PCA is often used to compress the input signal [48–53].

Concerning barley grain images, PCA has been previously applied in pre-processing of the data used in its varietal classification by morphological features [54] or in remote sensing and barley crop classification [55]. PCA was also used in analysis of the images of barley leaves to detect infection with *Magnaporthe oryzae* [56].

Nielsen at al. (2003) [57] used PCA analysis for evaluation of micro-malted spring and winter barley quality expressed by different chemical and malting parameters evaluated according to official methods of the European Brewery Convention.

There are no publications in the literature on the application of classical PCA analysis to reduce the number of input parameters for neural modelling extracted from image processing of brewing barley.

### 3.2. Artificial Neural Networks Modelling

A set of 30 multilayer perceptron neural topologies was generated for each fraction [12,36].

The optimal networks turned out to be topologies with the following structures: MLP: 8-14-1 (fraction 2.2), MLP 8-19-1 (fraction 2.5) and MLP 8-8-1 (fraction 2.8). The input layers consisted of eight neurons with a linear PSP (Postsynaptic Function) and a linear activation function. The one hidden layer was composed of sigmoid neurons having a linear PSP function and a logistic activation function. One sigmoid neuron was the output of the network. It included one nominal two-state variable (good grain, damaged grain).

The generated neural models were thought by the method of BP (Back Propagation) in 10 cycles of 1000 epochs and then optimized with the CG (Conjugate Gradients) algorithm for 600 epochs. The following parameters were adopted in the learning process with the BP error back propagation algorithm [31,41]:

- Decreasing learning coefficient: from $\eta = 0.2$ to $\eta = 0.1$,
- Momentum factor: $\alpha = 0.4$.

ANNs were optimized by searching for the right set of synaptic weights that form connections between neurons of neighbouring network layers. As a criterion for optimization, a set of weights was taken, which (implemented in the network) guaranteed the minimum of error that the ANN generates during its operation. For this purpose, an appropriate algorithm was selected and used to minimize (optimize) the error function of the network.

In this work, the standard RMS (Root Mean Square) error function (8) was applied which is a hyper paraboloid. This procedure is commonly used in the ANN optimization process regardless of the choice of ANN simulator [30,31].

$$\text{RMS} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - z_i)^2}{n}}$$  \hspace{1cm} (8)

where:
- $n$ is the number of cases,
- $y_i$ is the real values, and
- $z_i$ is the values determined using the network.

The structure of the training file is important in the process of generating the neural classifier. Minimizing the dimension of the descriptors vector, which is the input variables of the created neural model, allowed for the use of the empirical data in a reduced form.
An effective neural models supporting decision-making processes in the production of malting barley was proposed on the example of the popular BOJOS variety.

The RMS error for MLP: 8-14-1, MLP: 8-19-1 and MLP: 8-8-1 is presented in Table 5. The RMS error is usually the most convenient value for interpretation to describe the total error of the network. In our case, the quality of the generated neural network can be considered very satisfactory.

Table 5. RMS error for generated MLP: 8-14-1, MLP: 8-19-1 and MLP: 8-8-1 neural topologies.

| RMS Error * | MLP: 8-14-1 | MLP: 8-19-1 | MLP: 8-8-1 |
|-------------|-------------|-------------|-------------|
| RMS (training file) | 0.017233 | 0.010752 | 0.010869 |
| RMS (testing file) | 0.012034 | 0.0105261 | 0.010416 |
| RMS (validation file) | 0.011213 | 0.0108675 | 0.010638 |

* dimensionless quantity.

The low and very similar value of the RMS error for the training, validation and test set indicates good generalization properties of the generated ANN. Its small value in turn implies very good classification properties of the generated models.

The neural topologies generated on the basis of training sets containing eight input variables (significant graphic descriptors) created for three size fractions (samples: 2.2, 2.5 and 2.8) of the BOJOS variety, are presented in Table 6.

Table 6. Best neural network models for each fraction of the BOJOS variety samples.

| ANN Quality | Sample | BOJOS |
|-------------|--------|-------|
|             | 2.2    | 2.5   | 2.8   |
| Statistical v. 10 (StatSoft Polska, Cracow, Poland) | MLP: 8-14-1 | MLP: 8-19-1 | MLP: 8-8-1 |
| ANN structure | ![ANN structure](image1) | ![ANN structure](image2) | ![ANN structure](image3) |
| Quality of the training file [%] | 85.40 | 92.43 | 91.70 |
| Quality of the testing file [%] | 83.13 | 94.74 | 95.87 |
| Quality of the validation file [%] | 82.75 | 94.36 | 94.36 |
| Learning algorithms used | BPCG—1600 epochs | BPCG—1600 epochs | BPCG—1600 epochs |

Where: BP—back propagation method; CG—conjugate gradient method.

The generated MLP (Multilayer Perceptron) topologies were proved optimal (for each fraction).

MLP-type unidirectional neural networks are among the best studied and most widely used network topologies in practice. MLP multilayer perceptron represents the so-called class of parametric neural models. The created MLP networks are one-way networks. They are taught using the “with the teacher” technique (i.e., algorithms modify weights and threshold values using training files containing both input values and set output values). They have a multi-layer architecture. There is an input layer, a hidden layer and an output
layer. Connections allow exclusively for communication between neurons in adjacent layers. Neurons constituting the network aggregate the input data by determining the sum of the weighted inputs (using the linear aggregation formula). The activation function of input neurons is linear, hidden neurons non-linear, and output neurons are generally non-linear.

In our work, a set of 64 features representative of digital images of malting barley grains of the BOJOS variety was extracted (Table 1). A large number of descriptors (especially in relation to the number of learning cases—176) negatively affected both the process of creation and exploitation of neural classifiers as it prolonged the ANN generation process and significantly increased the complexity of the classifier structure. This, in turn, hindered the implementation of the generated neural classifier in the created information system. Taking the above into account, the empirical data were reduced with PCA, which resulted primarily in reducing the size of the generated ANNs. In the stochastic sense, the results generated by the “large” ANN (without PCA) and with the “reduced” ANNs are similar.

Generally, the problem of identification of damaged malting barley grains is not so frequently reported. Computer vision supported by neural networks has been most frequently applied to identify varieties of different grains, including barley [19–23,25,54,58]. Neural image analysis has been used to examine corn and barley kernel damages [6] or the mechanical damages in grains [24]. Kozlowski and Szczypinski used convolutional neural networks for identification of barley grain defects [58], while Kociolek et al. (2017) [59] reported image preprocessing steps of barley grain inspection system. The main preprocessing steps were: segmentation of grain kernel images, identification of dorsal and ventral sides of the kernels as well as aligning them with respect to the germ-brush direction.

This paper is one of the few research reports dealing strictly with the identification of contamination and damage to malting barley. Earlier studies on identification of damaged malting barley grains from our research group were focused on artificial neural networks used only to classify grain damage images of three selected spring varieties: Beatrix, Sebastian and Xanadu [14]. In the following work, we applied a hybrid method on image features of Sebastian variety in which auto-associative artificial neural networks were used to reduce the dimension of the input vector. Networks of this type can be used successfully, mostly to reduce the dimension of the vector representing the input data, which significantly supports the process of creation of an optimal neural topology to solve a given problem [15].

In the work presented here, the classical PCA method was applied for dimension reduction and the disposal of correlated variables prior to neural modelling.

4. Conclusions

The use of neural modelling and image analysis methods for the identification of malting barley quality in the example of BOJOS variety proved to be an appropriate method that could support decision-making processes in the brewing process. Reduction of the number of graphical descriptors allowed for graphical identification of defects using small neural networks of the multilayer perceptron type (MLP). This showed that few of the identified representative parameters (graphical descriptors) are sufficient for proper quality classification of malting barley. The results obtained show that neural identification of digital images using a classical PCA analysis is an effective tool supporting the process of rapid and reliable quality assessment of malting barley grains of the BOJOS variety. Due to a small number of obtained images of grains (176) in relation to the number of primary descriptors (64), it was appropriate to use the PCA method to reduce the dimension of the input replacement vector. The parameters most important in the process of the quality assessment of malting barley of the BOJOS variety were identified. Reduced descriptors, two geometric and two describing color space models (RGB and HSV), showed to be the dominant characteristic parameters for digital images of all size fractions of the BOJOS variety. Qualitative analysis of the reduced neural models for individual seed fractions of the BOJOS variety showed that the best classification abilities were achieved by neural
topologies (MLP: 8-14-1, MLP: 8-19-1, MLP: 8-8-1) generated on the basis of compressed training files.

The conducted research indicated the usefulness of the developed method as an instrument effectively supporting decision-making processes occurring during beer production.
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