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Abstract: Retrieving of information from the huge set of data flowing due to the day to day development in the technologies has become more popular as it assists in searching for the valuable information in a structured, unstructured or a semi structured data set like text, database, multimedia, documents, and internet etc. The retrieval of information is performed employing any one of the models starting from the simple Boolean model for retrieving information, or using other frameworks such as probabilistic, vector space and the natural language modelling. The paper is emphasis on using a natural language model based information retrieval to recover the meaning insights from the enormous amount of data. The method proposed in the paper uses the latent semantic analysis to retrieve significant information’s from the question raised by the user or the bulk documents. The carried out method utilizes the fundamentals of semantic factor occurring in the data set to identify the useful insights. The experiment analysis of the proposed method is carried out with few state of art dataset such as TIME, LISA, CACM and the NPL etc. and the results obtained demonstrate the superiority of the method proposed in terms of precision, recall and F-score.
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1. Introduction

The recent swift advancements and the emergence of innovative technologies, has led to huge flow of data as a result of the daily routine activities that are taking place all over the world. The huge set of data that are flowing holds useful information that are capable enough to improve the quality of the service. The significant insights hidden in the huge amount of information are recovered by employing the information retrieval process. The information retrieval process is an upcoming procedure popularly used in examining the information from the big amount of data set that is in structured semi-structured or unstructured form. The retrieval of information is performed employing any one of the models starting from the simple Boolean model for retrieving information, or using other frameworks such as probabilistic, vector space and the natural language modelling.
The enormous amount of information available in the internet requisites an “information retrieval system” to bring out the information that are relevant to the users. For instance a user may start his search for buying an electronic gadget like lap top or mobile phone that belongs to a particular brand. So he would mention electronic gadget –apple, on this case the information retrieval system is very essential to bring out the information relevant to the search instead of displaying the information about the apple fruit.

There are multitudes of possibilities available to the person undertaking the research to handle the difficulties in the information retrieval. The enormous quantity of information flow and the increase in the data and the webpages heightens the difficulties in the process of information retrieval from recovering the information that are useful and as well as reliable. As almost all the search engines are centered on words rather than concepts. While searching particular information’s by employing the “information retrieval system” an individual is allowed to only use a certain amount of key words in order to narrow down the search. The search outcomes may be relevant or irrelevant or ranging from tens to hundreds. The “information retrieval” so has become a hot topic of study, but the difficulties in providing an effective information recovering system is still unanswered. So to meet the difficulties and overcome the challenges in the information retrieval system an intellectual interface managing the activities of the “information retrieval system” that straight forwardly communicates with the consumer enabling them to have recover information that are relevant eluding the assistance of an human intercessor.

So to address this problem the paper presents the natural language model based information retrieval to recover the meaning insights from the enormous amount of data available in the internet. The method proposed in the paper uses the latent semantic analysis to retrieve significant information’s from the question raised by the user or the bulk documents. The carried out method utilizes the fundamentals of semantic factor occurring in the data set to identify the useful insights.

The method utilizes the D-score metric to estimate the documents score and determines the rank by processing the inverted index based on the relevance rate. The retrieval of the information is done setting the verge (Threshold) values for the D-score. The search in the method is carried out using the base of the semantic features that are found in the documents rather than relying on the keywords completely. The method is followed to completely eradicate the information’s that are irrelevant and recover only the relevant information.

The proffered paper is laid out with the related work presenting the past works carried out in the portion 2, the proposed semantic analysis based on the latent with the estimation of the D-score in the portion 3, the performance validation of the analysis using the dataset “CACM, LISA, NPL, TIME etc.” in portion 4 and the conclusion in portion 5.
2. Related Works

Retrieving information’s can be performed using different models starting from the simple Boolean model for retrieving information, or using other frame works such as probabilistic, vector space and the natural language modelling. Miller, et al [1] put forth an HMM-hidden markov model for retrieving the relevant insights from the document. The method included mechanism that produced multiple words within the frame work and proved to provide a better performance compared to the state of art model. The figure.1 below shows the expanded multistate hidden markov model.

![Figure.1 HMM based Multi State Model](image)

Fernandez et al [2] devised the conceptual model with the semantic pattern analysis that essential for small applications in comprehending the low level requirements. The analysis patterns subsidize more to reusability, flexibility and software quality compared to the other varieties. Rosenfeld, et al [3] presents the review on the “statistical language modeling” that determines the variety of natural languages occurrences for the tenacity of speech acknowledgement and extra verbal expertise. Zhai, Jun et al [4] put forth an intelligent transportation using the “semantic information retrieval” centered on the fuzzy ontology.
3. Information Retrieval and the Natural language Modelling

The retrieval of information is performed employing any one of the models starting from the simple Boolean model for retrieving information, or using other frameworks such as probabilistic, vector space and the natural language modelling. The paper is emphasis on using a natural language model based information retrieval to recover the meaning insights from the enormous amount of data. The method proposed in the paper uses the latent semantic analysis to retrieve significant information’s from the question raised by the user or the bulk documents. The paper provides the description of the latent semantic analysis and explains its retrieval process observing the similarity existing between the semantic memory process humans and retrieval procedures. The Latent-SA performs the information retrieval using the query of the users instead of using the keywords that have closer resemblance from the query and the documents.

**Latent-SA**: Maps the document sets to a “latent semantic space” i.e. a vector space with a minimized dimensionality using the linear-singular value decomposition. The fundamental concept of the L-SA is to represent the document transforming from the word space to topic space. The figure.2 below shows the latent-SA process involved in the converting the original data into topic-encoded data.
The document or the query is converted into encoded data using the Latent-SA, the singular value decomposition is achieved by the following equation (1)

$$Document_{matrix} = OM \sum DM^T,$$  \hspace{1cm} (1)

Where $OM$ is orthogonal matrix and the $DM$ is the diagonal matrix, ‘T’ is the text. The query vector is denoted as the $\vec{Q}$ and the document vector is represented as $\vec{D}$. The $\vec{Q}$ is mapped into a latent space indexing using the equation (2)

$$\vec{Q}_l = \Sigma^{-1} D^T \vec{Q}$$ \hspace{1cm} (2)
The mechanism put forth in the paper is encompassed with the following steps to retrieve the information that are relevant from the document. The flow chart in figure.3 shows the step encompassed.

![Figure.3 Proposed Information Retrieval Process](image)

User enter the query in the text form using the natural language and the query entered is analyzed to provide the appropriate requirement of the user. In the query analysis the content of the query is estimated and later its intent is predicted. The information about the content and the intent enables in distinguishing the search as (i) information search, (ii) navigation search and (iii) transactional search. The following steps summarizes the query analysis process

- The process starts with the set of query the query are mapped into $\mathbf{Q}$.
- For every sentences in the text document the analysis starts with the tokenization where the sentences are broken into pieces or token, every word in a sentence is denoted as a token.
- Then it is verified that the token is not the stop word, if one token is not equal to the stop word the verification proceeds with the next token.
Once the token are assigned the for every word or the token the stemmer is initialized to remove the unnecessary characters
- Parts of speech tagging is done to determine every tokens parts of speech proceeded by tagging.
- The content and the intent of the text is extracted. (query is processed)

The document is understood by the Latent-semantic analysis [5] and the semantic parsing that performs based on the rules of the grammar and the parts of speech tagging. The synonyms as well as thesaurus are determined by employing the word-net. For understanding the document, the document is read and converted into the document matrix. The document matrix is further compressed into the lower rank matrix and a new matrix with the reduced dimension is obtained. Then the semantic parsing is applied for every sentence and the concept is extracted. The extracted matrix is compared with the new matrix formed to generate the concept matrix. Further the indexing of the document is done employing the “cosine distance and the concept semantic similarity measure” to rank the document based on the query and intensity of the concept is done by determining the average occurrence time of the concept in the document. Further the weight of the semantic is processed which mostly either a 0 or 1. The D-score employed determines the overall rank of every document according to the cosine distance and the weight of semantic. Once the documents is ranked and the score of the each document is estimated using the D-score, the inverted index is calculated based on the level of the information relevance. The threshold value (\(Th_v\)) of D-score is set and the retrieval of the document is done. The relevance of the document is estimates based on the equation (3)

\[
relevant_{\text{document}} = \begin{cases} 
1 & \text{if } D_{\text{score}} \geq Th_v \\
0 & \text{otherwise}
\end{cases} \quad (3)
\]

The documents are listed in descending order based on the D-score, forming an inverted index and displaying the relevant documents on top.

4. Performance Validation

The mechanism put forth is validated using the standard data sets LISA, TIME, CACM and the NPL, the every data set 50 samples are gathered. So total of 200 queries are gathered the experiments are performed and the offline metric are calculated. The following table.1 gives the particulars of the offline metric evaluated.
Table 1 Evaluation Metrics

| Offline metrics | Formulas |
|-----------------|----------|
| Precision       | \[
| \frac{|relevant \ document \ \cap \ retrieved \ document|}{|retrieved \ document|}
| Recall          | \[
| \frac{|relevant \ document \ \cap \ retrieved \ document|}{|relevant \ document|}
| Fall-Out        | \[
| 1 - \frac{|non \ - \ relevant \ document \ \cap \ retrieved \ document|}{|non \ - \ relevant \ document|}
| F-score         | 2 \cdot \text{Precision} \cdot \text{Recall} / \text{Precision} + \text{Recall} |
| Mean Average Precision | \[
| \frac{\sum_{Q=1}^{Q} \text{Average precision} (Q)}{Q} |
| Normalized Discounted Cumulative Gain | \[
| \frac{\text{Discounted cumulative gain of particular rank position}}{\text{Ideal cumulative gain of rank position}} |
| Discounted Cumulative Gain | \[
| \sum_{i=1}^{\text{position}} \frac{\text{relevant information}}{\log_{2}(i + 1)} |

The results in the figure 4 presents the mean average precision and the normalized discounted cumulative gain for the number of queries tested.

Figure 3 Mean Average Precision and Normalized Discounted Cumulative Gain
The Figure .4 below is the precision, recall, F-measure and the fallout observed for the proposed mechanism as well few past mechanism such as the retrieval based on SVM, K-means and the HMM. The results acquired shows that the proposed mechanism out performs the other two with improved precision, recall and minimized fallout and an appropriate F-score.

![Figure 4 Comparison of Precision, Recall, Fallout and F-score](image)

5. Conclusion

The retrieval of information employing the latent-SA is carried out in the paper, to have a relevant information retrieval from the huge set of data available in the internet. The method utilizes the semantic based analysis instead of retrieving documents based on the keywords. The synonym and the thesaurus are found using the word net in the proposed mechanism. The D-score used in the laid out mechanism ranks the document based on the scores that denote the degree of relevance and are inversely indexed based on the verge level set. The experiments results from the queries gathered from the standard dataset proves the efficiency of the proposed method in extricating the relevant information over the internet.
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