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Abstract

This research paper proposes the percentage of Silica is measured in a lab experiment it takes at least one hour for the process engineers to have this value. As this impurity is measured every hour and it takes a lot of time for a day and causes delay in the mining process. The environment is polluting while reducing the number of ore that goes to tailings as you reduce silica in the ore concentrate. The overall goal is to predict impurity in the ore concentrate in mining process. In this case impurity is specifically Silica concentrate. Silica concentrate is a measured variable but takes time to report results, thus reducing efficiency in the mining process. Being able to predict the silica content without stopping to test is the extended goal of this project. This appears to be a continuous batch process, where raw material is fed into a flotation system, processed, removed, and the process repeated. The purpose is to evaluate the feasibility of using machine learning algorithms like Multiple Linear Regression, Random Forest and Decision tree to predict in real-time. And also, by using Deep Learning techniques like LSTM, we can predict the silica impurity in the ore in less time and help the engineers for early prediction and reduce the impurities. We also developed a web application to display the prediction. The web application is built by using flask framework and it is integrated with trained ML model and it help the engineers, giving them early information to take actions (empowering!). Hence, they will be able to take corrective actions in advance (reduce impurity, if it is the case) and also help the environment.
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1. Introduction

Data storage in various formats such as records, files, documents, sound, movies, science and a lot of new information forms has been driven by the emergence of information technology in numerous domains for better decision-making, the data generated from diverse applications require an appropriate way of extracting information from big repositories. The purpose is to discover usable information from the wide collection of data in databases (KDD), often dubbed data extraction (Data Mining). In order to find and extract patterns of recorded data, the basic features of data mining are numerous approaches and algorithms. Data mining and application for knowledge discovery have become an important component in many organizations, as they play an important part in decision making. In the new sectors of statistics, databases, machine learning, model reorganization and artificial intelligence, computer capabilities etc., data mining technology has been incorporated.

In several industries, a model for quality prediction was established for the production of faultless products. However, in single-stage production, most quality prediction model is established. Previous research demonstrates that one-stage quality system in multi-stage production cannot effectively tackle the quality problem.

Linear regression is a statistical study that determines how a relationship between two types of variables is modeled, dependent and independent (predictor). Regression has major goal to investigate if independent factors have predicted the result variable well and which independent variables are important predictors of the result.

There has recently been increasing interest in investigating primordial factors for iron ore recovery at a froth flotation treatment plant. The Financial Times shows that ore iron is more of a raw material for steel manufacture than any other commodity, with the exception perhaps of land, in the world economy. Every tonne of iron ores produced has been shown to discharge around 2.5-3.0 tonnes. In addition, figures indicate that about 130 million tonnes of iron ore are produced annually. This suggests that if the mining reservoirs contain, for instance, an average of around 12% iron ore, over 1.52 million tonnes of iron would be waste per year. In the brotherhood of iron mining, stakeholders rely on standard laboratory testing techniques, which generally take more than two hours to attain their target quality in the froth flotation processing facility. Since environmental protection is highly important and good iron grade is needed which is mined from ore. Then we may forecast a single dependent variable with two or three separate versions by applying machine learning methods such as Multiple Linear Regression, and we can employ Random Forest Decision Trees further. Deep
learning techniques such as LSTM’s neural network are utilized to predict silica impurity in mining process, which is well known for its time series prediction applications.

1.1 Data Mining

Data mining is used to use massive amounts of data to find hidden patterns and associations that are useful in decision-making. Alternatively, exploratory analysis, discovery by data and inferior learning were called. In this standard access, data mining access to a database differs in a number of ways: query, data and output. A data mining algorithm is a well-defined technique in which data is taken as input and generated as models or patterns. The phrase well-defined shows that it is precisely possible to encode the operation as a certain number of rules. In order to characterize the whole (most of the) data set, the structures found during the data mining process are called "models." There are also occasions where the identified structures have some local data characteristics and the term pattern is applied in this case.

1.2 Considerations for Applying Data Mining

In order to construct an effective data mining solution, the user has to investigate and articulate his objective. The problem objective leads the user to the correct learning algorithm. When hidden groupings in data may be detected or a connection between key data variables is established, users want to find information and select a technique for clustering or the association mining. Alternatively, a predictive model may be created that may divide samples into a category such as low air quality or a real world result such as an aviation quality score. There are a big, rising number of algorithms inside the prediction paradigm and the knowledge finding paradigm. The choice between the methods of any paradigm is a problem of his own accord. Domingo’s highlights some of the important issues in helping new practitioners in implementing algorithms for machine learning. When making this decision, the User should consider the intricacy and quantity of data presented. For example, a basic linear classifier is not suitable for a sophisticated, non-linear classification task. However it requires the employment of advanced study methods, such as deep artificial neural networks, in consideration of considerations regarding the storage, memory and durations of training.
1.2.1 Predicting Quality

Quality prediction involves the development of models in which quality input features are related to quality inputs and the use of models in order to forecast what the resulting quality property value will be of a collection of input parameters. For predication, regression approach can be adjusted. The regression analysis can be employed for modeling a link between one or more separate and dependent variables. Individual variables are already known attributes for data mining, and the answer variables are to be anticipated. Sadly, not just predictions are numerous real-world difficulties. Therefore, the prediction of future values can require more advanced algorithms (e.g. regression of logistics, decision trees or neural nets). For regression and classification, the same model types can often be utilized.

1.3 Neural Networks

The neural grid is a set of interconnected I/O modules with a connecting weight. The weight change of the network will enable the appropriate input to be anticipated during the learning phase. Neural networks can be used to uncover patterns and to find trends that human or computer technology can recognize far too difficult to draw significance from concatenated or inaccurate data. They are perfect for inputs and outputs that are valued continuously. Neural networks are ideally suited for prediction or forecasting requirements when determining data patterns or trends.

2. Literature Review

Marco Canaparo et. all (2019) In this study, the data mining strategies were initially comparable as far as software fault prognosis was concerned. The author employed existing literature to collect on-line data set, procedures and performance criteria in order to attain this objective. Authors paid greater attention to open source and deep learning approaches than earlier studies. Data set linked to open source projects. By analyzing the findings, the author can find the best average accuracy of all data sets achieved by Bagging and Random Forest. Data mining can also serve to determine and predict software quality and can be used in conjunction with statistical analysis. [1]

Brijesh Kumar Baradwaj et. all (2011) This research uses classification tasks to forecast the division of students on the basis of an old database from a student database. Since there are numerous ways for the classification of data, the decision-tab method is being applied. Information like attendance, class testing, seminar and markings have been collected from the previous database of the
student to determine performance at the end of the semester. The students and teachers can raise the division of students through this research. This study will also highlight those students who have to pay special attention to lesser degrees of failure and take appropriate steps for the upcoming semester.

Yunus Köloğlu et. al. (2012) The successful and invaluable players gather economically in their clubs and generally young talents such as Kylian Mbappé and Paulo Dybala are worthwhile. 180 and 184 have proven beneficial, assuming that larger players do not have dribble skills and that shorter players lack air ball control. The premier league is also recognized as the most difficult league in Europe as another thumb rule, therefore there is no surprise that English players are more valuable. The fact that card numbers have not affected the player's market value is only an interesting feature in the study, which can be explained by the fact that valued players are more careful to avoid a charge. In general, a more reasonable data collection might be used to improve the study.

Thuraiya Mohd et. al. (2020) In this research, a qualitative and quantitative factors (dumb variables) were empirically experimented utilizing the property dataset in the Kuala Lumpur area, Malaysia. The results revealed that statistically significant contributions have been achieved by elements like the main floor area, Green Certification, Tenure and Number of Bedrooms. In other words, all these factors played key roles in the prices of transactions. Main floor area characteristics, green certificate and tenure are related to the transaction price positively. The main floor area has provided the most contribution to the model based on the standardized beta coefficient.

Rajat Chaudhari et. al. (2020) After an analysis of a variety of documents, author find that the soil fertility forecast will help to decrease farmers' troubles and to offer farmers with effective information to achieve high yields and hence maximize earnings, thereby reducing suicide rates and reducing their problems. To predict soil fertility, a model is implemented. The system uses supervised and uncontrolled algorithms to learn the machines and provides the highest possible precision results. It compares results from the four algorithms and selects the one that gives the best and most precise output.

Turóczy Zsuzsannaa et. al. (2012) The major objective is to enhance the competitiveness, flexibility, adaptability and reactivity of ceramic companies. Since the ceramic sector is an essential part of manufacturing, authors concentrated on this area in order to assess the progress of companies in the sector. The value of the research lies in its novelty and efficacy, as in the instance of a company producing advanced ceramic items, the performance indicators have been analyzed by multiple regression analyses. This analysis is frequently a multivariate and explanatory approach of analysis.
Regression analysis describes the connection between a dependent variable and several distinct factors. [6]

Fahmi Arif et. all (2013) In this study, algorithms of decision tree are utilized to disclose the relationship between factors of product and the final product quality level. The consistent number of values for all product characteristics as the attribute of the decision tree is very low, low, low medium, upper medium, high and very high, all of which are extremely low. It is also possible to summarize that ID3 performs better than C4.5 and CHAID in the case of imbalanced datasets with a uniform number of attribute values, whereas DS, RT and RF fail in the classification of minorities. [7]

E. V. Ramana et. all (2017) Neural net and rule induction models were surpassed by a 95 percent prediction accuracy on the test data set over Naive Bayes model (80 percent). The rule induction model shows that sink marks are created by high temperature of moulding, low injection velocity, dust temperature and injection duration. [8]

T B Chistyakova et. all (2019) A computer data mining approach is described to forecast quality in multi-sortiment, large-scale and multinational polymer films. The following paper provides a library of statistical and data mining methods that enable the testing of normal distribution data, the predicting of the quality of film polymers for various line configurations and film types using statistical tests. The methods include recurring neural networks, a long-term memory neural network and a convolutions network. [9]

Umesh Kumar Pandey et. all (2011) The student database uses the Bayesian classification method to forecast the division of students on the basis of the preceding year record. This research helps students and teachers increase the student's division. The study will also identify pupils who needed additional attention to reduce failures and take suitable action in due course. [10]

Amjad Abu Saa et. all (2016) Multiple data mining tasks were performed in this research article to develop qualitative prediction models that could efficiently and efficiently predict student grades from a dataset of collected training. The first was a survey that targeted and collected a number of personal, social and academic information about university students. Secondly, the obtained data set has been pre-processed and examined so that data mining jobs are suitable. Thirdly, data mining operations were carried out on the dataset in hand to create and test categorization models. [11]

Colin Bellinger et. all (2017) The number of articles reporting on the use of data mining tools to monitor air pollution has increased considerably from our survey. This is because massive data groups and computer power are being made more available and because authors are becoming aware
of the potential advantages of data mining. Despite this tendency and the possible advantages within the sector, a study of the current state-of-the-art has not been carried out to the best of our knowledge. [12]

3. Methodology

Gathering the data is the first step to build a model and the process of gathering data depends on the type of project and how we are collected or taken the data. Kaggle is one of the most popular websites where we can download free dataset which is related to the project and we downloaded the dataset that contains 24 features like %iron feed, %silica feed, starch flow, Amina flow, Ore Pulp pH, Ore Pulp Density, Flotation Column 01- 07 Air Flow, Flotation Column 01-07, % Iron Concentrate, % Silica Concentrate and 737453 samples which include data and time. Data Preprocessing is done for cleaning the data and removing the out layers which are present in the dataset[13]. In data preprocessing step outliers are removed by IQR score method. After that by using matplotlib we can visualization the data and analyze the data. For building a regression model this are the five steps in the following figure 3.1.

Figure 1 - Building ML Model

Data Collection

Data collection is defined as the process of accurate research insights using standard verified methodologies to be collected, measured and analyzed. On the basis of acquired data, a researcher might evaluate his theory. In most circumstances, data gathering, irrespective of the subject of research, is the main and most significant step in research.[14]

Preprocessing Data: Data Preprocessing is the step of any machine learning process in which the data is modified or encoded to make it so easy to comprehend. In other words, the data's characteristics may now easily be read using the algorithm.[15]

Building Model: Construction of the model Regression analysis involves the development of a probabilistic model, in which the link between the dependent and the independent variables is better described.[16] The multiple linear regression attempts by fitting a linear equation into the observe data to
modeled the association between the two or more explicatory variable and the response variable. Each value of the independent variable $x$ is linked to the dependent variable $y$ value.

$$Y = b_0 + b_1 \times x_1 + b_2 \times x_2 + b_3 \times x_3 + \ldots b_n \times x_n;$$

Dependent variable = $Y$
Independent variables=x1,x2,x3,……xn

For building Multiple Linear Regression model we need to import the data to the operating environment like jupyter notebook. For loading the data sets and to preprocess them we need to import the libraries such as pandas, numpy and matplotlib for visualization. Check if the dataset consists of any missing values and remove the poorly correlated independent variables by using the correlation heatmap. And then we have split the dataset as 80% of the data to train the model and 20% to test the model. After splitting of data, we can train and test the model.

The following step is to analyze model performance when a machine learning model is built and to comprehend the model that is best. Root Mean Square is the measure of how well a regression line fits the data points. And Adjusted R-squared is used to determine the goodness of fit in regression analysis.

Random Forest is a popular learning system that is frequent in numerous academic publications, competition for the Kaggle and blog posts for categorization purposes. Random forests may also be utilized for regression tasks in addition to classification. The non-linear character of a Random Forest is a fantastic option for it over linear methods. Tree decision also has an excellent regression problem approach and is utilized to forecast silica impurity in an ear in these controlled Machine Learning techniques.

![Figure 2 - Random Forest Algorithm](image)
The method of research is based on an examination of regression. This form of analysis is utilized for several variables to be modeled and analyzed. The multiple regression analysis includes a description of the connection between a dependent variable and numerous independent variables.[21] Then, we can broaden this model by employing profound learning approaches and various ways of using predictive analysis systems, which are a sort of recurring neural network capable of learning orders in sequence prediction issues using Long Short term Memory.[22]

![Figure 3 - LSTM Algorithms](image)

### 4. Results

After successful trained and tested the models which are build by different algorithms like Multiple Linear Regression, Random Forest, Decision Tress and all are given good results. The results of Multiple Linear Regression are acceptable and we used Multiple Linear Regression to build flask web application and predict the results as shown in the figure and also, we further implemented a LSTM model which gives better results.

![Figure 4 - Entering Data](image)
5. Conclusion

The findings from this study suggest that machine learning algorithms have the predictive power to predict percentage of silica concentrate in iron ore froth flotation processing plant in real-time as opposed to 2 hours laboratory analysis. However, after the 3 months’ observations of iron ore froth flotation processing plant dataset was analyzed, on average, the silica concentrate predictions will be off by 0.38% with a standard deviation of approximately 0.12%, which is significant considering the fact that silica concentrate ranges from 0.77% to 5.53%. This result should be interpreted with caution because the silica concentrate variable used in the analysis was lagged 2 hours and could be further explored with diverse residence time.

However, it is worth noting that each observation in the froth flotation plant can be estimated with respect to silica concentrate as fast as possible. This further connotes that not only the execution time is significant but also the precision of the predictive task. Thus, when both the prediction accuracy and execution time are significant features of an automating the froth flotation plant system, the best option is artificial neural network. This provides in effective predictive in real-time.

6. Future Enhancement

The dataset analyzed in this study was small and we have scope to deal with large datasets by using different techniques in Machine Learning and Deep Learning. And also, we can collect different datasets across the world and deal with them and know the best results to predict different
impurities in ore concentration. On the other hand, we can extend the application of the methodology for different froth flotation processing plants preferably paper mills industry and mineral processing.
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