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A combined interpretation of the CALET $e^+ + e^-$ spectrum up to 3 TeV and the AMS-02 positron spectrum up to 500 GeV was performed and the results are discussed. To parametrize the background electron flux, we assume a smoothly broken power-law spectrum with an exponential cut-off for electrons and fit this parametrization to the measurements, with either a pulsar or 3-body decay of fermionic Dark Matter as the extra electron-positron pair source responsible for the positron excess. We found that depending on the parameters for the background, both Dark Matter decay and the pulsar model can explain the combined measurements. While the Dark Matter decay scenario is constrained by the Fermi-LAT $\gamma$-ray measurement, we show that 3-body decay of a 800 GeV Dark Matter can be compatible with the $\gamma$-ray flux measurement. We discuss the capability of CALET to discern decaying Dark Matter models from a generic pulsar source scenario, based on simulated data for five years of data-taking.
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1. Introduction

Precise measurements from space-based detectors have led to significant progress in the understanding of the cosmic-ray (CR) fluxes in the last decade. The magnetic spectrometers PAMELA [1] and AMS-02 [2] provided accurate measurements of the CR electron and positron spectra up to several 100 GeV, discovering and verifying the positron excess. The CAlorimetric Electron Telescope (CALET), in operation on the International Space Station (ISS) since October 2015, features excellent energy resolution (2%) and proton rejection power (1 : $10^5$), measuring the combined $e^+ + e^-$ spectrum up to 20 TeV [3, 4]. Recently, the CALET collaboration has published first results of the CR $e^+ + e^-$ spectrum based on 627 days of operation, extending the measured energy range up to 3 TeV [5].

One of the most important features of the CR electron and positron spectra is the positron excess observed by PAMELA [6] and AMS-02 [2, 7] which could be explained by a nearby pulsar, or more exotic sources producing electron-positron pairs such as annihilation or decay of Dark Matter (DM) [8, 9, 10, 11, 12, 13]. The precise measurement of the CR $e^+ + e^-$ spectrum at high energies by CALET can be used to investigate the type of this extra source, since specific spectral features are expected near the highest energy of the particles originating from the extra source [14]. In this context, we discuss DM decay as a possible extra source that can provide DM-only explanation of the positron excess, specifically the scenario in which DM decays into two charged Standard Model (SM) leptons and a neutrino. Alternatively, we study the generic power-law with cut-off extra source from the minimal model proposed by the AMS-02 collaboration [2] as an explanation of their positron fraction measurement. This source spectrum corresponds well to that of a single young pulsar [15], and is thus associated with the pulsar interpretation of the positron excess.

Both the DM decay and pulsar scenario are tested with the combined $e^+ + e^-$ spectrum and $e^+$ spectrum measured by CALET and AMS-02 respectively. For this comparison, a parametrization of the local interstellar spectra is fitted to both the $e^+ + e^-$ and $e^+$ data. It is shown that depending on the choice of parameters for modeling the background flux, both the DM decay and pulsar model can well explain the measurements. As a result, we derive the allowed ranges for the pulsar-spectrum cut-off energy and the DM mass at a confidence level (CL) of 95%. It should be noted that we do not include the systematic errors of the CALET measurement in this analysis in order to investigate the possible fine structures in the spectrum. Also, significant components of the systematic errors are uncertainties on the flux normalization which do not affect the spectral feature study. The systematics are expected to be reduced for the five-year observation data [5], allowing for a conclusive test of these results.

Since the decay of DM is accompanied by $\gamma$-ray emission, selected DM decay scenarios well in agreement with the $e^+ + e^-$ and $e^+$ spectra are compared with the results of the Fermi-LAT $\gamma$-ray observation [16]. DM with a mass of 800 GeV...
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is shown to be compatible with the Fermi-LAT $\gamma$-ray measurement. Furthermore, based on simulated data, it was investigated to what extent the selected well fitting models of DM decay, for which also the $\gamma$-ray emission was calculated, could be distinguished from a single pulsar extra source with five-years of CALET data. It is shown that depending on DM decay and background parameters, a good chance for separating the two cases exists.

![Fig. 1. Results of cosmic-ray $e^+ + e^-$ spectrum measured by recent space-based [5, 17, 18, 19] and a ground based experiment [20] are shown here. Systematic errors of CALET are shown as a grey band.](image)

While this paper deals exclusively with the interpretation of the CALET measurement, several other space based detectors and also air-Cherenkov telescopes have measured the CR $e^+ + e^-$ spectrum in a similar energy range. An overview of these results of AMS-02 [19], DAMPE [17], Fermi-LAT [18], HESS (2008) [20] is given in figure 1. The flux between a few tens of GeV and around 1 TeV reported by Fermi-LAT and DAMPE is systematically higher than that of AMS-02 and CALET, which are compatible within errors. While above around 1 TeV the experimental results show better agreement, the disputed several hundred GeV energy range is most important for interpretation of the positron excess. A comparative analysis with DAMPE data could not be done, since using the same method with DAMPE and AMS-02 data combined, no parameter space remains for the 3-particle DM de-
cay scenario as an explanation of the positron excess. While the discrepancy between CALET and DAMPE results is not resolvable without taking possible systematic shifts into account, CALET data is given preference, since our combined analysis requires consistency between the $e^+$ and $e^+ + e^-$ spectra, and the DAMPE result is not well consistent with the AMS-02 $e^+ + e^-$ measurement within the energy range of our analysis. Though the AMS-02 $e^+ + e^-$ flux and $e^+$ flux are derived from independent analyses, the sum of $e^+$ and $e^-$ flux is in agreement with the $e^+ + e^-$ flux and CALET data, as shown in figure 1, indicating that no systematic shifts have to be taken into account in the combined analysis.

This paper is organized as follows: First, in section 2 the parametrization of the local CR $e^-$ and $e^+$ spectra is described. The fitting results with DM decay and pulsar as extra sources are described in section 3 and section 4 respectively. Finally, in section 5 we discuss the discerning capability of CALET between these two potential extra sources of positrons with five years of CALET data.

2. Parametrization of the Cosmic-Ray $e^-$ and $e^+$ Spectra

It is necessary to parametrize the local interstellar $e^+$ and $e^-$ spectra with analytical formulae in order to reflect their variability caused by the unknown free parameters of injection and propagation. This flexible modeling of the background is required for an unbiased study of the possible extra source contributions to the observed spectrum.

A parametrization suitable to describe the AMS-02 $e^+ + e^-$ and $e^+$ spectra was introduced in our previous works [14, 15]. However, it was found that a single power law function for the primary electron flux does not well describe the CALET $e^+ + e^-$ spectrum (including only statistical error) in combination with the AMS-02 $e^+$ spectrum, with $\chi^2$ of the fit clearly above 95% CL.

Since both the electron spectrum and the positron spectrum measured by AMS-02 show a spectral hardening (spectral index changing from $-2.97 \pm 0.03$ to $-2.75 \pm 0.05$ for positrons and spectral index changing from $-3.28 \pm 0.03$ to $-3.15 \pm 0.04$ for electrons) [21], we include a spectral break in the electron flux parametrization to match the measurements over a wide energy range.

The primary electron spectrum also features an exponential cut-off representing the radiative energy loss processes during propagation in the interstellar medium (ISM), since a discrete distribution of supernova remnants (SNRs) contributing to the primary electron spectrum is assumed, causing primary electrons to have propagated at least the distance from the closest SNR. This cut-off term is not present for the secondaries, represented by another power-law term with index reduced by $\delta$, the power-law index of the diffusion coefficient, since they are products of nuclei interaction with the ISM, and energy loss processes are regarded as negligible for nucleons compared to electrons. To this background, either the DM decay or the pulsar source providing extra electron-positron pairs is added.
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In total, the electron flux can be expressed as

\[
\phi_{e^-} = C_{e^-} E^{-\gamma_{e^-} - \Delta \gamma_{e^-}} \left( 1 + \left( \frac{E}{E_g} \right)^{\frac{\Delta \gamma_{e^-}}{2}} \right)^s \left( \frac{C_s}{C_{e^-}} E^{-\gamma_{e^-} + \gamma_s} + e^{-E/E_d} \right) + \phi_{\text{extra}},
\]

(1)

where \(C_{e^-}, \frac{C_s}{C_{e^-}}\) are the absolute normalization of the primary \(e^-\) flux and the ratio of absolute normalization of secondary to primary flux. \(E_g\) is the location of the spectral break for electrons and \(\Delta \gamma_{e^-}\) is the difference in the spectral index before and after the break. The smoothness parameter \(s\) governs over which energy range the transition between the two power law indices happens, with higher values of \(s\) representing a wider energy range and thus a smoother break in the spectrum. For a hard break (\(s \to 0\)) the parametrization of the electron flux (eq. 1) becomes

\[
\phi_{e^-} = C_{e^-} E^{-\gamma_{e^-} - \Delta \gamma_{e^-}} \left( \frac{C_s}{C_{e^-}} E^{-\gamma_{e^-} + \gamma_s} + e^{-E/E_d} \right) + \phi_{\text{extra}} ; \text{ for } E \leq E_g
\]

\[
\phi_{e^-} = C_{e^-} \left( \frac{E}{E_g} \right)^{-\gamma_{e^-}} E^{-\gamma_{e^-} - \Delta \gamma_{e^-}} \left( \frac{C_s}{C_{e^-}} E^{-\gamma_{e^-} + \gamma_s} + e^{-E/E_d} \right) + \phi_{\text{extra}} ; \text{ for } E > E_g
\]

(2)

For \(s \to 1\), the spectral break transitions to the addition of an electron-only power law spectral component. Thereby, the parametrization can represent both a break from injection or propagation condition, as well as additional contribution from nearby SNRs, with a smooth transition between both scenarios.

In both cases the primary electron spectrum is cut off exponentially at the energy \(E_d\), describing radiative energy loss. The value of \(E_d\) may also reflect the contribution from nearby SNR sources and the thickness of the spiral arms as shown in our previous work \[14\]. Several fixed values up to 10 TeV were tried and we show results for the 2 TeV and 10 TeV cases as two boundary examples. The results of DAMPE and HESS suggest the existence of a spectral break in the \(e^+ + e^-\) spectrum above 1 TeV. \(E_d = 2\) TeV represents a background spectrum compatible with the suggested spectral break, while \(E_d = 10\) TeV models a smoother flux reduction in the TeV region.

\(\gamma_{e^-} - \gamma_s\) is the difference in the spectral indices between primary and secondary CRs, which is fixed to \(\gamma_{e^-} - \gamma_s = -\delta\), assuming a diffusion model for the CR propagation with higher energy protons being the source of the secondary electrons and positrons. \(\delta\) is the power law index of the rigidity dependence of the spatial diffusion coefficient which is given by

\[
D(R) = D_0 \left( \frac{R}{R_0} \right)^\delta,
\]

(3)

where \(R\) is the rigidity of the particles, \(D_0\) is the normalization constant for the spatial diffusion at \(R_0\). Throughout this work we use \(\delta = 0.4\), based on a propagation model tuned to fit the proton spectrum and B/C ratio measurements \[14\], using the GALPROP \[22, 23\] code for the CR propagation calculations.
Accordingly, the positron flux is given by

\[ \phi_{e^+} = C_e e^{-E_{\gamma_e}} \left( \frac{C_\gamma}{C_e} e^{-E_{\gamma_e}} + \gamma_e \right) + \phi_{\text{extra}}, \]  

(4)

where \( \phi_{\text{extra}} \) is the flux of electron-positron pairs from either DM decay or pulsar source.

3. Dark Matter Decay Explanation of the CALET Measurement

To explain the CR positron excess, various models of DM annihilation or decay in the galactic halo have been proposed. In the DM annihilation scenario, a large enhancement of the effective annihilation cross-section, possibly from substructures in the galactic halo [24, 25] or through Sommerfeld or Breit-Wigner enhancement [26, 27], is required to explain the observed relic density and the positron excess simultaneously. DM annihilation models with these enhancements (‘boost factor’) in the cross-section would exhibit a very large \( \gamma \)-ray flux from regions with high DM density, such as the Galactic Center and Dwarf Galaxies, resulting in strong constraints on them [28, 29, 30, 31].

Such a boost-factor is not required in the decay scenario, as the flux from decay scales with the inverse of the lifetime of the DM, and thus it can more naturally explain the positron excess with a lifetime in the order of \( \sim 10^{25} \) – \( 10^{26} \) s [32, 33]. Among various decay scenarios, DM decaying to three leptons are favored to explain the positron excess, since 3-body decay produces a softer spectrum [34, 35] compared to 2-body decay, and the purely leptonic decay products allow for agreement with the recent anti-proton measurements [36]. TeV scale DM candidates with this decay mode (\( DM \rightarrow l l \nu \)) are proposed by the theoretical models described in these Refs. [37, 38] and the CR signatures from such a decay are discussed in Refs. [39, 40].

In this work we revisit the TeV-scale DM decaying scenario introduced in our previous work [14], where the DM decays to a lepton - anti-lepton pair and a neutrino (\( DM \rightarrow l_{i,j,k}^\pm l_{i,j,k}^{\mp} \nu \)), here \( i, j, k \) are flavor indices. We assume that the Branching Ratios (BR) for the outgoing leptons are free parameters, expressed by the inverse of the decay times (\( \frac{1}{\tau_e}, \frac{1}{\tau_\mu}, \frac{1}{\tau_\tau} \)) for the individual decay channels (\( e e \nu, \mu \mu \nu, \tau \tau \nu \)). We study 3-body leptonic decay of DM as an explanation of the CR positron excess and investigate possible constraints from \( \gamma \)-ray production. However, we do not consider constraints from direct detection experiments, as interaction of DM with nuclei depends on specific properties of the theoretical model. For a fixed DM mass, \( \tau \)-leptons produce most \( \gamma \)-rays [41] among the leptonic decay products, and the \( \gamma \)-ray emission can be significantly reduced if the decay is constrained to only \( \mu \mu \nu \) and \( e e \nu \) channels [14]. Therefore in this work we consider decay excluding the \( \tau \tau \nu \) channel when fitting DM decay models to the measurements.

For the DM distribution in the galactic halo, we assume a Navarro-Frenk-White
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(NFW) profile [42] which is given by

$$\rho = \frac{\delta_c \rho_c}{(r/r_s)(1 + r/r_s)^2}, \tag{5}$$

with $\delta_c$ defined as

$$\delta_c = \frac{200}{3} \frac{c_v^3}{\ln(1 + c_v) - (c_v/(1 + c_v))}, \tag{6}$$

where $c_v$ is the ratio of virial radius ($r_v$) and scale radius ($r_s$), and we assume $c_v = 10$ [43]. $\rho_c$ is determined from the mass of the halo as

$$\rho_c = \frac{4\pi r_v^3}{3 M_v}, \tag{7}$$

where $r_v, M_v$ are taken as 200 kpc and $1.5 \times 10^{12} M_\odot$ [44]. With these assumptions, we calculate the injected particles per volume and time in the decaying DM scenario using the equation

$$Q = \Gamma \frac{\rho}{M_{DM}} \frac{dN}{dE}. \tag{8}$$

Since the flux of electron-positron CRs from the DM decay scales with the inverse of the decay time of outgoing leptons, it can be written as

$$\phi_{DM} = \frac{1}{\tau_e} \phi_e + \frac{1}{\tau_\mu} \phi_\mu + \frac{1}{\tau_\tau} \phi_\tau, \tag{9}$$

with $\phi_e, \phi_\mu, \phi_\tau$ being the $e^+$ (identical to $e^-$) decay spectra for $e\nu\nu, \mu\nu\nu, \tau\nu\nu$ channel, respectively, calculated with PYTHIA [45] and propagated using GALPROP. The propagation parameters are optimized to reflect the current proton and B/C ratio data as described in our previous work [14].

3.1. Parametrization-Fit to Current Measurements with Dark Matter as Extra Source

Using the background parametrization (eq. 1) and DM decay as the extra source, we do a combined $\chi^2$ fit to the CALET $e^+ + e^-$ spectrum and the AMS-02 $e^+$ spectrum to determine the best fit parameters. The $\chi^2$ value is given by

$$\chi^2 = \sum_i \frac{(\phi_{obs,i} - \phi_{model,i})^2}{\sigma_i^2}, \tag{10}$$

where $\phi_{obs,i}$ and $\sigma_i$ are respectively flux and errors of the experimental data for the $i$-th energy bin and $i$ runs over the number of data points. The energy range of the data points used in this fitting is from 10 GeV to 3 TeV. The upper bound of the fit range is given by the highest energy data point from the CALET measurement. The data points of both CALET and AMS-02 measurements below 10 GeV are not used, since the flux of the CRs in this energy range is strongly influenced by solar
modulation. The CALET and AMS-02 data sets were taken during different periods of the solar cycle, and at energies $\leq 10$ GeV, solar modulation can be modeled including time and charge dependence [46]. Therefore, for electrons and positrons solar modulation potential would have to be modeled separately, introducing several new free parameters. We assume a solar modulation model based on the force field approximation [46], in which the charge dependent effects are represented by an increased solar modulation potential for one charge sign at low energy, while particles above 10 GeV are only affected by the generally lower common potential ($\phi$), which we assume as 0.5 GV. The predicted range of the common potential is about 0.4 GV – 0.6 GV [46][47] and we show results of the fits with $\phi = 0.4$ GV and $\phi = 0.6$ GV for comparison. While the value of $\phi$ is kept fixed in the fitting process, the location of the spectral break, $E_g$ is taken as a free parameter. The fit quality depends on the smoothness term ($s$), for which several fixed values from $s = 0$ to $s = 1$, with a step size of 0.05, were used. Several fixed values for the DM mass in the range from 600 GeV to 4 TeV were fitted, determining the range in which the model is allowed based on the combined $\chi^2$ of the fit to CALET $e^+ + e^-$ and AMS-02 $e^+$ spectrum in comparison to the 95% CL threshold.

We do separate studies for background cut-off energy $E_d = 10$ TeV and $E_d = 2$ TeV, with the goodness of fit as a function of the DM mass and the allowed range of DM masses being presented in figure 2. The shaded region shows the range of $\chi^2$ values obtained with different smoothness for each DM mass, for a fixed value of the solar modulation potential $\phi$. It is shown that the minimum $\chi^2$ curves are only slightly shifted by the choice of solar modulation potential $\phi$. The allowed range of DM mass from the fit to measurements with respect to a 95% CL threshold (93.94 for 73 degrees of freedom) is nearly the same for both values of $E_d$, ranging from $\sim 700$ GeV to $\sim 3$ TeV, showing that the position of the background spectrum drop-off also does not influence this result significantly.

The overall minimum $\chi^2$ value of 74.5 (with 73 degrees of freedom) for the DM decay model is obtained for a DM mass of 1.1 TeV with fixed values of $s = 1.0$ and $E_d = 10$ TeV and the other characteristic fit parameter values are given in Table 1. From now onwards we denote this best fit case as DM Model A. The best fit case for DM Model A is shown in figure 3 with branching ratios of 46% for the $ee\nu$ channel and 54% for the $\mu\mu\nu$ channel, with the lifetime of the DM being $3.03 \times 10^{26}$ s.

The $e^+ + e^-$ spectrum as measured by CALET features a step-like structure around 400 GeV, which is reflected in the $\chi^2$ values and best fitting branching ratios in the mass range from 720 GeV to 800 GeV. As shown on the lower panels of each plot in figure 2, the decay of DM with mass $\sim 800$ GeV and a high branching fraction for the electron channel can reproduce this step-like structure in the $e^+ + e^-$ spectrum around 400 GeV, causing a clear reduction in $\chi^2$ compared to lower masses, which makes 800 GeV DM especially interesting to study. With further increasing DM mass, the contribution of the softer spectrum from the $\mu\mu\nu$ channel increases, resulting in a relatively smoother step which also models the spectrum well as depicted by the further decreasing $\chi^2$ up to 1.1 TeV.
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Table 1. Parameters obtained from the best fit of different studied models to combined CALET $e^+ + e^-$ and AMS-02 $e^+$ spectra is listed here. Upper line (lower line) of each cell shows the values obtained without (with) including systematic error of CALET data.

| Model DM | $C_{e^-}/C_{e^+}$ | $C_2/C_{e^-}$ | $\gamma_{e^-}$ | $\Delta\gamma_{e^-}$ | $E_g$ GeV | $s$ | $\tau$ $\times 10^{26}$ s | $BR_{\mu\chi}$ | $BR_{\mu\nu}$ | $\chi^2$ |
|-----------|---------------------|----------------|----------------|------------------------|-----------|-----|--------------------------|----------------|-------------|---------|
| Model A   | 859                 | 0.034          | 2.90          | 0.681                  | 87.6      | 1.0 | 3.03                     | 0.46           | 0.54        | 74.49   |
|           | $M = 1.1$ TeV       |                |               |                        |           |     |                          |                |             |         |
|           | $E_d = 10$ TeV      |                |               |                        |           |     |                          |                |             |         |
| Model B   | 846                 | 0.031          | 2.84          | 0.713                  | 115.3     | 1.0 | 5.85                     | 0.89           | 0.11        | 80.43   |
|           | $M = 0.8$ TeV       |                |               |                        |           |     |                          |                |             |         |
|           | $E_d = 10$ TeV      |                |               |                        |           |     |                          |                |             |         |
| Model C   | 835                 | 0.027          | 2.78          | 0.725                  | 107.1     | 0.75| 7.40                     | 1.0            | 0.0         | 82.50   |
|           | $M = 0.8$ TeV       |                |               |                        |           |     |                          |                |             |         |
|           | $E_d = 2$ TeV       |                |               |                        |           |     |                          |                |             |         |

For 800 GeV DM with $E_d$ set to 10 TeV, the branching ratio obtained are 11% for the $\mu\mu\nu$ channel and 89% for the $e\nu e\nu$ channel with the lifetime of the DM being $5.85 \times 10^{26}$ s, which we will call DM Model B. With $E_d = 2$ TeV, the branching ratios obtained are 100% for the $e\nu e\nu$ channel and no contribution from $\mu\mu\nu$ channel, with lifetime of DM being $7.40 \times 10^{26}$ s, which we will call DM Model C. The resulting fit plots for DM Model B and DM Model C are also shown in figure 3 demonstrating the correspondence of the step-like structure with the high-energy end of the DM source spectrum.

Our choices of data sample, fixed background parameters and solar modulation model introduce a bias in the models obtained from the fitting, making this not an exhaustive search for all possibilities to explain the positron excess with the chosen Dark Matter decay scenario. The three models are selected as examples for the existence of possibly viable models.

The parameter values obtained from the fit are listed in Table 1 with the value of the diffuse primary $e^-$ flux coefficient ($C_{e^-}$) given for an energy of 1 GeV. The $C_{e^-}/C_{e^+}$ parameter represents a scaling of the secondary flux, corresponding to uncertainties on the density of the primary particles in the ISM, choice of propagation parameters, and the differential cross-section for the spallation process [48]. The values obtained for this parameter and the secondary spectrum index (which is tied to the higher energy primary index as $\gamma_s = \gamma_{e^-} + 0.4$) from the fit of the different extra source models to CALET data all yield a secondary flux component which is comparable with the results derived in these Refs. [48, 49, 50] from primary nuclei measurements.
Fig. 2. Figure (a): Upper panel shows the dependence of minimum $\chi^2$ obtained from the combined fit to the $e^+ + e^-$ flux (CALET) and $e^+$ flux (AMS-02) for fixed values of $s = 1.0$ on the DM mass. Green, red and blue line represent solar modulation potential $\phi = 0.4$ GV, $\phi = 0.5$ GV and $\phi = 0.6$ GV, respectively and the shaded regions with same colors depict the minimum $\chi^2$ obtained using different values of smoothness ($s$) for the studied values of $\phi$. DM Model A and DM Model B are marked with magenta and cyan dot respectively. Black horizontal line denotes the 95% CL. Lower panel shows the variation of branching ratios from the best-fit cases for $DM \to ee\nu$ channel (pink stars) and $DM \to \mu\mu\nu$ (brown circle) with DM mass for $s = 1.0$, $\phi = 0.5$ GV. Figure (b): Same as figure (a), but now the results are shown for background cut-off energy ($E_d$) of 2 TeV, with $s = 0.75$. DM Model C is denoted by yellow dot.
Fig. 3. Figure (a): Broken power law (eq. [1]) with DM Model A as extra source is taken as a test model (green line) to describe $e^+ + e^-$ spectrum measured by CALET (upper panel) and $e^+$ flux measured by AMS-02 (black error bars) in the lower panel. The red-dotted line represents the background $e^+ + e^-$ spectrum. Grey dashed lines in upper panel and blue dotted lines in lower panel show the contribution from the DM to the $e^+ + e^-$ and $e^+$ spectrum, respectively. The best fit obtained including systematic errors is presented with green and blue dashed lines in the upper and lower panels, respectively. Similarly, the fit plots for DM Model B and DM Model C are shown in figure (b) and figure (c), respectively. The fit parameters are listed in Table 1.
For the CALET measurement, only the statistical error is taken into account in this fitting, as a significant part of the systematic errors quoted in Ref. [5] is expected not to be energy dependent or exhibit a smooth energy dependence, which would be compensated by the variability of the parametrization through the normalization and power law index parameters. In regard to this, we examined the effect of the systematic errors on the obtained fit parameter values, which are listed in Table 1, showing that there is no significant shift from those without systematic errors.

3.2. Diffuse $\gamma$-ray Constraints on Dark Matter Decay

Decay of DM particles in the galactic halo would contribute to the diffuse $\gamma$-ray flux. The leptonic decay products from the fermionic DM model should produce $\gamma$-rays via Final State Radiation (FSR) and also the interaction of the charged decay products with the ISM should produce secondary $\gamma$-rays via Inverse Compton and Bremsstrahlung processes. Fermi-LAT measured the total extra-galactic $\gamma$-ray background (EGB) at higher latitudes ($|b| > 20^\circ$), which is the sum of the isotropic diffuse gamma ray (IGRB) and flux from the resolved sources [51]. Due to the measurement at higher latitudes, the background from astrophysical sources is strongly reduced compared to the galactic plane. This measurement constrains DM decay in the galactic halo, which should contribute to the IGRB. The residual contribution from astrophysical sources depends on the different modelings of the diffuse galactic emission [51, 52] but the total measured $\gamma$-ray flux can be considered a conservative bound for models of DM decay. To calculate the primary $\gamma$-ray flux from FSR and decay of primary charged particles, we used the PYTHIA [45] event generator, and numerically integrate the yield over the assumed NFW halo profile. The flux of secondary $\gamma$-rays from the interaction of the charged decay products with the ISM is calculated with GALPROP assuming the default Interstellar Radiation Field (ISRF) distribution [53]. Also, the extragalactic flux from DM decay should contribute to the IGRB flux. Following Ref. [54] we calculated the primary extra-galactic flux from DM decay as,

$$E_{\gamma}^2 \phi_{\gamma}^{DM} = 1.4 \times 10^{-7} \text{GeV cm}^{-2} \text{s}^{-1} \text{sr}^{-1} \left( \frac{1 \text{TeV}}{m_{DM}} \right) \left( \frac{10^{27} \text{s}}{\tau_{DM}} \right) \left( \frac{E_{\gamma}}{100 \text{ GeV}} \right) \times \int_{E_{\gamma}}^{\infty} e^{-\tau_{od}} \frac{dN}{dE_{\gamma}} \frac{dE_{\gamma}'}{\sqrt{\Omega_{\Lambda} + \Omega_{m}(E_{\gamma}'/E_{\gamma})^3}},$$

(11)

where $\tau_{od}$ is optical depth and we assume the conservative case of a completely transparent universe ($\tau_{od} = 0$). The matter and dark energy density ($\Omega_{m}, \Omega_{\Lambda}$) are taken as 0.315 and 0.685 respectively [55].

The $\gamma$-ray flux obtained with these calculations for the DM Model A is plotted in figure [4]. This is compared with the scenario of 800 GeV DM decay, for which the total $\chi^2$ from the fit to CALET $e^+ + e^-$ flux and AMS-02 $e^+$ flux is also well below...
the 95% CL threshold for $E_d = 10$ TeV and for $E_d = 2$ TeV, as shown in figure \ref{fig:threshold}. DM Model C with 100% branching to $ee\nu$ channel has the lowest $\gamma$-ray flux.

The spectrum of diffuse $\gamma$-ray flux up to 820 GeV is published by the Fermi-LAT collaboration averaged over all directions with latitude $|b| > 20^\circ$. As both the flux from DM decay and the measured diffuse flux show anisotropy, we compare them in two additional ways: The minimum of the overall measured flux is found at high latitude, and we compare the flux up to 100 GeV as published by Fermi-LAT in 2012 \cite{56} for $|b| > 60^\circ$ with the DM flux calculated for the same sky region. As shown in the lower left panel of figure \ref{fig:dm_flux} the flux from the DM decay expected from this region is well below the measured flux. Furthermore, we compare the minimum of the expected flux from DM decay in direction of the anti-galactic center with the Fermi-LAT IGRB results, which is the modeled isotropic component of the flux after the subtraction of the galactic foreground. The primary galactic and extragalactic flux towards the anti-galactic center are found to be of the same order of magnitude below 100 GeV, in line with the results given in Ref. \cite{57}. As shown in the lower right panel of figure \ref{fig:dm_flux} the flux from the DM decay for all three models is compatible with the IGRB calculated with foreground model B in Ref. \cite{51}, the model yielding the highest IGRB flux.

4. Single Pulsar Explanation of the CALET Measurement

As parametrization of the pulsar extra source, we use an exponentially cut-off power-law spectrum, which corresponds to a single young pulsar \cite{15}. It is shown in Ref. \cite{12} that several pulsars from the ATNF catalog \cite{58} which are at a distance $< 0.5$ kpc from the Earth and have an age $\approx 0.45 \sim 4.5 \times 10^5$ years could each explain the AMS-02 positron excess. While a recent publication of the High-Altitude Water Cherenkov (HAWC) collaboration questions the validity of the nearby pulsar explanation \cite{59} based on the low diffusion coefficient derived from their measurements at several 10 TeV energies, we would like to point out that this conclusion requires that the diffusion coefficient measured near the sources is universal throughout the galaxy, and also requires the extrapolation of this coefficient by the assumption of a power law to the $\sim 100$ GeV region relevant for the sources of the positron excess.

Thus we adopt the single pulsar model as a generic scenario explaining positron excess in comparison to the decaying DM model. The pulsar extra source flux is determined by the normalization factor $C_{pwn}$, the power-law index $\gamma_{pwn}$ and the cut-off energy $E_{pwn}$, and can be written as

$$\phi_{pwn} = C_{pwn}E^{\gamma_{pwn}}e^{-\left(\frac{E}{E_{pwn}}\right)}.$$

The same values of the smoothness parameter ($s$) as in the decaying DM scenario were tested. In addition to the chosen value of 0.5 GV for the solar modulation potential, we also studied $\phi = 0.4$ GV and $\phi = 0.6$ GV.

The combined $e^+ + e^-$ flux and $e^+$ flux can be fitted with $\chi^2$ below 95% CL using this pulsar model, also if the break in the primary electron spectrum is hard.
In the DM decay scenario on the other hand, for hard break no values of DM mass in the range (600 GeV to 4 TeV) can explain the measurements at 95% CL for the tested fixed values of solar modulation potential, showing the necessity of a smooth break.

The allowed range for the pulsar-cut off energy \( E_{\text{pwn}} \) compared to the 95% CL threshold from the combined fit to the CALET \( e^+ + e^- \) flux and the AMS-02 \( e^+ \) flux are shown in figure 5 for \( E_d = 10 \) TeV and \( E_d = 2 \) TeV. The shaded regions in both figures show the minimum value of \( \chi^2 \) for different smoothness from the hard break case to \( s = 1 \), each region representing one fixed value of solar modulation potential.
potential. Pulsar cut-off energies larger than \( \sim 200 \text{ GeV} \)–400 GeV, and depending on \( E_d \) and solar modulation potential up to \( \sim 5 \text{ TeV} \) or more, are found to be allowed at 95% CL.

With \( E_d \) set to 10 TeV, the best fit pulsar model is obtained for \( E_{pwn} = 700 \text{ GeV} \) with \( s = 0.05 \). With \( E_d \) set to 2 TeV, the best fit values are \( E_{pwn} = 1.5 \text{ TeV} \) with \( s = 0.05 \). A summary of the fit parameter values is given in Table 2 and the fitted curves are shown in figure 6. The secondary minima at \( E_{pwn} \approx 200 \text{ GeV} \) in figure 6 for both \( E_d = 10 \text{ TeV} \) and \( E_d = 2 \text{ TeV} \), are obtained for a smoothness value of 1.

The power law index and cut-off energy of the pulsar parametrization in these best fit cases are comparable to the values in Ref. [15] where this parametrization is compared with results of a numerical calculation of nearby pulsars. This indicates that the obtained values should correspond to the viable model of a young nearby pulsar like Monogem causing the positron excess.

To evaluate the pulsar parameters associated with the fitted spectrum, we compare the power-law with cut-off extra source spectrum as obtained by the best-fit with the spectrum of the Monogem pulsar from numerical calculation with GALPROP. The \( e^- (e^+) \) flux from the Monogem pulsar is calculated using the same propagation model as for the flux from DM decay, with the distance of Monogem from the solar system \( d = 0.28 \text{ kpc} \) and age \( T = 1.1 \times 10^5 \text{ years} \) taken from the ATNF catalogue [58]. In the GALPROP calculation, the time progression is taken as \( 1.1 \times 10^5 \) steps of 10 years and the spatial grid separation is 0.1 kpc in a cube with a side length of 12 kpc centered on the solar system. The release of the CR is assumed to be instantaneous at the beginning of the pulsar’s life, i.e. during the first 10 year time-step, and an exponentially cut off power-law spectrum is taken as the injection spectrum [60]. The injection spectrum power-law index and cut-off energy were adapted by scanning to match the power-law with cut-off spectrum from the parametrization fit (eq. 12). The GALPROP results are also scaled to match the parametrization, with parameters of the best-fit model for \( E_d = 10 \text{ TeV} \) as shown in table 2, and the best fitting case is shown in figure 7 with the parameters of - source injection index 2.20, source energy cut-off 2 TeV and total released energy \( 3.24 \times 10^{57} \text{ erg} \). These values are within the ranges commonly given in models for cosmic-ray acceleration in pulsars [11, 12, 13, 60, 61]. As shown in figure 7, the difference between the result of GALPROP calculation and the parametrized spectrum is significantly smaller than the experimental errors, and thus the modeling of the propagated pulsar spectrum by the approximate power-law with cut-off parametrization is viable, given the precision and energy range of the studied experimental results.

The exponentially cut off pulsar spectrum is considerably different from the DM spectrum (figure 3) which shows a harder drop in the flux at an energy corresponding to half the DM mass. In the next section we discuss the possibility of discerning the signatures of the pulsar spectrum from the DM decay, with five years of CALET measurement, based on simulated data.
Fig. 5. Figure shows the dependence of minimum $\chi^2$ obtained from the combined fit to the $e^+ + e^-$ flux (CALET) and $e^+$ flux (AMS-02) for fixed values of $s = 0.05$ on the pulsar cut-off energy ($E_{pwn}$). Green, red and blue line represent solar modulation potential $\phi = 0.4$ GV, $\phi = 0.5$ GV and $\phi = 0.6$ GV, respectively and the shaded regions with same colors depict the minimum $\chi^2$ obtained using different values of smoothness ($s$) for the studied values of $\phi$. In the upper panel (a) the results are shown for $E_d = 10$ TeV and in the lower panel (b) they are for $E_d = 2$ TeV and the minimum $\chi^2$ is obtained for $s = 0.05$. 
Fig. 6. Figure (a): Broken power law with pulsar model as extra source and $E_d$ set to 10 TeV, is taken as a test model (green line) to describe $e^+ + e^-$ spectrum measured by CALET (upper panel) and $e^+$ flux measured by AMS-02 (black error bars) in the lower panel. The red-dotted line represents the background $e^+ + e^-$ spectrum. Grey and cyan dashed lines in upper and lower panel show the contribution from the pulsar to the $e^+ + e^-$ and $e^+$ spectrum, respectively. The best fit obtained including systematic errors is presented with green and blue dashed lines in the upper and lower panels, respectively. Figure (b): Same as figure (a), but with $E_d$ set to 2 TeV. The fit parameters are given in Table 2.
Fig. 7. Numerical propagation result from GALPROP for the Monogem pulsar is compared with the best case single pulsar model from the fit to CALET + AMS-02 for $E_d = 10$ TeV. The blue error bars and shaded area represent the statistical error of the CALET measurement. In the lower panel we plot the standardized residual of the scaling fit and show that the difference is at most $\sim 0.25\sigma$.

Table 2. Parameters obtained from the best fit of different studied models to combined CALET $e^+ + e^-$ and AMS-02 $e^+$ spectra is listed here. Upper line (lower line) of each cell shows the values obtained without (with) including systematic error of CALET data.

| Model Pulsar | $C_{e^-}$ ($GeV$) | $C_s$ | $\gamma_{e^-}$ | $\Delta\gamma_{e^-}$ | $E_g$ GeV | $s$ | $E_{pwn}$ TeV | $C_{pwn}$ | $\gamma_{pwn}$ | $\chi^2$ |
|--------------|------------------|-------|----------------|---------------------|----------|----|-------------|----------|--------------|--------|
| $E_d = 10$ TeV | 716 0.065 3.22 0.201 40.9 0.05 0.7 0.0021 2.45 75.88 |
|               | 719 0.065 3.23 0.203 40.7 0.05 0.7 0.0021 2.47 30.45 |
| $E_d = 2$ TeV | 705 0.059 3.20 0.224 40.3 0.05 1.5 0.0027 2.53 75.62 |
|               | 707 0.057 3.20 0.223 40.3 0.05 1.5 0.0026 2.55 30.86 |

5. Discerning DM Decay and Pulsar Models with Expected CALET Data

Using a simulation of the expected data from five years of CALET observation, we now estimate the potential to distinguish the DM decay spectrum from the generic
single pulsar spectrum. Based on the flux prediction from the fit of the parametrization with DM as extra source and assuming an aperture of 1040 cm$^2$ sr \cite{5}, 5000 event samples were generated. These samples reflect the statistical fluctuation in the event rate, which causes various possible outcomes of the $e^+ + e^-$ flux measurement in the DM decay scenarios. The pulsar source parametrization is then fitted to these CALET $e^+ + e^-$ samples and the AMS-02 $e^+$ flux measurement, obtaining a $\chi^2$ distribution. In figure 8, we show an example of the single pulsar model fit to one of the 5000 CALET data samples, from the DM Model A as extra source. In this fitting, the background cut-off energy $E_d$ is chosen by lowest $\chi^2$ from among the values 1 TeV, 2 TeV, 3 TeV, 5 TeV, 7 TeV and 10 TeV, to give the background spectrum the flexibility associated with the uncertainties on the propagation and source distribution. Similarly, the smoothness parameter $s$ is scanned from 0 to 1 in steps of 0.05, and the solar modulation potential $\phi$ from 0.35 GV to 0.65 GV in steps of 0.5 GV.

In the same way, 5000 samples were created for each of the 800 GeV DM-decay models with low $\gamma$-ray yield, with example fits for the DM Model B and DM Model C also presented in figure 8.

The DM parametrization which was used to determine the models for which the CALET data samples were created is also fitted to the simulated data, yielding another $\chi^2$ distribution for comparison. In figure 9 we show the $\chi^2$ distributions for the two scenarios, decaying DM and single pulsar source. Since DM and pulsar model are non-nested i.e. the parameters describing these models are independent of each other, a quantitative likelihood ratio test is not conclusive. However the quality of the models to explain the measurement can be compared using Akaike’s Information Criterion (AIC) \cite{62} as described in Ref. \cite{14}. For a given set of models, the one with the lowest AIC value is most favorable to represent the data, if the likelihood for the models shows a normal distribution. The AIC value is defined as

$$AIC = -2L_m + 2m,$$

where $L_m$ is the maximum value of the log likelihood function and $m$ is the number of free parameters in the model. In addition to the free parameters of the background spectrum, both the DM and the pulsar model add three additional free parameters, reducing the comparison of the AIC to a comparison of $\chi^2$. For the DM models, including the $\tau\tau\nu$ channel (which was ruled out in the fitting to build the models) the additional three free parameters are the decay times (eq. 9) for the three lepton channels. For the pulsar model, the additional parameters are $C_{pwn}, \gamma_{pwn}, E_{pwn}$ from eq. 12. As can be seen from figure 9, the $\chi^2$ distribution for each model follows a normal distribution. We plot the $\chi^2$ difference between pulsar model fit and DM model re-fit $(\chi^2_{pulsar} - \chi^2_{DM})$ on the right side of figure 9 and for all 3 DM models, it is positive for $\sim$ 90% of the samples. According to the AIC, for most samples the initially simulated DM model is thus favored to represent the CALET $e^+ + e^-$ simulated flux and AMS-02 $e^+$ flux over the hypothetical pulsar model.

In particular, if the pulsar model is excluded at 95% CL, while the DM model
is below this threshold, it can be concluded that the DM model can eventually be distinguished by the CALET measurement from the pulsar case. The number of excluded samples for fitting the pulsar model, and for re-fitting of the DM model, are listed in table 3 for the three simulated DM models. As the lower tail of the $\chi^2$ distribution of the pulsar fit may be slightly shortened because of the discretization of $\phi$, $E_d$ and $s$, a Gaussian curve is fitted to the histograms to obtain a more precise and conservative value for the percentage of excluded samples. It is shown that the re-fit of the DM model has a good fit-quality in each case. An equally good $\chi^2$ distribution is obtained, if excluding the $\tau\tau\nu$ channel in the re-fitting of the DM model, though the model has one less free parameter, proving that the combination of simulated CALET data and AMS-02 data represents the DM model well.

It is found that less than half of the pulsar samples would be excluded at $\chi^2 > 95\%$ CL for the three studied DM models based on the simulated future CALET data. However, $(\chi^2_{\text{pulsar}} - \chi^2_{\text{DM}}) \sim 20$ or more on average for a clear majority of the samples, indicating that better separation could be possible with an analysis using more advanced statistical methods for non-nested models, for example following the principle used in Ref. [63], and/or focusing on the region of interest near the cut-off energy of the extra source.

Table 3. Based on 5000 CALET data samples simulated for each DM model, the number of samples that are excluded at 95% CL from the fit of pulsar case and DM case to the simulated CALET $e^+ + e^-$ data + AMS-02 $e^+$ data are listed, as well as the fraction of excluded samples according to the fit of a normal distribution to each histogram. Samples with positive $\chi^2$ difference between pulsar model and DM Model re-fit are listed for the studied DM Models.

| Model DM  | Pulsar Case Excluded Sample | DM Case Wrongly Excluded Sample $\chi^2_{\text{pwn}} - \chi^2_{\text{DM}} > 0$ |
|-----------|-----------------------------|----------------------------------------------------------------------------------|
|           | Sample Number | Fraction (Gaussian Fit) | Sample Number | Fraction (Gaussian Fit) | Sample Number | Average value |
| Model A   | 621           | 12.42%                  | 12.03%         | 0                        | 0%            | $1 \times 10^{-3}$% | 4188 | 17.82 |
| Model B   | 2237          | 44.74%                  | 44.21%         | 0                        | 0%            | $1 \times 10^{-2}$% | 4791 | 29.35 |
| Model C   | 1077          | 21.54%                  | 20.78%         | 0                        | 0%            | $2 \times 10^{-2}$% | 4459 | 19.53 |
Fig. 8. Figure (a): Fit of the single pulsar source (green line) to one of the 5000 statistical samples (cyan dots) of five year CALET measurement for $e^+ + e^-$ flux (upper panel) assuming DM Model A as extra source and $e^+$ flux measured by AMS-02 (lower panel) data is shown here. Dotted lines in the upper panel represents the background spectrum for the DM source. Pulsar source and DM decay contribution in the $e^+ + e^-$ flux and $e^+$ flux are shown with green and pink dashed lines respectively. Black error-bars represent CALET and AMS-02 flight data. Similar plots where DM Model B and DM Model C are used to simulate CALET data are shown in figure (b) and figure (c) respectively.
Fig. 9. Figure (a): In left panel, $\chi^2$ distribution for the fit of the single pulsar source to the simulated CALET data for 5000 DM Model A samples + AMS-02 positron flux data (green) and re-fit of DM case using the same samples (red). The $\chi^2$ difference of pulsar fit and DM Model re-fit ($\chi^2_{pulsar} - \chi^2_{DM}$) are shown in right panel. Similarly in figure (b) and figure(c), CALET data samples were generated assuming the DM Model B and DM Model C, with the $\chi^2$ distribution and ($\chi^2_{pulsar} - \chi^2_{DM}$) shown respectively.

6. Conclusion

First results of the $e^+ + e^-$ spectrum measured by CALET up to 3 TeV were published recently. In this work we performed a combined analysis of this CALET result and the $e^+$ flux measured by AMS-02. With a parametrization of the back-
ground assuming a smoothly broken power-law for the primary electron flux, and either 3-body decay of DM or a pulsar as the extra source causing the positron excess, we show that both pulsar and DM model can well explain these measurements. The ranges of DM mass and the exponential cut-off energy of the pulsar model which, under the chosen conditions, could explain the combined CALET and AMS-02 measurements are shown. The $\gamma$-ray emission caused by the DM decay in these models is not exceeding the Fermi-LAT diffuse $\gamma$-ray flux. Finally, from the analysis of simulated data for five years of CALET observation, it is shown that a separation of the DM models from the pulsar scenario is possible with a maximum probability of $\sim 45\%$ for DM Model B and less for DM Model A and DM Model C, based on the used simple statistical method. A refined analysis based on the $\chi^2$ difference, which is found to be $\sim 20$ on average, is promising to achieve a better probability to discern the two scenarios.

References

1. Casolino, M. and others, Adv. Space Res. 42 (2008) 455, arXiv:0708.1808 [astro-ph].
2. AMS Collaboration (M. Aguilar et al.), Phys. Rev. Lett. 110 (2013) 141102.
3. CALET Collaboration (S. Tori), PoS ICRC2017 (2018) 1092.
4. Y. Asaoka et al., Astropart. Phys. 91 (2017) 1.
5. CALET Collaboration Collaboration (O. Adriani et al.), Phys. Rev. Lett. 119 (Nov 2017) 181101.
6. PAMELA Collaboration (O. Adriani et al.), Nature 458 (2009) 607, arXiv:0810.4995 [astro-ph].
7. AMS Collaboration (Accardo, L. and others), Phys. Rev. Lett. 113 (Sep 2014) 121101.
8. Bergstrom, L. and Bringmann, T. and Edsjo, J., Phys. Rev. D 78 (Nov 2008) 103520.
9. I. Cholis, L. Goodenough, D. Hooper, M. Simet and N. Weiner, Phys. Rev. D 78 (2009) 123511, arXiv:0809.1683 [hep-ph].
10. P.-f. Yin et al., Phys. Rev. D 79 (Jan 2009) 023512.
11. I. Cholis and D. Hooper, Phys. Rev. D 88 (Jul 2013) 023013.
12. J. Feng and H.-H. Zhang, Eur. Phys. J. C 76 (2016) 229, arXiv:1504.03312 [hep-ph].
13. D. Hooper, P. Blasi and P. D. Serpico, JCAP 0901 (2009) 025, arXiv:0810.1527 [astro-ph].
14. S. Bhattacharyya, H. Motz, S. Torii and Y. Asaoka, JCAP 1708 (2017) 012, arXiv:1702.02546 [astro-ph.HE].
15. H. Motz, Y. Asaoka, S. Torii and S. Bhattacharyya, JCAP 1512 (2015) 047, arXiv:1510.03168 [astro-ph.HE].
16. Fermi-LAT Collaboration (M. Ackermann et al.), Astrophys. J. 799 (2015) 86, arXiv:1410.3696 [astro-ph.HE].
REFERENCES

17. DAMPE Collaboration (G. Ambrosi et al.), Nature 553 (2017) 63.
18. Fermi-LAT Collaboration (S. Abdollahi et al.), Phys. Rev. D95 (2017) 082007, arXiv:1704.07195 [astro-ph.HE]
19. AMS Collaboration (M. Aguilar et al.), Phys. Rev. Lett. 113 (2014) 221102.
20. H.E.S.S. Collaboration (F. Aharonian et al.), Phys. Rev. Lett. 101 (2008) 261104, arXiv:0811.3894 [astro-ph]
21. AMS Collaboration (M. Aguilar et al.), Phys. Rev. Lett. 113 (2014) 121102.
22. A. W. Strong and I. V. Moskalenko, Astrophys. J. 509 (1998) 212, arXiv:astro-ph/9807150 [astro-ph]
23. A. W. Strong, (2011), GALPROP Version 54: Explanatory Supplement.
24. M. Kuhlen, J. Diemand and P. Madau, Astrophys. J. 686 (2008) 262.
25. M. Kamionkowski, S. M. Koushiappas and M. Kuhlen, Phys. Rev. D81 (2010) 043532, arXiv:1001.3144 [astro-ph.GA]
26. J. Hisano, S. Matsumoto and M. M. Nojiri, Phys. Rev. Lett. 92 (2004) 031303, arXiv:hep-ph/0307216 [hep-ph]
27. M. Ibe, H. Murayama and T. T. Yanagida, Phys. Rev. D79 (2009) 095009, arXiv:0812.0072 [hep-ph]
28. VERITAS Collaboration (S. Archambault et al.), Phys. Rev. D95 (2017) 082001, arXiv:1703.04937 [astro-ph.HE]
29. H.E.S.S. Collaboration (A. Abramowski et al.), Phys. Rev. Lett. 114 (2015) 081301, arXiv:1502.03244 [astro-ph.HE]
30. M. Cirelli, P. Panci and P. D. Serpico, Nucl. Phys. B840 (2010) 284, arXiv:0912.0663 [astro-ph.CO]
31. N. F. Bell and T. D. Jacques, Phys. Rev. D79 (2009) 043507, arXiv:0811.0821 [astro-ph]
32. E. Nardi, F. Sannino and A. Strumia, JCAP 0901 (2009) 043, arXiv:0811.4153 [hep-ph].
33. M. Cirelli, M. Kadastik, M. Raidal and A. Strumia, Nucl. Phys. B813 (2009) 1, arXiv:0809.2409 [hep-ph] [Addendum: Nucl. Phys.B873,530(2013)].
34. A. Ibarra, D. Tran and C. Weniger, JCAP 1001 (2010) 009, arXiv:0906.1571 [hep-ph].
35. C. D. Carone, A. Cukierman and R. Primulando, Phys. Lett. B704 (2011) 541, arXiv:1108.2084 [hep-ph].
36. AMS Collaboration (M. Aguilar et al.), Phys. Rev. Lett. 117 (2016) 091103.
37. K. Kohri, A. Mazumdar, N. Sahu and P. Stephens, Phys. Rev. D80 (2009) 061302, arXiv:0907.0622 [hep-ph]
38. M. Ibe, S. Matsumoto, S. Shirai and T. T. Yanagida, JHEP 2013 (Jul 2013) 63.
39. K. Kohri and N. Sahu, Phys. Rev. D88 (2013) 103001, arXiv:1306.5629 [hep-ph].
40. M. Ibe et al., Phys. Lett. B 741 (2015) 134.
41. M. Cirelli, E. Moulin, P. Panci, P. D. Serpico and A. Viana, Phys. Rev. D 86
REFERENCES

42. J. F. Navarro, C. S. Frenk and S. D. White, *Astrophys. J.* **490** (1997) 493, arXiv:astro-ph/9611107 [astro-ph]
43. E. L. Lokas and G. A. Mamon, *Mon. Not. Roy. Astron. Soc.* **321** (2001) 155, arXiv:astro-ph/0002395 [astro-ph]
44. W. Dehnen, D. McLaughlin and J. Sachania, *Mon. Not. Roy. Astron. Soc.* **369** (2006) 1688, arXiv:astro-ph/0603825 [astro-ph]
45. T. Sjostrand, S. Mrenna and P. Z. Skands, *Comput. Phys. Commun.* **178** (2008) 852, arXiv:0710.3820 [hep-ph]
46. I. Cholis, D. Hooper and T. Linden, *Phys. Rev.* **D93** (2016) 043016, arXiv:1511.01507 [astro-ph.SR]
47. C. Corti, V. Bindi, C. Consolandi and K. Whitman, *Astrophys. J.* **829** (2016) 8, arXiv:1511.08790 [astro-ph.HE]
48. M. Di Mauro, F. Donato, N. Fornengo and A. Vittino, *JCAP* **1605** (2016) 031, arXiv:1507.07001 [astro-ph.HE]
49. M. Di Mauro, F. Donato, N. Fornengo, R. Lineros and A. Vittino, *JCAP* **1404** (2014) 006, arXiv:1402.0321 [astro-ph.HE]
50. M. Di Mauro et al., *Astrophys. J.* **845** (2017) 107, arXiv:1703.00460 [astro-ph.HE]
51. Fermi-LAT Collaboration (M. Ackermann et al.), *Astrophys. J.* **799** (2015) 86, arXiv:1410.3696 [astro-ph.HE]
52. M. Di Mauro and F. Donato, *Phys. Rev.* **D91** (2015) 123001, arXiv:1501.05316 [astro-ph.HE]
53. T. A. Porter and A. W. Strong (2005) 77, arXiv:astro-ph/0507119 [astro-ph] [4,77(2005)].
54. S. Ando and K. Ishiwata, *JCAP* **1505** (2015) 024, arXiv:1502.02007 [astro-ph.CO]
55. Planck Collaboration (P. A. R. Ade et al.), *Astron. Astrophys.* **594** (2016) A13, arXiv:1502.01589 [astro-ph.CO]
56. Fermi-LAT Collaboration (M. Ackermann et al.), *Astrophys. J.* **750** (2012) 3, arXiv:1202.4039 [astro-ph.HE]
57. M. Cirelli, E. Moulin, P. Pani, P. D. Serpico and A. Viana, *Phys. Rev.* **D86** (2012) 083506, arXiv:1205.5283 [astro-ph.CO]
58. R. N. Manchester, G. B. Hobbs, A. Teoh and M. Hobbs, *Astron. J.* **129** (2005) 1993, arXiv:astro-ph/0412641 [astro-ph]
59. HAWC Collaboration (A. U. Abeysekara et al.), *Science* **358** (2017) 911, arXiv:1711.06223 [astro-ph.HE]
60. D. Malyshev, I. Cholis and J. Gelfand, *Phys. Rev.* **D80** (2009) 063005, arXiv:0903.1310 [astro-ph.HE]
61. H. Yuksel, M. D. Kistler and T. Stanek, *Phys. Rev. Lett.* **103** (2009) 051101, arXiv:0810.2784 [astro-ph]
62. Akaike.H, *IEEE* **19** (Dec 1974) 716.
63. S. Algeri, J. Conrad and D. A. van Dyk, Mon. Not. Roy. Astron. Soc. 458 (2016) L84. [arXiv:1509.01010 [physics.data-an]]