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Abstract

The \textit{s-colour size-Ramsey number} of a hypergraph $H$ is the minimum number of edges in a hypergraph $G$ whose every $s$-edge-colouring contains a monochromatic copy of $H$. We show that the $s$-colour size-Ramsey number of the $t$-power of the $r$-uniform tight path on $n$ vertices is linear in $n$, for every fixed $r, s, t$, thus answering a question of Dudek, La Fleur, Mubayi, and Rödl (2017).

In fact, we prove a stronger result that allows us to deduce that powers of bounded degree hypergraph trees and of ‘long subdivisions’ of bounded degree hypergraphs have size-Ramsey numbers that are linear in the number of vertices. This extends recent results about the linearity of size-Ramsey numbers of powers of bounded degree trees and of long subdivisions of bounded degree graphs.

1 Introduction

For two hypergraphs $G$ and $H$ and an integer $s \geq 2$ write $G \rightarrow^s H$ if in every $s$-edge-colouring of $G$ there is a monochromatic copy of $H$. The \textit{s-colour size-Ramsey number} of a hypergraph $H$, denoted $\hat{r}_s(H)$, is the minimum number of edges in a hypergraph $G$ satisfying $G \rightarrow^s H$. Namely,

$$\hat{r}_s(H) = \min\{e(G) : G \rightarrow^s H\}.$$ 

When $s = 2$, we often omit the subscript 2, and refer to the 2-colour size-Ramsey number of $H$ as, simply, the \textit{size-Ramsey number} of $H$.
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The notion of size-Ramsey numbers of graphs, was introduced by Erdős, Faudree, Rousseau and Schelp [17] in 1978. It is an interesting and well-studied variant of the classical $s$-colour Ramsey number of $H$, denoted $r_s(H)$, which can be defined as

$$r_s(H) = \min \{|G| : G \rightarrow^s H\},$$

i.e. it is the minimum number of vertices in a hypergraph $G$ such that $G \rightarrow^s H$.

An early result regarding size-Ramsey numbers was obtained by Beck [2] in 1983, who proved that the size-Ramsey number of a path is linear in its length; more precisely, he showed that $\hat{r}(P_n) \leq 900n$ for large $n$. The problem of determining the size-Ramsey number of a path has been the subject of many papers [1, 2, 6, 7, 14, 15, 29], and the current best bounds are as follows,

$$(3.75 + o(1)) \leq \hat{r}(P_n) \leq 74n.$$

(Due to Bal and DeBiasio [1] for the lower bound and Dudek and Prałat [15] for the upper bound.)

One can easily generalise Beck’s arguments to the multicolour setting, showing that $\hat{r}_s(P_n) = O_s(P_n)$. This multicolour variant has received its own fair share of attention [1, 15, 16, 28]; here are the best known bounds on it.

$$\hat{r}_s(P_n) = \Omega(s^2n), \quad \hat{r}_s(P_n) = O(s^2 \log sn).$$

(Due to Dudek and Prałat [15] for the lower bound and Krivelevich [28] for the upper bound.)

Various generalisations of Beck’s result [2] were obtained over the years. A few notable examples established that the size-Ramsey numbers of members of the following families are linear in their order: bounded degree trees (Friedman and Pippenger [18]), cycles (Haxell, Kohayakawa and Luczak [23], improved bounds by Javadi, Khoeini, Omidi and Pokrovskiy [24]) and, more recently, powers of paths (Clemens, Jenssen, Kohayakawa, Morrison, Mota, Reding and Roberts [9] for two colours; Han, Jenssen, Kohayakawa, Mota and Roberts [21] for $s \geq 2$ colours), and powers of trees (Kamčev, Liebenau, Wood and Yepremyan [25] for two colours; Berger, Kohayakawa, Maesaka, Martins, Mendonça, Mota and Parczyk [5] for $s \geq 2$ colours).

In light of this, it might be tempting to think that the size-Ramsey number of a bounded degree graph should be linear in its order, and, indeed, this was suggested by Beck [2]. However, it turns out that this is not the case: Rödl and Szemerédi [33] constructed a sequence $(H_n)$ where $H_n$ is an $n$-vertex graph with maximum degree 3 such that $\hat{r}(H_n) = \Omega(n(\log n)^{1/60})$.

It is easy to see that the size-Ramsey number of a bounded degree graph on $n$ vertices is $O(n^2)$ (indeed, this follows from the linearity of Ramsey numbers of bounded degree graphs, due to Chvátal, Rödl, Szemerédi and Trotter [8]). Kohayakawa, Rödl, Schacht and Szemerédi [27] provided a significant improvement of this observation: they showed that, if $H$ is an $n$-vertex graph with maximum degree $\Delta$, then $\hat{r}(H) = O_{\Delta}(n^{2-1/\Delta}(\log n)^{1/\Delta})$; this is the best known upper bound to date on the size-Ramsey numbers of bounded degree graphs.
The latter upper bound is quite far from linear. One way to obtain graphs whose size-Ramsey numbers are closer to linear is to subdivide the edges. The \( q \)-subdivision of a graph \( H \) is the graph obtained by subdividing each edge of \( H \) by \( q - 1 \) vertices; more precisely, the \( q \)-subdivision is obtained by replacing each edge \( uv \) by a path \( P_{uv} \) of length \( q \) and ends \( u \) and \( v \), whose the interior vertices are unique to \( P_{uv} \). Draganić, Krivelevich and Nenadov [12] recently showed that for fixed \( \Delta \) and \( q \), the size-Ramsey number of the \( q \)-subdivision of an \( n \)-vertex graph \( H \) with maximum degree \( \Delta \) is bounded by \( O(n^{1+1/q}) \) (improving on a result of Kohayakawa, Retter and Rödl [26]). This is close to tight if the host graph is a random graph. However, it is unclear if this bound is anywhere near tight in general, as the only known superlinear bound on size-Ramsey number of a family of bounded degree graph is the aforementioned bound of \( \Omega(n(\log n)^{1/60}) \), due to Rödl and Szemerédi.

Draganić, Krivelevich and Nenadov also showed [11] that if \( H \) is the \( q \)-subdivision of a bounded degree graph, where \( |H| = n \) and \( q \geq c \log n \) for a large constant \( c \), then \( \hat{r}_s(H) = O(n) \), confirming a conjecture of Pak [32] from 2002.

All the results we mentioned so far concerned size-Ramsey numbers of graphs. Nevertheless, it makes sense to consider size-Ramsey numbers of hypergraphs. This was first done by Dudek, La Fleur, Mubayi and Rödl [13], who introduced the notion of size-Ramsey numbers of hypergraphs (given at the beginning of this paper). One of the directions proposed in their paper is a possible generalisation of Beck’s result [2] regarding size-Ramsey numbers of paths. The \( r \)-uniform tight path on \( n \) vertices, denoted \( P_n^{(r)} \), is the \( r \)-uniform hypergraph on vertices \( [n] \) whose edges are all sets of \( r \) consecutive elements in \( [n] \). Observe that \( P_n^{(2)} \) is the path \( P_n \) on \( n \) vertices. Dudek et al. [13] asked if, similarly to the graph case, \( \hat{r}(P_n^{(r)}) = O(n) \). This was proved for \( r = 3 \) by Han, Kohayakawa, Letzter, Mota and Parczyk [22]. For \( r \geq 4 \), the best know bound is \( \hat{r}(P_n^{(r)}) = O((n \log n)^{r/2}) \), due to Lu and Wang [30].

1.1 Our main result

Our purpose in this paper is to generalise many of the aforementioned results, and to answer the above question of Dudek, La Fleur, Mubayi and Rödl [13] affirmatively, in a strong form. We will first state our main result in a general form, and then use it to derive these generalisations. To do the former, we need a definition and some notation.

**Definition 1.1.** Let \( A_{n,d,\ell} \) be the family of graphs on \( n \) vertices with maximum degree at most \( d \), that can be obtained from a singleton graph by successively either adding a new vertex and joining it by an edge to an existing one, or connecting two existing vertices by a path of length at least \( \ell \) whose interior vertices are new.

For a graph \( G \) and integer \( r \geq 1 \), denote by \( K_r(G) \) the \( r \)-uniform hypergraph on \( V(G) \) whose edges are \( r \)-cliques in \( G \), and write \( G[K_b] \) for the complete blow-up of \( G \) where each vertex is replaced by a \( b \)-clique. Denote by \( G^t \) the \( t \)-power of \( G \); this is the graph on \( V(G) \) where two vertices are adjacent if the distance between them in \( G \) is at most \( t \).
Here is our main result, stated in a general form.

**Theorem 1.2.** Fix integers \( r, s, t, d \geq 1 \), and let \( n \) be sufficiently large. Then there exists an \( r \)-uniform hypergraph \( G \) with \( O(n) \) edges such that \( G \to K_r(H^t) \) for every \( H \in \mathcal{A}_{n,d,10t \log n} \).

In fact, our proof shows that \( G \) can be taken to be \( K_r(G_{k[B]}) \), where \( G \) is a bounded degree expander (i.e. there is an edge between every two large sets of vertices) on \( \Theta(n) \) vertices, where \( k \) and \( B \) are large constants.

### 1.2 Consequences of our main result

We now mention some consequences of our main result, Theorem 1.2.

**Tight paths**

Recall that \( P_n^{(r)} \) is the \( r \)-uniform tight path on \( n \) vertices. It readily follows from Theorem 1.2 that the \( s \)-colour size-Ramsey number of \( P_n^{(r)} \) is linear in \( n \). Indeed, take \( H = P_n, t = r \), and observe that \( K_r(P_n^{(r)} - 1) \to P_n^{(r)} \). This answers the aforementioned question of Dudek, La Fleur, Mubayi and Rödl [13] affirmatively.

Following [3], we define the \( t \)-power of an \( r \)-uniform tight path on \( n \) vertices, denoted \( (P_n^{(r)})^t \), to be the \( r \)-graph on vertices \( [n] \) whose edges are all \( r \)-sets of vertices contained in intervals in \( [n] \) of length \( r + t - 1 \). Observe that \( (P_n^{(r)})^t \to K_r(P_n^{r+t-2}) \). The following theorem, strengthening the statement from the previous paragraph, thus follows from our main result.

**Theorem 1.3.** Let \( r, s, t \geq 1 \) be integers. Then the \( s \)-colour size-Ramsey number of \( (P_n^{(r)})^t \) is \( O(n) \).

**Trees and hypergraph trees**

Let \( \mathcal{T}_{n,d} \) be the family of trees on \( n \) vertices with maximum degree at most \( d \). An aforementioned result from [5] asserts that \( \hat{r}_s(T^t) = O(n) \) for every \( T \in \mathcal{T}_{n,d} \) (where \( t, s \) are fixed). The following generalisation of this result to hypergraphs follows directly from our main theorem, as \( \mathcal{T}_{n,d} \subseteq \mathcal{A}_{n,d,\ell} \) for any \( \ell \).

**Theorem 1.4.** Let \( r, s, d, t \geq 1 \) be integers. Then for every \( T \in \mathcal{T}_{n,d} \) we have \( \hat{r}_s(K_r(T^t)) = O(n) \).

We can use this theorem to deduce a more natural generalisation of [5] to hypergraphs. To state this generalisation, we need the following definition of a ‘hypergraph tree’.

**Definition 1.5.** An \( r \)-uniform tree is an \( r \)-graph with edges \( \{e_1, \ldots, e_m\} \) such that for every \( i \in \{2, \ldots, m\} \) we have \( |e_i \cap (\bigcup_{1 \leq j < i} e_j)| \leq r - 1 \) and \( e_i \cap (\bigcup_{1 \leq i < j} e_j) \subseteq e_{i_0} \) for some \( i_0 \in [i - 1] \).\(^1\)

\(^1\)It would be more natural to require that \( e_i \cap \bigcup_{1 \leq j < i} e_j \neq \emptyset \), or to refer to hypergraphs as in this definition as ‘forests’, but we stick to this definition and notation to be consistent with [13].
This generalises two notions of hypergraph trees: tight trees, where the intersection \( e_i \cap (\bigcup_{1 \leq j < i} e_j) \) is required to have size exactly \( r - 1 \) rather than at most \( r - 1 \); and \( \ell \)-trees, for \( \ell \in [r - 1] \), where the same intersection is required to have size at most \( \ell \) (the latter definition appears in Section 2.2 in [13]).

It makes sense to consider not only hypergraph trees, but also their powers. As far as we know, there is no standard notion of a power of a hypergraph. We thus make the following definition, which is reminiscent of the more natural notion of a power of a tight path (introduced before Theorem 1.3).

**Definition 1.6.** Given an \( r \)-uniform hypergraph \( \mathcal{H} \), its \( t \)-power, denoted \( \mathcal{H}^t \), is the \( r \)-uniform hypergraph on \( V(\mathcal{H}) \) whose edges are \( r \)-sets of vertices that are contained in some tight path of \( \mathcal{H} \) on at most \( r + t - 1 \) vertices.

We will show that the following result, which generalises [5] via hypergraph trees, can be deduced from Theorem 1.4; see Section 7. Here the degree of a vertex in a hypergraph is the number of edges incident to it.

**Theorem 1.7.** Let \( r, s, d, t \geq 1 \) be integers. Then for every \( r \)-uniform tree \( T \) on \( n \) vertices and with maximum degree at most \( d \), we have \( \hat{r}_s(T^t) = O(n) \).

**Subdivisions**

The final consequence of our main result concerns subdivisions. The following result follows immediately from Theorem 1.2, noting that a graph \( H \) as in the following statement satisfies \( H \in A_{n,d,\ell} \) with \( \ell = 10t \log n \).

**Theorem 1.8.** Let \( r, s, d, t \geq 1 \) be fixed integers, and let \( n \) be large. Let \( H \) be a graph on \( n \) vertices, obtained from a graph with maximum degree at most \( d \) by subdividing each edge at least \( 10t \log n \) times. Then \( \hat{r}_s(K_r(H^t)) = O(n) \).

This generalises an aforementioned result by Draganić, Krivelevich and Nenadov [11], who established the linearity of size-Ramsey number of ‘long subdivisions’ of bounded degree graphs, in two aspects: we establish the linearity of powers of such graphs, and we generalise the result to hypergraphs.

**Structure of the paper**

In the next section we quickly present the main ideas of the proofs. Section 3 contains one of the main ingredients of the proof, Lemma 3.3, which is a Ramsey-type result for powers of expanders. It says that in any \((s + 1)\)-colouring of a power of an expander, either there is a monochromatic copy of \( H \) in one of the first \( s \) colours, or there is a large monochromatic clique in the last colour; here \( H \) is as in Definition 1.1, so \( H \) could be a bounded degree tree, a ‘long subdivision’ of a bounded degree graph, or a combination of the two.
We define an ordered tree to be, roughly speaking, a rooted tree equipped with an ordering of its leaves that corresponds to a planar drawing. In Section 4, we prove two Ramsey-type results for ordered trees and forests. The first one, Lemma 4.3, says that for large enough $D$, given a $D$-ary ordered forest $F$, if we $s$-colour the copies of a fixed ordered forest $S$ then we can find an ordered $d$-ary subforest $F' \subseteq F$ whose copies of $S$ all have the same colour. The second one, Lemma 4.5, says that for large enough $D$, given a tall enough $D$-ary ordered tree $T$, if we $s$-colour all $r$-sets of leaves, then there is a ‘connector’, namely a monochromatic structure that ‘connects’ two sets of leaves that correspond to isomorphic subtrees of $T$. These two lemmas, especially the former, will be stepping stones for all our further proofs.

Section 5 contains various auxiliary results about hypergraphs whose every vertex has a structure associated with it; the main such results are Lemma 5.3 and Lemma 5.4, which represent a crucial novelty of this paper. In the proof of our main result, we consider an $r$-graph $G$ of form $G = K_r(G^k[K_B])$, where $G$ is a bounded degree expander; that is, the edges of $G$ are the $r$-cliques in the complete blow-up of $G^k$ where every vertex $u \in V(G^k)$ is replaced by a clique $B(u)$ of size $B$. Lemma 5.3 asserts that in every $s$-colouring of such $G$, there exists subsets $B'(u) \subseteq B(u)$ of size $b$, such that all edges of the same ‘type’ have the same colour, where two edges have the same type if they intersect each $B'(u)$ in the same number of vertices. Lemma 5.4 contains a similar result for hypergraphs whose every vertex has an ordered tree associated with it, where the ‘type’ of an edge depends on the ordered tree or forest that corresponds to it.

In Section 6 we put together all auxiliary results to first prove the main component of our proof, Theorem 6.1, and then deduce our main result, Theorem 1.2. Theorem 6.1 tells us that in any $s$-colouring of an $r$-graph $G$ as above, we can find a monochromatic copy of $K_r(Q^-[K_T])$, where $Q$ is as in Definition 1.1 and is additionally required to be bipartite, so $Q$ can be a bounded degree tree or a bipartite long subdivision of a bounded degree graph, and $Q^-$ is the 1-subdivision of $Q$. We then use an auxiliary result (Lemma 6.3) to embed the required hypergraph, namely $K_r(H')$ with $H$ as in Definition 1.1, in a copy of $K_r(Q^-[K_T])$ with a suitable $Q$, thus completing the proof of our main result. We prove the latter auxiliary result in Appendix C, since it is long but not very novel.

Finally, in Section 7 we show how to embed any bounded degree $r$-uniform tree into $K_r(S^d)$ for a suitable bounded degree tree $S$; see Lemma 7.1. This reduction implies the version of our main result for powers of $r$-uniform trees, namely Theorem 1.7.

## 2 Proof Overview

In this section we describe some of the main ingredients of our proofs. Recall that for a graph $G$ and integers $B$ and $r$, $G[K_B]$ is the complete blow-up of $G$ obtained by replacing each vertex of $G$ by a $B$-clique, and $K_r(G)$ is the $r$-graph on vertex set $V(G)$ whose edges are the $r$-cliques in $G$. We say that a statement holds when $\alpha \ll \beta$, for two constants $\alpha$ and $\beta$, if for any choice of $\alpha$ there exists some $\beta_0 \geq \alpha$ such that for all $\beta \geq \beta_0$ the statement holds.
We first briefly describe previous proofs of similar results [3, 5, 9, 21, 22]. Let \( H \) be a power of a path or bounded degree tree, or a 3-uniform tight path, with \(|H| = n\). Take \( G \) to be an expander\(^2\) with \( O(n) \) vertices and maximum degree \( O(1) \), and consider the host graph \( G' = G^k[K_B] \) (or \( G' = K_3(G^k[K_B]) \) for \([22]\)), where \( k \) and \( B \) are large constants. Fix an \( s \)-colouring of \( G' \); it now suffices to find a monochromatic copy of \( H \). The vertices of \( G' \) naturally split into \( B \)-cliques \( B(u) \), for \( u \in V(G) \). The first step in the above proofs is to apply Ramsey’s theorem to each clique \( B(u) \) to find large monochromatic subcliques \( B'(u) \subseteq B(u) \). Say that the majority colour of the subcliques is blue, and focus on the subgraph of \( G' \) induced by the union of blue subcliques. The proof now proceeds by either embedding a blue copy of \( H \) using the blue subcliques and blue edges between them, or, if this fails, leverage the sparsity of blue edges between subcliques to embed \( H \) in another colour. The latter part tends to be more ad hoc, and becomes trickier when the number of colours is larger than 2.

Our setup is similar to the one described above. Let \( G = K_r(G^k[K_B]) \), where \( G \) is an expander\(^3\) on \( O(n) \) vertices with maximum degree \( O(1) \), and \( k \) and \( B \) are large constants. In particular, as above, the vertices of \( G \) consist of pairwise disjoint cliques \( B(u) \) of size \( B \), for \( u \in V(G) \). The first new ingredient in our proof is the following (see Lemma 5.3): we show that there are large subcliques \( B'(u) \subseteq B(u) \) such that any two edges in \( \bigcup_u B'(u) \) of the same type have the same colour. Here two edges have the same type if they intersect each \( B'(u) \) in the same number of vertices (later we will use a more complex notion of type). In particular, we recover the above property that each \( B'(u) \) is a monochromatic clique, but we also know quite a lot more: for \( r = 2 \) we additionally have that all edges between \( B'(u) \) and \( B'(v) \) have the same colour; and for \( r = 3 \) we have, e.g., that all edges with one vertex in \( B'(u) \) and two vertices in \( B'(v) \) have the same colour, for any edge \( uv \) in \( G^k \).

An immediate advantage of this is that, in order to find a monochromatic copy of an \( r \)-graph \( H \), it suffices to find a monochromatic homomorphic copy \( H' \) of \( H \) in every \( s \)-colouring of \( K_r(G^k) \), such that each vertex in \( H' \) is the image of not too many vertices in \( H \). To see this, suppose for convenience that \( r = 2 \) and consider the auxiliary colouring of \( G^k \), obtained by colouring \( uv \) by the colour of the edges between \( B'(u) \) and \( B'(v) \). Now given a monochromatic \( H' \) in \( G^k \) as above, it can be ‘lifted’ to a monochromatic copy of \( H \) in \( G^k[K_B] \), by replacing each copy of a vertex \( v \) by distinct vertices in \( B'(v) \).

For the rest of this discussion, we focus on the case where \( H \) is a tight \( r \)-uniform path on \( n \) vertices. As explained in the previous paragraph, it suffices to show that in every \( s \)-colouring of \( K_r(G^k) \) there is a monochromatic homomorphic copy \( H' \) of \( H \) such that no vertex in \( H' \) is the image of too many vertices in \( H \).

In the remainder of this proof sketch we use the notion of ordered trees, which we define to be rooted trees whose leaves come with a prescribed ‘natural ordering’; see Definition 4.1 and Figure 1.

To find the required copy of \( H \), we iteratively assign an ordered tree \( T_j(u) \) to each vertex \( u \), for \( j \in [0, h] \), where \( h \) is a large constant. The tree \( T_0(u) \) is simply the singleton tree \( \{u\} \), and for \( j \geq 1 \)

\(^2\) Various notions of expansions are used, typically stronger than what we use.

\(^3\) Here an expander is a graph where there is an edge between every two large sets of vertices.
the tree $T_j(u)$ is an ordered tree, rooted at $u$, which is a $d_j$-ary tree of height $j$, and whose vertices are vertices of $G$. Here $d_1, \ldots, d_h$ is a decreasing sequence (with $d_j \ll d_j-1$), so the trees $T_j(u)$ get taller with $j$ but their degrees decrease. Our aim is to use these trees as auxiliary structures to locate the desired monochromatic $\mathcal{H}'$. An important step towards this goal is a generalisation of the above step that produced large subcliques where edges of the same type have the same colour. Roughly speaking, given an appropriate $r$-graph on $\bigcup_u L(T_j(u))$ (where $L(T)$ is the set of leaves in $T$) with an $s$-colouring inherited from $K_r(G^k)$, we may assume (by appropriately ‘trimming’ the trees $T_j(u)$) that edges of the same ‘type’ have the same colour. Here two sets $A$ and $B$ of leaves in $T_j(u)$ have the same type if the minimal subtrees of $T_j(u)$ with leaves $A$ and $B$, respectively, are isomorphic. One can obtain a similar definition of a type of a set $A$ that consists of leaves from multiple trees $T_j(u)$.

Given a collection of trees as above for some $j$, we consider the graph $G^{k_{j+1}}$, where $k_1, \ldots, k_h$ is a decreasing sequence of suitably chosen constants. We equip this graph with an auxiliary $s'$-colouring (with $s' \gg s$), defined as follows. Roughly speaking, we colour an edge $uv$ by $(c, S)$ if there is a $c$-coloured ‘connector’ between $T_j(u)$ and $T_j(v)$ of type $S$; if there is no such connector for any $c$ and $S$, we colour $uv$ grey. It turns out that there are two possible outcomes (see Corollary 3.4): either there is a long monochromatic non-grey path; or there is a collection of large disjoint grey cliques that covers almost all of the vertices. In the former case, the monochromatic path can be lifted to the required monochromatic $\mathcal{H}'$, and in the latter case, we use the grey cliques to define new taller trees $T_{j+1}(v)$. This process will not run forever, because, very roughly speaking, when the trees are tall enough, the required connectors must exist.

What do we mean by a ‘connector’? A connector for an edge $uv$ in $G^{k_{j+1}}$ consists of disjoint sets $X, Y, Z$ of size $r$ where $X \cup Y$ and $Y \cup Z$ are monochromatic cliques (in an appropriate hypergraph $\mathcal{H}_j$) of the same colour $c$. Moreover, we require that $X$ and $Z$ consist of leaves of $T_j(u)$ and $T_j(v)$, respectively, whereas $Y$ can contain vertices from various leaf sets. To be able to join connectors to each other, we further require that the subtrees of $T_j(u)$ and $T_j(v)$ corresponding to $X$ and $Z$ are isomorphic to the same tree $S$ (here $X$ corresponds to the subtree $T'$ if $T'$ is the minimal subtree with leaves $X$; see Figure 2). Now let us see how we can combine connectors together. Suppose that the former case from the previous paragraph holds, namely there is a long monochromatic non-grey path in $G^{k_{j+1}}$. Specifically, suppose that $u_1, \ldots, u_n$ are distinct vertices, and $u_iu_{i+1}$ has colour $(c, S)$. Let $X_i, Y_i, Z_i$ be as above for $u_iu_{i+1}$ (so $X_i \subseteq L(T_j(u_i))$ and $Z_i \subseteq L(T_j(u_{i+1}))$, and $X_i$ and $Z_i$ correspond to $S$). Recall that the trees $T_j(u)$ were chosen such that edges of the same ‘type’ have the same colour. This assumption is very useful here: it allows us to assume that $Z_i = X_{i+1}$ for $i \in [n-1]$. It follows that $X_1 \cup Y_1 \cup \ldots \cup Y_{n-1} \cup X_n$ spans a $c$-coloured homomorphic image $\mathcal{H}'$ of $\mathcal{H}$. (Actually we obtain a monochromatic homomorphic copy of $K_r(P_n[K_i])$, but note that $\mathcal{H} = P_n^{(c)}$ is a subgraph of this graph.) It is not hard to show, using a property of the sets $Y_i$ that we did not mention, that every vertex in $\mathcal{H}'$ is the image of few vertices in $\mathcal{H}$.

\footnote{The reason we take the trees $T_j(u)$ to be ordered is to allow such a statement to be true; a similar statement for unordered trees does not hold.}
In order to ensure that at some point, namely for some $j \leq h$, we find a non-grey monochromatic $P_n$ in the auxiliary colouring, we impose an additional condition on the trees $T_j(u)$ (see (MT), Section 6.1). Roughly speaking, we require that there is no $(c, S)$-connector $(X, Y, Z)$ with $X$ and $Z$ corresponding to disjoint copies of $S$ in $T_j(u)$, for any $c$ and $S$.

Recall that if there is no non-grey monochromatic $P_n$ in the auxiliary colouring, then there are many disjoint large grey cliques that cover most of the vertices. For a vertex $u$ covered by such a clique $K$, define $T_{j+1}(u)$ to be the tree rooted at $u$ obtained by joining $u$ to the roots of the trees $T_j(v)$ with $v \in K \setminus \{u\}$ (for this we need to first ‘trim’ the trees $T_j(u)$ to ensure the disjointedness of trees within the same clique). The fact that $K$ is a grey clique, which means that there is no $(c, S)$-connector between $T_j(v)$ and $T_j(w)$ with $v, w \in K$, can be used to show that the aforementioned property (MT) holds for $T_{j+1}(u)$ (assuming that (MT) holds for all trees $T_j(u)$ as well). We show that there is no ordered $d_h$-ary tree of height $h$ which satisfies the above ‘disconnectedness’ property (see Lemma 4.5), for large enough $h$. It thus follows that after at most $h$ steps, we find a non-grey monochromatic $P_n$ in the auxiliary colouring, completing the proof.

### 3 Colouring powers of expanders

In this section we prove a Ramsey-type results about powers of expanders. Here is the definition of expanders in this context.

**Definition 3.1.** Let $\varepsilon > 0$. A graph $G$ is an $\varepsilon$-expander if there is an edge between every two disjoint sets of vertices of size at least $\varepsilon |G|$.

It will be useful to note that there exist bounded degree expanders on any (large) number of vertices, as stated in the following proposition. The proof is standard: take a random graph $G(N, p)$ with suitable parameters $N$ and $p$, and remove large degree vertices; for more details see Appendix A.

**Proposition 3.2.** For every $\varepsilon > 0$ and sufficiently large $n$, there exists an $\varepsilon$-expander on $n$ vertices with maximum degree at most $80 \cdot (1/\varepsilon) \log(1/\varepsilon)$.

The main result in this section is the following Ramsey-type lemma about powers of expanders. We note that similar results, for $H$ being a path or bounded degree tree, were proved implicitly in previous papers (see, e.g. Claim 3.10 in [21] and Claim 22 in [5]); however, the dependence of the parameters was not good enough for our proof (and the following lemma is applicable to more general families of graphs).

**Lemma 3.3.** Fix $s, t, d, n$, and let $\varepsilon, k, \alpha$ be such that $1 \ll \varepsilon^{-1}$ and $s, t, d \ll k \ll \alpha$. Let $G$ be an $\varepsilon$-expander on $\alpha n$ vertices, and let $H$ be a bipartite graph in $A_{n,d,2 \log(\alpha n)}$. Then

$$G^k \rightarrow \left( K_t, \underbrace{H, \ldots, H}_s \right).$$
In fact, we will use the following corollary of Lemma 3.3.

**Corollary 3.4.** Fix \( s, t, d, \mu, n \). Let \( \varepsilon, k, \alpha \) be such that \( \mu^{-1} \ll \varepsilon^{-1} \) and \( s, t, d, \mu^{-1} \ll k \ll \alpha \). Let \( G \) be an \( \varepsilon \)-expander on \( \alpha n \) vertices, and let \( H \) be a bipartite graph in \( \mathcal{A}_{n, d, 2\log(\alpha n)} \). Then for every subset \( U \subseteq V(G) \) of size at least \( \mu |G| \),

\[
G[U]^k \rightarrow \left( \bigcup_{i=1}^{s} K_t \cup \ldots \cup K_t, \overbrace{H, \ldots, H}^{\text{disjoint, covering } |U|/2 \text{ vertices}} \right).
\]

**Proof.** Call the first colour grey, and suppose that there is no monochromatic non-grey copy of \( H \) in \( G^k[U] \). Let \( \mathcal{F} \) be a maximal collection of vertex-disjoint grey \( K_t \)'s. We claim that \( \mathcal{F} \) covers at least \( |U|/2 \) vertices of \( U \). Indeed, suppose that this is not the case, and let \( W \) be a set of vertices in \( U \) not covered by \( \mathcal{F} \) of size \( (\mu/2)|G| = (\mu \alpha/2)n \). Then \( G[W]^k \) contains neither a grey \( K_t \) nor a non-grey monochromatic copy of \( H \). However, \( G[W] \) is a \((2\varepsilon/\mu)\)-expander on \((\mu \alpha/2)n\) vertices, a contradiction to Lemma 3.3, applied with \( \mu \alpha/2 \) and \( 2\varepsilon/\mu \) instead of \( \alpha \) and \( \varepsilon \).

\[\square\]

### 3.1 Preliminaries

We shall need two notions of expanders on top of \( \varepsilon \)-expanders that were defined above. The first is that of a bipartite \( \varepsilon \)-expander.

**Definition 3.5.** Let \( \varepsilon > 0 \). A bipartite graph \( G \) with bipartition \( \{X_1, X_2\} \) is a **bipartite \( \varepsilon \)-expander** (with respect to the bipartition \( \{X_1, X_2\} \)) if for every two sets of vertices \( A_i \subseteq X_i \) such that \( |A_i| \geq \varepsilon |X_i| \) for \( i \in [2] \), there is an edge between \( A_1 \) and \( A_2 \).

A graph \( G \) is a **balanced bipartite \( \varepsilon \)-expander** if it is an \( \varepsilon \)-bipartite expander with respect to a balanced bipartition \( \{X_1, X_2\} \), i.e. \( ||X_1| - |X_2|| \leq 1 \).

The next notion is that of \((m, d)\)-expanding graphs, which admit a stronger expansion property than \( \varepsilon \)-expanders for small sets of vertices. For a graph \( G \) and a set of vertices \( X \) the **neighbourhood** \( N_G(X) \) of \( X \) is the set of vertices in \( G \setminus X \) that send an edge to \( X \). When \( G \) is clear from the context we may omit the subscript \( G \).

**Definition 3.6.** Let \( m, d \geq 1 \) be integers. A graph \( G \) is **\((m, d)\)-expanding** if for every set of vertices \( X \) of size at most \( m \) we have \( |N(X)| \geq d |X| \).

The following lemma and Corollary 3.8 stated below allow us to find large \((m, d)\)-expanding subgraphs (for suitable \( m, d \)) in (bipartite) \( \varepsilon \)-expanders.

**Lemma 3.7.** Let \( d \geq 2 \) and \( \varepsilon \leq 1/8d \). Let \( G \) be a balanced bipartite \( \varepsilon \)-expander on \( 2n \) vertices. Then \( G \) contains an \((n/4d, d)\)-expanding subgraph on at least \( n \) vertices.
Proof. Denote the bipartition of $G$ by $\{X_1, X_2\}$, so $|X_1| = |X_2| = n$. Let $A \subseteq V(G)$ be maximal with $|A| \leq n/2d$ and $|N(A)| < d|A|$. We claim that $G' = G \setminus (A \cup N(A))$ is $(n/4d, d)$-expanding.

Note that since there are no edges from $A \cap X_i$ to $X_{3-i}$ (using that $G$ is an $\varepsilon$-expander and $|A \cup N(A)| < 3n/4$), and so $|A| \leq 2\varepsilon n$. It follows that $|G'| \geq 2n - (d + 1)2\varepsilon n \geq n$.

Suppose that there exists $B \subseteq V(G')$ with $|B| \leq n/4d$ such that $|N_{G'}(B)| < d|B|$. Then we can add $B$ to $A$ to obtain $|A \cup B| \leq n/2d$ (using $\varepsilon \leq 1/8d$ and $|A| \leq 2\varepsilon n$) and $|N_G(A \cup B)| \leq d|A \cup B|$, contradicting the maximality of $A$. Hence $G'$ is an $(n/4d, d)$-expanding graph on at least $n$ vertices, as required.

Corollary 3.8. Let $\varepsilon \leq 1/32$. Given an $\varepsilon$-expander $G$ on $n$ vertices, there exists an $(n/16, 2)$-expanding subgraph of $G$ on at least $n/2$ vertices.

Proof. Let $H = G[X_1, X_2]$, where $\{X_1, X_2\}$ is an equipartition of $V(G)$. Then $H$ is a balanced bipartite $2\varepsilon$-expander. The proof follows by applying Lemma 3.7 with $2\varepsilon$, $d = 2$, and $n/2$ instead of $n$.

The following theorem shows that bipartite expanders which are also expanding graphs contain all members of $A_{n,d,3}$, for an appropriate choice of parameters. This is a bipartite variant of a statement that readily follows, e.g., from Section 5.2 in [19]. However, as the results in [19] do not quite apply to our setting, and for the sake of completeness, we provide a proof of this theorem in Appendix B.

Theorem 3.9. Let $m, d \geq 3$ be integers. Suppose that $G$ is a $(4m, d+1)$-expanding graph, which is bipartite with bipartition $\{X, Y\}$, and where for every two subsets $X' \subseteq X$ and $Y' \subseteq Y$ of size at least $m/8$ there is an edge of $G$ between $X'$ and $Y'$. Then $G$ contains every bipartite graph in $A_{m, d, 2\log m}$.

The following lemma follows quite easily from the above results.

Lemma 3.10. Let $d, n, \ell, N$ be such that $n \leq N/32d$ and $\ell \geq \log N$. Then for every bipartite graph $H$ in $A_{n,d,2\ell}$ the following holds, where $N' = N/256d$.

$$K_{N, N} \rightarrow (K_{N', N'}, H).$$

Proof. Set $\varepsilon = 1/256d$, and consider a red-blue colouring of $K_{N, N}$. We may assume that there is no red $K_{\varepsilon N, \varepsilon N}$, so the graph spanned by the blue edges is a balanced bipartite $\varepsilon$-expander. By Lemma 3.7, applied with $d + 1$, there is an induced subgraph $G'$ of $G$ which is $(N/8d, d + 1)$-expanding. By Theorem 3.9 (applied with $m = N/32d$, using that $G$ is a bipartite $\varepsilon$-expander and that $\ell \geq \log m$), $G'$ contains a copy of $H$, as required.

The following corollary is a multicoloured version of the previous lemma. It implies a bipartite version of a recent result of Draganić, Krivelevich and Nenadov [11] who showed that the $s$-colour
size-Ramsey number of ‘long’ subdivisions of bounded degree graphs is linear in the number of vertices of the subdivided graph.

**Corollary 3.11.** Let \( d, n, \ell, s \) be such that \( n \leq 2^{-(8s-3)d^{-s}} N \) and \( \ell \geq \log N \). Then for every bipartite graph \( H \) in \( \mathcal{A}_{n,d,2\ell} \) the following holds, where \( N' = N/(256d)^8 \).

\[
K_{N,N} \to \left( K_{N',N'}, H, \ldots, H \right).
\]

**Proof.** Suppose that there is no monochromatic copy of \( H \) in one of the last \( s \) colours. We show that for every \( i \in \{0, \ldots, s\} \) there is a copy of \( K_{N,N} \) that avoids edges of the last \( i \) colours. By assumption, this holds for \( i = 0 \). For \( i \in [s] \), suppose that there is a copy of \( K_{N_{i-1},N_{i-1}} \) that avoids the last \( i-1 \) colours. Apply Lemma 3.10 (with \( N_i \) instead of \( N \), using that \( n \leq N_i/32d \) and \( \ell \geq \log N_i \)) to find in it a copy of \( K_{N_i,N_i} \) that avoids the last \( i \)-th colour as well. The proof follows from the existence of such a copy for \( i = s \). \( \square \)

### 3.2 Proof of Lemma 3.3

**Proof.** Write \( N = |G| \). By Corollary 3.8, there exists an \((N/16, 2)\)-expanding subgraph \( F \) of \( G \) on at least \( N/2 \) vertices. Set \( G' = F^{k/t} \).

**Claim 3.12.** \( G' \) is a \( 2^{-k/3t} \)-expander.

**Proof.** For a subset \( X \subseteq V(F) \), let \( \Gamma^{\leq i}(X) \) be the set of vertices \( y \) in \( F \) that are at distance at most \( i \) (in \( F \)) from some vertex in \( X \). Note that \( \Gamma^{\leq (i+1)}(X) = \Gamma^{\leq i}(X) \cup N(\Gamma^{\leq i}(X)) \) for every \( i \). It thus follows from the choice of \( F \) that \( |\Gamma^{\leq (i+1)}(X)| \geq \min\{N/16, 2|\Gamma^{\leq i}(X)|\} \), implying that

\[
|\Gamma^{\leq i}(X)| \geq \min\{N/16, 2^i |X|\}
\]

for every \( X \subseteq V(F) \) and every \( i \).

Let \( A, B \subseteq V(F) \) be disjoint subsets of size at least \( 2^{-k/3t}|F| \). Then

\[
|\Gamma^{\leq k/3t}(A)|, |\Gamma^{\leq k/3t}(B)| \geq \min\{N/16, |F|\} = N/16 \geq \varepsilon |G|.
\]

By \( \varepsilon \)-expansion there is an edge of \( G \) between \( \Gamma^{\leq k/3t}(A) \) and \( \Gamma^{\leq k/3t}(B) \). This means that there is an edge of \( G' \) between \( A \) and \( B \). \( \square \)

Consider an \((s + 1)\)-colouring of \( G^k \), where the first colour is grey. Our task is to show that there is either a grey \( K_\ell \) or a monochromatic copy of \( H \) in a non-grey colour. Suppose that the latter does not hold.

Define \( Y_0 = V(F) \), and recall that \( |Y_0| \geq N/2 \). We will find sets \( X_1, \ldots, X_\ell, Y_1, \ldots, Y_\ell \) such that \( X_{i+1} \) and \( Y_{i+1} \) are disjoint subsets of \( Y_i \) for \( i \geq 0 \); \( |X_i| = |Y_i| = 2^{-(i+1)}(256d)^{-si} N \); and there are
no non-grey edges of $G^k$ between $X_i$ and $Y_i$. Suppose that $X_1, \ldots, X_i, Y_0, \ldots, Y_i$ are defined for some $i \in [t]$. Consider an arbitrary partition $\{Y'_i, Y''_i\}$ of $Y_i$ into two parts of size $|Y_i|/2$, and apply Corollary 3.11 to $G^k[Y'_i, Y''_i]$ (with $\ell = \log(an)$ and $|Y_i|/2$ instead of $N$) to obtain disjoint sets $X_{i+1}, Y_{i+1} \subseteq Y_i$ with $|X_{i+1}| = |Y_{i+1}| = (256d)^{-s}|Y_i|/2 = 2^{-(i+2)}(256d)^{-s(i+1)}N$ such that all edges in $G^k[X_{i+1}, Y_{i+1}]$ are grey, using that there is no monochromatic copy of $H$ in a non-grey colour. The corollary is applicable since $s, t, d \ll \alpha = N/n$, and $\log(an) \geq \log(|Y_i|/2)$, for $i \in \{0, \ldots, t-1\}$.

Note that, as $s, t, d \ll k$, we have $|X_i| \geq 2 \cdot 2^{-k/3t}|F|$, so by Claim 3.12, there is an edge of $G'$ between every two subsets $X'_i \subseteq X_i$ and $X'_j \subseteq X_j$ with $|X'_i| \geq |X_i|/2$ and $|X'_j| \geq |X_j|/2$. Let $Z_i$ be the set of vertices $z_i \in X_i$ such that there exists a path $z_1 \ldots z_i$ in $G'$ with $z_j \in X_j$ for $j \in [i]$. One can show, by induction, that $|Z_i| \geq |X_i|/2$ for all $i \in [t]$. In particular, $Z_t \neq \emptyset$, so there is a path $z_1 \ldots z_t$ in $G' \subseteq G^{k/t}$ with $z_i \in X_i$ for $i \in [t]$. Then $\{z_1, \ldots, z_t\}$ is a grey clique in $G^k$.

**Remark.** Some effort can be spared if instead of proving Theorem 1.2 in full generality, one settles for a special case.

Indeed, it is much easier to prove a variant of Theorem 3.9 for $H = P_n$, e.g., using a consequence of the Depth First Search algorithm (see, e.g., Lemma 2.3 in [4]). This suffices to prove the special case of our main result, Theorem 1.3, for powers of tight paths.

Similarly, a well-known result of Friedman and Pippenger [18] (whose arguments we use in the proof of Theorem 3.9) asserts that $(2m, d+1)$-expanding graphs contain every tree in $T_{m, d}$, which readily implies the special case of Theorem 3.9 where $H \in T_{m, d}$. This suffices to prove the version of our main result, Theorem 1.4, for powers of trees.

## 4 Colouring ordered trees

We will use the notion of ordered trees and forests, introduced in the following two definitions.

**Definition 4.1** (ordered trees). Let $T$ be a rooted tree. Denote its non-root leaves by $L(T)$, and for any vertex $u$ in $T$ denote the subtree of $T$ rooted at $u$ by $T_u$. We say that $T$ has **height** $h$ if all non-root leaves of $T$ are at distance exactly $h$ from the root.

A **$d$-ary tree of height** $h$ is a tree of height $h$, whose vertices that are not leaves have $d$ children.

An ordered tree of height $h$ is a rooted tree $T$ of height $h$, along with an ordering $\sigma$ of its leaves that corresponds to a planar drawing of $T$. More precisely, there exists a sequence $\sigma_1, \ldots, \sigma_h = \sigma$, such that $\sigma_i$ is an ordering of the vertices $L_i$ whose distance from the root is $i$, and the following holds for $i \in [h-1]$: for every $p, q \in L_i$, if $p$ precedes $q$ in $\sigma_i$, then all children of $p$ precede all children of $q$ in $\sigma_{i+1}$.

**Definition 4.2** (ordered forests). A **rooted forest** is a forest whose components are rooted trees. Given a forest $F$, denote by $L(F)$ the set of non-root leaves of $F$. We say that $F$ has height $h$ if each of its components has height $h$. 
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A $d$-ary forest of height $h$ is a rooted forest whose components are $d$-ary trees of height $h$.

An ordered forest is a rooted forest whose components are ordered trees, along with an ordering of its components.

Given an ordered tree $T$ we often use the natural correspondence between subsets of $L(T)$ and ordered subtrees of $T$. For $X \subseteq L(T)$, we say that $X$ corresponds to $S \subseteq T$ if $S$ is the minimal subtree of $T$ that contains $X$. (See Figure 2 for a set $X$ and the corresponding subtree.)

![Figure 1](image1.png)  
**Figure 1.** An example of an ordered tree (on the left) and an ‘unordered’ tree (on the right). Here the numbering of the vertices in level $i$ corresponds to the ordering $\sigma_i$.

We use a similar correspondence between subsets of leaves of an ordered forest $F$ and subforests of $F$. More precisely, given an ordered forest $F$ with components $T_1, \ldots, T_k$ (in this order), a subset $X$ of $L(T)$ corresponds to an ordered subforest $S$ of $F$ with components $S_1 \subseteq T_1, \ldots, S_k \subseteq T_k$, if $S_i$ is the subtree corresponding to $X \cap L(T_i)$, for $i \in [k]$.

In this section we prove two Ramsey-type results about ordered trees and forests. The next lemma, whose proof we delay to the next subsection, is a Ramsey-type result about $D$-ary ordered forests whose copies of a fixed forest $S$ are $s$-coloured.

**Lemma 4.3.** Let $d, r, h, k, s \ll D$. Let $F$ be a $D$-ary ordered forest of height $h$ with $k$ components. Let $S$ be an ordered forest of height $h$ with $r$ leaves and $k$ components. Given any $s$-colouring of the copies of $S$ in $F$, there is an ordered $d$-ary subforest $F'$ of $F$ of height $h$ with $k$ components such that all copies of $S$ in $F'$ have the same colour.
We obtain the following corollary by repeatedly applying Lemma 4.3. The notation in this corollary is somewhat different than what we used in the lemma; this is to make it easier to apply the corollary in Section 5.

**Corollary 4.4.** Let \(d, r, h, \rho, s \ll D\). Let \(T_1, \ldots, T_\rho\) be vertex-disjoint \(D\)-ary ordered trees of height \(h\), and let \(\mathcal{H}\) be the \(r\)-uniform complete graph on \(L(T_1) \cup \ldots \cup L(T_\rho)\). For any \(s\)-colouring of \(\mathcal{H}\), there exist \(d\)-ary subtrees \(T'_i \subseteq T_i\) of height \(h\), for \(i \in [\rho]\), such that for any sequence \(S = (S_1, \ldots, S_\rho)\) of ordered trees of height at most \(h\) and \(r\) leaves in total, the following holds: all edges of form \(L(S')\), where \(S' = (S'_1, \ldots, S'_\rho)\) is a copy of \(S'\) (in order, namely \(S'_i\) is a copy of \(S_i\)) with \(S'_1 \subseteq T'_i\) and \(L(S'_1) \subseteq L(T'_i)\), have the same colour.

**Proof.** Note that it suffices to consider sequences \(S = (S_1, \ldots, S_\rho)\) such that in each \(S_i\), all non-root leaves are at the same distance from the root, because for sequences \(S\) that violate this, there are no copies \((S'_1, \ldots, S'_\rho)\) of \(S\) in \((T_1, \ldots, T_\rho)\) with \(S'_i \subseteq L(T_i)\) for \(i \in [\rho]\). Denote by \(\ell\) the number of such sequences \(S\) and observe that \(\ell\) is a function of \(r, h\), \(k\), and \(s\). Thus, by choice of the parameters, there exists a sequence \(d_0, \ldots, d_\ell\) such that \(d_0 = D, d_\ell = d\), and \(r, h, k, s, d_\ell \ll d_{\ell-1} \ll \ldots \ll d_0\).

Fix an ordering \((S^j)_{j \in [\ell]}\) of all sequences as in the statement. We claim that there exist sequences \(T_i = T_{i,0} \supseteq \ldots \supseteq T_{i,\ell}\), for \(i \in [\rho]\), such that: \(T_{i,j}\) is a \(d_j\)-ary ordered tree of height \(h\); and all edges of \(\mathcal{H}\) of form \(L(S')\), where \(S' = (S'_1, \ldots, S'_\rho)\) is a copy of \(S'\) (in order) with \(S'_1 \subseteq T_{i,j}\) and \(L(S'_1) \subseteq L(T_{i,j})\), have the same colour.

To see this, suppose that for some \(j \in [\rho]\), the trees \(T_{1,j-1}, \ldots, T_{\rho,j-1}\) satisfy the properties listed in the previous paragraph. We now show how to obtain suitable trees \(T_{1,j}, \ldots, T_{\rho,j}\). Consider the sequence of trees \(S^j = (S_1, \ldots, S_\rho)\). Let \(k\) be the number of indices \(i\) for which \(S_i\) is non-empty, and for convenience assume that \(S_1, \ldots, S_k\) are non-empty. Replace each tree \(S_i\) by an ordered tree \(S'_i\) of height \(h\), obtained by adding a path of appropriate length to the root of \(S_i\), and making the other end of the path be the root of \(S'_i\) (here we use the assumption that in each \(S_i\), all non-root leaves are at the same distance from the root).

Let \(S\) be the ordered forest with components \(S'_1, \ldots, S'_k\) (in this order), and let \(F\) be the forest with components \(T_{1,j-1}, \ldots, T_{k,j-1}\). Consider the \(s\)-colouring of copies \(S'\) of \(S\) in \(F\) with \(L(S') \subseteq L(F)\) according to the colour of \(L(S')\) in \(\mathcal{H}\). Apply Lemma 4.3 with the forests \(F\) and \(S\), to obtain a \(d_j\)-ary forest \((T_{1,j}, \ldots, T_{k,j})\) of height \(h\) whose copies of \(S\) all have the same colour. For \(i \in [k+1, \rho]\), take \(T_{i,j}\) to be any \(d_j\)-ary subtree of \(T_{i,j-1}\) of height \(h\). The trees \(T_{1,j}, \ldots, T_{\rho,j}\) satisfy the desired properties.

To complete the proof of the corollary, take \(T'_i = T_{i,\rho}\).

The next lemma shows that for every tall enough ordered \(d\)-ary tree, and every \(s\)-colouring of \(r\)-sets of leaves, there exists a monochromatic structure that ‘connects’ the leaves of two isomorphic subtrees with \(\ell\) leaves.
Lemma 4.5. Let \( r \leq \ell, s \ll h \ll d \). Let \( T \) be a \( d \)-ary ordered tree of height \( h \), and let \( \mathcal{H} \) be the \( r \)-uniform complete graph on \( L(T) \). Then for every \( s \)-colouring of \( \mathcal{H} \) there exist disjoint sets \( X, Y, Z \subseteq L(T) \) of size \( \ell \), such that the subtrees \( S_x, S_z \subseteq T \) that correspond to \( X \) and \( Z \) are isomorphic and vertex-disjoint, and \( X \cup Y \) and \( Y \cup Z \) are monochromatic cliques of the same colour.

Proof. Fix an \( s \)-colouring of \( r \)-subsets of \( L(T) \). By Corollary 4.4 applied with \( k = 1, d = 2 \) and \( F = T \), there is a binary subtree \( T' \subseteq T \) of height \( h \), such that \( r \)-sets of leaves that correspond to isomorphic ordered subtrees of \( T \) have the same colour. Let \( v_h \) be the first vertex in \( L(T') \) (according to the ordering of \( L(T') \) that \( T' \) is equipped with), and let \( v_0 \ldots v_h \) be the path from the root of \( T' \) to \( v_h \). Let \( u_i \) be the last leaf in the tree rooted at \( v_i \) for \( i \in \{0, \ldots, h\} \).

(See Figure 3 for an illustration of the vertices \( v_i \) and \( u_i \).) By Ramsey’s theorem there is a subset \( A \subseteq \{u_0, \ldots, u_h\} \) of size \( 2\ell + 1 \) whose \( r \)-subsets all have the same colour, say red. Let \( w_1, \ldots, w_{2\ell+1} \) be the vertices in \( A \), in order.

Let \( S \) be the minimal ordered subtree of \( T' \) whose leaves are \( \{w_1, \ldots, w_{\ell}\} \). Denote its root by \( x \) and denote the father of \( x \) by \( y \). Let \( x' \) be any child of \( y \) other than \( x \), let \( S' \) be a copy of \( S \) rooted at \( x' \), and denote the leaves of \( S' \) by \( \{w'_1, \ldots, w'_\ell\} \). (See Figure 3 for an illustration of the vertices \( w_i \) and \( w'_i \).)

Note that \( \{w_1, \ldots, w_{\ell}, w_{\ell+2}, \ldots, w_{2\ell+1}\} \) and \( \{w'_1, \ldots, w'_\ell, w_{\ell+2}, \ldots, w_{2\ell+1}\} \) correspond to isomorphic trees (we omitted \( w_{\ell+1} \) as it may be a descendant of \( y \), whereas \( w_{\ell+1}, \ldots, w_{2\ell+1} \) are not), so by choice of \( w_1, \ldots, w_{2\ell+1} \) and \( T' \) both sets are red cliques. Take \( X = \{w_1, \ldots, w_{\ell}\}, Y = \{w_{\ell+2}, \ldots, w_{2\ell+1}\} \) and \( Z = \{w'_1, \ldots, w'_\ell\} \). These sets satisfy the requirements of the lemma.

It remains to prove Lemma 4.3, which we do in the following subsection. Both proofs will use Ramsey’s theorem, stated here. \( (K_t^{(r)} \) is the complete \( r \)-uniform hypergraph on \( t \) vertices.)
4.1 Proof of Lemma 4.3

Proof. We prove the lemma by induction on $h$ and $k$. The initial case is $h = k = 1$, namely $F$ and $S$ are both stars, with $D$ and $r$ leaves, respectively, and so copies of $S$ correspond to $r$-subsets of leaves of $F$. This case thus follows from Ramsey’s theorem.

Fix $(h,k) \neq (1,1)$ and suppose that the lemma holds for all $(h',k')$ with either $h' = h, k' < k$ or with $h' < h, k' \geq 1$. Let $\chi$ be an $s$-colouring of the copies of $S$ in $F$.

Suppose first that $k = 1$ and $h \geq 2$, so $F$ and $S$ are trees of height $h$. Denote the root of $F$ by $r_F$ and the root of $S$ by $r_S$. Let $F' = F \setminus \{r_F\}$, let $S' = S \setminus \{r_S\}$, and let $\ell$ be the number of components in $S'$; so $1 \leq \ell \leq r$ as $S$ has $r$ leaves. Consider the $s$-colouring $\chi'$ of copies of $S'$ in $F'$ defined as follows: if $S''$ is a copy of $S'$ in $F'$, consider the copy of $S$ obtained by joining $r_F$ to the roots of the components of $S'$ (since both $S'$ and $F'$ have height $h - 1$, the roots of components of $S'$ are roots of components of $F'$, so the copy of $S$ formed in this way is indeed a subtree of $F$), and colour $S''$ by the colour of this copy of $S$ in $F$ according to $\chi$.

Let $\alpha$ be such that $d,r,h,s \ll \alpha \ll D$, and set $t = \binom{\ell}{2}$. By choice of parameters, there is a sequence $d_0,\ldots,d_t$ such that $d_0 = D$, $d_t = d$, and $r,h,s,d_i \ll d_{i-1} \ll \ldots \ll d_0$. Let $A$ be a set of $\alpha$ children of $r_F$ in $F$, and let $A_1,\ldots,A_t$ be any enumeration of its $\ell$-subsets. Let $T_a$ be the subtree of $F$ rooted at $a$. We claim that there exist sequences $T_a = T_a^{(0)} \supseteq T_a^{(1)} \supseteq \ldots \supseteq T_a^{(t)}$ for $a \in A$, where $T_a^{(i)}$ is a $d_i$-ary ordered tree of height $h - 1$ with the following property: all copies of $S'$ in the forest $\bigcup_{a \in A_i} T_a^{(i)}$ have the same colour. To see this, use apply the induction hypothesis with $h' = h - 1$ and $k' = \ell$, to $\bigcup_{a \in A_i} T_a^{(i-1)}$, letting $\bigcup_{a \in A_i} T_a^{(i)}$ be the resulting subforest, and take $T_a^{(i)} \subseteq T_a^{(i-1)}$ to be an arbitrary $d_i$-ary ordered subforest of height $h - 1$ for $a \in A \setminus A_i$. The subtrees $T_a^{(i)}$ satisfy the requirements. Denote by $c_i$ the colour of any copy of $S'$ in $\bigcup_{a \in A_i} T_a^{(i)}$.

Consider the auxiliary colouring of the complete $\ell$-graph on $A$, where the edge $A_i$ has colour $c_i$. Then by Ramsey’s theorem and choice of $\alpha$ there is a monochromatic subset $A' \subseteq A$ of size $d$; say the common colour is $c$. Let $F''$ be the $d$-ary tree of height $h$ obtained by reattaching the root of $F$ to the subtrees $T_a^{(i)}$ with $a \in A'$. Then $F'' \subseteq F$ is an ordered $d$-ary tree of height $h$ whose copies of $S$ all have colour $c$, as required.

Now suppose $k \geq 2$. Let $T$ be the first tree in $F$, let $F' = F \setminus T$, let $R$ be the first tree in $S$ and let $S' = S \setminus R$. Choose $d'$ satisfying $d,r,h,k,s \ll d' \ll D$, and let $T'$ be any $d'$-ary subtree of $T$ of height $h$. Enumerate the copies of $R$ in $T'$ by $R_1,\ldots,R_t$. By choice of $d'$ and $t$ there exist $d_0,\ldots,d_t$ such that $d_0 = D$, $d_t = d$, and $r,s,h,k,d_i \ll d_{i-1} \ll \ldots \ll d_0$. By induction, there exist subforests $F' \supseteq F_1 \supseteq \ldots \supseteq F_t$, such that $F_i$ is a $d_i$-ary forest of height $h$ with $k - 1$ components, whose copies of $S$ in $T' \cup F_i$ that contain $R_i$ all have the same colour, denoted $c_i$. Now consider the colouring of copies of $R$ in $T'$, where $R_i$ is coloured $c_i$. By induction, $T'$ contains a $d$-ary subtree $T''$ of height $h$ whose copies of $R$ all have the same colour, say red. Then the forest $T'' \cup F_t$ is a $d$-ary forest of height $h$ with $k$ components whose copies of $S$ are red. 

\[\square\]
5 Hypergraphs with hanging trees

In this section we prove auxiliary results that will help us in the proof of the main result, given in Section 6. In most of them we are given a bounded degree hypergraph $G$, where for each vertex $u$ there is a $D$-ary ordered tree $T(u)$ of height $h$, rooted at $u$, for a large constant $D$. The results then tell us that we can ‘trim’ each tree, namely replace it by a $d$-ary subtree $T'(u)$ of height $h$, with useful properties, provided that $d \ll D$.

The following easy lemma allows us to assume trim two possibly intersecting trees so that the resulting trees are vertex-disjoint.

**Lemma 5.1.** Let $d, h \ll D$. Let $T_1, T_2$ be $D$-ary ordered trees of height $h$ with distinct roots. Then there exist vertex-disjoint $d$-ary subtrees of height $h$, denoted $T'_1, T'_2$, such that $T'_1 \subseteq T_1, T'_2 \subseteq T_2$.

**Proof.** Assign to each non-root vertex $u$ of $V(T_1) \cup V(T_2)$ a random variable $\tau(u)$ which is chosen to be either 1 or 2 uniformly at random, independently of other elements. We claim that with positive probability, for every non-leaf in $T_i$, at least $D/3$ of its children are assigned $i$, for $i \in [2]$. Indeed, the probability that this fails for a particular non-leaf in either $T_1$ or $T_2$ is at most $e^{-D/36}$, by Chernoff’s bounds, and thus by a union bound the probability that some non-leaf in $T_i$ has fewer than $D/3$ children that were assigned $i$, for $i \in [2]$, is at most $2D e^{-D/36} < 1$ (using $D \gg h$), as claimed. It follows that there exist subtrees $T'_i \subseteq T_i$, for $i \in [2]$, such that $T'_i$ is a $d$-ary tree of height $h$ and its non-root vertices were assigned $i$ (and are not the root of $T_{3-i}$; using $D \gg d$). The trees $T'_1, T'_2$ are vertex-disjoint (using that the roots of $T_1$ and $T_2$ are distinct), as required. \qed

The next lemma follows from the previous one by applying it to the setting mentioned at the beginning of the section.

**Lemma 5.2.** Let $d, h, r, \Delta \ll D$. Let $G$ be a graph with maximum degree $\Delta$. Given a collection of trees $\{T(u) \mid u \in V(G)\}$, which are $D$-ary ordered trees of height $h$, there exists a collection of $d$-ary subtrees $\{T'(u) \subseteq T(u) \mid u \in V(G)\}$ of height $h$ such that for every edge $uv$ in $G$ the trees $T'(u)$ and $T'(v)$ are vertex-disjoint.

**Proof.** Let $d_0, \ldots, d_{\Delta+1}$ be such that $d_0 = D, d_{\Delta+1} = d$, and $h, r, \Delta, d_{\Delta+1} \ll d_{\Delta} \ll \ldots \ll d_0$.

By Vizing’s theorem, there is a proper colouring of the edges of $G$ by $\Delta + 1$ colours. In other words, there is a collection of pairwise edge-disjoint matchings $M_1, \ldots, M_{\Delta+1}$ that covers the edges of $G$. We claim that for every vertex $u$ there exists a sequence $T(u) = T_0(u) \supseteq T_1(u) \supseteq \ldots \supseteq T_{\Delta+1}(u)$ such that $T_i(u)$ is an ordered $d_i$-ary tree of height $h$; and $T_i(u)$ and $T_i(v)$ are vertex-disjoint for every $uv \in M_i$. To see this, given trees $T_{i-1}(u)$ as above, apply Lemma 5.1 to the trees $T_{i-1}(u)$ and $T_{i-1}(v)$ for every edge $uv$ in $M_i$, thus yielding trees $T_i(u)$ and $T_i(v)$ that satisfies the requirements. For any vertex $u$ which is not contained in some edge in $M_i$, let $T_i(u)$ be an arbitrary $d_i$-ary subtree of $T_{i-1}(u)$ of height $h$. Take $T'(u) = T_{\Delta+1}(u)$ for $u \in V(G)$. \qed
In the proof of our main result, we will consider $s$-colourings of $r$-graphs of the form $K_r(G^k[K_B])$ (whose edges are the $r$-cliques in the complete blow-up of $G^k$ where each vertex is replaced by a $B$-clique), where $G$ is an expander with bounded degree. The following lemma allows us to assume, by switching to a suitable copy of $K_r(G^k[K_b])$ for some $b \ll B$, that all edges of the same ‘type’ (namely, they have the same intersection size with the blob corresponding to $u$, for every vertex $u$ in $G$) have the same colour.

**Lemma 5.3.** Let $\Delta, b, r, s \ll B$. Let $G$ be a graph with maximum degree $\Delta$. Consider the hypergraph $\mathcal{H}$, with vertices $V(\mathcal{H}) = \bigcup_{u \in V(G)} B(u)$, where $B(u)$ is a set of $B$ elements and the sets $B(u)$ are pairwise disjoint, and edges

$$E(\mathcal{H}) = \{(v_1, \ldots, v_r) : v_i \in B(u_i) \text{ and } \{u_1, \ldots, u_r\} \text{ is a clique in } G\}.$$

Then for every $s$-colouring of $\mathcal{H}$, there exist subsets $B'(u) \subseteq B(u)$ of size $b$, such that in the subhypergraph $\mathcal{H}'$ of $\mathcal{H}$, induced by $\bigcup_{u \in V(G)} B'(u)$, every two edges $e$ and $f$ in $\mathcal{H}'$, with $|e \cap B'(u)| = |f \cap B'(u)|$ for every $u \in V(G)$, have the same colour.

**Proof.** This follows from Lemma 5.4 below, applied with $h = 1$ (by letting $T(u)$ be a star with leaves $B(u)$ and root $u$, for $u \in V(G)$, and assuming that the sets $B(u)$ do not intersect $V(G)$). \(\square\)

In fact, we will need a stronger version of Lemma 5.3, see Lemma 5.4 below, which is applicable for graphs with ordered trees hanging from each vertex. In order to prove the latter lemma, we first prove the following lemma. It says that given a hypergraph $\mathcal{G}$ with bounded degree and bounded edge size, and a collection of ordered $D$-ary trees $T(u)$ of height $h$ hanging from each vertex $u$, the following holds. Given any $s$-colouring of $r$-sets of leaves whose roots form an edge of $\mathcal{G}$, the trees $T(u)$ can be ‘trimmed’ so that in the resulting structure any two $r$-sets of leaves of the same ‘type’ have the same colour.

**Lemma 5.4.** Fix $d, r, h, \Delta \ll D$. Let $\mathcal{G}$ be a hypergraph with $\Delta(\mathcal{G}) \leq \Delta$ where every edge has size at most $r$. Suppose we are given a collection of $D$-ary trees $\{T(u) \mid u \in V(\mathcal{G})\}$ of height $h$ such that trees corresponding to vertices of an edge of $\mathcal{G}$ are vertex-disjoint. Let $\mathcal{H}$ be the $r$-uniform hypergraph on vertices $\bigcup_u L(T(u))$ whose edges are as follows: for every edge $e$ in $\mathcal{G}$, any $r$ elements in $\bigcup_{u \in e} L(T(u))$ form an edge.

Then for every $s$-colouring of $\mathcal{H}$, there exists a collection of $d$-ary subtrees $\{T'(u) \mid T'(u) \subseteq T(u)\}$ of height $h$ such that the following holds for all $\rho \leq r$. For any sequence of ordered trees $S = (S_1, \ldots, S_\rho)$ of height at most $h$ and with $r$ leaves in total the following holds. For every $(u_1, \ldots, u_\rho) \in E(\mathcal{G})$ there is a colour $c$ such that for all copies $S' = (S'_1, \ldots, S'_\rho)$ of $S$ (in order, namely $S'_i$ is a copy of $S_i$) such that $S'_i \subseteq T'(u_i)$ and $L(S'_i) \subseteq L(T'(u_i))$, the edge $L(S')$ has colour $c$.

**Proof.** Let $m = r\Delta + 1$, and let $d_0, \ldots, d_m$ be such that $d_0 = D$, $d_m = d$ and $r, h, \Delta, d_m \ll d_{m-1} \ll \ldots \ll d_0$. \(\square\)
Consider the line graph $\text{LG}(\mathcal{G})$ of $\mathcal{G}$, and observe that it has maximum degree at most $r\Delta = m - 1$, implying that there is a proper colouring of the vertices of $\text{LG}(\mathcal{G})$ with $m$ colours. In other words, there exist pairwise disjoint families $F_1, \ldots, F_m$ of matchings (i.e. pairwise vertex-disjoint edges) that cover all edges in $\mathcal{G}$.

We claim that for every vertex $u$ in $\mathcal{G}$, there exist subtrees $T(u) = T_0(u) \supseteq \ldots \supseteq T_m(u)$ as follows: $T_i(u)$ is a $d_i$-ary tree of height $h_i$; for every edge $(u_1, \ldots, u_p)$ in $F_i$, and for every sequence of trees $S = (S_1, \ldots, S_p)$ as in the statement of the lemma, all edges of $\mathcal{H}$ of form $L(S')$, where $S' = (S'_1, \ldots, S'_p)$ is a copy of $S$ (in order) with $S'_j \subseteq T_i(u_j)$ and $L(S'_j) \subseteq L(T_i(u_j))$, have the same colour. To see this, given trees $T_{i-1}(u)$ with these properties, apply Corollary 4.4 to each edge $e$ in $F_i$ to obtain trees $T_i(u)$ for $u \in e$ with the required properties; for any vertex $u$ which is not contained in an edge in $F_i$, let $T_i(u)$ be an arbitrary $d_i$-ary subtree of $T_{i-1}(u)$ of height $h_i$. Set $T'(u) = T_m(u)$.

\section{Proof of the main result}

In this section we prove our main result, Theorem 1.2. To get started, we recall some notation. For a graph $G$, denote by $G^-$ its 1-subdivision (the graph obtained by replacing each edge of $G$ by a path of length 2, whose middle vertex is new), and recall that $K_r(G)$ is the $r$-graph whose edges are $r$-cliques in $G$, and $G[K_r]$ is the blow-up of $G$ where every vertex is replaced by a $r$-clique. Recall also that $A_{n,d,\ell}$ is the family of $n$-vertex graphs with maximum degree $d$ that can be obtained from a singleton by successively either adding a vertex of degree 1 or connecting two vertices by a path of length at least $\ell$ whose interior is new.

The main ingredient in the proof of Theorem 1.2 is the following result, which allows us to find a monochromatic copy of $\mathcal{H}$ in a hypergraph $\mathcal{G}$ obtained by modifying a bounded degree expander, for every $\mathcal{H}$ of the form $\mathcal{H} = K_r(Q^{-}[K_t])$, where $Q$ is a bipartite graph in $A_{n,D,\ell}$ with $\ell = \Omega(\log n)$.

\begin{theorem}
Let $r \leq t, s, D \ll \varepsilon^{-1}, \Delta \ll k \ll B \ll \alpha$. The following holds for every integer $n$. Let $Q$ be a bipartite graph in $A_{n,D,2\log(\alpha n)}$, and let $G$ be an $\varepsilon$-expander on $\alpha n$ vertices with maximum degree at most $\Delta$. Then in every $s$-colouring of $K_r(G^k[K_B])$ there is a monochromatic copy of $K_r(Q^{-}[K_t])$.
\end{theorem}

Theorem 6.1 follows quite easily from the following weaker version of Theorem 6.1, where instead of finding a monochromatic copy of $\mathcal{H}$, we find a monochromatic copy of a homomorphic image $\mathcal{H}'$ of $\mathcal{H}$ where every vertex of $\mathcal{H}'$ is the image of few vertices in $\mathcal{H}$, using a result from the previous section. (Recall that a map $\phi : \mathcal{H} \to \mathcal{H}'$ is a homomorphism if edges of $\mathcal{H}$ are mapped to edges of $\mathcal{H}'$.) The proof of Theorem 6.2 appears in the next subsection.

\begin{theorem}
Let $r \leq t, s, D \ll \varepsilon^{-1}, \Delta \ll k \ll \alpha$. The following holds for every integer $n$. Let $Q$ be a bipartite graph in $A_{n,D,2\log(\alpha n)}$, and let $G$ be an $\varepsilon$-expander on $\alpha n$ vertices with maximum degree at most $\Delta$. Then in every $s$-colouring of $K_r(G^k)$ there is a monochromatic homomorphic
image $\mathcal{H}'$ of $\mathcal{H} = K_r(Q^{-}[K_t])$ such that every vertex of $\mathcal{H}'$ is the image of at most $(D + 1)\Delta^{(2k+1)}$ vertices of $\mathcal{H}$.

**Proof of Theorem 6.1 using Theorem 6.2.** Let $b = (D + 1)\Delta^{(2k+1)}$, and note that by our choice of $D, \Delta, k$ we can ensure that $b \ll B$.

Let $\mathcal{G}$ be the hypergraph on vertices $\bigcup_{u \in V(G)} B(u)$, where $B(u)$ is a set of $B$ vertices and the sets $B(u)$ are pairwise disjoint, and edges

$$E(\mathcal{G}) = \{(v_1, \ldots, v_r) : \exists u_1, \ldots, u_r \text{ s.t. } v_i \in B(u_i) \text{ and } \{u_1, \ldots, u_r\} \text{ is a clique in } G^k\}.$$  

(The vertices $u_1, \ldots, u_r$ need not be distinct.) So $\mathcal{G} \cong K_r(G^k[B])$. We will show that $\mathcal{G} \rightarrow\mathcal{H}$.

Fix an $s$-colouring of $\mathcal{G}$. By Lemma 5.3 there exist subsets $B'(u) \subseteq B(u)$ of size $b$, such that in the subhypergraph $\mathcal{G}'$ of $\mathcal{G}$, induced on $\bigcup_{u \in V(G)} B'(u)$, if edges $e$ and $f$ satisfy $|e \cap B'(u)| = |f \cap B'(u)|$ for every $u \in V(G)$, then $e$ and $f$ have the same colour. Consider the hypergraph $\mathcal{G}'' = K_r(G^k)$, along with the $s$-colouring inherited from $\mathcal{G}'$ as follows: given an edge $(u_1, \ldots, u_r)$ in $\mathcal{G}''$ colour it according to the colour of $(v_1, \ldots, v_r)$ in $\mathcal{G}'$, for any choice of vertices $v_i \in B'(u_i)$ for $i \in [r]$ (by assumption on $\mathcal{G}'$ this is well-defined; namely, the colour does not depend on the choice of $v_1, \ldots, v_r$).

Now, by Theorem 6.2, there is a monochromatic, say red, homomorphic image $\mathcal{H}'$ of $\mathcal{H}$ in $\mathcal{G}''$, where every vertex in $\mathcal{H}'$ is the image of at most $b$ vertices in $\mathcal{H}$; let $\varphi: \mathcal{H} \rightarrow \mathcal{G}''$ be a homomorphism that maps edges of $\mathcal{H}$ to red edges of $\mathcal{G}''$, such that every vertex in $\mathcal{G}''$ is the image of at most $b$ vertices in $\mathcal{H}$. We claim that $\mathcal{G}'$ contains a red copy of $\mathcal{H}$. To see this, define a map $\varphi': \mathcal{H} \rightarrow \mathcal{G}'$, where each vertex $u$ in $\mathcal{H}$ is mapped to a vertex in $B'(\varphi(u))$, and moreover $\varphi'$ is injective. Such a map exists by choice of $\varphi$ and because $|B'(x)| = b$ for every vertex $x$. By choice of $\mathcal{G}'$, the image of $\mathcal{H}$ under $\varphi'$ is a red copy of $\mathcal{H}$ in $\mathcal{G}'$ (and so in $\mathcal{G}$), as required.

We will also need the following lemma for the proof of the main result. Its proof is quite long but mundane; we thus delay it to Appendix C.

**Lemma 6.3.** Let $d, t \ll D, T$. The following holds for every $n$ and $\ell \geq 28t$, where $L = \ell/4t - 6$. For every $H \in \mathcal{A}_{n,d,\ell}$ there exists a bipartite $F$ in $\mathcal{A}_{n,D,L}$ such that $F^{-}[K_T]$ contains a copy of $H'$.

Finally, here is the proof of the main result of this paper.

**Proof of Theorem 1.2 using Theorem 6.1 and Lemma 6.3.** Let $r, s, t, d \geq 1$ be integers. Let $T, D$ be as in Lemma 6.3, applied with $d$ and $t$, such that $T \geq r$. Let $\varepsilon$ satisfy $T, s, D \ll \varepsilon^{-1}$, and let $\Delta = 80(1/\varepsilon)\log(1/\varepsilon)$, so we also have $T, s, D \ll \Delta$. Finally, pick $k, B, \alpha$ so that $\varepsilon^{-1}, \Delta \ll k \ll B \ll \alpha \ll n$ (such parameters exist because $n$ is large with respect to $r, s, t, d$).

By Proposition 3.2, there exists an $\varepsilon$-expander $G$ on $an$ vertices with maximum degree at most $\Delta$. Let $\mathcal{G} = K_r(G^k[K_B])$. Then, by Theorem 6.1,

$$\mathcal{G} \rightarrow\rightarrow K_r(F^{-}[K_T]) \quad \text{for every bipartite } F \text{ in } \mathcal{A}_{n,D,\log(\alpha n)}. \quad (1)$$
Let $H \in \mathcal{A}_{n,d,10\log n}$. By choice of $T$ and $D$ (according to Lemma 6.3), taking $L = 10t \log n/4t - 5 = 2.5 \log n - 5$, there exists a bipartite $F$ in $\mathcal{A}_{n,D,L}$ such that $F^{-}[K_T]$ contains a copy of $H'$, so $K_r(F^{-}[K_T])$ contains a copy of $K_r(H')$. As $n \gg \alpha$, we have $L = 2.5 \log n - 5 \geq 2 \log(\alpha n)$, implying that $F \in \mathcal{A}_{n,D,2 \log(\alpha n)}$. It follows from (1) that $\mathcal{G} \rightarrow_{s}^{} K_r(H')$, completing the proof.

\textbf{Remark.} In order to prove the version of our main result for powers of tight paths, one can bypass Lemma 6.3. Indeed, take $F = P_n$ and $T = r + t - 1$ in (1) and observe that $K_r(P_n^{-}[K_{r+t-1}])$ contains the $t$-power of the tight path $P_n^r$.

### 6.1 Proof of Theorem 6.2

Throughout the proof, we fix constants as follows. Let $h$ be such that

$$r, s, t \ll h \ll \varepsilon^{-1}, \Delta,$$

and let $d_0, \ldots, d_h, d'_0, \ldots, d'_{h-1}, k_0, \ldots, k_h$ be constants such that $k_0 = k$ and

$$\varepsilon^{-1}, \Delta \ll d_h \ll k_h \ll d'_{h-1} \ll d_{h-1} \ll \ldots \ll d'_1 \ll d_1 \ll k_1 \ll d_0 \ll k_0.$$

Fix an $s$-colouring of $K_r(G^{k_0})$. Our aim is to show that there is a monochromatic copy of a homomorphically image $\mathcal{H}'$ of $\mathcal{H} = K_r(Q^{-}[K_t])$ such that every vertex in $\mathcal{H}'$ is the image of at most $(D + 1)\Delta^{(2k+1)}$ vertices in $\mathcal{H}$.

Throughout the proof we will maintain a set of vertices $U_j \subseteq V(G)$ and a collection of ordered trees $T_j(u)$, for $u \in U_j$, as in the following definition. The trees will serve as auxiliary structures that will become more complex as $j$ grows.

**Definition 6.4.** For $j \in [h]$, a \textit{height $j$ tree skeleton} is a pair $(U_j, \{T_j(u) \mid u \in U_j\})$ as follows.

1. $|U_j| \geq |V|/2^j$,
2. $T_j(u)$ is a $d_j$-ary ordered tree of height $j$ with $V(T_j(u)) \subseteq V(G)$, for each $u \in U_j$,
3. the edges of $T_j(u)$ between levels $j - i$ and $j - (i - 1)$ are in $G^{k_i}$, for each $u \in U_j$ and $i \in [j]$.

Given a height $j$ tree skeleton $(U_j, \{T_j(u) \mid u \in U_j\})$, define $\mathcal{G}_j$ to be the $r$-graph on vertices $\bigcup_{u \in U_j} L(T_j(u))$ and edges

$$\{(v_1, \ldots, v_r) : \exists u_1, \ldots, u_r \in U_j \text{ s.t. } v_i \in L(T_j(u_i)) \text{ and } \{u_1, \ldots, u_r\} \text{ is a clique in } G^{k_j}\}.$$  

(The vertices $u_1, \ldots, u_r$ need not be distinct.)

The following observation shows that the hypergraph $\mathcal{G}_j$ defined above is a subhypergraph of $K_r(G^{k_0})$, and so we can $s$-colour $\mathcal{G}_j$ according to the $s$-colouring of $K_r(G^{k_0})$. 


Observation 6.5. Then \( G_j \subseteq K_r(G^{k_0}) \).

Proof. Suppose that \((v_1, \ldots, v_r) \in E(G_j)\) and let \(u_1, \ldots, u_r\) be as in (4). Then for every \(i, l \in [r]\), either \(u_i u_l\) is an edge in \(G^{k_j}\) or \(u_i = u_l\), and so by (I3),

\[
\text{dist}_G(v_i, v_l) \leq \text{dist}_G(v_i, u_i) + \text{dist}_G(u_i, u_l) + \text{dist}_G(u_l, v_l) \leq 2(k_1 + \ldots + k_j) + k_j \leq k_0,
\]

(using \(k_1, \ldots, k_j \ll k_0\)). It follows that \((v_1, \ldots, v_r) \in E(K_r(G^{k_0}))\), as required. \(\square\)

The following proposition is the main drive of the proof.

Proposition 6.6. Let \(j \in \{0, \ldots, h - 1\}\). Suppose that \((U_j, \{T(u) \mid u \in U_j\})\) is a height \(j\) tree skeleton with the following property.

(MT) There are no disjoint sets \(X, Y, Z \subseteq V(G)\) of size \(t\) such that for some \(u \in U_j\) we have: \(X, Z \subseteq L(T_j(u))\); the ordered subtrees in \(T_j(u)\) corresponding to \(X\) and \(Z\), respectively, are vertex-disjoint isomorphic ordered trees; and both \(X \cup Y\) and \(Y \cup Z\) are monochromatic cliques of the same colour in \(G_j\).

Then either there is a height \(j + 1\) tree skeleton that also satisfies (MT), or there is a monochromatic homomorphic copy \(H'\) of \(H\) such that every vertex in \(H'\) is the image of at most \((D + 1)\Delta^{2k_0 + 1}\) vertices in \(H\).

It is easy to complete the proof using the above proposition. To see this, let \(T_0(u)\) to be the tree on the single vertex \(u\), for every \(u \in V(G)\), and let \(U_0 = V(G)\). Then \((U_0, \{T_0(u) \mid u \in U_0\})\) is a height 0 tree skeleton that satisfies (MT) trivially (as \(L(T_j(u))\) has size 1).\(^5\)

By iterating Proposition 6.6 up to \(h\) times, either there is a monochromatic homomorphic image \(H'\) of \(H\) such that every vertex in \(H'\) is the image of at most \((D + 1)\Delta^{2k_0 + 1}\) vertices in \(H\), completing the proof of Theorem 6.1; or there is a height \(h\) tree skeleton that satisfies (MT), a contradiction to Lemma 4.5.

Proof of Proposition 6.6. We first prove that there is a collection of ordered \(d'_j\)-ary subtrees \(\{T'(u_j) \subseteq T(u_j) \mid u \in U_j\}\) that satisfies the following two properties.

(J1) for every edge \(uv\) of \(G^{3k_j + 1}\), the trees \(T'_j(u)\) and \(T'_j(v)\) are vertex-disjoint,

(J2) for every clique \(\{u_1, \ldots, u_\rho\}\) in \(G^{3k_j + 1}\) with \(\rho \leq r\), any two \(r\)-sets \(X, Y \subseteq \bigcup_{i \in \rho} L(T'_j(u_i))\), such that \(X \cap L(T'_j(u_i))\) and \(Y \cap L(T'_j(u_i))\) correspond to isomorphic ordered trees for \(i \in \rho\), have the same colour.

\(^5\)The parameter \(d_0\) in the definition of a tree skeleton plays a figurative role here, and can be replaced by any other constant.
Note that if \( j = 0 \), we can take \( T'_j(u) = T_j(u) \) for every \( u \in U_0 \); properties (J1) and (J2) trivially hold in this case.

To see that such trees \( T'_j(u) \) exist for \( j \geq 1 \), recall that \( k_{j+1} \ll d_j' \ll d_j \) (see (3)). Apply Lemma 5.2, with parameters \( d_j' \), \( j \), \( r \), \((\Delta + 1)^{3k_{j+1}}, d_j \), and the graph \( G^{3k_{j+1}} \). As \( d_j', j, k_{j+1}, \Delta \ll d_j \), and the maximum degree of \( G^{3k_{j+1}} \) is bounded by \((\Delta + 1)^{3k_{j+1}}\), the lemma is applicable. It yields a collection \( \{ T''_j(u) \subseteq T_j(u) \mid u \in U_j \} \), of \( d_j' \)-ary subtrees of height \( j \), that satisfies (J1).

Next, we can apply Lemma 5.4 with parameters \( d_{j+1}, j, r, (\Delta + 1)^{3r k_{j+1}}, d_j' \), the hypergraph whose edges are cliques in \( G^{3k_{j+1}} \) of size \( \geq d_j' \), and the collection of trees \( \{ T''_j(u) \mid u \in V(G) \} \). As before, because \( d_{j+1}, j, k_{j+1}, \Delta \ll d_j' \), and the maximum degree of the aforementioned hypergraph is at most \((\Delta + 1)^{3r k_{j+1}}\), the lemma is applicable. It yields a collection \( \{ T''_j(u) \subseteq T''_j(u) \mid u \in V(G) \} \), of \( d_{j+1} \)-ary subtrees of height \( j \), that satisfies (J2).

Let \( G' \) be the hypergraph on vertices \( \bigcup_{u \in U_j} L(T'_j(u)) \) and edges
\[
\{(v_1, \ldots, v_r) : \exists u_1, \ldots, u_r \in U_j \text{ s.t. } v_i \in L(T'_j(u_i)) \text{ and } \{u_1, \ldots, u_r\} \text{ is a clique in } G^{3k_{j+1}}\}.
\]

Note that \( G' \subseteq G_j \) since \( k_{j+1} \ll k_j \), and \( G_j \subseteq K_r(G^{k_0}) \) by Observation 6.5. Consider the \( s \)-colouring of \( G' \) inherited from \( K_r(G^{k_0}) \).

We define an auxiliary edge-colouring of \( G[U_j]^{k_{j+1}} \) as follows: for an edge \( uv \), if there exist disjoint sets \( X, Y, Z \) of size \( t \) such that

- \( X \subseteq L(T'_j(u)), Y \subseteq \bigcup_{w \in U_j} L(T'_j(w)) \) and \( Z \subseteq L(T'_j(v)) \),
- the ordered subtrees of \( T'_j(u) \) and \( T'_j(v) \) that correspond to \( X \) and \( Z \), respectively, are isomorphic copies of some ordered tree \( S \),
- \( G'_j[X \cup Y] \) and \( G'_j[Y \cup Z] \) are both monochromatic cliques of some colour \( c \),

then colour \( uv \) by \((c, S)\). If no such \( X, Y, Z \) exist, colour \( uv \) grey. (It may be that an edge \( uv \) receives more than one non-grey colour.)

Let \( s' \) be the number of pairs \((c, S)\) as above; then \( s' \) is bounded by a function of \( s, t, h \). Apply Corollary 3.4 with parameters \( s', d_{j+1} + 1, D, 2^{-j}, n \) and \( \varepsilon, k_{j+1}, \alpha \), and graph \( G \). As \( j \leq h \ll \varepsilon^{-1} \) and \( r, s, t, D, h, d_{j+1} \ll k_{j+1} \ll \alpha \), the corollary is applicable. It implies that
\[
G[U_j]^{k_{j+1}} \rightarrow \left( \text{disjoint cliques covering } |U_j|/2 \text{ vertices} \right)^{s'} \left( \bigcup_{K_{d_{j+1}+1}} K_{d_{j+1}+1} \cup \ldots \cup K_{d_{j+1}+1} \right) \left( Q, \ldots, Q \right) \right) \tag{5}
\]

We consider two cases: there is a non-grey copy of \( Q \); or there is a collection of pairwise-disjoint grey \((d_{j+1} + 1)\)-cliques that covers at least \(|U_j|/2 \) vertices.
Case 1: non-grey monochromatic $Q$

In this case there exists a $(c,S)$-coloured copy of $Q$, denoted $Q'$, for some $c$ and $S$ as above. We shall need the following claim, that guarantees the existence of an ‘extensible’ copy of $S$ in each tree $T'_j(u)$.

**Claim 6.7.** For every $u \in U_j$, there is a copy $S_u$ of $S$ in $T'_j(u)$ such that:

- $L(S_u) \subseteq L(T'_j(u))$,
- for every ordered tree $S'$ that contains $S$, has height $j' \leq j$, has at most $2t$ leaves, and $L(S) \subseteq L(S')$, there is a copy of $S'$ in $T'_j(u)$ that contains $S_u$.

**Proof.** For an ordered tree $T$ with root $x$, denote by $T_u$ the subtree of $T$ rooted at $u$. A *respectful labelling* of $T$ is a labelling $\varphi : V(T) \setminus \{x\} \rightarrow \mathbb{N}$ such that for any two vertices $y$ and $z$ that are children of the same vertex, if the leaves in the subtree $T_y$ precede the leaves in $T_z$ then $\varphi(y) < \varphi(z)$ (note that by definition of an ordered tree, either the leaves of $T_y$ precede the leaves of $T_z$, or vice versa).

Fix $u \in U_j$ and denote $T = T'_j(u)$. Let $\varphi$ be a respectful labelling of $T$ with labels in $[d'_j]$ (note that all labels are uniquely determined). Let $\psi$ be a respectful labelling of $S$ with labels in $\{t + 1, 2(t + 1), \ldots, t(t + 1)\}$; such a labelling exists, because $S$ has $t$ leaves and so every vertex in $S$ has at most $t$ children.

Let $S'$ as in the statement of the claim and fix an embedding $f : S \rightarrow S'$. We claim that there is a respectful labelling $\psi'$ of $S'$ with labels in $[t^2 + 2t]$ that extends $\psi$; namely $\psi'(u) = \psi'(f(u))$ for every $u \in S$ (except for the root of $S$, which does not receive a label in $\psi$). Indeed, this follows by choice of $\psi$ because every vertex in $S$ has at most $t$ children that are not in $S$.

We take $S_u$ to be the copy of $S$ in $T$ for which the labelling $\varphi$ restricted to $S_u$ is $\psi$. The claim follows from the previous paragraph. (Here we use that $d'_j \gg t$ to guarantee the existence of $S_u$.)

For each $u \in U_j$, fix a copy $S_u$ of $S$ in $T'_j(u)$ as in Claim 6.7. By definition of the auxiliary colouring of $G[U_j]^{k_j+1}$, for every edge $uv$ in $Q'$, there are disjoint sets $X_{uv}, Y_{uv}, Z_{uv}$ of size $t$ such that: $X_{uv} \subseteq L(T'_j(u))$ and $Z_{uv} \subseteq L(T'_j(v))$, and the ordered subtrees of $T'_j(u)$ and $T'_j(v)$ corresponding to $X_{uv}$ and $Z_{uv}$ are isomorphic to $S$. Moreover, $X_{uv} \cup Y_{uv}$ and $Y_{uv} \cup Z_{uv}$ are $c$-coloured cliques in $G'_j$.

We claim that we may assume $X_{uv} = L(S_u)$ and $Z_{uv} = L(S_v)$.

Indeed, replace $X_{uv}$ by $L(S_u)$, and replace the vertices of $Y_{uv} \cap L(T'_j(u))$ by a set $Y'$ of the same size in $L(T'_j(u))$, such that the subtree of $T'_j(u)$ corresponding to $L(S_u) \cup Y'$ is isomorphic to the subtree of $T'_j(u)$ corresponding to $(X_{uv} \cup Y_{uv}) \cap L(T'_j(u))$. Such a set $Y'$ exists due to the choice of $S_u$ as in Claim 6.7. These modified sets $X_{uv}, Y_{uv}, Z_{uv}$ satisfy the same properties as the original sets, due to (J2). Similarly, we may assume that $Z_{uv} = L(S_v)$.
Consider the $r$-uniform hypergraph $\mathcal{H}'$ on vertices \( \bigcup_{uv \in V(Q')} L(S_u) \cup \bigcup_{uv \in E(Q')} Y_{uv} \) whose edges are $r$-subsets of $L(S_u) \cup Y_{uv}$, for $uv \in E(Q')$. Note that this is a $c$-coloured homomorphic copy of $\mathcal{H} = K_r(Q^{-}[K'_t])$. Notice also that every vertex in $L(S_u)$ is at distance at most $k_0$ from $u$, by (I3). Similarly, every vertex in $Y_{uv}$ is at distance at most $2k_0$ from $u$. Indeed, since $L(S_u) \cup Y_{uv}$ is a clique in $G'_j$ and $G'_j \subseteq K_r(G^{k_0})$, every vertex in $Y_{uv}$ is at distance at most $k_0$ from every vertex in $L(S_u)$, which in turn is at distance at most $k_0$ from $u$. It follows that every vertex in $G$ is in at least $1 + \Delta + \ldots + \Delta^{k_0} \leq \Delta^{k_0+1}$ sets $L(S_u)$, and in at most $D \cdot (1 + \Delta + \ldots + \Delta^{2k_0}) \leq D \cdot \Delta^{2k_0+1}$ sets $Y_{uv}$. So $\mathcal{H}'$ is a $c$-coloured homomorphic copy of $\mathcal{H}$ where every vertex in $\mathcal{H}'$ is the image of at most $(D + 1) \cdot \Delta^{2k_0+1}$ vertices in $\mathcal{H}$, as required.

**Case 2: many disjoint grey cliques**

In this case there is a collection of pairwise disjoint grey $(d_{j+1}+1)$-cliques in $G^{k_{j+1}}[U_j]$ that covers at least $|U_j|/2$ vertices in $U_j$; denote by $U_{j+1}$ the set of vertices covered by these cliques.

Given $u \in U_{j+1}$, let $K$ be a grey $(d_{j+1}+1)$-clique in $G^{k_{j+1}}$ that contains $u$, and let $u_1, \ldots, u_{d_{j+1}}$ be the other vertices in $K$. Form a $d_{j+1}$-ary tree $T_{j+1}(u)$ of height $j+1$ by joining the roots of $T_j'(u_1), \ldots, T_j'(u_{d_{j+1}})$ to $u$ and thinking of $u$ as the root. Note that $T_{j+1}(u)$ is indeed a tree since $T'_j(u_p)$ and $T'_j(u_q)$ are vertex disjoint for $p \neq q$ due to (J1) and since $u_p u_q \in E(G^{k_{j+1}}[U_j])$. Inside each $T'_j(u_q)$, keep the order of the leaves in $T_{j+1}(u)$ as they were in $T'_j(u_q)$, and order the leaves of distinct trees in increasing order of the indices of the roots, that is, we first put the leaves of $T'_j(u_1)$ then the leaves of $T'_j(u_2)$, etc.

**Claim 6.8.** \( (U_{j+1}, \{T_{j+1}(u) \mid u \in U_{j+1}\} \) is a $d_{j+1}$-ary tree skeleton of height $j+1$ that satisfies (MT).

**Proof.** It is easy to check that (I1) to (I3) hold. It remains to check that (MT) holds too.

To do so, we will use the fact that $G_{j+1} \subseteq \mathcal{G}_{j}' \subseteq \mathcal{G}_{j}$. The second inclusion is true since $k_{j+1} \ll k_j$. To see that $\mathcal{G}_{j+1} \subseteq \mathcal{G}_{j}'$, consider an edge $(v_1, \ldots, v_r)$ in $\mathcal{G}_{j+1}$, and let $u_1, \ldots, u_r \in U_{j+1}$ be such that $v_i \in L(T_{j+1}(u_i))$ and $\{u_1, \ldots, u_r\}$ is a clique in $G^{k_{j+1}}$. (Recall that the $u_i$’s need not be distinct.) By definition of $T_{j+1}(\cdot)$, there exist $w_1, \ldots, w_r \in U_j$ such that $u_i w_i \in E(G^{k_{j+1}})$ and $v_i \in L(T'_j(w_i))$. Since $\{u_1, \ldots, u_r\}$ is a clique in $G^{k_{j+1}}$ it follows that $\{w_1, \ldots, w_r\}$ is a clique in $G^{3k_{j+1}}$, so $\{v_1, \ldots, v_r\} \in E(G'_j)$.

Suppose now that (MT) does not hold for \( (U_{j+1}, \{T_{j+1}(u) \mid u \in U_{j+1}\} \). Then there exist disjoint sets $X, Y, Z$ of size $t$ and $u \in U_j$ such that $X, Z \subseteq L(T_{j+1}(u))$; the subtrees $S_X$ and $S_Z$ of $T_{j+1}(u)$ corresponding to $X$ and $Z$ are isomorphic and vertex-disjoint; and both $X \cup Y$ and $Y \cup Z$ are monochromatic cliques in $\mathcal{G}_{j+1}$.

Note that, by disjointness of $S_X$ and $S_Z$, the roots of $S_X$ and $S_Z$ are not $u$. We can thus define $w_X$ and $w_Z$ to be the children of the root of $T_{j+1}(u)$ that are common ancestors of $X$ and $Z$, respectively.
If \( w_X = w_Z \), then this contradicts (MT) for \( j \), using \( G_{j+1} \subseteq G_j \). If \( w_X \neq w_Z \), then \( w_X w_Z \) is a grey edge of \( G^{K_{j+1}} \), by construction of \( T_{j+1}(u) \). We thus reached a contradiction to the definition of a grey edge, as \( G_{j+1} \subseteq G'_j \). It follows that (MT) holds, as required.  

This completes the proof of Proposition 6.6. With it, the proof of Theorem 6.1 is also complete.  

\[ \]

7 Powers of hypergraph trees

Recall Definition 1.5, which defines an \( r \)-uniform tree to be an \( r \)-graph with edges \( \{e_1, \ldots, e_m\} \) such that for every \( i \in \{2, \ldots, m\} \) the following holds: \( |e_i \cap \bigcup_{1 \leq j < i} e_j| \leq r - 1 \) and \( e_i \cap \bigcup_{1 \leq j < i} e_j \subseteq e_{i_0} \) for some \( i_0 \in [i-1] \). Our aim in this lemma is to deduce the version of our main result for powers of \( r \)-uniform trees, namely Theorem 1.7, from Theorem 1.4. The main ingredient in this deduction is the following lemma, which we prove below. Here \( c(\mathcal{T}) \) is the number of connected components in \( \mathcal{T} \).

**Lemma 7.1.** Let \( \mathcal{T} \) be an \( r \)-uniform tree on \( n \) vertices with maximum degree at most \( d \). There exists a tree \( S \) on \( n + c(\mathcal{T}) \) vertices with maximum degree at most \( d \cdot r \) such that \( \mathcal{T} \subseteq K_r(S^{d+1}) \).

The following corollary follows quite easily (recall Definition 1.6 about powers of hypergraphs).

**Corollary 7.2.** Let \( \mathcal{T} \) be an \( r \)-uniform tree on \( n \) vertices with maximum degree at most \( d \). Then there is a tree \( S \) on \( n + c(\mathcal{T}) \) vertices with maximum degree at most \( d \cdot r \) such that \( \mathcal{T}^t \subseteq K_r(S^{t(d+1)}) \) for any \( t \geq 1 \).

**Proof.** By Lemma 7.1 there is a tree \( S \) on \( n + c(\mathcal{T}) \) vertices with maximum degree at most \( d \cdot r \) such that \( \mathcal{T} \subseteq K_r(S^{d+1}) \). Let \( e \in E(\mathcal{T}^t) \). By definition of \( \mathcal{T}^t \), there exists a tight path \( P \) on at most \( r + t - 1 \) vertices that contains \( e \); denote the vertices of \( P \) (in order) by \( (u_1, \ldots, u_s) \). Observe that for \( i, j \in [s] \) with \( |i - j| \leq r - 1 \), the vertices \( u_i \) and \( u_j \) are contained in an edge of \( \mathcal{T} \), so by choice of \( S \) they are at distance at most \( d + 1 \) in \( S \). It follows that \( \text{dist}_S(u_i, u_j) \leq \lceil (s-1)/(r-1) \rceil \cdot (d + 1) \leq t(d+1) \) for every \( i, j \in [s] \). This implies that \( \{u_1, \ldots, u_s\} \) is a clique in \( S^{t(d+1)} \). As \( e \subseteq \{u_1, \ldots, u_s\} \), we have \( e \in K_r(S^{t(d+1)}) \), establishing that \( \mathcal{T}^t \subseteq K_r(S^{t(d+1)}) \), as required.  

It is easy to prove the version of our main result for hypergraph trees.

**Proof of Theorem 1.7.** Let \( \mathcal{T} \) be an \( r \)-uniform tree on \( n \) vertices with maximum degree \( d \). By Corollary 7.2, there is a tree \( S \) on \( n + c(\mathcal{T}) \leq 2n \) vertices with maximum degree at most \( dr \), such that \( \mathcal{T}^t \subseteq K_r(S^{t(d+1)}) \). By Theorem 1.4, applied with \( r, s, dr, t(d + 1) \), we find that \( \hat{n}_s(K_r(S^{t(d+1)})) = O(n) \). It follows that \( \hat{n}_s(\mathcal{T}^t) = O(n) \), as required.  

It remains to prove Lemma 7.1.
Proof of Lemma 7.1. Observe that the connected components of any $r$-uniform tree are themselves $r$-uniform trees. It thus suffices to prove the lemma under the assumption that $\mathcal{T}$ is connected. Indeed, if $\mathcal{T}$ consists of components $\mathcal{T}_1, \ldots, \mathcal{T}_k$ and the statement for connected hypergraph trees holds, then there are trees $S_1, \ldots, S_k$ such that $S_i$ has at most $|\mathcal{T}_i| + 1$ vertices, has maximum degree at most $dr$, and satisfies $T_i \subseteq K_r(S^{d+1})$, for $i \in [k]$. Form a tree $S$ as follows. Suppose that $S_1, \ldots, S_k$ are pairwise vertex-disjoint. For $i \in [k-1]$, let $e_i$ be an edge that joins a leaf of $S_i$ with a leaf of $S_{i+1}$. Take $S$ to be the union of the trees $S_1, \ldots, S_k$ and the edges $e_1, \ldots, e_{k-1}$; then $S$ is a tree on $n + c(\mathcal{T})$ vertices, with maximum degree at most $dr$ (observe that the degree of vertices incident with at least one edge $e_i$ is at most $dr$, and we may assume $dr \geq 3$, as other cases result in trivial statements). From now on, we assume that $\mathcal{T}$ is connected.

Let $e_1, \ldots, e_m$ be the edges of $\mathcal{T}$, and suppose that for every $i \in \{2, \ldots, m\}$ we have $1 \leq |e_i \cap (\bigcup_{j \leq i} e_j)| \leq r - 1$ (using that $\mathcal{T}$ is connected), and $e_i \cap (\bigcup_{1 \leq j < i} e_j) \subseteq e_i$ for some $i_0$ with $1 \leq i_0 < i$. Define $f : [m] \to [m]$ by setting $f(1) = 1$ and $f(i) = i_0$, where $i > 1$ and $i_0$ is as above. We will denote $f(f(i))$ simply by $f^2(i)$.

For $i \in [m]$, let $T_i$ be the subtree of $\mathcal{T}$ spanned by the edges $e_1, \ldots, e_i$. We construct a tree $S_i$ on the vertex set $\{x\} \cup V(T_i)$ for every $i \in [m]$, where $x$ is a new vertex, and such that $S_1 \subseteq \ldots \subseteq S_m = S$, as follows.

- $S_1$ is a star whose root is $x$ and whose leaves are the vertices in $e_1$,
- for each $i$ with $2 \leq i \leq m$, pick $p_i$ as follows: if $f(i) = 1$, define $p_i$ to be any vertex from $e_i \cap e_1$; and if $f(i) > 1$, define $p_i$ to be any vertex from $(e_i \cap e_{f(i)}) \setminus e_{f^2(i)}$. Form $S_i$ by adding the vertices in $e_i \setminus e_{f(i)}$ to $S_{i-1}$ and joining them to $p_i$.

(Note that if $f(i) > 1$, then $(e_i \cap e_{f(i)}) \setminus e_{f^2(i)}$ is non-empty by minimality of $f(i)$, as $f^2(i) < f(i)$.) It is easy to see that each $S_i$ is a tree, as we keep adding leaves at each iteration, starting with a star. We first argue that $S$ has bounded degree, using the following claim.

Claim 7.3. For every vertex $u$ in $T_i$ we have $\deg_{S_i}(u) \leq r \cdot \deg_{T_i}(u)$.

Proof. We prove the statement by induction on $i$. The statement holds for $i = 1$, as the vertices of $T_1$ have degree 1 in both $S_1$ and $T_1$. For $i \geq 2$, suppose that the statement holds for $i - 1$. Note that the only vertices whose degree changes when moving from $S_{i-1}$ to $S_i$ are $p_i$, whose degree increases by less than $r$, and the elements of $e_i \setminus e_{f(i)}$, whose degree in $S_i$ is 1. As $\deg_{T_i}(p_i) = \deg_{T_{i-1}}(p_i) - 1$ (because $p_i \in e_i$), the statement for $i$ follows. □

Note that $\deg_{S_i}(x) = r$ for every $i \in [m]$. It thus follow from Claim 7.3 that $\Delta(S) \leq rd$.

It remains to show that for every edge $e_i$ in $\mathcal{T}$, the distance between any two elements of $e_i$ is at most $d + 1$. We use the following claim.

Claim 7.4. Let $i \geq 2$, $u \in e_i \setminus e_{f(i)}$ and $w \in e_i$. Then $\text{dist}_{S}(u, w) \leq \deg_{T_i}(w) + 1$. 28
Proof. We prove the claim by induction on \( \deg_T(w) \). If \( \deg_T(w) = 1 \), this means that \( w \in e_i \setminus e_f(i) \), which by construction of \( S \) implies \( \dist_S(u, w) \leq 2 = \deg_T(w) + 1 \), as desired.

Now suppose that \( \deg_T(w) > 1 \). In particular, we have \( w \in e_f(i) \). We consider two cases: \( f(i) = 1 \) and \( f(i) > 1 \). In the former case, we have \( w, p_i \in e_1 \), and so \( \dist_S(w, p_i) = 2 \), implying that \( \dist_S(u, w) \leq \dist_S(u, p_i) + \dist_S(p_i, w) = 3 \leq \deg_T(w) + 1 \). Now suppose that \( f(i) > 1 \). Then \( \deg_{T_f(i)}(w) < \deg_T(w) \) and \( p_i \in e_f(i) \setminus e_f(i) \). By induction, applied to \( f(i), p_i \), and \( w \), we find that \( \dist_S(p_i, w) \leq \deg_{T_f(i)}(w) + 1 < \deg_T(w) + 1 \). As \( p_i \) and \( u \) are adjacent in \( S \), it follows that \( \dist_S(u, w) \leq \dist_S(p_i, w) + \dist_S(u, p_i) < \deg_T(w) + 1 \), as required. \( \square \)

It is now easy to deduce that for every \( i \in [m] \) we have \( \dist_S(u, w) \leq d + 1 \) for every \( u, w \in e_i \). Indeed, for such \( i, u, w \), without loss of generality, \( i \) is minimum such that \( u, w \in e_i \). Then either \( u, w \in e_1 \) and so \( \dist_S(u, v) = 2 \), or at least one of \( u \) and \( w \) is in \( e_i \setminus e_f(i) \). Either way, by Claim 7.4, we have \( \dist_S(u, w) \leq d + 1 \), as required. \( \square \)

8 Conclusion

In this paper we studied families of bounded degree hypergraphs whose size-Ramsey number is linear in their order. Not much is known about bounded degree hypergraphs, or even graphs, whose size-Ramsey numbers are not linear. As mentioned in the introduction, Rödl and Szemerédi [33] constructed a sequence \( (H_n) \), where \( H_n \) is an \( n \)-vertex graph with maximum degree 3 such that \( \hat{r}(H_n) = \Omega(n \log n)^{1/60} \), thus refuting a conjecture of Beck [2], which said that all bounded degree graphs have linear size-Ramsey numbers. Rödl and Szemerédi conjectured that \( \log^6 n \) can be improved to \( n^\varepsilon \) for some constant \( \varepsilon > 0 \), and this is widely open. We restate their conjecture here.

Conjecture 8.1. There exist \( \Delta, \varepsilon > 0 \) and a sequence \( (F_n) \), where \( F_n \) is an \( n \)-vertex graph with maximum degree at most \( \Delta \), such that \( \hat{r}(F_n) = \Omega(n^{1+\varepsilon}) \).

Regarding upper bounds, Kohayakawa, Rödl, Schacht, and Szemerédi [27] proved that for every \( \Delta \geq 3 \) and \( \varepsilon < 1/\Delta \), every \( n \)-vertex graph \( F \) with maximum degree at most \( \Delta \) satisfies \( \hat{r}(F) = O(n^{2-\varepsilon}) \), thus answering a question of Rödl and Szemerédi [33].

In fact, other than the Rödl–Szemerédi construction, we do not know of any other examples of bounded degree graphs with superlinear size-Ramsey number. One candidate that seems worth considering is the family of grid graph. The \( n \times n \) grid graph \( G_{n,n} \) is defined on the vertex set \([n] \times [n]\) with edges \( uv \) present, whenever \( u \) and \( v \) differ in exactly one coordinate and the difference is exactly 1 (equivalently, \( G_{n,n} \cong P_n \square P_n \), where \( H \square F \) is the Cartesian product of \( H \) and \( F \)). Recently, Clemens, Miralaei, Reding, Schacht and Taraz [10] showed that the size-Ramsey number of the grid graph on \( n \times n \) vertices is bounded from above by \( n^{3+o(1)} \). As is often the case, the host graph in their proof is a random graph with \( \Theta(n^2) \) edges and appropriate density, and the \( n^{3+o(1)} \)
bound is tight, up to the $o(1)$ term in the exponent, for random graphs. No non-trivial lower bounds are known. It would thus be very interesting to have an answer to the following question.

**Question 8.2.** Is the size-Ramsey number of the grid graph on $n \times n$ vertices $O(n^2)$?

Another interesting problem is the tightness of known bounds on the size-Ramsey number of $q$-subdivisions of bounded degree graphs, where $q$ is fixed. Recall that Draganić, Krivelevich and Nenadov [12] recently showed that for fixed $\Delta$ and $q$, the size-Ramsey number of the $q$-subdivision of an $n$-vertex graph with maximum degree $\Delta$ is bounded by $O(n^{1+1/q})$. Similarly to the grid, this is close to tight if the host graph is a random graph. However, it is unclear if this bound is anywhere near tight in general. We pose it as our last question.

**Question 8.3.** For fixed $\Delta$ and $q$, is there a sequence $(H_n)$, where $H$ is an $n$-vertex graph with maximum degree at most $\Delta$, such that the size-Ramsey number of the $q$-subdivision of $H_n$ is at least $\Omega(n^{1+1/q})$?
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A Proof of Proposition 3.2

Proof. Without loss of generality, \( \varepsilon < 1/2e \). Let \( G \) be a copy of \( G(N,p) \), where \( N = 2\alpha n \), \( p = \beta/N \) and \( \beta = 20 \cdot (1/\varepsilon) \log(1/\varepsilon) \).

We show that with high probability \( G \) is an \( \varepsilon/2 \)-expander.

\[
\Pr[\text{there exist disjoint } A, B \subseteq V(G) \text{ of size } \varepsilon N/2 \text{ with no edge from } A \text{ to } B] = \sum_{A, B \subseteq V(G) \text{ disjoint, } |A| = |B| = \varepsilon N/2} (1 - p)^{|A|} \exp(-p \cdot \varepsilon^2 N^2/4) \\
\leq \left( \frac{N}{\varepsilon N/2} \right)^{2} \cdot \exp(-p \cdot \varepsilon^2 N^2/4) \\
\leq (2\varepsilon/e)^{2\varepsilon N} \cdot \exp(-\beta \varepsilon^2/N) \\
\leq \exp((2\varepsilon \log(2\varepsilon/e) - \beta \varepsilon^2/4) \cdot N) \\
\leq \exp((-\varepsilon \log(1/\varepsilon) \alpha n) = o(1).
\]

We also observe that as the expected number of edges in \( G \) is \( p^{N/2} \leq pN^2/2 \), with high probability \( G \) has at most \( pN^2 \) edges, e.g. using Chernoff’s bounds.

We may thus take \( G \) to be a graph on \( 2\alpha n \) vertices that satisfies the above two properties; namely, it is an \( \varepsilon/2 \)-expander and it has at most \( pN^2 \) edges. The latter property implies that there are at most \( N/2 \) vertices with degree larger than \( 4pN \). It follows that there is an induced subgraph \( G' \) of \( G \) that has exactly \( N/2 = \alpha n \) vertices, and which has maximum degree at most \( 4pN = 4\beta = 80 \cdot (1/\varepsilon) \log(1/\varepsilon) \). Note that \( G' \) is an \( \varepsilon \)-expander, so it satisfies the requirements.

B Proof of Theorem 3.9

Our proof of Theorem B.2 uses machinery that was introduced by Friedman and Pippenger [18] to prove that \( (2m, d + 1) \)-expanding graphs contain every tree in \( T_{m,d} \). Their method was modified by Glebov, Johannsen and Krivelevich [19, 20] to provide a flexible approach for embedding bounded degree trees. We use the notation in [11].
**Definition B.1.** Let $m, d$ be integers. Given graphs $G$ and $H$, an embedding $\varphi : H \to G$ is an $(m, d)$-good embedding if for every subset $X \subseteq V(G)$ of size at most $m$ the following holds.

\[ |N_G(X) \setminus \varphi(V(H))| \geq \sum \limits_{x \in X} (d - \deg_H(\varphi^{-1}(x))) \tag{6} \]

where if $x \notin \varphi(V(H))$ then $\deg_H(\varphi^{-1}(x))$ is defined to be 0.

The following theorem is implicit in [18].

**Theorem B.2.** Let $m, d$ be integers. Let $H$ be a graph on fewer than $m$ vertices and with maximum degree at most $d$, let $G$ be a $(2m, d + 1)$-expanding graph, and let $\varphi : H \to G$ be a $(2m, d)$-good embedding. Then for every graph $H'$ on at most $m$ vertices and with maximum degree at most $d$, that can be obtained from $H$ by successively adding vertices of degree 1, there exists a $(2m, d)$-good embedding $\varphi' : H' \to G$ that extends $\varphi$.

Next, we give three handy observations.

**Observation B.3.** Let $m, d$ be integers. Let $G$ be an $(m, d + 1)$-expanding graph, and let $H$ be a graph on a single vertex. Then every embedding $\varphi : H \to G$ is $(m, d)$-good.

Observation B.3 follows immediately from the definition of a good embedding.

**Observation B.4.** Let $m, d$ be integers. Let $\varphi : H \to G$ be an $(m, d)$-good embedding. Then for every graph $H'$ obtained by successively removing vertices of degree 1 from $H$, the restriction $\varphi'$ of $\varphi$ to $H'$ is an $(m, d)$-good embedding.

For a proof of Observation B.4 see Lemma 2.4 in [11] or Lemma 5.2.7 in [19] (the latter is phrased using different notation).

**Observation B.5.** Let $m, d$ be integers. Suppose that $\varphi : H \to G$ is an $(m, d)$-good embedding, and let $H'$ be a graph obtained from $H$ by joining two vertices $u, v$ in $H$ for which $\varphi(u)\varphi(v)$ is an edge in $G$. Then $\varphi$, interpreted as an embedding of $H'$ into $G$, is an $(m, d)$-good embedding.

The proof of Observation B.5 is very easy; see Lemma 5.2.8 in [19] or the following proof.

**Proof.** Adding the edge $uv$ to $H$ does not change the left-hand side of (6), and does not increase the right-hand side of (6). \[ \square \]

The following lemma is a variant of Lemma 5.2.9 in [19] (a similar lemma appears in [11], and a stronger version is given in Lemma 3.10 in [31]). As our setting is slightly different, existing variants do not seem to apply directly, so we give the proof here. Nevertheless, the proof is essentially the same.
Lemma B.6. Let $m, d$ be integers. Suppose that $G$ is a $(4m, d + 1)$-expanding graph, which is bipartite with bipartition $\{X, Y\}$, and for every two subsets $X' \subseteq X$, $Y' \subseteq Y$ of size at least $m/8$ there is an edge of $G$ between $X'$ and $Y'$.

Let $H$ and $H'$ be bipartite graphs in $A_{m,d,2\log m}$ such that $H'$ can be obtained from $H$ by joining two vertices in $H$ by a path $P$ of length at least $2\log m$ whose interior vertices are not in $H$. Suppose that $\varphi : H \to G$ is a $(4m, d)$-good embedding. Then there exists a good embedding $\varphi' : H' \to G$ that extends $\varphi$.

Proof. Denote the ends of $P$ by $x$ and $y$ (so $x, y \in V(H)$). Write $\ell = \lfloor \log m - 2 \rfloor$ and $k = |P| - 2 - 2\ell$.

Note that $k \geq 2$, and let $k_x, k_y$ be integers such that $k_x, k_y \geq 1$ and $k = k_x + k_y$. Let $T_x$ and $T_y$ be rooted trees obtained from complete binary trees of height $\ell$, by attaching a path of length $k_x$ and $k_y$, respectively, to the root of the binary tree, and assigning the other end of this path to be the root of the resulting tree. Consider the graph $F$ obtained from $H$ by attaching $T_x$ to $x$ and $T_y$ to $y$ (so that $x$ is the root of $T_x$ and $y$ is the root of $y$; the other vertices of $T_x$ and $T_y$ are not in $H$; and the trees $T_x$ and $T_y$ are vertex-disjoint).

Observe that $F$ can be obtained from $H$ by successively adding vertices of degree 1, it has maximum degree at most $d$ (for this we use that $x$ and $y$ have degrees at most $d - 1$ in $H$ by the assumptions on $H$ and $H'$, $k_x, k_y \geq 1$, and $d \geq 3$), and we can bound the number of vertices in $F$ as follows.

$$|F| \leq |H| + k + 2(1 + 2 + \ldots + 2^\ell) \leq |H'| + 4 \cdot 2^\ell \leq 2m.$$

Thus by Theorem B.2 there is a $(4m, d)$-good embedding $\psi : F \to G$ that extends $\varphi$. Denote by $L_x$ and $L_y$ the images of the non-root leaves of $T_x$ and $T_y$ under $\psi$. Because $H'$ and $G$ are bipartite and $H$ is connected, without loss of generality $L_x \subseteq X$, and thus $L_y \subseteq Y$. As $|L_x|, |L_y| = 2^\ell \geq m/8$ and by assumption on $G$, there exist vertices $x' \in L_x$ and $y' \in L_y$ such that $x'$ and $y'$ are adjacent in $G$.

Consider the graph $F'$ obtained from $F$ by removing all vertices in $T_x$ except for the vertices on the path from $\psi^{-1}(x')$ to the root $x$, and similarly removing all vertices in $T_y$ except for the vertices on the path from $\psi^{-1}(y')$ to $y$. By Observation B.4, the restriction $\psi'$ of $\psi$ to $F'$ is $(4m, d)$-good. Note that $H$ can be obtained from $F'$ by joining $\psi^{-1}(x')$ and $\psi^{-1}(y')$. Thus, by Observation B.5 and by choice of $x'$ and $y'$, the embedding $\varphi' : H' \to G$ obtained by thinking of $\psi'$ as an embedding of $H$ is $(4m, d)$-good.

The proof of Theorem 3.9 follows easily from the above results.

Proof of Theorem 3.9. Let $H$ be a bipartite graph in $A_{m,d,2\log m}$, and let $H_0, \ldots, H_t = H$ be such that $H_0$ is a graph on one vertex, and $H_{i+1}$ can be obtained from $H_i$ by either adding a new vertex and joining it by an edge to some vertex in $H_i$, or by connecting two vertices in $H_i$ by a path of length at least $2\log m$ whose interior vertices are new. By Observation B.3, any embedding $\varphi_0 : H_0 \to G$ is $(4m, d)$-good. Suppose that $\varphi_i : H_i \to G$ is a $(4m, d)$-good embedding. If $H_{i+1}$ can be obtained from $H_i$ by joining a new vertex by an edge to $H_i$, then by Theorem B.2 there
is a \((4m, d)\)-good embedding \(\varphi_{i+1} : H_{i+1} \to G\). Otherwise, there exists a \((4m, d)\)-good embedding \(\varphi_{i+1} : H_{i+1} \to G\) by Lemma B.6. It follows that there is a good embedding \(\varphi : H \to G\), as required. \(\square\)

### C Embedding powers of subdivisions into blowups of large subdivisions

In this section we prove Lemma 6.3. We split the task of proving the lemma into the following two propositions.

**Proposition C.1.** Let \(d\) and \(\ell\) be integers, with \(\ell \geq 6\), and set \(D = 4d^3\) and \(L = (\ell - 3)/2\). Let \(H \in \mathcal{A}_{n,d,\ell}\). Then there is a graph \(F \in \mathcal{A}_{n,D,L}\) and a map \(\varphi : H \to F\) such that

- \(\text{dist}_F(\varphi(x), \varphi(y)) \leq \lfloor \text{dist}_H(x, y)/2 \rfloor\) for every \(x, y \in V(H)\), and
- \(|\varphi^{-1}(u)| \leq 4d^2\) for every \(u \in V(F)\).

**Proposition C.2.** Let \(d\) and \(\ell\) be integers, with \(\ell \geq 7\), and set \(D = 4d^2\) and \(L = (\ell - 6)/2\). Let \(H \in \mathcal{A}_{n,d,\ell}\). Then there exists a bipartite graph \(F\) in \(\mathcal{A}_{n,D,L}\) and a map \(\varphi : H \to F^{-}\) such that

- adjacent vertices in \(H\) are mapped either to the same vertex or to adjacent ones in \(F^{-}\), and
- \(|\varphi^{-1}(u)| \leq 4d\) for every vertex \(u \in V(F)\).

We now prove Lemma 6.3 using the two propositions, whose proofs we delay to subsequent subsections.

**Proof of Lemma 6.3 using Propositions C.1 and C.2.** Let \(s = \lceil \log_2 \ell \rceil\). Define \(\ell_0, \ldots, \ell_s\) as follows.

\[
\ell_0 = \ell \quad \text{and} \quad \ell_i = \lfloor (\ell_{i-1} - 3)/2 \rfloor \quad \text{for} \ i \in [s].
\]

Define \(d_0, \ldots, d_s\) and \(b_1, \ldots, b_s\) as follows.

\[
d_0 = d \quad \text{and} \quad d_i = 4d_{i-1}^3, \ b_i = 4d_{i-1}^2 \quad \text{for} \ i \in [s].
\]

Now define graphs \(H_0, \ldots, H_s\), such that \(H_i \in \mathcal{A}_{n,d,\ell_i}\), and maps \(\varphi_1, \ldots, \varphi_s\) as follows. Take \(H_0 = H\). Having defined \(H_{i-1}\), by Proposition C.1 and choice of \(d_i, b_i\), there exists \(H_i \in \mathcal{A}_{n,d,\ell_i}\) and a map \(\varphi_i : H_{i-1} \to H_i\) such that \(\text{dist}_{H_i}(\varphi_i(x), \varphi_i(y)) \leq \lfloor \text{dist}_{H_{i-1}}(x, y)/2 \rfloor\) for every \(x, y \in V(H_{i-1})\), and \(|\varphi_i^{-1}(u)| \leq b_i\) for every \(u \in H_i\). Set \(\varphi = \varphi_s \circ \cdots \circ \varphi_1\). Then \(\varphi\) is a map from \(H_0 = H\) to \(H_s\) such that if \(\text{dist}_H(x, y) \leq 2^s\) then \(\text{dist}_{H_s}(\varphi(x), \varphi(y)) \leq 1\), and \(|\varphi^{-1}(u)| \leq b_1 \cdot \ldots \cdot b_s\) for every \(u \in H_s\).

Observe that \(\ell_i \geq \ell_{i-1}/2 - 2.5\) for \(i \in [s]\). By iterating this we find that \(\ell_s \geq 2^{-s}\ell_0 - 5 \geq \ell/2t - 5\), and so \(L = \ell/4t - 6 \leq (\ell_s - 6)/2\). Next, we have \(2d_s = (2d_{s-1})^3 = \ldots = (2d_0)^{3^s} = (2d)^{3^s}\), and in
particular $2d_s \leq (2d)^{4\ell^2}$. Defining $D = (2d)^{8\ell^2}$, we have $D \geq (2d_s)^2$, and so by Proposition C.2 there exists a bipartite $F \in \mathcal{A}_{n,D,L}$ and a map $\psi : H_s \rightarrow F^-$ such that adjacent vertices in $H_s$ are mapped either to the same vertex or to adjacent ones, and $|\psi^{-1}(u)| \leq 4d_s$ for every vertex $u$ in $F$.

Consider the map $\rho = \psi \circ \phi$. Then $\rho$ is a map from $H$ to $F^-$ such that vertices at distance at most $t \leq 2^s$ in $H$ are mapped to vertices at distance at most 1 in $F^-$, and for every vertex $u$ in $F^-$

$$|\rho^{-1}(u)| \leq b_1 \cdots b_s \cdot 4d_s \leq (2d_0)^2 \cdots (2d_s)^2 \leq (2d)^{2(1+\ldots+3^s)} \leq (2d)^{3^s+1} \leq (2d)^{12\ell^2}.$$ 

Taking $T = (2d)^{12\ell^2}$, it follows that $H^t$ is a subgraph of $F^-[K_T]$, as claimed.

C.1 Proof of Proposition C.1

Proof. Let $H_0 \subseteq \ldots \subseteq H_k = H$ be a sequence of graphs such that $H_0$ is a singleton, and $H_{i+1}$ is obtained from $H_i$ either by adding a new vertex of degree 1, or by joining two vertices in $H_i$ by a path of length at least $\ell$ whose interior vertices are new. This sequence exists by the definition of $H$. Note that when we join two vertices by a path, we assume that we add the vertices in an order, either from $y$ to $x$ or $x$ to $y$.

We will define a sequence of graphs $F_0 \subseteq \ldots \subseteq F_k$ such that $F_0$ is a singleton, and $F_{i+1}$ is either equal to $F_i$, or it can be obtained from $F_i$ either by adding a new vertex of degree 1, or by connecting two vertices of $F_i$ by a path of length at least $L$ whose interior vertices are new. Additionally, we will define a sequence of maps $\varphi_i : H_i \rightarrow F_i$ for $i \in \{0, \ldots, k\}$.

Define $\varphi_0 : H_0 \rightarrow F_0$ to map the single vertex in $H_0$ to the single vertex in $F_0$. For $i \in \{0, \ldots, s-1\}$ define $F_{i+1}$ and let $\varphi_{i+1}$ be a map $\varphi_{i+1} : H_{i+1} \rightarrow F_{i+1}$ that extends $\varphi_i$, as follows.

(i) Suppose that $H_{i+1}$ is obtained by joining a new vertex $y$ to a vertex $x$ in $H_i$. Let $S = \{x\} \cup N_{H_i}(x)$.

If $\varphi_i(S)$ consists of a single vertex $u$, let $F_{i+1}$ be the graph obtained by adding a new vertex $v$ to $F_i$ and joining it to $u$, and define $\varphi_{i+1}(y) = v$.

Otherwise, let $z$ be the last vertex in $S$ to join the sequence $H_0, \ldots, H_i$. Define $F_{i+1} = F_i$ and $\varphi_{i+1}(y) = \varphi_{i+1}(z)$.

(ii) Suppose that $H_{i+1}$ is obtained from $H_i$ by connecting two vertices $x, y$ in $H_i$ by a path $P$ of length $h$, such that $h \geq \ell$, whose interior vertices are new.

Let $S_x = \{x\} \cup N_{H_i}(x)$. We would like to assume $|\varphi_i(S_x)| = 1$. If this is not the case, we add one or two new graphs $H'_i, H''_i$ to obtain the sequence $H_0, H_1, \ldots, H_i, H'_i, (H''_i, )H_{i+1}, \ldots$, and define maps $\varphi'_i : H'_i \rightarrow F_i$ and $\varphi''_i : H''_i \rightarrow F_i$, such that either in the graph $H'_i$ or in $H''_i$ we may assume $|\varphi'_i(S_{x'})| = 1$ or $|\varphi''_i(S_{x''})| = 1$, where $x'$ and $x''$ are the second and third vertices in $P$ (thinking of $x$ as the first vertex). Indeed, let $H'_i$ be obtained from $H_i$ by adding $x'$ and joining it to $x$, and let $H''_i$ be obtained from $H'_i$ by adding $x''$ and joining it to $x'$. Now follow
the instructions in item (i) to obtain a map \( \varphi'_i : H'_i \to F_i \), which extends the map \( \varphi_i \), i.e. let 
\( z \) to be the last vertex in \( S_x \) to join the sequence \( H_0, H_1, \ldots, H_i \) and set \( \varphi'_i(x') = \varphi(z) \). If 
\( \varphi'_i(x) = \varphi'_i(x') \) then let \( S_{x'} = \{ x' \} \cup N_{H'_i}(x') = \{ x, x' \} \). Note that |\( \varphi'_i(S_{x'}) \)| = 1, so it is enough for us to consider the new sequence \( H_0, H_1, \ldots, H_i, H'_i, H'_{i+1}, \ldots \) where \( H'_{i+1} \) is obtained from 
\( H'_i \) by adding a path of length \( h - 1 \) between \( x' \) and \( y \).

Otherwise, again follow item (i) to obtain a map \( \varphi''_i : H''_i \to F_i \) that extends \( \varphi'_i \). Since 
|\( \varphi'_i(S_{x'}) \)| \( \neq 1 \), we set \( \varphi''_i(x'') = \varphi'_i(x') \). Now we have \( S_{x''} = \{ x'', x' \} \) and |\( \varphi_i(S_{x''}) \)| = 1, thus we may consider the new sequence \( H_0, H_1, \ldots, H_i, H'_i, H''_i, H''_{i+1}, \ldots \), where \( H''_{i+1} \) is obtained from 
\( H'_i \) by adding a path of length \( h - 2 \) between \( x'' \) and \( y \).

To conclude, by possibly adding one or both of \( H'_i \) and \( H''_i \) to the sequence \( H_0, \ldots, H_i \), we may assume that |\( \varphi_i(S_x) \)| = 1. Similarly, we may assume that |\( \varphi_i(S_y) \)| = 1, where 
\( S_y = \{ y \} \cup N_{H_i}(y) \). Taking into account the possible modifications, we now have that \( h \geq \ell - 4 \).

Let \( h' = \lfloor (h + 1)/2 \rfloor \), and form \( F_{i+1} \) by connecting \( \varphi_i(x) \) and \( \varphi_i(y) \) by a path \( P' \) of length \( h' \) whose interior vertices are new. Extend \( \varphi_i \) to a map \( \varphi_{i+1} : H_{i+1} \to F_{i+1} \) such that if 
\( P = (x_0 \ldots x_h) \), where \( x_0 = x, x_h = y \) and \( P' = (u_0 \ldots u_{h'}) \) then \( \varphi_{i+1}(x_{2j-1}) = \varphi_{i+1}(x_{2j}) = u_j \) for \( j \in [h'-1] \), and if \( h \) is even put \( \varphi_{i+1}(x_{h-1}) = u_{h'-1} \).

Set \( F = F_k \) and \( \varphi = \varphi_k \). We will show that

(a) for every star \( S \) in \( H \) the image \( \varphi(S) \) of \( S \) consists of either a single vertex or two adjacent vertices,

(b) \( |\varphi^{-1}(u)| \leq 4d^2 \) for every vertex \( u \) in \( F \),

(c) \( F \in A_{n,D,L} \) (recall that \( D = 4d^3 \) and \( L = (\ell - 4)/2 \)).

To prove (a) we prove by induction on \( i \) that \( \varphi \) maps stars to edges or vertices. This clearly holds for \( \varphi_0 \). Now if the statement holds for \( i \), then it is easy to see from the construction of \( \varphi_{i+1} \) in terms of \( \varphi_i \) that it holds for \( i + 1 \), by considering all stars that appear in \( H_{i+1} \) but not in \( H_i \).

Next, to see (b), consider a vertex \( u \) in \( F \). We wish to show that \( |\varphi^{-1}(u)| \leq 4d^2 \). Let \( i \) be minimum such that \( u \) is in \( F_i \). Note that if \( u \) is the single vertex in \( F_0 \) then \( \varphi^{-1}(u) \) contains only the single vertex in \( H_0 \), so we may assume that \( i \geq 1 \). Then \( F_i \) is obtained by \( F_{i-1} \) either by adding \( u \) and joining it to a vertex in \( F_{i-1} \), or by connecting two vertices of \( F_{i-1} \) by a path of length at least \( L \) that contains \( u \).

We assume that the former holds. It follows that \( H_i \) is formed by adding a vertex \( x \) to \( H_{i-1} \) and joining it to a vertex \( y \) in \( H_{i-1} \), and \( \varphi_i(x) = u \).

Claim C.3. \( \varphi_j^{-1}(u) \) consists of a subset \( S_j \) of neighbours of \( y \) and a set of neighbours of \( S_j \), for \( j \geq i \).
**Proof.** This clearly holds for \( j = i \), because then \( \varphi_i^{-1}(u) = \{ x \} \). Suppose that the claim holds for \( j \). There are two options. Either \( H_{j+1} \) is formed by adding a new vertex and joining it to a vertex in \( H_j \), or \( H_{j+1} \) is formed by connecting two vertices in \( H_j \) by a path of length at least \( \ell - 2 \) whose interior vertices are new. In the second we have \( \varphi_{j+1}^{-1}(u) = \varphi_j^{-1}(u) \), so it suffices to consider the first.

So we may assume that \( H_{j+1} \) is formed by adding a new vertex \( z \) and joining it to a vertex \( w \) in \( H_j \). We may also assume \( \varphi_{j+1}(z) = u \), because otherwise \( \varphi_{j+1}^{-1}(u) = \varphi_j^{-1}(u) \) and the claim follows from the assumption on \( j \). Write \( S_w = \{ w \} \cup N_{H_j}(w) \). Let \( s \) be the last vertex in \( S \) to appear in \( H_0, \ldots, H_j \). If \( s = w \), then \( w \) has exactly one neighbour \( w' \) in \( H_j \). Indeed, if \( w \) had more than one neighbour in \( H_j \), then it would have exactly two neighbours and that would mean \( w \) was added as a new vertex of an internal path added to \( H_j \). But note that in that case \( w \) would have been mapped to a new vertex different from \( u \) (which was added at an earlier step, precisely at \( i \)-th step), contradicting out assumption that \( \varphi_{j+1}(z) = \varphi_{j+1}(w) = u \).

As \( \varphi_{j+1}(z) = u \), by definition of \( \varphi_{j+1} \), we have \( \varphi_{j}(w) = u \) and \( \varphi_{j}(w') \neq u \). Indeed, if \( \varphi_{j}(w) = \varphi_{j}(w') \) then \( \varphi_{j+1}(z) \) would be a new vertex added to \( H_j \), contradicting the assumption \( \varphi_{j+1}(z) = u \). By assumption on \( j \) the preimage \( \varphi_{j}^{-1}(u) \) consists of a subset \( S_y \) of neighbours of \( y \) and some neighbours of \( S_j \). Since \( w \in \varphi_{j}^{-1}(u) \), it follows that \( w \) is either a neighbour of \( y \), or a neighbour of a vertex in \( S_j \). Buy \( w' \) is the only neighbour of \( w \), and \( \varphi_{j}(w') \neq u \), so \( w' \not\in S_j \), hence the former holds and \( w' = y \). This implies that \( z \) is a neighbour of a neighbour of \( y \), and so the statement holds for \( j + 1 \).

Now suppose that \( s \neq w \). Let \( k \) be minimum such that \( s \) is in \( H_k \). Then \( H_k \) is formed by adding \( s \) to \( H_{k-1} \) and joining it to \( w \) and maybe to more vertices. Note that \( u = \varphi_{j+1}(z) = \varphi_{j+1}(s) \) by definition of the mapping \( \varphi_{j+1} \), hence \( s \in \varphi_k^{-1}(u) \). Now if \( k = i \), that means \( s = x \) and \( w = y \), so \( z \) is a neighbour of \( y \), as claimed. So we may assume \( k > i \). We claim that \( w \) is the only neighbour of \( s \) in \( H_k \). Indeed, if \( s \) had other neighbours then it would have been added as a part of an internal path added to \( H_k \) and would have been mapped to a new vertex, contradicting \( \varphi_{j+1}(s) = u \). By induction, using that \( i < k \leq j \), we have that \( s \) is either a neighbour of \( y \) or a neighbour of a vertex in \( S_j \) (the set of neighbours of \( y \) in \( H_j \) whose image is \( u \)). If \( s \) is a neighbour of \( y \) then \( y = w \), and we are done, and if \( s \) is a neighbour a vertex in \( S_j \) then \( w \) is a neighbour of \( y \), which means that also \( z \) is a neighbour a vertex in \( S_j \). The statement thus follows for \( j + 1 \).

It remains to consider the latter case. Then \( F_i \) is obtained from \( F_{i-1} \) by joining two vertices \( v \) and \( w \) by a path \( P' \) of length at least \( L \), and \( u \) is one of the new internal vertices of this path. Then \( H_i \) is obtained from \( H_{i-1} \) by joining two vertices \( x, y \) in \( H_{i-1} \) by a path \( P \) of length at least \( \ell - 4 \). Moreover, \( \varphi_{i}^{-1}(u) \) consists of two or three consecutive vertices in the interior of \( P \). Let \( x', y' \) be the two vertices in \( P \) that are adjacent to a vertex of \( \varphi_{j}^{-1}(u) \). A similar argument used to prove Claim C.3, would show that \( \varphi_{j}^{-1}(u) \) consists of a set of vertices \( S' \) that are neighbours of \( x' \) or \( y' \), and a set of neighbours of \( S' \), for all \( j \geq i \).

To summarise, \( \varphi^{-1}(u) \) consists of vertices at distance at most 2 from a set of size at most 2, for every vertex \( u \) in \( F \). In particular, \( |\varphi^{-1}(u)| \leq 2(d + d^2) \leq 4d^2 \) for every vertex \( u \) in \( F \), as required.
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for (b).

By construction, for every vertex \( u \) in \( F \), each of \( u \)'s neighbours in \( F \) corresponds to a neighbour in \( H \) of a vertex in \( \varphi^{-1}(u) \), implying that the maximum degree in \( F \) is at most \( |\varphi^{-1}(u)|d \leq 4d^3 = D \), proving (c).

We claim that \( F \) and \( \varphi \) satisfy the requirements of Proposition C.1. The requirement on \( F \) follows from (c), and the second itemized property follows from (b). To see that the first property holds, let \( x, y \in V(H) \) and let \( (x_0, \ldots, x_\rho) \), where \( x_0 = x \) and \( x_\rho = y \), be a shortest path from \( x \) to \( y \). By (a), since \( \text{dist}_H(x_i, x_{i+2}) \leq 2 \) we have \( \text{dist}_F(\varphi(x_i), \varphi(x_{i+2})) \leq 1 \) for \( i \in \{0, \ldots, \rho - 2\} \). It follows that \( \text{dist}_F(\varphi(x), \varphi(y)) \leq \lceil \rho/2 \rceil = \lceil \text{dist}_H(x, y)/2 \rceil \), as required.

\[ \square \]

C.2 Proof of Proposition C.2

\textbf{Proof.} Let \( H_0 \subseteq \ldots \subseteq H_k = H \) be a sequence of graphs such that \( H_0 \) is a singleton, and \( H_{i+1} \) is obtained from \( H_i \) either by adding a new vertex and joining it to a vertex in \( H_i \), or by connecting two vertices in \( H_i \) by a path of length at least \( \ell \) whose interior vertices are new.

We will define a sequence of graphs \( F_0 \subseteq \ldots \subseteq F_k \) such that \( F_0 \) is a singleton, and \( F_{i+1} \) is either equal to \( F_i \) or it is obtained from \( F_i \) either by adding a new vertex of degree 1, or by connecting two vertices in \( F_i \) by a path of length at least \( \ell - 6/2 \) whose interior vertices are new. Additionally, we will define a sequence of maps \( \varphi_i : H_i \to F_i^- \) for \( i \in \{0, \ldots, k\} \) such that \( \varphi_{i+1} \) extends \( \varphi_i \). It will be convenient at times to think of the vertices of \( F_i^- \) as either vertices or edges of \( F_i \) in a natural way, i.e. if \( w_e \) is the vertex of \( F_i^- \) added via subdividing the edge \( e \) of \( F_i \) then we may think of \( w_e \) and \( e \) interchangeably.

Define \( \varphi_0 : H_0 \to F_0^- \) to map the single vertex in \( H_0 \) to the single vertex of \( F_0^- \). For \( i \in \{0, \ldots, k-1\} \), we define \( F_{i+1} \) and \( \varphi_{i+1} \) as follows.

(i) Suppose that \( H_{i+1} \) is obtained by joining a new vertex \( y \) to a vertex \( x \) in \( H_i \).

If \( \varphi_i(x) \) is a vertex of \( F_i \), denote \( \varphi_i(x) = u \) and form \( F_{i+1} \) by adding a new vertex \( v \) to \( F_i \) and joining it to \( u \), and set \( \varphi_{i+1}(y) = uv \).

If \( \varphi_i(x) \) is an edge of \( F_i \), denote \( \varphi_i(x) = uv \), set \( F_{i+1} = F_i \) and \( \varphi_{i+1}(y) = u \).

(ii) Suppose that \( H_{i+1} \) is obtained from \( H_i \) by connecting vertices \( x, y \) in \( H_i \) by a path \( P \) of length \( h \), where \( h \geq \ell \), whose interior consists of new vertices.

It will be convenient for us to assume \( \varphi_i(x) \) is a vertex of \( V(F_i) \). To do so, if this is not the case (i.e. \( \varphi_i(x) \) is an edge of \( F_i \)) let \( x' \) be the neighbour of \( x \) in \( P \) and let \( H'_i \) be the graph formed by adding \( x' \) to \( H_i \) and joining it to \( x \). Observe that \( H_{i+1} \) can be obtained from \( H'_i \) by joining \( x' \) and \( y \) by a path of length \( h - 1 \) whose interior vertices are new. Follow the instructions in the previous item to extend \( \varphi_i \) to a map \( \varphi'_i \) from \( H'_i \) to \( F_i^- \). Note that since \( \varphi_i(x) = uv \) for some edge \( uv \in E(F_i) \), we set \( F'_i = F_i \) and \( \varphi'_i(x') = u \). Now \( \varphi'_i(x') \) is indeed a
vertex of $F'_i$. Repeating the same reasoning for $y$, with some abuse of notation we may assume that $\phi_i : H_i \to F'_{i-1}$ maps $x$ and $y$ to vertices of $F_i$, and $H_{i+1}$ is obtained from $H_i$ by joining $x$ and $y$ by a path $P$ of length $h \geq \ell - 2$.

Let $h' \in \{\lfloor h/2 \rfloor, \lfloor h/2 \rfloor - 1\}$ be such that the graph $F_{i+1}$, obtained from $F_i$ by joining $\phi_i(x)$ and $\phi_i(y)$ by a path $P'$ of length $h'$ whose interior consists of new vertices, is bipartite (such $h'$ and $F_{i+1}$ exist as $F_i$ is bipartite, the choice of $h'$ depends on whether $\phi_i(x), \phi_i(y)$ are on the same side of the bipartition or not). Let $\phi_{i+1} : H_{i+1} \to F_{i+1}$ be a map that extends $\phi_i$, such that the vertices in the interior of $P$ are mapped to edges of $P'$ or vertices in the interior of $P'$, each edge of $P'$ is the image of exactly one vertex in $P$, each vertex in the interior of $P'$ is the image of one or two vertices of $P$, and consecutive vertices of $P$ are mapped either to the same vertex of $F_i$ or to adjacent ones. Specifically, map the second vertex of $P$ (namely, the neighbour of $x$) to the first edge in $P'$, then map the third vertex of $P$ to the second vertex of $P'$, etc., occasionally mapping two consecutive vertices of $P$ to the same vertex in $P'$, so that the penultimate vertex of $P$ is mapped to the last edge of $P'$; by choice of $h'$ such $\phi_{i+1}$ exists.

Let $F = F_k$ and $\varphi = \varphi_k$. We will show that

(a) adjacent vertices in $H$ are mapped either to the same vertex or to adjacent vertices in $F^{-}$,

(b) $|\varphi^{-1}(u)| \leq 4d$ for every vertex $u$ in $F^{-}$,

(c) $F$ is a bipartite graph in $\mathcal{A}_{n,D,L}$ (recall that $D = 4d^2$ and $L = (\ell - 6)/2$).

To see (a), one can prove by induction on $i$ that $\varphi_i$ maps adjacent vertices in $H_i$ to either the same vertex or adjacent ones in $F_i$, using the construction of $\varphi_{i+1}$ in terms of $\varphi_i$.

To see (b), note that every edge in $F$ is the image of exactly one vertex in $H$. Next, let $u$ be a vertex in $F$, and let $i$ be minimum such that $u$ is in $F_i$. Then $\deg F_i(u) \leq 2$, and $|\varphi_i^{-1}(u)| \leq 2$. Every vertex in $\varphi_i^{-1}(u) \setminus \varphi_i^{-1}(u)$ is a neighbour (in $H$) of $\varphi_i^{-1}(e)$, where $e$ is one of the edges incident with $u$ in $F_i$. It follows that $|\varphi^{-1}(u)| \leq 2d + 2 \leq 4d$, as required for (b).

For (c), let $u$ be a vertex in $F$. Every neighbour of $u$ in $F$ corresponds to a neighbour (in $H$) of some vertex in $\varphi^{-1}(u)$. It thus follows that the degree of $u$ in $F$ is at most $d \cdot |\varphi^{-1}(u)| \leq 4d^2 = D$, using (b). Property (c) follows by construction of $F$.

The proof of Proposition C.2 follows directly from (a), (b) and (c).