Optimization of sampling pattern and the design of Fourier ptychographic illuminator
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Abstract: Fourier ptychography (FP) is a recently developed imaging approach that facilitates high-resolution imaging beyond the cutoff frequency of the employed optics. In the original FP approach, a periodic LED array is used for sample illumination, and therefore, the scanning pattern is a uniform grid in the Fourier space. Such a uniform sampling scheme leads to 3 major problems for FP, namely: 1) it requires a large number of raw images, 2) it introduces the raster grid artefacts in the reconstruction process, and 3) it requires a high-dynamic-range detector. Here, we investigate scanning sequences and sampling patterns to optimize the FP approach. For most biological samples, signal energy is concentrated at low-frequency region, and as such, we can perform non-uniform Fourier sampling in FP by considering the signal structure. In contrast, conventional ptychography perform uniform sampling over the entire real space. To implement the non-uniform Fourier sampling scheme in FP, we have designed and built an illuminator using LEDs mounted on a 3D-printed plastic case. The advantages of this illuminator are threefold in that: 1) it reduces the number of image acquisitions by at least 50% (68 raw images versus 137 in the original FP setup), 2) it departs from the translational symmetry of sampling to solve the raster grid artifact problem, and 3) it reduces the dynamic range of the captured images 6 fold. The results reported in this paper significantly shortened acquisition time and improved quality of FP reconstructions. It may provide new insights for developing Fourier ptychographic imaging platforms and find important applications in digital pathology.

©2015 Optical Society of America

OCIS codes: (170.2945) Illumination design; (170.0180) Microscopy; (170.3010) Image reconstruction techniques.

References and links

1. G. Zheng, R. Horstmeyer, and C. Yang, “Wide-field, high-resolution Fourier ptychographic microscopy,” Nat. Photonics 7(9), 739–745 (2013).
2. W. Hoppe and G. Strube, “Diffraction in inhomogeneous primary wave fields. 2. Optical experiments for phase determination of lattice interferences,” Acta Crystallogr. A 25, 502–507 (1969).
3. H. M. L. Faulkner and J. M. Rodenburg, “Movable Aperture Lensless Transmission Microscopy: A Novel Phase Retrieval Algorithm,” Phys. Rev. Lett. 93(2), 023903 (2004).
4. M. Guizar-Sicairos and J. R. Fienup, “Phase retrieval with transverse translation diversity: a nonlinear optimization approach,” Opt. Express 16(10), 7264–7278 (2008).
5. J. Rodenburg, “Ptychography and related diffractive imaging methods,” Adv. Imaging Electron Phys. 150, 87–184 (2008).
6. P. Thibault, M. Dierolf, A. Menzel, O. Bunk, C. David, and F. Pfeiffer, “High-Resolution Scanning X-Ray Diffraction Microscopy,” Science 321(5887), 379–382 (2008).
7. A. M. Maiden and J. M. Rodenburg, “An improved ptychographical phase retrieval algorithm for diffractive imaging,” Ultramicroscopy 109(10), 1256–1262 (2009).
8. P. Thibault, M. Dierolf, O. Bunk, A. Menzel, and F. Pfeiffer, “Probe retrieval in ptychographic coherent diffractive imaging,” Ultramicroscopy 109(4), 338–343 (2009).
1. Introduction

Fourier ptychography (FP) is a recently developed imaging technique for wide-field, high-resolution microscopy [1]. In brief, FP illuminates the sample using oblique incident angles and captures the corresponding low-resolution images. Sharing its roots with ptychography [2–8] and other phase retrieval methods [9–11], the Fourier ptychographic recovery process iteratively synthesizes the captured images in the Fourier domain to recover a high-pixel-count complex sample image [1, 12–17]. In particular, FP switches between the spatial and the Fourier domain. In the spatial domain, the captured images are used as the intensity constraint for the solution. In the Fourier domain, the confined pupil function of the objective lens is used as the support constraint for the solution. This pupil function constraint is digitally panned across Fourier space according to the illumination angle. By introducing a phase factor to model the pupil function, the FP approach is able to bypass the design constraints of a conventional microscope platform and digitally correct for aberrations associated with the employed optics [18–20]. Recently, we have also extended the FP recovery scheme for super-resolution fluorescence microscopy [21] and incoherent photography [22].

9. R. W. Gerchberg, “A practical algorithm for the determination of phase from image and diffraction plane pictures,” Optik (Stuttg.) 35, 237 (1972).
10. J. R. Fienup, “Reconstruction of an object from the modulus of its Fourier transform,” Opt. Lett. 3(1), 27–29 (1978).
11. J. R. Fienup, “Phase retrieval algorithms: a comparison,” Appl. Opt. 21(15), 2758–2769 (1982).
12. X. Ou, R. Horstmeyer, C. Yang, and G. Zheng, “Quantitative phase imaging via Fourier ptychographic microscopy,” Opt. Lett. 38(22), 4845–4848 (2013).
13. S. Dong, R. Horstmeyer, R. Shiradkar, K. Guo, X. Ou, Z. Bian, H. Xin, and G. Zheng, “Aperture-scanning Fourier ptychography for 3D refocusing and super-resolution macroscopic imaging,” Opt. Express 22(11), 13586–13599 (2014).
14. S. Dong, R. Shiradkar, P. Nanda, and G. Zheng, “Spectral multiplexing and coherent-state decomposition in Fourier ptychographic imaging,” Biomed. Opt. Express 5(6), 1757–1767 (2014).
15. P. Memmolo, V. Bianco, F. Merola, L. Miccio, M. Paturzo, and P. Ferraro, “Breakthroughs in Photonics 2013, Holographic Imaging,” IEEE Photon. J. 6(2), 0701106 (2014).
16. A. Williams, J. Chung, X. Ou, G. Zheng, S. Rawal, Z. Ao, R. Datar, Yang, and R. Cote, “Fourier ptychographic microscopy for filtration-based circulating tumor cell enumeration and analysis,” J. Biomed. Opt. 19(6), 066007 (2014).
17. L. Tian, X. Li, K. Ramechandran, and L. Weller, “Multiplexed coded illumination for Fourier Ptychography with an LED array microscope,” Biomed. Opt. Express 5(7), 2376–2389 (2014).
18. S. Dong, K. Guo, P. Nanda, R. Shiradkar, and G. Zheng, “FPscope: a field-portable high-resolution microscope using a cellphone lens,” Biomed. Opt. Express 5(10), 3305–3310 (2014).
19. X. Ou, G. Zheng, and C. Yang, “Embedded pupil function recovery for Fourier ptychographic microscopy,” Opt. Express 22(5), 4960–4972 (2014).
20. Z. Bian, S. Dong, and G. Zheng, “Adaptive system correction for robust Fourier ptychographic imaging,” Opt. Express 21(26), 32400–32410 (2013).
21. S. Dong, P. Nanda, R. Shiradkar, K. Guo, and G. Zheng, “High-resolution fluorescence imaging via pattern-illuminated Fourier ptychography,” Opt. Express 22(17), 20856–20870 (2014).
22. S. Dong, P. Nanda, K. Guo, J. Liao, and G. Zheng, “Incoherent Fourier ptychographic photography using structured light,” Photon. Res. 3(1), 19–23 (2015).
23. A. M. Maiden, M. J. Humphry, M. C. Sarahan, B. Kraus, and J. M. Rodenburg, “An annealing algorithm to correct positioning errors in ptychography,” Ultramicroscopy 120, 64–72 (2012).
24. M. Diez-Rojo, P. Thibault, A. Menzel, C. M. Kewish, K. Jefimovs, I. Schlichting, K. Von König, O. Bunk, and F. Pfeiffer, “Ptychographic coherent diffractive imaging of weakly scattering specimens,” New J. Phys. 12(3), 035017 (2010).
25. X. Huang, H. Yan, R. Harder, Y. Hwu, I. K. Robinson, and Y. S. Chu, “Optimization of overlap uniformness for ptychography,” Opt. Express 22(10), 12634–12644 (2014).
26. L. Bian, J. Suo, G. Situ, G. Zheng, F. Chen, and Q. Dai, “Content adaptive illumination for Fourier ptychography,” Opt. Lett. 39(23), 6648–6651 (2014).
27. H. H. Bauschke, P. L. Combettes, and D. R. Luke, “Phase retrieval, error reduction algorithm, and Fienup variants: a view from convex optimization,” J. Opt. Soc. Am. A 19(7), 1334–1345 (2002).
28. K. Guo, Z. Bian, S. Dong, P. Nanda, Y. M. Wang, and G. Zheng, “Microscopy illumination engineering using a low-cost liquid crystal display,” Biomed. Opt. Express 6(2), 574–579 (2015).
To better understand the motivation of this paper, it is helpful to compare and contrast ptychography and FP. Both ptychography and FP capture multiple intensity images of the sample and seek a complex solution that is consistent with these measurements. In ptychography, the sample is scanned in the spatial domain and diffraction patterns are captured at the Fourier domain (i.e., the far field) without using any lens. For FP, the spatial domain and the Fourier domain are swapped using a lens. Thus, the scanning process of FP is at the Fourier domain and the images are captured at the spatial domain. A critical consideration for both approaches is the scanning pattern, which includes the scanning sequence, overlap ratio between adjacent samples, and the overlap uniformity. For ptychography, different scanning patterns in the spatial domain have been demonstrated to achieve uniform overlap and good convergence, including the raster scanned mesh pattern with random offset [23], the concentrated-circles [24], and the Fermat spiral trajectory [25]. Unlike ptychography, the scanning pattern of FP is in the Fourier domain and the signal distribution may need to be taken into consideration [26]. For most biological samples, signal energy is concentrated at low-frequencies which makes it better to start the scanning sequence from the low-frequency regions where most of the energy is located. By doing so, the solution converges to the global minimum with fewer iterations. Furthermore, sampling overlap is applied non-uniformly at different regions to best capture signal distribution in the Fourier space [26]. In the original FP approach, a periodic LED array is placed at the far field for sample illumination, and therefore, the scan pattern is a periodic grid in the Fourier domain. Such a uniform sampling scheme leads to 3 major problems for FP, namely: 1) it requires a large number of raw images to be acquired, 2) it introduces raster grid artifacts [8] in the reconstruction process, and 3) it needs a high-dynamic-range detector.

In this paper, we investigate the scanning sequences and sampling patterns to optimize the FP approach. We will show that signal energy criteria can be used to determine the scanning sequence in the reconstruction process. Based on the energy distribution in Fourier domain, a non-uniform sampling scheme can be used to reduce the number of acquisitions. To this end, we have designed and built an illuminator using LEDs mounted on 3D-printed plastic rings. The advantages of this illuminator are threefold: 1) it reduces the number of image acquisitions by at least 50% (68 raw images versus 137 in the original FP setup), 2) it departs from the translational symmetry of sampling to solve the raster grid artifact problem, and 3) it reduces the dynamic range of the captured images 6 fold. The results reported in this paper significantly shortened the acquisition time and improved quality of FP reconstructions. It may provide new insights for the development of FP platforms and find important applications in digital pathology.

This paper is structured as follows: in section 2, we will investigate the scanning sequence of the FP approach for fast solution convergence. In section 3, we will investigate the sampling pattern in the Fourier domain to reduce the number of acquisitions. In section 4, we will discuss the design of the Fourier ptychographic illuminator and demonstrate its advantages. Finally, we will summarize the results in section 5.

2. Choice of scanning sequence for Fourier ptychography: energy criteria

The choice of scanning sequence is important for fast solution convergence during the FP reconstruction process. Such a sequence defines the starting point of the optimization algorithm. If the starting point is not properly chosen, the iterative alternative projection algorithm [27] may stagnate at a local minimum instead of reaching the global minimum. In this section, we will answer the following question: If we have \( N \) raw images corresponding to different incident angles, what is the optimal sequence of these raw images for the FP reconstruction algorithm? For example, consider raw images \( I_1, I_2, \) and \( I_3 \) with each image corresponding to a different incident angle. In the FP reconstruction algorithm, we can update the sample estimate first with \( I_1 \), then with \( I_2 \), and lastly with \( I_3 \). We can also choose another updating sequence such as \( I_2, I_1, \) and \( I_3 \). We note that in the experimental implementation of
FP, the order of acquiring raw images is irrelevant to the algorithm (one can reorder the sequence after the data have been acquired). When processing the data post-acquisition, we need to be mindful of the sequence of raw images we use to update the sample estimate. However, implementing fast FP would require each captured raw image to be processed in real time, and in such a case the acquisition scanning sequence needs to be the same in the hardware, i.e., we need to light up the LED elements in the same optimal order.

Here, we will discuss three recovery sequences and compare the quality of the reconstructed images and convergence speeds. The three recovery sequences are 1) a random sequence, 2) the sequence ranked by the LED illumination numerical aperture (NA), and 3) the sequence ranked by the total energy of the raw image. For case 1, we will generate a random sequence of the captured images and use them to update the sample estimate. For case 2, we will update the sample estimate using the images from the smallest incident angle to largest incident angle. For case 3, we will reorder the captured images according to their total intensity values and use this to update the sample estimate. For each case, we will use the Fourier ptychographic algorithm for recovering the high-resolution images. The algorithm starts with a high-resolution spectrum estimate of the sample. Next, this sample spectrum estimate is sequentially updated with the intensity measurements. For each updating step, we select a small sub-region of the spectrum estimate, corresponding to one position of the circular aperture, and apply Fourier transformation to generate a new low-resolution target image. We then replace the target image’s amplitude component with our measurement to form an updated, low-resolution target image. This image is then used to update its corresponding sub-region of the sample spectrum. The replace-and-update sequence is repeated for all intensity measurements, and we iterate through the above process several times until solution convergence [1, 15].

Figure 1 shows the reconstructed images obtained from the three cases discussed above. We quantified the root-mean-square error (the difference between the FP reconstruction and the ground truth) for each of the results in Fig. 1(e). We can see that the image quality of the random order is worse when compared to the other two sequences and the corresponding RMS error is also much higher. This simulation study shows that, a carefully chosen recovery sequence is important for fast solution convergence. In the case of a random sequence, the solution may stagnate at a local minimum instead of the global minimum, as shown in Fig. 1(e). We also note that in the study shown in Fig. 1, the illumination-NA order and total energy order give similar results and convergence speeds. The reason can be explained as follows: the energy of sample image in the Fourier domain is concentrated at low-frequencies, and thus, the energy level decreases as the illumination NA increases. Therefore, these last two cases have the same image sequence.

Fig. 1. FP reconstructions with different recovery sequences. (a) Input intensity and phase images. FP reconstructions with random order (b), illumination NA order (c) and total energy order (d). (e) The RMS error of the FP reconstruction versus loop number.
To study the difference between the illumination NA order and the total energy order, we need to consider a sample image with Fourier spectrum energy not concentrated at low frequencies. In Fig. 2, we consider the same ground truth image (Fig. 1(a)) modulated by a sinusoidal pattern. In this case, the energy in the Fourier space is concentrated at two different positions, determined by the sinusoidal frequency. We repeat this simulation study with three different sequences: a random order (Fig. 2(a)), the illumination NA order (Fig. 2(b)), and the total energy order (Fig. 2(c)). The RMS error curves are plotted in Fig. 2(d) which clearly shows that the total energy order gives the best performance for solution convergence. During the iterative recovery process, raw images with high energy levels quickly guide the solution to the global minimum of the solution space. Therefore, considering the energy distribution of the sample image helps to quickly converge to the solution. This leads us to discuss non-linear sampling patterns in the next section.

3. Non-uniform sampling pattern for Fourier ptychography

In the previous section, we have shown that the energy criteria can be used to optimally order the reconstruction sequence. Here, we will investigate various sampling patterns in the Fourier domain. As discussed in the previous section, we will account for the energy distribution of the sample and perform non-uniform sampling in the Fourier domain.

Fig. 3. FP reconstructions with different sampling patterns in the Fourier space. (a1)-(a5) The LED sampling pattern in the Fourier space. (b1)-(b5) The FP reconstructions corresponding to (a1)-(a5). (c) The overlapping percentages as a function of illumination NA. Different curves correspond to different cases in (a1)-(a5) (see the color code). (d) The RMS error as a function of sampling density ratio. A higher sampling density ratio helps the solution converging faster to the global minimum.
In Fig. 3, we simulate various sampling patterns in the Fourier domain. We can define the Fourier overlapping percentage as the overlapping area (in the Fourier space) of two adjacent acquisitions, divided by the area of pupil function. Going from Fig. 3(a1) to (a5), the scanning patterns have a higher overlapping percentage at the center while the total number LED elements remains the same. In particular, Fig. 3(a2) shows a linear sampling pattern where the LED elements are uniformly distributed in Fourier space. The corresponding FP reconstructions are shown in Fig. 3(b1)-(b5). In Fig. 3(c), we plot the overlapping percentages as a function of illumination NA for the cases shown in Fig. 3(a1)-(a5). We further define the sampling density ratio as the overlapping percentage at the edge divided by that at the center. Using this definition, the sampling density ratios increase from 0.7 to 2.0, going from Fig. 3(a1)-(a5). The RMS errors corresponding to these sampling density ratios are shown in Fig. 3(d). We see that a higher sampling density at the center of the Fourier space helps to recover a better FP image. This result can be explained using the same logic as the discussion in section 2: Since the energy of the sample concentrated at low-frequencies, a higher sampling density at the low-frequency region helps the solution converging faster to the global minimum.

Another important consideration of the sampling pattern is the translational symmetry. In the implementation of FP, we often update the sample and the pupil function simultaneously [19, 20]. By doing so, we can recover unknown pupil aberrations and get a better high-resolution sample estimate. If the sampling pattern (the LED pattern) is a periodic pattern in the Fourier space, it leads to the raster grid pathology problem for the pupil function [8], i.e., the recovered pupil function becomes a mixture of the true aberrations and a periodic pattern. This corrupted pupil function then degrades the recovered FP image. We study this raster grid artefact problem in Fig. 4, where we compare two cases: a non-linear sampling pattern and a periodic pattern in the Fourier space, as shown in Fig. 4(a) and (b). The RMS errors are plotted as a function of the loop iteration in Fig. 4(c). Figure 4(d)-(g) show the recovered sample images and the pupil functions. We can see that with the periodic sampling pattern, the recovered image degrades with more iterations. The recovered pupil function also contains a periodic pattern, as shown in Fig. 4(f2) and (g2). On the other hand, with the non-linear ring pattern shown in Fig. 4(a), the recovered FP image continues to converge with more iterations. The recovered pupil function does not contain a periodic pattern, either.

![Fig. 4. Raster grid artefact problem in FP. (a) A non-uniform sampling pattern and (b) a uniform sampling pattern. (c) The RMS errors are plotted as a function as iteration number. (d)-(e) The recovered sample images and pupil function corresponding to (a). (f)-(g) The recovered sample images and pupil function corresponding to (b). We can see the raster grid artefact problem in the recovered pupil function in (g2).](image)
To summarize, we have demonstrated how a non-uniform sampling pattern in the Fourier space is able to 1) improve the solution convergence if the sampling density is higher at high-energy regions, 2) break the translational symmetry and solve the raster grid artefact problem. In the next section, we will discuss an experimental implementation of the non-uniform sampling pattern using ring LEDs. In particular, we aim to achieve the sampling pattern shown in Fig. 4(a). This sampling pattern is designed under the restriction on the available LED ring elements. One can design other sampling patterns under a simple guideline: the spatial frequency overlapping ratio decreases from 40% at the center (bright field images) to ~15% at the edge (darkfield images).

4. Design of Fourier ptychographic illuminator

Based on the discussion in the previous section, we need to consider two design aspects of the Fourier ptychographic illuminator: 1) non-uniform sampling with higher density at the center, and 2) breaking the translational symmetry. Figure 5 shows our design of illuminator that achieves the sampling pattern shown in Fig. 4(a). To achieve a higher sampling density at the low-frequency region, we placed 4 LED elements and the first LED ring far away from the sample and use a mirror to direct the light to the sample. Other LED rings are positioned at larger incident angles and closer to the sample. We used a 3D printer (Makerbot) to create a plastic mount for LED rings, as shown in Fig. 5. A microcontroller was used to sequentially light up each LED element. Figure 5(a) shows the microscope setup (Olympus BX-43) with the reported illuminator. In our experiment, we used a 4X, 0.1 NA objective lens to acquire the raw image sequence and the final synthetic NA is about 0.55.

Another design consideration of the FP illuminator is the dynamic range of captured raw images. By illuminating the sample from different incident angles, FP capture both bright-field and dark-field images. Bright-field images correspond to low illumination NA and dark-field images correspond to high illumination NA. The intensity levels of the dark-field images are orders of magnitude lower than those of bright-field images. Therefore, an optimal FP illuminator needs to compensate this effect by reducing the bright-field illumination intensity while increasing the relative dark-field illumination intensity. In the reported illuminator, the 4 LED elements and the first LED ring deliver bright-field images (Fig. 5(c)) and they were placed far away from the sample (the illumination NA of these elements are less than the collection NA of the objective lens). As such, we reduce the relative illumination intensity for bright-field compared with that of dark-field. Figure 6 shows the measured intensity of the LED elements as a function of illumination NA. This figure compares two cases, one for the
uniform LED array (Fig. 6(a)) and the other for reported illuminator (Fig. 6(b)). From this comparison, we can see that the reported illuminator is able to reduce the dynamic range of FP raw image sequence 6 fold.

Fig. 6. The measured intensity of the LED elements as function of illumination NA. (a) LED array illumination and (b) the reported ring-illuminator. The reported illuminator is able to reduce the dynamic range of the raw FP image sequence 6 fold.

Fig. 7. Comparison of FP reconstructions using the LED matrix (a-b) and the reported FP illuminator (c-d). The total numbers of LED elements are the same for both case (62 LEDs). (a) The sampling pattern of the periodic LED array in the Fourier space. (b) The FP reconstructions using the periodic LED array: (b1) mouse brain slice, (b2) blood smear, (b3) pathology slide, and (b4) USAF resolution target. (c) The sampling pattern of the reported FP illuminator in the Fourier space. (d) The FP reconstructions using the reported FP illuminator. Also refer to Media 1.
In Fig. 7, we compared the FP reconstructions of the LED matrix with the reported FP illuminator. For both cases, we used 68 LED elements for sample illumination and a 4X (0.1 NA) objective for image acquisition. The final synthetic NA for both cases is ~0.55. We can see that, the image quality of the FP reconstruction using the reported illuminator is much better than that of the LED matrix. The entire iterative reconstruction process using the reported illuminator can be found in Media 1. Compared to the LED matrix illuminator, the reported FP illuminator is able shorten the acquisition time by at least 50% (68 images versus 137 images [1]). In Fig. 8, we recovered the color images using R/G/B illuminations and compared them to the conventional high-NA microscope objective. Again, the reported illuminator is able to deliver much better image quality.

As we have discussed in section 3, the reported FP illuminator is able to break the translational symmetry and solve the raster grid artifact problem that plagued the original FP approach. We performed an experiment to verify this solution. In Fig. 9(a), we used a 15 by
15 LED matrix for sample illumination and recover both the sample image and the pupil function. In this experiment, we put the LED matrix farther away from the sample to get enough sampling overlap at the center of the Fourier space (If we only use 68 LEDs as in Fig. 7, we cannot get a converged solution). From Fig. 9(a), we can clearly see the raster grid artefact problem where the pupil function is corrupted by the periodic artifact. In Fig. 9(b), on the other hand, we do not see raster grid artefact problem and the recovered image has a higher quality.

Fig. 9. (a) FP reconstructions using the LED matrix. The image quality degrades due to the raster grid artefact problem. (b) FP reconstructions using the reported FP illuminator. The sampling pattern is not translational symmetric, and thus, it solves the raster grid artefact problem.

5. Conclusion

In summary, we have discussed optimizing the scanning sequence and sampling pattern for the FP approach. For most biological samples, signal energy is concentrated at low-frequencies which makes it better to start the scanning sequence from the low-frequency regions where most of the energy is located. By doing so, the solution converges to the global minimum with fewer iterations. We also show that, a non-uniform sampling overlap leads to better FP reconstruction compared to the original LED array illuminator. To implement the non-uniform Fourier sampling scheme in FP, we have designed and built an illuminator using ring LEDs and mounted on 3D-printed plastic assembly. Comparing to the original LED array illuminator, the reported FP illuminator is able to reduce the number of image acquisitions by at least 50%. It also breaks the translational symmetry of sampling and solves the raster grid artefact problem. The sampling strategy discussed in this paper can also be implemented using a recently reported illumination engineering scheme with a low-cost liquid crystal display [28]. In this case, we do not need to worry about the size and the shape of the LED elements. One can simply place a transparent liquid crystal display at the back focal position of a condenser lens and set any open aperture on the display [28]. The results shown in this paper may provide new insights for developing fast FP platforms and find important applications in digital pathology.