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ABSTRACT: Brane systems provide a large class of gauge theories that arise in string theory. This paper demonstrates how such brane systems fit with a somewhat exotic geometric object, called the affine Grassmannian. This gives a strong motivation to study physical aspects of the affine Grassmannian. Explicit quivers are presented throughout the paper, and a quiver addition algorithm to generate the affine Grassmannian is introduced. An important outcome of this study is a set of quivers for new elementary slices.
1 Introduction

Branes play a crucial role in our current understanding of string theory. Their world-volume low energy effective action has been occupying numerous papers and is still used as an essential tool in studying a whole variety of string backgrounds. Furthermore, the existence of brane systems opens up a window to the study of theories when an effective Lagrangian either does not exist or is beyond reach. This again increases the level of understanding in a significant way.

This paper is devoted to yet another conceptual advancement in the study of brane systems in string theory. It has to do with a somewhat exotic object – and so far less studied within the string theory community – the affine Grassmannian [1–6]. This object plays a prominent role in the so-called geometric Satake correspondence in the geometric Langlands program [7, 8], which is partly responsible for the considerable interest it has attracted in mathematics in the past two decades. A close inspection reveals that the affine Grassmannian is also precisely the type of object one should study when trying to understand brane systems, hence making it an important element in physical systems.

As is argued below, brane systems of the type of Hanany-Witten setups [9] fit into the affine Grassmannian, and they do so in a host of space-time dimensions ranging from 6 to 3, and possibly even lower. A definition of the affine Grassmannian, suitable to a physics audience is presented below, together with examples and explanations. Special attention is paid to slices in the affine Grassmannian [10–12] which turn out to fit with the physical setting, namely each slice is a moduli space vacua of an interacting theory, with or without a Lagrangian; or viewed from the brane perspective, a Kraft-Procesi transition [13, 14] between two phases of the brane system [15, 16]. The connection between Coulomb branches viewed as moduli spaces of singular monopoles [9, 17–19] and slices in the affine Grassmannians was made in [12, 20, 21], using previous developments [22–28].

The mathematical properties of the slices in connection with symplectic geometry and the relation with quiver theories have been further studied in [11, 29–31].

We note that so far we do not have a brane construction for the affine Grassmannian of exceptional groups. Slices in these affine Grassmannians can nevertheless be studied using quivers. This involves a new algorithm of quiver addition, which is explained in detail below.

Let us turn to Hasse diagrams [32]. Hasse diagrams are a depiction of a partial order. They are a useful tool for characterizing the phase structure of a given theory. In such diagrams, consisting of nodes connected by edges, each node represents a fixed set of...
massless states of the physical system. Tuning moduli without moving to a different phase corresponds to changing the effective masses of massive particles, while keeping the set of massless states fixed. When the set of massless states of one phase, call it phase $a$, is contained in the set of massless states of another phase, call it phase $b$, we assign the order $b < a$. Suppose there exists no phase $c$ such that $b < c < a$ then $a$ and $b$ are connected by an edge due to the partial order $b < a$. The edge connecting node $a$ to node $b$ represents the minimal set of moduli one needs to tune in order to move from phase $a$ to phase $b$. The tuned moduli form a conical singularity and supersymmetry dictates the type of such a singularity. For 3d $\mathcal{N} = 4$ Coulomb branches, and Higgs branches of theories with 8 supercharges in dimensions $3 - 6$, this singularity is a symplectic singularity [33], or a hyper Kähler cone – as more commonly referred to in the physics literature.

As Hasse diagrams for moduli spaces are composed of nodes and edges, it is natural to put some additional structure by embedding such a diagram into a lattice. Indeed, it is one of the features of the affine Grassmannian of a Lie group $G$, that the Hasse diagram for any slice originates from such a lattice, making the conceptual understanding of such Hasse diagram much easier. The leaves of the affine Grassmannian (called Schubert cells)\(^1\) are in one-to-one correspondence with dominant coweights. Transverse slices between two leaves are in one-to-one correspondence with lattice vectors that connect one node to another. These lattice vectors, in turn, are spanned by positive coroots, and if the linear combination is non-negative then there exists a directed path between one point and another; hence, inducing a natural partial order in the lattice [34]. Therefore, slices in the affine Grassmannian are particularly nice, as their Hasse diagrams can be understood as all directed paths between two points in the principal Weyl chamber. The fact that this structure fits beautifully with brane systems is not surprising, as brane systems can be viewed as algebraic objects. This just emphasizes the point that slices in the affine Grassmannian form very interesting physical systems. The stratification of the slices in the affine Grassmannian into symplectic leaves can be related to monopole bubbling [35–38].

The simplest affine Grassmannian is that of SL(2, $\mathbb{C}$), where the Hasse diagram is a semi infinite linear diagram. Each slice in the affine Grassmannian of SL(2, $\mathbb{C}$) is an SQCD type moduli space (specifically its Coulomb branch) with a unitary gauge group as opposed to special unitary. Hasse diagrams of SQCD theories were already shown to be linear in [32, Table 1]. One important point made in the present paper is that this line is actually connecting two points on the principal Weyl chamber of SL(2, $\mathbb{C}$). It is reassuring to see that for the simplest possible, and most studied, gauge theories – SQCD – there is a correspondence with the simplest possible affine Grassmannian – the affine Grassmannian of SL(2, $\mathbb{C}$). If one identifies SQCD theories with the more mathematical name, framed $A_1$ quiver theories, then it is easy to see the generalization. A slice in the affine Grassmannian of the group $G$ is given by the Coulomb branch of a framed Dynkin diagram of type $G$.

It is useful to introduce a simple characterisation of a moduli space by an integer number, for example the dimension or the number of leaves. A new measure of the simplicity

\(^1\)We note that these Schubert cells may be of odd complex dimension, and their closure hence not a symplectic singularity. The transverse slice between two Schubert cells, however, is a symplectic singularity.
of a moduli space is given by the following integer number: For a generic moduli space \( \mathcal{M} \) with a Hasse diagram \( \mathcal{H} \) one can define the disposition\(^2\) \( \mathcal{D}(n) \) of a node \( n \in \mathcal{H} \) as the number of minimal degenerations of the corresponding leaf,

\[
\mathcal{D}(n) = \text{number of minimal degenerations of } n. \tag{1.1}
\]

One can further define the disposition \( \mathcal{D}(\mathcal{M}) \) of a moduli space as the maximal disposition over all nodes in its Hasse diagram,

\[
\mathcal{D}(\mathcal{M}) = \max_{n \in \mathcal{H}} (\mathcal{D}(n)). \tag{1.2}
\]

One would say that a moduli space with a smaller disposition is simpler than a moduli space with a bigger disposition. The disposition of the affine Grassmannian is the rank of the group. The disposition of the Coulomb branch or Higgs branch of SQCD is 1; the lowest possible. The disposition of the entire moduli space of SQCD is 2. In general it is much easier to obtain and generalise Hasse diagrams with a low disposition. However, Hasse diagrams for slices in the affine Grassmannian can be well understood due to their embedding into the coweight lattice, even when the disposition is very high.

Another important integer number is the minimal number of generators of the chiral ring, call it \( g \). A striking feature of any slice in the affine Grassmannian of a group \( G \) is the fact that \( g/\dim(G) \) is again an integer number.

One should further make a distinction between finite dimensional Lie groups and infinite dimensional generalizations. By analogy with the finite dimensional case, one would identify (the Coulomb branch of) a framed affine quiver with a slice in the affine Grassmannian of the affine Lie group. Naturally, the structure of the moduli space, and consequently its Hasse diagram, become significantly more complex. The disposition for a generic slice in the affine Grassmannian of an affine group appears not to be bounded from above. Consequently, if the group is infinite dimensional one expects a much more complicated moduli space than that of a finite dimensional group. Prominent examples of slices in the affine Grassmannian of affine groups are moduli spaces of instantons. While they are well studied spaces in physics, we see that they are much more challenging objects than slices in the affine Grassmannian of finite groups.

The present paper focuses on slices in the affine Grassmannian of a finite dimensional Lie group, which in this sense are simpler than moduli spaces of instantons. This is reflected in several ways. Many of the slices are complete intersections. Many of these are closures of nilpotent orbits. The generators of the chiral ring are simple and, as argued above, the Hasse diagram for slices of algebras of finite type is simpler than the Hasse diagram for the moduli space of instantons. These features make these moduli spaces more tractable objects and, hence, simpler to study.

In the long run, the lessons learned from the affine Grassmannian of finite dimensional groups will hopefully help us to tackle more difficult moduli spaces.

\(^2\)We propose the name disposition to mean the tendency of the theory to gain more massless states in several inequivalent ways.
Table 1. Most up-to-date, but incomplete list of unitary quivers without loops for elementary slices usable in the quiver subtraction algorithm. In each case we provide two quivers, a framed version and an equivalent unframed version, where a \( U(1) \) should be ungauged on the long node. For \( a_n, b_n, c_n, d_n, ac_n, h_{n,k} \) and \( \bar{h}_{n,k} \) there are \( n \) gauge nodes in the framed quiver and \( n + 1 \) gauge nodes in the unframed quiver. Notice that \( h_{n,1} = \mathbb{H}^n, h_{n,2} = c_n, h_{2,3} = \overline{c_2}, \bar{h}_{n,1} = a_n, \bar{h}_{n,2} = ac_n, \) and \( h_{2,3} = ag_2 \).
A nice by-product of studying the affine Grassmannian is the encounter of the so-called quasi-minimal singularities introduced in [10], which are elementary slices that do not appear in the study of nilpotent orbits. This is an important update to our arsenal of quivers to be used in quiver subtraction. We display all unitary quivers without loops which we know to be elementary slices in Table 1. The classification of these slices is still an open problem, and every new addition is hence very exciting.

**Plan of the paper** In Section 2, we provide a lightening review of the construction of the affine Grassmannian, and put forward the important concepts of orbits, stratification and transverse slices. In Section 3, we construct quivers for the transverse slices and compute them explicitly for rank 1 and 2 groups, along with the Hasse diagrams. This allows to identify new quivers for the quasi-minimal singularities. We then show how this construction can be reproduced using brane setups with orientifolds for the classical groups in Section 4, and for any group using the new algorithm of quiver addition in Section 5. Finally, we end with an analysis of the generators of the infinite dimensional transverse slices using Hilbert series in Section 6.

## 2 The Affine Grassmannian

In this section, we give the definitions that apply to the discussions in this paper. Our notations are summarized at the end of this section in Table 3.

Our description tries to avoid excessive technicalities as it is aimed at physicists primarily. For instance, we describe the affine Grassmannian as an infinite dimensional variety and not as an ind-scheme; we also identify schemes with their underlying topological space. For a more formal treatment, we refer to [1, 39–43]. A summary of the main properties of the affine Grassmannian is presented in [22, Section 2]. For a very explicit treatment with examples, see [44, 45]. For an introduction in the context of gauge theory, see [46, 47].

### 2.1 Formal power series

We define three important structures that underlie all the construction of the affine Grassmannian, reviewed below. We use throughout a formal variable $t$.

- First, we have the ring of formal power series in $t$, denoted $\mathbb{C}[[t]]$. Here formal means that we do not worry about convergence issues. For examples of elements of $\mathbb{C}[[t]]$, let us mention the polynomials in $t$, the rational functions like $\frac{1}{t-1} = \sum_{i=0}^{\infty} t^i$, transcendental functions like $e^t = \sum_{i=0}^{\infty} t^i$, or non-convergent series like $\sum_{i=0}^{\infty} t^i$.
  
  Note that the important condition is that an element of $\mathbb{C}[[t]]$ is a formal series in $t$ with only non-negative powers of $t$. Geometrically, $\mathbb{C}[[t]]$ can be seen as the ring of functions on the unit complex disk $D = \{ z \in \mathbb{C} \mid |z| < 1 \}$. Equivalently, the unit disk $D$ is the spectrum of $\mathbb{C}[[t]]$.

- The second object we consider is the ring of polynomials in $t^{-1}$, denoted $\mathbb{C}[t^{-1}]$. We draw the attention of the reader on two differences with $\mathbb{C}[[t]]$: here the powers of $t$ are $\leq 0$, and the series expansion needs to terminate (a polynomial has a finite degree).
Finally, we need the field of fractions of $\mathbb{C}[[t]]$, denoted $\mathbb{C}(t)$. This can be defined as the set of all fractions $f(t)/g(t)$ for $f(t), g(t) \in \mathbb{C}[[t]]$ with $g(t) \neq 0$. Equivalently, this is the set of formal series that can be written in the form $\sum_{i=-\infty}^{\infty} a_i t^i$ for some $N \in \mathbb{Z}$ and $a_i \in \mathbb{C}$. The spectrum of $\mathbb{C}(t)$ is the punctured disk $D^* = \{z \in \mathbb{C} | 0 < |z| < 1\}$.

The ring $\mathbb{C}[[t]]$ is a discrete valuation ring, where the valuation is given by the degree of the lowest non-zero monomial. More generally for

$$f = \sum_{i=N}^{\infty} f_i t^i \in \mathbb{C}(t)$$

(2.1)

with $N \in \mathbb{Z}$ and $f_N \neq 0$, the valuation is $\nu(f) = N$. As the name indicates, $\mathbb{C}(t)$ is a field, so every non-zero element is invertible. We remark that $\mathbb{C}[[t]]$ is the ring of integers of $\mathbb{C}(t)$, and that the multiplicative group $\mathbb{C}[[t]]^*$ of invertible elements in $\mathbb{C}[[t]]$ is

$$\mathbb{C}[[t]]^* = \left\{ \sum_{i=0}^{\infty} a_i t^i \mid a_i \in \mathbb{C} \text{ and } a_0 \neq 0 \right\}.$$  

(2.2)

Finally, the only invertible elements in $\mathbb{C}[t^{-1}]$ are the non-zero constants.

### 2.2 Groups valued in formal power series

#### The groups $G((t))$

For any characteristic 0 field $K$, $\text{GL}(n, K)$ is the group of invertible $n \times n$ matrices with entries in $K$. As mentioned in the previous subsection, $\mathbb{C}(t)$ is a field and we can use it to consider the group $\text{GL}(n, \mathbb{C}(t))$ of invertible $n \times n$ matrices with entries in $\mathbb{C}(t)$. Such a matrix is invertible if and only if its determinant is not identically zero. More generally, let $G$ be an algebraic subgroup of $\text{GL}(n, \mathbb{C})$, which means that

$$G = \{ M \in \text{GL}(n, \mathbb{C}) \mid P_j(M) = 0 \}$$

(2.3)

for a certain collection of polynomials $P_j$, $j = 1, \ldots, J$. This includes the classical groups $\text{SL}(n, \mathbb{C}), \text{SO}(n, \mathbb{C}), \text{Sp}(2n, \mathbb{C})$, and also the exceptional groups. We then define

$$G((t)) := \{ M \in \text{GL}(n, \mathbb{C}(t)) \mid P_j(M) = 0 \}.$$ (2.4)

#### Example

For $G = \text{SL}(2, \mathbb{C})$, we have

$$G((t)) := \left\{ \begin{pmatrix} a(t) & b(t) \\ c(t) & d(t) \end{pmatrix} \mid a(t), b(t), c(t), d(t) \in \mathbb{C}(t) \text{ and } a(t)d(t) - b(t)c(t) = 1 \right\}.$$ (2.5)

\(^3\)Note that $\text{Sp}(2n, \mathbb{C})$ denotes the symplectic group of rank $n$ over the complex numbers.
The groups $G[[t]]$ and $G[t^{-1}]$

We can mimic this construction with $\mathbb{C}((t))$ replaced with $\mathbb{C}[[t]]$. One can consider the group $\text{GL}(n, \mathbb{C}[[t]])$ of matrices with coefficients in $\mathbb{C}[[t]]$ and which are invertible in $\mathbb{C}[[t]]$. Note that a necessary and sufficient condition for this to be the case is that the determinant should belong to $\mathbb{C}[[t]]^*$, i.e. have a series expansion with non-zero coefficient of degree 0. Up to this subtlety, the definition of $G[[t]]$ goes exactly as before:

$$G[[t]] := \{ M \in \text{GL}(n, \mathbb{C}[[t]]) \mid P_j(M) = 0 \}.$$  \hspace{1cm} (2.6)

Similarly, one can construct $G[t^{-1}]$, bearing in mind that by the remark above $\text{GL}(n, \mathbb{C}[t^{-1}])$ is characterized by the property that the determinant is a non-vanishing constant.

The groups $G_1[t^{-1}]$

Finally, we define

$$G_1[t^{-1}] := \{ M \in G[t^{-1}] \mid M|_{t \to \infty} = 1 \}.$$  \hspace{1cm} (2.7)

In other words, $G_1[t^{-1}]$ is the subgroup of $G[t^{-1}]$ where the degree 0 term in the series expansion of the elements are the identity matrix.

2.3 Lattices and the Affine Grassmannian

In this section, we finally give the definition of the affine Grassmannian for the group $G$. This involves spaces of lattices, so we begin as a warm-up with a brief reminder about lattices.

Consider a vector space $V$ of dimension $n$. A lattice in $V$ is a discrete subgroup of $V$ which is isomorphic to $\mathbb{Z}^n$. One way to construct a lattice explicitly is as follows: pick a basis $(v_1, \ldots, v_n)$ of $V$, and consider the set of all linear combinations with integer coefficients:

$$\mathcal{L} = \left\{ \sum_{i=1}^{n} a_i v_i \mid a_i \in \mathbb{Z} \right\}.$$  \hspace{1cm} (2.8)

So a basis of $V$ defines a unique lattice $\mathcal{L} \subset V$, but the converse is not true: many different bases give the same lattice. Two bases correspond to the same lattice if and only if one is obtained from the other by multiplication by a matrix in $\text{GL}(n, \mathbb{Z})$, the set of invertible matrices with integer coefficients and whose inverse also has integer coefficients. On the other hand, the set of all bases of $V$ can be identified with the set $\text{GL}(n, \mathbb{R})$, once a reference basis is picked: one just writes the components of the basis vectors as columns of the matrix. We now turn to the crucial point of the argument: we have chosen to write the basis vectors as columns of the matrix $M \in \text{GL}(n, \mathbb{R})$; then for any $P \in \text{GL}(n, \mathbb{Z})$, the matrix $PM$ corresponds to the same lattice, as the columns of $PM$ are linear combinations with integer coefficients of the columns of $M$. However $PM$ does not a priori gives the same lattice! Therefore the set of inequivalent lattices is

$$\text{Set of inequivalent lattices in } V = \text{GL}(n, \mathbb{R})/\text{GL}(n, \mathbb{Z}),$$  \hspace{1cm} (2.9)
where the quotient is taken on the right. Multiplication on the left gives instead an action of \( \text{GL}(n, \mathbb{Z}) \) on the set of lattices. In the context of the affine Grassmannian, it is this action which generates the orbits we are interested in.

We now repeat the above discussion but replace our base field \( \mathbb{R} \) by \( \mathbb{C}((t)) \) and the integers \( \mathbb{Z} \) by \( \mathbb{C}[[t]] \). A lattice \( \mathcal{L} \) in \( V = \mathbb{C}((t))^n \) is a free \( \mathbb{C}[[t]] \)-submodule of rank \( n \). A lattice is fully specified by a basis, in other words an \( n \times n \) matrix of elements of \( \mathbb{C}((t)) \) with non-zero determinant, or equivalently a matrix in \( \text{GL}(n, \mathbb{C}((t))) \). We identify the basis vectors with the columns of the matrix. Multiplying such a matrix on the right by a matrix in \( \text{GL}(n, \mathbb{C}[[t]]) \) gives a matrix representing the same lattice. On the other hand, multiplication on the left by a matrices in \( \text{GL}(n, \mathbb{C}[[t]]) \) gives a family of possibly inequivalent lattices, that we call the orbit of the initial lattice. We can identify the set of lattices as the set of equivalence classes of elements of \( \text{GL}(n, \mathbb{C}((t))) \) with equivalence relation given by multiplication on the right by \( \text{GL}(n, \mathbb{C}[[t]]) \).

**Definition** The affine Grassmannian \( \text{Gr}_G \) for the group \( G = \text{GL}(n, \mathbb{C}) \) is, as a set, the set of all lattices in \( \mathbb{C}((t))^n \). By the remark above, we have

\[
\text{Gr}_{\text{GL}(n, \mathbb{C})} \simeq \text{GL}(n, \mathbb{C}((t))) / \text{GL}(n, \mathbb{C}[[t]]). \tag{2.10}
\]

More generally, for a group \( G \) we define

\[
\text{Gr}_G \simeq G((t))/G[[t]]. \tag{2.11}
\]

This can be seen as an infinite dimensional variety. The group \( G[[t]] \) acts on the left on the points of the affine Grassmannian \( \text{Gr}_G \), thus generating orbits, which are Zariski open algebraic sets. The closure of the orbits are finite dimensional (generically singular) projective varieties.

### 2.4 Explicit description of the \( \text{SL}(2, \mathbb{C}) \) and \( \text{PSL}(2, \mathbb{C}) \) affine Grassmannians

In this subsection, we leave our general discussion to illustrate it with explicit computations at rank 1. Some of these computations can be found in [1, Proposition 2.6].

**Points of \( \text{Gr}_{\text{SL}(2, \mathbb{C})} \)**

In this paragraph, we set \( G = \text{SL}(2, \mathbb{C}) \). The group \( G((t)) \) has been explicitly written in (2.5). A matrix in this set represents a lattice as:

\[
\Lambda \left[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right] = \left\{ u(t) \begin{pmatrix} a(t) \\ c(t) \end{pmatrix} + v(t) \begin{pmatrix} b(t) \\ d(t) \end{pmatrix} \mid u, v \in G[[t]] \right\}. \tag{2.12}
\]

For any matrix \( R \in G[[t]] \), it is clear with this description that

\[
\Lambda \left[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right] = \Lambda \left[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} R \right]. \tag{2.13}
\]

The points in \( \text{Gr}_G \) are equivalence classes of matrices

\[
M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in G((t)) \text{ under } M \sim MR, \quad R = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in G[[t]]. \tag{2.14}
\]
This relation is non-trivial because \( R \) is restricted to lie in \( G[[t]] \), so \( \alpha(t), \beta(t), \gamma(t) \) and \( \delta(t) \) can not have negative powers of \( t \), while \( a(t), b(t), c(t) \) and \( d(t) \) may have negative powers. We can see this in action explicitly by trying to implement Gaussian elimination. Let us assume for definiteness that the most singular coefficient of \( M \) (the coefficient with lowest valuation) is \( d \), and set \( \lambda = -2 \nu(d) \geq 0 \) (recall that the valuation was defined below equation (2.1)). We can write \( d = t^{-\lambda/2}d_0 \) where \( \nu(d_0) = 0 \). The first step of Gaussian elimination uses

\[
R_1 = \begin{pmatrix} d_0 & 0 \\ -ct^{\lambda/2} d_0^{-1} \end{pmatrix} \in G[[t]] \quad \text{giving} \quad MR_1 = \begin{pmatrix} t^{\lambda/2} b d_0^{-1} \\ 0 \end{pmatrix} t^{-\lambda/2}
\]  

(2.15)

Then for the second step one can write

\[
bd_0^{-1} = \left( \sum_{i=\nu(b)}^{\lambda/2-1} x_i t^i \right) + t^{\lambda/2} b'
\]  

(2.16)

where \( \nu(b') \geq 0 \), so that we obtain

\[
R_2 = \begin{pmatrix} 1 & -b' \\ 0 & 1 \end{pmatrix} \in G[[t]] \quad \text{giving} \quad MR_1 R_2 = \begin{pmatrix} t^{\lambda/2} \sum_{i=-\lambda/2}^{\lambda/2-1} x_i t^i \\ 0 \end{pmatrix} t^{-\lambda/2}
\]  

(2.17)

So the points in \( \text{Gr}_{G[t]} \) are parametrized by \( \lambda \in 2\mathbb{N} \), and then for a given \( \lambda \) by \( \lambda \) complex numbers \( (x_{-\lambda/2}, x_{-\lambda/2+1}, \ldots, x_{\lambda/2-1}) \).

**Orbits**

We now describe the orbits under the right action of \( G[[t]] \). From the point of view of Gaussian elimination, this means we can now combine rows of the matrix \( M \) together. It is clear from the explicit representative (2.17) that all the points of \( \text{Gr}_{G[t]} \) corresponding to the same \( \lambda \in 2\mathbb{N} \) form a single orbit, and conversely points corresponding to \( \lambda \neq \lambda' \) belong to different orbits. Therefore, the orbits, which we denote by \( [\text{Gr}_{G[t]}]^\lambda \), are labeled by \( \lambda \in 2\mathbb{N} \), and can be defined by a distinguished element \( M_\lambda \):

\[
[\text{Gr}_{G[t]}]^\lambda = G[[t]] \cdot M_\lambda, \quad M_\lambda = \begin{pmatrix} t^{\lambda/2} & 0 \\ 0 & t^{-\lambda/2} \end{pmatrix}.
\]  

(2.18)

Elements of \( 2\mathbb{N} \) can be seen as the positive coweights of \( G \).

Consider an orbit \( [\text{Gr}_{G[t]}]^\lambda \). For every \( u \in \mathbb{C}^* \), we have

\[
\begin{pmatrix} 0 & u \\ -u^{-1} & tu^{-1} \end{pmatrix} M_\lambda \begin{pmatrix} u^{-1} & 0 \\ u^{-1} t^{\lambda/2-1} u \end{pmatrix} = \begin{pmatrix} t^{\lambda/2-1} u^2 t^{-\lambda/2} \\ 0 \end{pmatrix} t^{-\lambda/2+1}
\]  

(2.19)

which when \( u \to 0 \) reaches the orbit \( [\text{Gr}_{G[t]}]^{\lambda-2} \). This shows that the orbit \( [\text{Gr}_{G[t]}]^\lambda \) is open and contains \( [\text{Gr}_{G[t]}]^{\lambda-2} \) in its closure. Therefore there is a partial order in the orbits defined by closure inclusions. The difference between the coweights labeling two adjacent orbits, \( \lambda - (\lambda - 2) = 2 \), can be interpreted as the positive coroot in \( G \).
Component $I = 0 \in \mathbb{Z}_2$ Component $I = 1 \in \mathbb{Z}_2$

Figure 1. Hasse diagram for the orbits in the affine Grassmannian of $\text{PSL}(2, \mathbb{C})$.

**Points and orbits of $\text{Gr}_{\text{PSL}(2, \mathbb{C})}$**

In this paragraph we discuss $\text{PSL}(2, \mathbb{C})$, seen as $\text{GL}(2, \mathbb{C})$ quotiented by scalar matrices. In $\text{GL}(2, \mathbb{C})$, the difference with the previous analysis is that the determinant condition is lifted, so the orbits can be labeled by two integers $a$ and $b$, with $a \geq b$. In $\text{PSL}(2, \mathbb{C})$ though we have

$$\begin{pmatrix} t^a & 0 \\ 0 & t^b \end{pmatrix} \sim \begin{pmatrix} t^{a-b} & 0 \\ 0 & 1 \end{pmatrix},$$

(2.20)

so the orbits can be labeled by $\lambda = a - b \in \mathbb{N}$. A computation analog to (6.4) shows that again the orbit $\left[\text{Gr}_{\text{PSL}(2, \mathbb{C})}\right]^{\lambda-2}$ lies in the closure of $\left[\text{Gr}_{\text{PSL}(2, \mathbb{C})}\right]^\lambda$. There are two connected components in $\text{Gr}_{\text{PSL}(2, \mathbb{C})}$: one is the union of all the orbits $\left[\text{Gr}_{\text{PSL}(2, \mathbb{C})}\right]^\lambda$ for $\lambda \in 2\mathbb{N}$, which gives $\text{Gr}_{\text{SL}(2, \mathbb{C})}$, and the other is the union of all the orbits $\left[\text{Gr}_{\text{PSL}(2, \mathbb{C})}\right]^\lambda$ for $\lambda$ odd. The complex dimension of $\left[\text{Gr}_{\text{PSL}(2, \mathbb{C})}\right]^\lambda$ is $\lambda$ in all cases, so it is even in one component and odd in the other. This is summarized in Figure 1.

**2.5 Orbits in the Affine Grassmannian**

We now come back to the general discussion and spell out how the observations of the previous subsections generalize to an arbitrary (semisimple complex algebraic) group $G$. An important role is played by the coweights and the coroots of $G$, so we begin with a reminder of a few definitions.
Let us pick a maximal torus and a Borel subgroup \( T \subset B \subset G \), with Lie algebras \( \mathfrak{h} \subset \mathfrak{b} \subset \mathfrak{g} \). A character of \( G \) is a homomorphism \( T \to \mathbb{C}^\ast \) while a cocharacter is a homomorphism \( \mathbb{C}^\ast \to T \). The differentials of characters are weights, while the differentials of cocharacters are coweights. We call \( \Lambda \) the coweight lattice of \( G \) and \( \Lambda_0 \) the coroot lattice of \( G \). The goal of this subsection is to define a collection of elements \( M_\lambda \in G((t)) \) generalizing (2.18) from which we will build orbits in the affine Grassmannian, so it is natural to require that \( \lambda \) be a coweight, and not a weight. The coweights of \( G \) can be used to label the (highest-weight) irreducible representations of the Langlands dual group \( G^\vee \). We use the Killing form to identify the space of weights and the space of coweights. The Borel subalgebra \( \mathfrak{b} \) fixes a set of simple roots, which in turn defines a set of fundamental weights in the usual fashion. We call \( \lambda^+ \) (respectively \( \Lambda_0^+ \)) the set of linear combinations with nonnegative integer coefficients of the fundamental coweights (resp. simple coroots). Any weight or coweight can then be expressed in the basis of the fundamental weights \((\varpi_i)_{i=1,...,r}\), and we denote a (co)weight by its coordinates in this basis

\[
\lambda = \sum_{i=1}^r \lambda_i \varpi_i. \tag{2.21}
\]

The coweights are partially ordered as follows. For \( \lambda \) and \( \mu \) two coweights,

\[
\lambda \leq \mu \iff \mu - \lambda \text{ is a linear combination of simple coroots with coefficients in } \mathbb{N} \iff \mu - \lambda \in \Lambda_0^+. \tag{2.22}
\]

This partial order defines a Hasse diagram for the dominant coweights. This Hasse diagram has connected components labeled by classes \( \Lambda/\Lambda_0 \).

**Definition** Given a coweight \( \lambda \) we have a corresponding homomorphism \( \mathbb{C}^\ast \to T \). Denoting by \( t \in \mathbb{C}^\ast \) the formal variable, the image of this homomorphism is called \( M_\lambda(t) := M_\lambda \).

We have identified the affine Grassmannian of \( G \) with the space

\[
\text{Gr}_G = G((t))/G[[t]], \tag{2.23}
\]

where a matrix in \( G((t)) \) specifies a lattice by giving an explicit basis, and the quotient by \( G[[t]] \) eliminating the arbitrariness in the choice of such a basis. We also recall that given a matrix \( M \in G((t)) \), multiplying on the right by an element of \( G[[t]] \) gives the same lattice, as we just said, but multiplying on the left gives a different lattice. We can then denote points and orbits in the affine Grassmannian as follows:

- \( M \cdot G[[t]] \) is the point in \( \text{Gr}_G \) corresponding to \( M \)
- \( G[[t]] \cdot M \cdot G[[t]] \) is the orbit of that point in \( \text{Gr}_G \).

Given a coweight \( \lambda \) of \( G \), we can build a full orbit in the affine Grassmannian, which is denoted:

\[
[\text{Gr}_G]^{\lambda} = G[[t]] \cdot M_\lambda \cdot G[[t]]. \tag{2.24}
\]
Two coweight $\lambda$ and $\lambda'$ which belong to the same Weyl group orbit give the same orbit in the affine Grassmannian, $[\text{Gr}_G]^\lambda = [\text{Gr}_G]^\lambda'$, so we can restrict our attention to the orbits $[\text{Gr}_G]^\lambda$ for $\lambda$ dominant. It turns out these orbits provide a partition of the affine Grassmannian, which can be written as a disjoint union

$$\text{Gr}_G = \bigcup_{\lambda \in \Lambda^+} [\text{Gr}_G]^\lambda.$$  \hspace{1cm} (2.25)

The (Zariski) closure of $[\text{Gr}_G]^\lambda$ is

$$[\text{Gr}_G]^\lambda = [\text{Gr}_G]^{\leq \lambda} = \bigcup_{\mu \in \Lambda^+, \mu \leq \lambda} [\text{Gr}_G]^\mu.$$  \hspace{1cm} (2.26)

Therefore, the partial order on the dominant coweights $\Lambda^+$ provides the Hasse diagram for the $G[[t]]$ orbits in the affine Grassmannian $\text{Gr}_G$. There is one Hasse diagram for each connected component of $\text{Gr}_G$, and by construction we have

$$\pi_0(\text{Gr}_G) = \Lambda / \Lambda_0 = \pi_1(G).$$  \hspace{1cm} (2.27)

Elements of this group will be denoted by an index $I$. We now introduce the notion of lowest dominant coweights. A coweight $\Omega$ is a lowest dominant coweight if it is dominant, and if in addition there is no other dominant coweight $\omega$ such that $\omega < \Omega$. There are as many components in the affine Grassmannian of $G$ as there are lowest dominant coweights of $G$; we call them $\Omega_I$, where the index $I \in \pi_1(G)$. We list the lowest dominant coweights for simple groups in Table 2.

The $[\text{Gr}_G]^\lambda$ are called Schubert cells and the $[\text{Gr}_G]^{\leq \lambda}$ are called Schubert varieties. The Schubert cell $[\text{Gr}_G]^\lambda$ is a smooth variety of dimension

$$\dim \text{C} [\text{Gr}_G]^\lambda = \langle 2\rho, \lambda \rangle,$$  \hspace{1cm} (2.28)

where $\rho$ is the Weyl vector [41, Prop 2.1.5]. The Schubert varieties can be singular spaces, but are well behaved: the singularities are always normal, Gorenstein and Cohen-Macaulay [41, Theorem 2.1.21]. Their complex dimension can be even or odd, but the parity of the complex dimension remains the same in a given connected component of $\text{Gr}_G$.

### 2.6 Slices in the affine Grassmannian

One can use other groups than $G[[t]]$ to generate orbits. In particular, we can use $G[[t^{-1}]]$ to generate the orbit

$$[\text{Gr}_G]_\lambda := G[[t^{-1}]] \cdot M_\lambda \cdot G[[t]],$$  \hspace{1cm} (2.29)

which is called an opposite Schubert cell. From this one can build an (infinite dimensional but finite codimensional) opposite Schubert variety

$$[\text{Gr}_G]_{\geq \lambda} := \bigcup_{\mu \in \Lambda^+, \mu \geq \lambda} [\text{Gr}_G]^\mu.$$  \hspace{1cm} (2.30)
| $G$ | $\pi_1(G) = Z(G^\nu)$ | $\Omega_I$ |
|-----|-----------------|-----|
| $\text{PSL}(n+1, \mathbb{C})$ | $\mathbb{Z}_{n+1}$ | $\Omega_0 = [0, \ldots, 0]$ |
|  |  | $\Omega_l = [0, \ldots, 0, 1, 0 \ldots, 0]$ |
| $\text{SO}(2n+1, \mathbb{C})$ | $\mathbb{Z}_2$ | $\Omega_0 = [0, 0, \ldots, 0]$ |
|  |  | $\Omega_1 = [1, 0, \ldots, 0]$ |
| $\text{PSp}(2n, \mathbb{C})$ | $\mathbb{Z}_2$ | $\Omega_0 = [0, \ldots, 0]$ |
|  |  | $\Omega_1 = [0, \ldots, 0, 1]$ |
| $\text{PSO}(4n, \mathbb{C})$ | $\mathbb{Z}_2 \times \mathbb{Z}_2$ | $\Omega_{(0,0)} = [0, 0, \ldots, 0, 0, 0]$ |
|  |  | $\Omega_{(1,1)} = [1, 0, \ldots, 0, 0, 0]$ |
|  |  | $\Omega_{(1,0)} = [0, 0, \ldots, 0, 1, 0]$ |
|  |  | $\Omega_{(0,1)} = [0, 0, \ldots, 0, 0, 1]$ |
| $\text{PSO}(4n+2, \mathbb{C})$ | $\mathbb{Z}_4$ | $\Omega_0 = [0, 0, \ldots, 0, 0, 0]$ |
|  |  | $\Omega_1 = [0, 0, \ldots, 0, 1, 0]$ |
|  |  | $\Omega_2 = [1, 0, \ldots, 0, 0, 0]$ |
|  |  | $\Omega_3 = [0, 0, \ldots, 0, 0, 1]$ |
| $E_6/\mathbb{Z}_3$ | $\mathbb{Z}_3$ | $\Omega_0 = [0, 0, 0, 0, 0]$ |
|  |  | $\Omega_1 = [1, 0, 0, 0, 0]$ |
|  |  | $\Omega_2 = [0, 0, 0, 0, 1]$ |
| $E_7/\mathbb{Z}_2$ | $\mathbb{Z}_2$ | $\Omega_0 = [0, 0, 0, 0, 0, 0]$ |
|  |  | $\Omega_1 = [1, 0, 0, 0, 0, 0]$ |
| $E_8$ | trivial | $\Omega_0 = [0, 0, 0, 0, 0, 0, 0]$ |
| $F_4$ | trivial | $\Omega_0 = [0, 0, 0, 0]$ |
| $G_2$ | trivial | $\Omega_0 = [0, 0]$ |

Table 2. Lowest dominant coweights $\Omega_I$ (given in the basis of fundamental coweights) for centerless simple groups $G$. We denote elements of $\pi_1(G) = Z(G^\nu)$ $I$. To each $\Omega_I$ there is a component labelled $I$ in the affine Grassmannian of $G$.

Note that $[\text{Gr}_G]_\lambda \cap [\text{Gr}_G]_\nu^\mu = G \cdot M_\lambda \cdot G[[t]]$ is not reduced to a point. This motivates the introduction of a last type of orbits, in which $G$ does not act at degree 0, namely

$$[\mathcal{W}_G]_\lambda := G_1[t^{-1}] \cdot M_\lambda \cdot G[[t]] .$$

The intersection of these orbits with Schubert cells and Schubert varieties give the the spaces which are the main focus of this paper:

$$[\mathcal{W}_G]_\lambda^\mu = [\mathcal{W}_G]_\lambda \cap [\text{Gr}_G]_\nu^\mu \quad \text{and} \quad [\mathcal{W}_G]_\lambda = [\mathcal{W}_G]_\lambda \cap [\mathcal{G}_G]^\mu .$$

The spaces $[\mathcal{W}_G]_\lambda^\mu$ intersect $[\text{Gr}_G]_\nu^\mu$ transversely for any $\lambda \leq \nu \leq \mu$, and are called the slices in the affine Grassmannian. They are varieties with symplectic singularities [11, 33], with
dimension
\[ \dim_{\mathbb{C}}[W_G]^\mu = \langle 2\rho, \mu - \lambda \rangle. \] (2.33)

In particular, when \( \mu - \lambda \) is a simple coroot \( \alpha^\vee \), the two orbits \([Gr_G]^\mu\) and \([Gr_G]^\lambda\) are adjacent in the Hasse diagram, the elementary transverse slice has complex dimension is 2, and one can show that [11, Example 2.2]
\[ [W_G]^\lambda + \alpha^\vee = \mathbb{C}^2 / \mathbb{Z}_{2^{\langle \lambda, \alpha \rangle}} = A_{1+\langle \lambda, \alpha \rangle}. \] (2.34)

This shows that the “generic” elementary slice in the affine Grassmannian is a Kleinian singularity of type \( A \). More generally, elementary slices correspond to pairs of adjacent coweights according to the partial order (2.22). This problem has been studied in detail in [10, 34, 48], and the conclusion is that the elementary transverse slices fall into three categories [10]:

- Kleinian singularities of type \( A \), (2.34), when \( \mu - \lambda \) is a simple coroot. These are denoted \( A_n \).
- Closure of minimal nilpotent orbits, when \( \mu - \lambda \) is the short dominant coroot of the subalgebra defined by the nonvanishing of \( \mu - \lambda \). These are denoted \( a_n, b_n, c_n, d_n, e_6, e_7, e_8, f_4 \) and \( g_2 \).
- Quasi-minimal singularities,\(^4\) which can be of three types:
  1. An infinite family called \( ac_n \), for \( n \geq 2 \);
  2. The \( ag_2 \) singularity;
  3. The \( cg_2 \) singularity.

The existence of the elementary slices other than Kleinian of type \( A \) is caused by geometric constraints in the Weyl chambers when approaching walls. The disposition \( D^5 \) of the affine Grassmannian \( Gr_G \) is \( r = \text{rank}(G) \). Close to a codimension \( d \) wall of the Weyl chamber, the disposition of a generic coweight decreases to \( r - d \).

In the next section we will see this at work in the affine Grassmannian at rank 2. The quasi-minimal singularities will be studied in detail in Section 3.3.

3 Quivers and Hasse diagrams

In this section we explore the affine Grassmannian, or rather the slices in the affine Grassmannian, of simple groups. The two coweights which define a slice can be used to produce a quiver, whose Coulomb branch is the slice.

\(^4\)The terminology comes from [10].
\(^5\)The Disposition \( D \) of a leaf and a moduli space is defined in (1.1) and (1.2) respectively in the Introduction.
| Notation | Explanation |
|----------|-------------|
| $\mathbb{C}[t]$ | Ring of polynomials in $t$ |
| $\mathbb{C}[[t]]$ | Ring of formal power series in $t$ |
| $\mathbb{C}((t))$ | Field of formal Laurent series in $t$, also field of fractions of $\mathbb{C}[[t]]$ |
| $G$ | Simple algebraic subgroup of $\text{GL}(n, \mathbb{C})$ |
| $\mathfrak{g}$ | Lie algebra of $G$ |
| $C_\mathfrak{g}$ | Cartan matrix of $\mathfrak{g}$ |
| $\Lambda$ | Coweight lattice of $G$ |
| $\Lambda_0$ | Coroot lattice of $G$ |
| $(\alpha_i)_{i=1,...,r}, (\alpha_i^\vee)_{i=1,...,r}$ | Simple roots and simple coroots of $\mathfrak{g}$ |
| $(\varpi_i)_{i=1,...,r}, (\varpi_i^\vee)_{i=1,...,r}$ | Fundamental weights and fundamental coweights of $G$ |
| $\rho$ | Weyl vector, half-sum of the positive roots |
| $G[t]$ | Group $G$ “with coefficients in $\mathbb{C}[t]$” |
| $G[[t]]$ | Group $G$ “with coefficients in $\mathbb{C}[[t]]$” |
| $G((t))$ | Group $G$ “with coefficients in $\mathbb{C}((t))$” |
| $G_1[t^{-1}]$ | Subgroup of $G[t^{-1}]$ where the $t^0$ part is the identity of $G$ |
| $\text{Gr}_G = G((t))/G[[t]]$ | Affine Grassmannian of $G$ |
| $M_\lambda$ | Image in $G((t))$ of the coweight $\lambda \in \Lambda$ |
| $[\text{Gr}_G]^\lambda = G[[t]] \cdot M_\lambda \cdot G[[t]]$ | Schubert cell associated to dominant coweight $\lambda$, a smooth variety of complex dimension $(2\rho, \lambda)$ |
| $[\text{Gr}_G]^\lambda = \bigsqcup_{\sigma \leq \Lambda} [\text{Gr}_G]^\lambda$ | Schubert variety, the Zariski closure of the Schubert cell $[\text{Gr}_G]^\lambda$, of dimension $(2\rho, \lambda)$ |
| $[\text{Gr}_G]_\lambda = G[t^{-1}] \cdot M_\lambda \cdot G[[t]]$ | Opposite Schubert Cell (infinite-dimensional) |
| $[\mathcal{W}_G]_\lambda = G_1[t^{-1}] \cdot M_\lambda \cdot G[[t]]$ | Transverse slice to Schubert cell in $\text{Gr}_G$ (infinite dimensional) |
| $[\mathcal{W}_G]_\mu^\lambda = [\mathcal{W}_G]_\lambda \cap [\text{Gr}_G]^\mu$ | Transverse slice from $\mu$ to $\lambda$, a symplectic singularity of complex dimension $(2\rho, \mu - \lambda)$ |

Table 3. Summary of the notations.
3.1 General formula for slices

From now on we assume that $G$ is simple with rank $r$, so that its Lie algebra can be characterized by a connected Dynkin diagram. In [12, 20], following the series of works [22, 24, 27, 28] the slices in the affine Grassmannian $\text{Gr}_G$ have been identified with Coulomb branches of certain 3d $\mathcal{N} = 4$ good quiver gauge theories. In this subsection, we summarize this connection and give explicit formulas.

From slice to quiver. Let $\lambda$ and $\mu$ be two coweights. We assume that

- $\mu$ is dominant.
- $\mu - \lambda$ is in the positive coroot lattice.

Then we can construct a quiver $Q^\mu_\lambda$ as follows:

- There are $r$ gauge nodes, connected as in the Dynkin diagram of $\mathfrak{g}$, with node ranks
  \[ k_i = \langle \varpi_i, \mu - \lambda \rangle. \]
  (3.1)

  When $\lambda$ and $\mu$ are identified with their components in the basis of fundamental weights, the vector of gauge nodes ranks is $k = C^{-1}_\mathfrak{g} \cdot (\mu - \lambda)$.

- There are $r$ flavor nodes, connected to the $r$ gauge nodes, with ranks given by
  \[ N_i = \langle \alpha_i^\vee, \mu \rangle. \]
  (3.2)

  When $\mu$ is identified with its components in the basis of fundamental weights, $N = \mu$.

Note that the condition that $\mu - \lambda$ be in the positive coroot lattice guarantees precisely that $k$ is an element of $\mathbb{N}^r$.

From good quiver to slice. Consider a good quiver such that the gauge nodes form the Dynkin diagram of a simple Lie algebra $\mathfrak{g}$. We denote by $k = (k_i)_{i=1,\ldots,r}$ the ranks of the gauge nodes and $N = (N_i)_{i=1,\ldots,r}$ the ranks of the flavor nodes, with $r$ the rank of $\mathfrak{g}$. To this quiver we associate two coweights:

- The coweight $\mu$ is given by the flavor nodes, $\mu = \sum_{i=1}^r n_i \varpi_i$;
- The coweight $\lambda$ is given by $\lambda = N - C^\vee_{\mathfrak{g}} \cdot k$.

Note that the components of the coweight $\lambda$ gives the balance of the gauge nodes of the quiver. The assumption that the quiver is good implies that $\lambda$ is dominant.
**Example.** For instance if one considers the algebra $C_2$ and coweights expressed in the basis of fundamental weights\(^7\) $\lambda = [2, 0]$ and $\mu = [2, 2]$, with the matrix $C_\g = \begin{pmatrix} 2 & -1 \\ -2 & 2 \end{pmatrix}$

one gets $\mu - \lambda = [0, 2]$. This is in the positive coroot lattice, and $C_\g^{-1} \cdot (\mu - \lambda) = [1, 2]$ so the quiver is

$$Q_\lambda^\mu = \begin{tikzpicture} [node distance = 1cm, thick]
  \node (1) [style=species] {}; 
  \node (2) [style=species, right of=1] {} ; 
  \node (3) [style=species, below of=2] {}; 
  \draw (1) -- (2) ; 
  \draw (2) -- (3) ; 
\end{tikzpicture}. \quad (3.3)$$

Note that the gauge node on the right is balanced, corresponding to the vanishing component of $\lambda$.

If instead one considers $\lambda = [0, 1]$ and $\mu = [2, 2]$, then $\mu - \lambda = [2, 1]$ is not in the positive coroot lattice. Accordingly, $C_\g^{-1} \cdot (\mu - \lambda) = [{5 \over 7}, 3]$ is not a vector of integers and no quiver can be defined.

Note that it is not necessary that the coweight $\lambda$ be dominant. For instance consider the following pair:

$$\lambda = [-1, 2] \quad \mu = [4, 6] \quad Q_\lambda^\mu = \begin{tikzpicture} [node distance = 1cm, thick]
  \node (1) [style=species] {}; 
  \node (2) [style=species, above right of=1] {} ; 
  \node (3) [style=species, below of=2] {}; 
  \draw (1) -- (2) ; 
  \draw (2) -- (3) ; 
\end{tikzpicture}. \quad (3.4)$$

Note that the node on the right is under-balanced.

**Generalized Slices.** When $\lambda$ is not dominant, the construction of the quiver $Q_\lambda^\mu$ still makes sense. The quiver is not good in the sense of [49], and its Coulomb branch does not correspond to a slice in $\text{Gr}_G$. However the Coulomb branch of $Q_\lambda^\mu$ can be identified with the generalized slices of [12].

**Explicit quivers** The quivers $Q_\lambda^\mu$ for algebras of classical types are gathered in Table 4. We use the following explicit form for the inverse of the Cartan matrix for $g = A_n$:

$$C_\g^{-1} = \left( \min(i, j) - \frac{ij}{n+1} \right)_{1 \leq i, j \leq n}. \quad (3.5)$$

### 3.2 Hasse diagrams for Affine Grassmannians at ranks 1 and 2

In this subsection, we use the description reviewed above to construct the bottom part of the Hasse diagrams for complex simple groups of ranks 1 and 2. This can be achieved by focusing only on the centerless groups associated to the Lie algebra (the affine Grassmannian for groups with non-trivial center are obtained by taking only the relevant connected components). This is presented in Figures 2 to 13.

\(^7\)For conventions regarding the $C_2$ algebra, see Figure 9.
Caption for Figures 2-13. For each Lie algebra, we first draw a diagram with our Lie algebra conventions. This diagram represents both the Cartan subalgebra and its dual, identified via the Killing form. The red arrows represent the roots, the black arrow represent the fundamental weights. The simple roots and coroots, and the fundamental weights and coweight are explicitly labeled. The dots denote the coweight lattice, where different colors are used for different elements of the group (2.27), and therefore correspond to different connected components in (the Hasse diagram of) the affine Grassmannian. The Weyl chamber, defined by the fundamental coweights, is shaded in gray.

Then for each element of the group (2.27) we draw a Hasse diagram for the few lowest orbits in the corresponding component of the affine Grassmannian. The dots in the Hasse diagram are the coweights and correspond to orbits (2.24), while the lines connect adjacent coweights according to the partial order (2.22). Dotted lines indicate that the Hasse diagram is infinite.

A connected component can be labeled by a lowest coweight $\Omega_I$. In that component, next to each dot corresponding to a coweight $\mu$, we draw the quiver $Q^\mu_{\Omega_I}$. The Coulomb branch of this quiver is the transverse slice to the orbit at the origin of the Hasse diagram, $[W_G]_{\Omega_I}^\mu$. Finally, next to each line we indicate the nature of the elementary transverse slice, using the notations specified at the end of Section 2.6.

Disposition and quasi-minimal slices. From the Hasse diagrams presented in this section, one can observe that the appearance of slices beyond Kleinian singularities of type $A$ is related to space constraints close to the walls of the Weyl chamber. In the $A_2$ case, a non-zero coweight $\lambda$ always has at least one coweight $\mu$ such that $\mu - \lambda$ is a simple coroot. This is related to the basic geometric fact that the Weyl chamber has an angle of $\frac{\pi}{3}$ at the origin, which is the angle for equilateral triangles.

In the $B_2$ case, the Weyl chamber has an angle $\frac{\pi}{4}$ at the origin. Adding any simple coroot to the coweight $\varpi_1^\vee$ in Figure 6 gives a coweight outside the Weyl chamber. In order to stay in the Weyl chamber, one has to add the non simple coroot $\alpha_1^\vee + \alpha_2^\vee$. This leads to an elementary slice with quasi-minimal singularity in Figure 8. The same obviously applies to the $C_2$ case.

Finally in the $G_2$ case, there are two non-zero coweights which are such that adding any simple coroot gives a coweight outside the Weyl chamber, namely $2\varpi_2^\vee$ and $2\varpi_2^\vee$. This gives rise to two elementary slices with quasi-minimal singularities in Figure 13.
\[ \alpha_1 = \alpha_1^\vee \quad \varpi_1 = \varpi_1^\vee \]

Component 0 $\in \mathbb{Z}_2$  
Component 1 $\in \mathbb{Z}_2$

**Figure 2.** Bottom of the Hasse diagram for $\text{PSL}(2, \mathbb{C})$. See detailed caption on page 18.
Figure 3. Summary of $A_2$ data. See detailed caption on page 18. The red dots correspond to the coroot lattice $\Lambda_0$, while the blue dots are the lattice $\Lambda_0 + \varpi_1$ and the green dots are the lattice $\Lambda_0 + \varpi_2$.

Figure 4. Bottom of the Hasse diagram for $\text{PSL}(3, \mathbb{C})$, component $0 \in \mathbb{Z}_3$. See detailed caption on page 18.
Figure 5. Bottom of the Hasse diagram for $\text{PSL}(3, \mathbb{C})$, component $1 \in \mathbb{Z}_3$. See detailed caption on page 18. The third component $-1 \in \mathbb{Z}_3$ is obtained by symmetry.
Figure 6. Summary of $B_2$ data. See detailed caption on page 18. The black dots correspond to the coroot lattice $\Lambda_0$, while the blue dots are the lattice $\Lambda_0 + \varpi_1^\vee$. 
Figure 7. Bottom of the Hasse diagram for PSO(5, C), component 0 ∈ Z₂. See detailed caption on page 18.
Figure 8. Bottom of the Hasse diagram for PSO(5, C), component $1 \in \mathbb{Z}_2$. See detailed caption on page 18.
Figure 9. Summary of $C_2$ data. See detailed caption on page 18. The black dots correspond to the coroot lattice $\Lambda_0$, while the blue dots are the lattice $\Lambda_0 + \varpi_2^\vee$. 
Figure 10. Bottom of the Hasse diagram for $\text{Sp}(4, \mathbb{C})$, component $0 \in \mathbb{Z}_2$. See detailed caption on page 18.
Figure 11. Bottom of the Hasse diagram for $\text{Sp}(4, \mathbb{C})$, component $1 \in \mathbb{Z}_2$. See detailed caption on page 18.
Figure 12. Summary of $G_2$ data. See detailed caption on page 18.
Figure 13. Bottom of the Hasse diagram for $G_2$. See detailed caption on page 18.
| Algebra | Quiver |
|---------|--------|
| $A_n$   | ![Diagram for $A_n$] |
| $B_n$   | ![Diagram for $B_n$] |
| $C_n$   | ![Diagram for $C_n$] |
| $D_n$   | ![Diagram for $D_n$] |

Table 4. For algebras of classical types, we depict the quivers $Q^\lambda_\mu$ where $\mu = \sum_{j=1}^n \mu_i \varpi_i$ and $\lambda = \sum_{j=1}^n \lambda_i \varpi_i$ are coweights with $\mu$ dominant and $\nu := \mu - \lambda$ in the positive coroot lattice. If $\lambda$ is dominant, their 3d $\mathcal{N} = 4$ Coulomb branch is the transverse slice $\overline{W_G}^\mu_{\lambda}$.
3.3 Quivers for Quasi-Minimal Singularities

In this section we focus on the elementary slices in the affine Grassmannian that did not make an appearance in [32], corresponding to the quasi-minimal singularities reviewed in Section 2.6:

- The $ac_n$ slices are the lowest slices in the component of $Gr_{Sp(n)}$ not connected to the identity.
- The slices $cg_2$ and $ag_2$, which appear in $Gr_{G_2}$, and were identified in Figure 13.

In this section, we study magnetic quivers for these elementary slices, which are crucial in the algorithm of quiver subtraction and quiver addition, see Section 5. They are deduced from the coweights that are used to define them, using the formulas of Section 3.1. The quivers are gathered in Table 1.

We start with the $ac_n$ singularity. It is the Coulomb branch of the quivers

$$ac_n:\begin{array}{cccccccc}
\circ & \circ & \cdots & \circ & \circ \\
1 & 1 & \cdots & 1 & 1 & 1 \\
\end{array} \quad (3.6)$$

The global symmetry is $su(n) \times u(1)$, which is consistent with the rightmost node being overbalanced, while the other nodes are balanced and form the $A_{n-1}$ Dynkin diagram. The Coulomb branch Hilbert series can be neatly encapsulated in the form of a highest weight generating function (HWG) [50]:

$$HWG = \frac{1 - \mu_1^2 \mu_{n-1}^2 t^6}{(1 - t^2)(1 - \mu_1 \mu_{n-1} t^2)(1 - \frac{\mu_1^2 t^3}{q})(1 - q \mu_{n-1}^2 t^3)}$$

$$= \text{PE} \left[ t^2 + \mu_1 \mu_{n-1} t^2 + (q \mu_1^k + q^{-1} \mu_{n-1}^k) t^{k+1} - \mu_1^k \mu_{n-1}^k t^{2k+2} \right]$$

where $\mu_i$ and $q$ are Dynkin fugacities of $su(n)$ and $u(1)$ respectively. From the HWG we can also obtain the unrefined Hilbert series. For $ac_2$, the unrefined Hilbert series is:

$$HS = \frac{1 + 2t^2 + 4t^3 + 2t^4 + t^6}{(1 - t)^2(1 - t^2)^2(1 + t + t^2)^2}$$

In addition, we also provide the refined plethystic logarithm (PL) of the Hilbert series which encodes representation content of the generators and relations in the Coulomb branch in Table 5.

For $G_2$ affine Grassmannian, we have two new elementary slices which are the $ag_2$ and $cg_2$. For $ag_2$, the quiver takes the form:

$$ag_2:\begin{array}{cccccccc}
\circ & \circ & \\
1 & 1 & \\
\end{array} \quad (3.9)$$
with global symmetry \( \mathfrak{su}(2) \times u(1) \). The HWG takes the form:

\[
\text{HWG} = \frac{(1 - \mu^6 t^8)}{(1 - t^2)(1 - \mu^2 t^2)(1 - \frac{\mu^3 t^4}{q})(1 - \mu^3 q t^4)}
\]

\( = \text{PE}[t^2 + \mu^2 t^2 + (q + q^{-1})\mu^3 t^4 - \mu^6 t^8] \) \hspace{1cm} (3.10)

where \( \mu \) and \( q \) are the Dynkin fugacities of \( \mathfrak{su}(2) \) and \( u(1) \) respectively. The unrefined Hilbert series is

\[
\text{HS} = \frac{1 + 2t^2 + 8t^4 + 2t^6 + t^8}{(1 - t^2)^2(1 - t^4)^2}
\]

and the refined PL is given in Table 6. For \( cg_2 \) the quiver takes the form:

\[
\begin{array}{c}
\text{CG}_2: \\
\circlearrowright \\
1 \\
1 \\
\end{array}
\]

where the global symmetry is \( \mathfrak{su}(2) \times u(1) \). The HWG is:

\[
\text{HWG} = \frac{1 + \mu^2 t^2 + \mu^4 t^4}{(1 - t^2) \left(1 - \frac{\mu^3 t^4}{q}\right)(1 - q\mu^3 t^3)}
\]

\( = \text{PE}[t^2 + \mu^2 t^2 + (q + q^{-1})\mu^3 t^3 - \mu^6 t^6] \) \hspace{1cm} (3.13)

where \( \mu \) and \( q \) are the Dynkin fugacities of \( \mathfrak{su}(2) \) and \( u(1) \) respectively. The unrefined Hilbert series takes the form:

\[
\text{HS} = \frac{1 - 2t + 5t^2 - 2t^3 + t^4}{(1 - t)^4(1 + t + t^2)^2}
\]

with the refined PL given in Table 5.

These three singularities, along with Kleinian singularities and closures of minimal nilpotent orbits are all the singularities that occur as elementary slices in affine Grassmannians. However, this does not mean we have a complete list of all possible elementary slices for symplectic singularities. In [51], we introduced a two parameter family \( h_{n,k} \) of singularities which generalizes the \( c_n \) singularities (\( c_n = h_{n,2} \)). They were used to characterize certain elementary slices in Higgs branches of 4d \( \mathcal{N} = 2 \) rank 1 SCFTs. The quiver for \( h_{n,k} \) is

\[
\begin{array}{c}
\circlearrowright \\
\cdots \\
\circlearrowright
\end{array}
\]

\[ n \quad 1 \quad 1 \quad 1 \quad 1 \quad k \]

with \( u(n) \) global symmetry.
Beginning of the expansion of the PL

| n | \[t^2\]: \([2] + [0]\) |
|---|---|
| 2 | \[t^3\]: \((q + \frac{1}{q})[2]\)
| | \[t^4\]: \([-0]\)
| | \[t^5\]: \(-(q + \frac{1}{q})([0] + [2])\)

| t^2: \([11] + [00]\) |
|---|---|
| t^3: \(q[20] + \frac{1}{q}[02]\) |
| t^4: \([-00] - [11]\) |
| t^5: \(-q([01] + [12] + [20]) - \frac{1}{q}([02] + [10] + [21])\)

**Table 5.** \(ac_n\) refined PL. \([\ldots]\) are the Dynkin labels for \(SU(n)\).

| t^2: \([101] + [000]\) |
|---|---|
| t^3: \(q[200] + \frac{1}{q}[002]\) |
| t^4: \([-000] - [020] - [101]\) |
| t^5: \(-q([010] + [111] + [200]) - \frac{1}{q}([002] + [010] + [111])\)

**Table 6.** \(ag_2\) and \(cg_2\) refined PL. \([\ldots]\) are the Dynkin labels for \(SU(2)\).

Along a similar line of logic, we expect the generalization of \(ac_n\) and \(ag_2\) a two parameter family of singularities that we call \(\tilde{h}_{n,k}\), with \(a_2 = \tilde{h}_{n,1}\), \(ac_n = \tilde{h}_{n,2}\) and \(ag_2 = \tilde{h}_{2,3}\). The quiver for \(\tilde{h}_{n,k}\) is

![Quiver](quiver.png)

(3.16)

where the global symmetry is also \(u(n)\). The Coulomb branch is no longer an orbifold.
The HWGs for the singularities $h_{n,k}$ and $\bar{h}_{n,k}$ are

\[
\text{HWG}[h_{n,k}] = \text{PE}\left[t^2 + \mu_1 \mu_{n-1} t^2 + (q \mu_k^1 + q^{-1} \mu_{k-1}^k) t^{k+1} - \mu_k^1 \mu_{k-1}^k t^{2k}\right]
\]

(3.17)

\[
\text{HWG}[\bar{h}_{n,k}] = \text{PE}\left[t^2 + \mu_1 \mu_{n-1} t^2 + (q \mu_k^1 + q^{-1} \mu_{k-1}^k) t^{k+1} - \mu_k^1 \mu_{k-1}^k t^{2k+2}\right]
\]

(3.18)

where $\mu_i$ and $q$ are the Dynkin fugacities of $u(n) \cong su(n) \times u(1)$. A highest weight variety for $h_{n,k}$ is $\mathbb{C} \times \mathbb{C}^2 / \mathbb{Z}_k$, with equation $xy = z^k$. A highest weight variety for $\bar{h}_{n,k}$ is the threefold defined by the equation $xy = z^kw$ for $(x, y, z, w) \in \mathbb{C}^4$.

**Unframed quivers.** So far we have considered quivers with an explicit framing (flavor nodes). Magnetic quivers for higher dimensional supersymmetric gauge theories ($4d \mathcal{N} = 2$, $5d \mathcal{N} = 1$ and $6d \mathcal{N} = (1, 0)$ theories) usually arise from brane configurations, and are more conveniently written without framing. For unframed quivers, it is understood that a U(1) node has to be ungauged on the long side [32, 52]. The quivers discussed in this section are summarized in both framed and unframed form in Table 1.

### 4 Branes

In this section we construct brane systems for the affine Grassmannian of classical groups consisting of NS5, D5, and D3 branes in Type IIB String Theory as first developed in [9], possibly in presence of an ON plane. The method of reading quivers from such brane systems, including quivers for transverse slices, is reviewed in Appendix A.

**Affine Grassmannian.** As discussed in Section 2, the affine Grassmannian $[\text{Gr}_G]$ of a group $G$ consists of several connected components, one for each lowest dominant coweight $\Omega_I$, see Table 2. Each connected component of the affine Grassmannian is infinite dimensional, as are the transverse slices $[\mathcal{W}_G]_\lambda$. The transverse slices $\overline{[\mathcal{W}_G]_\lambda}^\mu$ however are finite dimensional and can be constructed as a Coulomb branch\(^8\) of a quiver theory as discussed in Section 3. Every such quiver describes the low energy theory of a brane system, which can be obtained using simple rules (see Appendix A). The goal of this section however, is to turn this around and to generate the affine Grassmannian, or rather any $[\mathcal{W}_G]_\lambda$, from a brane system. For every component $I$ in the affine Grassmannian a brane system is proposed whose phases correspond to the symplectic leaves of $[\mathcal{W}_G]_{\Omega_I}$. From this brane system all of $[\mathcal{W}_G]_{\Omega_I}$ can be constructed. Since the objective is to construct an infinite dimensional space, an infinite number of moduli (D3 branes) must be present in the brane system. To study the symplectic leaves of $[\mathcal{W}_G]_{\Omega_I}$ from bottom-up, we restrict the movements of almost every D3 brane and only turn on few moduli at a time, moving from one symplectic leaf of $[\mathcal{W}_G]_{\Omega_I}$ to another. Starting at the lowest leaf, i.e. all D3 branes rest at the origin, this process generates the transverse slices to the lowest leaf in the component at hand. This bottom-up construction solely uses Kraft-Procesi transitions [13–15] in brane systems, without the need to rely on the results of Section 3. As a result, the affine Grassmannian arises naturally in brane systems.

---

\(^8\)Higgs branch constructions are possible but not discussed in this paper.
All other finite slices $\overline{W_G\lambda}$ in the affine Grassmannian are contained in the brane systems as (generically non-elementary) Kraft-Procesi transitions. Furthermore any $[W_G\lambda]$ may be constructed bottom-up from the proposed brane systems by first moving to the phase in the brane system which corresponds to $[W_g\Omega_I]$, ignoring the already turned on D3 moduli, and proceeding with Kraft-Procesi transitions.

4.1 The $A$-type affine Grassmannian

The affine Grassmannian of $\text{PSL}(n, \mathbb{C})$ consists of $n$ connected components. We propose a brane system for each such component. More precisely, we propose a brane system for $[W_{\text{PSL}(n, \mathbb{C})}\Omega_I]$ for every lowest dominant coweight $\Omega_I$.

**Component $0 \in \mathbb{Z}_n$** The component connected to the origin (component 0) is in fact the affine Grassmannian of $\text{SL}(n, \mathbb{C})$. The proposed brane system for $[W_{\text{PSL}(n, \mathbb{C})}[0,...,0]$ consists of $n$ NS5 branes with an infinite number of D5 branes on both sides, and an infinite number of D3 branes extended between every neighbouring pair of D5 branes.

\[
\begin{array}{c}
\cdot \cdot \cdot \\
\infty \text{ D3} \\
\infty \text{ D5} \\
\end{array}
\]

When drawing the brane system, we generally do not depict branes which are not essential to study the symplectic leaf at hand, i.e. we suppress those branes resting at the origin. Depicting the origin of $[W_{\text{PSL}(n, \mathbb{C})}[0,...,0]$ and suppressing all irrelevant branes leads to the following:

\[
\begin{array}{c}
\cdot \cdot \cdot \\
\infty \text{ D3} \\
\infty \text{ D5} \\
\end{array}
\]

$n \text{ NS5}$
For this brane system we read the empty quiver:

\[
\begin{array}{c}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{array}
\] (4.3)

i.e. the origin of \([W_{PSL(n,\mathbb{C})}]_{[0,\ldots,0]}\) corresponding to the lowest dominant coweight \(\Omega_0 = [0, 0, \ldots, 0]\).

**Other components.** The transverse slices to the lowest leaf in the remaining connected components of the affine Grassmannian of \(PSL(n, \mathbb{C})\) can be constructed from a brane system where a single D5 is in one of the intervals between two neighbouring NS5 branes. For example, placing a D5 brane in the first interval we obtain the following brane system:

\[
\begin{array}{c}
\bullet & \cdots \\
| & | \\
\text{\hspace{1cm} } n \text{ NS5}
\end{array}
\] (4.4)

For this brane system we read the quiver:

\[
\begin{array}{c}
1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{array}
\] (4.5)

which represents the origin of \([W_{PSL(n,\mathbb{C})}]_{[1,0,\ldots,0]}\), corresponding to the lowest dominant coweight \(\Omega_0 = [1, 0, \ldots, 0]\).

The two brane systems in (4.2) and (4.4) contain an infinite number of D5 branes; however, they differ as the D5 brane depicted in (4.4) has a different linking number\(^9\) than any of the D5 branes in (4.2).

**Quotients of SL\((n, \mathbb{C})\).** For quotients \(SL(n, \mathbb{C})/\mathbb{Z}_k\), where \(k\) divides \(n\), \(k\) connected components make up its affine Grassmannian. The starting points for the respective components are those with a single D5 placed in the \(I\)-th interval satisfying the condition

\[
I \mod \frac{n}{k} = 0,
\] (4.6)

\(^9\)All prescriptions for linking numbers are equivalent and can be used.
which has \( k \) solutions for \( I \in \{0, \ldots, n - 1\} \).

Example: The possible starting intervals for a D5 (depicted by an \( \times \)) to be placed for a respective component of the affine Grassmannian of \( \text{SL}(6, \mathbb{C})/\mathbb{Z}_k \) are as follows:

| \( k = 6 \) | \( \times \) | \( \times \) | \( \times \) | \( \times \) | \( \times \) |
| \( k = 3 \) | \( \times \) | \( \times \) | \( \times \) | \( \times \) |
| \( k = 2 \) | \( \times \) | \( \times \) | \( \times \) |
| \( k = 1 \) | \( \times \) | \( \times \) | \( \times \) |

(4.7)

Note that a brane system without a D5 in any interval corresponds to the component connected to the origin, the 0-th component, which is always present for any \( \text{SL}(n, \mathbb{C})/\mathbb{Z}_k \).

**Identifying the component.** Given a brane system for any slice in the affine Grassmannian of \( \text{PSL}(n, \mathbb{C}) \), with \( n_l \) D5 branes in the \( l \)-th interval, there is a simple formula to compute which component the corresponding slice belongs to:

\[
\sum_{l=1}^{n-1} \ln_l \mod n = I ,
\]

(4.8)

where \( I \) labels the component. Now that we addressed the various components of the A-type affine Grassmannian, we can start exploring the stratification of each component.

**Symplectic leaves, minimal transitions.** In order to study the different leaves of a given transverse slice in the affine Grassmannian one can start turning on Coulomb branch moduli of the brane system. However, this has to be done in a systematic way in order to identify every leaf. One has to carefully turn on a ‘minimal’ amount of moduli in the following two ways.

In order to open up Coulomb branch directions, one needs to consider an interval of D5 branes that contains at least 2 NS5 branes. In order to open up a minimal direction, the D5 branes need to be the closest two D5 branes separated by at least two NS5 branes. This leaves two options:

1. Activating a D3 brane between two neighbouring D5 branes (i.e. there is no D5 brane between them) separated by \( p \) NS5 branes, where \( p \geq 2 \). This corresponds to the
2. Activating a D3 brane between two D5 branes which have exactly 2 NS5 branes between them, with possibly $q \geq 0$ D5 branes between the two NS5 branes. This corresponds to a transverse slice $A_{q+1}$.

Clearly (4.9) for $p = 2$ and (4.10) for $q = 0$ are the same transition, as $a_1 = A_1$.

This allows a transition from one leaf to another. The quiver can be read from the brane system. Its Coulomb branch contains the moduli which are turned on, and the moduli space is the closure of the corresponding leaf. This is analysed in detail for rank 1 and 2 in the following two sections.

### 4.1.1 The $A_1$ affine Grassmannian

The affine Grassmannian for $\text{PSL}(2, \mathbb{C})$ has two connected components, corresponding to the two lowest dominant coweights, $[0]$ and $[1]$.

**Component** $0 \in \mathbb{Z}_2 \quad [\mathcal{W}_{\text{PSL}(2,\mathbb{C})}]_{[0]}$, for the 0-th component of the affine Grassmannian of $\text{PSL}(2, \mathbb{C})$, which is the affine Grassmannian of $\text{SL}(2, \mathbb{C})$, is given by a brane system with infinitely many D3 branes which are free to move between two NS5 branes in the presence of D5 branes. The origin of $[\mathcal{W}_{\text{PSL}(2,\mathbb{C})}]_{[0]}$ is where all these infinitely many branes are coincident. Let us draw the two NS5 branes and suppress the infinitely many D3 branes.
at the origin, as well as infinitely many D5 branes to the left and right.

\begin{equation}
(4.11)
\end{equation}

We move to the lowest non-trivial leaf by pulling a D3 brane from the stack of infinitely many branes at the origin and placing it between two D5 branes and letting it slide along the NS5 branes, corresponding to an $A_1$ transition:

\begin{equation}
(4.12)
\end{equation}

The stuck D3 branes between the two pairs of D5 and NS5 can be annihilated by a Hanany-Witten transition and we can read the quiver whose Coulomb branch is the closure of the leaf:

\begin{equation}
(4.13)
\end{equation}

The only way to keep moving onto higher leaves in the affine Grassmannian is by repeating the same process. However, the D5 branes already placed between the NS5 branes make the transverse slices $A_{2k-1}$ for the $k$-th transition of this type. A general leaf and the corresponding quiver are:

\begin{equation}
(4.14)
\end{equation}
Which is indeed what we find in Section 3.

Component 1 $\in \mathbb{Z}_2$ For the first connected component of $\text{PSL}(2, \mathbb{C})$ we start with the following brane system:

\begin{equation}
\text{(4.15)}
\end{equation}

Which depicts the origin of $[W_{\text{PSL}(2, \mathbb{C})}]_1$. The transverse slice for the $k$-th transition is $A_{2k}$ while the brane system and quiver for the leaf are:

\begin{equation}
\text{(4.16)}
\end{equation}

The quivers in (4.14) correspond to slices to the lowest leaf (origin) in the 0-th component of the affine Grassmannian, while the quivers in (4.16) correspond to slices to the lowest leaf in the 1-st component. The other slices, between any two leaves in a connected component, are realised as (generically non-minimal) Kraft-Procesi transitions [15] in the brane system. The form of the quiver is a framed $A_1$ quiver, or an SQCD theory with $U(k)$ gauge group and $N$ flavors, satisfying $N \geq 2k$. $k$ is the number of minimal slices between the two leaves, and $N$ is even for slices in the 0-th component, while $N$ is odd for slices in the 1-st component. In this way every good quiver of $A_1$ type is realised in one of the two brane systems corresponding to the two connected components of the affine Grassmannian of $\text{SL}(2, \mathbb{C})$.

4.1.2 The $A_2$ affine Grassmannian

The affine Grassmannian of $\text{PSL}(3, \mathbb{C})$ has 3 disconnected components.

Component 0 $\in \mathbb{Z}_4$ The brane systems for the lower symplectic leaves and elementary slices between them for the component connected to the origin are depicted in Figure 14.

Component 1, 2 $\in \mathbb{Z}_3$ The brane systems for the lower symplectic leaves and elementary slices between them for one of the components not connected to the origin are depicted in Figure 15. The brane system for the other component is related to the one depicted in Figure 15 by a $\mathbb{Z}_2$ action $x^6 \mapsto -x^6$, and we do not draw it.
Figure 14. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[\mathcal{W}_{PSL(3,C)}]_{[0,0]}$. 
Figure 15. Brane depiction of the low dimensional leaves [and elementary slices between them] of $\mathcal{W}_{\text{PSL}(3,\mathbb{C})}[0,1]$. 
4.2 The $B$-type affine Grassmannian

For this setup, we require a $\tilde{\text{ON}}^{-}$ plane. In the main text we always draw the full covering space and refer to half branes simply as branes.

**Component** $0 \in \mathbb{Z}_2$  The affine Grassmannian of Spin($2n+1$, $\mathbb{C}$) is the 0-th component of the affine Grassmannian of SO($2n+1$, $\mathbb{C}$). The brane system for $[W_{\text{SO}(2n+1, \mathbb{C})}]_{[0,0,\ldots,0]}$ is proposed to be

\[
\begin{array}{c}
\cdots \\
\hline \\
\tilde{n} & \tilde{\text{ON}} & \tilde{n} \\
\hline \\
\end{array}
\]

(4.17)

Depicted at the origin, with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\circ \\
0
\end{array}
\end{array}
\hline \\
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\hline \\
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\hline \\
\cdots \\
\hline \\
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\end{array}
\hline \\
\begin{array}{c}
\begin{array}{c}
\circ \\
0
\end{array}
\end{array}
\end{array}
\end{array}
\]

(4.18)

**Component** $1 \in \mathbb{Z}_2$  The brane system for the 1-st component of the affine Grassmannian of SO($2n+1$, $\mathbb{C}$), is proposed to be

\[
\begin{array}{c}
\cdots \\
\hline \\
\tilde{n} & \tilde{\text{ON}} & \tilde{n} \\
\hline \\
\end{array}
\]

(4.19)

Depicted at the origin, with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
1
\end{array}
\end{array}
\hline \\
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\hline \\
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
0
\end{array}
\end{array}
\end{array}
\end{array}
\]

(4.20)
Which is indeed the quiver representing the origin of $[\mathcal{W}_{\text{SO}(2n+1,\mathbb{C})}]_{\{1,0,...,0\}}$.

**Minimal transitions.** When activating D3 branes between D5 branes, one can follow the same procedure as for the A-type affine Grassmannian, when considering branes away from the ON (keeping in mind that in the covering space one has to move mirrors images alike). If however one wants to activate a D3 brane between a D5 brane and its image, in order to move the D3 brane along an NS5 brane and its image, one has to keep in mind the boundary conditions reviewed in Appendix A. The D3 brane ending on a D5 brane and its image needs to be accompanied by its own mirror image. The associated transition is $b_n$ if the D5 branes are separated by $n$ NS5 branes (and their mirror images).

\[
\begin{array}{c}
\includegraphics[width=0.8\textwidth]{diagram.png}
\end{array}
\]

In the case of $n = 1$ one has to be slightly more careful. If we attempt to move the D3 brane and its mirror along the NS5 brane we would obtain a set up breaking the S-rule:

\[
\begin{array}{c}
\includegraphics[width=0.8\textwidth]{diagram2.png}
\end{array}
\]

We therefore need to include another D5 brane and its mirror image and can now perform a $b_1 = A_1$ transition:

\[
\begin{array}{c}
\includegraphics[width=0.8\textwidth]{diagram3.png}
\end{array}
\]

Drawing the D5 branes at different vertical positions is purely for convenience. In (4.23) more D5 branes could be present between the NS5 and the ON⋅ plane leading to $A_k$ transitions.
When dealing with the 1-st component for SO(5, \mathbb{C}), i.e. \( n = 2 \), one also has to be careful with the first transition. Activating a minimal number of moduli without breaking supersymmetry has to be done like this:

\[ ac_2 \]  

This transition is called \( ac_2 \) as it appears also in the type C affine Grassmannians, and we use the isomorphism \( C_2 = B_2 \). For \( n > 2 \) no new slices arise.

### 4.2.1 The \( B_1 \) affine Grassmannian

**Component** 0 \( \in \mathbb{Z}_2 \). The affine Grassmannian of Spin(3, \mathbb{C}), i.e. component 0 of the affine Grassmannian of SO(3, \mathbb{C}), is given by the brane system:

\[ \text{depicted at the origin of } [W_{SO(3,\mathbb{C})}]_0. \]  

We can now move onto the lowest non-trivial leaf through a \( b_1 = A_1 \) transition as in (4.23). After a Hanany-Witten transition we can read off the quiver:

\[ \text{depicted at the origin of } [W_{SO(3,\mathbb{C})}]_0. \]  

The only way to keep moving onto higher leaves in \([W_{SO(3,\mathbb{C})}]_0\) is by repeating the same thing, however the D5 branes already placed between the NS5 branes make the transverse slices \( A_{2k-1} \) for the \( k \)-th transition of this type. A general leaf and the corresponding quiver
are:

\[
\begin{array}{c c c}
2k & \cdots & 2k \\
\vdots & \ddots & \vdots \\
k & & k
\end{array}
\]

(4.27)

Which completely agrees with the construction in Section 4.1.1.

**Component** 1 ∈ \( \mathbb{Z}_2 \)  For the second connected component of \( \text{SO}(3, \mathbb{C}) \) we start with:

\[
\begin{array}{c c c}
\bullet & \cdots & \bullet \\
\bullet & \cdots & \bullet \\
\end{array}
\]

(4.28)

depicting the origin of \( [W_{SO(3,\mathbb{C})}]_{[1]} \). The transverse slice for the \( k \)-th transition is \( A_{2k} \) and the brane system and quiver for the leaf are:

\[
\begin{array}{c c c}
2k + 1 & \cdots & 2k + 1 \\
\vdots & \ddots & \vdots \\
k & & k
\end{array}
\]

(4.29)

Which is again in agreement with Section 4.1.1.

### 4.2.2 The \( B_2 \) affine Grassmannian

**Component** 0 ∈ \( \mathbb{Z}_2 \)  Is in Figure 16.

**Component** 1 ∈ \( \mathbb{Z}_2 \)  Is in Figure 17.
Figure 16. Brane depiction of the low dimensional leaves [and elementary slices between them] of \[\mathcal{W}_{\text{SO}(5,\mathbb{C})}_{[0,0]}\].
Figure 17. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[W_{SO(5,\mathbb{C})}]_{[1,0]}$. 
4.3 The $C$-type affine Grassmannian

For this setup, we require a $\text{ON}^+$ plane. In the main text we draw the full covering space and refer to half branes simply as branes.

**Component 0 $\in \mathbb{Z}_2$**  The brane system for the affine Grassmannian of $\text{Sp}(2n, \mathbb{C})$, i.e. the 0-th component of the affine Grassmannian of $\text{PSp}(2n, \mathbb{C})$, is proposed to be

\[
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\hline \\
\hline
n \\
\hline
\text{ON}^+ \\
\hline
n \\
\hline \\
\hline
\end{array}
\]

Depicted is the origin of $\left[ W_{\text{PSp}(2n, \mathbb{C})} \right]_{0,0,0}$, with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{c}
\begin{array}{c}
0 \\
0 \\
0 \\
0
\end{array}
\end{array}
\quad \cdots \\
\begin{array}{c}
0 \\
0 \\
0 \\
0
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
0 \\
0 \\
0 \\
0
\end{array}
\end{array}
\quad \cdots \\
\begin{array}{c}
0 \\
0 \\
0 \\
0
\end{array}
\]

\[
\begin{array}{c}
0 \\
0 \\
0 \\
0
\end{array}
\quad \cdots \\
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**Component 1 $\in \mathbb{Z}_2$**  The brane system for the 1-st component of the affine Grassmannian of $\text{PSp}(2n, \mathbb{C})$, is proposed to be
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\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\hline \\
\hline
n \\
\hline
\text{ON}^+ \\
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n \\
\hline \\
\hline
\end{array}
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Depicted is the origin of $\left[ W_{\text{PSp}(2n, \mathbb{C})} \right]_{0,0,1}$, with all D3 branes and D5 branes suppressed. The quiver representing the origin is:
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**Minimal transitions.** In the $C$-type brane systems, we may perform the same transitions as in the $A$-type case. Additionally there are two more minimal transitions:

\[ c_n \]

and

\[ ac_n \]

For $n = 1$ there are transitions corresponding to Kleinian singularities studied in detail in the next section.

### 4.3.1 The $C_1$ affine Grassmannian

**Component 0 ∈ $\mathbb{Z}_2$** The affine Grassmannian of $\text{PSp}(2, \mathbb{C})$ is given by the brane system:

\[ \cdot \]

depicted at the origin of $[\mathcal{W}_{\text{PSp}(2, \mathbb{C})}]_0$. We can now move onto the lowest non-trivial leaf by activating a D3 brane between two D5 branes, which are mirror images, and moving the D3 brane along the NS5 branes, corresponding to a $A_1$ transition:

\[ \cdot \]
After a Hanany-Witten transition we can read off the quiver:

\begin{equation}
\begin{array}{c}
1 \\
\circ \\
2
\end{array}
\end{equation}

The only way to keep moving onto higher leaves in the affine Grassmannian is by repeating the same thing, however the D5 branes already placed between the NS5 branes make the transverse slices $A_{2k-1}$ for the $k$-th transition of this type. A general leaf and the corresponding quiver are:

\begin{equation}
\begin{array}{c}
k \cdots \\
\bigcirc \\
2k
\end{array}
\end{equation}

This is in agreement with the construction in both Section 4.1.1 and 4.2.1.

**Component $1 \in \mathbb{Z}_2$** For the second connected component for $\text{PSp}(2, \mathbb{C})$ we start with:

\begin{equation}
\begin{array}{c}
k \\
\circ \\
2k + 1
\end{array}
\end{equation}

Depicting the origin of $[\mathcal{W}_{\text{PSp}(2, \mathbb{C})}]_1$. The transverse slice for the $k$-th transition is $A_{2k}$ and the brane system and quiver for the leaf are:

\begin{equation}
\begin{array}{c}
k \cdots \\
\bigcirc \\
2k + 1
\end{array}
\end{equation}

This is in agreement with the construction in both Section 4.1.1 and 4.2.1.
4.3.2 The $C_2$ affine Grassmannian

The two components are represented in Figures 18 and 19.
Figure 18. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[W_{\text{PSp}(4,\mathbb{C})}]_{[0,0]}$. 
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Figure 19. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[\mathcal{W}_{\text{PSp}(4,C)}]_{[0,1]}$. 
4.4 The D-type affine Grassmannian

For this setup, we require a ON$^-$ plane. In the main text we draw the full covering space and refer to half branes simply as branes.

Component $(0, 0) \in \mathbb{Z}_2 \times \mathbb{Z}_2$ or $0 \in \mathbb{Z}_4$ The brane system for the affine Grassmannian of Spin$(2n, \mathbb{C})$, i.e. the $(0, 0)$-th (for $n$ even) or 0-th component (for $n$ odd) of the affine Grassmannian of PSO$(2n, \mathbb{C})$, is proposed to be

\[
\begin{array}{ccccccc}
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
\end{array}
\]

\[\text{ON}^- \hspace{2cm} \hat{n}\]

Depicted is at the origin of $[W_{\text{Spin}(2n, \mathbb{C})}]_{[0, 0, \ldots, 0, 0]}$, with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{ccc}
\circlearrowleft & \circlearrowright \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{array}
\]

\[(4.43)\]

There are three more components.

Component $(1, 1) \in \mathbb{Z}_2 \times \mathbb{Z}_2$ or $2 \in \mathbb{Z}_4$

\[
\begin{array}{ccccccc}
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
\end{array}
\]

\[\text{ON}^- \hspace{2cm} \hat{n}\]

\[\begin{array}{ccc}
\circlearrowleft & \circlearrowright \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{array}
\]

\[(4.44)\]
Depicted at the origin of \( \mathcal{W}_{\text{Spin}(2n, \mathbb{C})}_{[1,0,\ldots,0,0,0]} \) with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{c}
\begin{array}{c}
\text{ON}^-
\end{array}
\end{array}
\]

(4.45)

\textbf{Component} \((1,0) \in \mathbb{Z}_2 \times \mathbb{Z}_2\) or \(1 \in \mathbb{Z}_4\)

(4.46)

Depicted at the origin of \( \mathcal{W}_{\text{Spin}(2n, \mathbb{C})}_{[0,0,\ldots,0,1,0]} \) with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

\[
\begin{array}{c}
\end{array}
\]

(4.47)

\textbf{Component} \((0,1) \in \mathbb{Z}_2 \times \mathbb{Z}_2\) or \(3 \in \mathbb{Z}_4\)

(4.48)
Depicted at the origin of $[W_{\text{Spin}(2n,\mathbb{C})}]_{[0,0,\ldots,0,0,1]}$ with all D3 branes and D5 branes suppressed. The quiver representing the origin is:

![Quiver](image)

(4.49)

**Minimal transitions.** In the $D$-type brane systems, we may perform the same transitions as in the $A$-type case. Additionally there is one more minimal transition:

![Minimal transition](image)

(4.50)

### 4.4.1 The $D_2$ affine Grassmannian

There are four components:

**Component** $(0, 0) \in \mathbb{Z}_2^2$  This component is studied in Figure 20. The origin is

![Component](image)

(4.51)

**Component** $(0, 1) \in \mathbb{Z}_2^2$  This component is studied in Figure 21. The origin is

![Component](image)

(4.52)
Component $(1, 0) \in \mathbb{Z}_2^2$. This component is studied in Figure 22. The origin is

$$\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet}$$

(4.53)

Component $(1, 1) \in \mathbb{Z}_2^2$. This component is studied in Figure 23. The origin is

$$\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet}$$

(4.54)

**Transition.** While not strictly a Hanany-Witten transition, the following two brane webs are equivalent in that they depict the same leaf in the Coulomb branch:

$$\sim$$

(4.55)

In Figure 20 we use the representation on the left. Furthermore the following two transverse slices are equivalent and correspond to an $A_1$ transition:

$$\sim$$

(4.56)

The only difference between the two brane systems in (4.55) and (4.56) lies in their Higgs branch.
Figure 20. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[\mathcal{W}_{PSO(4,\mathbb{C})}]_{[0,0]}$.
Figure 21. Brane depiction of the low dimensional leaves [and elementary slices between them] of $\left[\mathcal{W}_{\text{SO}(4,\mathcal{E})}\right]_{[0,1]}$. 
Figure 22. Brane depiction of the low dimensional leaves [and elementary slices between them] of $\left[ W_{\text{PSO}(4,\mathbb{C})} \right]_{[1,0]}$. 
Figure 23. Brane depiction of the low dimensional leaves [and elementary slices between them] of $[\mathcal{W}_{PSO(4,C)}]_{[1,1]}$. 
5 Quiver addition

5.1 Algorithm

In recent papers [15, 16, 32, 51–58], the notion of quiver subtraction was developed to obtain the Hasse diagram for symplectic singularities, and has been used in various scenarios [59–65]. In this section, we consider the reverse of this process: quiver addition. Aspects of this notion have been discussed in [60] for $D$-type Dynkin quivers. In this work, we show that the quiver addition algorithm presented below precisely reproduces the Hasse diagrams and quivers for the slices in the affine Grassmannian of any finite dimensional simple complex Lie group. For classical groups the quiver addition algorithm can be viewed as the quiver version of the brane constructions of Section 4, expressed in a way more suitable e.g. to teach a computer. For exceptional groups however no brane systems are known, and the quiver addition algorithm provides a simple but powerful way to obtain the Hasse diagram of any transverse slice in the affine Grassmannian. Before proceeding to quiver addition, let us review the procedure of quiver subtraction.

One way to obtain the Coulomb branch Hasse diagram of a quiver $Q$ is to use quiver subtraction. In quiver subtraction one identifies an elementary slice with quiver $D$ from Table 1 and subtracts it from $Q$ following the algorithm given in [32, Appendix A] to produce a new quiver $Q' = Q - D$. We restrict to the case where a given elementary slice cannot be subtracted more than once consecutively.\footnote{If the same slice can be subtracted more than once, we are in the realm of affine Grassmannians of affine type, rather than finite type.} In this case, the Coulomb branch of $Q'$ is the closure of a minimal degeneration of the highest leaf in the Coulomb branch of $Q$. One key point in the algorithm is that the balance of all the gauge nodes remains invariant during subtraction. If more than one quiver can be subtracted, the Hasse diagram bifurcates. As introduced above, we call the number of elementary slices which can be subtracted at any given step the disposition $\mathcal{D}$ of the leaf.

Conversely, to a given quiver one can generically add an infinite number of elementary quivers. However, if one imposes the restriction that the Dynkin diagram formed by the gauge nodes remains invariant then the number of possible slices allowed to be added becomes finite. We now discuss the algorithm.

Quiver addition algorithm. Let $Q$ be a quiver of unitary gauge nodes forming a rank $r$ finite Dynkin diagram with Cartan matrix $(C_{g})_{i,j=1,\ldots,r}$. Let the ranks of the gauge nodes be $k_i \geq 0$, and the ranks of the flavors nodes be $N_i \geq 0$ for $i = 1, \ldots, r$.\footnote{We emphasize that $k_i = 0$ is allowed, even when $N_i > 0$.}

1. Identification of the elementary quivers $S$ to add. Three kinds of elementary quivers can be added to $Q$.

   - Define the subset of gauge nodes without any flavors
     \begin{equation}
     J_0 = \{ j \in \{1, \ldots, r\} \mid N_j = 0 \} .
     \end{equation}

\footnotesize{\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Type & $k_i$ & $N_i$ & \# of slices \\
\hline
$A$ & $0$ & $1$ & infinite \ \\
$B$ & $1$ & $0$ & finite \ \\
$C$ & $0$ & $2$ & finite \\
$D$ & $1$ & $1$ & finite \ \\
$E$ & $2$ & $3$ & finite \ \\
$F$ & $3$ & $4$ & finite \ \\
$G$ & $4$ & $5$ & finite \ \\
\hline
\end{tabular}
\caption{Possible slices for each Dynkin type.}
\end{table}}
To this section of $Q$ | One can add the following $S$

\[
\begin{array}{c|c}
\text{1} & = ac_n \\
\text{1} & = cg_2 \\
\text{1} & = ag_2 \\
\end{array}
\]

| 1 | 1 |
|---|---|
| 1 | 1 |
| 1 | 1 |

Table 7. Identification of the situations where the quivers for $ac_n$, $cg_2$ and $ag_2$ can be added. We insist on the fact that the flavor nodes must be exactly as indicated in the first column, and that there should be no flavorless gauge node connected to the portions of quiver drawn in the first column, so that quiver of the second column can be added.

The nodes labeled by $J_0$ form a union of connected Dynkin diagrams. For each connected Dynkin diagram, one can add the quiver $S$ for the closure of the minimal nilpotent orbit (see Table 1).

- Consider the set of gauge nodes

\[ J_1 = \{ j \in \{1, \ldots, r\} \mid N_j \geq 1 \quad \text{and} \quad \forall j' \in \{1, \ldots, r\}, N_{j'} \geq -(C_{g})_{j'j} \} \] (5.2)

such that gauge node itself has flavours and also its connected neighbours have enough flavour. For each $j \in J_1$, one can add on that node the quiver for a Kleinian singularity $A_{N_j+1}$.

- If there is a subset of the gauge nodes which realize the quivers on the first column of Table 7 with the flavors exactly as indicated, and with no flavorless gauge node connected to that subset, then one can add the $S$ in the second column.

2. **Addition of the elementary quivers.** The result of the addition of the elementary quiver $S$ to $Q$ is a quiver $Q'$ with gauge nodes given by the Dynkin diagram specified by $(C_{g})_{i,j=1,\ldots,r}$, where

- The ranks of the gauge groups $k'_i$ are the sums of the ranks in $Q$ and $S$.
- The flavors $N'_i$ are given by the corresponding flavor in $S$ if $k_i \neq k'_i$ and by rebalancing otherwise.
Note that the total number of flavors either stays the same or increases when a slice is added.\footnote{Just like the number of D5 branes between NS5 branes stays the same or increases when moving upwards in the Hasse diagrams in Section \ref{section:hasse}} As we grow the Hasse diagram further, we reach a stage where all gauge groups have non-zero flavor nodes. Once this happens, the only slice that can be added are Kleinian $A_k$ singularities. Hence, as the Hasse diagram grows, more and more Kleinian singularities populate the Hasse diagram. When all the nodes have flavors, the disposition is equal to the rank of the group, and can not decrease upon quiver addition.

5.2 Examples with simply laced quivers

Let us exemplify how the algorithm works in the case of good linear quivers. The set $J_0$ of unflavored nodes decomposes into smaller $A$-type diagrams, and for each such diagram, an $a_n$-type slice can be added.\footnote{The transition in the corresponding brane system is \eqref{eq:transition}.} For instance, consider the following scenario:

\begin{equation}
\begin{aligned}
\text{Can add } a_{m_1} & \quad & \text{Can add } a_{m_2} & \quad & \text{Can add } a_{m_3} \\
& \quad & \quad & \quad & \\
\circ & \quad \circ & \quad \circ & \quad \circ & \quad \circ \\
& \quad \ldots & \quad \ldots & \quad \ldots & \quad \ldots \\
& \quad m_1 & \quad m_2 & \quad m_3 \\
& \quad \quad & \quad N_1 & \quad N_2 & \quad N_3 \\
& \quad k_a & \quad k_b & \quad k_c & \quad k_d & \quad k_e & \quad k_f & \quad k_g & \quad k_h & \quad k_i & \quad k_j \\
& \quad m_1 & \quad m_2 & \quad m_3
\end{aligned}
\end{equation}

There are three possible slices one can add $a_{m_1}$, $a_{m_2}$, and $a_{m_3}$. For example, the result of adding the $a_{m_2}$ slice produces:

\begin{equation}
\begin{aligned}
& \quad N_1-1 & \quad 1 & \quad N_2-1 & \quad N_3 \\
& \quad \circ & \quad \circ & \quad \circ & \quad \circ & \quad \circ \\
& \quad \ldots & \quad \ldots & \quad \ldots & \quad \ldots & \quad \ldots \\
& \quad k_a & \quad k_b & \quad k_c & \quad k_d+1 & \quad k_e & \quad k_f+1 & \quad k_g & \quad k_h & \quad k_i & \quad k_j \\
& \quad m_1 & \quad m_2 & \quad m_3
\end{aligned}
\end{equation}
On the other hand the $A$-type Kleinian singularities can be added in the following situation:\footnote{The transition in the corresponding brane system is \eqref{eq:transition}.}

\[
\begin{array}{c}
\begin{array}{cc}
N_1 & \ldots \\
\downarrow & \downarrow \\
N_2 & \ldots \\
\end{array}
\end{array}
\begin{array}{c}
N_2+2 \\
\text{Can add } A_{N_2+1} \\
1
\end{array}
\begin{array}{c}
\begin{array}{cc}
N_1 & \ldots \\
\downarrow & \downarrow \\
N_2 & \ldots \\
\end{array}
\end{array}
\begin{array}{c}
N_1-1 & \ldots \\
\downarrow & \downarrow \\
N_2+2 & \ldots \\
\end{array}
\]

which corresponds to nodes in the set $J_1$.

**Single unbalanced gauge group.** As an illustration, we consider linear quivers with one unbalanced node, with imbalance +1. These quivers cover all cases of transverse slice to the lowest leaf in the components of $\text{Gr}_{PSL(N, \mathbb{C})}$ not connected to the trivial lattice. Quiver addition then reproduces the Hasse diagram and quivers for the transverse slices in these components of $\text{Gr}_{PSL(N, \mathbb{C})}$. Specifically, Figure 24 shows the first few leaves in the affine Grassmannian Hasse diagram of $\text{Gr}_{PSL(m_1+m_2+2, \mathbb{C})}$ for $m_1, m_2 \geq 6$ and lowest dominant coweight (see Table 2)

\[
\Omega_{1+m_1} = \begin{bmatrix} 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\ m_1 \\ m_2 \end{bmatrix}.
\] (5.6)

It is clear that for quivers where all gauge groups have non-zero ranks, the global symmetry is $A_{m_1} \times A_{m_2} \times u(1)$. As a feature of Hasse diagrams, the non-abelian part of the global symmetry is given by the two slices directly connected to the origin. Note, since $m_1$ and $m_2$ can be different, the Hasse diagram becomes less symmetric as one moves away from the bottom.

We observe that in the Hasse diagram of $\text{Gr}_{PSL(m_1+m_2+2, \mathbb{C})}$, if we keep the leaves where only the ranks of the first $m_1$ gauge nodes are non zero, then the resulting diagram is finite and is the Hasse diagram of the nilpotent orbits of $\mathfrak{sl}(m_1+1, \mathbb{C})$.

**Non-linear $D_N$, $E_{6,7,8}$ quivers.** The treatment is almost identical to the $A$-type affine Grassmannians except for the novelty that one may add $d_n$, $e_6$, $e_7$, $e_8$ elementary slices. For $A$-type affine Grassmannian, we mentioned how $n$ unflavored gauge groups between two flavored gauge groups allow the addition of an $a_n$ slice. We can now generalize this by considering the subset of $n$ flavorless gauge nodes that are bounded by flavored gauge nodes. Then, one is allowed to add the elementary slice that is the closure of the minimal nilpotent orbit of $\mathfrak{g}_n$, where $\mathfrak{g}_n$ is the finite Dynkin diagram in the shape of the unflavored...
Figure 24. Hasse diagram for the first orbits in the component of $\text{Gr}_{\text{PSL}(m_1 + m_2 + 2, \mathbb{C})}$ corresponding to the lowest coweight $\Omega_{1 + m_1} = [0 \ldots 0 \ 1 \ldots 0]$ for $m_1, m_2 \geq 6$. Blue nodes represent unbalanced gauge groups.
gauge nodes. Let us demonstrate this with some slices of $E_6$ affine Grassmannian:

Here, we can add a $a_5$ slice to the nodes that make up a $a_5$ finite Dynkin diagram in the red box.

Here, we can add a $d_5$ slice to the nodes that make up a $d_5$ finite Dynkin diagram in the red box.
Here, we can add a $d_4$ slice to the nodes that make up a $d_4$ finite Dynkin diagram in the red box.

5.3 Examples with non simply laced quivers

We now turn to non simply laced quivers. We consider the case of $F_4$, which displays all the subtleties of the algorithm. This is summarized in Figure 25, where we show the 12 types of quiver additions that can be made as a function of the ranks of the flavor nodes.

6 Hilbert series of transverse slices

6.1 Hilbert series for infinite-dimensional transverse slices

In this section, the Hilbert series of infinite dimensional slices, arising from the affine Grassmannian, are explored.

To every orbit $[\text{Gr}_G]^\lambda$, labelled by a coweight $\lambda$, in the affine Grassmannian of a certain group $G$, there is an infinite dimensional transverse slice $[W_G]^\lambda$. To this transverse slice we can associate a Hilbert series $HS_{G,\lambda}$, which can be obtained from an infinite rank limit of a quiver [66], and which can be expressed as an infinite product:

$$HS_{G,\lambda}(t) = \prod_{j=1}^{k_f+1} \text{PE} \left[ \sum_{\alpha \in \Delta(\text{adj})} t^{\langle \lambda, \alpha \rangle} \right] = \text{PE} \left[ \sum_{\alpha \in \Delta(\text{adj})} \frac{t^{2+\langle \lambda, \alpha \rangle}}{1-t^2} \right],$$

(6.1)

where PE denotes the plethystic exponential. This can be further refined using fundamental weight fugacities $x_i$ as follows:

$$HS_{G,\lambda}(t; x) = \text{PE} \left[ \sum_{\alpha \in \Delta(\text{adj})} \frac{x^\alpha t^{2+\langle \lambda, \alpha \rangle}}{1-t^2} \right].$$

(6.2)
Figure 25. Quiver addition rules regarding slices in the affine Grassmannian of $F_4$. We just illustrate step 1 of the algorithm, as once the slices to be added are identified, step 2 is straightforward. The red boxes indicate where the quivers for the slices, which can be found in Table 1, have to be added. When no condition is written on a flavor node rank $N_i$, it means that it can take any value $N_i \geq 0$.

where $$x^\lambda = \prod_{i=1}^{r} x_i^{\langle \lambda, \alpha_i^\vee \rangle}$$ (6.3)

and $r$ is the rank of $G$.

The Hilbert series $HS^\mu_{G, \lambda}$ of a (finite dimensional) transverse slice $\overline{\mathcal{W}_G}_{\mu}^{\lambda} = [\mathcal{W}_G]_\lambda \cap \overline{[Gr_G]'}^\mu$ approximates the Hilbert series for the infinite dimensional transverse slice (6.2),
and this approximation gets better when $\mu$ gets large. More precisely,

$$\lim_{(\rho,\mu)\to\infty} HS^\mu_{G,\lambda}(t;x) = HS_{G,\lambda}(t;x), \quad (6.4)$$

where $\rho$ is the Weyl vector. In this equation, $HS^\mu_{G,\lambda}$ can be computed using the monopole formula on the quiver $Q^\mu_{\lambda}$. When $\mu$ gets larger, the ranks of the gauge nodes in $Q^\mu_{\lambda}$ increase while the imbalance stays fixed. In the remainder of this section, we elaborate on the appearance of new generators in the chiral ring when these ranks increase, focusing on two examples with $G = Sp(4, \mathbb{C})$ and $\lambda = 0$ and $\lambda = \varpi_2$ respectively.

**The case $\lambda = 0$.** By means of the Hilbert series, we are studying the moduli space generators and the relations between them. Let us consider slices in the affine Grassmannian of $G$ where all gauge groups are balanced (i.e. slices to the origin, $\lambda = 0$). If all the generators appear at order $t^2$ in the Hilbert series, the Coulomb branch is the closure of a nilpotent orbit of $G$ [67]. However, by increasing the ranks of the gauge groups, whilst maintaining the balance, new generators show up at higher orders.

For example, let us consider slices of the $G = Sp(4, \mathbb{C})$ affine Grassmannian for $\lambda = [0, 0]$:

$$\begin{array}{c|c}
\text{Slices of } [\text{Gr}_{Sp(4,\mathbb{C})}]_{\lambda=0} & \text{PL}[\text{HS}] \\
\hline
1 & 0 \\
1 & 1 \\
0 & 2 \\
1 & 2 \\
2 & 0 \\
2 & 2 \\
\hline
\end{array}$$

where the first few terms of the PL of the Hilbert series are written, giving the quantum numbers of the generators of the Coulomb branch. In general, one starts with the affine Dynkin quiver of $C_2$ which contributes $[2, 0]t^2$ for the generators. Once all gauge nodes increase their rank by 1, a generator transforming in $[2, 0]t^4$ is added. This pattern persists

$$\begin{array}{c|c}
\text{Slices of } [\text{Gr}_{Sp(4,\mathbb{C})}]_{\lambda=0} & \text{PL}[\text{HS}] \\
\hline
1 & 2 \\
2 & 3 \\
0 & 4 \\
2 & 4 \\
3 & 0 \\
3 & 3 \\
\hline
\end{array}$$

(6.5)
for any addition of 1 to all gauge nodes, and we see the quivers in the blue boxes are precisely those where new generators in the adjoint representation appear. In general, for the quiver

\[
\begin{align*}
1 + x & \quad 0 \\
& \quad \circ \\
1 + x & \quad 1 + x
\end{align*}
\]

(6.6)

one finds

\[
\text{PL} \left[ \text{HS}^{\mu=[1+x,0]}_{\text{Sp}(4,\mathbb{C}),\lambda=(0,0)} \right] = \sum_{i=0}^{x} [2,0]c_2 t^{2(i+1)} + O(t^{2(2+x)}) = [2,0]c_2 t^2 \frac{1 - t^{2+2x}}{1 - t^2} + O(t^{2(2+x)}).
\]

(6.7)

As \( x \to \infty \), we see the Coulomb branch Hilbert series takes the following form:

\[
\text{HS}_{\text{Sp}(4,\mathbb{C}),[0,0]} \text{PE} \left[ [2,0]c_2 \frac{t^2}{1 - t^2} \right].
\]

(6.8)

In this equation, it is understood that \([2,0]_{C_2}\) stands for a character whose variables participate in the plethystic exponential. Explicitly, using fundamental weight fugacities \(x_i\) of \(C_2\), this is

\[
\text{HS}_{\text{Sp}(4,\mathbb{C}),[0,0]}(t;x_i) = \text{PE} \left[ \left( x_1^2 + x_2 + \frac{x_2^2}{x_1} + \frac{x_1^2}{x_2} + 2 + \frac{x_2}{x_1} + \frac{x_1}{x_2} + \frac{1}{x_1} + \frac{1}{x_2} \right) \frac{t^2}{1 - t^2} \right]
\]

(6.9)

This reproduces the limit (6.4).

The reasoning behind this is as follows: if one increases the rank of all the gauge groups, then new generators appear. This is most easily seen in the cases of algebras of type A and C where the comarks are all equal to 1. If we increase all the ranks by 1, then the number of new generators is the dimension of the adjoint representation. For type A and C and all nodes balanced, we are able to simultaneously increase the rank of all gauge groups by 1 and at the same time maintaining a fully balanced quiver. Since the balance is maintained, the new generators transform always in the adjoint representation. Each time this is done, a new set of generators in the adjoint appears at higher and higher order.

One can consider repeating this counting process for other Lie algebras, but since some comarks are > 1, the situations is more involved and is left for future work.

**The cases** \( \lambda \neq 0 \). If \( \lambda \neq 0 \), the quiver is unbalanced. However, the total number of generators is still an integer multiple of the dimension of the adjoint representation of \( G \),
but with generators spread over different orders of $t$. Consider $\lambda = [0, 1]$ for $G = \text{Sp}(4, \mathbb{C})$:

Due to the overbalanced gauge node, the global symmetry is now $\mathfrak{su}(2) \times \mathfrak{u}(1)$ with $[ ]_{A_1}$ and $q$ Dynkin labels respectively. Compared with (6.5), we see that the total number of generators (at all orders of $t$ combined) remains the same. However, due to the unbalanced gauge node, some generators appear at higher orders and acquire non-trivial $\mathfrak{u}(1)$ charge. The precise irreducible representations for these generators depend on which node of the balanced quiver it is connected to [68]. This easily generalizes to $\lambda = [0, \lambda_2]$ such that in the large rank limit, we can once again derive the freely generated Hilbert series:

$$\text{HS}_{\text{Sp}(2), [0, \lambda_2]}(t) = \text{PE} \left[ \sum_{i=1}^{\infty} (\dim([2]_{\text{SU}(2)}) + 1) t^{2i} + 2 \dim([2]_{\text{SU}(2)}) t^{2i+\lambda_2} \right]$$

and refining with $x_i$ and $q$, the fundamental weight fugacities of $\mathfrak{su}(2) \times \mathfrak{u}(1)$, yields:

$$\text{HS}_{\text{Sp}(2), [0, \lambda_2]}(t; x_i, q) = \text{PE} \left[ \frac{(2 + x^2 + \frac{1}{x_q}) t^2 + (q + \frac{1}{q})(1 + x^2 + \frac{1}{x_q}) t^{2+\lambda_2}}{1 - t^2} \right].$$

(6.12)
This agrees with (6.2). A similar analysis can be made for any coweight $\lambda$ and any group $G$.

**Observation about number of generators.** We have the following generalization of the observations above. Take a slice $[W_G]_\lambda^\mu$ in the affine Grassmannian of a group $G$, with global symmetry $G' \subset G$. The adjoint representation, identified with the Lie algebra, is decomposed as

$$g \mapsto g' \underbrace{\oplus R'}_{\text{appears at } t^2} \oplus R'_{\text{appears at higher orders}}$$

(6.13)

where $R'$ is a (possibly reducible) representation of $G'$. In the Hilbert series of $[W_G]_\lambda^\mu$, $g'$ appears at $t^2$ while irreducible representations in $R'$ appear at higher orders of $t$. The only further sets of generators (if there are any) are in the same representations $g' + R'$ but appear at higher orders in $t$, shifted by a fixed integer. The total number of generators is hence an integer multiple of the dimension of $G$. One could say that the adjoint of $G$ is “stretched” over higher orders.

**6.2 A note on Infinity**

The affine Grassmannian is infinite dimensional, and this aspect pervades through all parts of this paper, in which we met infinite Hasse diagrams, configurations with infinitely many branes, Hilbert series with infinitely many generators. However in all those cases, these infinite quantities do not represent a problem, because they can be approached in a controlled way by finite quantities. In our language, this translates into equalities of the type

$$\lim_{N \to \infty} C^{3d} \left( \begin{array}{c} 2N \\ N \end{array} \right) = \text{Gr}_{SL(2C)}.$$  

(6.14)

The affine Grassmannian appears here as a controlled limit of finite dimensional Coulomb branches. The reason why the limit (6.14) makes sense is because each term in the sequence is a subset of the next term:

$$C^{3d} \left( \begin{array}{c} 2N \\ N \end{array} \right) \subset C^{3d} \left( \begin{array}{c} 2(N+1) \\ N+1 \end{array} \right).$$

(6.15)

This property is the reason why we can build the bottom part of the Hasse diagrams of the infinite dimensional affine Grassmannian using only data from the finite dimensional Coulomb branches corresponding to transverse slices. In algebraic geometry, this is the main idea behind the construction of so-called *ind-schemes*, of which the affine Grassmannian is a prime example.
All the infinite quantities that appear in this paper can be regularized that way. For instance, the brane setup (4.1) should be seen as the limit

\[
\lim_{N \to \infty} \begin{pmatrix}
\cdots & \cdots & N \text{ D3} & \cdots & \cdots \\
N \text{ D5} & & & & \\
n \text{ NS5} & & \text{ D5} & & \text{ D5} & \cdots
\end{pmatrix}
\]

(6.16)

where the fundamental property that the system for a given \(N\) is included into the system for \(N + 1\) is again satisfied. On that diagram, we can now compute the linking number of the D5 branes at finite \(N\) to be \(N - (N - 1) - N + (N - 1) = 0\), independent of \(N\). Therefore in the infinite limit, the D5 branes also have linking number 0. On the other hand, if one adds a D5 brane between the two NS5 branes in (6.16), its linking number is equal to \(N - N - (N - 1) + N = 1\) for all \(N\), and therefore is 1 in the limit, as claimed below the brane system (4.4).

Finally, the same logic is behind the formulas for the Hilbert series as infinite products (6.2) obtained as a limit (6.4), and underlies the observations about the generators made in the previous subsection.

7 Outlook

In this paper we explore the Hasse diagrams and transverse slices of various affine Grassmannians, using both quivers and branes. Every slice in the affine Grassmannian, specified by two dominant coweights \(\lambda \leq \mu\), of a finite dimensional simple group \(G\) is the Coulomb branch of a good framed quiver in the shape of the Dynkin diagram of \(G\). The coweight \(\mu\) (in coweight basis) is the framing, while \(\lambda\) is the imbalance. For classical groups Kraft-Procesi transitions in brane systems naturally reproduce Hasse diagram of the affine Grassmannian and all transverse slices. Quiver subtraction proves effective in the realm of the affine Grassmannian. A new notion called quiver addition is introduced. Asking for the reverse of quiver subtraction in the sense that for a quiver \(Q\) we take an ‘addable’ quiver \(S\) and produce a new quiver \(Q'\), such that \(Q' = Q - S\) leads to an infinite number of possibilities. When we limit to slices in the affine Grassmannian however, we have a finite number of possibilities. Starting with a coweight, quiver addition produces the entire Hasse diagram of slices to this coweight. This agrees perfectly with the brane construction.

‘Ugly’ and ‘bad’ quivers. Of course quivers, as well as brane systems, are not limited to ‘good’ theories. Theories which have a negative imbalance have Coulomb branches dubbed generalized affine Grassmannian slices [12], which are also specified by two coweights, but the lower coweight, \(\lambda\), is not required to be dominant, i.e. the imbalance is allowed to be negative. Quivers and brane systems for these generalized slices are easily produced, and
the Hasse diagram may be obtained using quiver subtraction or Brane moves. It would be nice to explore these theories in the future.

**Other brane systems.** We expect that for many brane systems consisting of Dp, NS5, and D(p + 2) branes (with \( p \leq 6 \)), and more general systems, there exists a corresponding slice in the affine Grassmannian (provided that every gauge group in the effective theory has enough flavors). We hope to explore brane systems, other than the D3, NS5, and D5 systems in this paper, in the future.

**Relation to nilpotent orbits and \( T^\sigma[G] \) theories.** Quivers for slices in the affine Grassmannian of A-type and \( T^\sigma[SU] \) theories coincide. They are the good framed linear quivers. For other groups this is not the case. While the construction for \( T^\sigma[G] \) theories for other classical groups uses O3 orientifold planes and linear orthosymplectic quivers, the construction for affine Grassmannian slices uses ON planes and Dynkin shape unitary quivers. The moduli spaces only coincide in few cases, and are related through quotients in few more. Exploring the relationship between \( T^\sigma[G] \) theories and slices in the affine Grassmannian are left for future work.

**Symplectic duality.** The quivers associated to slices in the affine Grassmannian for simply laced groups also possess a Higgs branch. Their Hasse diagrams are simply obtained from inversion [57]. It could be interesting to ask for some notion of the symplectic dual of the entire affine Grassmannian.

**Relation to other work.** We expect there to be many other interesting lines of research involving the affine Grassmannian in physics, such as in the context of little strings [69, 70], or domain walls [71].
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### A Branes, ON Planes and Quivers

In this appendix we review allowed configurations of branes in the presence of ON planes. We construct brane systems of NS5 branes, D5 branes and D3 branes in Type IIB String
Table 8. Type IIB set up. The 'x' mark the spacetime directions spanned by the various branes and, if present, the ON plane. All NS5 branes are localized at the same value of \((x^7, x^8, x^9)\). All D5 branes are localized at the same value of \((x^3, x^4, x^5)\).

Theory as first developed in [9], with the addition of ON planes. The space-time extension of the branes are collected in Table 8.

The low energy theory on the world-volume of D3 branes suspended between NS5 branes is a 3d \(\mathcal{N} = 4\) quiver gauge theory, where D5 branes provide flavour nodes. For example, the following set up:

\[
\begin{array}{c}
(x^3, x^4, x^5) \\
(x^7, x^8, x^9) \\
\end{array}
\]  
\[
\begin{array}{c}
(x^6) \\
\end{array}
\]

We will suppress the \((x^7, x^8, x^9)\) direction from now on and draw D5 branes as \(\bullet\). The position of D3 branes along the NS5 branes, as depicted in (A.2), correspond to Coulomb branch moduli:

\[
\begin{array}{c}
\bullet \\
\vdots \\
\bullet \\
\end{array}
\]

Including ON planes. The gauge group on the world-volume of a stack of NS5 branes on top of an ON plane is given by the allowed D1 branes (and their mirror images) ending on NS5 branes and their mirror images. This is analogous to stacks of D3 branes on top of O3 planes with fundamental strings stretched between them, studied in [72]. The allowed D1 states and the corresponding gauge/electric algebra on the world-volume of the NS5 branes are:
where dashed lines correspond to mirror images (in the main text we use solid lines).

The endpoints of D3 branes play the role of magnetic monopoles on the world-volume of the NS5 branes, and the D3 branes play the role of roots of the GNO dual/magnetic algebra [73]. The allowed D3 states and corresponding magnetic algebras are:
However, the quiver representation of the low energy theory on the world-volume of D3 branes suspended between NS5 branes in presence of an ON plane is not in the form of the Dynkin diagram associated to the magnetic algebra of the ON plane given in (A.4). Rather, D3 branes corresponding to a short root of the magnetic algebra will produce a gauge node which is a long node in the quiver and vice versa, as pointed out in [74]. The quiver type is also indicated in (A.4).

**Reading the quiver.** In the following, and in the main text, we denote both a brane and its mirror image with a solid line. A stack of $k$ D3 branes between two NS5 branes away from an ON leads to a $U(k)$ gauge node in the corresponding quiver, as depicted in (A.1). The presence of an ON plane does not have an effect on the type of gauge groups in the quiver (they remain unitary), but one has to use the following rules to read the shape of the quiver:
A.1 ON$^+$

In the presence of an ON$^+$ we can study the following brane system. (D3 branes are drawn away from the origin for clarity)

We can restrict to the physical system, move onto the Coulomb branch, and read the corresponding quiver:

A.2 ON$^-$

In the presence of an ON$^-$ we can study the following brane system.

In order to move onto the Coulomb branch and read a quiver from the brane system, one has to be careful. For a general system, where $N_3 > 0$, there will be several quivers one can read, depending on boundary conditions. This is investigated in detail in [75] and we only state the possibilities here. The first option is the most natural one, identified in the literature before [76]:

The second option is obtained, when one of the $2k_3$ D3 branes crossing the ON$^-$ ends on one of the $N_3$ D5 branes instead of NS5 branes. This leads to a different possibility of
breaking the D3 branes along the NS5 branes, and provides a different electric quiver (The horizontal separation of D5 branes is only for ease of reading):

\[ \begin{align*}
\vdots & \quad N_1 \quad \vdots & \quad N_2 \quad \vdots & \quad N_3 - 1 \\
\vdots & \quad k_1 & \quad \vdots & \quad k_2 + 1 \\
\vdots & \quad k_2 + l & \quad \vdots & \quad k_3 - l
\end{align*} \]

One can keep going in this way. Overall there are \( \min\{N_3 + 1, k_3 + 1\} \) possibilities, labelled by \( l \in \{0, \ldots, \min\{N_3, k_3\}\} \):

\[ \begin{align*}
\vdots & \quad N_1 \quad \vdots & \quad N_2 \quad \vdots & \quad N_3 - l \\
\vdots & \quad k_1 & \quad \vdots & \quad k_2 + l \\
\vdots & \quad k_2 + l & \quad \vdots & \quad k_3 - l
\end{align*} \]

Note that in order to transition between two leaves, whose closure is described by two quivers with different \( l \) in (A.10), one needs to move onto a lower leaf which appears in the stratification of both spaces.

**A.3 \( \widetilde{\text{ON}} \)**

In the presence of an \( \widetilde{\text{ON}} \) we can study the following brane system.

\[ \begin{align*}
\vdots & \quad N_1 \quad \vdots & \quad N_2 \quad \vdots & \quad N_3 \\
\vdots & \quad k_1 & \quad \vdots & \quad 2k_2 \\
\vdots & \quad k_2 & \quad \vdots & \quad k_1
\end{align*} \]

We can restrict to the physical system and read the corresponding quiver:
A.4 Leaf Closures and Transverse Slices in Brane Systems

In this section we investigate how to not only to identify the low energy theory living on D3 branes in a brane system, but how to analyse the stratification of its moduli space using branes. For a given brane system there are various distinct phases, which correspond to the symplectic leaves that make up its moduli space. In the following we will only consider Coulomb branch phases. For an analysis of the full moduli space, including a brane perspective, see [57]; we repeat what is needed for this paper in the following. Let $\mathcal{C}$ be the Coulomb branch of the low energy theory living on the brane system. For every symplectic leaf $\mathcal{L} \subset \mathcal{C}$ there is a Coulomb phase $\mathcal{P}$ in the brane system. From the phase $\mathcal{P}$ we can read a quiver $\mathcal{Q}$, whose Coulomb branch $\mathcal{C}(\mathcal{Q}) = \overline{\mathcal{L}}$ is the closure of the symplectic leaf $\mathcal{L}$ corresponding to the phase $\mathcal{P}$. The phases of the brane system are distinguished, by how many branes coincide at the origin, i.e. how many massless states are present in the field theory when on the leaf $\mathcal{L}$ on its Coulomb branch. Let us look at the example of $U(2)$ with 4 fundamental hypers. The Hasse diagram of its Coulomb branch is straightforwardly computed, e.g. through quiver subtraction:

$$
\begin{align*}
\mathcal{L}_c & \xrightarrow{A_3} \mathcal{L}_b \\
\mathcal{L}_a & \xrightarrow{A_1} \mathcal{L}_b
\end{align*}
$$

for

$$
\mathcal{C} \begin{pmatrix} 4 \\ 2 \end{pmatrix}
$$

(A.13)

Where we labelled the leaves by $\mathcal{L}_i$, $i = a, b, c$. The three distinct Coulomb phases of the brane system are:

$$
\mathcal{P}_a \quad \mathcal{P}_b \quad \mathcal{P}_c
$$

(A.14)

The quiver for the most general Coulomb phase, $\mathcal{P}_c$, is easily read off. It is the theory itself:

$$
\mathcal{Q}_c = \begin{pmatrix} 4 \\ 2 \end{pmatrix}
$$

(A.15)

The quiver not only describes the phase $\mathcal{P}_c$, but also the possibility of the D3 branes moving to the origin. It is a quantum field theory in its own right with a moduli space...
consisting of several leaves. Hence its Coulomb branch is not the leaf $L_c$ itself, but the closure of the leaf $\mathcal{L}_c$, or in other words, the transverse slice from the origin, $L_a$, to the leaf $L_c$.

The quiver for the phase $\mathcal{P}_b$ is more tricky to work out. There is one D3 brane resting at the origin. We first have to make this D3 brane end on D5 branes rather than NS5 branes. This can be done through a Hanany-Witten transition. The resulting brane system is:

\[
\begin{array}{c}
\bullet \\
\mid \\
\bullet \\
\mid \\
\bullet \\
\mid \\
\bullet \\
\end{array}
\]
\[(A.16)\]

Now we have to ignore the possibility of the D3 brane, which is supposed to rest at the origin, to move along the NS5 branes. We do this by simply not drawing it:

\[
\begin{array}{c}
\bullet \\
\mid \\
\bullet \\
\mid \\
\bullet \\
\mid \\
\bullet \\
\end{array}
\]
\[(A.17)\]

Now we can read a quiver from this brane system:

\[
Q_b = \begin{array}{c}
2 \\
1 \\
\end{array}
\]
\[(A.18)\]

The Coulomb branch of $Q_b$ is the closure $\mathcal{L}_b$.

The quiver associated to $\mathcal{P}_a$, the origin, is trivial:

\[
Q_a = \begin{array}{c}
0 \\
0 \\
\end{array}
\]
\[(A.19)\]
The quivers we have computed represent closures of the leaves. This corresponds to transverse slices from the origin $\mathcal{L}_a$ to the leaf $\mathcal{L}_i$ in question. We can also obtain a quiver for any other transverse slice. The remaining non-trivial slice for our theory is the one from $\mathcal{L}_b$ to $\mathcal{L}_c$, we refer to the corresponding quiver as $Q_{b\rightarrow c}$. We can obtain the quiver from the brane system in the following way: Comparing the two phases $P_b$ and $P_c$ we have to ignore the modulus which is turned on in both phases. We achieve this by simply not drawing the D3 brane in question; one can think of it as sending the D3 brane off to infinity. The resulting brane system is:

From which a quiver is easily read off:

$$Q_{b\rightarrow c} = \begin{array}{c}
\text{4} \\
\text{1}
\end{array}$$

The Coulomb branch of this quiver is the transverse slice from $\mathcal{L}_b$ to $\mathcal{L}_c$.

Of course none of these quivers are new, as they are exactly the quivers involved in quiver subtraction. The point of this exercise was to show, how all transverse slices of the Coulomb branch show up as transitions in the brane system.

In Section 4 we propose brane systems whose Coulomb branch is the transverse slice to the lowest leaf in a connected component of the affine Grassmannian of a classical group. This space is infinite dimensional reflected in the fact that we have an infinite amount of D3 branes present in the brane system. We fix all but a finite amount of D3 branes to be at the origin, in order to study the symplectic leaves the space is made up of from bottom up. For every such leaf we look at the corresponding phase in the brane system and obtain the quiver whose Coulomb branch is the closure of the leaf. Furthermore one can associate a quiver to a transition between any two phases in the brane system. Every good quiver in shape of a classical Dynkin diagram appears this way in one of the brane systems.

15We have two instances of ignoring a D3 brane by not drawing it: Either fixing it to remain at the origin, or sending it to infinity. When computing the quiver associated to the transition between two non-trivial phases of the brane system, one in general has to use both.
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