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Abstract
Federated learning is a contemporary machine learning paradigm where locally trained models are distilled into a global model. Due to the intrinsic permutation invariance of neural networks, Probabilistic Federated Neural Matching (PFNM) employs a Bayesian nonparametric framework in the generation process of local neurons, and then creates a linear sum assignment formulation for each alternative optimization iteration. But according to our theoretical analysis, the optimization iteration in PFNM omits global information from existing. In this study, we propose a novel approach that overcomes this flaw by introducing a Kullback-Leibler divergence penalty at each iteration. The effectiveness of our approach is demonstrated by experiments on both image classification and semantic segmentation tasks.

Introduction
The recent decade has seen a rapid advancement in artificial intelligence, particularly in the subfield of deep learning. This is large because there is an abundance of data available. However, the increasing privacy concerns present a barrier to some datasets’ accessibility in a number of applications, particularly in the medical and financial areas. Therefore, federated learning (FL), which involves learning a model from disparate sets of data, is suggested to address this issue.

Federated learning is a learning paradigm where locally learned models are combined into a shared global model. Neural networks are naturally used in federated learning since they play a vital role in deep learning. Considering the inherent permutation invariance of a neural network, it is reasonable to match neurons of distinct local models before aggregating them. To do this, Probabilistic Federated Neural Matching (PFNM) (Yurochkin et al. 2019b) builds a Bayesian nonparametric framework to match and merge these neurons. In the process of modeling, PFNM formally characterizes the generative process of local neurons through the Beta-Bernoulli process (BBP) (Thibaux and Jordan 2007), and treats the local neurons as noisy realizations of latent global neurons. In the process of optimizing, PFNM iteratively maximizes the posterior estimation of latent global neurons, through solving a linear sum assignment formulation of global neurons and current local neurons. PFNM subsequently extends in modern architectures such as convolutional neural networks (CNNs) and long short-term memory (LSTMs) (Wang et al. 2020), and its variants are also utilized in aggregating various statistical models such as Gaussian topic models, hierarchical Dirichlet process based hidden Markov models (Yurochkin et al. 2019a, 2018) etc.

In this paper, we theoretically prove the drawback of the optimizing process in PFNM under its probabilistic framework and address it by introducing a Kullback-Leibler (KL) divergence penalty. Our theory can also be generalized in all PFNM variants. Specifically, the contributions in this work include: 1) We theoretically prove that the linear sum formulation in the optimizing process omits the information of global neurons under the Bayesian framework. 2) We fix the missing global information by introducing a KL divergence penalty to complete the full information. 3) In experiment, we not only demonstrate the effectiveness of our approach on three image datasets, but also extend the matching type federated learning algorithm to neural network with batch normalization layer.

Related Works
Federated Learning  The initial aggregation method in FL is FedAvg (McMahan et al. 2017) in which parameters of local models are averaged coordinate-wisely. But the performance of FedAvg deteriorates significantly in non-i.i.d (Independent and Identically Distributed) data (Karimireddy et al. 2020; Deng, Kamani, and Mahdavi 2021; Xiao et al. 2020). Subsequent improved methods starts from different perspectives. FedProx (Li et al. 2018) adds a proximal term in local training cost to keep dissimilarity between local models in lower bound. SCAFFOLD (Karimireddy et al. 2020) uses control variates to correct the drift in local updates. FedPD (Zhang et al. 2020) proposes a primal-dual optimization strategy to alleviate deterioration in non-i.i.d data. Agnostic federated learning (Mohri, Sivek, and Suresh 2019) optimizes a centralized distribution by maximize the worst local model. Federated multi-task learning (Smith et al. 2017) applies a multi-task learning mechanism to customize local models. Several studies further extend knowledge distillation (Hinton, Vinyals, and Dean 2015; Buciluă, Caruana, and Niculescu-Mizil 2006; Schmidhuber 1992) in
federated learning. And the key idea is to employ the knowledge of pre-trained teacher neural networks (local models) to learn a student neural network (global model) (Lin et al. 2020; Chen and Chao 2020; Zhu, Hong, and Zhou 2021). However, all those methods above don’t considering the permutation invariance in neural network.

Parameter Matching There are also other researches about match the parameters. In (Singh and Jaggi 2020), the authors align neurons across different NNS by minimizing an optimal transportation cost matrix. However, it fixes the number of global neurons, making it impractical when data from different local models is extremely heterogeneous. Some work (Claici et al. 2020) uses variational inference to optimize the assignments between global and local components under a KL divergence. However, the optimization process is complex, and calculating variational inference is difficult.

Problem Formulation

Given S fully connected (FC) Neural Networks (NNs) with a hidden layer trained through different datasets: \( f_s(x) = W^{(1)}_s \sigma(W^{(0)}_s x) \), for \( s = 1, \ldots, S \) (for simplifying notation, biases are omitted to ), where \( \sigma(\cdot) \) is the nonlinear activation function, \( W^{(1)}_s \in \mathbb{R}^{K \times J_s} \) and \( W^{(0)}_s \in \mathbb{R}^{J_s \times D} \) are the weights; with \( D \) being the input dimension, \( K \) being the output dimension (i.e., number of classes), and \( J_s \) being the number of neurons on the hidden layer of \( s \)-th NN. Neuron indexed by \( j \) is viewed as a concatenated vector \( w_j = [w^{(0)}_{s,j}, W^{(1)}_s w^{(0)}_{s,j}] \), where \( j \)-th row and \( j \)-th column correspondingly. And \( s \)-th FCNN can also be viewed as a collection of neurons \( \{w_j \in \mathbb{R}^{D+K}\} \), where \( J \ll \sum_{s=1}^S J_s \) is an inferred variable denoting the number of global neurons.

Permutation Invariance Expanding the preceding expression of a FCNN: \( f_s(x) = \sum_{j=1}^{J_s} \sigma((W^{(0)}_s x)^T) w_j^{(1)} \). Summation is a permutation invariant operation, thus any permutation \( \tau(1, \ldots, J_s) \) of rows of \( W^{(0)}_s \) and columns of \( W^{(1)}_s \), i.e. the neurons, will not affect the output for any input \( x \). Due to the permutation invariance, a neuron indexed by \( j \) from one FCNN is unlikely to correspond to a neuron with the same index from another FCNN. Thus, we should match neurons from different FCNNs before aggregate them into a collection of global neurons \( \{\theta_i \in \mathbb{R}^{D+K}\} \).

Probabilistic Modeling

PFNM models the generative process of observed local neurons using a Beta Bernoulli process, which is described in the Appendix A, to infer the global model while accounting for the inherent permutation invariance. First, consider the collection of global neurons as prior which are sampled from a Beta process with a base measure: \( M = \sum_i m_i \theta_i \sim \text{BP}(1, \gamma_0 H) \) and \( \theta_i \sim H \), where \( \gamma_0 \) is the mass parameter, \( m_i \) are the stick-breaking weights, \( H \) is the base measure and chosen as a multivariate Gaussian distribution \( H = \mathcal{N}(\mu_0, \Sigma_0) \) with \( \mu_0 \in \mathbb{R}^{D+K} \) and diagonal \( \Sigma_0 = I \sigma^2_\theta \).

The Bernoulli process is then used by each local model to select a subset of global neurons: \( \mathcal{T}_s = \sum_i a_{s,i} \delta_{\theta_i} \sim \text{BeP}(M) \) for \( s = 1, \ldots, S \), where \( a_{s,i} | m_i \sim \text{Bern}(m_i) \) is a random measure representing a subset of global neurons contained in local model \( s \). Considering the inherent permutation invariance of local model, it denotes \( A = \{ A^*_j \}_{s,i,j} \) as the assignment variables, \( \sum_j A^*_j = a_{si} \in \{0, 1\} \), \( \sum_i A^*_j = 1 \). Finally, observed local neurons in model \( s \) are treated as noisy measurements of global neurons under permutation invariance:

\[
\begin{align*}
\mathbb{P}(w_{s,j} | A^*, \theta) &\sim \mathcal{N}\left( \sum_i A^*_j \theta_i, \Sigma_s \right) \quad \text{for } j = 1, \ldots, J_s, \quad (1)
\end{align*}
\]

where \( J_s = \text{card}(\mathcal{T}_s), \Sigma_s = I \sigma^2_\theta \) is also diagonal and represents the noise. The noise is usually caused by estimation error due to finite sample sizes or variations in the distribution of each local dataset. \( A^*_j = 1 \) indicates that \( w_{s,j} \) is matched to \( \theta_j \), i.e. \( w_{s,j} \) is the local neuron realization of the global neuron \( \theta_j; A^*_j = 0 \) indicates the inverse.

After the modeling, it is natural to infer the global neurons by maximizing the posterior probability of the global neurons given local neurons (likelihoods) under the permutation invariance:

\[
\begin{align*}
\max_{\{\theta_i\}, \{A^*\}} P(\{\theta_i\}, \{A^*\}|\{w_{s,j}\}) &\propto P(\{w_{s,j}\}|\{\theta_i\}, \{A^*\}) \cdot P(\{A^*\}) \cdot P(\{\theta_i\}), \quad (2)
\end{align*}
\]

where \( P(\{A^*\}) \) is interpreted by Indian Buffet Process (IBP) and demonstrated in Appendix B. Given \( \{A^*\} \), the closed form of \( \{\theta_i\} \) can be estimated through the Gaussian-Gaussian conjugacy:

\[
\begin{align*}
\theta_i &\sim \frac{\mu_0 / \sigma^2_\theta + \sum_j A^*_j w_{s,j}/\sigma^2_{w_{s,j}}}{1/\sigma^2_\theta + \sum_j A^*_j / \sigma^2_{w_{s,j}}} \quad \text{for } i = 1, \ldots, J. \quad (4)
\end{align*}
\]

Taking equation (4) into objective (3), it can cast optimization only with respect to \( \{A^*\} \). Unfortunately, solving all local assignments together leading an NP-hard combinatorial optimization problem. Thus, PFNM applies an alternative optimization process to solve the problem.

Alternative Optimization PFNM iteratively optimizes one local assignment variable \( A^*_j \) at a time by fixing all other assignment variables \( \{A^*_j\}_{i,j \neq i} \), where \( s' \) denotes "all but \( s' \)". It aims to formulate a linear sum assignment problem with current local assignment \( \sum_{i,j} C^*_{i,j} A^*_{i,j} \) in each iteration, where \( \{C^*_{i,j}\}_{i,j} \) denotes the cost specification. The Hungarian algorithm is then used to solve the
linear sum assignment problem. In each iteration, it divides terms in objective (3) into two parts: one is $i = 1, \ldots, J_{-s'}$, where $J_{-s'} = \max \{i : A_{i,j}^s = 1, \text{ for } s \in -s', j = 1, \ldots, J_s\};$ this part denotes active global neurons estimated from $-s'$; another is $i = J_{-s'} + 1, \ldots, J_{-s'} + J_{s'}$, it denotes new global neuron from current local model. Then it has the following proposition describes the assignment cost $C_{i,j}^{s'}$: 

**Proposition 1.** The assignment cost specification $C_{i,j}^{s'}$ for finding $\{A_{i,j}^s\}$ is $C_{i,j}^{s'} = \begin{cases} \log \frac{1}{n_{i}^{s'}} - \frac{\left(\frac{\mu_i^{s'}}{\sigma_i^{s'}} + \sum_{s \in -s', j} \frac{w_{i,j}^{s'}}{\sigma_j^{s'}}\right)^2}{\frac{1}{\sigma_i^{s'}} + \sum_{s \in -s', j} \frac{1}{\sigma_j^{s'}}} & 0 < j \leq J_{-s'} \\ \log \frac{1}{n_{i}^{s'}} - \frac{\left(\frac{\mu_i^{s'}}{\sigma_i^{s'}} + \sum_{s \in -s', j} \frac{w_{i,j}^{s'}}{\sigma_j^{s'}}\right)^2}{\frac{1}{\sigma_i^{s'}} + \sum_{s \in -s', j} \frac{1}{\sigma_j^{s'}}} & J_{-s'} < i \leq J_{-s'} + J_{s'}, \end{cases}$ where $n_i^{s'} = \sum_{s \in -s', j} A_{i,j}^s$ denotes the number of local neurons was assigned to global neuron i outside of $s'$. 

The proof can be found in Appendix B and (Yurochkin et al. 2019b).

**Analysis of PFNM**

Before we discuss, we have the following proposition: 

**Proposition 2.** For any prior of a global neuron $\theta_i \sim \mathcal{N}(\mu_i, \sigma_i^2)$, when it is assigned with a likelihood observed local neuron $w_{i,j} \sim \mathcal{N}(\theta_i, \sigma_j^2)$, the posterior distribution of this global neuron is $\theta_i|w_{i,j} \sim \mathcal{N}(\mu_i^{s'}, \sigma_i^{s'})$, when it has been assigned local neurons from other assignments $Z_i^{s'} = \{ (s,j) | A_{i,j}^s = 1, s \in -s' \}$, the posterior distribution is $\theta_i|Z_i^{s'} \sim \mathcal{N}(\mu_i^{s'}, \sigma_i^{s'})$, 

The proof can be found in Appendix C. 

Terms of equation (5) on the left are due to $P(A_{i,j}^s)$ at initial stage of iteration all $n_i^{s'}$ are identical. So the main differences compared by cost $C_{i,j}^{s'}$ induced from right term.

**Definition 3. (Standardized mean square)** For any multivariate Gaussian distribution $\mathcal{N}(\mu, \sigma^2)$, we call $\|\mu\|^2 / \sigma^2$ as standardized mean square of this distribution, and denote it as $S(\mathcal{N}) = \|\mu\|^2 / \sigma^2$. 

The proposition 2 shows that when $i \leq J_{-s'}$, the right term is the difference in standardized mean square between distribution $p(\theta_i|Z_i^{s'})$ and this distribution assigned with local likelihood $p(\theta_i|Z_i^{s'}, w_{i,j})$; when $J_{-s'} < i \leq J_{-s'} + J_s$, the right term is the difference of standardized mean square between prior distribution $p(\theta_i)$ and this distribution assigned with local likelihood $p(\theta_i|w_{i,j})$. So, by comparing each cost term $C_{i,j}^{s'}$, it essentially compares the standardized mean square difference between the $i$-th global neuron distribution (either estimated from $-s'$ or a new one from the current local model) and this distribution assigned with local neuron $w_{i,j}$. However, we have the following proposition shows the issue caused by the cost term:

**Proposition 4.** For a global neuron distribution $p(\theta) = \mathcal{N}(\mu_0, \sigma_0^2)$, after it is assigned with a likelihood $p(w|\theta) = \mathcal{N}(\theta, \sigma^2)$, the standardized mean square difference between $p(\theta)$ and $p(\theta|w)$ is proportion to $\|w\|^2 / \sigma^2$. 

**Proof.** Denote the mean and covariance matrix of $p(\theta|w)$ as $\tilde{\mu}$ and $\tilde{\sigma}^2$. From definition 3, we can write the standardized mean square difference between $p(\theta)$ and $p(\theta|w)$ as 

$$S(p(\theta)) - S(p(\theta|w)) = \|\mu_0\|^2 - \|\tilde{\mu}\|^2 = \log \frac{\exp(-\theta^T \theta + \theta^T \mu_0)}{\exp(-\theta^T \theta + \theta^T \tilde{\mu})} \cdot \log \frac{\exp(-\theta^T \theta + \theta^T \mu_0)}{\exp(-\theta^T \theta + \theta^T \tilde{\mu})},$$

$$= \log \frac{\exp(-\theta^T \theta + \theta^T \mu_0)}{\exp(-\theta^T \theta + \theta^T \tilde{\mu})} = \log \exp(-\theta^T \theta + \theta^T \mu_0) \cdot \exp(-\theta^T \theta + \theta^T \tilde{\mu}).$$

(6)

Because

$$\frac{\sigma_0^2}{\sigma_0^2} \cdot \exp \left( \frac{-\theta^T \theta + 2 \theta^T \mu_0}{\sigma_0^2} \right) = \frac{\sigma_0^2}{\sigma_0^2} \cdot \exp \left( \frac{-\theta^T \theta + 2 \theta^T \tilde{\mu}}{\sigma_0^2} \right) \cdot \exp \left( \frac{\theta^T \mu_0}{\sigma_0^2} \right) = \exp \left( \frac{-\theta^T \theta + 2 \theta^T \tilde{\mu}}{\sigma_0^2} \right),$$

(7)

from proposition 2, we can obtain

$$\frac{1}{2} \left( \frac{1}{\sigma_0^2} + \frac{1}{\sigma_0^2} \right) = \frac{1}{2 \sigma_0^2} = \frac{\mu_0}{\sigma_0^2} - \frac{\tilde{\mu}}{\sigma_0^2} = \frac{\|\mu_0\|^2}{\sigma_0^2},$$

(8)

and from Bayesian theory

$$p(\theta|w) \propto p(\theta) \cdot p(w|\theta),$$

(9)

thus we have

$$S(p(\theta)) - S(p(\theta|w)) \propto \log \frac{p(w)}{\exp \left( -\theta^T \theta + 2 \theta^T \tilde{\mu} \right)} = \log \frac{w^T \tilde{\mu}}{2 \sigma_0^2},$$

(10)
From proposition 4, we can know that the differences compared by each $C'_{i,j}$ are only related to local neuron. As a consequence, for one fixed local neuron $w_{s'j}$ and two different global neurons $\theta_i$ and $\theta_j$, the cost does not discriminate global neurons $\theta_i$ and $\theta_j$. Hence, the cost specifications induced from original PFNM can’t find optimal solutions for $\{A^s\}$.

Kullback-Leibler Divergence

From the above analysis, we know that the cost specification $C'_{i,j}$ induced from PFNM omits information of global neuron, i.e. the $i$ index in the cost. So, it is natural to fix the issue by adding a regularized term that contains both information of $i$ and $j$. As we point out before, the cost term $C'_{i,j}$ essentially is the standardized mean square difference between $i$-th global distribution and this distribution assigned with local neuron $w_{s'j}$. From the probabilistic perspective, minimizing the cost is meant to hope these two distributions are as close as possible. So how to measure the distance between two distributions? Kullback-Leibler becomes the first idea by adding a regularized term that contains both information of local and global neurons.

**Proposition 5.** For a global neuron distribution $p(\theta)$, after it is assigned with a likelihood $p(w|\theta)$, the Kullback-Leibler Divergence Penalty between $p(\theta)$ and $p(\theta|w)$ is equal up to $E_{p(\theta)}[\log p(w|\theta)]$.

Proof:

$$
KL(p(\theta)||p(\theta|w)) = \int p(\theta) \log \frac{p(\theta)}{p(\theta|w)} d\theta
$$

and from Bayesian theory

$$p(\theta|w) \propto p(\theta)p(w|\theta),$$

so we have

$$KL(p(\theta)||p(\theta|w)) \equiv -E_{p(\theta)}[\log p(w|\theta)]_$$

From above proposition, KL divergence between two distribution is essentially equal up to the expectation of the assigned local likelihood distribution, and the expectation is taken over the global distribution $p(\theta)$. That means the KL divergence contains both information of local and global neuron.

Thus, to fix the drawback induced from PFNM, we can formulate a new cost specifications that regularize original cost specification with the KL penalty, i.e., $C''_{i,j} = C'_{i,j} + \lambda KL(p(\theta_i||Z_i^{s'}) ||p(\theta_i|Z_i^{s'}, w_{s'j}))$, $i \leq J_{s'}$.

$$C''_{i,j} = C'_{i,j} + \lambda KL(p(\theta_i||p(\theta_i|w_{s'j})))J_{s'} < i \leq J_{s'} + J_{s'}.$$  

where the coefficient $\lambda$ is the adjusting ratio. And the KL divergence between two multivariate normal distributions can be calculated by the following Lemma:

**Lemma 5.1.** The Kullback-Leibler divergence between $N(x; \mu_x, \Sigma_x)$ and $N(y; \mu_y, \Sigma_y)$, is:

$$\frac{1}{2}[\text{tr}(\Sigma_y^{-1} \Sigma_x) + (\mu_y - \mu_x)^T \Sigma_y^{-1}(\mu_y - \mu_x) + \text{dim} \cdot \ln \frac{\left| \Sigma_y \right|}{\left| \Sigma_x \right|}],$$

where $\text{dim} = D+K$ is the dimension of $\mu_x$ and $\mu_y$.

The proof can be found in (Duchi 2007).

We call our new method as neural aggregation with full information (NAFI). And the process of NAFI can be summarized in algorithm 1.

As demonstrated by the study in (Wang et al. 2020), directly applying the matching algorithms fails on deep architectures designed for more complex tasks. To address this issue, we extend NAFI to a layer-wise matching scheme, which can be found in Appendix D.

**Algorithm 1:** The process of NAFI

**Require:**
- Local weights $w_{s,j}$ from $S$ local models;

**Ensure:**
- Matching assignments $\{A^s\}_{s=1}^S$, global weights $\{\theta_i\};$

1: for $t = 1, 2, 3, \cdots$ do
2: for $s' = 1, 2, \cdots, S$ do
3: Giving assignments $\{A^s_{i,j}\}_{i,j,s'=s'}$, acquiring corresponding global model via equations (4): $\tilde{\theta}_i = \frac{\mu_i/\sigma_i^2 + \sum_{s'=s'} A_{i,j}^s w_{s,i}/\sigma_j^2}{1/\sigma_i^2 + \sum_{s'=s'} A_{i,j}^s}$;
4: Acquire the assignment cost $\{\tilde{C}_{i,j}^s\}_{i,j}$ via equation (14);
5: Obtain $\{A^s_{i,j}\}_{i,j}$ by solving the linear assignment problem via Hungarian algorithm.
6: end for
7: Apply $\{A^s\}_{s=1}^S$ to update the global model.
8: end for

**Experiments**

To evaluate the efficiency of the proposed NAFI, we presents an empirical study of NAFI and compares it with PFNM, FedAvg (McMahan et al. 2017), FedProx (Li et al. 2018) and optimal transport fusion (Singh and Jaggi 2020) (which we refer as OT fusion in remaining part). The experiments are carried out over three datasets with three types of neural networks: FCNN, shallow CNN and U-net. The experiments below indicate that our algorithm can aggregate multiple neural networks into a more efficient global neural network1.

**Datasets, models and metrics** Our algorithm is evaluated on three datasets: MINST, CIFAR 10 and Carvana Image Masking Challenge (CIMC). MINST and CIFAR-10 are image classification datasets and each contains ten classes on handwriting digits and objects in real life respectively. CIMC is a binary semantic segmentation dataset consisting of photos of cars, and the task is to split out the car and

1https://github.com/XiaoPeng24/NAFI
the background. For MNIST, we use an FCNN model and evaluate it with accuracy; for CIFAR 10, we use a ConvNet with 3 convolutional and 2 fully-connected layers and evaluate it with accuracy; and for CIMC, we use the U-net (Ronneberger, Fischer, and Brox 2015) and evaluate it with dice coefficient.

**Partition strategies of local data** To simulate a federated learning scenario, we partition each dataset in a heterogeneous strategy in which the number of data points and class proportions in each local model is unbalanced. We follow prior works (Yurochkin et al. 2018) in the heterogeneous partition of local data for three datasets, which apply $K$-dimensional Dirichlet distribution $Dir(\alpha)$ to create non-identical independent distribution (iid) data, with a smaller $\alpha$ indicating higher data heterogeneity. Specifically, for dataset with class number $K$, we sample the proportion of the instances of class $k$ to local model $s_i$ via $p_{k,s_i} \sim Dir_k(\alpha)$. For MNIST and CIFAR10, $K=10$. For CIMC, $K=1$ as it is a binary semantic segmentation dataset. In each dataset, we execute 5 trials to obtain the mean and standard deviation of the performances.

**Baselines** Our method is compared to the original PFNM, FedAvg, OT fusion and FedProx. FedAvg and FedProx are executed in local neural networks that have been trained using the same random initialization as proposed by (McMahan et al. 2017). We note that while a federated averaging variant without shared initialization is likely to be more realistic when attempting to aggregate pre-trained models, it performs significantly worse than all other baselines. In CNN architectures, the original PFNM we compared is actually its deep model extensive version—FedMA (Wang et al. 2020). Considering the high heterogeneity in each trial, we set $\lambda$ in a wide grid (from $10^{-8}$ to 1) and choose the best result for NAFI. We subsequently check the sensitivity of $\lambda$ and find it only have tiny fluctuation.

| Model  | MNIST | CIFAR-10 | CIMC |
|--------|-------|----------|------|
| Optimizer | FCNN  | ConvNet  | U-net |
| Learning rate | Adam | SGD      | RMSprop |
| Size of minibatch | 32   | 32       | 3    |
| Epochs    | 10   | 10       | 3    |

Table 1: Hyperparameter settings for training neural networks.

**Training setup** We use PyTorch (Paszke et al. 2019) to implement these networks and train them by the Adam (Kingma and Ba 2014), SGD (Bottou 2010) and RMSprop (Hinton, Srivastava, and Swersky 2012) with hyperparameter settings which are summarized in Table 1.

**Performance Overview** In real world applications of Federated Learning, the discrepancy of data distribution among local models and communication cost will inevitably increase as the number of local models increases. This is mainly due to the variability of data generation paradigms in the system (Li et al. 2020). This suggests that testing fusion algorithms for various numbers of local models $S$ is important. For MNIST, we firstly apply various baselines with 15, 20, 25 and 30 local models with one hidden layer FCNN. Local NN in Table 2 reports the average of separately tested network accuracies. The lower extremes of aggregating are determined by the performance of local NNs. As shown in Table 2, accuracy of NAFI on MNIST is 4% higher than PFNM on average. We also examine how the performance of all methods is impacted by the number of hidden layers $N$. We train 10 neural networks with 2 and 3 hidden layers respectively and then fuse them using various baselines. The performance of PFNM decreases with the increasing number of hidden layers—even worse than OT fusion. This phenomenon has already been proposed in (Wang et al. 2020), and it can be fixed by a layer-wise training manner which we apply in CNN architectures. It is worth mentioning that NAFI seems have the potential to address the drawback of PFNM in deep architecture, as NAFI still maintain at a moderate level in deep architecture. This may be explained by an accumulating error effect. From above analysis, we discovered that PFNM is unable to discriminate those global neurons because the cost specification does not include global neuron information, while NAFI equipped with KL divergence can correct this. Thus, with the fusing process of neural networks is going layer-by-layer, the drawback of PFNM described above takes effect, and global neurons are not generated correctly. As a result, the incorrectness of PFNM in picking global neurons is superimposed, and the performance disparity between PFNM and NAFI is amplified as presented in Table 2.

For CNN application, we apply ConvNet (2 convolutional layers and 3 fully connected layers) on 5, 10, 15, and 20 local models and use various methods to fuse the models trained in CIFAR 10’s heterogeneous dataset partition. We apply PFNM and NAFI in an iteratively layer-wise way mentioned above, so we also set the communications rounds of FedAvg, FedProx and OT fusion to 5 equal to the number of layers in ConvNet for equality. As shown in Table 3, NAFI outperforms the other methods on fusing convolutional neural networks. Concretely, the accuracy of NAFI on CIFAR 10 is 3% higher than PFNM on average for a various number of local models.

U-Net (Ronneberger, Fischer, and Brox 2015) is widely used on medical image segmentation (Du et al. 2020), and medical images such as tumor scan images generated by multiple institutions are generally forbidden to be exchanged for privacy issues. Therefore, it is critical to federate well-known image segmentation algorithms. To this end, we compare our method and baselines on U-Net. The U-Net architecture is described in (Ronneberger, Fischer, and Brox 2015), and it employs the batch normalization layer, which is not extended by the matching type federated learning algorithm yet. Here we apply a technique which fuses batch normalization layer into convolutional layer, and extend the matching type algorithm to batch normalization layer. The details can be referred in Appendix E. As shown in Table 4, FedAvg, FedProx and OT fusion have very subpar perfor-
S  N  Local NN  FedAvg  FedProx  OT fusion  PFNM  NAFI

|   |   |     |     |     |     |     |
|---|---|-----|-----|-----|-----|-----|
| 5 | 1  | 25.21 ± 2.30 | 51.26 ± 2.97 | 51.43 ± 3.01 | 52.12 ± 2.78 | 50.39 ± 0.94 | 52.56 ± 0.81 |
| 10| 10 | 18.92 ± 1.41  | 46.78 ± 2.36  | 46.94 ± 2.32  | 45.43 ± 3.45  | 46.27 ± 1.73  | 47.46 ± 1.42  |
| 15| 1  | 15.85 ± 0.51  | 42.40 ± 2.25  | 42.06 ± 2.20  | 40.79 ± 4.29  | 42.82 ± 2.46  | 45.72 ± 1.35  |
| 20| 1  | 14.11 ± 0.53  | 34.20 ± 2.54  | 34.02 ± 2.52  | 37.56 ± 4.13  | 42.61 ± 2.07  | 44.96 ± 1.93  |

Table 3: Test accuracy of Convnet in CIFAR10.

|   |   |     |     |     |     |     |
|---|---|-----|-----|-----|-----|-----|
| 15| 1  | 71.9 ± 2.57  | 75.47 ± 5.90  | 75.65 ± 5.93  | 81.44 ± 3.21  | 83.93 ± 0.14  | 87.34 ± 0.57  |
| 20| 1  | 69.44 ± 2.50  | 75.02 ± 4.03  | 75.17 ± 3.99  | 82.71 ± 3.57  | 83.23 ± 3.31  | 86.73 ± 2.15  |
| 25| 1  | 67.99 ± 2.00  | 75.46 ± 3.33  | 75.24 ± 3.30  | 82.53 ± 3.05  | 84.87 ± 1.66  | 86.46 ± 2.56  |
| 30| 1  | 65.90 ± 2.66  | 73.43 ± 4.49  | 73.11 ± 4.44  | 82.74 ± 2.41  | 83.39 ± 2.23  | 86.23 ± 2.57  |

Table 2: Test accuracy of FCNN in MNIST.

Amount of fused global model  In real federated application, the amount of fused global model determines the burden of communication. Hence we also measure the size of global model fused by PFNM and NAFI respectively. In figure 1, we plot the logarithm ratio between the amount of fused global and the total amount of all local models \( \log \frac{S}{\sum_{i=1}^{S} J_i} \) in FCNN multiple nets scenario. As shown in figure 1, the logarithm ratio decrease with the increase in number of local models and is kept lower than -0.5, which means the matching type method produces a relative small model while can capture the most advantages of local models. It is worth noting that the ratio of NAFI is always small compared with PFNM, while the performance of fused global model in NAFI outperforms than PFNM accordint to above experiment results. This indicates the availability of NAFI in some model compression tasks.

Sensitivity Analysis  The weight of the KL-divergence term, \( \lambda \), is a hyper-parameter that we introduce into NAFI. Therefore, it is essential to demonstrate the sensitivity of \( \lambda \). Here, we set \( \lambda \) to various positive values for NAFI applied on fusing FCNNs and CNNs trained in MNIST and CIFAR10 respectively. We also take the impact of the number of local models into account. As shown in figure 2, the heat map indicates the accuracy on the test data, and for various number of clients, there is only a tiny fluctuation of prediction accuracy for a fused global model when \( 10^{-8} \leq \lambda \leq 1 \). Although NAFI with \( \lambda = 10^{-8} \) performs significantly worse than NAFI with \( 10^{-3} \leq \lambda \leq 0.5 \), the fused global model maintains a high level of performance. When \( \lambda = 1 \), the performance of the fused global model drops sharply, this indicates that \( \lambda \) should not set too high. To summarize, NAFI is robust on the hyperparameter \( \lambda \) under a variety of conditions.

Conclusion  In this study, we theoretically analyze the flaw of PFNM and propose a new federated neural matching method to fix this flaw. It is empirically shown that the new method outperforms other state-of-the-art algorithms for federated learning of neural networks, and the comparison of fused global model size also indicates the potential availability of our model.
| S | Local NN | FedAvg | FedProx | OT fusion | PFNM (FedMA) | NAFI |
|---|---------|--------|---------|-----------|-------------|------|
| nets | 8 | 67.60 ± 9.38 | 53.28 ± 10.63 | 41.53 ± 0.82 | 63.57 ± 5.48 | 90.31 ± 2.90 | 96.47 ± 0.76 |
| 16 | 27.84 ± 12.16 | 42.62 ± 0.87 | 48.50 ± 9.52 | 54.49 ± 5.62 | 75.47 ± 3.54 | 83.46 ± 3.41 |

Table 4: Test dice coefficient of U-net in CIMC.

![KL regularization coefficients sensitivity analysis](image)

**Figure 2:** KL regularization coefficients sensitivity analysis

method in model compression and pruning tasks. In future work, we will extend our algorithm into more advanced architectures, like transformers etc. Additionally, the success of KL-divergence suggests it is also likely to try other metrics which can measure the similarity between two probability distributions.
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