QED contributions to electron $g$-2
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Abstract. In this paper I briefly describe the results of the numerical evaluation of the mass-independent 4-loop contribution to the electron $g$-2 in QED with 1100 digits of precision. In particular I also show the semi-analytical fit to the numerical value, which contains harmonic polylogarithms of $e\pi$, $\epsilon^{2\pi}$ and $\epsilon^{2\pi}$, one-dimensional integrals of products of complete elliptic integrals and six finite parts of master integrals, evaluated up to 4800 digits. I give also some information about the methods and the program used.

Electron $g$-2

An electron of mass $m$ and spin $s$ has a magnetic moment $\mu$

$$\mu = g \frac{\hbar}{2mc^2}$$

(1)

where $g$ is the gyromagnetic ratio. According to the Dirac’s theory\cite{1}, the electron has $g = 2$. The interaction with photons shifts slightly $g$; we define the anomaly $\alpha_e = (g-2)/2$.

Experimental measurements

The current measurements of $\alpha_e$ are based on the Penning trap method, developed at the University of Washington. The anomaly is expressed as the ratio of two frequencies which can be measured to a very high precision. For the development of this technique, the Noble prize in Physics 1989 was awarded to H. Dehmelt. Their final results were [2]:

$$\alpha_{e}^{exp} = 1 \, 156 \, 652 \, 188.4(4.3) \times 10^{-12} \; \text{(4.3 ppb)}, \; (2)$$

$$\alpha_{e}^{exp} = 1 \, 156 \, 652 \, 187.9(4.3) \times 10^{-12} \; \text{(4.3 ppb)}. \; (3)$$

The most recent value obtained with the same technique by the Harvard group is [3, 4]:

$$\alpha_{e}^{exp} = 1 \, 156 \, 652 \, 180.73(28) \times 10^{-12} \; \text{(0.24 ppb)}. \; (4)$$

Theoretical expression

In the standard model

$$\alpha_{e}^{SM} = \alpha_{e}^{QED} + \alpha_{e}^{\text{weak}} + \alpha_{e}^{\text{hadr}}. \; (5)$$

The QED contribution can be split up in mass-independent and mass-dependent parts:

$$\alpha_{e}^{QED} = A_1 + A_2 \left( \frac{m_e}{m_e} \right) + A_3 \left( \frac{m_e}{m_e} \right)^2 . \; (6)$$

The functions $A^{(i)}$ can be expanded in power series

$$A_i = A_i^{(2)} \left( \frac{\alpha}{\pi} \right)^{2} + A_i^{(4)} \left( \frac{\alpha}{\pi} \right)^{4} + A_i^{(6)} \left( \frac{\alpha}{\pi} \right)^{6} + \ldots \; (7)$$

The mass-independent coefficients at 1, 2 and 3 loop are known in analytical form [5–7].

$$A_1^{(2)} = \frac{1}{2} ; \; (8)$$

$$A_1^{(4)} = \frac{197}{144} + \frac{1}{12} \pi^2 - \frac{1}{2} \pi^2 \ln 2 + \frac{3}{4} \pi^2 \xi(3) \; (9)$$

$$A_1^{(6)} = \frac{83}{72} \pi^2 \xi(3) - \frac{215}{24} \pi^{2} \xi(5) \; (11)$$

$$+ \frac{100}{3} \left[ \left( a_0 + \frac{\alpha}{24} \ln^2 2 \right) - \frac{1}{24} \pi^2 \ln^2 2 \right]$$

$$- \frac{239}{2160} \pi^4 + \frac{139}{18} \pi^2 \xi(3) - \frac{298}{9} \pi^2 \ln 2 \; (12)$$

where $\xi(n) = \sum_{i=0}^{\infty} i^{-n}$, $a_n = \sum_{i=0}^{\infty} 2^{-i} i^{-n}$. In table 1 we list some older theoretical evaluations of the two, three and four loop coefficients.

I have evaluated the 4-loop contribution $A_1^{(8)}$ up to 1100 digits of precision [8], finalizing a twenty-year effort [9–15] begun after the completion of the calculation.
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\[ A_1^{(10)}(\alpha/\pi) = -1.912245764926445557415264716743983005 \ldots \] (13)

The full-precision result is shown in Table 3. The result (13) is in excellent agreement (0.9σ) with the numerical value

\[ A_1^{(8)}(\text{Ref. [25]}) = -1.91298(84) \] (14)

latest result of a really impressive pluridecentennial effort [16–25], and with the independent value

\[ A_1^{(8)}(\text{Ref. [32]}) = -1.87(12) \] (15)

There are 12672 diagrams which contribute at 5-loop level. They have been computed through a gigantic effort [25]; the most recent value is

\[ A_1^{(10)}(\text{Ref. [25]}) = 6.599(223) \] (16)

We also note the MonteCarlo approach of Ref. [36] which might in future provide an independent value. Concerning the mass-dependent part \( A_2(r) \), \( A_2^{(6)}(r) \) is known in analytical form [37], as well as \( A_1^{(6)}(r) \) [38–42]; the first terms of the expansion for small \( r \) of the 4-loop coefficient \( A_3^{(8)}(r) \) are known analytically [43, 44]. \( A_2^{(6)} \) and \( A_2^{(10)} \) have been calculated numerically [25]; the first terms of the expansion for small mass ratios of \( A_3^{(6)} \) and \( A_3^{(10)} \) are known analytically [44]. The values of the hadronic and weak contributions [45–48] are shown in Table 2, where the most precise determination of the fine structure constant [49, 50]

\[ \alpha^{-1} = 137.035 \pm 0.62 \text{ ppb} \] (17)

is used. Inserting all the contributions (see Eqs. (8-16) and table 2) into Eq.(5-7) one finds

\[ \alpha_r^{\text{th}} = 1.15962 \pm 0.015(15) \times 10^{-12} \] (18)

where the first error comes from \( A_1^{(10)} \) and the second one from the hadronic and electroweak corrections, the last one from \( \alpha \). Conversely, assuming the validity of the theory and using the experimental measurement (4), one finds

\[ \alpha^{-1}(\alpha_r) = 137.035 \pm 0.25 \text{ ppb} \] (19)

where the errors come respectively from \( A_1^{(10)} \), hadronic and electroweak corrections, and the experimental measurement. This determination of \( \alpha \) is more precise than the experimental one and is that used in the periodic least-squares adjustments of fundamental constants [48].

### Table 2. Contributions to \( \alpha_r \)

| contribution | value in units of \( 10^{-12} \) |
|--------------|----------------------------------|
| \( A_1^{(6)}(\alpha/\pi) \) | 1161.409733.631(720) |
| \( A_1^{(10)}(\alpha/\pi) \) | -1.772305.065(3) |
| \( A_2^{(6)}(\alpha/\pi)^2 \) | 14804.203 |
| \( A_2^{(8)}(\alpha/\pi)^4 \) | -55.667 |
| \( A_2^{(10)}(\alpha/\pi)^5 \) | 0.446(15) |
| \( A_2^{(12)}(\alpha/\pi)^6 \) | 2.804 |
| \( A_2^{(14)}(\alpha/\pi)^8 \) | -0.092 |
| \( A_2^{(16)}(\alpha/\pi)^{10} \) | 0.026 |
| \( A_2^{(18)}(\alpha/\pi)^{12} \) | -0.0002 |
| \( A_2^{(20)}(\alpha/\pi)^{14} \) | 0.010 |
| \( A_2^{(22)}(\alpha/\pi)^{16} \) | -0.0008 |
| \( \alpha_r \text{hadronic v.p.} \) | 1.866(11) |
| \( \alpha_r \text{hadronic v.p.,NLO} \) | -0.223(1) |
| \( \alpha_r \text{hadronic v.p.,NNLO} \) | 0.028(1) |
| \( \alpha_r \text{hadronic I-1} \) | 0.035(10) |
| \( \alpha_r \text{weak} \) | 0.0297(5) |

### Table 3. First 1100 digits of \( A_1^{(6)} \)

| \( A_1^{(6)}(\alpha/\pi) \) | \(-1.1912245764926445557415264716743983005 \ldots \) |

The contributions to \( g-2 \) of single Feynman diagrams may be I.R. or U.V. divergent, and depends on the gauge chosen. Therefore, it is convenient to regroup the diagrams in gauge invariant sets, whose contributions are finite. The number of diagrams at 2, 3 and 4 loops are respectively 7, 72 and 891; they can be arranged in, respectively 3, 9 (see Ref. [51]) and 25 gauge invariant sets. Typical elements of the sets at four loops are shown in Fig. 1; the values of the contributions of each gauge set are shown in Ref. [8] with 40 digits of precision.
The numerical fit

By using the integration-by-parts identities\cite{9,52,53} the contributions of all 4-loop vertex diagrams can be reduced to a linear combination of 334 master integrals belonging to 220 topologies. Due to the expected analytical complexity of the result, a completely analytical calculation of all the master integrals (for example similar to that at three-loop) has seemed out of reach. So I have used a different approach: compute very high-precision numerical values of a sufficient number of terms of the expansions of the master integrals in Laurent series of $\epsilon = (4 - D)/2$ dimensions; make the right analytical ansatz on the analytical form; fit the rational coefficients of the ansatz by using the PSLQ algorithm \cite{54,55}.

As a result, one finds that the analytical expressions of the coefficients of the $\epsilon$-expansions of the master integrals contain values of harmonic polylogarithms \cite{57} with argument 1, $\frac{3}{2}$, $e^{\pi i}$, $e^{\pi i} / 2$ and $e^{\pi i}$, a family of one-dimensional integrals of products of elliptic integrals, and the finite terms of the $\epsilon$-expansions of six master integrals. Work is still in progress to fit analytically these six unknown elliptical constants. The result of the analytical fit for $A_1^{(8)}$ can be written as follows:

$$A_1^{(8)} = T + \sqrt{3}V_a + V_b + W_b + \sqrt{3}E_a + E_b + U,$$

$$T = \frac{1243127611}{130636800} + \frac{30180451}{25920} + \frac{25584214}{1066} + \frac{8873}{2} - \frac{1}{3} \ln 2,$$

$$V_a = \frac{1401}{480} C_{4, \pi}^{(3)} \left( \frac{\pi}{3} \right) - \frac{169703}{1440} C_{2, \pi}^{(2)} \left( \frac{\pi}{3} \right),$$

$$V_b = \frac{13487}{60} C_{4, \pi}^{(3)} \left( \frac{\pi}{3} \right) + \frac{13487}{60} C_{4, \pi}^{(3)} \left( \frac{\pi}{3} \right),$$

$$W_b = \frac{28276}{25} Cl_2^{(2)} \left( \frac{\pi}{3} \right) + 104 \left( 4 Cl_2^{(2)} \left( \frac{\pi}{3} \right) \right),$$

$$\frac{\epsilon_2}{\epsilon_2} \approx \frac{\epsilon_2}{\epsilon_2}.$$
\[ E_a = a \left( -\frac{284588503}{18662480} B_1 + \frac{25007961}{18662480} C_4 + \frac{483913}{270433} \pi f_{2(0,0,1)} \right) + \frac{4715}{1944} \ln 2 f_{2(0,0,1)} + \frac{188147}{1944} \ln 2 f_{2(0,0,1)} + \frac{188147}{12960} \times \frac{826595}{12960} f_1(0,0,2) \times \frac{72082}{248832} f_2(0,0,1) \] (23)

\[ E_b = c(2\pi) \left( \frac{2541575}{82944} f_{1(0,0,2)} - \frac{556445}{1944} f_{1(0,1,0)} + \frac{54515}{972} f_{1(0,2,0)} \right) - \frac{75145}{20736} f_{1(1,0,1)} - \frac{4715}{1458} \times \frac{1119744}{1119744} f_1(0,1,0) \times \frac{164855}{164855} f_1(0,1,0) \times \frac{62208}{124416} f_1(2,1,0) \times \frac{124416}{124416} \] (24)

\[ C_{8\pi} \] are the \( e^{\chi} \) coefficients of the \( e \)-expansion of six master integrals (see \( f, f', f'', g, g', g'' \) of Fig.2); they appear only in the gauge-invariant sets 24 and 25. In the above expressions \( b_6 = H_{0,0,0,0,1,1} \left( \frac{1}{4} \right), b_7 = H_{0,0,0,0,0,1,1} \left( \frac{3}{4} \right), d_7 = H_{0,0,0,1,-1,1,-1}(1), C_{\ell}(\theta) = \text{ImLi}_\ell(e^{i\theta}), H_{k,i}(...x) \) are the harmonic polylogarithms. The integrals \( f_j \) are defined as follows:

\[ f_m(i,j,k) = \int ds D_1(s) \Re(\sqrt{3m-1} D_m(s)) \times \] (25)

\[ D_m(s) = \frac{2}{\sqrt{((\sqrt{s} + 3)(\sqrt{s} - 1)^3}} \times \] (26)

\[ K \left( m - 1 - (2m - 3) \frac{(\sqrt{s} - 3)(\sqrt{s} + 1)^3}{(\sqrt{s} + 3)(\sqrt{s} - 1)^3} \right) ; \]

\( K(x) \) is the complete elliptic integral of the first kind. The constants \( B_i \) and \( C_i \), defined in Ref. [14], admit the hypergeometric representations:

\[ B_3 = \frac{4\pi^2}{3} \left( \frac{\Gamma^2(\frac{1}{2})}{\Gamma(2)^2} \right) \text{Li}_3 \left( \frac{1}{2}, -1; \frac{1}{2} \right) \] (27)

\[ C_3 = \frac{486\pi^2}{1925} \text{Li}_3 \left( \frac{1}{4}, -1; \frac{1}{2} \right) \] (29)

Fig.2 shows the fundamental elliptic master integrals which contain irreducible combinations of \( B_3, C_3 \) and \( f_m(i,j,k) \).

More in detail, the \( e \)-expansions of the master integrals were first calculated with a precision of 200-300 digits, then recalculated with a precision of 4096 bit (1232 digits). A first run of PSLQ on the coefficients with a trial basis identified which coefficients are linearly independent (that is, which contain new analytical terms). For each of these "unknown constants", the simplest master integral which contains it was identified; these special master integral were recalculated with a precision of 8,16 or 32 kbits (2464, 4932 or 9864 digits). The structure the master integrals was analysed to guess the analytical form of the new elements; several runs of PSLQ with basis containing (all or selections of) these new elements were performed until the PSLQ fit was successful and the correct basis was found.

To give an example, the PSLQ basis needed to fit \( T \) of Eq.19 contains \( F_{10} - 1 = 54 \) terms (\( F_i \) are the Fibonacci numbers, \( F_1 = F_2 = 1 \)). Due to the presence of harmonic polylogarithms of complex argument, the general basis needed to perform the fit of \( V_6 \) and \( V_8 \) contains \( F_{17} = 1 = 1596 \) terms. The practical maximum size of basis usable in PSLQ fits turned out to be \( \sim 500 \), so some guessing has been necessary to identify which elements are really needed in the fits (for example, only 93 elements for \( V_6 \) and \( V_8 \)). The precision of the calculation of elements of the basis is up to 9864 digits. We note that the multipair parallel version [55] of the PSLQ algorithm has been essential to work out these difficult analytical fits in reasonable times.

**Method of calculation**

All the 104 4-loop self-mass diagrams are generated with a \( C \) program; for each self-mass diagram, the corresponding vertex diagrams are generated by inserting a photon in all possible ways. For the sake of subsequent checks, one keeps also the diagrams which give no contribution because of Furry’s theorem. The contribution to \( g \)-2 of the diagram is extracted from the unrenormalized amplitude of each vertex diagram using suitable projectors, with a FORM [56] program. The results are expressions which
typically contain 100-30000 different Feynman integrals. The total number of topologically distinct master integrals is 334. There are 82 topologies which have more than one master integral. For these topologies, products of scalar products are chosen as numerators, the choice depending on the momentum flow of the diagram. For the sake of subsequent checks, one processes separately the contributions from each one of the 104 self-mass diagrams. The master integrals are calculated separately for each self-mass diagram; therefore the total number of the master integrals actually calculated is 4607. Because of differences in momentum routing and therefore in the numerators, topologies with more than one master integral will have a slightly different set of master integrals in different self-mass diagrams. This provides a lot of useful checks. The reduction is exact in $D$, and is performed by generating large systems of integration-by-parts identities and solving them with the algorithm [9] implemented in SYS. These large systems contain $10^8$ identities, with physical disk space ranging from 4GB to 100GB. The reduction to master integrals has been repeated with 32 and 64 bit versions of SYS. In addition, the principal self-mass diagrams were reprocessed using a different momentum flow, checking that reduction to master integrals remained the same (after converting different sets of master integrals).

For the numerical calculation of master integrals I have used combinations of the the difference equation method [9, 10] and the differential equation method [59–61]. An approach consists in calculating with difference equations (inserting the exponent $n$ of the first electron propagator) the integral obtained putting the photon mass $\lambda$ equal to the electron mass $m$, and integrating a differential equation in $\lambda$ from $\lambda = m$ to $\lambda = 0$. A second approach consists in calculating with difference equations the diagram obtained by putting the external momentum $p = 0$, and integrating a differential equation in $p^2$ from $p^2 = 0$ to $p^2 = -m^2$. The systems of difference and differential equations for master integrals are obtained by building systems of integration-by-parts identities and solving them by using the algorithm [9, 10] using rational arithmetic in $D$. The sizes of the systems of difference or differential equations to be numerically solved are in the range 1MB-3GB. Difference equations are solved using the Laplace transformation method (integral representation of solutions and differential equation of the integrand). Differential equations are solved numerically, by using series expansion with truncated expansions in $\epsilon = (4 - D)/4$ as coefficients. The minimum number of terms of the expansion in $\epsilon$ is $9 (\epsilon^{-4} \ldots \epsilon^{-6})$. There are cancellations of $\epsilon$ terms in intermediate steps; no care is used to avoid cancellations, as the corresponding numerical zeroes provide extremely useful checks. In the worst case 37 terms of expansions are needed. The standard precision of calculations is 4 kbit (1232 digits). About 130 digits are lost due to cancellations, so that the result has 1100 digits exact. Note that the analytical fit of some selected master integrals required a precision much higher, up to 16 kbit (9864 digits).

The renormalization counterterms are generated with two procedures written in C and FORM. Their expressions are reduced to master integrals already known in analytical form. I have chosen the Feynman gauge. I checked explicitly the (internal) gauge invariance of the contributions for arbitrary gauge of the photon line going into 1-, 2- or 3-loop vacuum polarization diagrams.

In order to perform this calculation, in 1995 I begun writing from scratch a comprehensive C program, SYS [9], now 24000 lines long, containing all the parts necessary to the calculations, like a simplified fast algebraic symbolic manipulator, a numerical solver of systems of difference and differential equations, and a library of arbitrary precision mathematical routines, for integer and floating point numbers, independent of any other existing in the literature. Another important feature is the thorough protection of large buffers and I/O with checksums. Throughout the calculation, I have discovered several subtle corruptions, due to different causes, like marginal coupling of non-ECC RAM modules (error-rate: 1 bit per week), failing RAID systems (error-rate: one corrupted 64KB block every 100GB of data, etc.). The prompt identification and elimination of the source of errors has resulted in an highly reliable result.

References

[1] P. A. M. Dirac, Proc. Roy. Soc. Lond. A 117 610 (1928).
[2] R. S. Van Dyck, P. B. Schwinberg and H. G. Dehmelt, Phys. Rev. Lett. 59 26 (1987).
[3] D. Hanneke, S. Fogwell and G. Gabrielse, Phys. Rev. Lett. 100 120801 (2008).
[4] D. Hanneke, S. F. Hoogerheide and G. Gabrielse, Phys. Rev. A 83 052122 (2011).
[5] J. Schwinger, Phys. Rev. 73 416 (1948).
[6] A. Petermann, Helv. Phys. Acta 30 407 (1957); C.M. Sommerfeld, Phys. Rev. 107 328 (1957).
[7] S. Laporta and E. Remiddi, Phys. Lett. B 379 283 (1996).
[8] S. Laporta, Phys. Lett. B 772 232 (2017).
[9] S. Laporta, Phys. Lett. B 504 188 (2001).
[10] S. Laporta, Phys. Lett. B 523 95 (2001).
[11] S. Laporta, Acta Phys. Polon. B 34 5323 (2003).
[12] S. Laporta, P. Mastrolia and E. Remiddi, Nucl. Phys. B 688 165 (2004).
[13] S. Laporta, Acta Phys. Polon. A 23 5007 (2008).
[14] S. Laporta, Subnucl. Ser. 45 409 (2009).
[15] T. Kinoshita and W. B. Lindquist, Phys. Rev. D 27 867 (1983).
[16] T. Kinoshita and W. B. Lindquist, Phys. Rev. D 27 877 (1983).
[17] T. Kinoshita and W. B. Lindquist, Phys. Rev. D 27 886 (1983).
[18] T. Kinoshita and W. B. Lindquist, Phys. Rev. D 39 2407 (1989).
[20] T. Kinoshita and W. B. Lindquist, Phys. Rev. D 42 636 (1990).
[21] T. Kinoshita and M. Nio, Phys. Rev. D 73 013003 (2006).
[22] T. Aoyama, M. Hayakawa, T. Kinoshita and M. Nio, Phys. Rev. Lett. 99 110406 (2007).
[23] T. Aoyama, M. Hayakawa, T. Kinoshita and M. Nio, Phys. Rev. D 77, 053012 (2008).
[24] T. Aoyama, M. Hayakawa, T. Kinoshita and M. Nio, Phys. Rev. Lett. 109 111807 (2012).
[25] T. Aoyama, M. Hayakawa, T. Kinoshita and M. Nio, Phys. Rev. D 91 033006 (2015); Erratum: Phys. Rev. D 96 019901 (2017).

[26] R. Karplus and N. M. Kroll, Phys. Rev. 77 536 (1950).
[27] M. J. Levine and J. Wright, Phys. Rev. Lett. 26 1351 (1971).
[28] P. Cvitanovic and T. Kinoshita, Phys. Rev. D 10 4007 (1974).
[29] T. Kinoshita, in Quantum Electrodynamics, edited by T. Kinoshita (World Scientific, Singapore,1990), pp. 218-321.

[30] T. Kinoshita, Phys. Rev. Lett. 75 4728 (1995).
[31] V. W. Hughes and T. Kinoshita, Rev. Mod. Phys. 71, S133 (1999).
[32] P. Marquard, A. V. Smirnov, V. A. Smirnov, M. Steinhauser and D. Wellmann, arXiv:1708.07138 [hep-ph].
[33] T. Kinoshita and M. Nio, Phys. Rev. D 73 (2006) 053007.

[34] T. Kinoshita, T. Aoyama, M. Hayakawa and M. Nio, Nucl. Phys. Proc. Suppl. 160 (2006) 235.
[35] M. Nio, T. Aoyama, M. Hayakawa and T. Kinoshita, Nucl. Phys. Proc. Suppl. 169 (2007) 238.
[36] S. A. Volkov, J. Exp. Theor. Phys. 122 1008 (2016); Zh. Eksp. Teor. Fiz. 149 1164 (2016).
[37] H. H. Elend, Phys. Lett. 20 682 (1966).
[38] M. A. Samuel and G. w. Li, Phys. Rev. D 44 3935 (1991); Erratum: Phys. Rev. D 48 1879 (1993).

[39] G. Li, R. Mendel and M. A. Samuel, Phys. Rev. D 47 1723 (1993).
[40] S. Laporta and E. Remiddi, Phys. Lett. B 301 440 (1993).
[41] S. Laporta, Nuovo Cim. A 106 675 (1993).
[42] M. Passera, Phys. Rev. D 75 013002 (2007).
[43] A. L. Kataev, Phys. Rev. D 86 013010 (2012).
[44] A. Kurz, T. Liu, P. Marquard and M. Steinhauser, Nucl. Phys. B 879 1 (2014).
[45] D. Nomura and T. Teubner, Nucl. Phys. B 867 236 (2013).
[46] A. Kurz, T. Liu, P. Marquard and M. Steinhauser, Phys. Lett. B 734 144 (2014).
[47] J. Prades, E. de Rafael, and A Vainshtein, in Lepton Dipole Moments, edited by B. L. Roberts and W. J. Marciano (World Scientific, Singapore, 2009), 303.
[48] P. J. Mohr, B. N. Taylor and D. B. Newell, Rev. Mod. Phys. 84 1527 (2012).
[49] R. Bouchendira, P. Clade, S. Guellati-Khelifa, F. Nez and F. Biraben, Phys. Rev. Lett. 106 080801 (2011).
[50] P. J. Mohr, D. B. Newell and B. N. Taylor, Rev. Mod. Phys. 88 035009 (2016).
[51] P. Cvitanovic, Nucl. Phys. B 127 176 (1977).
[52] K. G. Chetyrkin and F. V. Tkachov, Nucl. Phys. B 192 (1981) 159.
[53] F. V. Tkachov, Phys. Lett. 100B (1981) 65.
[54] H. R. P. Ferguson and D. H. Bailey, RNR Technical Report RNR-91-032.
[55] D. H. Bailey and D. J. Broadhurst, Math. Comput. 70 1719 (2001).
[56] J. A. M. Vermaseren, math-ph/0010025.
[57] E. Remiddi and J. A. M. Vermaseren, Int. J. Mod. Phys. A15 725 (2000).
[58] S. Laporta and E. Remiddi, Nucl. Phys. B 704 349 (2005).
[59] A. V. Kotikov, Phys. Lett. B 254 158 (1991).
[60] E. Remiddi, Nuovo Cim. A 110 1435 (1997).
[61] T. Gehrmann and E. Remiddi, Nucl. Phys. B 580 485 (2000).