Aggregate-data estimation of an individual patient data linear random effects meta-analysis with a patient covariate-treatment interaction term
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SUMMARY

Individual patient-data meta-analysis of randomized controlled trials is the gold standard for investigating how patient factors modify the effectiveness of treatment. Because participant data from primary studies might not be available, reliable alternatives using published data are needed. In this paper, I show that the maximum likelihood estimates of a participant-level linear random effects meta-analysis with a patient covariate-treatment interaction can be determined exactly from aggregate data when the model’s variance components are known. I provide an equivalent aggregate-data EM algorithm and supporting software with the R package ipdmeta for the estimation of the “interaction meta-analysis” when the variance components are unknown. The properties of the methodology are assessed with simulation studies. The usefulness of the methods is illustrated with analyses of the effect modification of cholesterol and age on pravastatin in the multicenter placebo-controlled regression growth evaluation statin study. When a participant-level meta-analysis cannot be performed, aggregate-data interaction meta-analysis is a useful alternative for exploring individual-level sources of treatment effect heterogeneity.
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1. INTRODUCTION

Subgroup analyses are important for identifying possible sources of treatment effect heterogeneity (Wang and others, 2007). A formal way to assess subgroup effects is through the estimate of a treatment-covariate interaction in a regression analysis, the ‘covariate’ being the variable that defines the subgroups of interest (Brookes and others, 2001). The power and generalizability of this estimate can be improved using meta-analysis, where data from multiple compatible trials is combined to obtain a pooled estimate of the subgroup effect (Rothwell, 2005). However, available methods for studying subgroup effects with meta-analysis of aggregate data have important practical and inferential limitations.

Two approaches for estimating a treatment-covariate interaction with an aggregate-data meta-analysis have been discussed in the literature (Fisher and others, 2011). In ‘meta-analysis of interactions’ the meta-analyst obtains study estimates of a given treatment-covariate interaction and pools them across studies using a standard fixed or random effects model (Simmonds and Higgins, 2007). The major drawback...
of this method is that covariate-treatment interactions are not typically included in primary clinical trial reports. The second approach is meta-regression, which regresses a measure of treatment effect on aggregated covariates, typically the covariate means for the trial sample. Meta-regression is more practical than meta-analysis of interactions because the covariate sample characteristics and estimates of treatment effect are routinely reported in the primary studies, but the ecological association between a covariate and treatment is a potentially biased and inefficient estimate of the individual-level association (Berlin and others, 2002; Lambert and others, 2002).

Compared to meta-regression and meta-analysis of interactions, a treatment-covariate interaction estimated from a regression analysis of complete individual patient data (IPD), where both between- and within-trial information is included, is more powerful and less vulnerable to bias (Schmid and others, 2004; Riley and others, 2007; Koopman and others, 2008). Yet, owing to the difficulties of collecting IPD, a regression analysis of the original trial data will generally not be feasible (Riley and others, 2008). In fact, <5% of current published meta-analyses in the medical sciences are based on patient-level data (Kovalchik, 2012). For this reason, it would be useful to establish whether aggregate statistics are sufficient to obtain the estimates of an IPD meta-analysis with individual-level covariates.

Olkin and Sampson (1998) showed that the treatment contrasts in a fixed effects IPD meta-analysis are equivalent to the aggregate-data treatment effect estimates in a fixed effects meta-analysis. Mathew and Nordström (1999) later showed that this result holds when studies have heterogeneous residual variance. More generally, Lin and Zeng (2010) found that the efficiency loss in estimating the regression parameters for standard fixed effects parametric or semiparametric IPD models using meta-regression is small when maximum likelihood estimation is used and there is minimal residual between-trial heterogeneity. No study has considered to what extent these findings can be extended to models with random effects and individual-level associations.

In this paper, I show that the maximum likelihood estimates for an IPD linear random effects model with a patient–covariate-treatment interaction term for a categorical covariate can be determined exactly from published clinical trial data when the model’s variance parameters are known. I then provide variance estimators and an optimization algorithm for estimating all of the model parameters when the variance components are unknown. The statistical properties of the estimation methodology are investigated in simulation studies. The methods are demonstrated with an aggregate-data meta-analysis of real clinical trial data to quantify how age and cholesterol modify the effectiveness of the statin pravastatin for the prevention of cardiovascular disease progression.

2. Model

A general form for a linear mixed effects meta-analytic model with continuous outcome is

$$Y_j = X_j \beta + Z_j \alpha_j + \epsilon_j.$$  (2.1)

Each quantity of (2.1) is a study-specific vector for \(j = 1, \ldots, J\) studies. The \(Y_j\) is the \(n_j \times 1\) column vector of continuous outcomes based on \(i = 1, \ldots, n_j\) subjects, \(X_j\) is an \(n_j \times p\) matrix of covariates, and \(Z_j\) is a subset of \(X_j\) containing \(q\) variables with random effects. The study random effects \(\alpha_j\) follow a shared multivariate normal distribution with unrestricted covariance–variance \(D, \alpha_j \sim N(0, D)\). The within-trial errors are iid normal with study-specific variance, \(\epsilon_j \sim N(0, \sigma^2 \epsilon I_{n_j})\), where \(I_m\) is the \(m \times m\) identity matrix.

The specific case of model (2.1) that will be considered in this paper is a random effects interaction model with a categorical covariate. Given \(t_j\) treated and \(c_j\) control subjects in the \(j\)th study, define the treatment group indicator, \(G_j = \begin{bmatrix} 1_{t_j} \\ 0_{c_j} \end{bmatrix}\), and the diagonal matrix with \(G_j\) elements on the diagonal as \(D(G_j)\).
Suppose that the categorical covariate of interest has $K$ categories and let the dummy vector indicating membership in the $k$th subgroup be $S_j(k)$. In terms of these quantities, the interaction model’s fixed and random effects design matrices are

$$
X_j = \begin{bmatrix} 1_{n_j} & G_j & S_j(1) & \cdots & S_j(K-1) & \mathcal{D}(G_j)S_j(1) & \cdots & \mathcal{D}(G_j)S_j(K-1) \end{bmatrix}
$$

$$
Z_j = \begin{bmatrix} 1_{n_j} & G_j \end{bmatrix},
$$

The model specified by (2.2) incorporates trial heterogeneity in baseline and treatment effects $\alpha_j$ through the bivariate normal random effects having covariance–variance $\mathbf{D} = \begin{bmatrix} \tau_0 & \tau_{01} \\ \tau_{01} & \tau_1 \end{bmatrix}$. The covariate and interaction effects are constant for all trials.

To see how the individual-level and standard aggregate-level approaches differ, consider the meta-regression model to investigate the treatment-covariate interactions of model (2.2),

$$
\hat{\theta}_j = \theta_j + \gamma_1 \bar{s}(1)_j + \cdots + \gamma_{K-1} \bar{s}(K-1)_j + \zeta_j. 
$$

Here, $\hat{\theta}_j$ is the study estimate of treatment effect. For the linear model with continuous outcome this is $\hat{\theta}_j = \bar{y}_1 - \bar{y}_0$, the mean difference in outcome between the treatment and control group. The parameter $\theta_j$ is a study random treatment effect, $\theta_j \sim N(\theta, \tau^2)$. Each $\zeta_j$ is a residual normal error $\zeta_j \sim N(0, \text{Var}[\hat{\theta}_j])$, whose variance is considered known. Importantly, meta-regression does not include individual-level information about covariates. Instead, covariates enter as the sample mean of their corresponding variable in the IPD model, in this case, the proportion of individuals in the $k$th subgroup, $\bar{s}(k)_j$. Although one could consider using the ecological parameters $\gamma$ for inference about individual-level treatment-covariate interactions, these quantities are vulnerable to bias and inefficiency (Berlin and others, 2002; Lambert and others, 2002; Fisher and others, 2011). Consequently, meta-analysis experts and software developers generally recommend that the covariates of meta-regression be limited to study-level variables (Thompson and Higgins, 2002; Viechtbauer, 2007).

3. Estimation

3.1 Estimation with known variances

Maximum likelihood (Hartley and Rao, 1967) is a common method used to estimate the parameters of the linear mixed effects regression model. Given the variance components $\sigma_j$ and $\mathbf{D}$, the maximum likelihood estimates (MLEs) for the fixed and random effects of model (2.1) are (Laird and Ware, 1982),

$$
\hat{\beta} = \left( \sum_{j=1}^{J} X'_j W_j X_j \right)^{-1} \sum_{j=1}^{J} X'_j W_j Y_j
$$

with $W_j = \left( \sigma_j^2 I_{n_j} + Z'_j \mathbf{D} Z_j \right)^{-1}$. The variance for this estimator is

$$
\text{Var}(\hat{\beta}) = \left( \sum_{j=1}^{J} X'_j W_j X_j \right)^{-1}.
$$
The empirical Bayes estimator for the random effects is

\[ \hat{\alpha}_j = DZ_j W_j (Y_j - X_j \hat{\beta}), \]  

and has the variance

\[ \text{Var}(\hat{\alpha}_j) = D - DZ_j W_j Z_j D + DZ_j \left[ W_j - W_j X_j \left( \sum_{j=1}^J X_j' W_j X_j \right)^{-1} X_j' W_j \right] Z_j D. \]  

In the supplementary material (Section A available at *Biostatistics* online), I show that aggregate data is sufficient to compute the above MLEs and their variances under the “interaction meta-analysis” (2.2) with known variance components. However, in general, the variance components will not be known. Previous work of Kovalchik and Cumberland (2012) derived an aggregate-data estimate for the error of the patient-level interaction term in a general linearized random effects meta-analysis. The motivation in that study was to estimate what the power of the IPD test of interaction would be if the patient-level data of the primary studies were available. In the following subsections, I build on this work by providing an EM algorithm to estimate all parameters of the IPD random effects model defined by (2.2) from aggregate data when the model’s variance components are unknown.

### 3.2 Estimation with unknown variances

Given the parameters \( \alpha_j \) and \( \beta \), maximum-likelihood estimates for the variance components of model (2.2) are \( \hat{D} = \sum_{j=1}^J \hat{\alpha}_j \hat{\alpha}_j' / J \) and \( \hat{\sigma}_j^2 = \hat{\epsilon}_j' \hat{\epsilon}_j / n_j \), with \( \hat{\epsilon}_j = Y_j - X_j \hat{\beta} - Z_j \hat{\alpha}_j \). We see that \( \hat{D} \) can be reconstructed exactly from the aggregate-data form of the \( \hat{\alpha}_j \). Because the maximum likelihood estimates in a random effects model have been recognized to underestimate the target parameters, the denominator \( J - 1 \) is used in place of \( J \).

The estimator for \( \hat{\sigma}_j^2 \) can be formed from the sample variances \( s_{kj}^2 \) of the continuous outcome \( y_{ij} \) within each of the \( K \) subgroups. Variance decomposition yields the expression

\[ \hat{\epsilon}_j' \hat{\epsilon}_j = \sum_k [(n_{kj} - 1)s_{kj}^2 + (\hat{\mu}_{kj} - \tilde{y}_{kj})^2], \]  

where \( \hat{\mu}_{kj} \) is the study-specific mean estimate for the \( k \)th treatment-covariate subgroup. The above expressions are equivalent to the E-step of the EM algorithm for the linear mixed model of (2.2) (Laird and Ware, 1982).

When the subgroup-within-treatment sample variances \( s_{kj}^2 \) are not available, an estimate for the \( s_{kj}^2 \) can be obtained from the overall trial sample variance \( s_j^2 \)

\[ (n_{kj} - 1)s_{kj}^2 = n_{kj}[s_j^2 - (\tilde{y}_{kj} - \tilde{y}_j)^2] - s_j^2, \]  

using \( \tilde{y}_j \) to denote the global outcome mean for the \( j \)th study. Under a homogeneous residual variance model, \( \sigma_j^2 = \sigma^2 \),

\[ \hat{\sigma}^2 = \left( \sum_j n_j \right)^{-1} \sum_j \hat{\epsilon}_j' \hat{\epsilon}_j. \]
3.3 Optimization algorithm

This section outlines a complete aggregate-data EM algorithm for the interaction meta-analysis based on the M-step described in Section 3.1 and the E-step described in Section 3.2. The algorithm estimates the effects and variance components of model (2.2) using the following sufficient aggregate data: the sample sizes \((k_j \text{ and } c_j)\) and outcome means \((\bar{y}_{ij} \text{ and } \bar{y}_{cj})\) in each subgroup and treatment arm; the sample variance \((s_j^2)\) for the outcomes of each trial.

(1) Let \(\zeta\) be some small convergence criterion, e.g. \(\zeta = 10^{-7}\).
(2) Initialization. Set initial values for \(\hat{\sigma}_{j,0}^2\) and \(\hat{D}_0\).

\[
\hat{\sigma}_{j,0}^2 = s_j^2 \quad \text{and} \quad \hat{D}_0 = \text{Diag}(\hat{\tau}_0, \hat{\tau}_1),
\]

\[
\hat{\tau}_0 = \left(\sum_j c_j\right)^{-1} \sum_j (c_j - 1)(\bar{y}_{cj} - \bar{y}_c)^2, \quad \text{and}
\]

\[
\hat{\tau}_1 = \left(\sum_j t_j\right)^{-1} \sum_j (t_j - 1) \left[ (\bar{y}_{tj} - \bar{y}_t)^2 - (\bar{y}_{cj} - \bar{y}_c)^2 \right].
\]

The subscript ‘\(j\)’ indicates the index over which the mean is taken.

(3) Iterative updating. At the \(r\)th iteration for \(r = 1, 2, \ldots\):

(a) Compute \(\hat{\beta}_r|\hat{\sigma}_{j,r-1}^2, \hat{D}_{r-1}\) and \(\hat{\alpha}_r|\hat{\sigma}_j, r - 1^2, \hat{D}_{r-1}\).

(b) Compute \(\hat{\sigma}_{j,r}^2|\hat{\beta}_r, \hat{\alpha}_r\) and \(\hat{D}_r|\hat{\alpha}_r\).

(4) Termination rule.

(a) For \(r > 1\), \(\Delta = \text{arg max}_{j,k} \{|(1 - \hat{\beta}_{j,r}/\hat{\beta}_{j,r-1})|, |(1 - \hat{\alpha}_{k,r}/\hat{\alpha}_{k,r-1})|\}.

(b) While \(\Delta > \zeta\) repeat (3)–(4).

4. Simulation study

The theoretical results have shown that grouped statistics are sufficient to construct an equivalent EM algorithm for the IPD interaction meta-analysis. Simulation studies were performed to assess the performance of the optimization algorithm for trial number and sample size settings that are typical of current meta-analyses of randomized trials (Kovalchik, 2012; Engels and others, 2000). In these analyses, \(y_{ij}\) were generated under model (2.2) for fixed \(\beta, \sigma_j^2 = \frac{1}{2} + 1/j\), and \(D = \begin{bmatrix} \frac{1}{3} & \frac{1}{3} \\ \frac{1}{3} & \frac{1}{3} \end{bmatrix}\). Separate simulations were run with a two-group and three-group categorical covariate. Covariate group assignment was drawn from a multinomial distribution with an equal probability for each group. Meta-analyses of \(\{10, 15, 20\}\) trials, 200 total subjects in each trial and equal allocation to treatment and control groups were considered. The aggregate-data used for estimation were the outcome means and sample sizes in each treatment arm and covariate subgroup, and the trial sample variances for the \(y_{ij}\) outcomes. Summaries of the bias, standard error, mean standard error for the aggregate-data estimates of \(\beta\) and \(D\) were based on 1000 iterations of each simulation scenario.

The results of the simulation studies for the two-category covariate show that the aggregate-data approach yields unbiased fixed effects for all of the trial number and sample size conditions considered (Table 1). Overall, the mean standard errors (MSEs) were in good agreement with the empirical standard errors (ESE). The estimates for the random effects variance were accurate for all conditions. The MSEs for the variance components are not reported because variance estimates for \(\hat{D}\) are not considered in this work.
Table 1. Bias and standard error of aggregate-data estimates of individual patient data linear mixed effects model with a two-group categorical patient-level covariate. Summaries are based on 1000 iterations.

| Trials | Parameter | Mean  | ESE  | MSE  |
|--------|-----------|-------|------|------|
| 10     | $\beta_0 = 0.0$ | 0.00  | 0.15 | 0.14 |
|        | $\beta_1 = 1.0$ | 1.00  | 0.11 | 0.10 |
|        | $\beta_2 = 0.0$ | 0.00  | 0.05 | 0.06 |
|        | $\beta_3 = 0.5$ | 0.51  | 0.08 | 0.08 |
|        | $\tau_0 = 0.20$ | 0.20  | 0.09 |      |
|        | $\tau_1 = 0.10$ | 0.09  | 0.05 |      |
| 15     | $\beta_0 = 0.0$ | 0.00  | 0.12 | 0.11 |
|        | $\beta_1 = 1.0$ | 1.00  | 0.09 | 0.08 |
|        | $\beta_2 = 0.0$ | 0.00  | 0.05 | 0.05 |
|        | $\beta_3 = 0.5$ | 0.50  | 0.06 | 0.06 |
|        | $\tau_0 = 0.20$ | 0.19  | 0.08 |      |
|        | $\tau_1 = 0.10$ | 0.09  | 0.04 |      |
| 20     | $\beta_0 = 0.0$ | 0.00  | 0.10 | 0.10 |
|        | $\beta_1 = 1.0$ | 1.00  | 0.08 | 0.07 |
|        | $\beta_2 = 0.0$ | 0.00  | 0.04 | 0.04 |
|        | $\beta_3 = 0.5$ | 0.50  | 0.05 | 0.06 |
|        | $\tau_0 = 0.20$ | 0.20  | 0.06 |      |
|        | $\tau_1 = 0.10$ | 0.09  | 0.04 |      |

ESE = empirical standard error; MSE = mean standard error

$\beta_0$ = intercept
$\beta_1$ = treatment
$\beta_2$ = covariate
$\beta_3$ = covariate-treatment interaction

The supplementary material (Section B available at Biostatistics online) shows that the statistical properties for the two-category covariate case were unchanged when a three-category covariate was used.

5. Application

The Regression Growth Evaluation Statin Study (REGRESS) (Jukema and others, 1995) was a placebo-controlled, multicenter study to assess the effect of treatment with the HMG-CoA reductase inhibitor pravastatin on progression and regression of coronary atherosclerosis in male patients with a serum cholesterol between 4 and 8 mmol/L (155 and 310 mg/dL). The primary endpoint of the study was the change from baseline in the average mean segment diameter of the coronary artery after 2 years of treatment. Less change is more indicative of treatment benefit. The study found that pravastatin was associated with a statistically significant mean difference of 0.04 mm in the mean change in segment diameter.

To demonstrate the paper’s methodology, I investigate how baseline cholesterol and age influenced responsiveness to pravastatin using the grouped data reported in Table 2. The data have been permuted within the treatment group and the study in order to be used for purely demonstrative purposes. The optimization algorithm of Section (3.3) was applied to estimate the aggregate-data IPD interaction model with a two-group categorization of baseline cholesterol ($\leq 6$, $> 6$ mmol/L) and a three-group categorization of age ($< 50$, 50–59, $\geq 60$ years). To assess the performance of the methods, these estimates were compared.
Table 2. Trial and subgroup summary statistics on change in mean segment coronary artery diameter (in mm) used to estimate interaction meta-analysis in the REGRESS study.

| Center | Cholesterol (mmol/L), \( \bar{y} \) (n) | Age (years), \( \bar{y} \) (n) | Sample variance |
|--------|--------------------------------|-------------------------------|-----------------|
|        | Pravastatin | Placebo | Pravastatin | Placebo |                        |
| A      | \( \leq 6 \) | -0.2266 (17) | -0.1709 (23) | \( < 50 \) | -0.1492 (10) | -0.2215 (13) | 0.0361 |
|        | > 6         | -0.2406 (25) | -0.1830 (17) | \( 50 - 59 \) | -0.3164 (16) | -0.1485 (17) |
|        |             |          |                  | \( \geq 60 \) | -0.2071 (16) | -0.1636 (10) |
| B      | \( \leq 6 \) | -0.0369 (6) | 0.3368 (9) | \( < 50 \) | 0.2258 (1) | 0.3504 (4) | 0.0572 |
|        | > 6         | 0.1077 (1) | 0.3701 (5) | \( 50 - 59 \) | -0.1049 (4) | 0.4273 (6) |
|        |             |          |                  | \( \geq 60 \) | 0.0401 (2) | 0.2291 (4) |
| C      | \( \leq 6 \) | -0.0663 (10) | 0.1688 (13) | \( < 50 \) | -0.0036 (2) | 0.1095 (6) | 0.0474 |
|        | > 6         | -0.0553 (12) | 0.1278 (9) | \( 50 - 59 \) | -0.0867 (10) | 0.1658 (10) |
|        |             |          |                  | \( \geq 60 \) | -0.0452 (10) | 0.1718 (6) |
| D      | \( \leq 6 \) | -0.0338 (15) | 0.1482 (12) | \( < 50 \) | -0.0688 (8) | 0.1901 (9) | 0.0486 |
|        | > 6         | -0.0533 (21) | 0.1554 (27) | \( 50 - 59 \) | -0.0730 (14) | 0.1562 (20) |
|        |             |          |                  | \( \geq 60 \) | -0.0038 (14) | 0.1141 (10) |
| E      | \( \leq 6 \) | -0.2407 (30) | -0.1928 (21) | \( < 50 \) | -0.2317 (13) | -0.1069 (15) | 0.0408 |
|        | > 6         | -0.2975 (19) | -0.0383 (32) | \( 50 - 59 \) | -0.2440 (17) | -0.0962 (20) |
|        |             |          |                  | \( \geq 60 \) | -0.3007 (19) | -0.0969 (18) |
| F      | \( \leq 6 \) | -0.4243 (23) | -0.5048 (20) | \( < 50 \) | -0.3796 (10) | -0.6132 (10) | 0.0284 |
|        | > 6         | -0.4206 (14) | -0.5313 (20) | \( 50 - 59 \) | -0.4372 (14) | -0.547 (12) |
|        |             |          |                  | \( \geq 60 \) | -0.4408 (13) | -0.4458 (18) |
| G      | \( \leq 6 \) | 0.0517 (12) | -0.0344 (12) | \( < 50 \) | 0.0606 (4) | -0.0614 (8) | 0.0343 |
|        | > 6         | 0.0568 (11) | -0.0526 (15) | \( 50 - 59 \) | 0.0694 (12) | -0.0828 (8) |
|        |             |          |                  | \( \geq 60 \) | 0.0242 (7) | -0.0045 (11) |
| H      | \( \leq 6 \) | 0.1675 (18) | 0.1311 (18) | \( < 50 \) | 0.1371 (6) | 0.1972 (3) | 0.0236 |
|        | > 6         | 0.1671 (9) | 0.2009 (9) | \( 50 - 59 \) | 0.1849 (11) | 0.1739 (13) |
|        |             |          |                  | \( \geq 60 \) | 0.1662 (10) | 0.1196 (11) |
| I      | \( \leq 6 \) | 0.3068 (4) | 0.1794 (6) | \( < 50 \) | 0.1172 (3) | 0.1880 (3) | 0.0564 |
|        | > 6         | 0.0760 (10) | 0.0450 (6) | \( 50 - 59 \) | 0.1043 (7) | 0.0383 (4) |
|        |             |          |                  | \( \geq 60 \) | 0.2263 (4) | 0.1258 (5) |
| J      | \( \leq 6 \) | -0.0468 (9) | -0.3057 (9) | \( < 50 \) | -0.0854 (8) | -0.1818 (6) | 0.0392 |
|        | > 6         | -0.0186 (16) | -0.1849 (11) | \( 50 - 59 \) | 0.0063 (8) | -0.2739 (13) |
|        |             |          |                  | \( \geq 60 \) | -0.0096 (9) | -0.1343 (1) |
| K      | \( \leq 6 \) | -0.0602 (21) | 0.1178 (19) | \( < 50 \) | 0.0341 (9) | 0.0841 (11) | 0.0335 |
|        | > 6         | -0.0552 (9) | 0.1179 (10) | \( 50 - 59 \) | -0.1007 (14) | 0.1173 (15) |
|        |             |          |                  | \( \geq 60 \) | -0.0940 (7) | 0.2441 (3) |

with the results of complete IPD analyses, which were fit with the R package \texttt{lme4} (Pinheiro and Bates, 2000).

The aggregate-data and IPD meta-analyses yielded very similar results (Table 3). Each found that a baseline cholesterol level less than or equal to 6 mmol/L is associated with a 0.04 mm greater reduction with pravastatin treatment, suggesting that subjects with higher cholesterol tend to have more treatment benefit from the statin. However, this difference was not statistically significant. The results for age, which are provided as supplementary material (Section C available at Biostatistics online), showed similar consistency between methods.
Table 3. IPD interaction meta-analysis estimates to quantify effect modification of cholesterol for change in mean segment diameter of the coronary artery (in mm) using complete and aggregate data from the REGRESS study.

| Term                                      | Complete IPD               | Aggregate data (Table 2)                   |
|-------------------------------------------|----------------------------|--------------------------------------------|
| Intercept                                 | 0.0096 (−0.1286, 0.1478)   | 0.0097 (−0.1278, 0.1462)                   |
| Pravastatin                               | −0.0865 (−0.1858, 0.0128)  | −0.0865 (−0.1973, 0.0242)                  |
| Cholesterol ≤6 mmol/L                     | −0.0256 (−0.0661, 0.0149)  | −0.0256 (−0.0662, 0.0149)                  |
| Pravastatin × Cholesterol ≤6 mmol/L       | 0.0393 (−0.0187, 0.0973)   | 0.0401 (−0.0179, 0.0983)                   |
| Residual variance, $\sigma^2$             | 0.0327                     | 0.0327                                     |
| Random effects variance, $D$              | [0.0520, -0.0236]          | [0.0558, -0.0244]                          |
|                                          | [-0.0236, 0.0228]          | [-0.0244, 0.0217]                          |

Fig. 1. Study-specific intercept and treatment random effects from interaction meta-analysis of cholesterol and pravastatin in the REGRESS study. Lines denote the 95% confidence interval.
The random effects of the interaction meta-analysis can be useful for evaluating intertrial heterogeneity. For the cholesterol analysis, the left panel of Figure 1 shows the study-specific deviations from the population intercept; the right panel shows deviations from the population treatment effect.

6. Discussion

The methods provided in the present paper broaden the findings for linear models discussed by Olkin and Sampson (1998), Mathew and Nordström (1999), and Lin and Zeng (2010). In comparing the properties of patient-level and aggregate-data analyses, these authors focused on study-level effects and fixed-effect conditions. The present paper has shown that the estimates of an IPD random effects meta-analysis with an individual-level interaction term, for any categorical covariate, can be reliably estimated from published aggregate data. These are important extensions of earlier work because between-trial heterogeneity is common (Higgins and Thompson, 2002) and there is growing interest in exploring to what extent patient-level modifiers can explain trial differences in treatment effect.

There are a number of advantages to gathering participant level data that no current aggregate-based method can substitute. These include the ability to ensure uniformity in variable definitions and eligibility criteria and to diagnose model fit. It is because of these strengths that the presented methodology is not intended to compete with IPD meta-analysis but rather to provide a good aggregate-data approximation to a specific kind of IPD interaction model when participant-level data cannot be obtained. Owing to the heightened concern over individual-data security that has come with the genomic era (Homer and others, 2008), there is likely to be a growing demand for increasingly sophisticated aggregate-data methods in the future.

The approach introduced here has important advantages over available aggregate-data methods. Unlike meta-regression, it allows the assessment of individual-level associations. And, in contrast to meta-analysis of interactions, there are fewer barriers to obtaining the data necessary to perform the analysis. Meta-analysis of interactions requires that primary investigators perform a regression analysis with an interaction term and make their findings available. The data needed for the method presented here can be obtained by stratifying the standard outcome analysis recommended by the CONsolidated Standards of Reporting Trials (CONSORT) (Schulz and others, 2010) on the covariate of interest.

The IPD random effects model considered in this paper was limited to a continuous outcome and a single categorical covariate with fixed covariate and interaction effects. Without requiring additional data from the primary studies, it is unclear how the paper’s methods could be extended to include multiple covariates or to allow random covariate effects. Though it would be a challenge to extend the aggregate-data approach in this direction, the work of Lin and Zeng (2010) suggests that, with some additional assumptions, the single interaction model could be generalized to standard parametric and semiparametric models of binary and time-to-event outcomes.

In clinical trial research, the aims to personalize treatment and avoid spurious findings from subgroup analyses have often seemed irreconcilable (Lagakos, 2006). The approach in this paper offers a practical solution to this dilemma for trials with a continuous endpoint. The methodology and supporting software give clinical researchers a reliable tool to approximate an individual level assessment of effect modification with aggregate data from multiple trials of the same treatment. To facilitate the utility of this tool, clinical trialists should be encouraged to make stratified analyses of the study endpoint available upon request or as supplementary material.

Supplementary Material

Supplementary material is available at http://biostatistics.oxfordjournals.org.
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