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Abstract. The exact/approximate non-orthogonal general joint block diagonalization (nogjbd) problem of a given real matrix set $A = \{A_i\}_{i=1}^m$ is to find a nonsingular matrix $W \in \mathbb{R}^{n \times n}$ (diagonalizer) such that $W^T A_i W$ for $i = 1, 2, \ldots, m$ are all exactly/approximately block diagonal matrices with the same diagonal block structure and with as many diagonal blocks as possible. In this paper, we show that a solution to the exact/approximate nogjbd problem can be obtained by finding the exact/approximate solutions to the system of linear equations $A_i Z = Z^T A_i$ for $i = 1, \ldots, m$, followed by a block diagonalization of $Z$ via similarity transformation. A necessary and sufficient condition for the equivalence of the solutions to the exact nogjbd problem is established. Two numerical methods are proposed to solve the nogjbd problem, and numerical examples are presented to show the merits of the proposed methods.
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1. Introduction. The joint block diagonalization problem, also called the simultaneous block diagonalization problem, is a particular case of the block term decomposition (BTD) of a third order tensor [10, 11, 14, 26]. Such problem has found many applications in independent subspace analysis (e.g., [4, 13, 30, 31]) and semidefinite programming (e.g., [18, 8, 2, 9]). To specify the problem, we name the problem by nine capital letters $wwxyyzzzz$. The first two letters, $ww$, indicate the type of the matrices in the matrix set, SY/HE for real symmetric/complex Hermitian matrices, GE for general matrices. The second letter, $x$, indicates that the problem is solved in the exact sense or the approximate sense, E for the former and A for the latter. The next two letters, YY, indicate the type of the diagonalizer, NO/NU for non-orthogonal/non-unitary matrix, O/U for orthogonal/unitary matrix (often left as blank). The last four letters, zzzz, indicate the computation performed, JD for joint diagonalization, JBD for joint block diagonalization, GJBD for general joint block diagonalization. Next, we first give some definitions, then formulate the $wwxyyjbd$ problem and the $wwxyyjbd$ problem mathematically.

Definition 1.1. We call $\tau_n = (n_1, \ldots, n_t)$ a partition of positive integer $n$ if $n_1, n_2, \ldots, n_t$ are all positive integers and the sum of them is $n$, i.e., $\sum_{i=1}^t n_i = n$. The integer $t$ is called the cardinality of the partition $\tau_n$, denoted by $\text{card}(\tau_n)$. The set of all partitions of $n$ is denoted by $T_n$.

Definition 1.2. Given a partition $\tau_n = (n_1, \ldots, n_t)$, for any matrix $A$ of order $n$, define its block diagonal part and off-block-diagonal part associated with $\tau_n$ as

$$\text{Bdiag}_{\tau_n}(A) = \text{diag}(A_{11}, \ldots, A_{tt}), \quad \text{OffBdiag}_{\tau_n}(A) = A - \text{Bdiag}_{\tau_n}(A),$$

respectively, where $A_{ii}$ is of order $n_i$ for $i = 1, \ldots, t$. A matrix $A$ is referred to as a $\tau_n$-block diagonal matrix if $\text{OffBdiag}_{\tau_n}(A) = 0$.
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Let \( S_n, \mathbb{H}_n, \mathcal{O}_n, \mathcal{U}_n, \mathcal{GL}(n, \mathbb{R}) \) and \( \mathcal{GL}(n, \mathbb{C}) \) denote the \( n \times n \) matrix set of real symmetric matrix, complex Hermitian matrix, real orthogonal matrix, complex unitary matrix, real nonsingular matrix and complex nonsingular matrix, respectively. Let \( A_n = S_n, \mathbb{H}_n, \mathbb{R}^{n \times n}, \) or \( \mathbb{C}^{n \times n}, \mathcal{W}_n = \mathcal{O}_n, \mathcal{U}_n, \mathcal{GL}(n, \mathbb{R}), \) or \( \mathcal{GL}(n, \mathbb{C}) \). Then the 

**The WWYJBD problem.** Given a matrix set \( \{ A_i \}_{i=1}^m \) with \( A_i \in A_n \), and a partition \( \tau_n = (n_1, \ldots, n_t) \). Find a matrix \( W = W(\tau_n) \in \mathbb{W}_n \) such that \( W^* A_i W \) for \( i = 1, \ldots, m \) are all \( \tau_n \)-block diagonal matrices, i.e.,

\[
W^* A_i W = \text{diag}(A_i^{(1)}, \ldots, A_i^{(t)}), \quad \text{for } i = 1, 2, \ldots, m,
\]

where \( A_i^{(j)} \in \mathbb{R}^{n_j \times n_j} \) for \( j = 1, 2, \ldots, t \). Here the symbol \((\cdot)^*\) stands for the transpose of a real matrix or the conjugate transpose of a complex matrix.

**The WYYGJBD problem.** Given a matrix set \( A = \{ A_i \}_{i=1}^m \) with \( A_i \in A_n \). Find a partition \( \tau'_n = (n'_1, \ldots, n'_t) \) and a matrix \( W = W(\tau'_n) \in \mathbb{W}_n \) such that

\[
\text{card}(\tau'_n) = \max\{\text{card}(\tau_n) \mid \text{there exists a } W = W(\tau_n) \text{ which solves WWYJBD}\}.
\]

In practice, the matrices \( A_i \)'s are usually constructed from empirical data, the WWYJBD problem in general has no solutions. Consequently, the W WAYYJBD problem is considered instead. Naturally, the W WAYYJBD problem is formulated as an optimization problem \( C(W) = \min \) where \( C(\cdot) \) is certain cost function, \( W \) belongs to certain feasible set, say \( \mathbb{W}_n \). In current literature, there are mainly three cost functions for the W WAYYJBD problem [32], namely, \( C_{LS}(W) \) [17], \( C_{LL}(W) \) [21], \( C_{FIT}(Y)(Y = W^{-1}) \) [26], which can be respectively given by

\[
C_{LS}(W) = \frac{1}{2} \sum_{i=1}^{m} \| \text{OffBdiag}_{\tau_n}(W^* A_i W) \|_F^2,
\]

\[
C_{LL}(W) = \frac{1}{2} \sum_{i=1}^{m} \log \frac{\det(\text{OffBdiag}_{\tau_n}(W^* A_i W))}{\det(W^* A_i W)},
\]

\[
C_{FIT}(Y) = \sum_{i=1}^{m} \| A_i - Y^* D_i Y \|_F^2,
\]

where \( \tau_n \in \mathcal{T}_n \) is a prescribed partition, \( D_i = \arg\min_{\text{OffBdiag}_{\tau_n}(D) = 0} \| A_i - Y^* D Y \|_F^2 \) in \( C_{FIT} \).

Great efforts has been devoted to solving the W WAYYJBD problem and numerous algorithms are proposed. For example, the JBD-OG/ORG method by H. Ghenioui et al. [19], the JBD-LM method by O. Cherrak et al. [6], the JBD-NCG method by D. Nion [26]. For more methods, we refer the readers to [12, 5, 33] and reference therein. A very useful MATLAB toolbox for tensor computation – TENSORLAB [35], which is available at http://www.tensorlab.net, is also recommended for interested readers.

The W WAYYJBD problem, on the other hand, attempts to maximize \( \text{card}(\tau_n) \) and minimize \( C(W) \) at the same time, which results in a rather difficult optimization problem. In this paper, we formulate the W WAYYJBD problem as follows:

**The W YYGJBD problem.** Given a matrix set \( A = \{ A_i \}_{i=1}^m \) with \( A_i \in A_n \). Find a partition \( \tau'_n = (n'_1, \ldots, n'_t) \) and a nonsingular matrix \( W = W(\tau'_n) \in \mathbb{W}_n \) such
that \((\tau'_n, W)\) solves the following constrained optimization problem:

\[
\begin{align*}
\text{(1.2a)} & \quad \max_{\tau_n \in \mathbb{T}_n} \quad \text{card}(\tau_n) \\
\text{(1.2b)} & \quad \text{subject to} \quad \sum_{i=1}^{m} \| \text{OffBdiag}_{\tau_n}(W^* A_i W) \|_F^2 \leq \epsilon^2, \\
\text{(1.2c)} & \quad \text{Bdiag}_{\tau_n}(W^* W) = I_n,
\end{align*}
\]

where \(\epsilon \geq 0\) is a prescribed parameter.

The first constraint (1.2b) is used to control the norm of the off-block-diagonal parts of \(W^* A_i W\)’s, where \(\epsilon\) is a parameter. In particular, if \(\epsilon = 0\), the \(\text{WWXYYGJBD}\) problem becomes the \(\text{WWXYYGJBD}\) problem. The second constraint is used to prevent \(W\) from becoming too small. Notice that if \((\tau'_n, W)\) solves the above \(\text{WWXYYGJBD}\) problem, then so does \((\tau'_n, WQ)\), where \(Q \in \mathbb{O}_n\) or \(\mathbb{U}_n\) is a \(\tau_n\)-block diagonal matrix; furthermore, the value on the left hand side of the first constraint remains unchanged for any \(Q\).

The \(\text{WWXYYGJBD}\) problem is not well studied, in both theory and algorithm. In current literature, the \(\text{WWXYYGJBD}\) problem, as an optimization problem, is solved by a two stage procedure, in the first stage, apply a JD algorithm; in the second stage, reveal the block structure by permutation. Such an approach is based on a conjecture \[1\] and is only partially proved \[31\]. From a matrix \(*\)-algebraic point of view, the \(\text{GEOGJBD/GEXUGJBD}\) problem is studied in \[23, 7, 25, 22\]: based on some structure theorem of the matrix \(*\)-algebra, the \(\text{GEEOGJBD/GEEUGJBD}\) problem is solved in theory, and several algorithms are proposed to solve the \(\text{GEOGJBD/GEXUGJBD}\) problem. From a matrix polynomial spectral approach, the \(\text{HEXNUGJBD}\) problem is discussed in \[3\]: based on the spectral decomposition of a matrix polynomial, the necessary and sufficient condition for the existence of nontrivial solutions are established, the equivalence of the solutions are given, and two algorithms are developed to solve the \(\text{HEXNUGJBD}\). Both the matrix \(*\)-algebra approach and the matrix polynomial approach are from algebraic point of view, and the numerical methods proposed are direct methods rather than iterative methods as in the optimization approach.

In this paper, we study the \(\text{GEENNUGJBD}\) problem \footnote{The \(\text{GEENNUGJBD}\) problem can be solved in a similar way.} via an algebraic approach, similar as in \[23\]. The tools we employed are only some fundamental matrix decompositions, rather than the fancy structure theorem of matrix \(*\)-algebra. Our contributions are fourfold. First, we show that the existence of the solutions to the \(\text{GEENNUGJBD}\) problem is strongly connected with the null space

\[
\mathcal{N}(A) := \{ Z \in \mathbb{R}^{n \times n} \mid A_i Z = Z^T A_i, \text{ for } i = 1, \ldots, m \}.
\]

A solution to the \(\text{GEENNUGJBD}\) problem can be obtained from a matrix decomposition of a “generic” element in \(\mathcal{N}(A)\). Second, a necessary and sufficient condition for the equivalence of the solutions are established. Third, we show that the solutions to the \(\text{GEENNUGJBD}\) problem can be obtained from a decomposition of a “generic” element in the “near-null” space

\[
\{ Z \in \mathbb{R}^{n \times n} \mid A_i Z \approx Z^T A_i, \text{ for } i = 1, \ldots, m \}.
\]

Last, two algorithms are proposed and numerical examples show their merits.
The rest of this paper is organized as follows. In section 2, we give the existence and equivalence of the solutions to the GEENOJBD problem, and also show how to determine a solution. In section 3, we show that the GEENOJBD problem can be solved in a similar way as the GEENOJBD problem, two numerical methods are proposed. The numerical examples are given in section 4. Finally, some concluding remarks are given in section 5.

**Notation.** The symbol $\otimes$ denotes the Kronecker product. The operation $\text{vec}(X)$ denotes the vectorization of the matrix $X$ formed by stacking the columns of $X$ into a single column vector. The operation $\text{reshape}(x, m, n)$ is to reshape the $mn$-by-1 vector $x$ into a $m$-by-$n$ matrix, e.g., $\text{reshape}(\text{vec}(X), m, n) = X$. The 2-norm, Frobenius norm and infinity norm of a matrix is denoted by $\| \cdot \|_2$, $\| \cdot \|_F$ and $\| \cdot \|_\infty$, respectively. The eigenvalue set of a square matrix $A$ is denoted by $\lambda(A)$. Let $a$ be a row vector of order $t$, for convenience, by setting $a_j = (b_1, b_2)$, we mean that the $j$th element of $a$ is replaced by $(b_1, b_2)$, that is, $a = (a_1, \ldots, a_{j-1}, b_1, b_2, a_{j+1}, \ldots, a_t)$. We shall also adopt MATLAB convention to access the entries of vectors and matrices. The set of integers from $i$ to $j$ inclusive is $i : j$. For a matrix $A$, its submatrices $A(k: \ell, i : j)$, $A(k : \ell, :)$, $A(:, i : j)$ consist of intersections of row $k$ to row $\ell$ and column $i$ to column $j$, row $k$ to row $\ell$ and all columns, all rows and column $i$ to column $j$, respectively.

2. On the GEENOJBD problem. In this section, we first discuss the existence of the solutions to GEENOJBD problem, then the equivalence of the solutions, and finally show how to determine a solution.

For the ease of our following discussions, we need the following definitions.

**Definition 2.1.** Let $\tau_n, \tilde{\tau}_n \in T_n$ with $\text{card}(\tau_n) = \text{card}(\tilde{\tau}_n) = s$. We say that $\tau_n$ is equivalent to $\tilde{\tau}_n$ if there exists a permutation $\Pi_s$ such that $\tau_n = \tilde{\tau}_n\Pi_s$, denoted by $\tau_n \sim \tilde{\tau}_n$.

**Definition 2.2.** For any real matrix $Z$ of order $n$, denote its distinct eigenvalues by $\lambda_1, \bar{\lambda}_1, \lambda_2, \bar{\lambda}_2, \lambda_3, \bar{\lambda}_3, \ldots, \lambda_t$, where $\lambda_1, \ldots, \lambda_\ell$ are non-real, $\lambda_{\ell+1}, \ldots, \lambda_t$ are real. Let the algebraic multiplicity of $\lambda_i$ be $m_i$ for $i = 1, \ldots, t$. Split the distinct eigenvalues into $s$ non-intersect subsets with each subset closed under complex conjugation, and denote $n_i$ the sum of the algebraic multiplicities of the eigenvalues in each subset, then an eigenvalue partition of $Z$ is defined as $\zeta_n(Z) = (n_1, \ldots, n_s)$. In particular, if $s = t$, such eigenvalue partition, hereafter called optimal eigenvalue partition and denoted by $\zeta_n^{\text{opt}}(Z)$, is unique up to a permutation $\Pi_t$, i.e.,

$$\zeta_n^{\text{opt}}(Z) = (n_1, \ldots, n_t) \sim (2m_1, \ldots, 2m_\ell, m_{\ell+1}, \ldots, m_t).$$

The eigenvalue decomposition of $Z$ corresponding with a partition $\zeta_n(Z)$ is defined as

$$Z = WGW^{-1} = W \text{diag}(G_1, \ldots, G_s)W^{-1},$$

where $G_j \in \mathbb{R}^{n_j \times n_j}$ for $j = 1, \ldots, s$, $\lambda(G_j) \cap \lambda(G_k) = \emptyset$ for $j \neq k$, $W \in \mathbb{R}^{n \times n}$ is nonsingular.

2.1. Existence of the solutions to the GEENOJBD problem. In this subsection, we establish the necessary and sufficient condition for the existence of solutions to the GEENOJBD problem and GEENOJBD problem.

**Lemma 2.3.** Given a partition $\tau_n = (n_1, \ldots, n_s) \in T_n$. Then the GEENOJBD problem has a solution $W$ if and only if there exists a matrix $Z \in \mathcal{N}(A)$ such that an eigenvalue partition of $Z$, denoted by $\zeta_n(Z)$, is equivalent to $\tau_n$. 


Proof. \((\Rightarrow)\) (Sufficiency) If \(W\) is a solution to the \text{GEENOJBD} problem, then (1.1) holds for \(i = 1, \ldots, m\). Let
\[
Z = W \text{ diag}(G_1, G_2, \ldots, G_s)W^{-1} = W \text{ diag}(I_{n_i}, 2I_{n_2}, \ldots, sI_{n_s})W^{-1},
\]
it is easy to see that \(Z \in \mathcal{N}(A)\) and \(\zeta_n^{\text{opt}}(Z)\), which is an eigenvalue partition of \(Z\), is equivalent to \(\tau_n\).

\(\left(\Leftarrow\right)\) (Necessity) Using the assumption that \(Z\) has an eigenvalue partition \(\zeta_n(Z)\) that is equivalent to \(\tau_n\), we know that \(Z\) has the following eigenvalue decomposition corresponding with \(\tau_n\):
\[
(2.2) \quad Z = W \text{ diag}(G_1, \ldots, G_s)W^{-1},
\]
where \(G_j \in \mathbb{R}^{n_j \times n_j}\) for \(j = 1, \ldots, s\), and \(\lambda(G_j) \cap \lambda(G_k) = \emptyset\) for \(j \neq k\). Substituting (2.2) into \(A_iZ = Z^T A_i\), we get
\[
(2.3) \quad A_iW \text{ diag}(G_1, \ldots, G_s)W^{-1} = W^{-T} \text{ diag}(G_1^T, \ldots, G_s^T)W^T A_i.
\]
Partition \(W^T A_iW = [A_i^{(jk)}]\) with \(A_i^{(jk)} \in \mathbb{R}^{n_j \times n_k}\), then it follows from (2.3) that
\[
(2.4) \quad A_i^{(jk)}G_k = G_j^TA_i^{(jk)}, \quad \text{for } i = 1, 2, \ldots, m, \quad j, k = 1, 2, \ldots, s.
\]
Consequently, for \(j \neq k\), we know that \(A_i^{(jk)} = 0\) since \(\lambda(G_j) \cap \lambda(G_k) = \emptyset\). The conclusion follows.

**Theorem 2.4.** The \text{GEENOJBD} problem has a solution \((\tau_n, W)\) if and only if there exists a matrix \(Z \in \mathcal{N}(A)\) which has an eigenvalue partition \(\zeta_n(Z)\) that is equivalent to \(\tau_n\), and there is no \(\tilde{Z} \in \mathcal{N}(A)\) such that \(\text{card}(\zeta_n^{\text{opt}}(\tilde{Z})) > \text{card}(\tau_n)\).

**Proof.** \((\Rightarrow)\) (Sufficiency) If \((\tau_n, W)\) is a solution to the \text{GEENOJBD} problem, then \(W\) is a solution to the \text{GEENOJBD} problem. By Lemma 2.3, we know that there exists a matrix \(Z \in \mathcal{N}(A)\) which has an eigenvalue partition \(\zeta_n(Z)\) that is equivalent to \(\tau_n\).

If there exists a \(\tilde{Z} \in \mathcal{N}(A)\) such that \(\text{card}(\zeta_n^{\text{opt}}(\tilde{Z})) > \text{card}(\tau_n)\), then \(\tilde{Z}\) has an eigenvalue decomposition
\[
(2.5) \quad \tilde{Z} = \tilde{W} \text{ diag}(\tilde{G}_1, \ldots, \tilde{G}_l)\tilde{W}^{-1},
\]
where \(\tilde{\ell} > \text{card}(\tau_n)\), \(\tilde{G}_j\) is of order \(\tilde{n}_j\), and \(\lambda(\tilde{G}_j) \cap \lambda(\tilde{G}_k) = \emptyset\). By Lemma 2.3, for the partition \(\tilde{\tau}_n = (\tilde{n}_1, \ldots, \tilde{n}_l)\), the \text{GEENOJBD} problem has a solution \(\tilde{W}\). Therefore, for any solution of the \text{GEENOJBD} problem, the cardinality of the partition should be no less than \(\tilde{l}\), which contradicts with the fact that \((\tau_n, W)\) is a solution to the \text{GEENOJBD} problem and \(\text{card}(\tau_n) < \tilde{l}\).

\(\left(\Leftarrow\right)\) (Necessity) If there exists a matrix \(Z \in \mathcal{N}(A)\) which has an eigenvalue partition \(\zeta_n(Z)\) that is equivalent to \(\tau_n\), then by Lemma 2.3, for the partition \(\tau_n\), the \text{GEENOJBD} problem has a solution \(W\). If there is no \(\tilde{Z} \in \mathcal{N}(A)\) such that \(\text{card}(\zeta_n^{\text{opt}}(\tilde{Z})) > \text{card}(\tau_n)\), we declare that \((\tau_n, W)\) is a solution to the \text{GEENOJBD} problem. Because otherwise, let \((\tilde{\tau}_n, \tilde{W})\) be a solution to the \text{GEENOJBD} problem, then \(\text{card}(\tilde{\tau}_n) > \text{card}(\tau_n)\). In another word, for the partition \(\tilde{\tau}_n\), the \text{GEENOJBD} problem has a solution \(\tilde{W}\). By Lemma 2.3, there exists a matrix \(\tilde{Z} \in \mathcal{N}(A)\) such that (2.5) holds. Then it follows that \(\text{card}(\zeta_n^{\text{opt}}(\tilde{Z})) \geq \tilde{l} = \text{card}(\tilde{\tau}_n) > \text{card}(\tau_n)\), which is a contradiction.

**Remark 2.1.** Given a matrix \(Z \in \mathcal{N}(A)\), if \(Z\) has an eigenvalue partition \(\zeta_n(Z) = (n_1, \ldots, n_s)\), it has an eigenvalue decomposition corresponding with \(\zeta_n(Z)\),
i.e., $Z = W \text{diag}(G_1, \ldots, G_s)W^{-1}$ with $G_j \in \mathbb{R}^{n_j \times n_j}$ and $\lambda(G_j) \cap \lambda(G_k) = \emptyset$. Then for the partition $(n_1, \ldots, n_s)$, the GEENOJBD problem has a solution $W$. Notice that $s \leq \text{card}(\zeta_n^\text{opt}(Z))$, and the equality holds if and only if the eigenvalues of each $G_j$ are the same real number or a complex conjugate pair. Therefore, if $(\zeta_n(Z), W)$ is a solution to the GEENOJBD problem, then $\zeta_n(Z) \sim \zeta_n^\text{opt}(Z)$, which implies that the eigenvalues of each $G_j$ are the same real number or a complex conjugate pair.

**Remark 2.2.** If the GEENOJBD problem of matrix set $A_+ = \{I_n\} \cup A$ has a solution $(\tau_n, W)$, then $(\tau_n, W(W^TW^{-1})^{-2})$ is a solution to the GEENOJBD problem of matrix set $A$. Therefore, the solutions to the GEENOJBD problem of $A$ can be obtained by solving the GEENOJBD problem of $A_+$. To be specific, the null space of the matrix set $A_+$ can be given by

$$\mathcal{N}(A_+) = \{Z \in \mathbb{R}^{n \times n} | Z^T = Z, A_iZ = Z^TA_i, \text{ for } i = 1, \ldots, m\} = \{Z \in \mathbb{R}^{n \times n} | Z^T = Z, A_iZ = ZA_i, \text{ for } i = 1, \ldots, m\},$$

which is the commutant algebra of the matrix $*$-subalgebra generated by $A_+$ [23]. For a generic $Z \in \mathcal{N}(A_+)$, let $Z = QTQ^T$ be its spectral decomposition (also its eigenvalue decomposition corresponding with $\zeta_n^\text{opt}(Z)$), where $Q$ is orthogonal, $T = \text{diag}(\lambda_1I_{n_1}, \ldots, \lambda_tI_{n_t})$ with $\lambda_i \neq \lambda_j$ for $i \neq j$. Then according to Proposition 3.1 in [23], $(\tau_n, Q)$ solves the GEENOJBD problem of $A$, which agrees with Theorem 2.4 here.

**2.2. Equivalence of the solutions.** If $(\tau_n, W)$ with $\tau_n = (n_1, \ldots, n_t)$ is a solution to the GEENOJBD problem, then so is $(\tilde{\tau}_n, \tilde{W}) = (\tau_n\Pi_t, WT\Pi_t)$, where $\Pi_t$ is a permutation matrix of order $t$. $\Pi_t \in \mathbb{R}^{n \times n}$ is permutation matrix, which can be obtained by replacing the $1$ and $0$ elements in $j$th row of $\Pi_t$ by $I_{n_j}$ and zero matrices of right sizes, respectively (hereafter such permutation matrix $\Pi$ is referred to as the block permutation matrix corresponding with $\tau_n$), and $T = \text{diag}(T_{jj})$ is a nonsingular $\tau_n$-block diagonal matrix. We write $(\tau_n, W) \sim (\tilde{\tau}_n, \tilde{W})$ if $(\tilde{\tau}_n, \tilde{W}) = (\tau_n\Pi_t, WT\Pi_t)$. Notice that the relation $\sim$ is reflexive, symmetric, and transitive, i.e., it is an equivalence relation. Consequently, we may say that $(\tau_n, W)$ and $(\tilde{\tau}_n, \tilde{W})$ are equivalent. A fundamental problem is: are all solutions to the GEENOJBD problem equivalent? The following theorem gives the answer.

**Theorem 2.5.** Suppose that the GEENOJBD problem has a solution $(\tau_n, W)$, where $\tau_n = (n_1, \ldots, n_t) \in \mathbb{T}_n$, $W$ satisfies (1.1). For $j = 1, \ldots, t$, let $A_j = \{A_i^{(j)}\}_{i=1}^{m}$. The following statements are equivalent:

1. All solutions to the GEENOJBD problem are equivalent.
2. The dimension of $\mathcal{N}(A)$ equals to the sum of the dimension of $\mathcal{N}(A_j)$, i.e.,

$$\dim \mathcal{N}(A) = \sum_{j=1}^{t} \dim \mathcal{N}(A_j).$$

3. For any $1 \leq j < k \leq t$, the matrix

$$M_{jk} = \sum_{i=1}^{t} \left[ I_{n_i} \otimes [A_i^{(j)}]^T A_i^{(j)} + A_i^{(j)} A_i^{(j)}^T ] \otimes A_i^{(k)} \otimes A_i^{(k)}^T + A_i^{(k)} \otimes A_i^{(k)}^T \right]$$

is nonsingular.

**Proof.** We proceed by showing (1) $\Rightarrow$ (2) $\Rightarrow$ (1) and (2) $\Leftrightarrow$ (3).

(1) $\Rightarrow$ (2) Notice that for any $F_j \in \mathcal{N}(A_j)$, $j = 1, \ldots, t$, it is easy to see that $W \text{diag}(F_1, \ldots, F_t)W^{-1} \in \mathcal{N}(A)$. Therefore, $\dim \mathcal{N}(A) \geq \sum_{j=1}^{t} \dim \mathcal{N}(A_j)$. Next,
we show $\dim \mathcal{N}(A) \leq \sum_{j=1}^{t} \dim \mathcal{N}(A_j)$ by showing that for any $\hat{Z} \in \mathcal{N}(A)$, it can be written in the form $\hat{Z} = W \text{diag}(F_1, \ldots, F_t) W^{-1}$ with $F_j \in \mathcal{N}(A_j)$ for $j = 1, \ldots, t$.

Now let $Z = W \text{diag}(G_1, \ldots, G_t) W^{-1}$, $Z_{e} = Z + \epsilon \hat{Z}$, where $G_j \in \mathcal{N}(A_j)$ for $j = 1, \ldots, t$, $\lambda(G_j) \cap \lambda(G_k) = \emptyset$ for $j \neq k$, and $\epsilon$ is a positive parameter. On one hand, for a sufficient small $\epsilon$, we know that the number of distinct eigenvalues of $Z_{e}$ should be no less than that of $Z$, i.e., $\text{card}(\zeta_{\text{opt}}(Z_{e})) \geq \text{card}(\zeta_{\text{opt}}(Z)) \geq t$; on the other hand, notice that $Z_{e} \in \mathcal{N}(A)$ since $Z, \hat{Z} \in \mathcal{N}(A)$. Then by Theorem 2.4, $\text{card}(\zeta_{\text{opt}}(Z_{e})) \leq \text{card}(\tau_{n}) = t$. Then it follows that $\text{card}(\zeta_{\text{opt}}(Z_{e})) = \text{card}(\zeta_{\text{opt}}(Z)) = t$. For the partition $\zeta_{\text{opt}}(Z_{e})$, by Lemma 2.3, the GEENOJBD problem has a solution $W_{e}$ satisfying

$$Z_{e} = W_{e} \text{diag}(G_{1e}, \ldots, G_{te}) W_{e}^{-1},$$

where $\lambda(G_{je}) \cap \lambda(G_{ke}) = \emptyset$ for $j \neq k$. Now that $(\zeta_{\text{opt}}(Z_{e}), W_{e})$ is also a solution to the GEENOJBD problem, and hence it is equivalent to $(\tau_{n}, W)$, i.e., there exists a permutation matrix $\Pi_{t} \in \mathbb{R}^{t \times t}$ and a nonsingular $\tau_{n}$-block diagonal matrix $T = \text{diag}(T_{jj})$ such that

$$\zeta_{\text{opt}}(Z_{e}) = \tau_{n} \Pi_{t}, \quad W_{e} = W T \Pi_{t},$$

where $\Pi$ is the block permutation matrix corresponding with $\tau_{n}$. Using (2.8) and (2.9), we get

$$Z_{e} = W T \Pi_{t} \text{diag}(G_{1e}, \ldots, G_{te}) \Pi_{t}^{T} T_{n-1} W^{-1} = W \text{diag}(F_{1e}, \ldots, F_{te}) W^{-1},$$

where $F_{je} = T_{jj} G_{je} T_{jj}^{-1} \in \mathbb{R}^{n_{j} \times n_{j}}$ for $j = 1, \ldots, t$, $\{i_{1}, \ldots, i_{t}\}$ is a permutation of $\{1, \ldots, t\}$. Using $Z_{e} \in \mathcal{N}(A)$, it is easy to see that $F_{je} \in \mathcal{N}(A_j)$. Therefore, $F_{je} - G_{j} \in \mathcal{N}(A_j)$ for $j = 1, \ldots, t$. Then it follows that

$$\hat{Z} = \frac{1}{\epsilon}(Z_{e} - Z) = \frac{1}{\epsilon} W \text{diag}(F_{1e} - G_{1}, \ldots, F_{te} - G_{t}) W^{-1},$$

which is the required form.

(2) $\Rightarrow$ (1) Let $(\hat{\tau}_{n}, \hat{W})$ be a solution to the GEENOJBD problem. It suffices if we can show that $(\hat{\tau}_{n}, \hat{W})$ and $(\tau_{n}, W)$ are equivalent.

First, as both $(\hat{\tau}_{n}, \hat{W})$ and $(\tau_{n}, W)$ are solutions to the GEENOJBD problem, we know that $\text{card}(\hat{\tau}_{n}) = \text{card}(\tau_{n}) = t$. Let $\hat{\tau}_{n} = (\hat{n}_{1}, \ldots, \hat{n}_{t})$. By Theorem 2.4, there exists a $\tilde{Z} \in \mathcal{N}(A)$ such that

$$\tilde{Z} = \hat{W} \text{diag}(\hat{G}_{1}, \ldots, \hat{G}_{t}) \hat{W}^{-1},$$

where $\hat{G}_{j}$ is of order $\hat{n}_{j}$ and $\lambda(\hat{G}_{j}) \cap \lambda(\hat{G}_{k}) = \emptyset$ for $j \neq k$. Second, the equality (2.6) implies that for any element in $\mathcal{N}(A)$, in particular $\tilde{Z}$, there exist $\hat{F}_{j} \in \mathcal{N}(A_{j})$ for $j = 1, \ldots, t$ such that

$$\tilde{Z} = W \text{diag}(\hat{F}_{1}, \ldots, \hat{F}_{t}) W^{-1}.$$
Noticing that the eigenvalues of \( \hat{G}_j \) are the same real number or the same complex conjugate pair, and so are the eigenvalues of \( \hat{F}_j \), we know that there is a permutation matrix \( \Pi_k \in \mathbb{R}^{t \times t} \) such that \( \tau_n = \tau_n \Pi_k \). The corresponding block permutation matrix \( \Pi \) satisfies \( \Pi \text{diag}(G_{i_1}, \ldots, G_{i_t})\Pi^T = \text{diag}(\hat{G}_1, \ldots, \hat{G}_t) \), where \( \{i_1, \ldots, i_t\} \) is a permutation of \( \{1, \ldots, t\} \), and for \( j = 1, \ldots, t \), \( \hat{G}_j \) is similar to \( \hat{F}_j \), i.e., there exists a nonsingular matrix \( T_{jj} \) of order \( n_j \) satisfying \( \hat{F}_j = T_{jj} \hat{G}_j T_{jj}^{-1} \). Then (2.12) can be rewritten as

\[
\hat{W} \Pi^T \text{diag}(\hat{G}_1, \ldots, \hat{G}_t) \hat{W}^{-1} = W T_1 \text{diag}(\hat{G}_1, \ldots, \hat{G}_t) T_1^{-1} W^{-1},
\]

where \( T_1 = \text{diag}(T_{11}, \ldots, T_{tt}) \) is a nonsingular \( \tau_n \)-block diagonal matrix. Using \( \lambda(G_j) \cap \lambda(G_k) = \emptyset \) for \( j \neq k \), we know that \( T_1^{-1} W^{-1} \hat{W} \Pi^T \) is a \( \tau_n \)-block diagonal matrix, denoted by \( T_2 \). Thus, \( \hat{W} = W T_1 T_2 \Pi \). The conclusion follows immediately since \( T_1 T_2 \) is nonsingular and \( \tau_n \)-block diagonal.

(2) \( \Leftrightarrow \) (3) For any \( Z \in \mathcal{N}(A) \), partition \( W^{-1} Z W = [Z_{jk}] \) with \( Z_{jk} \in \mathbb{R}^{n_j \times n_k} \). Then we have the following equivalence relations, which completes the proof.

(2) \( \Leftrightarrow \) For any \( j \neq k \), \( Z_{jk} = 0 \).

(3) \( \Leftrightarrow \) For any \( j < k \), the solution to matrix equations

\[
\begin{bmatrix}
A_i^{(jj)} & 0 \\
0 & A_i^{(kk)}
\end{bmatrix}
\begin{bmatrix}
Z_{jj} & Z_{jk} \\
Z_{kj} & Z_{kk}
\end{bmatrix}^T
= \begin{bmatrix}
A_i^{(jj)} & 0 \\
0 & A_i^{(kk)}
\end{bmatrix}, \quad \text{for } i = 1, \ldots, m
\]

must be in a block diagonal form \( \text{diag}(Z_{jj}, Z_{kk}) \).

(3) \( \Leftrightarrow \) For any \( j < k \), the solutions to matrix equations

\[
(2.13) \quad A_i^{(jj)} Z_{jk} - Z_{kj} A_i^{(kk)} = 0, \quad A_i^{(kk)} Z_{kj} - Z_{jk} A_i^{(jj)} = 0, \quad \text{for } i = 1, \ldots, m
\]

must be zero.

(3) \( \Leftrightarrow \) For any \( j < k \), the coefficient matrix \( \hat{M}_{jk} \) of the following linear system of equations is of full column rank:

\[
\begin{bmatrix}
I_{n_j} \otimes A_i^{(jj)} & A_i^{(kk)} \otimes I_{n_j} \\
I_{n_k} \otimes A_i^{(jj)} & A_i^{(kk)} \otimes I_{n_k} \\
\vdots & \vdots \\
I_{n_j} \otimes A_m^{(jj)} & A_m^{(kk)} \otimes I_{n_j} \\
I_{n_k} \otimes A_m^{(jj)} & A_m^{(kk)} \otimes I_{n_k}
\end{bmatrix}
\begin{bmatrix}
\text{vec}(Z_{jk}) \\
- \text{vec}(Z_{kj})
\end{bmatrix} = 0.
\]

(3) \( \Leftrightarrow \) For any \( j < k \), \( \hat{M}_{jk} \hat{M}_{jk} = M_{jk} \) is nonsingular.

By the "(2) \( \Leftrightarrow \) (3)" part of the proof for Theorem 2.5, we know that the equivalence of all solutions is equivalent to that (2.13) has only zero solution. Notice that (2.13) has \( 2n_j n_k \) unknowns, \( 2mn_j n_k \) equations. Since \( m > 1 \), the number of equations is more than the number of unknowns. Thus, for randomly generated \( A_i^{(jj)} \) and \( A_i^{(kk)} \), the solution to (2.13) equals to zero, almost surely. Therefore, we may say that for any matrix set \( \{A_i\}_{i=1}^m \), the solutions to the corresponding GEENQJB problem are equivalent, almost surely. However, not surprisingly, there are indeed artificial examples in which the solutions are not equivalent. Perhaps, the simplest example is the SYEJD problem of the scalar matrix set \( \{\alpha_i I_n\}_{i=1}^m \), where \( \alpha_i \)'s are real numbers. It is obvious that any orthogonal matrix is a solution, but they are not equivalent.
Another nontrivial example can be constructed by finding some special \( A_i^{(jj)} \) and \( A_i^{(kk)} \) such that (2.13) has nontrivial solutions. See the following example.

**Example 2.1.** Consider the syenogjbd problem of a matrix set \( \{A_i\}_{i=1}^m \), where

\[
A_i = \text{diag}(\begin{bmatrix} 0 & a_i \\ b_i & 0 \end{bmatrix}),
\]

\( a_i \)'s, \( b_i \)'s are nonzero real numbers. Let \( W_4 = \begin{bmatrix} 1 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \), it is easy to check that both \((2,2,L_4)\) and \((2,2,W_4)\) are solutions. However, \( W_4 \) and \( I_4 \) are not equivalent.

Suppose that \((\tau_n,W)\) is a solution to the geenojgbd problem of \( \{A_i\}_{i=1}^m \) satisfying (1.1). Let \( T = [t_{jki}] = [A_i^{(jk)}] \in \mathbb{R}^{n \times n \times m} \) be a third order tensor. Partition \( V = W^{-T} = [V_i \ldots V_t] \) with \( V_j \in \mathbb{R}^{n \times n} \) for \( j = 1, \ldots , t \). Then follow the notations in [11], in term of tensor decomposition, (1.1) is equivalent to the following type-2 BTD (a generation to the decomposition in rank- \((L_r,L_r,\cdot)\) terms):

\[
T = \sum_{j=1}^t C_j \bullet_1 A_j \bullet_2 B_j,
\]

where \( C_j \in \mathbb{R}^{n_j \times n_j \times m} \) with \( C_j(\cdot,\cdot,i) = A_i^{(jj)} \), \( A_j = B_j = V_j \). The uniqueness of tensor decompositions are of great importance in applications, and there is a long list of studies on this subject, e.g., [20, 11, 29, 15, 16, 28, 27]. To the best of the authors' knowledge, these studies are mainly dedicated to the sufficient conditions under which the tensor decompositions are unique. In particular, in [11] the essential uniqueness of BTDs was discussed by L. De Lathauwer, where under some mild conditions, it is shown that type-2 BTD is essentially unique (by [11, Theorem 6.1 and Remark 6]). Theorem 2.5 we present here gives not only a sufficient condition but also necessary one, for the uniqueness of this particular BTD in (2.14), from which we can also conclude that BTD in (2.14) is essentially unique. What's more, the necessary and sufficient condition enables us to construct examples that BTDs are not unique (e.g., example 2.1), and also provides us a way to check the BTD is unique once a BTD is available: first, for any \( Z_j \in \mathcal{N}(A_j) \), \( j = 1, \ldots , t \), check that all eigenvalues of \( Z_j \) are the same real number or the same complex conjugate pair (see Remark 2.1); second, for \( 1 \leq j < k \leq t \), check that \( M_{jk} \)'s defined in (2.7) are nonsingular.

Under the assumption that all solutions to the geenojgbd problem are equivalent, we can define the partition of the null space \( \mathcal{N}(A) \) as

\[
\zeta(\mathcal{N}(A)) := \{ \zeta_n^{\text{opt}}(Z) \mid Z = \text{argmax}\{\text{card}(\zeta_n^{\text{opt}}(Z)) \mid Z \in \mathcal{N}(A)\} \},
\]

which forms an equivalence class. What's more, we have

**Theorem 2.6.** If all solutions to the geenojgbd problem are equivalent, then for almost all \( Z \in \mathcal{N}(A) \), \( \zeta_n^{\text{opt}}(Z) \in \zeta(\mathcal{N}(A)) \).

**Proof.** Follow the notations in Theorem 2.5. On one hand, for any \( F_j \in \mathcal{N}(A_j) \), \( j = 1, \ldots , t \), we know that \( \alpha_j F_j \in \mathcal{N}(A_j) \), where \( \alpha_j \) is any real number. By Remark 2.1, the eigenvalues of \( F_j \) are the same real number \( \lambda_j \) or a complex conjugate pair \( \{\lambda_j, \bar{\lambda}_j\} \). Then the possibility \( F_{jk}(\alpha_j \lambda_j = \alpha_k \lambda_k \text{ or } \alpha_k \bar{\lambda}_k) = 0 \) for any \( j \neq k \). On the other hand, when all solutions to the geenojgbd problem are equivalent, by Theorem 2.5, we know that for any \( Z \in \mathcal{N}(A) \), it can be written as \( Z = W \text{diag}(\tilde{F}_1, \ldots , \tilde{F}_t) W^{-1} \), where \( \tilde{F}_j \in \mathcal{N}(A_j) \), \( j = 1, \ldots , t \). Using \( P_{jk} = 0 \), we know that \( \lambda(\tilde{F}_j) \cap \lambda(\tilde{F}_k) = \emptyset \) almost surely. Therefore, \( \text{card}(\zeta_n^{\text{opt}}(Z)) \) is maximized almost surely. By the definition of \( \zeta(\mathcal{N}(A)) \), the conclusion follows. \( \square \)
2.3. Determining a solution to the GEENOGJBD problem. If all solutions to the GEENOGJBD problem are equivalent, using Theorems 2.4 and 2.6, theoretically, we can solve the GEENOGJBD problem by the following procedure:

Step 1, solve a basis of \( \mathcal{N}(A) \), denote by \( \{ Z_1, Z_2, \ldots, Z_\ell \} \);
Step 2, set \( Z = \sum_j \alpha_j Z_j \), where \( \alpha_j \)'s are random real numbers;
Step 3, compute the eigenvalue decomposition of \( Z \) corresponding with \( \zeta_{opt}^n(Z) \) as in (2.1).

Then \( (\zeta_{opt}^n(Z), W) \) is a solution to the GEENOGJBD problem.

Some details follow. In step 1, using the Kronecker product notation, \( A_i Z = Z^T A_i \) for \( i = 1, \ldots, m \) is equivalent to

\[
\mathcal{L} \text{vec}(Z) = 0, \tag{2.16}
\]

where

\[
\mathcal{L} = \begin{bmatrix}
I \otimes A_1 & -A_1^T \otimes \Pi \\
& \ddots \\
& & I \otimes A_i & -A_i^T \otimes \Pi
\end{bmatrix}, \tag{2.17}
\]

\( \Pi \) is the perfect shuffle permutation [34, Chap. 12.3] of order \( n^2 \) such that \( \Pi \text{vec}(Z) = \text{vec}(Z^T) \). By computing the singular value decomposition (SVD) of \( \mathcal{L} \), we can obtain a basis of \( \mathcal{N}(A) \) from a basis of \( \mathcal{N}(\mathcal{L}) \). In step 3, we first compute the Schur decomposition of \( Z = Q T Q^T \) (with proper ordering of the eigenvalues), then \( \zeta_{opt}^n(Z) \) can be determined by the algebraic multiplicities of the distinct eigenvalues of \( T \), the eigenvalue decomposition of \( Z \) can be computed via Algorithm 7.6.3 in [34]. In next section, we will discuss the numerical methods for the GEANOGJBD problem in detail, which of course can be applied to the GEENOGJBD problem by simply setting \( \epsilon = 0 \).

3. Solving the GEANOGJBD problem. In this section, we show that the GEANOGJBD problem can be solved in a similar procedure as the procedure in subsection 2.3 for the GEENOGJBD problem:

1. find a “basis” for a “near-null space” of \( A \) (1.4);
2. determine a \( Z \) from the “near-null space”;
3. determine an eigenvalue partition of \( Z \) and compute its corresponding eigenvalue decomposition.

However, some fundamental questions need to be answered first:

1. What is a “near-null space” precisely?
2. When \( Z \) in the “near-null space” has an eigenvalue decomposition (2.1) with certain eigenvalue partition \( \tau_n \), is the value of the corresponding cost function

\[
f(\tau_n, W) := \sum_{i=1}^m \| \text{Offdiag}_{\tau_n}(W^T A_i W) \|_F^2 \tag{3.1}
\]

small?
3. How to determine a \( Z \) from the “near-null space” such that the eigenvalues of \( Z \) has as many clusters as possible and the gap between different clusters is as large as possible?

In subsection 3.1, we will first answer questions 1 and 2, and then discuss some properties of the eigenvalues of \( Z \), which will be used to cluster the eigenvalues. For question 3, two ways to determine the matrix \( Z \) and the its eigenvalue partition are proposed, which leads to two numerical methods for the GEANOGJBD problem, namely, GEANOGJBD-GREEDY and GEANOGJBD-CONSV, which are presented in subsections 3.2 and 3.3, respectively.
3.1. Some fundamentals. Generally speaking, the null space $N(A)$ for matrices that can not be exactly joint diagonalized, can be spanned by $\{I_n\}$, which give a trivial solution $(n, I_n)$ to the GEANOGJBD problem. In order to find a nontrivial solution, we need to define a “near-null space” for the matrix set $A$. Let the SVD of $L$ be

$$L = U\Sigma V^T,$$

where $L$ is defined in (2.17), $U \in \mathbb{R}^{mn^2 \times mn^2}$ and $V = [v_1 \ldots v_{n^2}] \in \mathbb{R}^{n^2 \times n^2}$ are both orthogonal matrices, the main diagonal elements of $\Sigma$ are

$$\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{n^2 - \ell} > \delta \geq \sigma_{n^2 - \ell + 1} \geq \cdots \geq \sigma_{n^2} \geq 0,$$

$\delta \geq 0$ is a parameter. We define the $\delta$-null space of $A$ as

$$(3.3)\quad N(A; \delta) := \text{span}\{\text{reshape}(v_{n^2 - \ell + j}, n, n), j = 1, \ldots, \ell\}.$$

Then for any $Z \in N(A; \delta)$, it holds that $||L \text{ vec}(Z)||_2 \leq \delta ||\text{ vec}(Z)||_2$, which is equivalent to $\sum_{i=1}^{m}||A_i Z - Z^T A_i||_F^2 \leq \delta^2 ||Z||_F^2$. Hereafter, we take $N(A; \delta)$ as the “near-null space”, which is controlled by the parameter $\delta$, the larger $\delta$ is, the larger the space is. Note also that $N(A; 0) = N(A)$. This answers question 1.

The following theorem gives an answer to question 2.

Theorem 3.1. If $\sum_{i=1}^{m}||A_i Z - Z^T A_i||_F^2 \leq \delta^2 ||Z||_F^2$, and $Z$ has an eigenvalue decomposition (2.1) with $W$ satisfying (1.2c), then

$$(3.4)\quad f(\tau_n, W) \leq \delta^2 ||Z||_F^2 ||W||_F^4,$$

where $f(\tau_n, W)$ is defined in (3.1), $\text{sep}(G) = \min_{j \neq k} \text{sep}(G_j^T, G_k)$, and $\text{sep}(G_j^T, G_k) = \min_X \frac{||G_j^T X - X G_k||_F}{||X||_F}$.

Proof. Let $W^T A_i W = [A_i^{(jk)}]$. Direct calculations give rise to

$$\delta^2 ||Z||_F^2 ||W||_F^4 \geq ||W^T||_F^2 \sum_{i=1}^{m}||A_i Z - Z^T A_i||_F^2 ||W||_F^2$$

$$\geq \sum_{i=1}^{m}||[A_i^{(jk)}]G - G^T [A_i^{(jk)}]||_F^2$$

$$\geq \sum_{i=1}^{m} \sum_{1 \leq j \neq k \leq s}||A_i^{(jk)} G_k - G_j^T A_i^{(jk)}||_F^2$$

$$\geq \sum_{i=1}^{m} \sum_{1 \leq j \neq k \leq s} \text{sep}(G)^2 ||A_i^{(jk)}||_F^2$$

$$= \text{sep}(G)^2 \sum_{i=1}^{m} \text{OffBdiag}_{\tau_n}(W^T A_i W)||_F^2.$$

The conclusion follows. $\Box$

If $\delta$ is small and $\text{sep}(G)/||Z||_F$ is not, then the right hand side of (3.4) will be small, which means that $f(\tau_n, W)$ is small. In general $\text{sep}(G)/||Z||_F$ is large if the
gap between \( \lambda(G_j) \) and \( \lambda(G_k) \) is large [36]. Therefore, when solving the GEANOGJBD problem with the procedure in subsection 2.3, it is critical to choose a “proper” \( \delta \) for the approximate null space \( \mathcal{N}(A; \delta) \) and a “good” \( Z \in \mathcal{N}(A; \delta) \) in the sense that the eigenvalues of \( Z \) has as many clusters as possible and the gap between different clusters is as large as possible.

How to choose a “proper” \( \delta \) can be very tricky. A small \( \delta \) will lead to a small \( f(\tau_n, W) \), but a small \( \text{card}(\tau_n) \) too; A large \( \delta \), on the other hand, will lead to a large \( \text{card}(\tau_n) \), but also a large \( f(\tau_n, W) \). Notice that \( I_n \in \mathcal{N}(A) \subset \mathcal{N}(A; \delta) \), then the smallest singular value \( \sigma_{n^2} \) of \( L \) defined in (2.17) must be zero, since \( \text{vec}(I_n) \) is a right singular vector of \( L \) corresponding with the zero singular value. The second smallest singular value \( \sigma_{n^2-1} \) of \( L \) is in general nonzero for the GEANOGJBD problem. The similarity transformation matrix obtained from the eigenvalue decomposition of \( Z \) (reshaped from the right singular vector of \( L \) corresponding with \( \sigma_{n^2-1} \)) corresponding with some eigenvalue partition of \( Z \), is usually a good solution to the GEANOJBD problem of \( A \). Thus, it is reasonable to set \( \delta = \gamma \sigma_{n^2-1} \), where \( \gamma > 1 \) is some constant.

Finding the “best” \( Z \) to fully answer question 3 is difficult. In next two subsections, we propose two ways to find the matrix \( Z \) and its eigenvalue partition: a greedy way and a conservative way, which leads to the algorithms GEANOGJBD-GREEDY and GEANOGJBD-CONSV, respectively.

In order to determine the eigenvalue partition of \( Z \in \mathcal{N}(A; \delta) \), what follows we discuss some properties of the eigenvalues of \( Z \).

**Theorem 3.2.** For any \( Z \in \mathcal{N}(A; \delta) \), let \( (\lambda, x) \) be an eigenpair of \( Z \) and \( \|x\|_2 = 1 \). If \( \sum_{i=1}^{m} |x^*A_i|^2 \neq 0 \), then

\[
|\lambda - \bar{\lambda}| \leq \frac{\delta^2 \|Z\|_F^2}{\sum_{i=1}^{m} |x^*A_i|^2}
\]

(3.5)

**Proof.** It follows from \( Z \in \mathcal{N}(A; \delta) \) that \( \sum_{i=1}^{m} \|A_iZ - Z^TA_i\|_F^2 \leq \delta^2 \|Z\|_F^2 \). Then using \( Zx = \lambda x \), we have

\[
\delta^2 \|Z\|_F^2 \geq \sum_{i=1}^{m} \|A_iZ - Z^TA_i\|_F^2 \geq \sum_{i=1}^{m} |x^*(A_iZ - Z^TA_i)x|^2
\]

\[
= \sum_{i=1}^{m} |\lambda - \bar{\lambda}| |x^*A_ix|^2 = |\lambda - \bar{\lambda}| \sum_{i=1}^{m} |x^*A_ix|^2.
\]

The conclusion follows. \( \Box \)

**Remark.** It tells that when \( \delta \) is small, the imaginary part of any eigenvalue of \( Z \in \mathcal{N}(A; \delta) \) will be small. Consequently, we may cluster the eigenvalues by their real parts only.

### 3.2. GEANOGJBD with a greedy strategy

**Using similar arguments as Theorem 2.6.** we may claim that for almost all \( Z \in \mathcal{N}(A; \delta) \), \( \zeta_{\text{opt}}(Z) \) is maximized. So we may determine a \( Z \in \mathcal{N}(A; \delta) \) and an eigenvalue partition of it for the GEANOGJBD problem in a greedy way:

1. Arbitrarily determine a \( Z \) from \( \mathcal{N}(A; \delta) \), say a random linear combination of an orthonormal basis \(^2\) of \( \mathcal{N}(A; \delta) \);

2. Compute the eigenvalue of \( Z \), then determine the eigenvalue partition by detecting the gap between the real parts of the eigenvalues.

---

\(^2\) For any two square matrices \( A, B \in \mathbb{R}^{n \times n} \), their inner product is defined as \( (A, B) = \text{tr}(A^TB) \).
With this greedy strategy, we propose the greedy algorithm for the geanogjbd problem.

**Algorithm 1** GEANOGJBD-GREEDY

**Input:** The matrix set \( \mathcal{A} = \{ A_i \}_{i=1}^m \), a parameter \( \gamma \) used to control the approximate null space \( \mathcal{N}(\mathcal{A}; \delta) \).

**Output:** A partition \( \tau_n \), a nonsingular matrix \( W \) and \( f(\tau_n, W) \).

1. Compute the SVD of \( \mathcal{L} \) as in (3.2);
2. Set \( \delta = \gamma \sigma_{n^2-1}, \ell = \arg \max_j \sigma_{n^2-j+1} < \gamma \sigma_{n^2-1} \); For \( j = 1, \ldots, \ell \), let \( Z_j = \text{reshape}(\nu_{n^2-j+1}, n, n) \);
3. Set \( Z = \sum_{j=1}^\ell \alpha_j Z_j \), where \( \alpha_j \)’s are random real numbers;
4. Compute the real Schur decomposition of \( Z = QTQ^T \), where the real parts of the eigenvalues \( \lambda_1, \ldots, \lambda_n \) of \( T \) are sorted in an ascending order;
5. Find indices \( i_1, \ldots, i_{\ell-1} \) such that \( \Re(\lambda_{i_{\ell-1}+1}) - \Re(\lambda_{i_\ell}) \geq \mu(\Re(\lambda_n) - \Re(\lambda_1)) \) for all possible \( j \);
6. Set \( \tau_n = (n_1, \ldots, n_t) \), where for \( j = 1, \ldots, t \), \( n_j = i_j - i_{j-1} (i_0 = 0, i_t = n) \);
7. Compute the eigenvalue decomposition of \( T \) corresponding with \( \tau_n \), \( T = W \text{diag}(T_1, \ldots, T_t)W^{-1} \);
8. For \( j = 1, \ldots, t \), compute the ‘economic’ QR factorization of \( W(:, i_{j-1} + 1 : i_j) \), i.e., \( W(:, i_{j-1} + 1 : i_j) = U_jR_j \), where \( U_j \in \mathbb{R}^{n \times n_j}, R_j \in \mathbb{R}^{n_j \times n_j} \);
9. Compute \( W = Q[U_1 \ldots U_t] \) and \( f(\tau_n, W) = \sum_{i=1}^m \| \text{OffBdiag}_{\tau_n}(W^TA_iW) \|_F^2 \).

Several remark follows.

**Remark 3.1.**

1. On input, the parameter is set as \( \gamma = 1.2 \) in our numerical tests.
2. Step 1, the overall computational cost of GEANOGJBD-GREEDY (and also GEANOGJBD-CONSV) is dominated by the computation of the SVD of \( \mathcal{L} \), which requires \( O(n^6) \) flops. So when \( n \) is large, the algorithm can be slow. In order to improve the efficiency of the algorithm, it is worth exploring the structure of \( \mathcal{L} \) to design efficient methods to compute its SVD. More work are needed here.
3. Step 2, \( \{Z_1, \ldots, Z_\ell\} \) forms an orthonormal basis of \( \mathcal{N}(\mathcal{A}; \delta) \).
4. Step 4, in order to make the real parts of the eigenvalues in an ascending order, a reorder of the eigenvalues is required, which can be done by Algorithm 7.6.1 in [34].
5. Step 5, the parameter \( \mu \) is used to detect the gap of the eigenvalues. If the difference between the real parts of two consecutive eigenvalues \( \Re(\lambda_{i_{\ell-1}+1}) - \Re(\lambda_{i_\ell}) \) is smaller than \( \mu(\Re(\lambda_n) - \Re(\lambda_1)) \), we take them as in the same cluster, in two different clusters otherwise. In our numerical tests, we set \( \mu = \frac{1}{8(n-1)} \).
6. Step 7, the eigenvalue decomposition can be computed via Algorithm 7.6.3 in [34].
7. By computing \( W(:, i_{j-1} + 1 : i_j) = U_jR_j \) in Step 7, \( W \) in Step 8 satisfies (1.2c).
8. Strictly speaking, the solution \( (\tau_n, W) \) returned by the algorithm may not satisfy \( f(\tau_n, W) \leq \varepsilon^2 \). But according to Theorem 3.1, \( f(\tau_n, W) \) will not be large if \( \delta \) is small. As \( \delta \) is set as \( \gamma \sigma_{n^2-1} \), it will be reasonably small since \( \sigma_{n^2-1} \) is the smallest singular vector which corresponds with a nontrivial solution to the geanogjbd problem.
3.3. GEANOGJBD with a conservative strategy. Numerically, when $Z$ is arbitrarily chosen from $Z \in \mathcal{N}(A; \delta)$, it may be unstable to compute the eigenvalue partition of $Z$ corresponding with $\zeta_n^{\text{opt}}(Z)$. In order to deal with such instability, we prefer to find the partition in a “conservative” way: In the first step, find a “good” $Z$ in $\mathcal{N}(A; \delta)$ in the sense that the real parts of eigenvalues of $Z$ can be split into two clusters and the gap between these two clusters are relatively large. Compute an eigenvalue decomposition of $Z$ with two diagonal blocks, each block corresponds with a cluster of eigenvalues. Approximately block diagonalizing $A_i$ by a congruence transformation (the transformation matrix is nothing but the similarity transformation matrix in the eigenvalue decomposition of $Z$), then the original GEANOGJBD problem can be decoupled into two separate GEANOGJBD problems with smaller sizes. For each smaller problem, we can perform the above procedure recursively.

From the above discussion, we can see that the key step is to find a “good” $Z$. Next we show that there is a lower bound for the maximum gap between the real parts of the eigenvalues.

**Theorem 3.3.** Let $\theta_1 \leq \cdots \leq \theta_n$ be the real parts of the eigenvalues of $Z \in \mathcal{N}(A; \delta)$. If $\text{tr}(Z) = 0$ and $\text{tr}(Z^2) = \eta \geq 0$, then

$$g := \max_{1 \leq j \leq n-1} |\theta_{j+1} - \theta_j| \geq \sqrt{\frac{8\eta}{(n-1)n^2}}.$$

**Proof.** Let $d_0 = 0$, $d_j = \theta_{j+1} - \theta_j$ for $j = 1, \ldots, n-1$. Using $\text{tr}(Z) = \sum_{i=1}^n \theta_j = 0$, we have

$$\theta_1 = -\frac{\sum_{i=1}^{n-1} (n-i)d_i}{n}.$$ 

Let $d = [d_1 \ldots d_{n-1}]^T$, define $f(d) := \sum_{i=0}^{n-1} (\theta_1 + d_1 + \cdots + d_i)^2$. By calculations, we have

$$\frac{\partial f}{\partial d_j} = 2 \sum_{i=j}^{n-1} (\theta_1 + d_1 + \cdots + d_i) - 2 \sum_{i=0}^{n-1} (\theta_1 + d_1 + \cdots + d_i) \frac{n-j}{n},$$

$$\frac{\partial^2 f}{\partial d_j \partial d_k} = 2 \sum_{i=\max\{j,k\}}^{n-1} 1 - 2 \sum_{i=k}^{n-1} \frac{n-j}{n} - 2 \sum_{i=j}^{n-1} \frac{n-k}{n} + 2 \sum_{i=0}^{n-1} \frac{n-k}{n} \frac{n-j}{n}$$

$$= 2(\min\{j,k\} - \frac{jk}{n}) \geq 0.$$ 

One one hand, let $f_{jk} = \min\{j,k\} - \frac{jk}{n}$, then for any $1 \leq j \leq n-1$, we have

$$\sum_{k=1}^{n-1} f_{jk} = \sum_{k=1}^{n-1} \min\{j,k\} - \frac{jk}{n} = \frac{j(n-j)}{2} \leq \frac{n^2}{8},$$

and hence $\|F\|_{\infty} \leq \frac{n^2}{8}$. On the other hand, notice that

$$\eta = \text{tr}(Z^2) \leq \sum_{i=1}^n \theta_i^2 = f(d) = d^T F d \leq \|F\|_2 d^T F d \leq (n-1)\|F\|_2 d^2.$$
Consequently,\[ g \geq \sqrt{\frac{\eta}{(n-1)\| F \|_2^2}} \geq \sqrt{\frac{\eta}{(n-1)\| F \|_\infty^2}} \geq \sqrt{\frac{8\eta}{(n-1)n^2}}. \]

This completes the proof. \( \square \)

From the above theorem, we know that \( g \) will not be small if \( \text{tr}(Z^2) \) is not small and \( \text{tr}(Z) = 0 \). The next theorem shows how to determine a \( Z \) such that \( \text{tr}(Z^2) \) is maximized.

**Theorem 3.4.** Let \( I_n, Z_1, \ldots, Z_\ell \) be an orthonormal basis of \( \mathcal{N}(A; \delta) \). Then for any \( Z = \sum_{j=1}^\ell \alpha_j Z_j \), it holds that \( \text{tr}(Z) = 0 \), and \( \text{tr}(Z^2) \) is maximized if \( \alpha = [\alpha_1 \ldots \alpha_\ell]^T \) is the eigenvector of \( H \) corresponding with its largest eigenvalue, where \( H = [h_{jk}] \) with \( h_{jk} = \text{tr}(Z_j Z_k) \).

**Proof.** First, \( \text{tr}(Z) = 0 \) follows from the fact that \( \text{tr}(Z_j) = (I_n, Z_j) = 0 \) for \( j = 1, \ldots, \ell \). Second, simple calculation gives\[ \text{tr}(Z^2) = \sum_{j,k} \alpha_j \alpha_k h_{jk} = \alpha^T H \alpha. \]

Noticing that \( H \) is symmetric, the conclusion follows. \( \square \)

Summarizing the above discussions on the "conservative" way gives rise to the conservative algorithm for the GEANOGJBD problem. First, we illustrate how to perform one step of the algorithm by function \textsc{geanogjbd1step} in algorithm 2.

**Algorithm 2** One step of the \textsc{geanogjbd-consv}.

1: \textbf{function} \( \{ \tau_n, W, f \} = \text{GEANOGJBD1STEP}(A, \gamma) \)

2: \hspace{1em} Compute \( Z_1, \ldots, Z_\ell \) such that \( Z_1, \ldots, Z_\ell \) together with \( I_n \) form an orthonormal basis of \( \mathcal{N}(A; \delta) \);
3: \hspace{1em} Compute the matrix \( H = [h_{jk}] \) with \( h_{jk} = \text{tr}(Z_j Z_k) \);
4: \hspace{1em} Compute \( \alpha = [\alpha_1 \ldots \alpha_\ell]^T \) with \( \| \alpha \|_2 = 1 \), where \( \alpha \) is the eigenvector of \( H \) corresponding with its largest eigenvalue;
5: \hspace{1em} Set \( Z = \sum_{j=1}^\ell \alpha_j Z_j \);
6: \hspace{1em} Compute the real Schur decomposition of \( Z = QTQ^T \), where the real parts of the eigenvalues \( \lambda_1, \ldots, \lambda_n \) of \( T \) are sorted in an ascending order;
7: \hspace{1em} Find the index \( n_1 = \text{argmax}_{1 \leq i \leq n-1} (|\Re(\lambda_{i+1}) - \Re(\lambda_i)|) \), set \( n_2 = n - n_1 \), \( \tau_n = (n_1, n_2) \);
8: \hspace{1em} Compute the eigenvalue decomposition of \( T \) corresponding with \( \tau_n \), \( T = W \text{diag}(T_1, T_2)W^{-1} \);
9: \hspace{1em} Compute the ‘economic’ QR factorizations of \( W(:,1:n_1) \) and \( W(:,n_1+1,n_1+n_2) \), i.e., \( W(:,1:n_1) = U_1 R_1, W(:,n_1+1:n_1+n_2) = U_2 R_2 \), where for \( j = 1,2 \) \( U_j \in \mathbb{R}^{n \times n_j}, R_j \in \mathbb{R}^{n_j \times n_j} \);
10: \hspace{1em} Compute \( W = QU_1 U_2 \) and \( f = \sum_{i=1}^m \| \text{OffBdiag}_{\tau_n}(W^T A_i W) \|_F \).
11: \textbf{end function}

Several remarks follow in order.

**Remark 3.2.**

1. Line 1, the input are the matrix set \( A = \{ A_i \}_{i=1}^m \) and a parameter \( \gamma \), which is used to control the approximate null space \( \mathcal{N}(A; \delta) \); the output are a partition \( \tau_n = (n_1, n_2) \), a matrix \( W \in \mathbb{R}^{n \times n} \) and \( f = f(\tau_n, W) \).
2. Line 2, an orthonormal basis of \( \mathcal{N}(A; \delta) \) can be obtained in the same way as in Steps 1 and 2 of algorithm 1. Then \( Z_1, \ldots, Z_\ell \) can be obtained via modified Gram-Schmidt process.

3. Line 3 to 5, determine a \( Z \in \mathcal{N}(A; \delta) \) with \( \text{tr}(Z^2) \) maximized (Theorem 3.4).

Next, we are ready to present the \textsc{geanogjbd-consv} algorithm in algorithm 3.

\begin{algorithm}
\textbf{Algorithm 3 GEANOJBD-CONSV}
\begin{algorithmic}
\STATE \textbf{Input}: The matrix set \( \mathcal{A} = \{A_i\}_{i=1}^m \), the tolerance \( \epsilon \) and a parameter \( \gamma \) used to control the approximate null space \( \mathcal{N}(A; \delta) \).
\STATE \textbf{Output}: A solution \((\tau_n, W)\) to the \textsc{geanogjbd} problem and \( f = f(\tau_n, W) \).
\STATE 1. Set \( \tau_n = (n) \), \( W = I_n \), \( f = 0 \);
\STATE 2. Call \([\phi, W_d, v_f] = \textsc{geanogjbd1step}(\{A_i\}_{i=1}^m, \gamma);\)
\STATE 3. Set \( \ell = 1, p = 1, q = n, \tau = \phi(1), \hat{\tau}_n = \phi, \hat{W} = W_d, \hat{f} = v_f;\)
\STATE 4. \textbf{while} \( \hat{f} \leq \epsilon^2 \) \textbf{do}
\STATE 5. \( \tau_n = \hat{\tau}_n, W = \hat{W}, f = \hat{f};\)
\STATE 6. \( W_1 = W(:, p : p + \tau(\ell) : q) - W_2 = W(:, p + \tau(\ell) : q);\)
\STATE 7. For \( i = 1, \ldots, m \), compute \( A_{1i} = W_1^T A_i W_1, A_{2i} = W_2^T A_i W_2;\)
\STATE 8. For \( j = 1, 2 \), call \([\phi_j, W_{ij}, f_j] = \textsc{geanogjbd1step}(\{A_{ij}\}_{i=1}^m, \gamma);\)
\STATE 9. Set \( W_3(p : q, p : q) = \text{diag}(W_{11}, W_{22}), \tau(\ell) = (\phi(1), \phi(1)), v_f(\ell) = [f_1 f_2];\)
\STATE 10. \( \ell = \text{argmin}_j v_f(j);\)
\STATE 11. \( p = \sum_{j=1}^{\ell-1} \tau_n(j) + 1, q = p + \tau_n(\ell) - 1;\)
\STATE 12. \( \hat{\tau}_n(\ell) = (\tau(\ell), \tau_n(\ell) - \tau(\ell));\)
\STATE 13. \( \hat{W}(., p : q) = W(:, p : q)W_3(p : q, p : q);\)
\STATE 14. Compute \( \hat{f} = \sum_{i=1}^m \|\text{OffBdiag}_{\tau_n}(\hat{W}^T A_i \hat{W})\|_F^2;\)
\STATE 15. \textbf{end while}
\end{algorithmic}
\end{algorithm}

Several remarks follow in order.

\textbf{Remark 3.3.}

1. Let \((\tau_n, W, f)\) be the current guess of the solution, where \( \tau_n = (n_1, \ldots, n_s) \), \( W = [W_1 \ldots W_s] \) with \( W_j \in \mathbb{R}^{n_i \times n_i} \) for \( j = 1, \ldots, s \), and \( f = f(\tau_n, W) \). For each \( 1 \leq j \leq s \), the output of the function \textsc{geanogjbd1step} with input \( \{W_j A_i W_j\}_{i=1}^m \) is \( (\phi_j, W_{ij}, f_j) \). Then \( \tau \) stores the first elements of \( \phi_j \)'s in a vector, \( W_q \) stores \( W_{jj} \)'s in a block diagonal matrix, \( v_f \) stores \( f_j \)'s in a vector. To be specific, \( \tau = (\phi(1), \ldots, \phi(1)) \), \( W_d = \text{diag}(W_{11}, \ldots, W_{ss}) \), \( v_f = [f_1 \ldots f_s] \). The integer \( \ell \) stores the index \( \text{argmin}_j v_f(j) \), integers \( p \) and \( q \) stores the first and last row indices of the \( \ell \)th diagonal block of \( W_d \), respectively. The triple \((\hat{\tau}_n, \hat{W}, \hat{f})\) stores the next guess of the solution.

2. Notice that the solution \((\tau_n, W)\) returned by \textsc{geanogjbd-consv} will satisfy \( f(\tau_n, W) \leq \epsilon^2 \), unlike \textsc{geanogjbd-greedy}.

4. \textbf{Numerical Experiments}. Now we present several numerical examples to illustrate the performance of our methods. All the numerical examples were carried out using MATLAB R2014b, with machine \( \epsilon = 2.2 \times 10^{-16} \). We compare the performance of our algorithms with four other algorithms for the \textsc{geanogjbd} problem, namely, \textsc{jbd-og}, \textsc{jbd-org} [19], \textsc{jbd-lm} [6] and \textsc{jbd-nCG} [26]. For the \textsc{jbd-og} method and the \textsc{jbd-org} method the stopping criteria are \( \|W_{k+1} - W_k\|_F < 10^{-12} \), or \( \frac{\phi_k - \phi_{k+1}}{\phi_k} < 10^{-8} \) for successive 5 steps, or the maximum number of iterations,
which is set as 2000, exceeded. Here $W_k$, $\phi_k$ are the $W$ matrix and the value of the cost function in kth step, respectively. For the JBD-LM method, the stopping criteria are the same as that of the JBD-OG/ORG method, except the maximum number of iterations is set as 200. And in order to avoid degenerate solutions, we use (1.2c) to normalize $W_k$ in each step. For the JBD-NCG method, the stopping criteria are $\phi_k - \phi_{k+1} < 10^{-8}$ or $\frac{\phi_k - \phi_{k+1}}{\phi_k} < 10^{-8}$, or the maximum number of iterations, which is set as 2000, exceeded. In all four iterative algorithms above, 20 initial values (19 random initial values and an EVD-based initial value [26]) are used to iterate 20 steps first, and then the iteration which produces the smallest value of the cost function proceeds until one of the stopping criteria is satisfied.

4.1. Random data. Let $\tau_{n} = (a_1, \ldots, a_t) \in \mathbb{T}_n$, we use the model in [19] to generate the matrix set $\{A_i\}_{i=1}^m$:

$$A_i = V^T D_i V, \quad i = 1, \ldots, m,$$

where $V$, $D_i$'s are, respectively, the mixing matrix and the approximate $\tau_n$-block diagonal matrices. The elements in $V$ and $\text{Bdiag}_{\tau_n}(D_i)$ are all real numbers drawn from a standard normal distribution, while the elements in $\text{OffBdiag}_{\tau_n}(D_i)$ are all real numbers drawn from a normal distribution with mean zero and variance $\sigma^2$. The signal-to-noise ratio is defined as $\text{SNR} = 10 \log_{10}(1/\sigma^2)$. In the GEANOJBD-CONSV algorithm, the parameter $\epsilon$ is set as $\epsilon = 3n^210^{-\text{SNR}/20}$.

For model (4.1), we define the same performance index defined in [3] to measure the quality of the computed solution $W$:

$$\text{PI}(V^{-1}, W) = \min_{\pi} \max_{1 \leq i \leq t} \text{subspace}(V_i, W_{\pi(i)}),$$

where $V^{-1} = [V_1 \cdots V_t]$, $W = [W_1 \cdots W_t]$, $V_i, W_{\pi(i)} \in \mathbb{R}^{n \times n_i}$, $i = 1, \ldots, t$, the vector $\pi = (\pi(1), \ldots, \pi(t))$ is a permutation of $\{1, \ldots, t\}$ satisfying $(n_{\pi(1)}, \ldots, n_{\pi(t)}) = \tau_n$, and the expression $\text{subspace}(E, F)$ denotes the angle between two subspaces specified by the column vectors of $E$ and $F$, which can be computed by the MATLAB function "subspace". The smaller the performance index is, the better $W$ is. In order to make a fair comparison of the algorithms, the matrices $W$ returned by different algorithms are normalized to satisfy (1.2c).

Let $(\hat{\tau}_n, \hat{W})$ be a solution returned by one of our algorithms with $\hat{\tau}_n = (\hat{a}_1, \ldots, \hat{a}_t)$. The partition $\hat{\tau}_n$ returned by our algorithms may be not equivalent to $\tau_n$ in (4.1), especially when the SNR is small. But we still say that $\hat{\tau}_n$ is correct if $\text{card}(\hat{\tau}_n) \geq \text{card}(\tau_n)$ and there exists a $(0, 1)$ matrix $N$ such that $\tau_n = \hat{\tau}_n N$. Notice that such $(0, 1)$ matrix $N$ is not unique. Once $N$ is fixed, the columns of $\hat{W}$ need to be reordered accordingly. Denote the resulting matrix as $\hat{W}_N$, the performance index $\text{PI}(V^{-1}, \hat{W}_N)$ can be defined as in (4.2). Then the performance index of $(\hat{\tau}_n, \hat{W})$ with $\hat{\tau}_n$ being correct, can be defined as $\min_N \text{PI}(V^{-1}, \hat{W}_N)$. For example, let $\tau_n = (1, 2, 3)$, $\hat{\tau}_n = (2, 4)$ or $\hat{\tau}_n = (1, 1, 2, 2)$. In the former case, $\hat{\tau}_n$ is not correct, we say that our algorithm fails. In the latter case, $\hat{\tau}_n$ is correct. The $(0, 1)$ matrix can be one of the following matrices:

$$N_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad N_2 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad N_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad N_4 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

Observe that $N_1$ and $N_4$ give the same $\hat{W}$, $N_2$ and $N_3$ give the same $\hat{W}$, $N_2$ and $N_4$ give the same $\hat{W}$, $N_1$ and $N_3$ give the same $\hat{W}$.
and the corresponding $\tilde{W}_N$ can be given by

$$\begin{align*}
\tilde{W}_{N_1} &= \tilde{W}(\cdot, [134256]), \\
\tilde{W}_{N_2} &= \tilde{W}(\cdot, [234156]), \\
\tilde{W}_{N_3} &= \tilde{W}(\cdot, [156234]), \\
\tilde{W}_{N_4} &= \tilde{W}(\cdot, [256134]).
\end{align*}$$

Then the performance index for $(\hat{\tau}_n, \tilde{W})$ is

$$\min_{i=1,2,3,4} PI(V^{-1}, \tilde{W}_N).$$

We generate the matrix sets by model (4.1) with the following parameters:

**Case 1.** Let $n = 9$, $\tau_n = (3, 3, 3)$, $m = 20$.

**Case 2.** Let $n = 10$, $\tau_n = (1, 2, 3, 4)$, $m = 20$.

For different SNRs, we compare our algorithms with the above four algorithms in terms of performance index. And for each SNR, we perform 50 independent trials. The box plot (generated by MATLAB function “boxplot”) of the results are displayed in Figure 1 and 2.

![Box plots](image)

**Fig. 1. Performance of different algorithms: Case 1**

In case 1, the sizes of diagonal blocks are the same. We can see from Figure 1 that when SNR equals to 40, 60 or 80, the performance indices produced by all six algorithms are almost the same on average, but the GEANOGJBD-CONSV method is more robust; when SNR equals to 20, the performance indices produced by the JBD-ORG method, the JBD-NCG method and our two methods are almost the same, and smaller than those of the other two methods. In case 2, the sizes of diagonal blocks are different. We can see from Figure 2 that when SNR equals to 60 or 80, the performance indices produced by all six algorithms are almost the same on average, and the GEANOGJBD-CONSV method is obviously more robust than the other five
methods; when SNR equals to 20 or 40, the GEANOGJBD-CONSV method produces the smallest performance index.

4.2. Separation of convolutive mixtures of source. We consider example 5.2 in [3], all settings are kept the same except that
1. The source signals are mixed according to the transfer function matrix given by:

\[
H[z] = \begin{bmatrix}
0.59 & -0.67 & 0.89 \\
0.42 & 0.42 & -0.92 \\
0.41 & -0.91 & -0.34 \\
0.14 & -0.44 & 0.86 \\
0.04 & -0.73 & -0.95 \\
-0.86 & -0.04 & 0.41
\end{bmatrix}
+ \begin{bmatrix}
-0.89 & 0.80 & -0.78 \\
0.65 & -0.25 & 0.58 \\
0.99 & 0.19 & 0.48 \\
-0.75 & -0.85 & 0.99 \\
-0.70 & -0.76 & 0.81 \\
0.32 & -0.23 & -0.19
\end{bmatrix} z^{-1}
+ \begin{bmatrix}
0.40 & -0.12 & -0.51 \\
-0.55 & 0.71 & 0.88 \\
-0.28 & -0.71 & -0.41 \\
0.64 & 0.93 & 0.63 \\
0.43 & -0.70 & -0.98 \\
0.72 & 0.53 & -0.03
\end{bmatrix} z^{-2}
+ \begin{bmatrix}
-0.67 & 0.69 & -0.05 \\
0.45 & 0.56 & -0.94 \\
0.24 & -0.29 & 0.42 \\
-0.02 & -0.21 & -0.89 \\
-0.03 & 0.63 & -0.21 \\
0.06 & -0.73 & -0.55
\end{bmatrix} z^{-3},
\]

where \(H[z]\) stands for the \(z\) transform of \(H(t)\);
2. The GEANOGJBD problem for the correlation matrix set \(\{R_Y(t, \tau)\}_{\tau=0}^2\) is considered rather than the HEANOGJBD problem for \(\{R_Y(t, \tau)+R_Y(t, \tau)^T\}_{\tau=0}^2\);
3. After the source signal vectors is recovered by \(\hat{S}(t) = B^T X(t)\), where \(B\) is a solution to the GEANOGJBD problem, \(X(t)\) is the observed signal vector, a blind SIMO system identification step via the subspace-based technique proposed in [24] is applied to obtain the primary sources signals \(\hat{s}_1(t), \hat{s}_2(t), \hat{s}_3(t)\);
The maximum correlation between the $i$th source signal $s_i(t)$ and the recovered signals $\hat{s}_1(t), \hat{s}_2(t), \hat{s}_3(t)$, i.e., $\max_{j=1,2,3} \text{correlation} (s_i(t), \hat{s}_j(t))$, is used to estimate the quality of the $i$th recovered signal. The larger the correlation is, the better the source signal is recovered.

In Figure 3, we plot the correlations between the source signals and the extracted signals obtained from computed solutions by different algorithms for $s_1(t), s_2(t), s_3(t)$, respectively. All displayed results have been averaged over 50 independent trials, and in the GEANOGJDB-CONSV method, we set $\epsilon = 0.05$ for all SNRs.

It can be seen from Figure 3 that when SNR is more than 50, the recovered signals obtained from all six algorithms are at the same level of quality, and when SNR is smaller than 40, our algorithms give much better result.

5. Conclusion. In this paper, we show that the solution to the GEENOGJBD problem or the GEANOGJBD problem can be obtained by finding a proper $Z$ in $\mathcal{N}(A)$ or $\mathcal{N}(A; \delta)$ followed by computing an eigenvalue decomposition of $Z$. A necessary and sufficient condition for the equivalence of all solutions to the GEENOGJBD problem is established. Based on the established theory, two algorithms are proposed to solve the GEANOGJBD problem. The first algorithm, which uses a greedy strategy, is simple and efficient, but may suffer from instability. The second algorithm, which uses a conservative strategy, is an iterative method, will terminate within finite steps, and is much more stable than the first algorithm. Our limited numerical experiments show that the GEANOGJBD-CONSV method outperforms the current iterative algorithms based on optimization, especially when the SNR is small.

It is also worth mentioning here that the necessary and sufficient condition for the equivalence of all solutions to the GEENOGJBD problem can be used to analyze...
the sensitivity of the GEENOJBD problem, and we will present the results in a separate paper. The approach we treat the GEENOJBD/GEANOJBD problem in this paper can also be used to deal with the GEENUGJBD/GEANUGJBD problem.

Finally, noticing that, compared with numerical methods for the BTD of tensors (see e.g., [14, 35]), the GJBD problem present in this paper is limited in several aspects: the matrices $A_i$’s are square rather than general non-square ones; the matrices $A_i$’s are factorized via a congruence transformation: $A_i = W^{-T}\text{diag}(A_j^{(ij)})W^{-1}$ (see (1.1)), rather than a general factorization: $A_i = UD_iV^T$, where $D_i$’s are block diagonal, $U, V$ are not necessarily square. A natural question is that can we adopt a similar algebraic approach in this paper to remove these limitations? To that end, more work are obviously needed, and our initial results seem inspiring.

Acknowledgement. The authors wish to give thanks to Dr. O. Cherrak and Dr. D. Nion for sharing their Matlab codes of the JBD-LM method and the JBD-NCG algorithm, respectively. The authors also want to give thanks to the anonymous referees for their comments and suggestions, which help us improve the paper.

REFERENCES

[1] K. Abed-Meraim and A. Belouchrani. Algorithms for joint block diagonalization. In Signal Processing Conference, 2004 12th European, pages 209–212. IEEE, 2004.
[2] Y. Bai, E. de Klerk, D. Pasechnik, and R. Sotirov. Exploiting group symmetry in truss topology optimization. Optimization and Engineering, 10(3):331–349, 2009.
[3] Y. F. Cai, D. C. Shi, and S. F. Xu. A matrix polynomial spectral approach for general joint block diagonalization. SIAM J. Matrix Anal. Appl., 36(2):839–863, 2015.
[4] J.-F. Cardoso. Multidimensional independent component analysis. In Acoustics, Speech and Signal Processing, 1998. Proceedings of the 1998 IEEE International Conference on, volume 4, pages 1941–1944. IEEE, 1998.
[5] G. Chabriel, M. Kleinsteuber, E. Moreau, H. Shen, P. Tichavsky, and A. Yeredor. Joint matrices decompositions and blind source separation: A survey of methods, identification, and applications. Signal Processing Magazine, IEEE, 31(3):34–43, 2014.
[6] O. Cherrak, H. Ghennioui, E.-H. Abarkan, and N. Thirion-Moreau. Non-unitary joint block diagonalization of matrices using a levenberg-marquardt algorithm. In Signal Processing Conference (EUSIPCO), 2013 Proceedings of the 21st European, pages 1–5. IEEE, 2013.
[7] E. de Klerk, C. Dobre, and D. V. Pasechnik. Numerical block diagonalization of matrix $\ast$-algebras with application to semidefinite programming. Math. Programming, 129(1):91–111, 2011.
[8] E. De Klerk, D. V. Pasechnik, and A. Schrijver. Reduction of symmetric semidefinite programs using the regular $\ast$-representation. Math. Programming, 109(2-3):613–624, 2007.
[9] E. De Klerk and R. Sotirov. Exploiting group symmetry in semidefinite programming relaxations of the quadratic assignment problem. Math. Programming, 122(2):225–246, 2010.
[10] L. De Lathauwer. Decompositions of a higher-order tensor in block terms-part I: Lemmas for partitioned matrices. SIAM J. Matrix Anal. Appl., 30(3):1022–1032, 2008.
[11] L. De Lathauwer. Decompositions of a higher-order tensor in block terms-part II: Definitions and uniqueness. SIAM J. Matrix Anal. Appl., 30(3):1033–1066, 2008.
[12] L. De Lathauwer. A survey of tensor methods. In 2009 IEEE International Symposium on Circuits and Systems, pages 2773–2776. IEEE, 2009.
[13] L. De Lathauwer, B. De Moor, and J. Vandewalle. Fetal electrocardiogram extraction by blind source subspace separation. IEEE T. Bio-med Eng., 47(5):567–572, 2000.
[14] L. De Lathauwer and D. Nion. Decompositions of a higher-order tensor in block terms-part III: Alternating least squares algorithms. SIAM J. Matrix Anal. Appl., 30(3):1067–1083, 2008.
[15] I. Domanov and L. De Lathauwer. On the uniqueness of the canonical polyadic decomposition of third-order tensors—part I: Basic results and uniqueness of one factor matrix. SIAM J. Matrix Anal. Appl., 34(3):855–875, 2013.
[16] I. Domanov and L. De Lathauwer. On the uniqueness of the canonical polyadic decomposition of third-order tensors—part II: Uniqueness of the overall decomposition. SIAM J. Matrix Anal. Appl., 34(3):876–903, 2013.
[17] C. Févotte and F. J. Theis. Pivot selection strategies in jacobij joint block-diagonalization. In *Independent Component Analysis and Signal Separation*, pages 177–184. Springer, 2007.

[18] K. Gatermann and P. A. Parrilo. Symmetry groups, semidefinite programs, and sums of squares. *J. Pure Appl. Algebra*, 192(1):95–128, 2004.

[19] H. Ghennioui, N. Thirion-Moreau, E. Moreau, and D. Aboutajdine. Gradient-based joint block diagonalization algorithms: Application to blind separation of fir convolutive mixtures. *Signal Process.*, 90(6):1836–1849, 2010.

[20] J. B. Kruskal. Three-way arrays: rank and uniqueness of trilinear decompositions, with application to arithmetic complexity and statistics. *Linear Algebra Appl.*, 18(2):95–138, 1977.

[21] D. Lahat, J.-F. Cardoso, and H. Messer. Joint block diagonalization algorithms for optimal separation of multidimensional components. In *Latent variable analysis and signal separation*, pages 155–162. Springer, 2012.

[22] T. Maehara and K. Murota. A numerical algorithm for block-diagonal decomposition of matrix $*$-algebras with general irreducible components. *Japan J. Indust. Appl. Math.*, 27(2):263–293, 2010.

[23] T. Maehara and K. Murota. Algorithm for error-controlled simultaneous block-diagonalization of matrices. *SIAM J. Matrix Anal. Appl.*, 32(2):605–620, 2011.

[24] E. Moulines, P. Duhamel, J.-F. Cardoso, and S. Mayrargue. Subspace methods for the blind identification of multichannel fir filters. *Signal Processing, IEEE Transactions on*, 43(2):516–525, 1995.

[25] K. Murota, Y. Kanno, M. Kojima, and S. Kojima. A numerical algorithm for block-diagonal decomposition of matrix $*$-algebras with application to semidefinite programming. *Japan J. Indust. Appl. Math.*, 27(1):125–160, 2010.

[26] D. Nion. A tensor framework for nonunitary joint block diagonalization. *Signal Processing, IEEE Transactions on*, 59(10):4585–4594, 2011.

[27] M. Sørensen and L. De Lathauwer. New uniqueness conditions for the canonical polyadic decomposition of third-order tensors. *SIAM J. Matrix Anal. Appl.*, 36(4):1381–1403, 2015.

[28] M. Sørensen and L. D. De Lathauwer. Coupled canonical polyadic decompositions and (coupled) decompositions in multilinear rank-$(L_r,n,L_r,n,1)$ terms—part I: Uniqueness. *SIAM J. Matrix Anal. Appl.*, 36(2):496–522, 2015.

[29] A. Stegeman. On uniqueness of the canonical tensor decomposition with some form of symmetry. *SIAM J. Matrix Anal. Appl.*, 32(2):561–583, 2011.

[30] F. J. Theis. Blind signal separation into groups of dependent signals using joint block diagonalization. In *Circuits and Systems, 2005. ISCAS 2005. IEEE International Symposium on*, pages 5878–5881. IEEE, 2005.

[31] F. J. Theis. Towards a general independent subspace analysis. In *Advances in Neural Information Processing Systems*, pages 1361–1368, 2006.

[32] P. Tichavsky and Z. Koldovský. Algorithms for nonorthogonal approximate joint block-diagonalization. In *Signal Processing Conference (EUSIPCO), 2012 Proceedings of the 20th European*, pages 2094–2098. IEEE, 2012.

[33] P. Tichavsky, A. H. Pan, and A. Cichocki. Non-orthogonal tensor diagonalization. *arXiv:1402.1679v3*, 2014.

[34] C. F. Van Loan and G. H. Golub. *Matrix computations*. Johns Hopkins University Press, Baltimore, MD, 4th edition, 2012.

[35] N. Vervliet, O. Debals, L. Sorber, M. Van Barel, and L. De Lathauwer. Tensorlab 3.0, Mar. 2016. Available online at http://www.tensorlab.net.

[36] S. F. Xu. Lower bound estimation for the separation of two matrices. *Linear Algebra Appl.*, 262:67–82, 1997.