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Abstract
Machine learning models are trained to minimize the mean loss for a single metric, and thus typically do not consider fairness and robustness. Neglecting such metrics in training can make these models prone to fairness violations when training data are imbalanced or test distributions differ. This work introduces **Fairness Optimized Reweighting via Meta-Learning (FORML)**, a training algorithm that balances fairness and robustness with accuracy by jointly learning training sample weights and neural network parameters. The approach increases model fairness by learning to balance the contributions from both over- and under-represented sub-groups through dynamic reweighting of the data learned from a user-specified held-out set representative of the distribution under which fairness is desired. FORML improves equality of opportunity fairness criteria on image classification tasks, reduces bias of corrupted labels, and facilitates building more fair datasets via data condensation. These improvements are achieved without pre-processing data or post-processing model outputs, without learning an additional weighting function, without changing model architecture, and while maintaining accuracy on the original predictive metric.

1 Introduction
Deep neural networks (DNNs) are widely used for machine learning applications, including image classification (Krizhevsky et al., 2012), speech recognition (Hinton et al., 2012), natural language understanding (Devlin et al., 2019), and healthcare (Esteve et al., 2019). Despite the strong predictive performance of modern DNN architectures, when the distribution of the evaluation data differs from that of the training data, or the test evaluation metrics differ from those during training, models can inherit biases and fail to generalize due to spurious correlations in the dataset and overfitting to the training metric. Importantly, this can result in fairness violations for certain groups in the test set (Hardt et al., 2016). This issue is exacerbated as notions of fairness and accuracy may be inherently opposed to one another.

A common data-centric paradigm in fairness and robustness for mitigating data distribution shift and class imbalance is through data reweighting. Classical approaches to data reweighting involve resampling data (Kahn and Marshall, 1953), using domain-specific knowledge (Zadrozny, 2004), estimating weights based on data difficulty (Lin et al., 2017; Malisiewicz et al., 2011), and using class-count information (Cui et al., 2019; Roh et al., 2021).

Data-dependent reweighting methods compute weights by reweighting iteratively based on the training loss (Fan et al., 2018; Petrović et al., 2020; Wu et al., 2018), or on fairness violations on the training set (Jiang and Nachum, 2020). Other works have extended classical approaches by learning a (typically parameterized) function mapping the inputs to weights (Zhao et al., 2019; Lahoti et al., 2020), or by optimizing for the weights by treating them as directly learnable parameters (Ren et al., 2018), however their approach does not learn a global set of weights and cannot be used for post-training data compression. Prior reweighting approaches aim to improve generalization and robustness to noisy labels (Ren et al., 2018; Saxena et al., 2019; Shu et al., 2019; Vyas et al., 2020), class-imbalance (Lin et al., 2017; Kumar et al., 2010; Dong et al., 2017), or training time and convergence by learning a curriculum over instances (Kumar et al., 2010; Saxena et al., 2019). Few of these works aim to reweight data to directly optimize an additional (fairness) metric (Jiang et al., 2018), (Zhao et al., 2019).
In this work, we propose Fairness Optimized Reweighting via Meta-Learning (FORML), an algorithm that directly optimizes both fairness and predictive performance. We follow the learning-to-learn (meta-learning) paradigm (Andrychowicz et al., 2016; Finn et al., 2017; Lake et al., 2015; Ren et al., 2018; Thrun and Pratt, 2012) and jointly learn a weight for each sample in the training set and the model parameters by optimizing for the given test metric and a fairness criteria over a held-out exemplar set, which incorporates data importance into optimization. At a high-level, our algorithm (1) optimizes model parameters via a weighted loss objective, and (2) optimizes a global set of sample weights using a given fairness metric over the exemplar set. An overview of the gradient rules of the algorithm are given in Figure 1. Learning sample weights over an exemplar set helps adapt the model to the fairness metric similar to how the model may be evaluated at test time, allows any practitioner to define fairness non-parametrically, and improves label efficiency as held-out validation sets are typically much smaller than the training data set where attribute labels are needed. We experiment with image recognition datasets and demonstrate that our approach reduces fairness violations (measured by equality of opportunity) by improving worst group performance without harming overall performance. FORML does not simply learn to reweight based on the number of samples as we see reduced fairness violations even when samples are uniformly distributed across groups, but on the importance of data points to the fairness criteria. Further, FORML improves performance in noisy label settings, and FORML can be used to remove harmful data samples leading to improved fairness and higher data efficiency.

2 Learning to Reweight Data for Optimizing Fairness

Consider a dataset $D = \{(x^{(i)}, y^{(i)}, a^{(i)}) \mid 1 \leq i \leq N\}$, where $x^{(i)} \in \mathcal{X}$ is the input (e.g., images, texts), $y^{(i)} \in \mathcal{Y}$ is the target variable, and $a^{(i)} \in \mathcal{A}$ is the sensitive attribute. Let $D_T$ and $D_V$ denote the train and exemplar sets formed from $D$, and $(x_T^{(i)}, y_T^{(i)}, a_T^{(i)}), (x_V^{(i)}, y_V^{(i)}, a_V^{(i)})$ be samples from $D_T$ and $D_V$, respectively. Let $h(x; \theta) \in \mathcal{H}$ be a classifier parameterized by model parameters $\theta$. The main objective is to learn parameters of $h$ that minimize the expected loss: $\theta^* = \arg \min_{\theta} \sum_{(x^{(i)}, y^{(i)}, a^{(i)}) \sim D_T} \mathcal{L}_c(h(x^{(i)}; \theta), y^{(i)})$.

Improving fairness with minimal impact on accuracy can be formulated as a constrained optimization problem that depends on fairness violation thresholds $\epsilon_i$:

$$\theta^* = \arg \min_{\theta} \sum_{(x^{(i)}, y^{(i)}, a^{(i)}) \sim D_T} \mathcal{L}_c(h(x^{(i)}; \theta), y^{(i)})$$

$$\text{s.t. } \sum_{(x^{(i)}, y^{(i)}, a^{(i)}) \sim D_T} \mathcal{L}_f(h(x^{(i)}; \theta), y^{(i)}; a^{(i)}) \leq \epsilon_i.$$  

(1)

Classical algorithms for solving the penalized objective are based on the basic differential multiplier method (Platt and Barr, 1987), which defines a gradient update rule for both model parameters and the weight parameters. Gradient-based approaches to hyper-parameter optimization have also been proposed in (Bengio, 2000).

Constrained optimization with Lagrangians have been studied more recently for fairness (Cotter et al., 2019a;b). Recent work studied Equation 1 in the context of label bias and proposed an iterative reweighting algorithm based on the fairness violation on the training set (Jiang and Nachum, 2020). Other work demonstrated that optimizing model parameters over a given evaluation metric is equivalent to optimizing over an example weighted loss (Zhao et al., 2019).

An alternative view for constrained optimization of (Jiang and Nachum, 2020) is that the model is adapted by the training sample weights (learned through the constraint) to handle new tasks where the constraint is enforced. Such an approach is typically handled well by meta-learning optimization algorithms (Jiang and Nachum, 2020). We follow a similar procedure to MAML adaptation algorithms (Finn et al., 2017; Ren et al., 2018) and consider a two-step procedure similar to that of (Jiang and Nachum, 2020). We propose an iterative optimization procedure, where the model parameters $\theta_{t+1}$ and sample weights $w_{t+1}$ at the $t$th timestep are jointly optimized according to the learned weighted training objectives:

$$w_{t+1} = \arg \min_{w} \mathbb{E}_{(x,y,a) \sim D_V} \left[ \mathcal{L}_f(h(x; \tilde{\theta}), y; a) \right], \quad (2)$$

$$\theta_{t+1} = \arg \min_{\theta} \mathbb{E}_{(x,y) \sim D_T} \left( w_{t+1}, \mathcal{L}_c(h(x; \theta), y) \right), \quad (3)$$

where $\tilde{\theta} = \theta_t - \eta_t \nabla_{\theta} \mathcal{L}(\theta) |_{\theta = \theta_t}$ is the one gradient descent step update over the training loss. The approach can be summarized as follows: (1) model parameter updates are computed based on the training loss and the model parameters are evaluated on the fair loss on the exemplar set to determine weights that offset the impact to fairness, and (2) model parameters are adapted according to the weight parameters such that the weight parameters do not negatively impact fairness.

Advantages of the proposed meta-learning procedure over a fixed update rule such as (Jiang and Nachum, 2020) and prior meta-learning reweighting methods including (Finn et al., 2017; Ren et al., 2018; Shu et al., 2019) are that FORML (1) incorporates gradient information from the fairness metric to the gradient updates of the model parameters directly adapting the model parameters for fairness, (2) adapts sample weights over exemplar data to better generalize to fairness on the test set by optimizing both (user-defined exemplar) fairness and performance, and (3) learns global weights over training which can be used to learn data importance and difficulty over weights local to a batch.
We compare FORML with prior weighting schemes for im-
proving fairness, including static weighting strategies: uniform, random, and class-balanced weighting (Cui et al., 2019), and learned weighting strategies: LB (Jiang and Nachum, 2020), MOEW (Zhao et al., 2019), and MWN (Shu et al., 2019). In our experiments, we take the exemplar set as the pre-defined validation set if the dataset has one, or create one by sampling uniformly (by attribute) from the training set.

1Note that in Algorithm 1, we perform only one gradient update for the computation of the updated model parameters and training sample weights for efficiency, however using multiple gradient updates or running to convergence is a straightforward extension.
2This is a relatively under-explored area of fairness which typically aims to minimize only fairness violations.

3 Image Classification Results

We experiments on image recognition datasets to demon-
strate FORML mitigates bias in datasets. In all experiments, FORML reduces fairness violations while maintaining accuracy2. While other works further reduce fairness violations as in (Jiang and Nachum, 2020), doing so typically results in a decrease in accuracy and is different from our aims.

3.1 Experimental Setup

We compare FORML with prior weighting schemes for im-
proving fairness and robustness, including static weighting strategies: uniform, random, and class-balanced weighting (Cui et al., 2019), and learned weighting strategies: LB (Jiang and Nachum, 2020), MOEW (Zhao et al., 2019), and MWN (Shu et al., 2019). In our experiments, we take the exemplar set as the pre-defined validation set if the dataset has one, or create one by sampling uniformly (by attribute) from the training set.

For CIFAR-100, we see a similar trend in Table 2, where only FORML is able to outperform the uniform training method while simultaneously maintaining accuracy.

Algorithm 1 FORML: Fairness-Optimized Reweighting via Meta-Learning

1: Input: $D_T$, $D_V$, $\theta_0$, $w_0$, $\mathcal{L}_c$, $\mathcal{L}_f$, $\eta_c$, $\eta_f$
2: for $t = 0$ to $T - 1$ do
3: for $b = 0$ to $B - 1$ do
4: $X_T, y_T \leftarrow$ sample($D_T, b$),
5: $X_V, y_V \leftarrow$ sample_fair($D_V, b$)
6: $\hat{y}_T \leftarrow h(X_T; \theta_t)$
7: $\delta_c = \sum_{i=1}^{n} \nabla_{\theta_t} \left[ \frac{\exp(w_{i,t}^{(c)})}{\sum_j \exp(w_{j,t}^{(c)})} \mathcal{L}_c \left(y^{(i)}, \hat{y}_T^{(i)} \right) \right]$
8: $\hat{\theta}_t \leftarrow \theta_t - \eta_c \delta_c$
9: $\hat{y}_V \leftarrow h(X_V; \hat{\theta}_t)$
10: $\delta_f = \sum_{i=1}^{n} \nabla_{\theta_t} \left[ \frac{\exp(w_{i,t}^{(f)})}{\sum_j \exp(w_{j,t}^{(f)})} \mathcal{L}_f \left(y_i^{(i)}, \hat{y}_V^{(i)} \right) \right]$
11: $w_{t+1} \leftarrow w_t - \eta_f \delta_f$
12: $\delta_c = \sum_{i=1}^{n} \nabla_{\theta_t} \left[ \frac{\exp(w_{i,t+1}^{(c)})}{\sum_j \exp(w_{j,t+1}^{(c)})} \mathcal{L}_c \left(y^{(i)}, \hat{y}_T^{(i)} \right) \right]$
13: $\theta_{t+1} \leftarrow \theta_t - \eta_f \delta_c$
14: end for
15: end for

Table 1: Fairness metrics: True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy for ResNet-18 on CIFAR-10. The means and standard errors are from 30 runs.

In this section, we evaluate FORML using CIFAR-10 and CIFAR-100, and investigate whether FORML learns training sample weights that improve fairness. For these experiments, there is no pre-defined sensitive attribute, therefore we use the class label as the sensitive attribute, and the objective is to achieve equal classification performance across classes reported as TPRD.

We train a ResNet-18 architecture (He et al., 2016) and summarize results in Table 1. Neither random nor MOEW are able to perform competitively with other methods, and FORML achieves $\sim 1\%$ improvement (a relative performance gain of $\sim 10\%$) over uniform and label bias on CIFAR-10.
We train a ResNet-18 architecture (He et al., 2016) to predict weighting and label bias weightings. In the supplementary wrongly labeled data. To simulate this setup, we take the with the highest validation accuracy during training. Metrics

The means and standard errors are from 5 runs.

### 3.3 Celeb-A Experiments

We train a ResNet-18 architecture (He et al., 2016) to predict the binary attribute “Attractive”. The sensitive attribute is gender denoted by “Male”. For Celeb-A, we use the predefined train, val, test split and compare models at the epoch with the highest validation accuracy during training. Metrics are reported over the test set in Table 3.

Both proportional reweighting based on sensitive attribute and random weightings perform better than uniform weighting on maxFNR and proportional reweighting improves TPRD by 1%, however the label bias approach offers no advantage over uniform training. In contrast, FORML achieves a reduction of 2% (a relative performance gain of 10%) on the fairness violation (TPRD), and a reduction of 5% in maxFNR (a relative performance gain of 15%), while retaining accuracy.

### 4 Data Robustness and Condensation

#### 4.1 Mislabeled Data in MNIST

We investigate the performance of FORML with mislabeled data, where the objective is to learn data weights and ignore wrongly labeled data. To simulate this setup, we take the MNIST dataset and randomly change 20% of the training data labels to “2”, as in (Jiang and Nachum, 2020). Based on the results in Table 4, FORML achieves higher accuracy and reduces fairness violation over training with uniform weighting and label bias weightings. In the supplementary material, we compared the ratio of weighted loss of samples labeled “2” to other samples demonstrating FORML learns less from mislabeled samples than uniform weighting.

#### 4.2 Using Data Weights to Build Fair Datasets

FORML improves fairness by identifying representative samples and reducing impact of harmful samples during training. We extend this analysis and investigate if FORML can post-hoc condense datasets yielding a more fair dataset. Specifically, we train a model with FORML using an exemplar set of 1000 samples with the lowest number of forgetting events (Toneva et al., 2018). We then remove 10% of the training samples with the lowest normalized weighted loss, computed using an exponential moving average (EMA) over training epochs. Using a moving average incorporates weight impact over all of training rather than only considering the weights at the end of training.

To demonstrate performance with the sub-sampled dataset, we re-train the model using standard training with the sub-sampled dataset; results are summarized in Table 5 and indicate that on CIFAR-100, removing samples based on the weighted EMA of the loss performs similarly and reduces fairness violation over training with the full dataset. Training on the sub-sampled dataset also leads to better results than a model that has been trained on a random subset of the same size. This indicates that FORML weights can build fairer datasets through removing harmful samples.

### 5 Conclusion

In this work, we present FORML, an algorithm for dynamically reweighting data to train fair networks, and identify and mitigate bias from erroneous or over-represented samples. FORML has several benefits: it is simple to implement by making small modifications in training, and requires neither data pre-processing nor post-processing of the model outputs. Further, FORML is a data-centric method that improves fairness based on the dataset and is agnostic to the model and fairness metric, extending beyond classification. We believe this work is a step towards creating fairer models without sacrificing accuracy by better leveraging data.
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A FORML Hyperparameters: Sensitivity and Variations

A.1 FORML Hyperparameters

CIFAR: For CIFAR-10/100, we train a ResNet-18 architecture (He et al., 2016) using SGD with Nesterov momentum \( \gamma = 0.9 \) and batch size of 128. We set the initial learning rate to \( \eta_c = 0.1 \) and decay by 0.1 at the 60th, 120th, and 160th epochs and train for a total of 200 epochs. We also penalize the model parameters with weight decay at \( 5 \times 10^{-4} \). For both CIFAR-10/100, we use standard data augmentations (normalization, random horizontal flip, translation by up to 4 pixels).

To learn the training sample weights in FORML, we use SGD with the same learning rate as the model parameter learning rate and minimize the max loss discrepancy. For MOEW on CIFAR-10 we used twenty batches for learning the weight function parameters and fifty batches on CIFAR-100. Both MOEW and FORML use a held-out validation set of 5000 samples for learning weights and maintains a minimum of 3 samples per class per batch.

Celeb-A: For Celeb-A, we train a ResNet-18 architecture (He et al., 2016) to predict the binary attribute “Attractive” given images of faces. The sensitive attribute is gender denoted by “Male” in the dataset. The model is trained using Adam optimizer and batch size of 256. We set the initial learning rate to \( \eta_c = 0.001 \) and train for a total of 10 epochs. For pre-processing the images, we center-crop and resize to size 128 \times 128 and normalize. To learn the training sample weights in FORML, we use SGD with the same learning rate as the model parameter learning rate and minimize the mean loss discrepancy. The validation set maintains a minimum of 20 samples per class per batch for FORML. For the proportion weighting, we take the number of samples according to the sensitive attribute because the number of samples in each group for the target attribute “Attractive” are nearly identical at 51.4% in the training set and we seek to reduce fairness violations in the sensitive attribute “Male” in the dataset. For this dataset, we use the pre-defined train, val, test split and compare models at the epoch with the highest validation accuracy during training. Metrics are reported over the test set.

MNIST: For the corrupt-label MNIST experiment, a two hidden layer network with ReLU activations is used. For all methods, we select 5k samples randomly from the training set for validation and use early stopping to prevent overfitting to the corrupt labels. We use the same training hyperparameters as in (Jiang and Nachum, 2020).

A.2 FORML Variations

We conduct ablation studies on the Celeb-A dataset to determine the impact of different hyperparameters and settings in FORML. In the main paper, we use the best performing hyperparameters that also reduce the number of hyperparameters needed to tune (i.e. maintaining the same learning rate, and only reported results with two meta-loss functions, although there are many others that are compatible with FORML).

Reverse and Adversarial comparisons: Our algorithm shares many similarities with the Lagrange multipliers and basic differentiable multipliers method (BDMM) algorithms (Platt and Barr, 1987), which have been applied for constrained optimization problems and in recent work for fairness (Cotter et al., 2019a; Jiang and Nachum, 2020). In the BDMM algorithm, it is argued that standard gradient descent for the constraint in Lagrange multipliers does not work and instead the reverse sign should be applied (Platt and Barr, 1987). We experiment with both a reverse sign in the update for the model parameters in the first update, as well as for the weights of the model and report results in Table 6 and Table 7. Results indicate that FORML performs better when using the reverse update on the model parameters, but the reverse update on the sample weights has little effect. While results are slightly higher for the test accuracy, TPRD on the validation set was on average 1% lower for the reverse update on the sample weights. Thus our algorithm in the main paper uses a reverse update for the model parameters, and not for the sample weights indicating some differences from the BDMM algorithm.

Meta Loss Variations: In Section 3, the meta-loss optimized over the validation set is either the MaxLossD or the MeanLossD which generally perform similarly. We demonstrate the advantage of using a loss oriented for fairness in Table 8 by comparing with the cross entropy loss. We find that using MaxLossD and MeanLossD lower the fairness violation,
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| Method   | TPRD (%) ↓ | maxFNR (%) ↓ | Accuracy (%) ↑ |
|----------|------------|--------------|----------------|
| No Reverse | 22.80 ± 3.88 | 37.35 ± 7.55 | 79.99 ± 1.11 |
| Reverse | 20.41 ± 3.34 | 33.89 ± 8.34 | 79.48 ± 0.82 |

Table 6: Testing the model with a reverse update for the model parameters by comparing the True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy on Celeb-A. The means and standard errors are from 5 runs. ↓ denotes lower values are better. ↑ denotes higher values are better.

| Method   | TPRD (%) ↓ | maxFNR (%) ↓ | Accuracy (%) ↑ |
|----------|------------|--------------|----------------|
| No Reverse | 20.41 ± 3.34 | 33.89 ± 8.34 | 79.48 ± 0.82 |
| Reverse | 20.45 ± 2.44 | 33.32 ± 6.48 | 80.37 ± 0.57 |

Table 7: Testing the model with a reverse update for the model parameters by comparing the True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy on Celeb-A. The means and standard errors are from 5 runs. ↓ denotes lower values are better. ↑ denotes higher values are better.

but marginally lowers accuracy; whereas using cross entropy increases accuracy slightly but does not lower the fairness violation with respect to baseline performance from Table 3.

| Method   | TPRD (%) ↓ | maxFNR (%) ↓ | Accuracy (%) ↑ |
|----------|------------|--------------|----------------|
| MaxLossD | 20.85 ± 2.88 | 37.66 ± 7.96 | 79.41 ± 0.59 |
| MeanLossD | 20.41 ± 3.34 | 33.89 ± 8.34 | 79.48 ± 0.82 |
| Cross Entropy | 24.70 ± 2.74 | 38.87 ± 4.76 | 81.08 ± 0.48 |

Table 8: Testing the model with cross entropy as the meta-loss by comparing the True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy on Celeb-A. The means and standard errors are from 5 runs. ↓ denotes lower values are better. ↑ denotes higher values are better.

Sample Weight Variations: In Section 3, the weights are directly multiplied to balance the loss. However, other variations of weights could be applied to balance the loss such as weights on the logits, or a different function of the weight parameters to enforce different behavior. Here, we explore a reweighting based on the logits, and a weighting based on the $L_1$ penalty that encourages sparsity of the weights by forcing weights that are too large to zero; we denote this weighting as the inverse square $L_1$ (Seto et al., 2021). Both are compared with the baseline of directly multiplying the learned sample weights with the sample loss, and results reported in Table 9 indicate that the baseline reweighting performs best across all metrics.

B Alternative CelebA Tasks

In addition to the task of predicting the “Attractive” attribute with gender (denoted “Male”) as the sensitive attribute, we also experiment with different tasks and sensitive attributes to test robustness of FORML to different tasks. We change the sensitive attribute to the “Pale Skin” attribute (color), and the prediction task to the “Young” attribute. Accuracy on this task is higher than for the “Attractive” attribute, and as such the fairness violation is lower. Nonetheless, we report in Table 10 that FORML is able to reduce fairness violations over uniform weighting.

C More on the Normalized Loss for Reducing Overfitting to Corrupt Labels

In Section 4.1, FORML is tested in the robustness setting with incorrect labels. We further explore how training with FORML improves performance by examining the loss for each sample over epochs during training. The objective of this analysis is to investigate how the loss differs for the model trained with FORML, and how this leads to improvement on the test set.

We compute an exponential moving average (EMA) on the loss and compare the average EMA loss for samples with label “2” to samples with another label. As expected, since many of the samples have an incorrect label “2”, the loss for samples with label “2” is higher in both a model trained with uniform weights and the model trained with FORML. For a model with uniform weights, the ratio of the losses for label “2” samples to other samples is 2.9. In comparison, the model trained with FORML has a ratio of 2.61, a relative decrease of 10%. As the accuracy for both models in predicting samples with label “2” are relatively similar, we can conclude it is likely that the weights learned by FORML are reducing the model’s ability to overfit to the incorrect labels leading to better performance on the test set.
Table 9: Testing the model with different methods for applying weights by comparing the True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy on Celeb-A. The means and standard errors are from 5 runs. ↓ denotes lower values are better. ↑ denotes higher values are better.

| Method       | TPRD (%) | maxFNR (%) | Accuracy (%) |
|--------------|----------|------------|--------------|
| Baseline     | 18.91 ± 1.16 | 28.57 ± 2.27 | 80.91 ± 0.30 |
| Logits       | 25.32 ± 2.36 | 43.81 ± 5.96 | 80.65 ± 0.58 |
| Inverse Sq. $L_1$ | 24.52 ± 3.67 | 44.08 ± 9.50 | 78.90 ± 1.02 |

Table 10: Evaluating FORML for predicting “Young” subject to the sensitive attribute color (“Pale Skin”) according to the metrics: True Positive Rate Disparity (TPRD), Maximum False Negative Rate (maxFNR), and test accuracy on Celeb-A. The means and standard errors are from 5 runs. ↓ denotes lower values are better. ↑ denotes higher values are better.

| Method | TPRD (%) | maxFNR (%) | Accuracy (%) |
|--------|----------|------------|--------------|
| Uniform | 2.64 ± 0.46 | 5.36 ± 0.25 | 87.62 ± 0.09 |
| FORML  | 2.51 ± 0.43 | 4.64 ± 0.84 | 87.07 ± 0.22 |