This work evaluates and compares the accuracy of different fiber orientation prediction models for a short fiber reinforced injection molded Venturi-shaped part which displays variable thickness. The experimental characterization of the specimen fiber orientation distribution (FOD) was carried out by the micro computed tomography technique (micro-CT). The computational study of fiber orientation predictions was performed using Moldex3D. All the possible combinations of the Folgar-Tucker (FT) and improved Anisotropic Rotary Diffusion (iARD) rotary diffusion models and the Hybrid (Hyb), Orthotropic (ORE), and Invariant Based Optimal Fitting (IBOF) closure approximations were considered. The relevance of the Retardant Principal Rate (RPR) model on predictions results was also evaluated. The values of the fiber-fiber (Ci), matrix-fiber (Cm) interaction coefficients and the alpha-RPR parameter were varied in a significant range in order to find the set of parameters that better fits the experimental fiber orientation data. The parameters’ sensitivity effect over the second order orientation tensor components was quantified via the Analysis of Variance (ANOVA) statistical method. The experimental micro-CT results show an increase in the fiber orientation degree at the specimen constriction region due to the narrowed cavity and the Venturi effect. The comparison of the experimental and predicted orientation profiles demonstrates that the predictions of the iARD model, in combination with the IBOF closure approximation, are the most accurate for the case studied. However, simulations fail to estimate the change in orientation caused by variable thickness and section. ANOVA results prove that the orientation tensor component in the flow direction ($a_{11}$) is more sensitive to changes in alpha-RPR and Ci coefficient, while the perpendicular components ($a_{22}$, $a_{33}$) are also
INTRODUCTION

Fiber orientation distribution (FOD) prediction consists of determining the degree of fiber alignment as a function of the location through the part. The state of fiber orientation depends upon a molten polymer fluid dynamic coupled with the movement of the fibers in polymer suspension. Thus, both fiber-fiber and polymer-fiber interactions must be taken into account in a pertinent analysis. The models that predict fiber orientation state in concentrated suspensions incorporate the effect of the interaction between fibers as a rotary diffusion term. The Folgar-Tucker model (FT) (Folgar and Tucker, 1984) considers an isotropic rotary diffusion term. The Anisotropic Rotary Diffusion (ARD) models and their improvements (iARD) (Wang et al., 2008; Phelps and Tucker, 2009; Tseng et al., 2016) define an anisotropic rotary diffusion term. On the other hand, the Retardant principal Rate model (RPR) (Tseng et al., 2016) and the Reduced Strain Closure (RSC) (Wang et al., 2008) account for the quick evolution of the FT model and correct it.

Another aspect concerning prediction approaches arises from the use of tensors to describe fiber orientation states (Advani and Tucker, 1987). The evolution equation of the fiber orientation models involves a fourth-order orientation tensor which must be approximated in a mathematically closed expression in order to compute fiber orientation data. A complete summary of existing closure approximations can be found in Zheng et al. (2011). The most commonly used closure approximations are the Hybrid (Hyb) (Advani and Tucker, 1990), the Orthotropic family or Eigenvalue Based Optimal Fitting (EBOF) (Cintra and Tucker, 1995)–among them the denominated ORE–and the Invariant Based Optimal Fitting (IBOF) (Chung and Kwon, 2002).

Most fiber orientation experimental validation works available in the literature mainly focus on the use of two analytical geometries: the center-gated disk and the end-gated plate, which are uniform and display well-known flow patterns (Bay and Tucker, 1992; Gupta and Wang, 1993; Greene and Wilkes, 1997; Papathanasiou, 1997; Larsen, 2000). Two exceptions are found in Kleindel et al. (2015) and Tseng et al. (2018), which use a complex thick-walled piece and a traction bar with a welding line, respectively. Besides, in the past few years, some valuable efforts have been made to develop new closure approximations for the fourth order orientation tensor (Montgomery-Smith et al., 2011; Kuzmin, 2018) as well as to compare the accuracy of the existing mathematically closed expressions (Chung and Kwon, 2000; Wang and Jin, 2010). In these articles, the mentioned typical analytical geometries are also chosen for validation purposes.

Regarding the experimental characterization of the fiber orientation, the typical method used to determine their distribution is a two-dimensional technique based on optical microscopy, which is called the method of ellipses (MoE). The MoE implies the sectioning and polishing of the samples, i.e., it is a destructive technique, followed by optical microscopy or scanning electron microscopy (SEM) in order to determine the in-plane and out-of-plane angles of the projected fibers from the surface characterization. This method has certain limitations, such as the ambiguity in determining the 3D fiber orientation and the difficulty in achieving a proper FOD characterization over a representative area/volume of the material (McGee and McCullough, 1984; Vélez-García, 2012; Sharma et al., 2018; Hanhan et al., 2019). Alternatively, in recent years the application of three-dimensional techniques, such as micro-CT scanning, have become really appealing for non-destructively characterizing composites’ microstructural features (Salaberger et al., 2011; Emerson et al., 2017; Hanhan et al., 2019). However, there are few studies using these techniques to validate predictions given by simulation (Kleindel et al., 2015; Tseng et al., 2018).

Taking into account the scope of the previous contributions, the objective of this work is to validate the most relevant fiber orientation models and closure approximations in a specimen different from those already studied—but with characteristics that can be extrapolated to many injected parts—using the novel experimental micro-CT technique to test the accuracy of the predictions. Specifically, the injected part studied here consists of a Venturi-shaped tube that displays variable thickness. The specimen is made of polyamide and it is reinforced with short glass fiber (40 wt%).

This work presents: (i) a brief overview of the fiber orientation prediction models and closure approximations deemed to be evaluated (these being the FT, iARD, and RPR models, and the Hyb, ORE and IBOF closures); (ii) a description of the experimentally measured fiber orientation distribution; (iii) a computational study performed using the injection molding simulation software Moldex3D R.13 to explore the effect of the models and closures on fiber orientation predictions; (iv) a statistical study via the Analysis of Variance (ANOVA) technique to investigate the effect of the models parameters (fiber-fiber Ci and matrix-fiber Cm interaction coefficients and alpha-RPR parameter) on the predicted components of the second order orientation tensor; and (v) a quantitative determination of the FT and iARD prediction errors.
BACKGROUND

The hydrodynamic effect of the fluid flow over the motion of an infinite aspect ratio particle was first described by Jeffery (2012). This theory applies to dilute suspensions but has been shown to provide practical qualitative agreement with simple shear flow experiments under certain conditions. Folgar and Tucker (1984) have considered the evolution of the fiber orientation state of non-dilute fiber suspensions as a diffusive process, adding to the theoretical model of Jeffery’s Hydrodynamic an isotropic rotary diffusion term to model the randomizing effect of the interaction between fibers. The isotropic rotary diffusion is proportional to the scalar rate of deformation, being the constant of proportionality to a scalar parameter named the interaction coefficient (Ci), adjusted to fit with experimental data. Due to its acceptable accuracy for the prediction of the fiber orientation state in semi-concentrated suspensions, the Folgar-Tucker model (FT) has been the most frequently used for the estimation of the local fiber orientation distribution in the simulation of SFRC so far.

However, the FT model does not match all of the aspects of experimental discontinuous fiber orientation data. For instance, in concentrated suspensions fibers tend to align more slowly with respect to the strain rate than the models based on the Jeffery’s equation predict, especially for composites with long discontinuous fibers (Wang et al., 2008; Phelps and Tucker, 2009; Tseng et al., 2016). Wang et al. (2008) introduced the reduced-strain closure (RSC) model, which slows the orientation kinetics in order to achieve better agreement between the experiments and predictions. Phelps and Tucker (2009) developed a fiber orientation model that incorporates an anisotropic rotary diffusion term, namely the Anisotropic Rotary diffusion model (ARD). In the ARD model, the diffusivity is assumed to depend on a second-order space tensor which in turn is a function of the orientation state and the deformation rate. Nowadays, the FT and ARD-RSC models are available in most commercial injection molding simulation software. Some years ago, Tseng et al. (2016) proposed and implemented on Moldex3D an approach named the improved Anisotropic Rotary diffusion (iARD), which also considers anisotropic fiber diffusion and incorporates the effect of the fiber-matrix interaction (like the ARD model) and the slowing down of the orientation through the Retardant Principal Rate model (RPR). The iARD-RPR model has been proved to be suitable for both short and long fiber reinforced composites (Tseng et al., 2016).

When using the tensor description of the fiber orientation state proposed by Advani and Tucker (1987) instead of the probability distribution function (DFC), all the information regarding fiber orientation is represented by the components of a second-order momentum tensor, named the orientation tensor. The mathematical expression for the advection of the second-order orientation tensor involves a fourth-order orientation tensor that has to be defined in a closed form in order to compute fiber data. Then, a closure approximation is defined as an expression of the fourth-order orientation tensor as a function of the second-order orientation tensor. Advani and Tucker (1990) proposed the so-called Hybrid closure approximation (Hyb), which has been proven to be exact when the fibers are in both random and perfect aligned states, but that accelerates the orientation in transient shearing flows (Zheng et al., 2011). A family of closure approximations called orthotropic or Eigenvalue Based Optimal Fitting closures (EOBF) was developed by Cintra and Tucker (1995). Among them, the version called Orthotropic Fitted Closure Approximation (ORE) improved the non-physical oscillations for low interaction coefficients. Although the EBOF closures adequately predict fiber orientation in most simple flows, its implementation demands much computational time. Later, Chung and Kwon (2000) developed the Invariant Based Optimal Fitting closure approximation (IBOF) whose accuracy is as good as EBOF but requires less computational time to obtain a solution. The Hyb, ORE, and IBOF closure approximations are already implemented in Moldex3D.

Fiber Orientation and Rotary Diffusion Models

The orientation of a single fiber is determined by a unit vector named p, which is defined by the in-plane (φ) and out-of-plane (θ) fiber angles. The most general way to describe the orientation state of a group of fibers is given by the probability density distribution function (ψ). The function ψ represents the probability of finding a fiber over the space between (φ, θ) and (φ+dp, θ+dθ).

Given that the time variation of ψ requires much computational time for its calculation, the tensor description of fiber orientation proposed in Advani and Tucker (1987) is generally implemented in simulations. The second-order orientation tensor (A) is defined so that the probability of a fiber being oriented within an angular range dp of the direction p is equal to ψ(p)dp, Equation 1.

\[ A = \int \psi(p)pdp \]  \hspace{1cm} (1)

The second order orientation tensor can be expressed with a matrix that meets the following conditions: it is symmetric, and the sum of its diagonal components are 1.

The Folgar-Tucker Model

The evolution equation of the 2nd order orientation tensor can be expressed as the contribution of a hydrodynamic (h) and a diffusive term (d), Equation 2. In the so-called standard Folgar-Tucker model, the first term is represented by the Jeffery’s Hydrodynamic (H) model, Equation 3 and the second by the Folgar-Tucker isotropic rotary diffusion (IRD) model, Equation 4.

\[ \dot{A} = h + d \]  \hspace{1cm} (2)

\[ \dot{A}^H = (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2A_4 \cdot D) \]  \hspace{1cm} (3)

\[ A^{IRD} = 2\psi C_i (I - 3A) \]  \hspace{1cm} (4)

Where, \( \dot{A} \) is the material derivative of the second order orientation tensor; \( \lambda \) is a constant that depends on the geometry.
of the fiber. In this work, $\lambda$ is the value corresponding to slender particles and is equal to 1; I is the unit tensor, and Ci is the fiber-fiber interaction coefficient.

$W$ is the vorticity tensor and $D$ is the rate of deformation tensor. They are defined from the velocity gradient tensor $L$:

\[
L = \nabla v = W + D
\]

\[
W = \frac{1}{2} (L - L^T)
\]

\[
D = \frac{1}{2} (L + L^T)
\]

Equation 17, closures. In index notation, $A_{ij}$ and $A_{ijkl}$ represent the second- and fourth-order orientation tensors, respectively, and $iij$ is the unit matrix.

The $iARD$ Model

The $iARD$ model is formed by the contribution of the Jeffery Hydrodynamics model ($H$), Equation 3, the improved anisotropic rotary diffusion term ($iARD$), Equation 10 and the Retardant Principal Rate (RPR) model, Equation 13.

\[
A = A + A_{iARD} (Ci, Cm) + A_{RPR} (\alpha)
\]

Where $Ci$ and $Cm$ are the fiber-fiber and matrix-fiber interaction coefficients and alpha is the RPR model parameter that indicates the slow-down fiber rotation behavior.

The $iARD$ term is:

\[
\tilde{A}_{iARD} = \gamma [2D_r - 2tr(D_r)A - 5A \cdot D_r + 10A_4 : D_r]
\]

Where

\[
D_r = C_i (I - C_m) \frac{D^2}{D^2}
\]

\[
\|D^2\| = \sqrt{\frac{1}{2} D^2 : D^2}
\]

The RPR term is:

\[
\tilde{A}_{RPR} = -R \cdot \Lambda \cdot R^T
\]

\[
\tilde{A}_{iOK} = \alpha \lambda_{i} i, j, k = 1, 2, 3
\]

Where $R = [e_1, e_2, e_3]$ is the rotation matrix; $R^T$ is its transpose; $\lambda_{ij}$ ($\lambda_1 \geq \lambda_2 \geq \lambda_3$) are the eigenvalues of $\Lambda$ and $\tilde{A}$ is the material derivative of a particular diagonal tensor ($IOK$ is for intrinsic orientation kinetics).

**Closure Approximations**

**Hybrid Closure Approximation (Hyb)**

Hyb approximation (Advani and Tucker, 1990), Equation 15, is the hybrid from the Linear, Equation 16, and Quadratic, Equation 17, closures. In index notation, $A_{ij}$ and $A_{ijkl}$ represent the second- and fourth-order orientation coefficients, respectively, and $iij$ is the unit matrix.

\[
\tilde{A}_{ijkl} \approx (1 - f) \tilde{A}_{\text{linear}} + f \tilde{A}_{\text{quadratic}}
\]

\[
f = 1 - 27 \det(A_{ij})
\]

\[
f = 1 - 4 \det(A_{ij})
\]

Since the Linear approximation has been proved to be exact for random orientations and the Quadratic closure is exact when the fibers are perfectly aligned, it is deduced that the Hybrid closure will be exact when the fibers are in both random and perfect alignment states (Chung and Kwon, 2000; Wang and Jin, 2010). This model, however, tends to accelerate the orientation transients in transient shearing flows (Advani and Tucker, 1990). It has been demonstrated that Hyb closure approximation predictions are in a good agreement with experimental fiber orientation data when the value of the interaction coefficient is taken as 0.01 (Advani and Tucker, 1990; Wang and Jin, 2010).

**Orthotropic or Eigenvalue Based Optimal Fitting Closures Family (EBOF)**

EBOF approximations assume that only three components of the fourth-order tensor are independent, based on the fact that in the second-order tensor only two of the diagonal components are independent variables (the sum of diagonal components is 1). The directional information of $A_{ijkl}$ is obtained from $A_{ij}$, both tensors having the same principal axis (Zheng et al., 2011). Then, the three principal components of the fourth-order tensor are expressed as functions of the independent principal components of the second-order tensor, Equation 18. Here $a_{ij}$ and $a_{ijkl}$ represent the components of the second- and fourth-order tensors, respectively. The superscript p indicates that the components are principal.

\[
\tilde{A}_{ijkl}^{\text{orthotropic}} = \begin{pmatrix}
a_{1111} & a_{1222} & a_{3333} \\
a_{1222} & a_{2222} & a_{2333} \\
a_{3333} & a_{2333} & a_{3333}
\end{pmatrix} = \begin{pmatrix}f_1(d_{11}^p, d_{12}^p) \\
f_2(d_{12}^p, d_{22}^p) \\
f_3(d_{12}^p, d_{22}^p)
\end{pmatrix}
\]

In Equation 18, the functions $f_1$, $f_2$, and $f_3$ are determined by matching predicted values of the second-order components with experimental ones in well-defined flow conditions. These coefficient functions will be different for the different orthotropic approximations.

Among the orthotropic approaches, the so-called ORF provides good results for a range of interaction coefficient values from 0.01 to 0.1. The ORL closure is used in a range of $Ci$ from 0.001 to 0.01, while the Orthotropic fitted closure approximation named ORE corrects the non-physical oscillations for low interaction coefficients (Cintra and Tucker, 1995).
Invariant Based Optimal Fitting Closure (IBOF)

IBOF closure approximates the Aijkl tensor as a function of the second-order orientation tensor and its invariants (Chung and Kwon, 2002). The IBOF approach is the same as the natural approximation (Zheng et al., 2011) and is expressed in Equation 19.

\[ \tilde{A}_{ijkl}^{IBOF} = \beta_1 S(\delta_{ij}\delta_{kl}) + \beta_2 S(\delta_{ij}a_{kl}) + \beta_3 S(a_{ij}a_{kl}) + \beta_4 S(\delta_{ij}a_{nm}a_{ml}) + \beta_5 S(a_{ij}a_{nm}a_{ml}) + \beta_6 S(a_{im}a_{mj}a_{kn}a_{nl}) \]  

(19)

Where S is the symmetric operator that applied to a general fourth-order tensor T will give, Equation 20:

\[ S(T_{ijkl}) = \frac{1}{24} (T_{ijkl} + T_{jikl} + T_{ijkl} + T_{ijdk} + T_{ijkd} + T_{ijkd}) \]  

(20)

The coefficients \( \beta_j \) (with \( j = 1 \) to 6) are polynomial expansions of the second and third invariants of \( A_{ij} \). The difference between Natural and IBOF closures is that in the latter only three of the six \( \beta \) coefficients are considered linear independent. The computational cost of this approximation is much lower compared to the orthotropic one and gives results without non-physical oscillations for a wide range of interaction coefficients. It has been proven that this approximation provides good results with \( C_i = 0.0001 \) at the steady flow zones and with \( C_i = 0.001 \) at the transient flow zones (at the entrance, for instance). But, in a general way, IBOF results are close to experimental fiber orientation data when a \( C_i = 0.001 \) applies.

EXPERIMENTAL

Material and Processing Conditions

The specimen is made of short glass fiber filled (40 wt%) polyamide 6 (PA6), grade name Akulon K224-G8, produced by DSM Engineering Plastics. Average extracted fiber length measured through the CT experiment is around 150 µm (from around 1 million extracted fibers); real fiber length is expected to be higher due to the virtual fiber breakage influence of the high fiber content (>30 wt%). Maximum extracted fiber length is \( \sim 1,000 \mu \text{m} \). Average fiber aspect ratio, from the material datasheet provided by the PA6 manufacturer, is ranged from 20 to 25. Specimen’s molding parameters are melt temperature, 280°C; mold temperature, 90°C; injection time, 1.13 s; holding time, 8 s; cooling time, 32 s; injection pressure, 11 MPa, and holding pressure, 10 MPa.

Flow behavior of the PA6 matrix was described by the Modified Cross Viscosity Model to account for the viscosity dependence on the shear rate and temperature, Equation 21 and 22.

\[ \eta = \frac{\eta_0}{1 + \left( \frac{\eta_0}{\eta'} \right)^{1-n}} \]  

(21)

Where

\[ \eta_0 = D_1 \exp \left( -A_1(T - T_c) \right) \]

\[ T_c = D_2 + D_3 P \]

\[ A_2 = \frac{Q_2}{D_3} + D_3 P \]  

(22)

The parameters of the viscosity model for the PA6 grade used in the study are available in the Moldex3D database. These are \( n = 0.223; \tau = 407 \text{ MPa}; D_1 = 5.0222 \text{ Kg/(m.s)}; D_2 = 323.606 \text{ K}; D_3 = 0 \text{ K.MPa}^{-1}; A_1 = 39.958; \) and \( A_2 = 51.6 \text{ K} \).

Geometry Description

The Venturi-shaped specimen, the three regions of interest to the study and the experimental micro-CT samples, are shown in Figure 1. The regions are defined as: (R1) the entrance region, where the molten polymer enters the cavity; (R2) the central region, i.e., the constricted section or choke of the Venturi part, and (R3) the filling completion region which is, as the name implies, the last to fill. Dimensions of the specimen are total length \( L = 195 \text{ mm} \); thickness and diameter at R2, \( H = 1 \text{ mm} \) and \( \phi = 30 \text{ mm} \), and thickness and diameter at R1 and R3, \( H = 2.4 \text{ mm} \) and \( \phi = 45 \text{ mm} \).

The specimen was manufactured using a single screw injection molding machine. The injection of the molten polymer into the mold cavity occurs through an annular runner located at one end of the part, see the computational model at Figure 2; the characteristics of the inlet are similar to those of the film-gated strip. In Figure 2, X corresponds to the Main Flow Direction (MFD) or filling coordinate, Y corresponds to the Cross Flow Direction (CFD), and Z corresponds to the Through-Thickness Direction (TTD). Z and Y are both gap-wise coordinates (since Moldex3D results are displayed in a Cartesian reference system), with the difference that Y forms a plane with X (X and Y are the in-plane components) and Z is the out-of-plane component. When the index notation is used, 1, 2 and 3 are equivalent to X, Y, and Z, respectively.

The part has two distinctive features: (i) the wall thickness of the central region is less than half that of the entry and filling completion regions, 1 and 2.4 mm, respectively, i.e., it has variable thickness; and (ii) its geometric shape gives rise to the Venturi effect, which implies that the fluid velocity increases as it passes through the constriction in accord with the principle of mass continuity, while its static pressure decreases in accord with the principle of conservation of mechanical energy.

Micro-CT Measurements

The experimental fiber orientation characterization was done via the micro-CT technique. Three 5 × 5 mm² area samples, one from each region of interest, were extracted and subjected to the CT-scan, see Figure 1. A GE phoenix X-ray Nanotom 180 NF was used for the measurements. This equipment reaches a minimal voxel size of 0.5 µm. Parameters of the scans were: maximum sample size, \( \sim 4 \times 4 \times 2.5 \text{ mm}^3 \); voltage, 80 kV; current, 74 µA; number of projections, 1,900; exposure time 0.9 s; voxel size 2.75 µm. The single fiber characterization method was used to obtain the components of the orientation tensor from
the measured CT-data. A complete description of the micro-CT technique and the calculation scheme is presented in Salaberger et al. (2011), Emerson et al. (2017), and Salaberger (2019).

SIMULATION AND STATISTICAL CALCULATION

Simulation Details

The mold filling and fiber orientation simulations were performed using Moldex3D R.13, see Figure 2. For this case, a 3D analysis was preferable over a 2.5D to capture the potential influence of variable thickness and the Venturi effect over the FOD. Auto tetrahedral 3-dimensional meshing of the model was performed using the Moldex3D Designer. This method is widely used by commercial simulation codes users due to tetrahedral meshes' ability to fit almost any complex geometry. Despite this, tetrahedral meshes possess some drawbacks, such as the large number of elements and the difficulty in controlling the element layer count of the whole part (it is not constant). To overcome this limitation, the highest meshing reliability level of the Moldex3D Designer with a small enough size of element was chosen to ensure a minimum of 5 elements in the thickness direction.

Computational Study Details

The computational study was divided into two parts. The first part is the comparison of the experimental profiles with those obtained from all the possible combinations of the rotary diffusion models (FT and iARD) and the closure approximations (Hyb, ORE, and IBOF). The FOD was examined throughout the specimen (regions of interest) and through its thickness. The default values of the model parameters were set for these simulations ($C_i = 0.01$, $C_m = 0.99$, and $\alpha$-RPR = 0). The summary is in Table 1. For the comparison, the optimal closure approximation was selected in terms of adjustment to the experimental results and the shorter time consumed. In the second part, the models parameters were varied to establish, via ANOVA, their influence over the fiber orientation tensor components and to calculate predictive errors. The summary is in Table 2.
Statistical and Error Calculation Details
The sensitivity of the principal components of the 2nd-order orientation tensor (responses) as a function of the fiber model parameters listed in Table 2 (factors) was evaluated via the Analysis of Variance (ANOVA) method. The operation of the ANOVA technique broadly follows this scheme: in order to compare the means of the factors associated with their different levels, a measure of the response variation due to their different levels (Mean Square factor, MS-factor) is compared with a measurement of the response variation due to the error (Mean Square error, MS-error). If the MS-factor is significantly larger than the MS-error, it is concluded that the means associated with different levels of the factor are different. That factor then has an important influence over the response. In the ANOVA analysis, the P (%) represents the percentage of contribution of each term (factors and error) to the variation of the dependent variables.

The predictive errors of the FT and iARD models as functions of the parameters levels listed in Table 2 were calculated according to Equation 23.

\[
\text{RMSE} = \sqrt{\left(\bar{a}_i^{\text{prediction}} - \bar{a}_i^{\text{experimental}}\right)^2}
\]

This is the Root Mean Squared Error (RMSE) computed from the difference in the predicted and experimental values of the principal components of the orientation tensor. From these results, the combination of parameters per model that lead to the lower prediction error was determined.

RESULTS AND DISCUSSION
Experimental Fiber Orientation Description

Fiber Orientation in the Thickness Direction
Figure 3 shows the experimentally determined through-thickness fiber orientation distributions for the regions of interest along the specimen. The degree of fiber alignment in the MFD is indicated by the value of \(a_{11}\), whereas \(a_{22}\) and \(a_{33}\) corresponds to the cross-flow and through-thickness fiber orientations, respectively.

It is observed that the part exhibits a gap-wise three-layered laminated structure which corresponds to the so-called shell-core-shell structure. The fibers in the shell layers are mainly aligned in the MFD, this implies high \(a_{11}\) values and low \(a_{22}\) values. The core layer, located approximately at the specimen mid-plane \((z/H = 0.5)\) and between the shell layers, is characterized by a high cross-flow fiber orientation with high \(a_{22}\) values and low \(a_{11}\) values. Also, a fraction of the fibers aligned in the thickness direction can be observed in the core layer (\(a_{33}\) value different from zero).

Fiber Orientation Along the Specimen
The experimental results in Figure 3 reveal that, at the entrance and central regions, the distributions are essentially flat (the fibers remain parallel to the XY plane). Whereas, at the filling completion region, the portion of fibers aligned in the thickness direction is larger.

Furthermore, it can be seen from Figure 3 that the fiber alignment degree in the MFD changes after the fluid experiences the convergent and divergent transitions between R1 and R2 and between R2 and R3, respectively (Figure 1). In the convergent transition an increase in the \(a_{11}\) component occurs, both in the shell and core layers (through-thickness averaged values from 0.74 to 0.85), while the remaining components decrease. Since the orientation in the MFD is governed by the shear flow, the increase in \(a_{11}\) is associated with the increase of the fluid velocity caused by the Venturi effect and the increase in the shear rate due to the narrower cavity. On the contrary, in the divergent transition, \(a_{11}\) decreases (through-thickness averaged values from 0.85 to 0.7) and the remaining components increase, specially \(a_{33}\) (through-thickness averaged values from 0.03 to 0.1). This
last can be attributed to the rotation of the fibers being located completely outside the XY plane at the cavity enlargement.

**Computational Study Results**

**Comparisons Between Experimental and Predicted FODs**

Figures 4–6 show the comparison between the experimental and predicted orientation components along the flow and through-thickness directions, i.e., $a_{11}$ and $a_{33}$, for each region of interest, respectively. Results are reported in terms of these components since they contain most of the qualitative information about the layered microstructure and, as it was demonstrated by the experimental results, they are more sensitive to flow and geometrical changes. Predicted profiles correspond to the combinations of rotary diffusion models, closure approximations and models parameters listed in

---

**Figure 4** | Experimental and predicted $a_{11}$ and $a_{33}$ profiles at the entrance region (R1).

**Figure 5** | Experimental and predicted $a_{11}$ and $a_{33}$ profiles at the central region (R2).

**Figure 6** | Experimental and predicted $a_{11}$ and $a_{33}$ profiles at the filling completion region (R2).
the a_{11} predicted value is higher than the experimental one with respect to the prediction using ORE and IBOF closures for all the through-thickness profiles. The ORE and IBOF approximations estimate the orientation of the shell layers fairly closely to the experimental one; however, they over-predict the orientation of the core layer. The results provided by these closures are essentially the same, but the computational time consumed by the IBOF closure calculation is approximately half of the ORE closure. Due to its higher accuracy and computational efficiency, the IBOF has been selected as the optimum closure.

Comparison of fiber orientation along the specimen
At the entrance and filling completion regions (Figures 4, 6), it is observed that, using the IBOF closure with the iARD model, there is a reasonably good correlation between the predicted and experimental values of all the principal orientation components. While using the IBOF closure in combination with the FT model, the results of a_{11} correlate well, but a_{22} is under-predicted and a_{33} is over-predicted.

On the other hand, at the central region (Figure 5), although the simulations predict an increase of fluid velocity and an increase of the shear rate caused by the convergent transition, none of the orientation models predict the expected increase of the fiber alignment (a_{11}) that was observed experimentally. This discrepancy is more likely attributable to the estimation error of the remaining components, see Figure 7. As explained in the experimental section, when the wall thickness is narrowed, the fibers tend to align in the MFD; hence, the central region is characterized by a high value of a_{11} and a very low a_{22}. However, simulation results for this region evidence that a_{22} and a_{33} are highly overestimated for both orientation models. So then, considering that the sum of the principal components is equal to 1 (a_{11} + a_{22} + a_{33} = 1), a_{11} is consequently underestimated.

Table 1. The following observations arise from the analysis of the results.

Comparison of fiber orientation in the thickness direction
The Hyb approximation leads to an over-estimation of the orientation in the flow direction. When using the Hyb closure, the a_{11} predicted value is higher than the experimental one with respect to the prediction using ORE and IBOF closures for all the through-thickness profiles. The ORE and IBOF approximations estimate the orientation of the shell layers fairly closely to the experimental one; however, they over-predict the orientation of the core layer. The results provided by these closures are essentially the same, but the computational time consumed by the IBOF closure calculation is approximately half of the ORE closure. Due to its higher accuracy and computational efficiency, the IBOF has been selected as the optimum closure.

Comparison of fiber orientation along the specimen
At the entrance and filling completion regions (Figures 4, 6), it is observed that, using the IBOF closure with the iARD model, there is a reasonably good correlation between the predicted and experimental values of all the principal orientation components. While using the IBOF closure in combination with the FT model, the results of a_{11} correlate well, but a_{22} is under-predicted and a_{33} is over-predicted.

On the other hand, at the central region (Figure 5), although the simulations predict an increase of fluid velocity and an increase of the shear rate caused by the convergent transition, none of the orientation models predict the expected increase of the fiber alignment (a_{11}) that was observed experimentally. This discrepancy is more likely attributable to the estimation error of the remaining components, see Figure 7. As explained in the experimental section, when the wall thickness is narrowed, the fibers tend to align in the MFD; hence, the central region is characterized by a high value of a_{11} and a very low a_{22}. However, simulation results for this region evidence that a_{22} and a_{33} are highly overestimated for both orientation models. So then, considering that the sum of the principal components is equal to 1 (a_{11} + a_{22} + a_{33} = 1), a_{11} is consequently underestimated.

Taking into account the degree of adjustment to the experimental results, it follows that the iARD model in combination with the IBOF closure approximation are the most accurate for the case studied.

ANOVA Analysis
The results of the ANOVA analysis are described in terms of the P(%), i.e., the percentage of contribution of each parameter (varied according to Table 2) and of the error to the variation of the principal components of the orientation tensor. These are: (i) FT model: P(%) over a_{11}, Ci = 10.35%, alpha-RPR = 88.01% and error = 1.64%; P(%) over a_{22}, Ci = 8.27%, alpha-RPR = 91.03% and error = 0.7%; and P(%) over a_{33}, Ci = 12.39%, alpha-RPR = 84.84% and error = 2.77%. (ii) iARD model: P(%) over a_{11}, Ci = 11.8%, Cm = 1.89%, alpha-RPR = 82.88%, and error = 3.42%; P(%) over a_{22}, Ci = 1.3%, Cm = 3.76%, alpha-RPR = 93.11%, and error = 1.84% and P(%) over a_{33}, Ci = 23.02%, Cm = 16.15%, alpha-RPR = 47.88%, and error = 12.95%.

Additionally, Figures 8, 9 show the principal effects and interactions of the same parameters over the component in the MFD. From the P(%) results, it is observed that for both models, the alpha-RPR parameter has the higher impact on the value of a_{11}, a_{22}, and a_{33}. However, in light of the results shown in the figures, it can be noted that this behavior is not valid for all the factors’ levels; an abrupt change in the trend occurs from alpha-RPR = 0.7 due to a stronger interaction of the factors. Below this point, the effect of Ci and Cm can be considered practically independent of each other and of alpha-RPR. While above it, the interaction between the factors become significant and the orientation prediction is dominated by alpha-RPR.

With this in mind, a new ANOVA analysis was performed taking the alpha-RPR parameter up to 0.7, i.e., in the levels range in which the population means are not considerably different. The results are: (i) FT model: P(%) over a_{11}, Ci = 85.44%, alpha-RPR = 13.59%, and error = 0.97%; P(%) over a_{22}, Ci = 79.49%, alpha-RPR = 20.01%, and error = 0.5%, and P(%) over a_{33}, Ci = 88.92%, alpha-RPR = 9.47%, and error = 1.61%. (ii) iARD model: P(%) over a_{11}, Ci = 77.38%, Cm = 15.35%, alpha-RPR = 3.64%, and error = 3.62%; P(%) over a_{22}, Ci = 13.29%, alpha-RPR = 0.7%.
Cm = 44.46%, alpha-RPR = 29.07%, and error = 13.17%; and P(%) over a_{33}, Ci = 52.88%, Cm = 39.85%, alpha-RPR = 0.03%, and error = 7.24%.

It is observed now that: (i) for the FT model, the fiber-fiber interaction coefficient Ci is the one that has the higher effect on all the principal orientation components; (ii) for the iARD model, as Ci is the one with the higher impact on a_{11}, the matrix-fiber interaction coefficient Cm significantly impacts the perpendicular components (a_{22} and a_{33}) and (iii) the error on the estimation of a_{22} and a_{33} is confirmed to be considerable.

Finally, the effect of the factors is summarized as follows: (i) increasing alpha-RPR produces a decrease in a_{11} and an increase in a_{22} and a_{33}. Above alpha-RPR = 0.7 these variations become very pronounced; (ii) increasing Ci produces a decrease in a_{11} and an increase in a_{22} and a_{33}; (iii) increasing Cm produces a decrease in a_{11} and a_{22} and an increase in a_{33}. The amount (%) of these variations will depend upon the level of alpha-RPR considered, being below alpha-RPR = 0.7 those corresponding to the first ANOVA, and above alpha-RPR = 0.7 those corresponding to the second ANOVA.

**Prediction Error Analysis**

Figures 10, 11 show the prediction error of the FT and iARD models, respectively (computed from Equation 23) as functions of the different model parameters. Based on the fact that there are certain deficiencies of the models in predicting the orientation changes that occur due to the specimen geometrical variations, and that the model parameters affected the principal orientation tensor components in a different way, the criterion used to find the optimal parameters set was that of trying to capture the best the global orientation state of the specimen. For this reason, a_{11}, a_{22}, and a_{33} were analyzed by averaging their values across the thickness and the three regions of interest of the specimen. It should be noted that this analysis will not tell much about the precision of each model (best determined by comparison with the experimental profiles), since information from the predictions is lost locally.

Parameter values were chosen to minimize the error of each component without maximizing the error of the others. The optimal sets are as follows: (i) FT model, Ci = 0.005, alpha-RPR = 0.7, and (ii) iARD model, Ci = 0.005, Cm = 0.2, and alpha-RPR = 0.7.

These results show that the alpha-RPR parameter must be chosen carefully, since after a certain value (coincident with that obtained from the ANOVA above which its effect is predominant) it induces a significant error in the predictions. The same is valid for the interaction coefficients (Ci and Cm) regarding the prediction of the components perpendicular to the
flow ($a_{22}$ and $a_{33}$), due to these parameters’ variation strongly influencing their respective prediction errors.

**SUMMARY AND CONCLUSIONS**

This paper evaluates the predictions of the fiber orientation distribution (FOD) of an injected Venturi-shaped specimen. The choice of the specimen was made in order to study a different case from the specimens traditionally used for validation purposes (usually the center gated-disk and the film-gated strip), which in turn presents characteristics common to many injected parts, such as variable thickness, section changes, convergent, and divergent transitions among others. The experimental characterization was performed using the novel micro computed tomography technique.

The experimental results describe the physical phenomenon to be modeled by the simulation. The orientation pattern measured through the CT technique is in accordance with the expectations arisen from previous knowledge and from the patterns measured by the standard method of optical microscopy (the ellipse method). These are broadly: the presence of a shell-core-shell layered structure across the part thickness, with the fibers aligned in the main flow direction in the shell layers and the fibers aligned in the cross flow direction in the layer core. It is also demonstrated that the convergent and divergent transitions that the flow experiences through this specimen and the variations of its thickness induce changes in the fibers’ alignment degree. In this way, in the convergent transition that occurs at the specimen constriction, characterized by an increase in the flow rate caused by the Venturi effect and an increase in the shear rate due to the narrower cavity, there is an increase in orientation in the main flow direction in both the shell and core layers. Whereas, at the divergent transition that occurs after the constriction there is a decrease in orientation in the main flow direction and an increase in orientation perpendicular to flow.

The computational study evaluates the ability of present theories to predict fiber orientation, revealing certain deficiencies in both the orientation models and the second-order orientation tensor closure approximations. Specifically, it is observed that the hybrid (Hyb) closure overestimates the orientation with respect to the experimental orientation and that obtained when using the ORE and IBOF closures. For their part, it is observed that the results obtained from ORE and IBOF closures are closer to the experimental ones, being essentially the same. However, the computational time consumed by the IBOF closure is approximately half that of the ORE. Due to its higher accuracy and computational efficiency, the IBOF
approximation is selected as the optimum. Moreover, at the entrance and filling completion regions of specimen, using the IBOF closure, it is observed that the iARD model fairly estimates the orientation components, while the FT model underestimates the $a_{22}$ component and overestimates the $a_{33}$ component. Then, from the comparison of experimental and predicted profiles it follows that the predictions of the iARD model in combination with the IBOF closure approximation are the most accurate for the case studied.

On the other hand, from the analysis of the predictions corresponding to the central region (thinner gap), a very important result of this work emerges: it is the demonstration that both orientation models fail to predict the increase in orientation that occurs in the specimen constriction. The $a_{11}$ component depends on the flow in the main direction, and simulations effectively predict the increase in the flow velocity and shear rate that should cause the increase of $a_{11}$. Then, this discrepancy may be attributed to the error in estimating the components in the directions perpendicular to the flow rather than to the estimation of $a_{11}$.

The ANOVA technique is used in order to objectively explore and quantify the effect of model parameters on predicting second-order tensor components. In strictly statistical terms, it is possible to demonstrate that after a certain level of the alpha-RPR parameter, the interaction between the different factors becomes significant, and alpha-RPR dominates the orientation prediction regardless the value taken by the rest of the parameters. However, for values below this alpha-RPR level, it is shown that for both the FT and iARD models, the fiber-fiber interaction coefficient ($C_i$) is the one that most influences the component in the main flow direction ($a_{11}$); whereas for the iARD model, the fiber-matrix interaction coefficient ($C_m$) has a significant impact on the prediction of the components perpendicular to the main flow direction ($a_{22}$ and $a_{33}$). The effect of the factors is as follows: (i) increasing alpha-RPR produces a decrease in $a_{11}$ and an increase in $a_{22}$ and $a_{33}$; (ii) increasing $C_i$ produces a decrease in $a_{11}$ and an increase in $a_{22}$ and $a_{33}$; and (iii) increasing $C_m$ produces a decrease in $a_{11}$ and $a_{22}$ and an increase in $a_{33}$. These results suggest that since $C_i$, $C_m$ and alpha-RPR are fitting parameters, which affect the orientation components differently, the adjustment to the experimental results will never be entirely accurate.

Finally, and taking into account the described limitations of the models and the adjustment of their parameters, predictive error analysis is used to find the optimal parameter that better captures the global orientation state of the component. The optimal set for this case, recommended for application in similar cases, is as follows: (i) for the FT model, $C_i = 0.005$, alpha-RPR = 0.7, and (ii) for the iARD model, $C_i = 0.005$, $C_m = 0.2$, and alpha-RPR = 0.7. It can be concluded that it is of fundamental importance to carefully define the models' parameters values (especially alpha-RPR) because their variation is closely related to the prediction error.
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