Dynamical signatures of quasiparticle interactions in quantum spin chains
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We study the transverse dynamical susceptibility of an antiferromagnetic spin–1/2 chain in presence of a longitudinal Zeeman field. In the low magnetization regime in the gapless phase, we show that the marginally irrelevant backscattering interaction between the spinons creates a non-zero gap between two branches of excitations at small momentum. We further demonstrate how this gap varies upon introducing a second neighbor antiferromagnetic interaction, vanishing in the limit of a non-interacting “spinon gas”. In the high magnetization regime, as the Zeeman field approaches the saturation value, we uncover the appearance of two-magnon bound states in the transverse susceptibility. This bound state feature generalizes the one arising from string states in the Bethe ansatz solution of the integrable case. Our results are based on numerically accurate, unbiased matrix-product-state techniques as well as analytic approximations.

PACS numbers:

Introduc- tion- The nearest-neighbor antiferromagnetic spin-1/2 chain [1] serves as a paradigmatic model of strongly correlated systems. In particular, it is an established setting in which the existence of fraction-

tized quasiparticles, deemed spinons, is incontrovertible. Spinons are the elementary excitations for magnetic fields below the critical saturation field, above which the ground state becomes fully polarized. In the saturated regime, the elementary excitations are instead simple (not fractionalized) magnons, or spin waves. A quasipar-

ticle is, by definition, an excitation which, when isolated, propagates freely with minimal decay. However, in general, when multiple quasiparticles are present, they interact, and in a strongly correlated system, they interact strongly. Such interactions are present both for fraction-

tized and ordinary excitations, but impact the physics particularly strongly in the former case, as any local operator creates in this case more than one quasiparticle.

In this manuscript, we focus on dynamical signatures, i.e. features in the frequency-dependent spin correlations, of such quasiparticle interactions, in presence of a magnetic field. Extensive numerical studies [2–7] of the dynamical correlation functions have been carried out in the Heisenberg limit, for which a Bethe ansatz solution exists. Consequently the general structure of the correlations, and their deconstruction in terms of spinons, is already well established. Here, we go beyond the in-

tegable limit, and add to this broad picture a detailed analytical theory of the effects of quasiparticle interac-

tions, in both the low and high magnetic field (magnetization) regimes. Specifically, in the low magnetization case, we employ a continuum field theory in which spinon interactions are parametrized by the marginally irre-

dvant current-current backscattering coupling g. We show that this coupling creates a gap between two branches of excitations at zero momentum, which is equal to gM, where M is the magnetization, thus directly revealing the strength of interactions between spinons. We note that the fermionic field theory used here and the results we obtain for it have a direct parallel to a recent study by two of us on two dimensional spin liquids with a spinon Fermi surface [8]. The results herein thus serve in part as a proof of principle for the two dimensional case, with the major advantage that here the results are vetted by unbiased numerical simulations.

In the regime of large magnetization, the natural quasi-

particles are spin flip magnons (spins anti-aligned with the field), leading to a dominant single branch in the dynamical susceptibility. We show however that two-

magnon bound states appear as an additional higher energy branch due to interaction of the “probe” magnon with those already present in the ground state. The spectral weight of this higher energy branch is thus directly proportional to the strength of interactions, as well as the density of ground state magnons. Previous studies of the Heisenberg chain [2, 3] have indeed identified the Bethe ansatz string solutions to be related to two-magnon bound states in the high magnetization regime. However, here we show that this is not unique to the integrable chain limit, and provide a simple understanding which does not require the specialized Bethe ansatz formalism.

We test these analytical predictions by comparison to computations using numerical matrix-product-state (MPS) techniques [9]. In the small magnetization regime, we tune the spinon interaction g by including a second-

neighbor exchange coupling J2, while in the large magnetization regime, magnon-magnon interactions are tuned by introducing magnetic anisotropy of the XXZ form. In both limits MPS calculations compare excellently with the theoretical predictions as the respective parameters controlling the density of quasiparticles and the strength of interactions between them are varied.

Model – We consider a spin-1/2 chain, with antiferromagnetic nearest-neighbor coupling, J1 > 0, and next-
nearest-neighbor coupling, $J_z$, in longitudinal Zeeman field, $B$. The Hamiltonian of the system is given by

$$H = \sum_i J_i \left( \vec{S}_i \cdot \vec{S}_{i+1} \right)_\eta + J_z \left( \vec{S}_i \cdot \vec{S}_{i+2} \right)_\eta - BS^\dagger_i, \quad (1)$$

where $\vec{S}_i$ is a spin-1/2 operator on site $i$. We allow for anisotropic interactions and denote $\left( \vec{S}_i \cdot \vec{S}_j \right)_\eta = S_x^i S_x^j + S_y^i S_y^j + \eta S_z^i S_z^j$. In the isotropic case, $\eta = 1$, and for $B = 0$, the system undergoes a phase transition at $J_z = J_{z,c} \approx 0.241 J_1$, between a gapless and a dimerized phase [10, 11]. In the following we will consider the regime $J_z < J_{z,c}$ in which the system remains gapless.

We study the transverse susceptibility $\chi^\pm(k, \omega)$ of the dynamical correlations at zero temperature, namely

$$S^+ - (k, \omega) = \int e^{i\omega t} \sum_{j=-\infty}^{\infty} e^{-ikj} \langle \vec{S}_j^+(t) \cdot \vec{S}_0^- \rangle = \sum_m \left| \langle m | \vec{S}_k^- | 0 \rangle \right|^2 \delta(\omega - E_m), \quad (2)$$

where $|0\rangle$ denotes the ground state of the system.

Our numerical calculations are carried out using the ITensor library [12]. To obtain the spectral function (2) we first obtain the ground state of the system using density matrix renormalization group (DMRG) [13]. We then perform time evolution up to times $t_{\text{max}} = 80 J_1^{-1}$ using time evolving block decimation (TEBD) [14]. Our analysis is done on finite systems of length $N = 400$ sites with open boundary conditions (see SM for further details).

**Low magnetization** — In the discussion below we focus on the isotropic case, i.e. $\eta = 1$. The low energy effective description of the $J_1 - J_2$ chain is given by an $SU(2)_1$ Wess-Zumino-Witten conformal field theory. As discussed in Refs. [15-17], this theory has a convenient fermion representation which is faithful and simple for the Hamiltonian and spin currents we study here. We denote the right/left moving fermionic spinons which constitute the low energy theory by $\psi_{R,L,s}$, where $s = \uparrow, \downarrow$ is the spin. The respective spin current is given by $J^\mu_R = \frac{1}{2} \psi_R^\dagger \sigma^\mu \psi_R$, where $\psi_R$ denotes two-component spinor $\psi_R = (\psi_{R\uparrow}, \psi_{R\downarrow})^T$ (and similarly for $\psi_L$). The low energy Hamiltonian is given by $H = H_0 + V$, where $H_0$ corresponds to the non-interacting part

$$H_0 = v \int dx \left[ \psi^\dagger_R (-i \partial_x) \psi_R + \psi^\dagger_L (i \partial_x) \psi_L \right] \quad (3)$$

(here $v$ is the Fermi velocity), and $V$ is the backscattering interaction

$$V = -g \int dx \left[ J^\mu_R J^\mu_L + \frac{1}{2} J^\mu_R J^\mu_R + \frac{1}{2} J^\mu_L J^\mu_L \right]. \quad (4)$$

The Hamiltonian $H_0 + V$ appears as an interacting fermion problem for the spinons, an approach we will follow below. In a standard bosonization framework $g$ gives rise to a non-linear cosine term. In a renormalization group (RG) treatment, $g > 0$ is marginally irrelevant and as a function of its energy argument $E$ flows logarithmically to zero at low energies [15, 18, 19], producing subtle logarithmic modifications to the temperature dependence of thermodynamic quantities such as susceptibility and specific heat [20-24]. The bare value of $g$ depends on $J_2$ and changes sign at the critical value, i.e. $g \sim c(J_{z,c} - J_z)$ with $c > 0$ [11].

As we now show, the consequences of the non-zero $g > 0$ are more dramatic and directly evident in the spectral features in the presence of a Zeeman field. A longitudinal Zeeman field couples to the magnetization $M$, which is the sum of the right and left spin currents

$$H_B = -B \int dx M, \quad M = J_R^z + J_L^z. \quad (5)$$

In the presence of the Zeeman field, RG flow of $g$ toward zero is cut off at $E = B$ [19, 25, 26] and moreover distinguishes the effects of the diagonal and spin flip components of the interactions in Eq. (4). Consequently, we must consider them separately and carefully. First let us take $g = 0$ and introduce the Zeeman field $B$. In the spinon framework, the Zeeman field simply induces a spin splitting of the two spinon bands. The dynamical susceptibility is then

$$\chi^{\pm}(k, \omega) = \frac{M + \chi_0 \omega}{\omega - B - \omega k} \frac{M - \chi_0 \omega}{\omega - B + \omega k} \frac{2M}{\omega - B}. \quad (6)$$

where $\chi_0 = 1/(2\pi v)$ is the non-interacting uniform susceptibility. There are two branches with linear dispersion and constant spectral weight, as shown by the dashed lines in Fig. 1. Note that the form at $k = 0$ is more robust than for $k > 0$, and is in fact exact provided the Hamiltonian in the absence of Zeeman field has $SU(2)$ symmetry. This “Larmor theorem” [19] follows simply from the fact that in this case $[S^\pm_{\text{tot}}, H] = BS^\pm_{\text{tot}}$, where $S^\pm_{\text{tot}} = \sum_i S^\pm_i$.\vspace{0.5cm}

**FIG. 1:** Transverse susceptibility $\chi^\pm(k, \omega)$ obtained in the small $k$, and low magnetization regime. (a) The dispersion $\omega \pm(k)$ is given by the green (brown) solid line for $gM/B = 1/2$ and green (brown) dashed line for $g = 0$. (b) The intensity of the upper (lower) branch $A_\pm$ is the green (brown) solid line for $gM/B = 1/2$ and green (brown) dashed line for $g = 0$.\vspace{0.5cm}
Now consider the interaction $g$. Importantly, response at the energy of the order of the Zeeman energy $B$, see \ref{eq:6}, is determined by $g = g(B) \neq 0$ in \ref{eq:4} which is small and finite. The diagonal $\frac{g}{J_1} J_1^z$ term in Eq. \ref{eq:4} leads for $M > 0$ to a simple increase of the spin splitting of the spinon bands by the energy $\Delta = gM/2$. Consequently, the full spin splitting is $B + \Delta$ and naively the poles in Eq. \ref{eq:6} would be shifted vertically to $B + \Delta \pm \epsilon k$. This clearly violates the Larmor theorem. The contradiction is resolved by including the spin flip part of the interaction $J_R^z J_L^z$ + h.c., which results in the formation of a bound state between the particle and hole (exciton) created by the spin operator $S^+$. The two effects together are captured by a Random Phase Approximation summation of ladder diagrams for the susceptibility, as described in \cite{26}, leading to the result

\begin{equation}
\chi^\pm(k, \omega) = M \left( \frac{A_+(k)}{\omega - \omega_+(k) + i \epsilon} - \frac{A_-(k)}{\omega - \omega_-(k) + i \epsilon} \right),
\end{equation}

\begin{align*}
A_+(k) &= 1 \pm \frac{\hat{v}^2 k^2 - B \Delta}{B \sqrt{\Delta^2 + \hat{v}^2 k^2}},
\omega_+^2(k) &= B + \Delta \pm \sqrt{\Delta^2 + \hat{v}^2 k^2}.
\end{align*}

Here $\hat{v} = v \sqrt{1 - g^2 A_0^2/4}$. This is plotted schematically in Fig. 1. The downward branch $\omega_-(k)$ has finite residue which approaches $2M$ for $k \rightarrow 0$ and $\omega_-(k) \rightarrow B$, satisfying the Larmor theorem. The spectral weight of the upward branch $\omega_+(k)$ vanishes quadratically $A_+(k) \sim \hat{v}^2 k^2$ for $k \rightarrow 0$, when $\omega_+(k) \rightarrow B + 2\Delta$. Both branches scale linearly with $\hat{v} k$ for sufficiently large momenta $\hat{v} k \gg \Delta$.

Within our low-energy approximation the $k = 0$ gap between the two branches is given by $2\Delta = \omega_+^0(0) - \omega_-^0(0) = gM$. Higher order in $g$ and $B$ contributions can modify it.

We now compare our analytical analysis to numerical results, which are consistent with earlier studies of the Heisenberg chain[3, 5–7]. These works observed a finite gap, but did not address its origin and systematics. The dynamical correlations obtained numerically are shown in Fig. 2. Since the spectral weight of the upper branch vanishes at $k = 0$, to obtain the gap $2\Delta$ we extract the dispersion at small momenta (see Fig. 2(b,d)), fitting the two branches to the form expected from Eq. \ref{eq:7}, and extrapolating to $k = 0$. The resulting gap versus magnetization, as $J_2$ is varied, is shown in Fig. 3(a).

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{fig2}
\caption{(a) The splitting at $k = 0$ as function of the magnetization for different values of $J_2$ (b) The backscattering interaction $g$, extracted from $2\Delta$ vs $M$ in (a).}
\end{figure}
sine mode at $\omega = J_1(1 + \cos k)$ as can be seen in Fig. 4(a). In the isotropic case, i.e. for $\eta = 1$, as the field is lowered and the density of spin down particles increases, we observe a splitting of the cosine mode as well as an appearance of a new mode at higher energies $\omega > 2J_1$ (see Fig. 4(b)). To understand this response it is useful to compare to the limit of non-interacting fermions $\eta = 0$. The dynamical correlations obtained in this limit are plotted in Fig. 4(c). It is seen that the low energy response at $\omega < 2J_1$ is not altered significantly. Indeed, as shown in [26], the splitting of the lower mode can be understood in the non-interacting limit as originating from single particle excitations above the Fermi sea [42]. The mode at higher energies however is completely gone for $\eta = 0$, indicating that its presence comes purely from interaction effects. In fact, for the Heisenberg chain, it is known that this mode comes from Bethe ansatz string solutions, which can be identified as two-magnon bound states close to the saturation field [2, 3]. Here we show that it is a generic feature of the interacting magnons which exists beyond the integrable limit.

To examine two-particle bound state solutions we consider a state with two down spins

$$|2_K\rangle = \sum_{m,n} \psi_{m,n} S^-_m S^-_n |FM\rangle, \quad \psi_{m,n} \propto e^{iK(m-n)}f(m-n).$$  

Due to translational invariance the two particle wavefunction $\psi_{m,n}$ can be written as above, with $K$ denoting the center of mass momentum of the pair of magnons. Looking for eigenstates of the Hamiltonian (1) of the form above, leads to an effective Schrödinger equation for $f(m-n)$. Requiring a bound solution for $f$ we can check that such a solution exists for a given $K$ and obtain its energy. For $J_2 = 0$ the dispersion of the bound state can be easily obtained analytically and is given by $\epsilon_2(K, J_2 = 0) = 2B - J_1 \sin^2(K/2)$ [1], while for finite $J_2$ we calculate the dispersion numerically [26].

To understand how the two-magnon bound states are revealed in the transverse correlations, we consider for simplicity the limit of a single down spin in the otherwise polarized ground state of length $N$. This state is a caricature of the many body ground state at a low density of spin flips $n_{sf} = 1/2 - M = 1/N \ll 1$ close to but below the saturation field. Note that since the minimum of the single magnon dispersion is at momentum $\pi$ for $J_1 > 0$ and $J_2/J_1 < 1/4$, the magnon present in the ground state will occupy that momentum. Hence we take $|0\rangle = |1\pi\rangle$ in Eq. (2). Now there is a contribution when $m = \langle 2K \rangle$ in Eq. (2), which, by momentum conservation, gives a matrix element $\langle 2_K | S^-_k | 1\pi \rangle \sim \delta_{K, k + \pi} / N$ [26] (physically the $1/N$ factor appears because the spin flip created by $S^-_k$ has only a small probability to occur near the spin flip already present in the ground state). This implies the appearance of response at energy $\omega = \epsilon_2(K + \pi)$ with an weight proportional to $1/N = 1/2 - M$ [26]. Plotting the expected dispersion due to the two-magnon bound state on top of the dynamical correlations obtained numerically (dashed line in Figs. 4(b,d)) we find an excellent agreement between the two [26].

Note that as opposed to the low-magnetization regime, where the splitting between the modes at $k = 0$ vanishes at $J_2 \rightarrow J_2,c$, in the high-magnetization regime the splitting between the modes remains finite, and from the aforementioned analysis is explicitly determined by the two magnon bound state at $K = \pi$ [27, 28] to be $2\Delta = J_1 - 3J_2 + J_2^2/(J_1 - J_2)$ [26]. This highlights the fact that the nature and the origin of the high energy mode in the low and high magnetization regimes is very different. While in the low-magnetization regime the high energy mode describes a continuum of excitations and the low energy mode is a sharp collective excitation of spinons [8], in the high magnetization regime the situation is reversed: the low energy modes in the response from a continuum of psion excitations [29] while the high energy mode is a sharp two-magnon bound state.

Discussion– Our study is complementary to a prior body of work on spectral functions of one dimensional systems beyond conventional Luttinger liquid theory [30, 31], which discussed Heisenberg and related chains but focused on zero magnetic field. Other studies in small non-zero magnetic fields were motivated in part by electron spin resonance. The pioneering work of Oshikawa
and Affleck noted the irrelevance of backscattering at zero field, and argued that the Larmor theorem shows that it has negligible effect in small fields [19]. A later study by Karimi and Affleck [32] included non-linear terms in the fermion dispersion, as well as the effect of the longitudinal part of the backscattering interaction, but not the transverse interactions; hence this misses the formation of the bound state at $k \to 0$.

We are optimistic that these results might be observed in experiment. Indeed there are a number of recent studies that observed spectral features interpreted as Bethe string states via high-resolution terahertz spectroscopy [33] and inelastic neutron scattering [34]. Earlier neutron scattering studies in non-zero magnetic field [35, 36] also contain hints of the interaction signatures discussed here. In an ultra-cold atomic realization of a Heisenberg chain, bound states have been observed by quite different real time protocols [37, 38]. The implications of our results for the spectral features at partial polarization to such real time experiments is an interesting direction for future studies.
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Supplementary Material

I. ADDITIONAL NUMERICAL RESULTS

Numerical calculations are performed on a finite chain of length \( N = 400 \) sites with open boundary conditions. Denoting the ground state by \(|0\rangle\), the real-time correlation function can be written as

\[
|0\rangle S_j^+(t) S_0^- (0) |0\rangle = e^{iE_0 t} |0\rangle S_j^+ e^{-iHt} S_0^- |0\rangle ,
\]

where \( E_0 \) is the ground state energy, and the site index 0 refers to the site in the middle of the chain. The real-time correlation function can be obtained by time evolving the state \(|1\rangle \equiv S_0^+ |0\rangle \) and calculating the respective overlap. We perform the time evolution using TEBD, employing a 4th order Suzuki-Trotter decomposition with a time step of \( dt = 0.005J_1^{-1} \). In presence of a finite \( J_2 \) pairs of spin-1/2 sites are grouped into supersites, and a standard TEBD algorithm is used for the supersites. Setting the maximal MPS bond dimension to \( M = 200 \), we find that the maximal truncated weight \( \epsilon_{tr} \) in our simulations remains below \( \sim 10^{-7} \) in the low-magnetization regime and below \( \sim 10^{-8} \) in the high-magnetization regime with \( M \geq 0.4 \). Performing the time evolution up to times \( t_{\text{max}} = 80J_1^{-1} \), we verify that the correlations grow to a finite value only in the bulk of the system and the excitations do not reach the boundary. Due to the even number of sites in the chain we perform symmetrization of the correlations with respect to the site \( j = 0 \). To further improve the frequency resolution, we use linear prediction [41]. To this end, we first perform the spatial Fourier transform of the spin-spin correlation function, and use linear prediction to extrapolate the correlation functions in momentum space up to times \( 2t_{\text{max}} \). We then apply a Gaussian windowing function \( \exp[-t^2/(0.75t_{\text{max}})^2] \), and finally perform the time Fourier transform to obtain \( S^{+-}(k, \omega) \).

In the main text we show the transverse dynamical correlations obtained for \( J_2 = 0 \) and \( J_2/J_1 = 0.24 \), i.e. close to the critical value, for a single value of the longitudinal Zeeman field \( B \) in the low-magnetization regime, and for a single magnetization \( M \) in the high-magnetization regime. Here, in Figs. S1 and S2 we present additional results as the values of \( J_2 \) and \( B \) or \( M \) are varied. In addition, in Fig. S3 we show the magnetization of the chain as function of the field for different values of \( J_2/J_1 \).

![Fig. S1: Dynamical correlations \( S^{+-}(k, \omega) \) obtained numerically as the coupling \( J_2 \) and Zeeman field \( B \) are varied for an isotropic chain with \( \eta = 1 \). The red dashed line indicates a fit to the analytic expression in Eq. (7) of the main text valid in the vicinity of \( k = 0 \) in the low magnetization regime.](image-url)
FIG. S2: Dynamical correlations $S^{+-}(k, \omega)$ obtained numerically as the coupling $J_2$ and the magnetization $M$ are varied for an isotropic chain with $\eta = 1$. The red dashed line plotted on top of the plots obtained for $M = 0.45$ corresponds to the two-magnon bound state dispersion $\epsilon_2(k + \pi)$ (see main text). The cyan dashed line plotted on top of the plots obtained for $M = 0.48$ corresponds to the single magnon dispersion $\epsilon_1(k) = J_1[\cos(k) - \eta] + J_2[\cos(2k) - \eta] + B$.

FIG. S3: Magnetization of the chain as function of the Zeeman field for an isotropic chain with $\eta = 1$ for different values of $J_2/J_1$. 

II. DYNAMIC SUSCEPTIBILITY IN THE LOW MAGNETIZATION REGIME

Heisenberg chain is described by spin-1/2 Dirac fermions $\psi_{R,s}, \psi_{L,s}$ subject to backscattering interaction $V = -g \int dx J_R \cdot J_L$. Here the right spin current $J_R = \frac{1}{2} \psi_R^\dagger \sigma \psi_R$ and similarly for the left current. The notation is that $\psi_R$ without spin subindex $s$ denotes two-component spinor $\psi_R = (\psi_{R\uparrow}, \psi_{R\downarrow})^T$. The full Hamiltonian is $H = H_0 + H_B + V$ where the free part $H_0$ describes fermion kinetic energy and $H_B$ describes Zeeman interaction with the magnetic field $B$

$$H_0 + H_B = v \int dx \left( \psi_R^\dagger (-i\partial_x) \psi_R + \psi_L^\dagger (i\partial_x) \psi_L \right) - B(J_R^z + J_L^z)$$

(S2)

Note that magnetization operator $\hat{M} = J_R^z + J_L^z$ is just the sum of the right and left spin currents. Its expectation value is magnetization itself, $M = \langle J_R^z + J_L^z \rangle$.

The backscattering interaction is broken into transverse and longitudinal parts, $V = V_1 + V_2$, where

$$V_1 = -\frac{g}{2} \int dx \left( J_R^z J_L^- + J_R^- J_L^z \right) = -\frac{g}{2} \int dx \left( \psi_{R\uparrow}^\dagger \psi_{R\downarrow} \psi_{L\downarrow}^\dagger \psi_{L\uparrow} + \psi_{R\downarrow}^\dagger \psi_{R\uparrow} \psi_{L\uparrow}^\dagger \psi_{L\downarrow} \right)$$

(S3)

and

$$V_2 = -g \int dx J_R^z J_L^z = -\frac{g}{4} \sum_{s,s'} ss' \int dx \psi_{R,s}^\dagger \psi_{R,s'}^\dagger \psi_{L,s'} \psi_{L,s}.$$  

(S4)

As is well-known, backscattering interaction constant $g$ flows under RG transformation as

$$g(\ell) = \frac{g(0)}{1 + g(0)\ell}$$

(S5)

where $g(0)$ is its initial value at the lattice scale and $\ell = \ln(J/E)$ is the logarithmic RG scale, where $J \approx J_1$ is the high-energy (lattice scale cut-off) and $E$ is the running energy. Without the magnetic field, $g(\ell) \to 1/\ell$ vanishes as energy goes to zero, $E \to 0$. In the presence of the field, however, this marginally irrelevant flow is terminated at $E = B$, at which the transverse backscattering $V_1$ effectively averages to 0 and the RG flow stops [18]. For energy below this critical value, the coefficient of $V_2$ term is given by the finite constant $g_\perp \approx g(\ell_b)$, with $\ell_b = \ln(J/B)$, while that of the transverse term $V_1$ turns to zero, $g_\parallel = 0$. Importantly, at $E = B$ both coupling constants are finite and given by $g = g(\ell_b)$ [18]. This is the essence the Kosterlitz-Thouless RG flow for the spin-1/2 chain in magnetic field, see Fig.6 in [18] and discussion therein. It is this finite and constant $g = g(\ell_b)$ that shows up in our calculation, simply because we are studying dynamic response of the spin chain at the Zeeman energy $B$, and not at $E \approx 0$ as is often done when one considers the response at the lowest possible energy.

The longitudinal interaction produces “exchange field” $gM/2$ as can be easily seen with the help of a standard mean-field approximation

$$V_2 = -g \int dx J_R^z J_L^z \approx -g \int dx \left( \langle J_R^z \rangle J_L^z + \langle J_L^z \rangle J_R^z \right) = -\frac{1}{2} g M \int dx \left( J_R^z + J_L^z \right)$$

(S6)

where we used the fact that magnetization $M$ is symmetrically split between the right- and left-movers, $\langle J_R^z \rangle = \langle J_L^z \rangle = M/2$. Therefore the total field experienced by spinons is $B_{tot} = B + gM/2$. Magnetization $M$ is the response to $B_{tot}$, so that

$$M = \chi_0 B_{tot} = \chi_0 (B + \frac{1}{2} gM),$$

(S7)

where $\chi_0 = 1/(2\pi v)$ is the susceptibility of non-interacting gas of spinons. The static susceptibility $\chi$ of interacting spinons then follows as

$$M = \frac{\chi_0}{1 - \frac{1}{2} g \chi_0} B = \chi B.$$  

(S8)

For positive $g > 0$ $\chi$ is enhanced by interactions relative to $\chi_0$ and is generic feature of interacting fermions, i.e. of the Fermi-liquid.

The same result for the “exchange” addition to $B$ can be obtained diagrammatically, by considering tadpole self-energy diagram produced by $V_2$ to the fermion Green’s function of right/left-movers with spin projection $s$. Calculating
the transverse spin susceptibility as a convolution of the spin-up and spin-down Green’s functions one finds that the external field is modified by the exchange correction, \( B \to B + gM/2 \). See [8] for similar considerations in two spatial dimensions.

We now focus on the uniform part of the transverse spin susceptibility \( \chi^\pm(k, \omega) \), with \( k \approx 0 \). This is given by the Fourier transform of the retarded Green’s function of the spin currents, \( \chi^\pm_{\text{ret}}(x, t) = -i\Theta(t)\langle [J^\pm_R(x, t) + J^\pm_L(x, t), J^\mp_R(0) + J^\mp_L(0)] \rangle \). To find this object, we turn to the Matsubara Green’s function

\[
G_{\mu\nu}(x, \tau) = -\langle \hat{T}_\tau J^\mu_R(x, \tau) J^\nu_L(0, 0) \rangle
\]  

(S9)

where indices \( \mu, \nu \in (R, L) \) denote right and left spin currents. Angular brackets denote average with respect to the action for interacting spinons \( S = S_0 + S_{\text{int}} \), where we take \( S_0 \) to represent action of the free right- and left-moving fermions subject to the total magnetic field \( B_{\text{tot}} = B + gM/2 \). The interaction part \( S_{\text{int}} = -\int dt V_1 \) describes backscattering interaction between transverse components of spin currents of the opposite chirality. It is easy to see that in the non-interacting theory (one without \( V_1 \)) there are no correlations between the right and left spin currents, \( G^0_{RL}(x, \tau) = G^0_{LR}(x, \tau) = 0 \). However finite \( H_{\text{int}} \) produces finite \( G_{RL} \) and \( G_{LR} \).

To calculate it, we employ an RPA approximation. It is most compact to express this in a path integral formulation. As we are interested only in correlations of the currents, we can formulate a bosonic path integral by introducing composite variables via a functional delta function. The weight \( W \), where

\[
W[J^\mu_R, J^\mu_L] = \int D[\psi_{R/L}] e^{S_0 + S_{\text{int}} \delta[J^\mu_R - \bar{\psi}_R \frac{\sigma^\mu}{2} \psi_R] \delta[J^\mu_L - \bar{\psi}_L \frac{\sigma^\mu}{2} \psi_L]},
\]  

(S10)

by construction is a functional of the bosonic fields \( J^\mu_R, J^\mu_L \) which reproduces the correlation functions of the corresponding currents defined in the fermionic theory, if used as a statistical weight in the path integral. It is convenient to define a generating function

\[
Z[Q^+, Q^-] = \int D[J^\mu_R, J^\mu_L] e^{\int_{\tau} d\tau dx [Q^+(J^+_{R}+J^+_{L})+Q^-(J^{-}_{R}+J^{-}_{L})]}.
\]  

(S11)

Here \( Q^\pm \) are infinitesimal c-number boson fields which allow us to obtain the desired correlations, specifically

\[
G = -\langle \hat{T}_\tau (J^+_{R}+J^+_{L})x, \tau (J^{-}_{R}+J^{-}_{L})_{0, 0} \rangle = -\left. \frac{\delta^2 \ln Z}{\delta Q^+(0, 0) \delta Q^-(x, \tau)} \right|_{Q^\pm=0}.
\]  

(S12)

Now because of the functional delta function in the definition in Eq. (S10), one can express the interaction term directly in terms of the bosonic fields, so that

\[
W[J^\mu_R, J^\mu_L] = e^{\frac{g}{2} \int_{\tau} d\tau dx (J^+_{R} J^+_{L} + J^{-}_{R} J^{-}_{L})} \int D[\psi_{R/L}] e^{S_0 + \delta[J^\mu_R - \bar{\psi}_R \frac{\sigma^\mu}{2} \psi_R] \delta[J^\mu_L - \bar{\psi}_L \frac{\sigma^\mu}{2} \psi_L]}.
\]  

(S13)

The Grassman integral remaining here is the statistical weight defined for the non-interacting fermion WZW theory. Because the currents as operators are quadratic in the fermions, this is not a Gaussian functional, but the RPA approximation consists in regarding it as one. That is, we take the Grassman integral to be approximated as the exponential of a quadratic form in the currents. The coefficients are determined by requiring that, for the free theory, this quadratic form reproduces the known current-current correlators of the WZW theory. Henceforth we drop terms involving \( J^\pm_{R/L} \) because these are not needed in the calculation. One then has

\[
W[J^\mu_R, J^\mu_L] = e^{S_{\text{eff}}[J^\mu_R, J^\mu_L]},
\]  

(S14)

where

\[
S_{\text{eff}} = \int \frac{dk}{2\pi} \int \frac{d\omega}{2\pi} \left[ (G^0_{RR})^{-1} J^+_{R} J^+_{R} + (G^0_{LL})^{-1} J^+_{L} J^+_{L} + \frac{g}{2} (J^+_{R} J^-_{R} + J^-_{R} J^+_{L} + J^+_{L} J^-_{L}) \right].
\]  

(S15)

From this point on it is convenient to work in Fourier space because the Green’s functions are diagonal. Now we seek from Eq. (S11)

\[
Z[Q^+, Q^-] = \int D[J^\mu_R, J^\mu_L] e^{\hat{S}_{\text{eff}}[J, Q]},
\]  

(S16)
where
\[ S_{\text{eff}} = \int \frac{dk \, d\omega_n}{2\pi} \left[ J^+ \cdot M \cdot J^- + Q^+ J^+ \cdot \left( \frac{1}{1} + Q^- J^+ \cdot (1 \ 1) \right) \right], \] \hspace{1cm} (S17)

where we introduced \( J^+ = (J_R^+ \ J_L^+) \) and \( J^- = \begin{pmatrix} J_R^- \\ J_L^- \end{pmatrix} \), and the matrix
\[ M = \begin{pmatrix} (G_{RR}^0)^{-1} & \frac{g}{2} \\ \frac{g}{2} & (G_{LL}^0)^{-1} \end{pmatrix}. \] \hspace{1cm} (S18)

The \( Q \) dependence is extracted as usual by completing the square,
\[ J^+ \rightarrow J^+ - Q^+ (1 \ 1) \cdot M^{-1}, \quad J^- \rightarrow J^- - Q^- M^{-1} \cdot \left( \frac{1}{1} \right). \] \hspace{1cm} (S19)

This gives
\[ Z[Q^+, Q^-] = Z_0 \exp \left[ -\int \frac{dk \, d\omega_n}{2\pi} Q^+ Q^- (1 \ 1) \cdot M^{-1} \cdot \left( \frac{1}{1} \right) \right], \] \hspace{1cm} (S20)

where \( Z_0 \) is independent of \( Q^\pm \). Using Eq. (S12), and computing the matrix element of \( M^{-1} \) in Eq. (S20), we obtain finally
\[ G(k, \omega_n) = \frac{G_{RR}^0(k, \omega_n) + G_{LL}^0(k, \omega_n) - gG_{RR}^0(k, \omega_n)G_{LL}^0(k, \omega_n)}{1 - g^2 G_{RR}^0(k, \omega_n)G_{LL}^0(k, \omega_n)}. \] \hspace{1cm} (S21)

This result is easy to understand diagrammatically. Indeed, it is written in terms of the interaction vertex \( g \) and bare Green’s functions \( G_{RR/LL}^0 \), which we represent graphically as
\[ G_{RR}^0(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix}, \quad G_{LL}^0(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix}, \quad \frac{g}{2} = \circ \] \hspace{1cm} (S22)

The total response (S12) is given by the sum of the renormalized Green’s functions \( G_{RR}, G_{LL}, G_{RL} \) and \( G_{LR} \). Each of these is given by a simple RPA-type diagram series
\[ G_{RL}(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix}, \quad G_{LR}(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix}, \quad G_{RR}(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix}, \quad G_{LL}(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix} \] \hspace{1cm} (S23)

It is also easy to see that the obtained equations are of Dyson type. For example, denoting the renormalized Green’s function \( G_{LL} \) by a thick blue line we can re-write the last equation above as
\[ G_{LL}(k, i\omega_n) = \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix} + \begin{pmatrix} \bullet & \bullet \\ \bullet & \bullet \end{pmatrix} \] \hspace{1cm} (S24)

This, of course, is easy to solve
\[ G_{LL}(k, i\omega_n) = \frac{G_{LL}^0(k, \omega_n)}{1 - g^2 G_{RR}^0(k, \omega_n)G_{LL}^0(k, \omega_n)}. \] \hspace{1cm} (S25)

Other renormalized Green’s functions can be found similarly.

Next, we analytically continue (S21) to real frequencies, \( \omega_n \rightarrow \omega + i0 \), and turn it into the expression for retarded transverse susceptibility: \( G_{RR/LL}^0(k, \omega + i0) = \chi_{0,RR/LL}^\pm(k, \omega) \) and \( G(k, \omega + i0) = \chi^\pm(k, \omega) \). The non-interacting susceptibility is given by
\[ \chi_{0,RR}^\pm(k, \omega) = \frac{1}{N} \sum_{k_1} \frac{\langle \psi_{R+1}^{\dagger} k_1 + k \psi_{R+1}^{\dagger} k_1 + k - \psi_{R+1}^{\dagger} k_1 \psi_{R+1}^{\dagger} k_1 \rangle}{\omega + vk - B - \frac{1}{2} g M + i0}, \]
\[ \chi_{0,LL}^\pm(k, \omega) = \frac{1}{N} \sum_{k_1} \frac{\langle \psi_{L+1}^{\dagger} k_1 + k \psi_{L+1}^{\dagger} k_1 + k - \psi_{L+1}^{\dagger} k_1 \psi_{L+1}^{\dagger} k_1 \rangle}{\omega - vk - B - \frac{1}{2} g M + i0}. \] \hspace{1cm} (S27)
Observing that the denominator does not depend on the summation momentum \( k_1 \), we evaluate the numerator at zero temperature as

\[
\frac{1}{N} \sum_p (\psi_{R,F,p}^\dagger \phi^0_{R,F,p} + \psi_{R,F,p}^0 \psi_{R,F,p}^\dagger) = \int_{-\infty}^{k_{R,F,+}} \frac{dp}{2\pi} - \int_{-\infty}^{k_{R,F,-}} \frac{dp}{2\pi} = \frac{k_{R,F,+} - k_{R,F,-}}{2\pi} = \frac{B + gM/2 - \nu k}{2\pi \nu},
\]

where we used that dispersion of spin-\( s \) right movers is \( \epsilon_{R,s}(p) = \nu p - s(B/2 + gM/4) \), so that \( k_{R,F,s} = sB_{\text{tot}}/(2\nu) \) and \( k_{R,F,+} - k_{R,F,-} = B_{\text{tot}}/\nu = (B + gM/2)/\nu \), and used (S7). This leads to

\[
\chi_0^\pm(k,\omega) = \frac{M - \chi_0 \nu k}{\omega + \nu k - B - \frac{1}{2}gM + i0}, \quad \chi_{0,LL}^\pm(k,\omega) = \frac{M + \chi_0 \nu k}{\omega - \nu k - B - \frac{1}{2}gM + i0}.
\] (S29)

This result can be checked by considering the limit of vanishing magnetic filed \( B \to 0 \), where we recover the expected result for the uniform susceptibility of non-interacting spinon gas [17]

\[
\chi_0^\pm(k,\omega) = \chi_{0,RR}^\pm(k,\omega) + \chi_{0,LL}^\pm(k,\omega) = 2\chi_0 \frac{\nu^2 k^2}{\omega^2 - \nu^2 k^2}.
\] (S30)

Straightforward algebra gives

\[
\chi^\pm(k,\omega) = \frac{M(\omega - B - gM) + \chi_0(1 + g\chi_0/2)\nu k^2}{\sqrt{\nu^2 k^2 + \nu^2 M^2/4}} \left( \frac{1}{\omega - \omega_+(k)} - \frac{1}{\omega - \omega_-(k)} \right)
\] (S31)

where we introduced renormalized velocity

\[
\tilde{\nu} = \nu \sqrt{1 - g^2 \chi_0^2/4}.
\] (S32)

Next we use (S8) to write \( \chi_0(1 + g\chi_0/2)\nu^2 = \chi \tilde{\nu}^2 \) and observe that

\[
\frac{\omega}{\omega - \omega_+(k)} - \frac{\omega}{\omega - \omega_-(k)} = \frac{\omega_+(k)}{\omega - \omega_+(k)} - \frac{\omega_-(k)}{\omega - \omega_-(k)}.
\] (S33)

Denoting \( \Delta = gM/2 \) and simplifying (S31) can be brought into the final form, Eq.(7), quoted in the main text

\[
\chi^\pm(k,\omega) = M \left( \frac{A_+(k)}{\omega - \omega_+(k)} + \frac{A_-(k)}{\omega - \omega_-(k)} \right),
\] (S34)

\[
A_+(k) = 1 \pm \frac{\tilde{\nu}^2 k^2 - \nu^2 k^2}{B\sqrt{\Delta^2 + \tilde{\nu}^2 k^2}}
\]
\[
A_-(k) = B + \Delta \pm \sqrt{\Delta^2 + \tilde{\nu}^2 k^2}.
\] (S35)

Note the crucial feature of \( k^2 \) scaling of the residue \( A_+(k) \) of the upward branch \( \omega_+(k) \) for \( k \to 0 \). More generally, we find

\[
A_+(k) \approx 1 \mp \left( 1 - \frac{(B + 2\Delta)\tilde{\nu}^2 k^2}{2B\Delta^2} \right)
\] (S36)

in the \( k \to 0 \) limit. Another nice feature (S34) shows up in the vicinity of the momentum \( k_1 \) at which the downward branch \( \omega_- \) touches zero, \( \omega_-(k_1) = 0 \). It is easy to find that for \( k \approx k_1 \)

\[
A_-(k) \approx \left( \frac{B + 2\Delta}{B + \Delta} \right)^2 \left( 1 - \frac{k}{k_1} \right),
\] (S37)

so that the residue of \( \omega_- \) branch vanishes linearly near the touching point. Note that \( k \leq k_1 \) and \( A_- \) remains positive for all \( k \in (0, k_1) \). Note that this branch does not extend beyond \( k_1 \). Eq.(S37) too is in an excellent agreement with our numerical data, see Figure 2(a,c) for which \( k_1 \approx \pi/4 \).
III. TWO-MAGNON BOUND STATES AND SPIN DYNAMICS IN THE HIGH MAGNETIZATION REGIME

A. Bound states

We consider the isotropic case, \( \eta = 1 \). The Hamiltonian is

\[
H = \frac{1}{2} \sum_{\ell = \pm 1, \pm 2} J_\ell \sum_n \vec{S}_n \cdot \vec{S}_{n+\ell} - B \sum_n S^z_n
\]  

(S38)

The ground state \(|0\rangle\), of energy \( E_0 \), is fully polarized for strong enough \( B \).

Let \(|1k\rangle = \sum_m e^{ikm} \vec{S}^-_m |0\rangle\) be the 1-magnon state with momentum \( k \). It satisfies \( H|1k\rangle = E_1(k)|1k\rangle \) which can be re-written as

\[
(E_1(k) - E_0)|1k\rangle = \sum_m e^{ikm} [H, \vec{S}^-_m]|0\rangle.
\]  

(S39)

Carrying out the commutator and projecting onto \(|0\rangle\) we of course obtain single magnon dispersion \( \epsilon_1(k) = E_1(k) - E_0 = J_1 (\cos k - 1) + J_2 (\cos 2k - 1) + B \). It is easy to check that for \( 0 < J_2 \leq J_1/4 \) its minimum is at \( k = \pi \), and \( \epsilon_1(\pi) = B - 2J_1 \), independent of \( J_2 \).

The 2-magnon state is constructed as \(|2\rangle = \sum_{i,j} \psi_{ij} \vec{S}^-_i \vec{S}^-_j |0\rangle\), and its Schrödinger equation reads

\[
(E_2 - E_0)|2\rangle = \sum_{ij} \psi_{ij} [H, \vec{S}^-_i \vec{S}^-_j]|0\rangle.
\]  

(S40)

Long algebra gives, using \( S^z_m|0\rangle = \frac{1}{2} |0\rangle \),

\[
(E_2 - E_0 - 2B) \sum_{i,j} \psi_{ij} \vec{S}^-_i \vec{S}^-_j|0\rangle = \frac{1}{2} \sum_{\ell} J_\ell \sum_{ij} \psi_{ij} \left( -2 \vec{S}^-_i \vec{S}^-_j + \vec{S}^-_i \vec{S}^-_j (\delta_{i+\ell,j} + \delta_{j+\ell,i}) + \vec{S}^-_{i+\ell} \vec{S}^-_{j+\ell} - 2 \delta_{i,j} \vec{S}^-_{i+\ell} \vec{S}^-_{j+\ell} - \vec{S}^-_{i+\ell} \vec{S}^-_{j+\ell} \right) |0\rangle.
\]  

(S41)

Next, act on both sides of this with \( \langle 0| \vec{S}^+_n \vec{S}^+_m \). The LHS reduces to \( 2(1 - \delta_{n,m}) \psi_{nm} \). The RHS reads

\[
-4(J_1 + J_2) \psi_{nm} + 2J_{n-m} \psi_{nm} + \frac{1}{2} \sum_{\ell} J_\ell \left( \psi_{n,m-\ell} + \psi_{n,m+\ell} + \psi_{n-\ell,m} + \psi_{n+\ell,m} \right) - \sum_{\ell} J_\ell (\psi_{nm,0} \delta_{n,m+\ell} + \psi_{nm,\ell} \delta_{n,m+\ell}).
\]  

(S42)

Note that by construction \( \psi_{n,m} = \psi_{m,n} \) and that \( \psi_{m,m} \) is not defined – the wave function \(|2\rangle\) simply does not contain the \( i = j \) term since \( (\vec{S}^-_i)^2 = 0 \).

Now introduce the conserved momentum \( K \) of the pair and the relative momentum \( q \) via

\[
\psi_{n,m} = Ae^{iK(n+m)/2} F(n-m) = Ae^{iK(n+m)/2} \sum_q e^{iq(n-m)} f(q).
\]  

(S43)

Substitute (S43) into (S42) and obtain difference equation for \( F(n) = F(|n|) \). Doing so it is convenient to exclude zero relative distance when both spin flips take place at the same site. For \( s = 1/2 \) such a term is not present in the wave function \(|2\rangle\). We therefore require \( F(0) = 0 \).

We then obtain

\[
(E_2 - E_0 - 2h + 2(J_1 + J_2)) F(n-m) = \sum_{\ell=1,2} J_\ell \cos[K\ell/2] (F(n-m+\ell) + F(n-m-\ell)) + \nu_{n-m} F(n-m).
\]  

(S44)

The prime on the sum here means summation over the positive \( \ell = 1, 2 \) only.
In the case of \( J_1 - J_2 \) chain this equation holds for \( n - m \geq 3 \), while for smaller relative distance (namely, 1 and 2) one needs to modify the equation and exclude \( F(0) \) terms that appear there. Then, denoting \( F(n) = F_n \) and \( \epsilon = E_2 - E_0 - 2B + 2(J_1 + J_2) \), we obtain

\[
(\epsilon - J_1)F_1 = \xi_1 F_2 + \xi_2 (F_3 + F_1), \\
(\epsilon - J_2)F_2 = \xi_1 (F_3 + F_1) + \xi_2 F_4,
\]

for \( n - m = 1 \) \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} (S45) \hspace{1cm} \hspace{1cm} \hspace{1cm} (S46)

\[
\epsilon F_n = \xi_1 (F_{n+1} + F_{n-1}) + \xi_2 (F_{n+2} + F_{n-2}),
\]

for \( n \geq 3 \). \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} (S47)

Here \( \xi_1 = J_1 \cos[K/2] \) and \( \xi_2 = J_2 \cos[K] \).

Now we turn the last equation into the transfer matrix form by writing

\[
F_{n+2} = F_{n-2} + \frac{\epsilon}{\xi_2} F_n - \frac{\xi_1}{\xi_2} (F_{n+1} + F_{n-1}).
\]

Even better, form a column vector of length 4 and then

\[
\begin{pmatrix}
F_{n+2} \\
F_{n+1} \\
F_n \\
F_{n-1}
\end{pmatrix} = \begin{pmatrix}
-\frac{\xi_1}{\xi_2} & \frac{\epsilon}{\xi_2} & -\frac{\xi_1}{\xi_2} & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix} \begin{pmatrix}
F_{n+1} \\
F_n \\
F_{n-1} \\
F_{n-2}
\end{pmatrix} = M \begin{pmatrix}
F_{n+1} \\
F_n \\
F_{n-1} \\
F_{n-2}
\end{pmatrix}
\]

Even better, form a column vector of length 4 and then

\[
M \begin{pmatrix}
f_1 \\
f_3 \\
f_2 \\
f_1
\end{pmatrix} = \lambda \begin{pmatrix}
f_4 \\
f_3 \\
f_2 \\
f_1
\end{pmatrix}
\]

and realizing that it gives \( f_2 = \lambda f_1, f_3 = \lambda f_2 = \lambda^2 f_1, f_4 = \lambda f_3 = \lambda^3 f_1 \) so that the top most line of the eigenvalue problem turns into equation for the eigenvalue

\[
\lambda^4 + 1 + \frac{\xi_1}{\xi_2} \lambda^2 (\lambda + \frac{1}{\lambda}) - \frac{\epsilon}{\xi_2} \lambda^2 = 0
\]

Dividing by \( \lambda^2 \) one easily derives quadratic equation for \( y = \lambda + \frac{1}{\lambda} \). In terms of \( y \) the actual eigenvalue is given by \( \lambda = (y \pm \sqrt{y^2 - 4})/2 \), where the relative sign is to be chosen so that to describe the localized solution for which \( |\lambda| < 1 \). The (un-normalized) eigenvector corresponding to the eigenvalue \( \lambda \) is simply

\[
\psi = \begin{pmatrix}
\psi_1 \\
\psi_2 \\
\psi_3 \\
\psi_4
\end{pmatrix} = \begin{pmatrix}
\lambda^3 \\
\lambda^2 \\
\lambda \\
1
\end{pmatrix}
\]

In our case there are two eigenvalues, \( \lambda_1 = e^{-\kappa_1} \) and \( \lambda_2 = e^{-\kappa_2} \). Hence the solution of the transfer matrix problem, for \( n \geq 1 \) is given by

\[
\begin{pmatrix}
F_{n+4} \\
F_{n+3} \\
F_{n+2} \\
F_{n+1}
\end{pmatrix} = a_1 e^{-\kappa_1 n} \psi_1 + a_2 e^{-\kappa_2 n} \psi_2
\]

where \( \psi_{1,2} \) are eigenvectors corresponding to \( \lambda_{1,2} \).

The initial vector \( (F_4, F_3, F_2, F_1)^T \) is determined by “irregular” equations (S45) and (S46). These can be brought into a matrix form too

\[
\begin{pmatrix}
(\epsilon - J_1 - \xi_2) \psi_{11} - \xi_1 \psi_{12} - \xi_2 \psi_{13}; \\
(\epsilon - J_1 - \xi_2) \psi_{21} - \xi_1 \psi_{22} - \xi_2 \psi_{23}; \\
(\epsilon - J_2) \psi_{12} - \xi_1 (\psi_{13} + \psi_{11}); \\
(\epsilon - J_2) \psi_{22} - \xi_1 (\psi_{23} + \psi_{21}) - \xi_2 \psi_{24}
\end{pmatrix} \begin{pmatrix}
a_1 \\
a_2
\end{pmatrix} = 0
\]

The above equation requires that determinant of the \( 2 \times 2 \) matrix is zero. This gives implicit equation on the energy of the bound state \( \epsilon \). The components \( \psi_{n=1,2; j=4,3,2,1} \) of the eigenvectors are given, via equation (S52), by the powers of the corresponding eigenvalue \( \lambda_n \). This equation can in general be solved numerically. Below it is applied to two important cases which are easy to treat analytically.
1. Nearest neighbor chain: $J_2 = 0$.

We set $\xi = J_1 \cos[K/2]$ and obtain

$$\langle \epsilon - J_1 \rangle F_1 = \xi F_2, \epsilon F_2 = \xi (F_1 + F_3), \epsilon F_3 = \xi (F_2 + F_4), \ldots$$  \hspace{1cm} (S55)

Let $F_n = F_1 e^{-\gamma(n-1)}$ for $n \geq 2$ and obtain

$$\epsilon - J_1 = \xi e^{-\gamma}, \epsilon = \xi (e^{-\gamma} + e^\gamma).$$  \hspace{1cm} (S56)

Therefore $e^{-\gamma} = \xi/J_1 = \cos[K/2]$ and $\epsilon = E_2 - E_0 - 2B + 2J_1 = J_1 (1 + \cos^2[K/2])$. The 2-magnon bound state with momentum $K$ has dispersion

$$\epsilon_2(K) = 2B - J_1 \sin^2[K/2].$$  \hspace{1cm} (S57)

Apparently this result is due to Bethe [1].

We can also normalize the bound state wavefunction by requiring $\langle 2|2 \rangle = 1$, which gives

$$\sum_{i,j} \sum_{n,m} \psi_{nm}^* \psi_{ij} (0| \hat{S}_m^+ \hat{S}_n^+ \hat{S}_i^- \hat{S}_j^- | 0) = 2 \sum_{n,m} |\psi_{nm}|^2 = 4NA^2 F_1^2 \sum_{r=1}^\infty e^{-2\gamma(r-1)} = \frac{N(2AF_1)^2}{\sin^2[K/2]}. \hspace{1cm} (S58)$$

where we used that by (S43) $|\psi_{nm}| = |AF(n-m)|$ and therefore $2 \sum_{n,m} |\psi_{nm}|^2 = 4NA^2 \sum_{r>0} F_r^2$. Thus the bound state wavefunction reads

$$\psi_{nm} = \frac{1}{2\sqrt{N}} |\sin[K/2]| e^{iK(n+m)/2} e^{-\gamma(|n-m|-1)}. \hspace{1cm} (S59)$$

2. $J_1 - J_2$ chain: 2-magnon pair with center of mass momentum $K = \pi$.

Here $\xi_1 = 0, \xi_2 = J_2 \cos[K] = -J_2$. This leads to the following chain of equations

$$(\epsilon - J_1) F_1 = \xi_2 (F_1 + F_3), (\epsilon - J_2) F_2 = \xi_2 F_4, \epsilon F_4 = \xi_2 (F_{n-2} + F_{n+2}) \text{ for } n \geq 3 \hspace{1cm} (S60)$$

Importantly, equations for $F_n$ with $n = \text{even}$ and $n = \text{odd}$ decouple from each other, due to $\xi_1 = 0$. Let $F_n = A e^{-\gamma n}$ and look on the odd sequence:

$$\epsilon - J_1 = -J_2 (1 + e^{-2\gamma}), \epsilon = -J_2 (e^{2\gamma} + e^{-2\gamma})$$  \hspace{1cm} (S61)

which leads to $e^{2\gamma} = (J_2 - J_1)/J_2 < 0$ for $J_1 > 0$ and $J_2 \in (0, 1/4)$. Therefore we set $\gamma = i\pi/2 + \kappa$ and find $e^\kappa = \sqrt{(J_1 - J_2)/J_2}$. Then

$$F_{n=\text{odd}} = A(-i)^n \left( \frac{J_2}{J_1 - J_2} \right)^{n/2}, \epsilon = J_1 - J_2 + \frac{J_2^2}{J_1 - J_2}. \hspace{1cm} (S62)$$

It is easy to check that for the even sequence one finds $F_{n=\text{even}} = A(-i)^n$ which does not represent a localized solution! So that only $F_{n=\text{odd}}$ is present. Its energy, at $K = \pi$,

$$\epsilon_2(\pi) = E_2 - E_0 = 2B - 2(J_1 + J_2) + \epsilon = 2B - J_1 - 3J_2 + \frac{J_2^2}{J_1 - J_2}. \hspace{1cm} (S63)$$

This result has previously been obtained in [27, 28].

B. Spin dynamics near saturation

We now investigate how bound states appear in the dynamical spin susceptibility of the spin chain near the saturation magnetization, $1 - 2M \ll 1$. The structure factor

$$S^+(q, \omega) = \int_{-\infty}^\infty dt e^{i\omega t} \sum_x e^{-iqx} \langle \psi | S^+(x, t) S^- (0, 0) | \psi \rangle = \int_{-\infty}^\infty dt e^{i\omega t} \frac{1}{N} \sum_{m, \ell} e^{iq(m-\ell)} \langle \psi | S^+_m(t) S^-_{\ell} | \psi \rangle. \hspace{1cm} (S64)$$
The average is over the ground state $|\psi\rangle$ of the chain near the saturation. We imagine a state with very small density of down spins and consider here state with just one down spin, $|\psi\rangle \rightarrow |\psi_Q\rangle = N^{-1/2} \sum_n e^{iQn}S^+_n|0\rangle$. This is just 1-magnon state with momentum $Q$. Therefore the matrix element in (S64) is proportional to $\langle \psi_Q|S^+_m(t)|A\rangle$, where $|A\rangle = N^{-1} \sum_{n,\ell} e^{i\omega - i\omega t}S^+_\ell S^-_n|0\rangle$. We can expand this state as

$$|A\rangle = \langle 2|A\rangle|2\rangle + \text{(scattering states)}$$

(S65)

The overlap with the 2-magnon bound state is found as

$$\langle 2|A\rangle = \frac{1}{N} \sum_{i,j,n,\ell} \psi^*_i e^{iQn-i\omega t} \langle 0|\hat{S}^+_i \hat{S}^+_\ell \hat{S}^-_n|0\rangle = \frac{2}{N} \sum_{n,\ell} \psi^*_n e^{iQn-i\omega t}$$

(S66)

And therefore

$$\langle \psi_Q|S^+_m(t)|A\rangle \sim \langle \psi_Q|e^{iHt}S^+_m e^{-iHt}|2\rangle = \langle \psi_Q|S^+_m|2\rangle e^{i\epsilon_1(Q)t} e^{-i\epsilon_2(K)t},$$

(S67)

where $K$ is the momentum of the 2-magnon bound state. Finally,

$$\frac{1}{\sqrt{N}} e^{iQm} \langle \psi_Q|S^+_m|2\rangle = \frac{1}{N} \sum_{n,m} e^{-iQn+i\omega m} \langle 0|S^+_m|2\rangle = \frac{2}{N} \sum_{n,m} e^{-iQn+i\omega m}\psi_{nm}.$$

Combining these equations together we obtain

$$S^+(q,\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} e^{i\epsilon_1(Q)t-i\epsilon_2(K)t} \frac{1}{\sqrt{N}} e^{iQm} \langle \psi_Q|S^+_m|2\rangle \langle 2|A\rangle$$

$$= 2\pi \delta(\omega + \epsilon_1(Q) - \epsilon_2(K)) |R(Q,q)|^2$$

(S69)

where, using (S59) (and therefore specializing to the nearest neighbor Heisenberg chain with $J_2 = 0$),

$$R(Q,q) = \frac{2}{N} \sum_{n,m} e^{-iQn+i\omega m}\psi_{nm} = \frac{1}{N^{3/2}} \sum_{n,m} e^{-iQn+i\omega m} |\sin[K/2]| e^{iK(n+m)/2} e^{-\gamma(|n-m|-1)}$$

$$= \frac{1}{\sqrt{N}} \delta_{K,0} |\sin[K/2]| \sum_{r \neq 0} e^{-i(Q+q)r/2} e^{-\gamma(|n-m|-1)} = \frac{2}{\sqrt{N}} \delta_{K,0} |\sin[K/2]| \frac{\cos[(Q+q)/2] - e^{-\gamma}}{1 + e^{-2\gamma} - 2e^{-\gamma} \cos[(Q+q)/2]].$$

Using $e^{-\gamma} = \cos[K/2]$ and some trig identities we obtain

$$R(Q,q) = -\frac{8}{\sqrt{N}} \delta_{K,0} |\sin[(Q-q)/2]| \frac{\sin[K/2] \sin[q/2]}{3 - 2 \cos[Q] + \cos[Q-q] - 2 \cos[q]}.$$

(S70)

Energy of state $|\psi_Q\rangle$ is minimal for $Q = \pi$ (for $0 \leq J_2 \leq J_1/4$) and therefore we set $Q = \pi$. Then

$$|R(\pi,q)|^2 = \frac{16\delta_{\pi,q} \sin^2[q]}{N} \frac{\sin[K/2] \sin[q/2]}{3 - 2 \cos[Q] + \cos[Q-q] - 2 \cos[q]}.$$  

(S71)

and we obtain that (S69) is peaked at $\omega = \epsilon_2(\pi-q) - \epsilon_1(\pi) = B + J_1(3 - \cos[q])/2$, 

$$S^+(q,\omega) = \frac{32\pi}{N} \frac{\sin^2[q]}{5 - 3 \cos[q]} \delta(\omega - B - \frac{J_1}{2}(3 - \cos[q])).$$

(S72)

Notice that in agreement with general Larmor theorem arguments as well as with numerical results, the residue of the collective mode vanishes in the $q \rightarrow 0$ limit. Eq.(S73) describes dispersing composite excitation with momentum $q$ which consists of a magnon at momentum $\pi$ and a 2-magnon bound state with momentum $\pi - q$. Within our approximation $B \rightarrow B_{\text{sat}} = 2J_1$ and therefore $S^+(\pi,q)$ describes mode dispersing upward from $\omega = 3J_1$ at $q = 0$ to $\omega = 4J_1$ at $q = \pi$, see Figure 4(b).

Notice also that the spectral weight of the 2-magnon bound state comes with $1/N$ prefactor in (S73). This is because $S^+(q,\omega)$ is calculated in the state with just one down spin, i.e. in the state with magnetization (per site) $M = 1/2 - 1/N$. Thus $1/N = 1/2 - M$, as explained in the main text, and more generally $S^+(q,\omega)$ in (S73) is proportional to $1/2 - M$ in the dilute limit near the saturation, i.e. as long as $1/2 - M \ll 1$. 
The arguments presented here make it clear that there is nothing special about $J_2 = 0$. And indeed, taking a look at the general $J_1 - J_2$ chain and focusing on $q = 0$ (which corresponds to the 2-magnon state with momentum $\pi$), we observe that $S^{+-}(0, \omega)$ is peaked at (here we use (S63)) $\omega = \epsilon_2(\pi) - \epsilon_1(\pi) = 2B - J_1 - 3J_2 + \frac{J_2^2}{J_1 - J_2} - (B - 2J_1) = B + J_1 - 3J_2 + \frac{J_2^2}{J_1 - J_2} \to 3(J_1 - J_2) + \frac{J_2^2}{J_1 - J_2}$. In particular, for $J_2 = J_1/4$ we observe that the bound-state peak is at $\omega = 7J_1/3$. Importantly, it is separated from the Zeeman mode, whose energy at $q = 0$ is $\hbar_{sat} = 2J_1$, by a “gap” of magnitude $J_1/3$, in a complete agreement with our numerical results, see Figure 4(d). Away from $q = 0$ point $S^{+-}(q, \omega)$ is obtained numerically, by solving (S54) for the bound state energy.

IV. TRANSVERSE CORRELATIONS IN THE NON-INTERACTING LIMIT

In this section we discuss the dynamical correlations in the non-interacting limit of the Hamiltonian (8) in the main text, i.e. for $\eta = 0$. Consider the transverse correlation function, Eq. (2), in the spectral representation

$$S^{+} (k, \omega) = \sum_{m} |\langle m | S_{k}^{-} | 0 \rangle|^2 \delta (\omega - E_m)$$

(S74)

In the non-interacting limit, the ground state $|0\rangle$ and all excited states $|m\rangle$ are Slater-determinant states. More specifically, the ground state is a filled Fermi sea with the Fermi momenta set by the magnetization $k_{F,1(2)} = \pi(1 \pm 2M)$. (Below we denote by $k_F$ the shift in the Fermi momenta with respect to $\pi$, i.e. $2\pi M$.) The matrix element above is given by

$$\langle m | S_{k}^{-} | 0 \rangle = \langle m | \sum_{x} e^{ikx} S_{x}^{-} | 0 \rangle = \langle m | \sum_{x} e^{ikx} \prod_{y < x} (-1)^{n_y} c_{y}^{\dagger} | 0 \rangle$$

(S75)

We now focus on the set of excited states which are single particle excited states, i.e. $|k'\rangle \equiv c_{k'}^{\dagger} | 0 \rangle = \sum_{x'} e^{i(k'x')} c_{x'}^{\dagger} | 0 \rangle$ with $k' < k_{F,1}$ or $k' > k_{F,2}$. As we show below these states form the dominant contribution to the correlations function leading to the splitting of the single-magnon band as observed in Fig. 4 of the main text. The matrix element in this case is given by

$$\langle k' | S_{k}^{-} | 0 \rangle = \sum_{x,x'} e^{i(kx - k'x')} \langle 0 | c_{x'} \prod_{y < x} (-1)^{n_y} c_{y}^{\dagger} | 0 \rangle$$

(S76)

The latter expectation value can be expressed as a Pfaffian of a submatrix of the covariance matrix, which describes the two-point correlations in the ground state $|0\rangle$ [40], and can be calculated numerically. To this end, we consider states with an even number $N_{f}$ of down spins and diagonalize the single particle Hamiltonian (Eq. (8) of the main text with $\eta = 0$) on a finite chain of length $N = 200$ with periodic boundary conditions. To make sure the single-particle eigenstates correspond to a well-defined momentum we thread a tiny flux $\sim 10^{-5}$ through the closed chain. Given the eigenstates, the covariance matrix corresponding to a filled Fermi sea with $N_{f}$ fermions can be obtained and the matrix element above can be calculated following Ref. [40].

In Fig. S4 we compare the correlation function obtained used DMRG and time-evolution as in the main text, to the one obtained using the spectral representation in Eq. (S74) considering the set of exact eigenstates $|k'\rangle$ and calculating the matrix elements as outlined above, for a magnetization of $M = 1/2 - N_{f}/N = 0.45$. As can be seen, the main features of the response function, namely; the splitting of the single magnon band by $\pm k_F$, as well as the relative intensities of the two branches, are indeed captured in the latter approach. It is also apparent that in the DMRG calculation there is additional spectral weight within the split band. This weight is presumably due to excited states hosting additional particle-hole excitations, which were not included in the calculation above but can also be accounted for numerically.
FIG. S4: Transverse dynamical correlations for $J_2 = 0$ and $\eta = 0$ obtained using DMRG in and time-evolution in (a) and using the exact eigenstates and calculating the matrix elements involving the Jordan-Wigner string numerically in (b) for magnetization of $M = 0.45$. The insets show a cut of the response function at a fixed $k = \pi/2$ as indicated by the blue dashed line. The red dashed lines correspond to the single magnon dispersion shifted by $\pm k_F$. 