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Abstract. Decision and policy-makers in multi-criteria decision-making analysis take into account some strategies in order to analyze outcomes and to finally make an effective and more precise decision. Among those strategies, the modification of the normalization process in the multiple-criteria decision-making algorithm is still a question due to the confrontation of many normalization tools. Normalization is the basic action in defining and solving a MADM problem and a MADM model. Normalization is the first, also necessary, step in solving, i.e. the application of a MADM method. It is a fact that the selection of normalization methods has a direct effect on the results. One of the latest normalization methods introduced is the Logarithmic Normalization (LN) method. This new method has a distinguished advantage, reflecting in that a sum of the normalized values of criteria always equals 1. This normalization method had never been applied in any MADM methods before. This research study is focused on the analysis of the classical MADM methods based on logarithmic normalization, VIKOR and TOPSIS, as the two famous MADM methods, were selected for this reanalysis research study. Two numerical examples were checked in both methods, based on both the classical and the novel ways based on the LN. The results indicate that there are differences between the two approaches. Eventually, a sensitivity analysis is also designed to illustrate the reliability of the final results.
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1. INTRODUCTION

In a decision-making problem, there are several elements that influence the preciseness and accuracy of the final solution. In other words, every MADM technique has a different functionality, specification and applicability, which undoubtedly affect the decision-making process, the evaluation system rout and the final priority of alternatives. The point distinguishing between those techniques is the composition of the elements, such as decision variables, normalization tools, their attributes and weights and the computation of the final solution. In the same manner, every optimization problem is recognized as having different structures and elements, incommensurable variables, conflicting development objectives and constraints. Thus, multi-criteria optimization techniques represent an appropriate tool in the ranking or selection of proper alternatives out of a pool of feasible choices in the presence of multiple, and usually conflicting, criteria. As the most significant elements of a typical MADM problem, criteria are naturally stated based on different units of measurement and an optimization direction, such as a meter, a capacity, a litre, a dollar, etc. Moreover, the “benefit” or “non-benefit” orientation of criteria depends on their nature. All MADM techniques are applied in the normalization process [1].

The normalization process is a process of making comparable scales for criteria values, and different methods utilize different approaches to normalization. Multiple attribute decision-making (MADM) frameworks vary from the simple approaches based on a small amount of data to the methods based on mathematical simulation and programming techniques, requiring extensive information for each criterion, and on the decision-maker’s preferences as well [2,3,4,5]. A typical decision matrix in a MADM problem contains alternatives and criteria. Criteria have different scales and optimization objectives. In order to avoid difficulties caused by their different dimensions, such criteria values are transformed (or normalized). When the normalization process is completed, it is possible to evaluate criteria by weighting factors. Any MADM model may lack in the delivery of the absolute optimum solution, and normalization norms within the solution methods may fail to reveal the actual decision. In addition to this, different normalization techniques may yield different solutions and, therefore, may cause a deviation from originally recommended solutions [6]. All in all, the problem of how these essential elements (for instance, attributes or criteria) act and how any modifications in the structure and the anatomy will generate more efficient and better outcomes is still a question to answer. Experts and professionals in this field have made attempts to fill this gap and provide reasonable answers through several academic research studies. In this study, a new normalization tool is applied to the two MADM methods called VIKOR and TOPSIS in order to check the consistency of the results.

Many theories have been established so as to express transformation through the normalization procedure. Vector normalization, linear normalization, non-monotonic normalization, Weitendorf’s linear normalization (WLN) method, the Jüttler-Körth normalization (JKN) method and the Peldschus non-linear normalization (NLN) method [2,7,8,9] are the normalization tools most applied and employed by scholars. Vafaei et al [10] applied six different normalizations methods to evaluate TOPSIS in all the possible ways. They didn’t consider LN in the study. Zadeh Sarraf et al [11] used statistical normalization for evaluating TOPSIS method in a more statistical situation.
MCDM methods are categorized based on their performance. The methods based on a reference point or goal, such as the reference point methods as TOPSIS and VIKOR, the methods based on an initial qualitative assessment as the AHP and the methods based on quantitative measurements using a few attributes to compare alternatives (the comparison preference method) as ELECTRE [12] and PROMETHEE are the three basic classifications of the MADM methods. Apparently, with its special characteristics and definitions, every model contains different normalization methods. For the TOPSIS method, Lai et al [13] proposed vector normalization, only to be followed by a proposal for employing linear normalization in the same multi-criteria method. It is a fact that normalization procedures may affect the final MADM solution. PROMETHEE [14,15] and GRA normally solve a decision problem by using Weitendorf’s linear normalization tool, whereas VIKOR [16,17] uses linear normalization to obtain the ranking of alternatives.

In comparison with the other normalization tools, the logarithmic model may be used in the cases when the values of criteria differ considerably from each other and when the solving of problems segregates normalized values more effectively than other methods. A normalized matrix created by the normalization rule yields more stable results in solving multi-criteria decision problems. Furthermore, while in vector normalization (such as TOPSIS & VIKOR) the ratio of the values remains constant in the interval [0,1], the sum of the normalized values of criteria in the logarithmic model is always equal to 1 [7].

In this paper, a novel normalization tool called logarithmic normalization is applied to VIKOR and TOPSIS. The paper intends to apply this normalization to both VIKOR and TOPSIS in order to develop these methods as more powerful methodologies in solving MADM applications. Given the fact that VIKOR’s and TOPSIS’ final results for the evaluation of alternatives are based on [0,1], this new normalization allows us to absolutely obtain more precise results in the cases of alternatives being higher than 4, the results of the latter method being very near to those of the two former ones. The authors suggest this new framework and extended VIKOR and TOPSIS as the extended models and consider them to be applicable in solving multi-criteria decision-making issues.

2. TOPSIS AND VIKOR METHODOLOGIES

As a traditional multi-criteria decision-making method and a MADM problem-ranking tool, the TOPSIS methodology was developed with the aim of reaching non-inferior solutions [18,19]. It has satisfactorily been implemented in different application fields. Its user-friendly anatomy and easy computational algorithm make a decision problem more reliable, thus leading to optimum solutions. In TOPSIS, the best alternative should have the shortest distance ($D^*$) from the positive ideal solution ($v^*$) (which is made up of the best quantity of each criterion regardless of alternatives) and the largest distance ($D$) from the negative ideal solution ($v$) (which is made up of the worst quantity of each criterion regardless of alternatives). TOPSIS computations begin with an initial pay-off matrix, including criteria and the alternatives accompanying the weights of each criterion. Thereafter, normalized and weighted normalized matrices are detected. The positive ideal solution (PIS) and the negative ideal solution (NIS) should be obtained. A separation measure from PIS and NIS is generated, after which relative closeness to both PIS and NIS is computed. In the final step,
the priority ranking order is derived based on such relative closeness to the ideal solutions. The summary account of the steps of the procedure of the TOPSIS method is given in Figure 1.

The VIKOR method was developed in 1998 so as to determine a compromise ranking list of several alternatives with non-commensurable and conflicting criteria and particular weights stability intervals in order to make adjustments to preference stability and the given weights [17,20]. The specific structure of VIKOR introduces it as an applied tool used when decision experts are not able to explain their preferences in the system designing process. In VIKOR, each alternative is measured based on an aggregate function, so the compromise ranking of alternatives is implemented by comparing the measure of closeness to the ideal solution [21]. Any exclusion or inclusion of an alternative could influence the VIKOR ranking results. The VIKOR algorithm prepares the minimum of individual regret and the maximum group utility for the opponent and the majority, respectively [22,23]. In the VIKOR algorithm, \( v \) stands for the weight of the strategy of the majority of attributes and is sometimes a useful means to examine the performance of VIKOR. One of VIKOR’s characteristics reflects in the fact that the aggregation function is always closest to the best solutions, whereas in TOPSIS, the CC of materials are not necessarily always very close to the ideal values [24,25]. The interactivity of VIKOR allows decision-makers to participate in and control the decision-making process (by means of weights). The aggregating (compound) function is used extremely cautiously since it includes a comparison of potentially incomparable quantities (non-commensurable criteria or indicators). Normalization in VIKOR is performed in order to eliminate the units of indicators; so, all indicators are dimensionless [26]. Every MCDM method will start from a decision matrix including alternatives and criteria, and the mathematical steps of TOPSIS and VIKOR are presented in Figure 1.

TOPSIS has become a key and strategic means and has been launched so as to investigate complex decision-making problems. Several applications acquired TOPSIS as the sole method, the integrated approach, whereas in others, the same was amended for the purpose of obtaining excellent outcomes. In the literature, the reformed type of TOPSIS is presented by practitioners. The extended TOPSIS model appeared in a study [19], determining the weights of decision-makers in a group decision-making environment, in which decision information is expressed by an interval value matrix. The traditional TOPSIS model begins with the normalization process and then defines a weighted normalized decision matrix. In fact, the traditional model believes that the influence of weights should occur in this step in a normalized matrix. However, how do weights exert an influence on a decision matrix and where is the catch? On the one hand, the overall performance of alternatives is estimated by using the Euclidean distance, whereas on the other, a notion is made that weights should affect this distance, for which reason criteria weights should be incorporated in the distance measurement. The extended VIKOR model and, actually, a generalization of VIKOR, are presented by [27,28,29,30]. In order to verify the extended TOPSIS and VIKOR models, a logarithmic normalization tool is applied as follows:

\[
\ln(x_i) = \frac{\ln(x_i)}{\ln\left(\prod_{i=1}^{n} x_i \right)} \tag{1}
\]
All in all, the previous studies claimed the extended and modified VIKOR and TOPSIS models differently from the weighting process, the aggregation process and the normalization tool can improve the quality and accuracy of a decision. So, the application of a new normalization tool to a MADM problem is examined in this paper in order to observe the results.

3. CASE STUDY

In order to verify the proposed approach, the two numerical examples based on a real case are illustrated in this section. The proposed model is implemented in the MHV construction company, located in Madrid, Spain. For approximately 20 years, the company has been participating in the adaptation, designing and construction of buildings, residential apartments and commercial centers projects in Madrid and its urban areas. Now, due to the new rule of the regional government and the ministry of industry, it is compulsory for small firms that they should assure and guarantee the procurement process. Therefore, all further legalization and formal permission of the MHV company is bound by the establishment of the supply evaluation system.

The company should address pieces of evidence in order to approve a safe, secure and environmentally friendly project. Currently, MHV performs its purchasing operations through the official suppliers who are supposed to meet the main ten requirements, such as the foundation, consulting and geometrical measurement, electricity equipment and raw materials, such as wood, cement, iron, etc. for various projects. Among them, a pre-evaluation was carried out, and a decision was made on releasing a list including 4 suppliers (A1 to A4) to be evaluated through a questionnaire.

The questionnaire was designed and distributed among the experts anonymously. The supplier evaluation team consisted of the CEO of the company, two architects (with more than 10 years of experience each) and a purchase assistant. The experts were responsible for making a judgment and offering their score rating for each candidate supplier by applying certain criteria. The evaluation criteria were the offered price, the perceived quality, the experience, the delivery conditions, and the environmental certificates. The primal decision-making matrix was developed as shown in Table 1 after the data had been collected and after the analysis had been made.

| Alternatives | C1 | C2 | C3 | C4 | C5 |
|--------------|----|----|----|----|----|
| A1           | 8  | 7  | 7  | 9  | 8  |
| A2           | 7  | 9  | 8  | 7  | 8  |
| A3           | 8  | 8  | 8  | 6  | 9  |
| A4           | 9  | 6  | 7  | 8  | 7  |

Table 2 shows the nature and weight coefficients of each criterion and the computation of VIKOR and the extended model of VIKOR. Based on Figure 1, a mathematical computation of the methods was done. According to the results of the VIKOR and the extended VIKOR methods, the differences between their respective results are possible to see. The new logarithmic normalization [7] presented the obtained results in a more precise manner in the
circumstance in which the alternatives in the initial decision-making matrix are of approximately the same values, which will help to rank alternatives more precisely. The computation should be performed for TOPSIS. The procedure and the results are illustrated in Table 3. Unlike the VIKOR ranking scores, the TOPSIS algorithm output for both the classical and the extended models is the same in this example. The brief algorithm of both methodologies is shown in Fig. 1.

**TOPSIS and VIKOR brief algorithm**

1. Identify the weighted normalized decision matrix
2. Determine the positive and the negative ideal solutions
3. Calculate the distances from the ideal solutions
4. Find the TOPSIS ranking index

1. Construct the weighted normalized matrix
2. Define the maximum & the minimum vectors
3. Define the utility & regret measures
4. Find the VIKOR ranking index

**Fig 1** The construction of the normalized decision matrix

The decision matrix is the same for both VIKOR and TOPSIS, as shown in Table 1. In this section, both the VIKOR and the TOPSIS calculations are presented in the two mentioned manners, the first related to the classical way to solve the MADM model, and the second being based on Logarithmic Normalization (LN). All the information about the VIKOR calculations is given in Table 2 and that about the TOPSIS calculations in Table 3.

As is illustrated in Tables 2 and 3, the priority of the alternatives has changed, but no changes are perceived for TOPSIS.

In the second example, the different condition of the decision matrix is proposed, implying six criteria and eight alternatives. Table 4 shows the decision table for Example 2. Likewise Example 1, the TOPSIS and the VIKOR methods were adopted as the classical algorithm, including logarithmic normalization as well. The results for each method are presented in Tables 5 and 6, respectively. In this example, we may notice that the TOPSIS ranking changed slightly after the new normalization tool had been applied. However, this never happened in the case of VIKOR, as the same ranking resulted from both the classical and the modified VIKOR algorithms.
Table 2 The final results of VIKOR

| Crit. | C1  | C2  | C3  | C4  | C5  | C1  | C2  | C3  | C4  | C5  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Max   | Max | Max | Max | Max | Max | Max | Max | Max | Max | Max |
| Weight| 0.197 | 0.163 | 0.176 | 0.197 | 0.267 | 0.197 | 0.163 | 0.176 | 0.197 | 0.267 |
|       | Original VIKOR | Modified VIKOR |
| Alt.  | Normalized matrix | Normalized matrix |
| A1    | 0.498 | 0.461 | 0.465 | 0.593 | 0.498 | 0.250 | 0.243 | 0.242 | 0.274 | 0.250 |
| A2    | 0.435 | 0.593 | 0.532 | 0.461 | 0.498 | 0.235 | 0.274 | 0.258 | 0.243 | 0.250 |
| A3    | 0.498 | 0.527 | 0.532 | 0.395 | 0.560 | 0.250 | 0.259 | 0.258 | 0.224 | 0.265 |
| A4    | 0.560 | 0.395 | 0.465 | 0.527 | 0.435 | 0.265 | 0.224 | 0.259 | 0.258 | 0.235 |
| f*    | 0.560 | 0.593 | 0.532 | 0.593 | 0.560 | 0.265 | 0.274 | 0.258 | 0.274 | 0.265 |
| f-    | 0.435 | 0.395 | 0.465 | 0.395 | 0.435 | 0.235 | 0.224 | 0.242 | 0.224 | 0.235 |
| Si    | Ri  | v   | Qi  | Rank | Si  | Ri  | v   | Qi  | Rank |
| A1    | 0.514 | 0.176 | 0.5 | 0.256 | 2   | 0.474 | 0.176 | 0.5 | 0.203 | 3   |
| A2    | 0.462 | 0.197 | 0.5 | 0.274 | 3   | 0.396 | 0.197 | 0.5 | 0.197 | 2   |
| A3    | 0.349 | 0.197 | 0.5 | 0.098 | 1   | 0.344 | 0.197 | 0.5 | 0.116 | 1   |
| A4    | 0.671 | 0.267 | 0.5 | 1    | 4   | 0.654 | 0.267 | 0.5 | 1    | 4   |

Table 3 The TOPSIS different ranking for both the classical and the extended models

| Criteria | C1  | C2  | C3  | C4  | C5  | C1  | C2  | C3  | C4  | C5  |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Max      | Max | Max | Max | Max | Max | Max | Max | Max | Max | Max |
| Weights  | 0.197 | 0.163 | 0.176 | 0.197 | 0.267 | 0.197 | 0.163 | 0.176 | 0.197 | 0.267 |
| Alt.     | Original TOPSIS | Modified TOPSIS |
| Normalized matrix | Normalized matrix |
| A1      | 0.041 | 0.039 | 0.04 | 0.06 | 0.041 | 0.25 | 0.243 | 0.242 | 0.274 | 0.25 |
| A2      | 0.036 | 0.050 | 0.045 | 0.047 | 0.041 | 0.234 | 0.274 | 0.258 | 0.243 | 0.25 |
| A3      | 0.041 | 0.044 | 0.045 | 0.04 | 0.046 | 0.25 | 0.259 | 0.258 | 0.224 | 0.265 |
| A4      | 0.046 | 0.033 | 0.04 | 0.054 | 0.036 | 0.265 | 0.224 | 0.242 | 0.259 | 0.234 |
| Weighted normalized matrix | Weighted normalized matrix |
| A1      | 0.008 | 0.006 | 0.007 | 0.012 | 0.011 | 0.049 | 0.04 | 0.043 | 0.054 | 0.067 |
| A2      | 0.007 | 0.008 | 0.008 | 0.009 | 0.011 | 0.046 | 0.045 | 0.045 | 0.048 | 0.067 |
| A3      | 0.008 | 0.007 | 0.008 | 0.008 | 0.012 | 0.049 | 0.042 | 0.045 | 0.044 | 0.071 |
| A4      | 0.009 | 0.005 | 0.007 | 0.011 | 0.001 | 0.052 | 0.036 | 0.043 | 0.051 | 0.063 |
| D+      | D-  | CC  | Rank | D+  | D-  | CC  | Rank |
| A1      | 0.003 | 0.004 | 0.623 | 1   | 0.008 | 0.012 | 0.609 | 1   |
| A2      | 0.004 | 0.003 | 0.489 | 2   | 0.009 | 0.01 | 0.527 | 2   |
| A3      | 0.004 | 0.004 | 0.461 | 3   | 0.011 | 0.011 | 0.506 | 3   |
| A4      | 0.004 | 0.003 | 0.443 | 4   | 0.012 | 0.009 | 0.43 | 4    |
**Table 4** The initial decision matrix of the second example

| Alternatives | C1 | C2 | C3 | C4 | C5 | C6 |
|--------------|----|----|----|----|----|----|
| A1           | 4  | 8  | 8  | 7  | 9  | 8  |
| A2           | 6  | 7  | 7  | 8  | 9  | 6  |
| A3           | 7  | 6  | 5  | 8  | 7  | 4  |
| A4           | 6  | 6  | 4  | 6  | 5  | 4  |
| A5           | 9  | 9  | 8  | 6  | 8  | 7  |
| A6           | 7  | 9  | 5  | 8  | 7  | 8  |
| A7           | 8  | 8  | 9  | 8  | 6  | 9  |
| A8           | 9  | 4  | 7  | 5  | 8  | 6  |

**Table 5** The TOPSIS results and ranking for the second example

| Alternatives | C1 Max | C2 Max | C3 Min | C4 Min | C5 Max | C6 Max | C1 Min | C2 Min | C3 Max | C4 Max | C5 Min | C6 Min |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| A1           | 0.010  | 0.022  | 0.027  | 0.020  | 0.026  | 0.027  | 0.090  | 0.134  | 0.142  | 0.126  | 0.141  | 0.142  |
| A2           | 0.015  | 0.019  | 0.023  | 0.023  | 0.026  | 0.020  | 0.117  | 0.126  | 0.133  | 0.135  | 0.141  | 0.122  |
| A3           | 0.018  | 0.017  | 0.017  | 0.023  | 0.021  | 0.013  | 0.127  | 0.116  | 0.110  | 0.135  | 0.125  | 0.095  |
| A4           | 0.015  | 0.017  | 0.013  | 0.017  | 0.015  | 0.013  | 0.117  | 0.116  | 0.095  | 0.116  | 0.103  | 0.095  |
| A5           | 0.023  | 0.025  | 0.013  | 0.017  | 0.018  | 0.023  | 0.143  | 0.142  | 0.095  | 0.116  | 0.115  | 0.133  |
| A6           | 0.018  | 0.025  | 0.027  | 0.023  | 0.021  | 0.027  | 0.127  | 0.142  | 0.142  | 0.135  | 0.125  | 0.142  |
| A7           | 0.020  | 0.022  | 0.030  | 0.023  | 0.018  | 0.030  | 0.136  | 0.134  | 0.150  | 0.135  | 0.115  | 0.150  |
| A8           | 0.023  | 0.011  | 0.023  | 0.014  | 0.024  | 0.020  | 0.143  | 0.090  | 0.133  | 0.104  | 0.134  | 0.122  |

**Normalized matrix**

| Alternatives | C1 Max | C2 Max | C3 Min | C4 Min | C5 Max | C6 Max | C1 Min | C2 Min | C3 Max | C4 Max | C5 Min | C6 Min |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| A1           | 0.0012 | 0.0044 | 0.0043 | 0.0063 | 0.0040 | 0.0013 | 0.0108 | 0.0269 | 0.0227 | 0.0403 | 0.0212 | 0.0071 |
| A2           | 0.0018 | 0.0039 | 0.0037 | 0.0073 | 0.0040 | 0.0010 | 0.0140 | 0.0252 | 0.0213 | 0.0431 | 0.0212 | 0.0061 |
| A3           | 0.0021 | 0.0033 | 0.0027 | 0.0073 | 0.0031 | 0.0007 | 0.0152 | 0.0232 | 0.0176 | 0.0431 | 0.0188 | 0.0047 |
| A4           | 0.0018 | 0.0033 | 0.0021 | 0.0054 | 0.0022 | 0.0007 | 0.0140 | 0.0232 | 0.0152 | 0.0371 | 0.0155 | 0.0047 |
| A5           | 0.0027 | 0.0050 | 0.0021 | 0.0054 | 0.0026 | 0.0012 | 0.0172 | 0.0284 | 0.0152 | 0.0371 | 0.0173 | 0.0066 |
| A6           | 0.0021 | 0.0050 | 0.0043 | 0.0073 | 0.0031 | 0.0013 | 0.0152 | 0.0284 | 0.0227 | 0.0431 | 0.0188 | 0.0071 |
| A7           | 0.0024 | 0.0044 | 0.0048 | 0.0073 | 0.0026 | 0.0015 | 0.0163 | 0.0269 | 0.0240 | 0.0431 | 0.0173 | 0.0075 |
| A8           | 0.0027 | 0.0022 | 0.0037 | 0.0045 | 0.0035 | 0.0010 | 0.0172 | 0.0179 | 0.0213 | 0.0333 | 0.0200 | 0.0061 |

**Weighted normalized matrix**

| Alternatives | C1 Max | C2 Max | C3 Min | C4 Min | C5 Max | C6 Max | C1 Min | C2 Min | C3 Max | C4 Max | C5 Min | C6 Min |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| A1           | 0.0033 | 0.0031 | 0.488  | 4      | 0.0122 | 0.0113 | 0.481  | 5      |
| A2           | 0.0035 | 0.0028 | 0.438  | 6      | 0.0125 | 0.0102 | 0.451  | 7      |
| A3           | 0.0035 | 0.0028 | 0.437  | 7      | 0.0121 | 0.01   | 0.451  | 6      |
| A4           | 0.0029 | 0.0035 | 0.547  | 2      | 0.0096 | 0.0124 | 0.563  | 2      |
| A5           | 0.0017 | 0.0046 | 0.735  | 1      | 0.0055 | 0.0165 | 0.750  | 1      |
| A6           | 0.0037 | 0.0032 | 0.465  | 5      | 0.0128 | 0.0122 | 0.488  | 4      |
| A7           | 0.0041 | 0.0027 | 0.397  | 8      | 0.0139 | 0.0111 | 0.442  | 8      |
| A8           | 0.0033 | 0.0036 | 0.523  | 3      | 0.0123 | 0.0129 | 0.511  | 3      |
rules are a vital part of each MADM method

As may be observed in both examples, the top alternative (the 1\textsuperscript{st}-ranked) remained the same. Thereafter, except for the VIKOR results in Case 1, the 2\textsuperscript{nd} and the 3\textsuperscript{rd}-ranked alternatives were the same. In the second example, VIKOR produced a much more stable ranking (the same ranking order). This issue was somehow different, although still acceptable, for TOPSIS, where the first, the second and the third items are similar, whereas the others are replaced in pairs (ranked the 4\textsuperscript{th} and 5\textsuperscript{th}, 6\textsuperscript{th} and 7\textsuperscript{th}). In the cases in which alternatives are so close to each other, this normalization type can be considered as effective. In those cases, prioritizing is more complicated due to the fact that there are a larger number of alternatives whose values are approximately the same in the initial matrix. This research study shows how this normalization may improve the decision-making process and enhance the quality of the results obtained both in VIKOR and TOPSIS by applying logarithmic normalization.

The reliability of a decision-making problem can be judged by a number of alternatives, a number of criteria, the type of the criteria (either qualitative or quantitative, deterministic, interval or fuzzy), and the type of the normalization tool used [31,32,33,34]. Logarithmic normalization for a decision-making matrix yields more stable results in solving decision-making problems [7]. In some cases, solutions are similar; in some other cases, however, very different results are obtained. Given the ranking orders of modified VIKOR and TOPSIS compared with the original methods, the contribution of this study reflects in its providing help to experts in the establishment of different normalization tools for accomplishing optimal solutions and achieving further effective objectives. The normalization rules are a vital part of each MADM method [34]; normalizations and their applications are important for the formation of a new anatomy of MADM tools.

Table 6 The VIKOR results and ranking for the second example

| Alt. | Original VIKOR method | Modified VIKOR |
|------|-----------------------|---------------|
|      | Normalized matrix     | Normalized matrix |
|      | Si  | Ri  | v   | Qi  | Rank | Si  | Ri  | v   | Qi  | Rank |
| A1   | 0.511 | 0.213 | 0.5 | 0.5691 | 4 | 0.522 | 0.229 | 0.5 | 0.6286 | 4 |
| A2   | 0.598 | 0.320 | 0.5 | 0.9299 | 6 | 0.577 | 0.320 | 0.5 | 0.9321 | 6 |
| A3   | 0.645 | 0.320 | 0.5 | 0.9862 | 7 | 0.615 | 0.320 | 0.5 | 0.9811 | 7 |
| A4   | 0.499 | 0.150 | 0.5 | 0.4013 | 3 | 0.484 | 0.150 | 0.5 | 0.3776 | 3 |
| A5   | 0.239 | 0.113 | 0.5 | 0.0000 | 1 | 0.243 | 0.124 | 0.5 | 0.0000 | 1 |
| A6   | 0.581 | 0.320 | 0.5 | 0.9095 | 5 | 0.565 | 0.320 | 0.5 | 0.9165 | 5 |
| A7   | 0.657 | 0.320 | 0.5 | 1.0000 | 8 | 0.630 | 0.320 | 0.5 | 1.0000 | 8 |
| A8   | 0.364 | 0.200 | 0.5 | 0.3598 | 2 | 0.365 | 0.200 | 0.5 | 0.3518 | 2 |
4. COMPARATIVE ANALYSIS AND DISCUSSION

The analysis of the stability of the obtained results was carried out in two parts. In the first part, the sensitivity analysis of the LN/original VIKOR and TOPSIS models was performed by changing the weight coefficients of the criteria. The analysis of the influence of the change in the weight coefficients of the criteria was made through 21 scenarios. In the second part, the analysis of the influence of the dynamic decision-making matrices on the change in the rank of the alternatives was performed. A more detailed overview of the sections of the discussion on the results is presented in the next part of the paper.

4.1. Changing the Weights of the Criteria

The first part of the discussion is based on the weights sensitivity analysis according to Kahraman [35]. After identifying the most important criterion on the basis of the weights estimated in Example 1 and Example 2, the weights sensitivity analysis was performed by varying the weight of the most important criterion so as to observe its effect on the ranking performance of the proposed model. According to Kahraman [35], the weight coefficient of the elasticity ($\alpha_s$) of the most important criterion (for Example 1 – C5 and for Example 2 – C4) was assumed to be one. For the other criteria, the coefficients of elasticity ($\alpha_c$) were estimated and shown in Table 7. The elasticity coefficient was used to express the relative compensation of the values of the other weight coefficients in relation to the changes in the weight of the most important criterion.

$$\Delta x = \alpha_s \times \Delta \alpha$$

Thus, the limit values of C5 and C4 were obtained, being $-0.267 \leq \Delta x \leq 0.733$ (for Example 1) and $-0.320 \leq \Delta x \leq 0.680$ (for Example 2). On the basis of the defined limit values of the change in the weight coefficients of the most important criterion (C5 and C4), the sensitivity analysis scenarios were defined. The intervals $-0.267 \leq \Delta x \leq 0.733$ and $-0.320 \leq \Delta x \leq 0.680$ were divided into 21 sequences, based on which a total of 21 scenarios were formed. For every scenario, the new values of the weight coefficients were formed, so 21 new groups of the weight coefficients were obtained, as is shown in Table 7.

The new values of the weight coefficients were applied to the analyzed models: VIKOR (original), VIKOR (LN), TOPSIS (original) and TOPSIS (LN). The influence of the new values of the weight coefficients on the change in the ranks of the alternatives was analyzed by using Spearman’s correlation coefficient (Fig. 2).

| Criteria | $\alpha_s$ (Example 1) | $\alpha_c$ (Example 2) |
|----------|------------------------|------------------------|
| C1       | 0.269                  | 0.176                  |
| C2       | 0.222                  | 0.294                  |
| C3       | 0.240                  | 0.235                  |
| C4       | 0.269                  | 1.000                  |
| C5       | 1.000                  | 0.221                  |
| C6       | -                      | 0.074                  |
Spearman’s correlation coefficient (SCC) was used to determine the statistical significance of the difference between the ranks obtained through the scenarios in the examples 1 and 2. By analyzing the obtained correlation values in the example 1 (Figure 2a), we notice that there is a significantly better correlation of the ranks in the VIKOR LN and TOPSIS LN models in comparison with the original VIKOR and TOPSIS models. These results confirm the fact that the logarithmic model of normalization gives more stable results than vector and linear normalization do [33]. In Scenarios S6-S21, the results of all three normalizations are similar, which is expected, as there are no drastic changes in the C5 criterion in these scenarios.

Similar results were obtained in Example 2 (Fig. 2b). For S1-S5, changing the weight of the C5 criterion resulted in the different ranks of the intermediate alternatives. In the first five scenarios, the logarithmic model of normalization yielded the stable results, with a high correlation of the ranges. This was confirmed by the average value of the correlation coefficient, which was SCC=0.823 for the first five scenarios. Unlike the logarithmic model, the vector and linear models showed a very small value of the SCC, which was 0.508 in the first five scenarios. In the remaining scenarios, i.e. in the scenarios S6-S21, the results of all three normalizations were similar, i.e. all three normalization models showed a high correlation of the ranks. This was confirmed by the average values of Spearman’s correlation coefficient: 1) the logarithmic normalization – SCC=0.969; 2) the vector normalization – SCC=0.942; 3) the linear normalization – SCC=0.958. These results confirm the stability of the results obtained by using the logarithmic normalization model.

4.2. Dynamic Matrices

When solving a problem, researchers encounter a number of internal and/or external factors, which may change the conditions or limitations of the problem by their actions. Internal changes in a decision matrix, such as the introduction of a new alternative or the elimination of an existing one from a set of the considered alternatives, may lead to a change
in the final preferences [36]. Accordingly, in this paper, the performance analysis of the proposed examples (i.e. Examples 1 and 2) was studied in the conditions of a dynamic initial decision matrix. For both examples considered, separate scenarios were formed, and within each scenario, the results of the application of the multi-criteria models were analyzed. For each scenario, a change in the number of the alternatives was made and the ranks obtained were analyzed. The scenarios were formed by removing one inferior (worst) alternative in each scenario from subsequent considerations. Within the scenarios, the remaining alternatives were simultaneously ranked according to the newly matched initial decision matrix.

The initial solution in Example 1 was generated as: (1) Original VIKOR – A3>A1>A2>A4; (1) LN VIKOR – A3>A2>A1>A4 and Original TOPSIS = LNTOPSIS – A1>A2>A3>A4. It is clear that the alternative A4 is the worst option; so, in the first scenario, the alternative A4 was eliminated from the set and a new decision-making matrix was obtained with three alternatives. The new decision matrix was solved again by using MCDM models, and the new rankings of the alternative were obtained (Figure 3). The ranking in the first scenario shows that, for LN TOPSIS and Conventional TOPSIS, the alternative A1 was still the best alternative, and the alternative A3 was the worst. The further implementation of the described procedure resulted in the ranks of the alternatives as shown in Fig. 3.

![Fig. 3 The ranks of the alternatives within the dynamic decision matrices – Example 1](image-url)

Based on the obtained results, it is noted that, when the worst alternative is eliminated, there is no change in the best-ranked alternative in the reorganized matrix for LN TOPSIS, LN VIKOR and Conventional TOPSIS. In Conventional VIKOR, there is a rank reversal problem. After having ranked the third, the alternative A2 became the first-ranked alternative after the second scenario. In the third scenario, the two first-ranked alternatives (namely A3 and A2) appeared. For this reason, the fourth scenario was not implemented. Also, the alternative A1 changed its rank in the scenario S2. In the second scenario, the alternative A1 became third-ranked. This example shows that logarithmic normalization provides stable solutions and is resistant to the rank reversal problem.

A similar analysis was carried out for Example 2 (Figure 4). The analysis was conducted through a total of eight scenarios. In the first scenario, the alternative A7 was eliminated as
the worst. The analysis has shown that the LN VIKOR and LN TOPSIS models are stable in a dynamic environment. In the modifications of the initial matrix, which were made through the elimination of the worst-case option, it was noticed that the LN model did not lead to changes in the ranking (a rank reversal) among the alternatives. The alternative A5 remained the best-ranked across all the scenarios, which confirmed the robustness and accuracy of the ranking alternatives in the dynamic environment. However, in both conventional models (TOPSIS and VIKOR), there is a rank reversal through the scenarios.

Fig. 4 The ranks of the alternatives within the dynamic decision matrices – Example 2

These results show the stability of the logarithmic normalization model and its resistance to the rank reversal problem. On these two examples, the logarithmic model of normalization showed significant stability in comparison with the conventional normalization models (the vector and the linear normalization models). In a large number of tests, the ranks obtained by applying LN were equal to the final values (Tables 2, 3, 5 and 6), i.e. there is no rank reversal. This allows us to conclude that logarithmic normalization generates more reliable results than the traditional (vector and linear) normalization models do. Also, it is necessary that the fact that this is a new normalization model which has yet to show its advantages through further empirical research in the field of multi-criteria decision-making should be recognized.

5. CONCLUSION

The MADM methods, such as TOPSIS, VIKOR and other methods, are still being developed and modified by the addition of other perspectives and approaches. The anatomy of each MADM method can be rebuilt by varying the weight replacement process, the aggregating process, and change in the normalization tool. Normalization allows for a direct comparison of diverse criteria by eliminating the dimensional units that are different. The accuracy of the normalization process is very significant because it must address diverse criteria and objectives in real MADM cases.
As one of the latest normalization methods, the logarithmic normalization method was first presented in 2008. This research study is an attempt to carry out a reanalysis of the two MADM methods based on this new normalization. TOPSIS and VIKOR were selected as the two well-known MADM methods for the purpose of achieving this goal, and the numerical examples were presented in order to illustrate the comparative results. The fact that values are exactly equal to 1 is the advantage of this new normalization method that triggered off the conducting of this research study. The authors believe that, by applying LN, results can be different in the cases in which alternatives are close to one another.

In the first example, the ranking results obtained by applying the VIKOR method changed; for the ranking results obtained by applying the TOPSIS method, however, they were still the same, whereas the rank reversal problem occurred in the second example. LN seems to have had a positive effect on both VIKOR and TOPSIS. Technically, this normalization tool can achieve considerable outcomes, comparing to other normalization approaches. Using both VIKOR and TOPSIS on other examples and other cases in future research studies would be highly appreciated. This research study shows that the accuracy of the normalization methods is effective and sensitive to results and methodologies. Hence, although normalization methods generate the values that are but slightly different from each other, those small differences may have significant consequences for the quality of decision-making and the final decision when selecting among feasible alternatives. This new normalization tool can be applied in other classical MADM methods, such as COPRAS, WASPAS, ARAS, etc. and new methods will also be introduced in the future.
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