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Abstract. Let “≤L” be the Kazhdan-Lusztig left cell preorder on the symmetric group $S_n$. Let $w \mapsto (P(w), Q(w))$ be the Robinson-Schensted-Knuth correspondence between $S_n$ and the set of standard tableaux with the same shapes. We prove that for any $x, y \in S_n$, $x \leq_L y$ only if $Q(y) \geq Q(x)$, where “$\geq$” is the dominance (partial) order between standard tableaux. As a byproduct, we generalize an earlier result of Geck by showing that each Kazhdan-Lusztig basis element $C_w'$ can be expressed as a linear combination of some $m_t$ which satisfies that $u \geq P(w)^*$, $v \geq Q(w)^*$, where $t^*$ denotes the conjugate of $t$ for each standard tableau $t$. $\{m_t \mid s, t \in \text{Std}(\lambda), \lambda \vdash n\}$ is the Murphy basis of the Iwahori-Hecke algebra $H_S(S_n)$ associated to $S_n$.

1. Introduction

Let $(W, S)$ be a Coxeter system ([2, Chapter 3]). The Iwahori-Hecke algebra $H_S(W)$ associated to $(W, S)$ is a free $\mathbb{Z}[v, v^{-1}]$-module with basis $\{T_w \mid w \in W\}$ and multiplication determined by

$$T_w^2 = (v - v^{-1})T_w + 1, \forall s \in S,$$
$$T_wT_u = T_{wu}, \text{ if } \ell(wu) = \ell(w) + \ell(u).$$

In their influential paper [15], Kazhdan and Lusztig introduced the famous KL bases $\{C_w' \mid w \in W\}$ and KL polynomials $\{P_y,w \mid y, w \in W\}$ for the Iwahori-Hecke algebra $H_S(W)$. Though the definitions of these basis elements $C_w'$ and polynomials $P_y,w$ are elementary, deep connections with the geometry (such as intersection cohomology and perverse sheaves) were found. In particular, many properties of these bases and polynomials can only be proved via the categorification of Hecke algebra using perverse sheaves. Ever since, KL bases and KL polynomials play an important role in the representation theory of Lie algebras, algebraic groups, finite groups of Lie type and quantum groups.

Kazhdan and Lusztig used these bases $\{C_w' \mid w \in W\}$ to define three preorders $\leq_L, \leq_R$ and $\leq_{LR}$ on the Coxeter group $W$, which are called left cell preorder, right cell preorder and two-sided preorder. The associated equivalence classes are called the left cells, right cells and two-sided cells of $W$ respectively. We use the notation $x \sim_L y$ to mean that $x, y$ are in the same KL left cell. Similarly, we have the notations $x \sim_R y$ and $x \sim_{LR} y$. In the case $W$ is a Weyl group, these notions play an significant role in the study of representations of finite groups of Lie type and BGG category $O$ of complex semisimple Lie algebras. However, as with the KL bases, there are no elementary combinatorial characterizations (without using KL bases) for these preorders and cells except in some special cases.

In this paper we focus on the symmetric group $S_n$ on $\{1, 2, \cdots, n\}$. Let $\text{RSK}: S_n \to \bigsqcup_{\lambda \vdash n} (\text{Std}(\lambda) \times \text{Std}(\lambda)), w \mapsto (P(w), Q(w))$ be the Robinson-Schensted-Knuth (bijective) correspondence ([2, 22.1.B], [7, §4.1]), where $\lambda \vdash n$ means $\lambda$ is a partition of $n$, and $\text{Std}(\lambda)$ denotes the set of standard $\lambda$-tableaux. With this combinatorial models, we have the following beautiful characterization of KL cells.

Theorem 1.1 ([15], [21], [3], [11]). Let $x, y \in S_n$. Suppose that $\text{RSK}(x) \in \text{Std}(\lambda) \times \text{Std}(\lambda), \text{RSK}(y) \in \text{Std}(\mu) \times \text{Std}(\mu), \text{where } \lambda \vdash n, \mu \vdash n$. Then

1) $x \sim_L y$ if and only if $Q(x) = Q(y)$;
2) $x \sim_R y$ if and only if $P(x) = P(y)$;
3) $x \sim_{LR} y$ if and only if $\lambda = \mu$.

It is natural to ask if one can give some characterization of the Kazhdan-Lusztig preorders $\leq_L, \leq_R$ and $\leq_{LR}$ on the symmetric group $S_n$ in terms of the combinatorics of standard tableaux via the Robinson-Schensted-Knuth correspondence RSK. Unfortunately, to the best of our knowledge, little is known in this direction except the following well-known result.
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Proposition 1.2 ([20, 17], [6 (2.13.1)], [9 Theorem 5.1]). Let $x, y \in \mathfrak{S}_n$. Suppose that $\text{RSK}(x) \in \text{Std}^2(\lambda)$, $\text{RSK}(y) \in \text{Std}^2(\mu)$. Then $x \leq_{LR} y$ if and only if $\mu \geq \lambda$.

The following theorem is the first main result of this paper, which can be viewed as a first step in the combinatorial characterization of the left cell and right cell preorders $\leq_{L}, \leq_{R}$.

Theorem 1.3. Let $x, y \in \mathfrak{S}_n$. If $x \leq_{L} y$, then $Q(y) \geq Q(x)$. Equivalently, if $x \leq_{R} y$, then $P(y) \geq P(x)$.

Remark 1.4. In general, the converse of Theorem 1.3 does not hold. For example, in $\mathfrak{S}_3$, we have that

$$Q(s_2) = \begin{array}{c|cc} 1 & 2 & \circ \end{array} \triangleright \begin{array}{c|cc} 1 & 3 & \circ \\ \hline 3 & 2 & \circ \end{array} = Q(s_1),$$

but $s_1 \not\leq_{L} s_2$. Similarly, in $\mathfrak{S}_4$, we have that

$$Q(s_2) = \begin{array}{c|cc} 1 & 2 & 4 \circ \\ \hline 3 & 2 & 4 \circ \end{array} = Q(s_1s_3),$$

but $s_1s_3 \not\leq_{L} s_2$. Moreover, even we combine the dominance condition with the inverse inclusion condition of their right descent sets, it is still not sufficient to imply the left cell preorder $\leq_{L}$. In fact, in $\mathfrak{S}_5$, we have that

$$Q(s_2s_3s_4s_3s_2) = \begin{array}{c|cc} 1 & 2 & 4 \circ \\ \hline 3 & 5 & \circ \end{array} = Q(s_4s_1s_2s_1),$$

and

$$\mathcal{R}(s_2s_3s_4s_3s_2) = \{s_2, s_4\} \subseteq \{s_1, s_2, s_4\} = \mathcal{R}(s_4s_1s_2s_1),$$

but $s_4s_1s_2s_1 \not\leq_{L} s_2s_3s_4s_3s_2$ because one can calculate that $D'_{s_2s_3s_4s_3s_2} - C'_{s_2s_3s_4s_3s_2} = 0$, where $\mathcal{R}(w) := \{s_k \mid 1 \leq k < n, ws_k < w\}$ is the right descent set of $w$, and $D'_{w}$ is the dual Kazhdan-Lusztig basis element as defined in [16 (5.1.7)].

Our approach to the proof of the above theorem is to investigate some subtle relationship between the Kazhdan-Lusztig basis $\{C'_w \mid w \in \mathfrak{S}_n\}$ and the seminormal basis $\{\mathfrak{m}_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n\}$ of the semisimple Hecke algebra $\mathcal{H}_{\mathbb{Q}[v]}(\mathfrak{S}_n) := \mathbb{Q}(v) \otimes_{\mathbb{Z}[v, v^{-1}]} \mathcal{H}_{\mathbb{Q}}(\mathfrak{S}_n)$. The seminormal basis $\{\mathfrak{m}_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n\}$ is a nice basis of $\mathcal{H}_{\mathbb{Q}[v]}(\mathfrak{S}_n)$ which can be used to construct matrix units of the Hecke algebra and only exists inside the semisimple Hecke algebra $\mathcal{H}_{\mathbb{Q}[v]}(\mathfrak{S}_n)$. As a byproduct, we generalize an earlier result of Geck [9] on the relationship between the Kazhdan-Lusztig basis $\{C'_w \mid w \in \mathfrak{S}_n\}$ and the Murphy basis $\{\mathfrak{m}_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n\}$ of $\mathcal{H}_{\mathbb{Q}}(\mathfrak{S}_n)$. To state our second main result, we first recall the following two different partial orders on $\text{Std}^2(\lambda) := \sqcup_{\mathbb{Q}[v]} \text{Std}(\lambda) \times \text{Std}(\lambda)$. Let $\triangleright$ be the dominance (partial) order defined on the set of partitions of $n$ and also on the set of standard tableaux (see Section 2 for detailed definitions).

Definition 1.5. Let $\lambda, \mu \vdash n$, $(s, t) \in \text{Std}(\lambda) \times \text{Std}(\lambda)$ and $(u, v) \in \text{Std}(\mu) \times \text{Std}(\mu)$. We define

$$(s, t) \triangleright (u, v) \text{ if either } \lambda \triangleright \mu \text{ or } \lambda = \mu, s \triangleright u \text{ and } t \triangleright v.$$ 

If $(s, t) \triangleright (u, v)$ and $(s, t) \neq (u, v)$, the we write $(s, t) \triangleright (u, v)$. We also define

$$(s, t) \triangleright (u, v) \text{ if } s \triangleright u \text{ and } t \triangleright v.$$ 

If $(s, t) \triangleright (u, v)$ and $(s, t) \neq (u, v)$, the we write $(s, t) \triangleright (u, v)$.

In particular, if $(s, t) \triangleright (u, v)$ then $\text{Shape}(s) = \text{Shape}(t) \triangleright \text{Shape}(u) = \text{Shape}(v)$. It follows that the partial order $\triangleright$ is stronger than the partial order $\geq$ on $\text{Std}(\lambda) \times \text{Std}(\lambda)$. In order to simplify the notations, we henceforth make the following definition on notations.

Definition 1.6. Let $w \in \mathfrak{S}_n$. We define

$$u_{w} := P(w)^*, \quad v_{w} := Q(w)^*,$$

where $t^*$ denotes the conjugate of $t$ for each standard tableau $t$.

In addition to the Kazhdan-Lusztig basis $\{C'_w \mid w \in \mathfrak{S}_n\}$, the Hecke algebra $\mathcal{H}_{\mathbb{Q}}(\mathfrak{S}_n)$ has yet another $\mathbb{Z}[v, v^{-1}]$-basis—the Murphy basis $\{\mathfrak{m}_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n\}$, which was first introduced by Murphy [18]. Both the Murphy basis and the Kazhdan-Lusztig basis $\{C'_w \mid w \in \mathfrak{S}_n\}$ are cellular bases in the sense of Graham and Lehrer [10]. The following theorem, which reveals some relationship between the
Kazhdan-Lusztig basis \( \{ C'_w \} \) and the Murphy basis \( \{ m_{st} \} \) of \( \mathcal{H}_v(\mathfrak{S}_n) \), is actually a (slightly strengthened) reformulation of a remarkable result of Geck.

**Theorem 1.7 (\[ 9 \] Corollaries 4.11 and 5.11).** Let \( \lambda \vdash n \). For each \( w \in \mathfrak{S}_n \) with \( \text{RSK}(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda) \), we have that

\[
m_{u_w,v_w} = u^{\ell(w_{\lambda'},o)}C'_w + \sum_{y \in \mathfrak{S}_n} r_{w,y}C'_y, \quad C'_w = u^{-\ell(w_{\lambda'},o)}m_{u_w,v_w} + \sum_{(s,t) \in \text{Std}(n)} r_{w,s,t}m_{st},
\]

where \( r_{w,y}, r_{w,s,t} \in \mathbb{Z}[v, v^{-1}] \) for each pair \( (w, y) \) and each triple \( (w, s, t) \).

**Remark.** The formulation in \[ 9 \] Corollary 4.11 is actually slightly weaker than the theorem we stated above in three points: Firstly, there is a sign \( u'_w \) in \[ 9 \] Corollary 4.11 which we removed here; secondly, \[ 9 \] Corollary 4.11 used the bijection \((\lambda, i, j) \mapsto w_{\lambda}(i, j)\) instead of the correspondence \( w \mapsto (u_w, v_w) = (P(w)^*, Q(w)^*)\); thirdly, \[ 9 \] Corollary 4.11 did not explicitly claim that \( s, t \in \text{Std}(\lambda^*) \) and \( r_{w,s,t} \neq 0 \) imply that \( s \geq u_w \) and \( t \geq v_w \). In fact, \( u'_w = 1 \) follows from the proof of \[ 9 \] Corollary 5.11. The reconciliation of the two bijection in the second point will be explained in Lemma 3.14, while the third point is implicitly implied by the proof of \[ 9 \] Corollary 4.11.

The following two theorems are the second main result of this paper, which gives a generalization of the above result of Geck.

**Theorem 1.9.** Let \( \lambda \vdash n \). For each \( w \in \mathfrak{S}_n \) with \( \text{RSK}(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda) \), we have that

\[
C'_w = u^{-\ell(w_{\lambda'},o)}m_{u_w,v_w} + \sum_{(s,t) \in \text{Std}(n)} r_{w,s,t}m_{st}, \quad m_{u_w,v_w} = u^{\ell(w_{\lambda'},o)}C'_w + \sum_{y \in \mathfrak{S}_n} r_{w,y}C'_y,
\]

where \( r_{w,s,t}, r_{w,y} \in \mathbb{Z}[v, v^{-1}] \) for each triple \( (w, s, t) \) and each pair \( (w, y) \).

Note that \( \mathcal{H}_v(\mathfrak{S}_n) \) is naturally embedded into \( \mathcal{H}_{Q(v)}(\mathfrak{S}_n) \) via \( h \mapsto 1 \otimes h \). Henceforth, we identify \( \mathcal{H}_v(\mathfrak{S}_n) \) with its image via this embedding.

**Theorem 1.10.** Let \( \lambda \vdash n \). For each \( w \in \mathfrak{S}_n \) with \( \text{RSK}(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda) \), we have that

\[
f_{u_w,v_w} = u^{\ell(w_{\lambda'},o)}C'_w + \sum_{y \in \mathfrak{S}_n} r'_{w,y}C'_y, \quad C'_w = u^{-\ell(w_{\lambda'},o)}f_{u_w,v_w} + \sum_{(s,t) \in \text{Std}(n)} r'_{w,s,t}f_{st},
\]

where \( r'_{w,s,t}, r'_{w,y} \in \mathbb{Q}(v) \) for each triple \( (w, s, t) \) and each pair \( (w, y) \).

Kazhdan and Lusztig have also introduced another \( \mathbb{Z}[v, v^{-1}] \)-basis \( \{ C_w \mid w \in \mathfrak{S}_n \} \) which will be called twisted KL basis. Let \( \{ g_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n \} \) be the dual seminormal basis of \( \mathcal{H}_{Q(v)}(\mathfrak{S}_n) \) corresponding to the dual Murphy basis \( \{ n_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n \} \) of \( \mathcal{H}_v(\mathfrak{S}_n) \). In a parallel to the above two theorems, we also obtain the corresponding results (Theorems 1.9, 1.11) for the triangular transition matrices relations between the twisted Kazhdan-Lusztig basis \( \{ C_w \mid w \in \mathfrak{S}_n \} \) and the dual seminormal basis \( \{ g_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n \} \) and the dual Murphy basis \( \{ n_{st} \mid s, t \in \text{Std}(\lambda), \lambda \vdash n \} \).

The paper is organized as follows. In Section 2 we recall some basic knowledge, notations and definitions on the symmetric groups and its associated Iwahori-Hecke algebra. In particular, we give the definitions of KL basis, twisted KL basis, Murphy basis and seminormal basis. In Section 3 we give the proof of our first main result Theorem 1.3 and the second main result Theorems 1.9, 1.10 on the relations between the KL basis and Murphy basis and seminormal basis. In Section 4 we first recall the definition of dual Murphy basis and dual seminormal basis of the Hecke algebra \( \mathcal{H}_{Q(v)}(\mathfrak{S}_n) \). Then we give the third main result Theorems 4.9, 4.11 on the relations between the twisted KL basis and the dual Murphy basis and the dual seminormal basis.
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2. PRELIMINARY

In this section, we shall give some preliminary definitions and results on the symmetric groups and its associated Iwahori-Hecke algebra.

Let $S_n$ be the symmetric group on $\{1, 2, \cdots , n\}$. For each $1 \leq i < n$, we set $s_i := (i, i + 1)$. Let $v$ be an indeterminate over $\mathbb{Z}$. Set $A := \mathbb{Z}[v, v^{-1}]$. By definition, the Iwahori-Hecke algebra $\mathcal{H}_v(S_n)$ associated to $S_n$ is the unital associative $A$-algebra with generators $T_1, \cdots , T_{n-1}$ and defining relations

\[
(T_r - v)(T_r + v^{-1}) = 0, \quad \forall 1 \leq r < n,
\]

\[
T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1}, \quad \forall 1 \leq i < n - 1,
\]

\[
T_j T_k = T_k T_j, \quad \forall 1 \leq j < k - 1 \leq n - 2.
\]

A word $w = s_{i_1} s_{i_2} \cdots s_{i_k}$ for $w \in S_n$ is called a reduced expression of $w$ if $k$ is minimal; in this case we say $w$ has length $k$ and we write $\ell(w) = k$. Given a reduced expression $s_{i_1} \cdots s_{i_k}$ of $w \in S_n$, we define $T_w = T_{i_1} \cdots T_{i_k}$, which is independent of the choice of the reduced expression of $w$ because of the braid relations holds in $\mathcal{H}_v(S_n)$. For any field $K$, which is an $A$-algebra, we define $\mathcal{H}_v^K(S_n) := K \otimes_A \mathcal{H}_v(S_n)$.

Let $m$ be a positive integer. A partition of $m$ is a weakly decreasing sequence $\lambda = (\lambda_1, \lambda_2, \cdots)$ of non-negative integers such that $|\lambda| := \Sigma_{i \geq 1} \lambda_i = m$. In this case we write $\lambda \vdash m$. We use $\mathcal{P}_m$ to denote the set of partitions of $m$. For any $\lambda = (\lambda_1, \lambda_2, \cdots) \in \mathcal{P}_m$, we define $\lambda^* = (\lambda_1^*, \lambda_2^*, \cdots)$, where for each $i$, $\lambda_i^* := \#\{j \mid \lambda_j \geq i\}$. Then $\lambda^* \in \mathcal{P}_m$ and is called the conjugate of $\lambda$. We define the Young diagram of $\lambda$ to be $[\lambda] := \{(i, j) \mid 1 \leq j \leq \lambda_i\}$, and each $(i, j) \in [\lambda]$ is called a box of $\lambda$. A $\lambda$-tableau $t$ is a bijective map $t : [\lambda] \rightarrow \{1, 2, \cdots , m\}$. We usually call the image of a box $(x, y) \in [\lambda]$ under $t$ the entry of the box $(x, y)$ in $t$. If $t$ is a $\lambda$-tableau, then we set $\text{Shape}(t) := \lambda$, and define $t^* \in \text{Std}(\lambda^*)$ by $t^*(i, j) := (j, i)$ for any $(i, j) \in [\lambda^*]$. We call $t^*$ the conjugate of $t$. If the $\lambda$-tableau $t$ satisfies that $t(i, j) \leq t(i, b)$ for any $j < b$ and any $i$, then we say $t$ is row standard. A $\lambda$-tableau $t$ is called standard if both $t$ and $t^*$ are row standard. We use $\text{Std}(\lambda)$ to denote the set of standard $\lambda$-tableaux. For each $\lambda$-tableau $t$ and $1 \leq k \leq m$, we use $t_{\downarrow k}$ to denote the subtableau of $t$ which contains the integer $1, 2, \cdots , k$. Set $\text{Std}(m) := \bigcup_{\lambda \vdash m} \text{Std}(\lambda)$, $\text{Std}^2(m) := \bigcup_{\lambda \vdash m} \text{Std}^2(\lambda)$, where $\text{Std}^2(\lambda) := \text{Std}(\lambda) \times \text{Std}(\lambda)$ for each $\lambda \in \mathcal{P}_m$.

Let $\lambda \in \mathcal{P}_n$. Let $t^\lambda$ be the initial standard $\lambda$-tableaux with the numbers $1, 2, \cdots , n$ entered in order along the rows of $[\lambda]$. We define $t_{\lambda} := (t^\lambda)^*$. In particular, $t_{\lambda}^k$ is the standard $\lambda$-tableaux in which the numbers $1, 2, \cdots , n$ entered in order along the columns of $[\lambda]$.

For any $\lambda, \mu \in \mathcal{P}_n$, we write $\lambda \triangleright \mu$ if for all $i \geq 1$,

\[
\sum_{j=1}^{i} \lambda_j \geq \sum_{j=1}^{i} \mu_j.
\]

If $\lambda \triangleright \mu$ and $\lambda \neq \mu$, then we write $\lambda \triangleright \mu$.

Let $\lambda, \mu \in \mathcal{P}_n$. Let $s \in \text{Std}(\lambda), t \in \text{Std}(\mu)$. We write $s \triangleright t$ if for any $1 \leq k \leq n$,

\[
\text{Shape}(s_{\downarrow k}) \triangleright \text{Shape}(t_{\downarrow k}).
\]

If $s \triangleright t$ and $s \not\triangleright t$ then we call $s \triangleright t$. Clearly, $\triangleright$ is also a partial order which will be called the dominance order on $\text{Std}(m)$, and $t^\lambda \triangleright s \triangleright t_{\lambda}$ for any $s \in \text{Std}(\lambda)$.

For each $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_k) \in \mathcal{P}_n$, we define

\[
I_{\lambda} := \{s_r \mid 1 \leq r < n, r \neq \lambda_1 + \lambda_2 + \cdots + \lambda_i, \forall 1 \leq i < k\},
\]

and denote by $S_\lambda$ the standard parabolic subgroup of $S_n$ generated by $I_{\lambda}$. Then $S_\lambda \cong S_{\lambda_1} \times S_{\lambda_2} \times \cdots \times S_{\lambda_k}$. We allow $S_{\lambda}$ to act on $\{1, 2, \cdots , n\}$ from both the left-hand side and the right-hand side. They are related to each other via $(k)w = w^{-1}(k)$ for any $1 \leq k \leq n$ and $w \in S_\lambda$. Similarly, the symmetric group $S_n$ can act on the set of standard tableaux from both the left-hand side and the right-hand side. It is clear that $S_\lambda$ is nothing but the row stabilizer of $t^\lambda$ in $S_n$. We set $\mathcal{D}_\lambda := \{d \in S_n \mid t^\lambda d$ is row standard\}.

Then $\mathcal{D}_\lambda$ is the set of minimal length right coset representatives of $S_\lambda$ in $S_n$ ([3], [4]). In particular, for any $w \in S_\lambda$, there are unique $d \in \mathcal{D}_\lambda$ and $z \in S_\lambda$ such that $w = zd$ with $\ell(w) = \ell(z) + \ell(d)$. We use $w_{\lambda, 0}$
to denote the unique longest element in $S$. For each $t \in \text{Std}(\lambda)$, let $d(t) \in \mathfrak{S}_n$ be the unique element in $\mathfrak{S}_n$ such that $t^\lambda d(t) = t$.

Let $\ast$ be the anti-isomorphism of $\mathcal{H}_c(\mathfrak{S}_n)$ which is defined on generators by $T_i^\ast = T_i$ for any $1 \leq i < n$.

**Definition 2.1** ([18]). Let $\lambda \in \mathcal{P}_n$ and $s, t \in \text{Std}(\lambda)$. We define

$$m_{st} := T_{d(s)}^\ast \left( \sum_{w \in \mathfrak{S}_n} \nu^{(w)} T_w \right) T_{d(t)}.$$

**Remark 2.2.** The readers should identify $d(s)$ in our notation with $d(s)^{-1}$ in the notation of [9]. In particular, the above definition of $m_{st}$ coincides with [11 Theorem 4.1].

**Theorem 2.3** ([15]). The set $\{m_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\}$ forms an $\mathcal{A}$-basis of $\mathcal{H}_c(\mathfrak{S}_n)$.

We call $\{m_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\}$ the **Murphy basis** of $\mathcal{H}_c(\mathfrak{S}_n)$. It is cellular in the sense of Graham and Lehrer [18].

Let $a \mapsto b$ be the unique ring involution of $\mathcal{A}$ defined by $\overline{a} = a^\ast$. Then for any $\lambda \in \mathcal{P}_n$, we define $\nu^{(w)} := (-1)^{(w)}$. Let $j$ be the unique ring involution of $\mathcal{H}_c(\mathfrak{S}_n)$ given by $j(\sum_{w \in \mathfrak{S}_n} a_w T_w) = \sum_{w \in \mathfrak{S}_n} \overline{a_w} \overline{T_w}$. For any $w \in \mathfrak{S}_n$, we define $C_w := \nu w j(C_w')$. Then we have that $C_w = \lambda C_w$, and

$$C_w = T_w + \sum_{w \neq y \in \mathfrak{S}_n} \nu^{(w)}(v) \overline{P_{y,w}}(v^2) \overline{T_y}.$$

Moreover, $\{C_w \mid w \in \mathfrak{S}_n\}$ forms an $\mathcal{A}$-basis of $\mathcal{H}_c(\mathfrak{S}_n)$. We call $\{C_w \mid w \in \mathfrak{S}_n\}$ the Kazhdan-Lusztig basis (or KL basis for short) of $\mathcal{H}_c(\mathfrak{S}_n)$, and $\{C_w \mid w \in \mathfrak{S}_n\}$ the twisted Kazhdan-Lusztig basis (or twisted KL basis for short) of $\mathcal{H}_c(\mathfrak{S}_n)$.

**Lemma 2.5** ([15]). Let $w \in \mathfrak{S}_n$. Then for any $1 \leq k < n$, we have that

$$C_{s_k} C_w = \begin{cases} C_{s_k w} + \sum_{s_k < z < w} \mu(z, w) C_{s_k} & \text{if } \ell(s_k w) = \ell(w) + 1; \\ (v + 1)^{t(k)} C_{s_k} & \text{if } \ell(s_k w) = \ell(w) - 1. \end{cases}$$

where $\mu(z, w)$ is the leading coefficient defined in [15 Definition 1.2].

Let $Q(v)$ be the rational functional field on $v$. It is well-known that the Hecke algebra $\mathcal{H}_Q(\mathfrak{S}_n)$ is split semisimple. For any $\lambda \in \mathcal{P}_n$, $t \in \text{Std}(\lambda)$ and any $1 \leq k \leq n$, we define

$$c_t(k) = v^{2j-1}, \quad \text{if } k \text{ appears in row } i \text{ and column } j \text{ of } t.$$

We define $C(k) := \{c_t(k) \mid t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\}$. In particular, for any $\lambda, \mu \in \mathcal{P}_n$, $s \in \text{Std}(\lambda), t \in \text{Std}(\mu)$, if $s \neq t$, then there exists $1 \leq k \leq n$ such that $c_t(k) - c_s(k) \in Q(v)^\times$, where $Q(v)^\times$ denotes the set of invertible elements in $Q(v)$.

For each integer $1 \leq k \leq n$, we define

$$L_k := T_{k-1} \cdots T_2 T_k T_2 \cdots T_{k-1}.$$

**Definition 2.7** ([19 Definition 2.4]). Let $\lambda \in \mathcal{P}_n$ and $t \in \text{Std}(\lambda)$. We define

$$F_t = \prod_{k=1}^{n} \prod_{c \in C(k) \setminus c_t(k)} \frac{L_k - c}{c_t(k) - c}.$$

For any $\lambda \in \mathcal{P}_n$ and $s, t \in \text{Std}(\lambda)$, we define

$$f_{st} := F_s m_{st} F_t.$$
Lemma 2.9 (I1 Corollary 2.7, Theorems 2.11, Corollary 2.13).

1) The set \{f_{st} : s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\} is a \(Q(v)\)-basis of \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\);
2) If \(s, t, u, v\) are standard tableaux, then \(f_{st}f_{uv} = \delta_{ut}f_{sv}\), where \(\gamma_t \in Q(v)^+\);
3) For each \(\lambda \in \mathcal{P}_n\), we define \(S(\lambda) := f_{st}^{\lambda+1} \mathcal{H}_{Q(v)}(\mathfrak{S}_n)\). Then \(S(\lambda) \cong f_{st} \mathcal{H}_{Q(v)}(\mathfrak{S}_n)\) for any \(s, t \in \text{Std}(\lambda)\), and \(\{S(\lambda) \mid \lambda \vdash n\}\) is a complete set of pairwise non-isomorphic simple right \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\)-modules; Similarly, we define \(S'(\lambda) := \mathcal{H}_{Q(v)}(\mathfrak{S}_n)f_{st}^{\lambda+1}\). Then \(S'(\lambda) \cong \mathcal{H}_{Q(v)}(\mathfrak{S}_n)f_{st}\) for any \(s, t \in \text{Std}(\lambda)\), and \(\{S'(\lambda) \mid \lambda \vdash n\}\) is a complete set of pairwise non-isomorphic simple left \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\)-modules;
4) Let \(\lambda \in \mathcal{P}_n\) and \(s, u \in \text{Std}(\lambda)\). For any integer \(1 \leq i < n\), if \(t := s(i, i+1)\) is standard then

\[
\hat{f}_{us}T_i = \begin{cases} 
(v^{-1}c_{x}(i+1)+c_{x}(i)) \hat{f}_{us}, & \text{if } t < s, \\
(v^{-1}c_{x}(i+1)+c_{x}(i)) \hat{f}_{us} + \frac{(c_{x}(i)-c_{x}(i+1))(v^{-1}c_{x}(i)-c_{x}(i+1))}{(c_{x}(i+1)-c_{x}(i))}, & \text{if } s < t,
\end{cases}
\]

If \(t := s(i, i+1)\) is not standard then

\[
\hat{f}_{us}T_i = \begin{cases} 
v_{us}, & \text{if } i \text{ and } i+1 \text{ are in the same row of } s, \\
-v^{-1}u_{us}, & \text{if } i \text{ and } i+1 \text{ are in the same column of } s.
\end{cases}
\]

Similar formulae hold for \(T_i\hat{f}_{us}\).

We call \(\{f_{st} : s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\}\) the seminormal basis of \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\) corresponding to the Murphy basis \(\{m_{st} : s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n\}\) of \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\). Actually the seminormal bases can be defined for the more general cyclotomic Hecke algebras of type \(G(f, 1, n)\) and play an important role in many aspects of the representation theory of Hecke algebras and KLR algebras, see [19], [12], [14]. The formulae in Lemma 2.9(4) gives rise to a seminormal basis \(\{f_s : s \in \text{Std}(\lambda)\}\) of the simple right \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\)-module \(S(\lambda)\) and the explicit matrix form of each Hecke generator \(T_i\) on this basis. We usually call it the seminormal form of \(S(\lambda)\) ([11], [22]). Similar result holds for the simple left \(\mathcal{H}_{Q(v)}(\mathfrak{S}_n)\)-module \(S'(\lambda)\).

Lemma 2.10 ([13]). For any \(\lambda \in \mathcal{P}_n\) and \(s, t \in \text{Std}(\lambda)\), we have

\[
m_{st} = f_{st} + \sum_{(u, v) \in \text{Std}^2(n)} r^1_{uv} f_{uv},
\]

\[
f_{st} = m_{st} + \sum_{(u, v) \in \text{Std}^2(n)} r^2_{uv} m_{uv},
\]

where \(r^1_{uv}, r^2_{uv} \in Q(v)\) for each pair \((u, v)\).

3. KAZHDAN-LUSZTIG BASES AND SEMINORMAL BASES

The purpose of this section is to give the proof of Theorems 1.9 and 1.10 for the triangular transition matrices relations between the KL basis \(\{C'_w : w \in \mathfrak{S}_n\}\), the seminormal basis \(\{f_{st} : s, t \in \text{Std}(\lambda), \lambda \vdash n\}\) and the Murphy basis \(\{m_{st} : s, t \in \text{Std}(\lambda), \lambda \vdash n\}\).

The following definitions of Kazhdan-Lusztig preorders \(\leq_L\), \(\leq_R\) and \(\leq_{LR}\) are equivalent to their original definitions in [13].

Definition 3.1. Let \(x, y \in \mathfrak{S}_n\). If there exists some \(h \in \mathcal{H}_e(\mathfrak{S}_n)\) such that \(C'_h\) appears with a nonzero coefficient in the expansion of \(hC'_y\) as an \(A\)-linear combination of the \(C'_w\)-bases, then we define \(x \leq_L y\). Similarly, if there exists some \(h' \in \mathcal{H}_e(\mathfrak{S}_n)\) such that \(C'_h\) appears with a nonzero coefficient in the expansion of \(C'_h\) as an \(A\)-linear combination of the \(C'_w\)-bases, then we define \(x \leq_R y\). We use \(\leq_{LR}\) to denote the preorder generated by the two preorders \(\leq_L\) and \(\leq_R\). We call \(\leq_{LR}\) the (Kazhdan-Lusztig) left cell preorder, right cell preorder and two-sided cell preorder respectively.

It is well-known that \(x \leq_L y\) if and only if \(x^{-1} \leq_R y^{-1}\). The equivalence classes generated by \(\leq_L\), \(\leq_R\) and \(\leq_{LR}\) will be called the (Kazhdan-Lusztig) left cells, right cells and two-sided cells of \(\mathfrak{S}_n\), which will be denoted by \(\sim_L\), \(\sim_R\) and \(\sim_{LR}\) respectively.

Robinson-Schensted-Knuth correspondence gives a combinatorial modes to describe the (Kazhdan-Lusztig) left cells, right cells and two-sided cells of \(\mathfrak{S}_n\). To state its definition, we first recall the following row-insertion algorithm.
Definition 3.2. Let $\lambda \in \mathcal{P}_m$ and $t$ be a standard $\lambda$-tableau with entries in $\mathbb{N}$. Let $i \in \mathbb{N}$ such that none of the entry of $t$ is equal to $i$. We define a new standard tableau $t \leftarrow i$ of size $m+1$ inductively as follows:

- If $i$ is larger than all the entries in the first row of $t$, then $t \leftarrow i$ is just obtained by adding a box with entry $i$ at the end of the first row of $t$;
- Otherwise, let $t'$ be the tableau obtained from $t$ by removing the first row and let $i'$ be the left-most entry of the first row of $t$ such that $i' > i$. Then this entry $i'$ is replaced by $i$ (which gives a new row $R$), and we obtain $t \leftarrow i$ by adding as a first row $R$ to the standard tableau $t' \leftarrow i'$.

Definition 3.3. For any $w \in \mathfrak{S}_n$, we define

$$P^{[n]}(w) := (\cdots ((\emptyset \leftarrow w(1)) \leftarrow w(2)) \leftarrow \cdots \leftarrow w(n-1)) \leftarrow w(n), \quad Q^{[n]}(w) := P^{[n]}(w^{-1}).$$

If the context is clear, we shall omit the superscript “$[n]$” and write $P(w), Q(w)$ instead of $P^{[n]}(w), Q^{[n]}(w)$.

Example 3.4. If $w = s_1 s_3 s_4 \in \mathfrak{S}_6$, then we have

$$P(w) = P^{[6]}(w) = \begin{array}{cccccc}1 & 3 & 5 & 6 \\ 2 & 4 & \end{array}, \quad Q(w) = Q^{[6]}(w) = \begin{array}{cccc}1 & 3 & 4 & 6 \\ 2 & 5 & \end{array}.$$

Theorem 3.5 (Robinson-Schensted-Knuth correspondence [7, §4.1]). The map

$$\text{RSK}: \quad \mathfrak{S}_n \longrightarrow \text{Std}^2(n), \quad w \longrightarrow (P^{[n]}(w), Q^{[n]}(w))$$

is bijective.

If $s, t \in \text{Std}(\lambda)$, where $\lambda \in \mathcal{P}_n$, then we define

$$\pi_\lambda(s, t) := \text{RSK}^{-1}(s, t) \in \mathfrak{S}_n.$$

In order to simplify the notations, we set

$$\mathcal{D}(m) := \mathcal{D}(m, 1^{n-m}),$$

which is the set of minimal length right coset representatives of $\mathfrak{S}_n = \mathfrak{S}(n-1, 1)$. Then $\mathcal{D}(n) := \{d^{-1} \mid d \in \mathcal{D}(n)\}$ is the set of minimal length left coset representatives of $\mathfrak{S}_n$ in $\mathfrak{S}_n$.

Lemma 3.8. Let $w \in \mathfrak{S}_n$. There exists a unique pair $(d_{n-1}, w_{n-1}) \in \mathcal{D}(n-1) \times \mathfrak{S}(n-1, 1)$ such that $w = d_{n-1} w_{n-1}$. Moreover, $Q^{[n-1]}(w_{n-1})$ is obtained from $Q(w)$ by removing the box containing $n$, i.e.,

$$Q^{[n]}(w) \downarrow_{n-1} = Q^{[n-1]}(w_{n-1}).$$

Proof. Since $Q(w) = P(w^{-1})$, it suffices to show that $Q^{[n]}(w^{-1}) \downarrow_{n-1} = Q^{[n-1]}(w_{n-1}^{-1})$. We set $\lambda := (n-1, 1)$. There exists a unique $1 \leq k \leq n$ such that $(n)d_{n-1}^{-1} = k = d_{n-1}(n)$. Since $t^0d_{n-1}^{-1}$ is row standard, it follows that

$$d_{n-1}(j) = (j)d_{n-1}^{-1} = \begin{cases} j, & \text{if } 1 \leq j < k, \\ j+1, & \text{if } k \leq j \leq n-1, \\ k, & \text{if } j = n. \end{cases}$$

It follows that

$$d_{n-1}^{-1}(j) = \begin{cases} j, & \text{if } 1 \leq j < k, \\ j-1, & \text{if } k+1 \leq j \leq n, \\ n, & \text{if } j = k. \end{cases}$$

Now assume that $i_j = w_{n-1}^{-1}(j)$ for each $1 \leq j \leq n-1$. Then $(i_1, \cdots, i_{n-1})$ is a permutation of $(1, 2, \cdots, n-1)$ because $w_{n-1}^{-1} \in \mathfrak{S}_{n-1}$. It follows directly from the definition that

$$P^{[n-1]}(w_{n-1}^{-1}) = P^{[n]}(w_{n-1}^{-1} d_{n-1}^{-1}) \downarrow_{n-1}.$$ 

This completes the proof of the lemma.

Proposition 3.10. Let $w \in \mathfrak{S}_n$ and $m \leq n$. There exists a unique pair $(d_m, w_m) \in \mathcal{D}(m) \times \mathfrak{S}_m$ such that $w = d_m w_m$. Moreover, $Q^{[m]}(w_m)$ is obtained from $Q^{[n]}(w)$ by removing the boxes containing $m+1, m+2, \ldots, n$, i.e.,

$$P^{[m]}(w^{-1}) \downarrow_m = Q^{[m]}(w) \downarrow_m = Q^{[m]}(w_m) = P^{[m]}(w_m^{-1}).$$
Proof. We use induction on \( n - m \). If \( n - m = 0 \), then the proposition holds trivially. If \( n - m = 1 \), then the proposition follows from Lemma 3.8. Now let \( k \geq 2 \) and suppose that the proposition holds whenever \( n - m < k \). We consider the case when \( k = n - m \geq 2 \).

By Lemma 3.8 there exists a unique pair \((d_{n-1}, w_{n-1}) \in D_{n-1}(n)^{-1} \times \mathcal{S}_{(n-1,1)}\) such that \( w = d_{n-1}w_{n-1} \) and

\[
Q[n](w) \downarrow_{n-1} = Q[n-1](w_{n-1}).
\]

Now we have that \( (n-1) - m < n - m = k \). By induction hypothesis, there exists a unique pair \((d_m, w_m) \in D_m(n-1)^{-1} \times \mathcal{S}_{(m,1^{n-1-m})}\) such that \( w_{n-1} = d'_mw_m \) and

\[
Q[n-1](w_{n-1}) \downarrow_m = Q[m](w_m).
\]

Now we define \( d_m := d_{n-1}d'_m \). It is clear that \( d_m \in D_m(n)^{-1} \) because \( d_{n-1}d'_m(1^{m,1^{n-m}}) \) is row standard. Then

\[
w = d_{n-1}w_{n-1} = d_{n-1}d'_mw_m = d_mw_m
\]

and by (3.11),

\[
Q[n](w) \downarrow_m = Q[n-1](w_{n-1}) \downarrow_m = Q[m](w_m).
\]

Therefore, the proposition is proved. \( \square \)

Example 3.12. Let \( n = 6 \), \( w = s_1s_3s_4 \in \mathcal{S}_6 \) and \( m = 3 \). Then \( d_3 = s_3s_4 \in D_m(n)^{-1} \) and \( w_3 = s_3 \in \mathcal{S}_3 \). We have

\[
Q(s_1s_3s_4) = \begin{bmatrix} 1 & 3 & 4 & 6 \\ 2 & 5 \end{bmatrix},
\]

\[
Q(s_1s_3s_4) \downarrow_3 = Q(s_1) = \begin{bmatrix} 1 & 3 \\ 2 \end{bmatrix}.
\]

Let \( W_I \) be a standard parabolic subgroup of \( \mathcal{S}_n \). Applying [2, Corollary 8.2.4], we can deduce that for any \( x, y \in W_I \), \( x \leq_L y \) (resp., \( x \leq_R y \)) with respect to \( W_I \) if and only if \( x \leq_L y \) (resp., \( x \leq_R y \)) with respect to \( \mathcal{S}_n \). The following useful result of Geck will play an important role in the proof of our first main result Theorem 1.3.

Lemma 3.13 (S Proposition 3.3]). Let \( w = dz \in \mathcal{S}_n \), where \( d \in D_m(n)^{-1} \), \( z \in \mathcal{S}_m \), \( 1 \leq m \leq n \). Then we have that

\[
C'_w = T_dC'_z + \sum_{u \in D_m(n)^{-1}, y \in \mathcal{S}_m \atop u < d', y \leq_L z} \tilde{r}_{w, u, y}T_uC'_y,
\]

\[
C'_{w^{-1}} = C'_zT_d^{-1} + \sum_{u \in D_m(n), y \in \mathcal{S}_m \atop u < d', y \leq_R z^{-1}} \tilde{r}_{w, u, y}C'_yT_u,
\]

where \( \tilde{r}_{w, u, y} \in A \) for each triple \((w, u, y)\).

Proof. The first equality follows from [S Proposition 3.3] and the sentence in the paragraph above this lemma. The second equality follows from the first one by applying the anti-isomorphism "∗" of \( \mathcal{H}_c(\mathcal{S}_n) \). \( \square \)

Let \( \lambda \in \mathcal{P}_n \). We assume that \( D_{\lambda}^{-1} = \{ x_i \mid 1 \leq i \leq d_\lambda \} \), where \( d_\lambda := \dim S(\lambda) \). Let \((\lambda, i, j) \mapsto \omega_\lambda(i, j) \) be the bijection defined in [S, Lemma 3.4]. Recall that \( \omega_\lambda, 0 \) is the unique longest element in \( \mathcal{S}_{d_\lambda} \).

Lemma 3.14. Let \( \lambda \in \mathcal{P}_n \) and \( s, t \in \text{Std}(\lambda) \). Let \( 1 \leq i, j \leq d_\lambda \) be such that \( x_i t^\lambda = s, x_j t^\lambda = t \). Then we have that

\[
P(d(z)^{-1}\omega_{d, 0}) = s^*, \quad Q(w_{d, 0}(1)) = t^*, \quad \omega_{\lambda}(i, j) = \pi_{\lambda}(s^*, t^*).
\]

Proof. The first equality follows directly from the definition of the RSK correspondence and verification. The second equality follows from the first one because \( Q(w) = P(w^{-1}) \).

By the second row in [S Page 658], we have \( \omega_{\lambda}(1, 1) = d(z)^{-1}\omega_{d, 0}. \) Applying [S Remark 3.5(a)], we can deduce that \( \omega_{\lambda}(1, j) = \omega_{d, 0}(t) \). Combining this with the first two equalities we can conclude that \( \omega_{\lambda}(i, 1) \) lies in the Kazhdan-Lusztig right cell determined by \( s^* \) (under the RSK correspondence), while \( \omega_{\lambda}(1, j) \) lies in the Kazhdan-Lusztig left cell determined by \( t^* \) (under the RSK correspondence).
On the other hand, by the proof of \[\text{[3] Theorem 5.4}\], we see that \(w_\lambda(i, j)\) is the unique element in the intersection of the Kazhdan-Lusztig right cell which contains \(w_\lambda(i, 1)\) with the Kazhdan-Lusztig left cell which contains \(w_\lambda(1, j)\). It follows that \(w_\lambda(i, j) = \pi_{\lambda^*}(\mathbf{s}^*, t^*)\). This completes the proof of the lemma.

\[\square\]

**Proof of Theorem 1.7** This follows from \[\text{[9] Corollaries 4.11 and 5.11}\] and Lemma 3.14.

**Lemma 3.15.** Let \(\lambda \in \mathcal{P}_n\) and \(t \in \text{Std}(\lambda)\). Then for any \(0 \neq h = \sum_{s \in \text{Std}(\lambda)} r_s^t \in \mathcal{H}_{Q(v)}(\mathcal{S}_n)\) and any \(1 \leq m \leq n\), we have \(S(\mu) \cong h \mathcal{H}_{Q(v)}(\mathcal{S}_n)\), where \(\mu := \text{Shape}(t \downarrow m)\) and \(r_s^t \in Q(v)\) for each pair \((s, t)\). In particular, \(S(\mu) \cong f_{st} \mathcal{H}_{Q(v)}(\mathcal{S}_n)\) for any \(s \in \text{Std}(\lambda)\).

**Proof.** Let \(1 \leq m \leq n\). We define \(\mu := \text{Shape}(t \downarrow m)\) and
\[
\{t_1, \ldots, t_k\} := \{tw \mid tw \in \text{Std}(\lambda)\text{ for some } w \in \mathcal{S}_m\}.
\]
By Lemma 2.9 it is easy to see that \(\{h_i := \sum_{s \in \text{Std}(\lambda)} r_s^t \in \text{Std}(t) \mid 1 \leq i \leq k\}\) forms a \(Q(v)\)-basis of \(h \mathcal{H}_{Q(v)}(\mathcal{S}_m)\).

For each \(1 \leq i \leq m\), comparing the seminormal form of \(S(\mu)\) and the right action of \(T_i\) on the \(Q(v)\)-basis \(\{h_i \mid 1 \leq i \leq k\}\) of \(h \mathcal{H}_{Q(v)}(\mathcal{S}_m)\) given in Lemma 2.9, we can deduce that there is a natural surjective homomorphism \(\pi : S(\mu) \rightarrow h \mathcal{H}_{Q(v)}(\mathcal{S}_m)\). Since \(S(\mu)\) is a simple \(\mathcal{H}_{Q(v)}(\mathcal{S}_m)\)-module, \(\pi\) has to be an isomorphism. This proves that \(h \mathcal{H}_{Q(v)}(\mathcal{S}_m) \cong S(\mu)\).

\[\square\]

**Lemma 3.16.** Let \(\lambda \vdash n\). For each \(w \in \mathcal{S}_n\) with RSK \((w) \in \text{Std}(\lambda) \times \text{Std}(\lambda)\), we have that
\[
C'_w = v^{-\ell(w, \lambda, 0)} f_{w, w} + \sum_{(s, t) \in \text{Std}^2(n)} r'_{w, s, t} f_{st},
\]
\[
\sum_{(s, t) \in \text{Std}^2(n)} r'_{w, s, t} C'_w = v^\ell(w, \lambda, 0) C'_w + \sum_{(u, y) \in \mathcal{S}_n} r'_{w, y} C'_y,
\]
where \(r'_{w, s, t}, r'_{w, y} \in Q(v)\) for each triple \((w, s, t)\) and each pair \((w, y)\).

**Proof.** This follows from a combination of Lemma 1.17 and Lemma 2.10. Note that due to the difference between “\(\triangleright\)“ and “\(\rhd\)”, the statement of this lemma is only a weaker version of Theorem 1.10.

\[\square\]

**Corollary 3.17.** Let \(\lambda \vdash n\). For each \(w \in \mathcal{S}_n\) with RSK \((w) \in \text{Std}(\lambda) \times \text{Std}(\lambda)\), there exists an integer \(r > 0\) such that as a right \(\mathcal{H}_{Q(v)}(\mathcal{S}_n)\)-module, \(C'_w \mathcal{H}_{Q(v)}(\mathcal{S}_n)\) is a direct summand of
\[
\left( \bigoplus_{\lambda^* \vdash m \vdash n} S(\mu) \right)^{\oplus r}.
\]
Similarly, there exists an integer \(r > 0\) such that as a left \(\mathcal{H}_{Q(v)}(\mathcal{S}_n)\)-module, \(\mathcal{H}_{Q(v)}(\mathcal{S}_n) C'_w\) is a direct summand of
\[
\left( \bigoplus_{\lambda^* \vdash m \vdash n} S'(\mu) \right)^{\oplus r}.
\]

**Proof.** We only prove the first half of the corollary as the second half can be proved in a similar argument. Applying Lemma 3.16 we get that
\[
C'_w \mathcal{H}_{Q(v)}(\mathcal{S}_n) = \left( v^{-\ell(w, \lambda, 0)} f_{w, w} + \sum_{(s, t) \in \text{Std}^2(n)} r'_{w, s, t} f_{st} \right) \mathcal{H}_{Q(v)}(\mathcal{S}_n)
\]
is contained in
\[
M_1 := f_{w, w} \mathcal{H}_{Q(v)}(\mathcal{S}_n) + \sum_{(s, t) \in \text{Std}^2(n)} f_{st} \mathcal{H}_{Q(v)}(\mathcal{S}_n).
\]
Since there is a natural surjection from
\[
M_2 := f_{w, w} \mathcal{H}_{Q(v)}(\mathcal{S}_n) \bigoplus \bigoplus \bigoplus_{(s, t) \in \text{Std}^2(n)} f_{st} \mathcal{H}_{Q(v)}(\mathcal{S}_n)
\]
onto \(M_1\) and \(\mathcal{H}_{Q(v)}(\mathcal{S}_n)\) is semisimple, and
\[
f_{w, w} \mathcal{H}_{Q(v)}(\mathcal{S}_n) \cong S(\lambda^*),
\]
\[
f_{st} \mathcal{H}_{Q(v)}(\mathcal{S}_n) \cong S(\text{Shape}(t)),
\]
it follows that $S(\mu)$ is a direct summand of $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ only if $\mu \geq \lambda^*$, from which the first half of the lemma follows.

Proof of Theorem 1.10 It suffices to prove the first equality in Theorem 1.10 holds for $C'_w$. We use induction on $\ell(w)$. If $\ell(w) = 0$ then $w = 1$ and hence $u_w = v_w = t^{(1^*)}$. Since $s \succ t^{(1^*)}$ for any $s \in \text{Std}(n)$, the first equality in Theorem 1.10 now follows from Lemma 3.10.

Let $w \in \mathfrak{S}_n$ with $\ell(w) = k > 0$. Assume the first equality in Theorem 1.10 holds for any $C'_w$ with $\ell(w) < k$. We now consider $C'_w$. By Lemma 3.10, we have that
\[
C'_w = v^\ell(w^* \cdot \cdot \cdot ) \sum_{(s,t) \in \text{Std}^2(n)} r'_{w,s,t} \mathrm{fist},
\]
where $r'_{w,s,t} \in \mathbb{Q}(v)$ for each triple $(w, s, t)$.

Suppose that the first equality in Theorem 1.10 does not hold for $C'_w$. In other words, there exists some $(s, t) \in \text{Std}^2(n)$ such that $(s, t) \succ (u_w, v_w)$, $r'_{w,s,t} \neq 0$, but $(s, t) \not\succ (u_w, v_w)$. We fix such a pair $(s, t)$. Then by definition of "\(\succ\)" we can find an integer $1 \leq m < n$ such that either \(\text{Shape}(s \downarrow_m) \not\subseteq \text{Shape}(w \downarrow_m)\) or \(\text{Shape}(t \downarrow_m) \not\subseteq \text{Shape}(w \downarrow_m)\).

Suppose that \(\text{Shape}(t \downarrow_m) \not\subseteq \text{Shape}(w \downarrow_m)\). Then applying Lemma 2.9 and Lemma 3.15, we can deduce that
\[
(3.18)
\]
there exists some $\mu \in \mathfrak{P}_m$ with $\mu \not\subseteq \text{Shape}(w \downarrow_m)$, such that $S(\mu)$ occurs as a direct summand of $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$.

On the other hand, we can decompose $w = dz$, where $d \in D_m(n^{-1})$, $z \in \mathfrak{S}_m$, where $1 \leq m < n$. Applying Lemma 3.14, we can deduce that
\[
C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m) = \left(T_d C'_z \mathcal{H}_{Q(v)}(\mathfrak{S}_m) + \sum_{u \in D_m(n^{-1})} \bar{r}_{w,u,y} T_u C'_y \mathcal{H}_{Q(v)}(\mathfrak{S}_m)\right)
\]
is contained in
\[
M_1(d, z) := T_d C'_z \mathcal{H}_{Q(v)}(\mathfrak{S}_m) + \sum_{u \in D_m(n^{-1})} \bar{r}_{w,u,y} T_u C'_y \mathcal{H}_{Q(v)}(\mathfrak{S}_m).
\]
There is a natural surjection from
\[
M_2(d, z) := C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m) \bigoplus \left(\bigoplus_{u \in D_m(n^{-1})} \bar{r}_{w,u,y} C'_y \mathcal{H}_{Q(v)}(\mathfrak{S}_m)\right)
\]
onto $M_1(d, z)$. Since $\mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ is semisimple, it follows that $M_1(d, z)$ is a direct summand of $M_2(d, z)$. Hence $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ is a direct summand of $M_2(d, z)$.

Applying Corollary 3.14, we can deduce that for any $\mu \in \mathfrak{P}_m$, $S(\mu)$ is a direct summand of $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ only if $\mu \geq \text{Shape}(w \downarrow_m) = \text{Shape}(Q^{[m]}(z))$. Similarly, by Corollary 3.17, for any $y \in \mathfrak{S}_m$ with $y \leq L$, $S(\mu)$ is a direct summand of $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ only if $\mu \geq \text{Shape}(y \downarrow_0) \geq \text{Shape}(w \downarrow_0)$. However, applying Proposition 3.10, we can deduce that
\[
\text{Shape}(w \downarrow_0) = \text{Shape}(Q^{[m]}(z)) = \text{Shape}(Q^{[n]}(z) \downarrow_0) = \text{Shape}(Q^{[n]}(w) \downarrow_0) = \text{Shape}(w \downarrow_0).
\]
It follows that there exists an integer $r > 0$ such that as a right $\mathcal{H}_{Q(v)}(\mathfrak{S}_m)$-module, $C'_w \mathcal{H}_{Q(v)}(\mathfrak{S}_m)$ is a direct summand of
\[
\bigoplus_{\mu \geq \text{Shape}(w \downarrow_0)} S(\mu)^{\oplus r},
\]
which is a contradiction to (3.18).

Finally, suppose that $\text{Shape}(s \downarrow_m) \not\subseteq \text{Shape}(w \downarrow_m)$. Then applying Lemma 2.9 and Lemma 3.15, we can deduce that
\[
(3.19)
\]
there exists some $\mu \in \mathfrak{P}_m$ with $\mu \not\subseteq \text{Shape}(w \downarrow_m)$, such that $S'(\mu)$ occurs as a direct summand of $\mathcal{H}_{Q(v)}(\mathfrak{S}_m) C'_w$.
We can decompose $w = zd$, where $d \in D_m(n)$, $z \in S_m$, where $1 \leq m < n$. Applying Lemma \ref{lem:decomposition}, we can deduce that
\[
\mathcal{H}_Q(v)(S_m)C'_w = \mathcal{H}_Q(v)(S_m)\left(C'_zT_d + \sum_{u \in D_m(n), y \in \Theta_m \atop u < d, y \leq n} p_{w,u,y} C'_yT_u \right)
\]
is contained in
\[
M'_1(d, z) := \mathcal{H}_Q(v)(S_m)C'_zT_d + \sum_{u \in D_m(n), y \in \Theta_m \atop u < d, y \leq n} p_{w,u,y} \mathcal{H}_Q(v)(S_m)C'_yT_u,
\]
where $p_{w,u,y} \in A$ for each triple $(w, u, y)$. There is a natural surjection from
\[
M'_2(d, z) := \mathcal{H}_Q(v)(S_m)C'_z \bigoplus \left( \bigoplus_{u \in D_m(n), y \in \Theta_m \atop u < d, y \leq n} p_{w,u,y} \mathcal{H}_Q(v)(S_m)C'_y \right),
\]
onto $M'_1(d, z)$. Since $\mathcal{H}_Q(v)(S_m)$ is semisimple, it follows that $M'_1(d, z)$ is a direct summand of $M'_2(d, z)$. Hence $\mathcal{H}_Q(v)(S_m)C'_z$ is a direct summand of $M'_2(d, z)$.

Applying Corollary \ref{cor:shape} we can deduce that for any $y \in P_m$, $S'(\mu)$ is a direct summand $\mathcal{H}_Q(v)(S_m)C'_z$ only if $\mu \geq \text{Shape}(u_z \downarrow m) = \text{Shape}(P^m(z))$. Similarly, by Corollary \ref{cor:shape} for any $y \in S_m$ with $y \leq R z$, $S'(\mu)$ is a direct summand $\mathcal{H}_Q(v)(S_m)C'_y$ only if $\mu \geq \text{Shape}(u_y \downarrow m) \geq \text{Shape}(u_z \downarrow m)$. However, applying Proposition \ref{prop:induction} we can deduce that
\[
\text{Shape}(u_z \downarrow m) = \text{Shape}(P^m(z)) = \text{Shape}(P^m(w \downarrow m)) = \text{Shape}(u_w \downarrow m).
\]
It follows that there exists an integer $r > 0$ such that as a left $\mathcal{H}_Q(v)(S_m)$-module, $\mathcal{H}_Q(v)(S_m)C'_w$ is a direct summand of
\[
\bigoplus_{\mu \geq \text{Shape}(u_w \downarrow m)} S'(\mu) \bigotimes_r,
\]
which is a contradiction to \ref{prop:induction}. This completes the proof of Theorem \ref{thm:main}.

\section*{Proof of Theorem \ref{thm:main}}

This follows from Theorem \ref{thm:main} and Lemma \ref{lem:decomposition}.

\section*{Proof of Theorem \ref{thm:main2}}

Let $x, y \in S_n$ with $x \leq_L y$. Then there exists some $h \in H(x, S_n)$ such that $C'_x$ appears with a nonzero coefficient in the expansion of $hC'_y$ as a linear combination of the Kazhdan-Lusztig $C'$-bases. Let $\lambda \in P_n$ such that RSK($y$) $\in \text{Std}^2(\lambda)$. Applying Theorem \ref{thm:main}, we can get that
\[
C'_y = v^{-\ell(w_{\lambda^*}x)}f_{u_y, v_y} + \sum_{(s, \tau) \in \text{Std}^2(n)} r'_{y,s,\tau} f_{s,\tau},
\]
where $r'_{y,s,\tau} \in Q(v)$ for each triple $(y, s, \tau)$. It follows that
\[
hC'_y = \sum_{u \in \text{Std}(\lambda^* \downarrow \tau)} r''_{y,u} f_{u, v_y} + \sum_{(s, \tau) \in \text{Std}^2(n)} r''_{y,s,\tau} f_{s,\tau},
\]
where $r''_{y,u}, r''_{y,s,\tau} \in Q(v)$ for each $(y, u)$ and $(y, s, \tau)$.

By the second equality in Theorem \ref{thm:main} for any $(s, \tau) \in \text{Std}^2(\mu)$, we have that
\[
f_{s,\tau} = v^{l(w_{\lambda^*}x)}C'_{\lambda^*,(s,\tau)} + \sum_{z \in S_m \atop (u_z, v_z) \triangleright (s, \tau)} r'''_{s,\lambda^*,z} C'_z,
\]
where $r'''_{s,\lambda^*,z} \in Q(v)$ for each triple $(s, \tau, z)$.

Now combining \ref{thm:main}, \ref{thm:main2} and our assumption that $C'_x$ appears with a nonzero coefficient in the expansion of $hC'_y$ as a linear combination of the Kazhdan-Lusztig $C'$ bases, we can deduce that $v_x \geq v_y$ and hence $Q(x) \leq Q(y)$. This completes the proof of Theorem \ref{thm:main2}.
4. Twisted Kazhdan-Lusztig bases and dual seminormal bases

In this section, we shall prove the results on the relation between twisted Kazhdan-Lusztig bases, dual seminormal bases and dual Murphy bases.

**Definition 4.1** ([18]). Let $\lambda \in \mathcal{P}_n$. We define

$$ n_\lambda := \sum_{w \in \mathfrak{S}_\lambda} (-1)^{t(w)} T_w. $$

For any $s, t \in \text{Std}(\lambda)$, we set

$$ (4.2) \quad n_{st} := T_{d(s)} T_{d(t)}. $$

**Theorem 4.3** ([18]). The set $\{ n_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n \}$ forms an $\mathcal{A}$-basis of $\mathcal{H}_v(\mathfrak{S}_n)$.

We call $\{ n_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n \}$ the **dual Murphy basis** of $\mathcal{H}_v(\mathfrak{S}_n)$. It is cellular in the sense of Graham and Lehrer [10].

**Definition 4.4.** Let $\lambda \in \mathcal{P}_n$. For any $s, t \in \text{Std}(\lambda)$, we define

$$ g_{st} := F_t \! n_{st} F_t. $$

**Corollary 4.5.** The set

$$ \{ g_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n \} $$

is a basis of $\mathcal{H}_{Q(v)}(\mathfrak{S}_n)$. Moreover,

1) If $s, t, u$ and $v$ are standard tableaux, then $g_{st} g_{uv} = \delta_{tu} \gamma_i g_{sv}$, where $\gamma_i \in Q(v)^\times$;
2) For any $(s, t) \in \text{Std}^\dagger(n)$, we have $g_{st} \in Q(v)^\times f_{st \dagger}$. In particular, $g_{st} \mathcal{H}_{Q(v)}(\mathfrak{S}_n) \cong S(\lambda^\dagger), \mathcal{H}_{Q(v)}(\mathfrak{S}_n) g_{st} \cong S'(\lambda^\dagger)$.
3) For any $1 \leq m \leq n$, $g_{st} \mathcal{H}_{Q(v)}(\mathfrak{S}_m) \cong S(\mu^\dagger), \mathcal{H}_{Q(v)}(\mathfrak{S}_m) g_{st} \cong S'(\mu^\dagger), \quad \mu := \text{Shape}(t \downarrow m)$.

**Proof.** Parts 1) and 2) follow from [19]. Part 3) follows from Part 2) and Lemma 3.15. \(\square\)

We call $\{ g_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n \}$ the **dual seminormal basis** of $\mathcal{H}_{Q(v)}(\mathfrak{S}_n)$ corresponding to the dual Murphy basis $\{ n_{st} \mid s, t \in \text{Std}(\lambda), \lambda \in \mathcal{P}_n \}$ of $\mathcal{H}_v(\mathfrak{S}_n)$.

**Lemma 4.7** ([18], [13]). For any $\lambda \in \mathcal{P}_n$ and $s, t \in \text{Std}(\lambda)$, we have

$$ n_{st} = g_{st} + \sum_{(u,v) \in \text{Std}^2(n)} p_{uv}^{st} g_{uv}, $$

$$ g_{st} = n_{st} + \sum_{(u,v) \in \text{Std}^2(n)} p_{uv}^{st} n_{uv}, $$

where $p_{uv}^{st}, p_{uv}^{st} \in Q(v)$ for each pair $(u, v)$.

**Lemma 4.8.** Let $\lambda \vdash n$. For each $w \in \mathfrak{S}_n$ with RSK$(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda)$, we have that

$$ C_w = \varepsilon_{w^{\lambda^\dagger}} \varepsilon_t^{(w^{\lambda^\dagger}, t)} g_{w, w^{\cdot, \cdot}}, $$

$$ g_{w, w^{\cdot, \cdot}} = \varepsilon_{w^{\lambda^\dagger}} \varepsilon_t^{(w^{\lambda^\dagger}, t)} C_w + \sum_{y \in \mathfrak{S}_n} p_{w, y, y} C_y, $$

where $p_{w, y, y} \in Q(v)$ for each triple $(w, y, y)$.

**Proof.** The second equality follows from Lemma 4.7, the first equality in [9] Corollary 4.11] and [9] Corollary 5.11]. The first equality follows from the second equality. \(\square\)

The following two theorems are the third main result of this paper.
Theorem 4.9. Let $\lambda \vdash n$. For each $w \in \mathfrak{S}_n$ with $\text{RSK}(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda)$, we have that

$$C_w = \varepsilon_{\omega_\lambda, \omega_\lambda} t^{\ell(w)} \partial_\omega \frac{p'_{w, z, t}}{\mathfrak{S}_n} + \sum_{(s, t) \in \text{Std}^2(n)} \frac{p'_{w, s, t}}{\mathfrak{S}_n} \mathfrak{S}_n,$$

$$\mathfrak{S}_n = \varepsilon_{\omega_\lambda, \omega_\lambda} t^{\ell(w)} \partial_\omega \frac{p'_{w, z, t}}{\mathfrak{S}_n} + \sum_{y \in \mathfrak{S}_n} \frac{p'_{w, y}}{\mathfrak{S}_n} C_y,$$

where $p'_{w, s, t}, p'_{w, y} \in \mathbb{Q}(v)$ for each triple $(w, s, t)$ and each pair $(w, y)$.

Proof. The second equality follows from the first equality. We only prove the first equality. We use induction on $\ell(w)$. If $\ell(w) = 0$, then $w = 1$. This case is trivial. If $\ell(w) > 0$, then we can apply the induction hypothesis to $w$ and each pair $(w, y)$.

Now let $w \in \mathfrak{S}_n$ with $\ell(w) = k > 0$. Assume that the first equality of this theorem holds for any $C_u$ with $\ell(u) < k$. We now consider $C_w$. Suppose that there exists some $(s, t) \in \text{Std}^2(n)$ such that $(s, t) \triangleright (u_w, v_w), p'_{w, s, t} \neq 0$, but $(s, t) \triangleright (u_w, v_w)$. We fix such a pair $(s, t)$. Then by definition of $\triangleright$, we can find an integer $1 \leq m < n$ such that either $\text{Shape}(s \downarrow_m) \notin \text{Shape}(w \downarrow_m)$ or $\text{Shape}(t \downarrow_m) \notin \text{Shape}(w \downarrow_m)$.

Suppose that $\text{Shape}(t \downarrow_m) \notin \text{Shape}(w \downarrow_m)$. Then applying Corollary 4.5 and Lemma 4.8, we can deduce that

$$\text{there exists some } \mu \in \mathcal{P}_m \text{ with } \mu \notin \text{Shape}(w \downarrow_m), \text{ such that } S(\mu^*) \text{ occurs as a direct summand of } C_w \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m).$$

On the other hand, we can decompose $w = dz$, where $d \in \mathcal{D}_m(n)^{-1}$, $z \in \mathfrak{S}_m$, where $1 \leq m < n$. Applying the involution $j$ to the equality in Lemma 2.20 and an induction on $\ell(d)$, we can deduce that

$$C_w = C_{dz} = C_d C_z + \sum_{w > u \in \mathfrak{S}_n} \tilde{r}_{w, u} C_u,$$

where $\tilde{r}_{w, u} \in \mathcal{A}$ for each pair $(w, u)$.

It follows that

$$C_w \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m) = \left( C_d C_z + \sum_{w > u \in \mathfrak{S}_n} \tilde{r}_{w, u} C_u \right) \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$$

is contained in

$$N_1(d, z) := C_d C_z \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m) + \sum_{w > u \in \mathfrak{S}_n} \tilde{r}_{w, u} C_u \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m).$$

There is a natural surjection from

$$N_2(d, z) := C_z \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m) \bigoplus \left( \bigoplus_{w > u \in \mathfrak{S}_n, u \leq L z} \tilde{r}_{w, u} C_u \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m) \right),$$

onto $N_1(d, z)$. Since $\mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$ is semisimple, it follows that $N_1(d, z)$ is a direct summand of $N_2(d, z)$. Hence $C_d \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$ is a direct summand of $N_2(d, z)$.

Applying the first equality in Lemma 1.3 and Lemma 1.4, we can deduce that for any $\mu \in \mathcal{P}_m$, $S(\mu^*)$ is a direct summand of $C_z \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$ only if $\mu > \text{Shape}(v_z) = \text{Shape}(Q(z)^*)$. Now $u \leq L z$ implies that $v_u > v_z$ by Theorem 1.3. Since $u < w$, we can apply the induction hypothesis to $C_u$ to conclude that $S(\mu^*)$ is a direct summand of $C_u \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$ only if $\mu > \text{Shape}(v_u \downarrow_m) \supseteq \text{Shape}(v_z \downarrow_m)$. However, as noted in the proof of Theorem 1.10, we have $\text{Shape}(v_u \downarrow_m) = \text{Shape}(v_w \downarrow_m)$. It follows that there exists an integer $r > 0$ such that as a right $\mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$-module, $C_w \mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$ is a direct summand of

$$\left( \bigoplus_{\mu \leq \text{Shape}(v_u \downarrow_m)} S(\mu^*) \right)^{\otimes r},$$

which is a contradiction to 1.10.

Suppose that $\text{Shape}(s \downarrow_m) \notin \text{Shape}(w \downarrow_m)$. The proof is completely similar by considering the left $\mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$-module generated by $C_w$ instead of the right $\mathcal{H}_\mathbb{Q}(v)(\mathfrak{S}_m)$-module. This completes the proof of the theorem. □
Theorem 4.11. Let $\lambda \vdash n$. For each $w \in \mathfrak{S}_n$ with RSK$(w) \in \text{Std}(\lambda) \times \text{Std}(\lambda)$, we have that

\[ C_w = c_{w, \lambda \times \lambda}^\beta t^\ell(w_{\lambda \times \lambda}) n_{u_w, v_w} + \sum_{(s, t) \in \text{Std}^2(n) \atop (s, t) \triangleright (u_w, v_w)} p''_{w, s, t} \text{Std}(s, t) , \]

\[ n_{u_w, v_w} = c_{w, \lambda \times \lambda}^{\rho} t^{-\ell(w_{\lambda \times \lambda})} C_w + \sum_{y \in \mathfrak{S}_n \atop (u_y, v_y) \triangleright (u_w, v_w)} p''_{w, y} C_y , \]

where $p''_{w, s, t} p''_{w, y} \in Z[u, v^{-1}]$ for each triple $(w, s, t)$ and each pair $(w, y)$.

Proof. The first equality follows from Lemma 4.8 and Theorem 4.9. The second equality follows from the first equality. ∎
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