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Abstract

Device-edge co-inference opens up new possibilities for resource-constrained wireless devices (WDs) to execute deep neural network (DNN)-based applications with heavy computation workloads. In particular, the WD executes the first few layers of the DNN and sends the intermediate features to the edge server that processes the remaining layers of the DNN. By adapting the model splitting decision, there exists a tradeoff between local computation cost and communication overhead. In practice, the DNN model is re-trained and updated periodically at the edge server. Once the DNN parameters are regenerated, part of the updated model must be placed at the WD to facilitate on-device inference. In this paper, we study the joint optimization of the model placement and online model splitting decisions to minimize the energy-and-time cost of device-edge co-inference in presence of wireless channel fading. The problem is challenging because the model placement and model splitting decisions are strongly coupled, while involving two different time scales. We first tackle online model splitting by formulating an optimal stopping problem, where the finite horizon of the problem is determined by the model placement decision. In addition to deriving the optimal model splitting rule based on backward induction, we further investigate a simple one-stage look-ahead rule, for which we are able to obtain analytical expressions of the model splitting decision. The analysis is useful for us to efficiently optimize the model placement decision in a larger time scale. In particular, we obtain a closed-form model placement solution for the fully-connected multilayer perceptron with equal neurons. Simulation results validate the superior performance of the joint optimal model placement and splitting with various DNN structures.
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I. INTRODUCTION

A. Motivation and Contributions

With recent advancements in artificial intelligence (AI) [1], [2], many deep neural network (DNN)-based applications have emerged in mobile systems [3], [4], such as human face recognition and augmented reality. Due to the tremendous amount of computation workload, the DNN-based applications cannot be fully executed at the wireless devices (WDs) with low-performance computing units and limited battery life [5]–[9]. Alternatively, the WDs can choose to offload the computations to a nearby server located at the network edge, referred to as edge inference [1]. Typically, the edge server can execute the whole DNN-based application on the WD’s behalf after receiving the raw input data from the WD. However, due to the massive original input data (e.g., 3D images and videos), the excessive communication overhead makes it impractical to support delay-sensitive services [10], [11]. Such difficulty can be overcome by performing device-edge co-inference, where a large DNN is splitted into two parts. The first part with computation-friendly workload is executed on the WD, while the remaining part is computed on the edge server. The WD needs to transmit the output of the first part (i.e., the intermediate feature) to the edge server for further execution.

It is essential to determine at which layer the WD splits the DNN model, i.e., stops local computing and offloads the intermediate feature. The prior work on model splitting [12]–[17] showed that by carefully selecting the model splitting point, one can strike a balance between the on-device computation workload and the offloading communication overhead. Take the AlexNet [18] for example. Fig. 1 shows that a deeper splitting point (i.e., splitting the DNN at its latter layer) in the AlexNet leads to a larger local computation workload and lower offloading data size. Besides, the model splitting decisions are affected by the time-varying wireless channel fading, e.g., deep fading may lead to a large offloading cost from the WD to the edge server. The existing model splitting methods [13]–[17] are based on offline optimization assuming non-causal channel knowledge. However, in practice, it is difficult for a WD to predict the channel state information (CSI) at a forthcoming model splitting point. Therefore, the model splitting point selection is an online decision process, where decisions must be made based on the past and present observations of wireless channel conditions without any future channel knowledge.

Prior work on device-edge co-inference assumes that the DNN model is completely stored at the WD. In practice, the DNN model needs to be updated from time to time through a training
process at the edge server [1], [2], [18]. Once the model parameters are regenerated, the WD needs to download them from the edge server to facilitate on-device inference. Such model parameter downloading process is time-consuming in a wireless system due to the large model parameter size. For example, the total model parameter size in bytes is in the order of $10^8$ in the AlexNet. We argue that for device-edge co-inference, it is not necessary to place all the DNN layers at the WD. This is because the layers after the model splitting point are never executed at the WD. Noticeably, the model placement decision must be jointly optimized with the model splitting strategy, because the WD is not able to split at a layer that is not downloaded.

The model placement and splitting decisions are made on two different time scales. On one hand, we need to make the model splitting decision for every DNN inference process due to the fast variation of wireless channel conditions. On the other hand, the DNN model parameters are updated at a much lower frequency than the DNN inference requests, and thus the model placement decision is made on a much larger time scale [1], [2], [18].

In this paper, we are interested in answering the following two key questions:

1) **On a large time scale,** how many layers of the DNN model shall be placed at the WD, so that the expected device-edge co-inference cost is minimized?

2) **On a fast time scale,** how to choose the model splitting point to achieve the optimal tradeoff
between the on-device computation and communication overhead when the future CSI is unknown?

The main contributions of this paper are summarized in the following.

- **Online Model Splitting Strategy:** For given model placement decision, we formulate the optimal model splitting point selection problem as an optimal stopping problem [19]–[22] with finite horizon. We then solve the optimal stopping problem by backward induction to find the optimal model splitting strategy (i.e., the optimal stopping rule). Besides, we propose a suboptimal one-stage look-ahead (1-sla) stopping rule, where the analytical expressions of the model splitting strategy can be derived. Accordingly, we further analyze the optimality probability of the 1-sla stopping rule.

- **Optimal Model Placement Algorithm:** Based on the optimal stopping rule, we derive the long-term expected cost of the WD as a function of the model placement decision. Accordingly, the optimal model placement can be obtained by enumerating the $N + 1$ possible decisions, where $N$ is the total number of layers of the DNN. The brute-force search based model placement algorithm is computationally expensive, mainly because evaluating each model placement decision involves the full process of backward induction. To reduce the complexity, we propose an efficient 1-sla stopping rule based model placement algorithm. In particular, for a fully-connected multilayer perceptron with equal neurons at all the layers, we show that the optimal model placement solution can be obtained in closed form.

- **Performance Improvement:** Our simulation results show that the optimality probability of 1-sla model splitting strategy is as high as 0.9 in the AlexNet for any model placement decision. Besides, we demonstrate that the joint model placement and splitting algorithm significantly reduces the overall device-edge co-inference cost under various DNN structures.

B. Related Work

Existing work has extensively investigated the model splitting problem for device-edge co-inference [12]–[17]. Specifically, [14] proposed a three-step framework including the model splitting point selection, the communication-aware on-device model compression, and the task-oriented encoding for intermediate features. The model splitting point is selected via exhaustive search therein. The authors in [12] formulated the model splitting problem as an integer linear programming problem. In [15], a lightweight scheduler was designed to partition the DNN. [16] investigated the encoding of the feature space for energy saving in edge-host partitioning of
DNN. The authors in [17] proposed a 2-step pruning framework for DNN splitting in device-edge co-inference. The key assumption in [12]–[17] is that the WD knows the CSI at all the possible splitting points beforehand. This assumption, however, does not hold in practice since the wireless channel conditions at the forthcoming model decoupling points are random and unknown a priori.

Besides, the existing work [12]–[16] assumes that the WD has already stored the whole DNN model to enable device-edge co-inference. This incurs significant model placement cost when the DNN model is frequently updated. In [17], the WD downloads only part of the model that is needed for device-side computation. Nevertheless, the model placement decision is pre-determined and not optimized therein. In this regard, the joint optimization of the model placement and online model partition strategy is largely overlooked in the literatures. This paper is among the first attempts to fill this gap.

C. Organization

The rest of the paper is organized as follows. Section II introduces the system model and the problem formulation. The optimal model splitting and placement strategies based on backward induction are proposed in Section III. In Section IV, we propose reduced-complexity algorithms based on the 1-sla stopping rule. We further propose a hybrid algorithm to balance the solution optimality and the computational complexity in Section IV. In Section V, simulation results are described. Finally, we conclude the paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 2, we consider a mobile edge inference system with one base station (BS) and one WD. The BS is the gateway of the edge server and has a stable power supply. We consider a DNN-based application with the layered network structure, where the parameters of the DNN need to be periodically updated through a training process at the edge server. The edge server is interested in the inference result, i.e., the output of the DNN. On the other hand, the input of the DNN (e.g., image for the DNN-based human face recognition) is generated by the WD.

In most existing implementation, edge inference is either executed on device (device-only inference) or fully offloaded to the edge server (edge-only inference). To strike a balance between
computation and communication overhead, we consider a device-edge co-inference framework. The WD executes the first few layers of the DNN and forwards the intermediate features to the edge server that executes the remaining layers. To enable device-edge co-inference, the BS needs to place the first few layers of the DNN at the WD. Note that once the DNN model is updated, the BS shall re-send the model to the WD. Take Fig. 2 for example. The BS deploys the first 3 layers (marked in red) at the WD. Then, the WD can choose to split the DNN (i.e., stop local execution and offload the intermediate features) after computing 0, 1, 2 or all the 3 layers.

Denote by $N$ the total number of layers of the DNN, and by $M, 0 \leq M \leq N$, the number of layers placed at the WD. Suppose that the model can be used for $K$ inference tasks before it is updated. Suppose that the downloading time of the $i$-th DNN layer is $\tau^m_i$. Then, the average model placement cost per inference task is

$$\psi(M) = \frac{\sum_{i=1}^{M} \tau^m_i}{K}. \quad (1)$$

In Fig. 3, we model the DNN based inference by a sequential task graph. Each vertex in the task graph represents a subtask, i.e., one layer of the DNN. We denote the computational workload of subtask $i$ in terms of the total number of CPU cycles as $L_i$. Besides, each edge in the task graph represents that the input data of subtask $i$ is the output of the preceding subtask $i - 1$. We denote the input data size in bits of subtask $i$ as $I_i$. To reflect the fact that the input data is originated from the WD and the inference output is required by the edge server, we introduce two virtual subtasks 0 and $N + 1$ as the entry and exit subtasks, respectively. In particular,
subtasks 0 and \( N + 1 \) must be executed at the WD and the edge server, respectively. Specifically, \( L_0 = L_{N+1} = 0 \).

We define the model splitting point \( n_k \) of inference task \( k, k = 1, ..., K \), if subtasks 0 to \( n_k - 1 \) are executed on the WD and subtasks \( n_k \) to \( N + 1 \) are computed at the edge server. The model splitting point \( n_k \) is determined by balancing the local computing cost, uplink transmission cost of the input data \( I_{n_k} \) of subtask \( n_k \), and the edge computing cost. In the following, we focus on a tagged inference task and drop the subscript \( k \) for notational brevity. Note that the model splitting point is constrained by the number of layers placed at the WD. That is,

\[
1 \leq n \leq M + 1.
\]

In particular, \( n = 1 \) implies edge-only inference, while \( n = N + 1 \) implies device-only inference.

Denote by \( h_n \) the channel gain when the WD offloads the input data \( I_n \) at the model splitting point \( n \). The noise at the receiver is additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma^2 \). We assume that the transmit power of the WD is fixed as \( P \). Suppose that the instantaneous signal-to-noise ratio (SNR) \( \gamma_n = \frac{P h_n}{\sigma^2} \) at model splitting point \( n \) is random with probability density function (PDF) \( f_u(\cdot) \) and cumulative distribution function (CDF) \( F_n(\cdot) \). We assume that the \( \gamma_n \) is independent across different model splitting points. That is, the channel coherence time is comparable with the local computing time of one DNN layer.

Accordingly, the data transmission rate from the WD to the edge server at model splitting point \( n \) is

\[
R_n(\gamma_n) = W \log_2(1 + \gamma_n),
\]

where \( W \) is the fixed bandwidth allocated to the WD. Then, the offloading transmission time at model splitting point \( n \) is

\[
\tau_n^u(\gamma_n) = \frac{I_n}{R_n(\gamma_n)}.
\]
and the corresponding energy consumption is
\[ e_n^u(\gamma_n) = P \frac{I_n}{R_n(\gamma_n)}. \] (5)

As for the on-device inference, we denote by \( f_i \) the local CPU frequency for computing the subtasks. Then, the local execution time for subtask \( i \) is
\[ \tau_i^l = \frac{L_i}{f_i}, \] (6)
and the corresponding energy consumption is
\[ e_i^l = \kappa L_i f_i^2, \] (7)
where \( \kappa \) is the effective switched capacitance parameter depending on the chip architecture.

As for the edge inference, the edge computing time of subtask \( i \) is
\[ \tau_i^c = \frac{L_i}{f_c}, \] (8)
where \( f_c \) is the CPU frequency of the edge server.

**B. Problem Formulation**

In this subsection, we first formulate the optimal model splitting problem as an optimal stopping problem with finite horizon \( M + 1 \). Then, we formulate the joint model placement and splitting optimization problem in (12).

1) **Optimal Stopping Problem With Given Model Placement Decision:** Suppose that the first \( M \) layers of the DNN are placed at the WD. That is, the WD has to offload the intermediate features for edge inference no later than stage \( M + 1 \). Let \( \gamma = \{\gamma_1, ..., \gamma_{M+1}\} \) denote a sequence of random variables representing the uplink SNR. Suppose that the WD can only observe the past and current SNRs, but not the future ones. At stage \( n \), having observed \( \gamma_n \), the WD needs to decide whether to continue computing the \( n \)-th layer locally or stop local computing and offload the \( n \)-th layer’s input data (i.e., the \( (n - 1) \)-th layer’s output data) to the edge server.

If the WD decides to stop at stage \( n \) (i.e., split the model at point \( n \)), then the total energy-time cost (ETC), defined as the weighted sum of the WD’s energy consumption and time on inference, is given by
\[ \eta_n(\gamma_n) = \beta_t \left( \sum_{i=0}^{n-1} \tau_i^l + \sum_{i=n}^{N+1} \tau_i^c + \tau_n^u(\gamma_n) \right) + \beta_e \left( \sum_{i=0}^{n-1} e_i^l + e_n^u(\gamma_n) \right) \]
\[ = \omega_n + \left( \beta_t I_n + \beta_e PI_n \right) \frac{1}{R_n(\gamma_n)}, \quad (9) \]

where

\[ \omega_n = \beta_t \left( \sum_{i=0}^{n-1} \frac{L_i}{f_i} + \sum_{i=n}^{N+1} \frac{L_i}{f_e} \right) + \beta_e \left( \sum_{i=0}^{n-1} \frac{\kappa_i f_i^2}{f_e} \right). \quad (10) \]

Notice that \( \omega_n \) increases in \( n \) due to the more powerful computation capacity at the edge server (i.e., \( f_i < f_e \)). Besides, \( \beta_t \) and \( \beta_e \) denote the weights of total inference time and energy consumption, respectively. Note that the ETC \( \eta_n(\gamma_n) \) is deterministically known to the WD since it observes the SNR \( \gamma_n \) at stage \( n \).

The WD decides to continue local computing at stage \( n \) only when doing so incurs a lower ETC than stopping at stage \( n \). Note that the ETC of stopping at a future stage is random to the WD, as it does not know the channel SNR in the future.

A stopping rule determines the model splitting point \( S(M, \gamma) \in \{1, 2, ..., M + 1\} \) based on the number of downloaded layers \( M \) and the random SNR observations \( \gamma \). Note that \( S(M, \gamma) \) is random, as it is a function of random variables \( \gamma \). Different realizations of observations may lead to different stopping decisions. Given the model placement decision \( M \), our purpose is to find the optimal model splitting strategy (i.e., optimal stopping rule) \( S^*(M, \gamma) \) to minimize the expected inference ETC, i.e., \( E[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})] \). In optimal stopping theory, this problem is a stopping rule problem with a finite horizon \[19\].

2) Joint Optimization of Model Placement and Model Splitting Strategy: Our goal is to find the optimal model splitting strategy \( S^*(M, \gamma) \) and select the optimal number of downloaded layers \( M, M \in \{0, 1, ..., N\} \), with the objective to minimize the overall expected cost, defined as the expected ETC of the WD plus the weighted average model downloading time cost, i.e.,

\[ Z(M, S^*(M, \gamma)) = \beta_t \psi(M) + E[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})]. \quad (11) \]

Mathematically, the optimization problem is formulated as

\[
(P1) \quad \min_{S^*(M, \gamma), M} Z(M, S^*(M, \gamma)), \\
\text{s.t.} \quad M \in \{0, 1, ..., N\}, \\
\quad S^*(M, \gamma) \in \{1, 2, ..., M + 1\}. \quad (12)
\]
III. OPTIMAL MODEL PLACEMENT AND ONLINE MODEL SPLITTING STRATEGY

In this section, we first assume a fixed model placement decision \( M \) and investigate the optimal model splitting strategy \( S^*(M, \gamma) \). Then, based on the analysis of the expected ETC achieved by the optimal model splitting strategy, we propose the optimal model placement algorithm.

A. Backward Induction

Given a finite horizon \( M + 1 \), we solve the optimal stopping problem by backward induction. Notice that when \( M = 0 \), the WD has no choice but to offload the data \( I_1 \) to the edge server at the first stage. In the following, we consider the case where the number of downloaded layers \( M \geq 1 \).

With backward induction, we first find the optimal model splitting strategy at stage \( M \). Then, we find the optimal splitting strategy at stage \( M - 1 \), taking the decision at stage \( M \) as given. The process continues backward until the first stage. Let \( V_n^{(M+1)} \) denote the minimum expected inference ETC for splitting the model starting from stage \( n, n \leq M \), given the current observation \( \gamma_n \). That is,

\[
V_n^{(M+1)} = \min \left\{ \eta_n(\gamma_n), E(V_{n+1}^{(M+1)}) \right\}
\]

\[
= \begin{cases} 
\eta_n(\gamma_n), & \gamma_n > \hat{\gamma}_n(M); \\
E(V_{n+1}^{(M+1)}), & \gamma_n < \hat{\gamma}_n(M), 
\end{cases}
\]

where

\[
\hat{\gamma}_n(M) = 2^{W[E(V_{n+1}^{(M+1)})-\omega_n]} - 1.
\]

At the last stage \( M + 1 \), we have

\[
E(V_{M+1}^{(M+1)}) = \int_0^\infty \left[ \beta_t \left( \sum_{i=0}^M \tau_i^t + \sum_{i=M+1}^{N+1} \tau_i^c + \tau_M^u(\gamma_{M+1}) \right) + \beta_e \left( \sum_{i=0}^M \tau_i^e + \tau_M^u(\gamma_{M+1}) \right) \right] f_{M+1}(\gamma_{M+1}) d\gamma_{M+1}
\]

\[
= \omega_{M+1} + (\beta_t I_{M+1} + \beta_e PI_{M+1}) \int_0^\infty \frac{1}{R_{M+1}(\gamma_{M+1})} f_{M+1}(\gamma_{M+1}) d\gamma_{M+1}.
\]

Inductively, at stage \( n \),

\[
E(V_n^{(M+1)}) = E \left[ \min \left\{ \eta_n(\gamma_n), E(V_{n+1}^{(M+1)}) \right\} \right]
\]

\[
= \int_{\hat{\gamma}_n(M)}^\infty \eta_n(\gamma_n) f_n(\gamma_n) d\gamma_n + \int_0^{\hat{\gamma}_n(M)} E(V_{n+1}^{(M+1)}) f_n(\gamma_n) d\gamma_n
\]

\[
= \omega_n (1 - F(\hat{\gamma}_n(M))) + (\beta_t I_n + \beta_e PI_n) \int_{\hat{\gamma}_n(M)}^\infty \frac{1}{R_n(\gamma_n)} f_n(\gamma_n) d\gamma_n + E(V_{n+1}^{(M+1)}) F(\hat{\gamma}_n(M)).
\]
Accordingly, we can calculate $E(V^{(M+1)}_n)$ and $\hat{\gamma}_n(M)$ in (14) for all $n \leq M$. According to (13), it is optimal to stop at stage $n$ if the observed SNR $\gamma_n > \hat{\gamma}_n(M)$, and to continue otherwise. In other words, the optimal stopping rule $S^*(M, \gamma)$ is a threshold-based policy determined by $\hat{\gamma}(M)$, where $\hat{\gamma}(M) = \{\hat{\gamma}_1(M), ..., \hat{\gamma}_M(M)\}$. We therefore have the following Proposition 3.1.

**Proposition 3.1:** Given the number of downloaded layers $M$, the optimal stopping rule $S^*(M, \gamma)$ is given by

$$S^*(M, \gamma) = \begin{cases} \min\{\Psi\}, & \Psi \neq \emptyset \\ M + 1, & \text{otherwise,} \end{cases}$$

where

$$\Psi = \{n|1 \leq n \leq M, \gamma_n \geq \hat{\gamma}_n(M)\};$$

and $\hat{\gamma}_n(M)$ is defined in (14).

According to Proposition 3.1, when $\Psi \neq \emptyset$, our proposed online model splitting strategy is to split the DNN model at the first stage that the observed SNR $\gamma_n$ is larger than or equal to the corresponding threshold $\hat{\gamma}_n(M)$. In addition, $S^*(M, \gamma) = M + 1$ when $\Psi = \emptyset$.

### B. Expected Inference ETC Performance

In this subsection, we analyze the expected ETC $E_{\gamma}[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})]$ achieved by the optimal model splitting. If $M = 0$, the expected ETC $E_{\gamma}[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})] = E(V^{(1)}_1)$. In the following, we consider the case where $M \geq 1$. Specifically, we denote the probability of stopping at stage $n$ as $Pr\{S^*(M, \gamma) = n\}$. Then, we have

$$Pr\{S^*(M, \gamma) = n\} = \begin{cases} 1 - F_1(\hat{\gamma}_1(M)), & n = 1; \\ \prod_{j=1}^{n-1} F_j(\hat{\gamma}_j(M)) (1 - F_n(\hat{\gamma}_n(M))), & 1 < n < M + 1; \\ \prod_{j=1}^M F_j(\hat{\gamma}_j(M)), & n = M + 1. \end{cases}$$

Besides, the expected ETC $\eta_n(\gamma_n)$ when $S^*(M, \gamma) = n$ is calculated as

$$E_{\gamma}[\eta_{S^*(M, \gamma)}|S^*(M, \gamma) = n] = \begin{cases} \omega_n + E_{\gamma_n} \left[ (\beta_l I_n + \beta_e PI_n) \frac{1}{R_n(\gamma_n)} | \gamma_n > \hat{\gamma}_n(M) \right], & n \leq M; \\ \omega_n + E_{\gamma_n} \left[ (\beta_l I_n + \beta_e PI_n) \frac{1}{R_n(\gamma_n)} \right], & n = M + 1. \end{cases}$$

That is,

$$E_{\gamma}[\eta_{S^*(M, \gamma)}|S^*(M, \gamma) = n] = \begin{cases} \omega_n + (\beta_l I_n + \beta_e PI_n) \int_0^{\infty} \frac{f_{\gamma_n}(\gamma_n) d\gamma_n}{1 - F_n(\gamma_n(M))}, & n \leq M; \\ \omega_n + (\beta_l I_n + \beta_e PI_n) \int_0^{\infty} \frac{1}{R_n(\gamma_n)} f_n(\gamma_n) d\gamma_n, & n = M + 1. \end{cases}$$

(20)
Therefore, the expected ETC given that the first $M$ layers are downloaded to the WD is
\[
E\gamma[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})] = \sum_{n=1}^{M+1} \Pr\{S^*(M, \gamma) = n\} E\gamma[\eta_{S^*(M, \gamma)}|S^*(M, \gamma) = n], M \geq 1. \tag{21}
\]
By substituting (19) and (20) into (21), the expected ETC $E\gamma[\eta_{S^*(M, \gamma)}(\gamma_{S^*(M, \gamma)})]$, and hence the total expected cost $Z(M)$ in (11), can be expressed as a function of $M$.

C. Optimal Model Placement

In this subsection, we are ready to optimize the model placement decision based on the optimal stopping rule $S^*(M, \gamma)$ derived in Proposition 3.1 and the analysis of expected ETC in Section III B. Intuitively, one can enumerate all feasible $M \in \{0, 1, ..., N\}$ and select the optimal one that achieves the minimal expected cost $Z(M)$.

Notice that the decision threshold $\hat{\gamma}_n(M)$ for the optimal stopping rule involves a nested expectation of ETC in future stages (see (14) and (16)). For given $M$, it takes $O(M)$ complexity to compute $\hat{\gamma}_n(M)$ using backward induction. Then, by exhausting all feasible model placement decisions, the joint optimization of model placement and splitting for solving Problem (P1) incurs a polynomial computational time complexity $O(N^2)$.

Remark 3.1: Notice that the optimal model placement decision and online model splitting strategy obtained by solving Problem (P1) remain the same as long as the DNN model structure, the model update frequency, and the statistic characteristics of wireless channels do not change. We claim that although solving Problem (P1) incurs $O(N^2)$ computational complexity, the online implementation for the model splitting follows a simple threshold-based policy with low complexity. Once the optimal model placement decision is determined, the corresponding thresholds $\hat{\gamma}(M)$ for the optimal stopping rule are simultaneously obtained and stored at the WD. This facilitates the online model splitting for every DNN inference according to Proposition 3.1.

IV. REDUCED-COMPLEXITY ALGORITHMS

The optimal model placement algorithm through exhaustive search results in $O(N^2)$ computational complexity due to the full process of backward induction when evaluating each feasible model placement decision. In this section, we are motivated to investigate linear-complexity, i.e., $O(N)$ algorithms based on a one-stage look-ahead stopping rule.
A. One-Stage Look-Ahead Stopping Rule for Model Splitting

First, we introduce the definition of one-stage look-ahead stopping rule.

**Definition 1 (one-stage look-ahead stopping rule):** The one-stage look-ahead (1-sla) stopping rule is the one that stops if the cost for stopping at this stage is no more than the expected cost of continuing one stage and then stopping. Mathematically, the 1-sla stopping rule is described by the stopping time [19]

\[
S_1 = \min \{ n \geq 1 : \eta_n \leq E_{\gamma_{n+1}}[\gamma_{n+1}, \ldots, \gamma_n] \}.
\] (22)

Note that the backward-induction based optimal stopping rule in Section III accounts for the ETC for all future stages until the last one. In contrast, the decision making at each stage under the 1-sla stopping rule only depends on the current observation and the expected performance of continuing for just one stage.

In the following, we first derive the 1-sla stopping rule for solving (P1) given the number of downloaded layers \( M \).

**Proposition 4.1:** Given the number of downloaded layers \( M \), the 1-sla stopping rule \( S_1(M, \gamma) \) is given by

\[
S_1(M, \gamma) = \begin{cases} 
\min \{ \Omega \}, & \Omega \neq \emptyset \\
M + 1, & \text{otherwise},
\end{cases}
\] (23)

where

\[
\Omega = \{ n \mid 1 \leq n \leq M, \gamma_n \geq \hat{\gamma}_n^{1\text{-sla}} \},
\] (24)

and \( \hat{\gamma}_n^{1\text{-sla}} \) is given by

\[
\hat{\gamma}_n^{1\text{-sla}} = 2 \int_0^\infty \frac{1}{\eta_{n+1} \gamma_{n+1}^{1\text{-sla}}} \beta_t I_n + \beta_e P I_n \ln \int_0^\infty \frac{1}{\eta_{n+1} \gamma_{n+1}^{1\text{-sla}}} \lambda_{n+1} + \beta_t (\frac{4n}{N} - \frac{4}{n}) + \beta_e \kappa L_n d\gamma_{n+1} - 1.
\] (25)

**Proof.** According to Definition 1, the 1-sla stopping rule is

\[
S_1(M, \gamma) = \min \left\{ 1 \leq n \leq M : \eta_n \leq E[V_{n+1}^{(n+1)}] \right\}
\]

\[
= \min \left\{ 1 \leq n \leq M : \eta_n \leq E_{\gamma_{n+1}}[\gamma_{n+1}^{1\text{-sla}}, \ldots, \gamma_n] \right\}
\]

\[
= \min \left\{ 1 \leq n \leq M : \omega_n + (\beta_t I_n + \beta_e P I_n) \frac{1}{R_n} \leq \int_0^\infty \eta_{n+1}^{(n+1)} f_{n+1}^{(n+1)}(\gamma_{n+1}) d\gamma_{n+1} \right\}
\]

\[
= \min \left\{ 1 \leq n \leq M : \gamma_n \geq \hat{\gamma}_n^{1\text{-sla}} \right\},
\] (26)
where \( \hat{\gamma}_{n}^{1-sla} \) is given in (25).

When \( \Omega = \{n|1 \leq n \leq M, \gamma_n \geq \hat{\gamma}_{n}^{1-sla}\} = \emptyset \), then \( S_1(M, \gamma) = M + 1 \).

From Proposition 4.1, we have the following observations:

- The decision made in each stage \( n \in [1, M] \) in the 1-sla stopping rule only depends on the expectation of the unit transmission delay \( \frac{1}{R_{n+1}} \) at the next stage \( n + 1 \) and the model parameters in the \( n \)-th layer (i.e., the input and output data sizes of the \( n \)-th layer \( I_n, I_{n+1} \) and the computation workload \( L_n \) of the \( n \)-th layer), regardless of \( M \).

- Compared with the calculation of \( \hat{\gamma}_{n} \) in the optimal stopping rule via backward induction, the decision threshold \( \hat{\gamma}_{n}^{1-sla} \) in \( S_1(M, \gamma) \) is much easier to calculate without the nested structure for the expected ETC in all future stages.

- The probability of stopping at stage \( n \) decreases when the input data size \( I_n \) of stage \( n \) increases, the input data size of the next stage \( I_{n+1} \) is smaller, or the difference between the local and edge execution costs for layer \( n \) is lower.

According to Proposition 4.1, when \( \Omega \neq \emptyset \), the 1-sla stopping rule based online model splitting scheme is to split the model at the first point where \( \gamma_n \geq \hat{\gamma}_{n}^{1-sla} \) occurs.

The 1-sla stopping rule is not optimal in general. According to [19], the 1-sla rule is optimal in a finite horizon monotone stopping rule problem. In the following Lemma 4.1 and Proposition 4.2, we show that the proposed 1-sla based model splitting strategy \( S_1(M, \gamma) \) is optimal with certain probability.

**Lemma 4.1:** Let \( A_n \) denote the event \( \{\eta_n \leq E[\eta_{n+1}|\gamma_1, \ldots, \gamma_n]\} \), i.e., the 1-sla calls for stopping at stage \( n \), for a given \( n \in [1, M] \). Suppose that \( A_n \) holds. Then, if \( A_{n+1}, \ldots, A_M \) also hold, the 1-sla stopping rule \( S_1(M, \gamma) \) is optimal, i.e., \( S_1(M, \gamma) = S^*(M, \gamma) \).

**Proof.** Recall that the optimal stopping rule is

\[
S^*(M, \gamma) = \min\{n \geq 1 : \eta_n \leq E(V^{(M+1)}_{n+1}|\gamma_1, \ldots, \gamma_n)\},
\]

where \( V^{(M+1)}_{M+2} = +\infty, V^{(M+1)}_{M+1} = \eta_{M+1} \), and by backward induction,

\[
V^{(M+1)}_n = \min\{\eta_n, E(V^{(M+1)}_{n+1}|\gamma_1, \ldots, \gamma_n)\},
\]

for \( n = 1, \ldots, M \).

Suppose that the 1-sla calls for stopping at stage \( n \) and \( A_{n+1}, \ldots, A_M \) also hold. First, for \( A_M \), we have

\[
\eta_M \leq E(\eta_{M+1}|\gamma_1, \ldots, \gamma_M) = E(V^{(M+1)}_{M+1}|\gamma_1, \ldots, \gamma_M).
\]
Hence,
\[ V_{M}^{(M+1)} = \min\{\eta_M, E(V_{M+1}^{(M+1)}|\gamma_1, \ldots, \gamma_M)\} = \eta_M. \]

Then, for \( A_{M-1} \), we have
\[ \eta_{M-1} \leq E(\eta_M|\gamma_1, \ldots, \gamma_{M-1}) = E(V_{M}^{(M+1)}|\gamma_1, \ldots, \gamma_{M-1}). \]

Hence,
\[ V_{M-1}^{(M+1)} = \min\{\eta_{M-1}, E(V_{M}^{(M+1)}|\gamma_1, \ldots, \gamma_{M-1})\} = \eta_{M-1}. \]

Similarly, for \( n < k < M - 1 \), we have \( V_{k}^{(M+1)} = \eta_k \). Finally, for \( A_n \), we have
\[ \eta_n \leq E(\eta_{n+1}|\gamma_1, \ldots, \gamma_n) = E(V_{n+1}^{(M+1)}|\gamma_1, \ldots, \gamma_n). \]

Hence,
\[ V_{n}^{(M+1)} = \min\{\eta_n, E(V_{n+1}^{(M+1)}|\gamma_1, \ldots, \gamma_n)\} = \eta_n. \]

Therefore, the optimal stopping rule \( S^*(M, \gamma) \) also calls for stopping at stage \( n \). \( \square \)

Based on the above lemma, we are ready to derive the probability that 1-sla stopping rule is optimal.

**Proposition 4.2:** Given the number of downloaded layers \( M \), the 1-sla stopping rule \( S_1(M, \gamma) \) obtained by (23) is optimal with probability
\[ Pr\{S_1(M, \gamma) = S^*(M, \gamma)\} = \sum_{n=1}^{M+1} \left[ \prod_{j=1}^{n-1} F_j(\hat{\gamma}_j^{1-sla}) \prod_{k=n}^{M} [1 - F_k(\hat{\gamma}_k^{1-sla})] \right]. \] (27)

**Proof.** If the 1-sla stopping rule \( S_1(M, \gamma) \) obtained by (23) calls for stopping at stage \( n \), then it will also call for stopping at all future stages with probability
\[ Pr\{\text{Stage } n \text{ is reached and } A_n, A_{n+1}, \ldots, A_M \text{ hold}\} = \prod_{j=1}^{n-1} F_j(\hat{\gamma}_j^{1-sla}) \prod_{k=n}^{M} [1 - F_k(\hat{\gamma}_k^{1-sla})]. \] (28)

Then, according to Lemma 4.1, we can obtain the probability \( Pr\{S_1(M, \gamma) = S^*(M, \gamma)\} \) as shown in (27). \( \square \)

**Corollary 4.1:** When the number of downloaded layers \( M = 1 \), the 1-sla stopping rule is optimal, i.e., \( S_1(M, \gamma) = S^*(M, \gamma) \).

**Proof.** According to Proposition 4.2, when \( M = 1 \), we have
\[ Pr\{S_1(1, \gamma) = S^*(1, \gamma)\} = [1 - F_1(\hat{\gamma}_1^{1-sla})] + F_1(\hat{\gamma}_1^{1-sla}) = 1. \] (29)

Hence, when \( M = 1 \), the 1-sla stopping rule is optimal. \( \square \)
B. 1-sla Stopping Rule Based Model Placement

Following the similar technique in Section III B, we can analyze the expected ETC performance $E[\gamma_S(M, \gamma)(\gamma S_1(M, \gamma))]$, and hence the overall expected cost $Z(M)$, as a function of model placement $M$ under the 1-sla stopping rule. Then, we can enumerate all feasible $M \in \{0, 1, ..., N\}$ to find $M^*$ that yields the minimal expected cost $Z(M)$.

It takes $O(N)$ complexity to compute all possible $\{\hat{\gamma}_n^{1-sla}, \forall n \in [1, N]\}$ in $S_1(M, \gamma)$ according to (25). Besides, the complexity of enumerating all feasible model placement decisions is $O(N)$. Notice that the decision threshold $\hat{\gamma}_n^{1-sla}$ under the 1-sla stopping rule is independent of the model placement $M$. Therefore, the overall computational complexity for solving Problem (P1) reduces to linear complexity $O(N)$ under the 1-sla stopping rule based algorithm.

C. Case Study: Fully-Connected Multilayer Perceptron

To obtain more engineering insights, we consider fully-connected multilayer perceptron (MLP) networks in this subsection. We will show that under certain assumptions, the closed-form expressions of the optimal model placement $M^*$ can be derived when the model splitting decision is based on the 1-sla stopping rule.

Fully-connected MLP [23] is a class of feedforward artificial neural network, which consists of an input layer, multiple hidden layers and an output layer. Except for the nodes of the input layer, each node of the other layers is a neuron that uses a nonlinear activation function.

Suppose that layer $i$ has $X_i$ neurons with input data size

$$I_i = \lambda X_{i-1},$$

where $\lambda$ is the number of bytes to represent the original output value of each neuron. In Fig. 4, we illustrate the floating-point multiply-add calculations in one neuron of layer $i$. Each neuron in layer $i$ first performs $X_{i-1}$ multiply-add operations on the input data received from the previous layer using the weights (e.g., $\{w_1, w_2, ..., w_{X_{i-1}}\}$ in Fig. 4) and biases (e.g., $b$ in Fig. 4) defined by the model parameters. Then, the result is further processed by a nonlinear activation function (e.g., $\phi(\cdot)$ in Fig. 4). It can be seen that the number of model parameters required for the inference of layer $i$ and the total computation workload of layer $i$ depend on the number of neurons in layer $i - 1$ and $i$. 
From the above, we see that the computation workload of each layer is proportional to $X_i X_i$, i.e.,

$$L_i = \alpha X_{i-1} X_i,$$

(31)

where $\alpha$ is the number of CPU cycles required to execute one floating-point multiply-add operation. Likewise, the number of model parameters needed by layer $i$, including the weights and biases, is $(X_i + 1)X_i$. Hence, the parameter downloading time for layer $i$ is

$$t_{in}^m = \frac{\mu (X_{i-1} + 1) X_i}{R^d},$$

(32)

where $\mu$ is the number of bytes to represent each model parameter and $R^d$ is the downlink transmission data rate. In this paper, we assume that the transmit power of the BS is fixed and the downlink channel gain follows the free-space path loss model.

In the following, we assume that the number of neurons in each layer remains the same (i.e., $X_{i-1} = X_i, \forall i$). For the simplicity of analysis, we assume that the SNR $\gamma_n$ in each stage is identically distributed, i.e., $f_1(\cdot) = f_2(\cdot) = \ldots = f(\cdot)$ and $F_1(\cdot) = F_2(\cdot) = \ldots = F(\cdot)$.

**Lemma 4.2:** For a fully-connected MLP with $X_{i-1} = X_i = X, \forall i$, the sla stopping threshold $\hat{\gamma}_{n,sla}$ in (25) is a constant, i.e., $\hat{\gamma}_{1,sla} = \ldots = \hat{\gamma}_{N,sla} = \delta(X)$, where

$$\delta(X) = 2^S \sum_{n=1}^{\infty} \int \frac{1}{(1 + \sum_{n=1}^{\infty} \int (\gamma_{n+1}^{(r+e)} f_1^{\gamma_{n+1}^{(r+e)}} + \beta_1 \gamma_{n+1}^{(r+e)}})^{\lambda_1} \gamma_{n+1}^{(r+e)} f_1^{\gamma_{n+1}^{(r+e)}} - 1. $$

(33)
Lemma 4.2 indicates that for a fully-connected MLP with fixed number of neurons in each layer, the 1-sla stopping rule is to compare the observed SNR $\gamma_n$ with a constant $\delta(X)$.

To derive the model placement solution, the following lemma studies the relation between the expected ETC $E\gamma[\eta_{S_1(M,\gamma)}(\gamma_{S_1(M,\gamma)})]$ and the number of downloaded layers $M$ under the 1-sla stopping rule.

**Lemma 4.3:** With the increase of $M$, the expected inference ETC $E\gamma[\eta_{S_1(M,\gamma)}(\gamma_{S_1(M,\gamma)})]$ under the 1-sla rule decreases. That is,

$$\Theta^{1-sla}(M) = E\gamma[\eta_{S_1(M,\gamma)}(\gamma_{S_1(M,\gamma)})] - E\gamma[\eta_{S_1(M-1,\gamma)}(\gamma_{S_1(M-1,\gamma)})] < 0, \forall M \in [1, N]. \quad (34)$$

**Proof:** The difference between the expected ETC when downloading $M$ and $M-1$ layers is calculated as

$$\Theta^{1-sla}(M) = E\gamma[\eta_{S_1(M,\gamma)}(\gamma_{S_1(M,\gamma)})] - E\gamma[\eta_{S_1(M-1,\gamma)}(\gamma_{S_1(M-1,\gamma)})]$$

$$= \left( \prod_{j=1}^{M-1} F(\hat{\gamma}_j^{1-sla}) \right) \left[ (1 - F(\hat{\gamma}_1^{1-sla})) \left( \omega_M + (\beta_t I_M + \beta_e PI_M) \int_0^{\infty} \frac{1}{R_{M+1}(\gamma_{M+1})} f(\gamma_{M+1}) d\gamma_{M+1} \right) \right]$$

$$+ F(\hat{\gamma}_1^{1-sla}) \left( \omega_{M+1} + (\beta_t I_{M+1} + \beta_e PI_{M+1}) \int_0^{\infty} \frac{1}{R_{M+1}(\gamma_{M+1})} f(\gamma_{M+1}) d\gamma_{M+1} \right)$$

$$- \left( \omega_M + (\beta_t I_M + \beta_e PI_M) \int_0^{\infty} \frac{1}{R_{M}(\gamma_{M})} f(\gamma_{M}) d\gamma_{M} \right) \right]$$

$$= \left( \prod_{j=1}^{M} F(\hat{\gamma}_j^{1-sla}) \right) \left[ \omega_{M+1} + (\beta_t I_{M+1} + \beta_e PI_{M+1}) \int_0^{\infty} \frac{1}{R_{M+1}(\gamma_{M+1})} f(\gamma_{M+1}) d\gamma_{M+1} \right]$$

$$- \left( \omega_M + (\beta_t I_M + \beta_e PI_M) \frac{\int_0^{\hat{\gamma}_1^{1-sla}} \frac{1}{R_{M}(\gamma_{M})} f(\gamma_{M}) d\gamma_{M}}{F(\hat{\gamma}_1^{1-sla})} \right). \quad (35)$$

According to (23), $\forall \gamma_M < \hat{\gamma}_1^{1-sla}$, we have

$$\omega_M + (\beta_t I_M + \beta_e PI_M) \frac{1}{R_{M}(\gamma_{M})} > \omega_{M+1} + (\beta_t I_{M+1} + \beta_e PI_{M+1}) \int_0^{\infty} \frac{1}{R_{M+1}(\gamma_{M+1})} f(\gamma_{M+1}) d\gamma_{M+1}.$$

Therefore, we have $\Theta^{1-sla}(M) < 0, \forall M \in [1, N].$ \hfill $\Box$

From Lemma 4.3, we observe that when the edge server places more layers to the WD (i.e., larger $M$), the expected ETC decreases. Nevertheless, according to (1), a larger downloading time cost $\psi(M)$ occurs when $M$ increases.

**Corollary 4.2:** When the model update frequency $K$ is sufficiently large, the optimal $M^* = N$.

**Proof:** When $K$ is sufficiently large, the average model downloading time cost $\psi(M) = \frac{\sum_{n=1}^{M} \tau_n}{K}$ diminishes. Then, according to Lemma 4.3, we have $M^* = N.$ \hfill $\Box$
Based on Lemma 4.3, we are ready to derive the optimal model placement solution in the following proposition.

**Proposition 4.3:** If the fully-connected MLP satisfies \(X_i - 1 = X_i = X, \forall i\) and the model splitting is based on the 1-sla stopping rule, then the optimal number of downloaded layers is given by

\[
M^* = \begin{cases} 
N, & \text{if } [F(\delta(X))]^N g(\delta(X)) + \frac{\mu(X+1)}{KR^d} < 0; \\
0, & \text{if } F(\delta(X)) g(\delta(X)) + \frac{\mu(X+1)}{KR^d} > 0; \\
\lfloor \log_{F(\delta(X))} \left( \frac{\mu(X+1)}{-KR^d g(\delta(X))} \right) \rfloor, & \text{otherwise},
\end{cases}
\]

(36)

where \(\lfloor \cdot \rfloor\) is the rounding function and \(g(\delta(X))\) is given in (38).

**Proof.** For the fully-connected MLP with \(X_{i-1} = X_i = X, \forall i\), we first rewrite \(\Theta^{1-sla}(M)\) in (34) as

\[
\Theta^{1-sla}(M) = X [F(\delta(X))]^M g(\delta(X)), 1 \leq M \leq N,
\]

(37)

where

\[
g(\delta(X)) = \alpha X \beta_e \left( \frac{1}{f_t} - \frac{1}{f_c} \right) + \alpha X \beta_e \kappa f_t^2 + (\beta_t + \beta_e P) \lambda \left( \int_0^\infty \frac{1}{R_{M+1}(\gamma_{M+1})} f(\gamma_{M+1}) d\gamma_{M+1} \right)
\]

\[
- \int_0^{\delta(X)} \frac{1}{R_M(\gamma_{M})} f(\gamma_M) d\gamma_M
\]

\[
= (\beta_t + \beta_e P) \lambda \left( \frac{1}{R_M(\delta(X))} - \int_0^{\delta(X)} \frac{1}{R_M(\gamma_{M})} f(\gamma_M) d\gamma_M \right).
\]

(38)

Then, we have

\[
\Delta^{1-sla}(M) = Z(M) - Z(M - 1) = \frac{\mu X (X + 1)}{KR^d} + \Theta^{1-sla}(M)
\]

\[
= X \left[ [F(\delta(X))]^M g(\delta(X)) + \frac{\mu(X+1)}{KR^d} \right].
\]

(39)

Since \(g(\delta(X)) < 0\) and \(0 < F(\delta(X)) < 1\), \([F(\delta(X))]^M g(\delta(X)) + \frac{\mu(X+1)}{KR^d}\) increases with \(M\). Accordingly, if \(\Delta^{1-sla}(N) < 0\), i.e., \([F(\delta(X))]^N g(\delta(X)) + \frac{\mu(X+1)}{KR^d} < 0\), \(Z(M)\) decreases with \(M\) and we have \(M^* = N\). If \(\Delta^{1-sla}(1) > 0\), i.e., \([F(\delta(X))] g(\delta(X)) + \frac{\mu(X+1)}{KR^d} > 0\), \(Z(M)\) increases with \(M\), and thus \(M^* = 0\).

Otherwise, the root of \(\Delta^{1-sla}(M) = 0\) can be calculated as

\[
M^* = \left\lfloor \log_{F(\delta(X))} \left( \frac{\mu(X+1)}{-KR^d g(\delta(X))} \right) \right\rfloor.
\]

We have \(\Delta^{1-sla}(M) < 0\) when \(M \leq M^*\) and \(\Delta^{1-sla}(M) > 0\) when \(M > M^*\). That is, \(Z(M)\)
decreases with $M$ when $M \leq M^*$ and $Z(M)$ increases with $M$ when $M > M^*$. In this case, the optimal number of downloaded layers is $\left\langle \log F(\delta(X)) \left( -\frac{\mu(X+1)}{K^g g(\delta(X))} \right) \right\rangle$.

According to Proposition 4.3, we can optimize the number of downloaded layers $M$ using the closed-form expression (36) directly.

**D. Hybrid Algorithm**

Notice that it takes a linear computational complexity to solve Problem (P1) when the model splitting decision is based on the suboptimal 1-sla stopping rule. On the other hand, according to Section III C, the backward-induction based optimal model placement and splitting algorithm takes a polynomial time complexity. As an alternative to balance between solution optimality and computational complexity, we propose in this subsection a hybrid algorithm to solve the Problem (P1). In particular, we find the approximated optimal model placement decision $M^{\text{hybrid}}$, assuming the 1-sla stopping rule. That is

$$M^{\text{hybrid}} = \arg \min_M Z(M, S_1(M, \gamma)). \quad (40)$$

Then, we fix $M^{\text{hybrid}}$ and find the optimal model splitting point $S^*(M^{\text{hybrid}}, \gamma)$ using the backward induction algorithm in Section III A. Based on the complexity discussions in Section III C and Section IV B, the overall computational complexity of the hybrid algorithm is $O(N)$. The proposed hybrid algorithm also has a linear computational complexity, while achieving a better performance compared with the 1-sla stopping rule based algorithm in Section IV B.

**V. SIMULATION RESULTS**

In this section, we evaluate the proposed algorithms with different DNN architectures. Specifically, we consider the classical autoencoder and AlexNet. As shown in Fig. 5, the considered autoencoder consists of one input layer, one output layer, and seven hidden layers, where the number of neurons in the hidden layers is $\{X_i\} = \{128, 64, 32, 10, 32, 64, 128\}$. We set the number of neurons in the output layer as 784, which is the same as that in the input layer. Likewise, as shown in Fig. 6, the considered AlexNet contains eight layers: the first five are convolutional and the remaining three are fully-connected. The configuration of the AlexNet follows [18], where there are 1000 class lables and the input image size is $227 \times 227 \times 3$. We suppose that $\lambda = \mu = 8$ Bytes, where $\lambda$ and $\mu$ are defined in (30) and (32), respectively. In addition, one floating-point multiply-add calculation requires $\alpha = 100$ CPU cycles.
The wireless channels are modeled as the Rayleigh block fading with large-scale path loss. In this case, the instantaneous SNR $\gamma_n$ is exponentially distributed with PDF

$$f_n(\gamma_n) = \frac{1}{\bar{\gamma}_n} e^{-\frac{\gamma_n}{\bar{\gamma}_n}}, \tag{41}$$

where $\bar{\gamma}_n = \frac{P}{\sigma^2} A_d \left(\frac{3 \times 10^8}{4 \pi f_c d}\right)^{PL}$ is the average SNR at model splitting point $n$. $A_d = 4.11$ denotes the antenna gain, $f_c = 915$ MHz denotes the carrier frequency, $d$ in meters denotes the distance between the WD and the BS, and $PL = 3$ denotes the pass loss exponent. The transmit power of the WD and the BS is 100 mW and 1 W, respectively. The noise power $\sigma^2 = 10^{-10}$ W. We set the computing efficiency parameter $\kappa = 10^{-26}$, and the bandwidth $W = 2$ MHz. The weights of energy consumption and time of the WD are set as $\beta_t = \beta_e = 0.5$. The CPU frequencies at the WD and the edge server are $10^8$ and $10^{10}$ cycles/second, respectively.
A. Optimality Analysis for One-Stage Look-Ahead Stopping Rule

In Fig. 7 and Fig. 8, we plot the optimality probability of the 1-sla stopping rule $Pr\{S_1(M, \gamma) = S^*(M, \gamma)\}$ as a function of $M$ when $d = 50$ meters with the autoencoder and AlexNet, respectively. We observe that the optimality probability decreases with $M$ for both the autoencoder and AlexNet. It is because the 1-sla stopping rule becomes more myopic when the optimal
stopping problem has a larger horizon (i.e., $M$ is large). It can be seen that when $M = 1$, $\Pr\{S_1(M, \gamma) = S^*(M, \gamma)\} = 1$, which means that the 1-sla stopping rule $S_1(1, \gamma)$ is equal to the optimal $S^*(1, \gamma)$ in this case. Besides, we observe that the optimality probability is larger than 0.7 and 0.91 for any $M$ with the autoencoder and AlexNet, respectively. This confirms the effectiveness of the 1-sla stopping rule. One interesting observation is that the optimality probability of the 1-sla stopping rule for the AlexNet is larger than that for the autoencoder. It is due to the fact that compared with the autoencoder, higher computation workloads of the early convolutional layers in the AlexNet dominate the decision making, which leads to an early stopping with higher probability for the backward-induction based optimal stopping rule. In this case, the myopic 1-sla stopping rule is close to the optimum by accounting for the expected ETC of continuing for just one stage.

B. Performance Evaluation When $K = \infty$

In this subsection, we consider the scenario where $K = \infty$, i.e., the cost of model placement is negligible. In this case, the overall average cost $Z$ is equal to the average inference cost $E_{\gamma}[\eta_{S(M, \gamma)}(\gamma_{S(M, \gamma)})]$.

![Fig. 9: Performance gap between backward induction and one-stage look-ahead rule when $K = \infty$ in the considered autoencoder.](image)

In Fig. 9 and Fig. 10, we illustrate the total average cost $Z$ versus the number of downloaded layers $M$ when $K = \infty$ and $d = 50$ meters. We observe that for both the autoencoder and
AlexNet, $Z$ decreases with the increase of $M$ for both optimal (through backward induction) and 1-sla stopping rules. It is because when more layers are downloaded from the edge server, the WD has more choices of the model splitting points, which improves the average inference performance. In particular, when $M = 1$, the 1-sla stopping rule has the same performance as the optimal stopping rule. In addition, the gap of $Z$ between the optimal and 1-sla stopping rules increases when $M$ grows. For example, $Z$ grows from 8.73% to 12.48% when $M$ increases from 2 to 8 in Fig. 9.

Compared to the autoencoder, the performance gap between the optimal and 1-sla stopping rules in the AlexNet is smaller, e.g., 0.782% when $M = 8$. It is because as illustrated in Fig. 7 and Fig. 8, the optimality probability of the 1-sla stopping rule for the AlexNet is always larger than that for the autoencoder. Moreover, Fig. 10 shows that the inference cost in the AlexNet remains stable as $M$ varies from 2 to 8. It is due to the fact that the heavy computation workloads of the early convolutional layers in the AlexNet dominate the decision making for the model splitting point selection. That is, even though more layers are downloaded, the WD still prefers to stop at an early stage.

C. Performance Evaluation When $K < \infty$

We now consider the general scenario where the DNN parameters need to be updated from time to time, i.e., $K < \infty$. 
In Fig. 11, we plot the optimal $M^*$ as a function of the distance $d$ under different model update frequencies $K$ with the autoencoder. It is observed that the optimal $M^*$ increases with the distance $d$. This is because a larger distance leads to a higher uplink offloading cost for the intermediate feature. In this case, the average inference cost can be improved by downloading more layers to the WD. Besides, we observe that the optimal $M^*$ increases with the model
update frequency parameter $K$, which means that the BS tends to download more layers to the WD when each downloaded model can be used for more inference requests. In particular, when $K = \infty$, all the layers of the DNN are downloaded, i.e., $M^* = N$. Moreover, given $K$, the optimal $M^*$ under 1-sla stopping rule is not larger than that under the optimal backward induction rule due to the myopic property of the 1-sla stopping rule.

In Fig. 12, we demonstrate the impact of distance $d$ on the optimal $M^*$ in the AlexNet. Comparing with Fig. 11, we can draw two conclusions from Fig. 12. First, the BS tends to download smaller number of layers to the WD for the AlexNet. This is due to the larger computation workloads and higher model parameter sizes of the convolutional layers in the AlexNet compared with the autoencoder. This leads to higher costs for the local computing and model parameter downloading. Second, the optimal $M^*$ computed based on the 1-sla rule is close to that computed based on the backward induction rule. It is because according to Fig. 7 and 8, the 1-sla stopping rule has higher optimality probability in the AlexNet compared with the autoencoder.

![Figure 13: Total cost versus the distance between the WD and edge server when $K = 50$ in the considered autoencoder.](image)

In Fig. 13 and Fig. 14, we plot the total average cost $Z$ when the distance $d$ varies and $K = 50$. Fig. 13 shows that the hybrid algorithm outperforms the 1-sla stopping rule based scheme and performs very closely to the optimal solution. Jointly considering the close-to-optimal performance and the complexity of the hybrid algorithm, it is a preferred choice for
practical implementation. One interesting observation is that when the distance is small (e.g., below 30 meters for the autoencoder), the 1-sla rule based algorithm is also close to the optimum. This is because a smaller distance leads to a smaller optimal $M^*$ as illustrated in Fig. 11 and 12. Under a smaller $M^*$, the 1-sla stopping rule has a higher optimality probability. Likewise, for the AlexNet in Fig. 14, the 1-sla stopping rule based scheme and the hybrid algorithm achieve close-to-optimal performances even when $d$ is large.

VI. Conclusions

This paper has studied the joint optimization of model placement and online model splitting strategy to minimize the expected energy and time cost of device-edge co-inference. Given the model placement decision, we have formulated the problem of online model splitting as an optimal stopping problem with finite horizon. Then, we have proposed an online algorithm based on backward induction to find the optimal stopping rule (i.e., the optimal model splitting strategy). To simplify the analysis, we have proposed a 1-sla stopping rule for model splitting, based on which an efficient algorithm is proposed to optimize the model placement decision. Under a specific DNN structure, we have derived the closed-form expressions for the 1-sla stopping rule based model placement. We have further proposed a hybrid algorithm to balance between the solution optimality and the computational complexity. Simulation results have validated the benefits of jointly considering the model placement and splitting under various DNN structures.
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