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ABSTRACT

Neurons have a polarized structure, including dendrites and axons, and compartment-specific functions can be affected by dwelling mitochondria. It is known that the morphology of mitochondria is closely related to the functions of neurons and neurodegenerative diseases. Even though several deep learning methods have been developed to automatically analyze the morphology of mitochondria, the application of existing methods to actual analysis still encounters several difficulties. Since the performance of pre-trained deep learning model may vary depending on the target data, re-training of the model is often required. Besides, even though deep learning has shown superior performance under a constrained setup, there are always errors that need to be corrected by humans in real analysis. To address these issues, we introduce MitoVis, a novel visualization system for end-to-end data processing and interactive analysis of the morphology of neuronal mitochondria. MitoVis enables interactive fine-tuning of a pre-trained neural network model without the domain knowledge of machine learning, which allows neuroscientists to easily leverage deep learning in their research. MitoVis also provides novel visual guides and interactive proofreading functions so that the users can quickly identify and correct errors in the result with minimal effort. We demonstrate the usefulness and efficacy of the system via a case study conducted by a neuroscientist on a real analysis scenario. The result shows that MitoVis allows up to $15 \times$ faster analysis with similar accuracy compared to the fully manual analysis method.
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Figure 1: Overview of MitoVis. MitoVis is a visual analytics system for neuronal mitochondria analysis with effective visualizations and interactive deep learning. The yellow lines represent data flow.
1 Introduction

Neurons are unique cells that have highly polarized structures, including dendrites and axons, and perform specialized functions for synaptic transmission. More interestingly, one of the intracellular organelles, mitochondria, also displays compartmentalized features in dendrites and axons. Several studies have reported that dendritic mitochondria have long and tubular shapes, whereas axonal mitochondria exhibit short and punctate shapes [3, 4, 13, 17, 26, 16]. The difference in mitochondrial morphology is also associated with the function of each compartment such as neurotransmitter release and dendritic protein synthesis via calcium clearance and ATP generation [16, 28, 29]. Additionally, in neurodegenerative disease models, including Alzheimer’s disease and Parkinson’s disease, it has been widely studied that dendritic mitochondria are fragmented [31, 35, 15, 1, 39]. Therefore, analyzing the morphology of mitochondria in each compartment is critical for both normal neuronal function and disease models.

To analyze the morphology of dendritic and axonal mitochondria, several pre-processing steps, such as segmenting dendrites and axons from neuron images, detecting mitochondria, and extracting morphological features, are required. These tasks have been mainly performed by manually annotating dendritic mitochondria and axonal mitochondria, which is time-consuming and labor-intensive for large datasets. Some recent studies introduced deep-learning-based algorithms for automated neuronal structure segmentation and mitochondria detection. For example, Fischer et al. [8] showed that a deep learning model can be used to achieve a higher segmentation accuracy of mitochondria than that achieved by conventional feature-based segmentation methods. Park et al. [23] proposed novel loss functions to train a deep neural network for the segmentation of cell bodies, dendrites, and axons from neuron images using noisy and incomplete training labels.

Although these methods have paved the way for new research directions toward automated mitochondria analysis, the application of existing methods for actual analysis still encounters several difficulties. First, even though deep learning has delivered superior performance in previous studies, its actual performance may vary depending on the target data presented at its deployment; therefore, re-training of the model for the actual target data is often required. This is typically a time-consuming and difficult task for biologists, which hinders the adaptation of such deep-learning methods for their day-to-day analysis workflow. Second, even though the deep learning method yields good results overall, there are always errors that need to be corrected by humans. However, there is no existing system that can effectively proofread segmented neuron structures and detected mitochondria. Third, the existing mitochondria analysis workflow relies on a loose combination of several stand-alone programs, and there is no unified system for realizing end-to-end data processing and analysis specifically designed for neuronal mitochondria analysis tasks.

To address these issues, we propose a visual analysis system, MitoVis, for realizing neuronal mitochondrial morphology analysis (such as neuronal structure segmentation, mitochondrial detection, morphological feature extraction, and comparative analysis). MitoVis allows fast and accurate neuronal structure segmentation and mitochondria detection via interactive fine-tuning of the deep learning model through novel visual guides and intuitive user interactions. With this approach, users can easily leverage recent deep learning methods in their workflow using only simple user interactions at the visual interface. Subset generation functions enable the comparative analysis of morphologies by creating various mitochondria subsets. Additionally, MitoVis provides a unified system for end-to-end data processing and analysis workflow specifically designed to address the needs of neuroscience researchers, which allows significantly faster analysis with fewer user interactions for large-scale datasets (up to 15x faster than the conventional workflow). We demonstrate the performance and usability of this system using real-world analysis. Our main contributions are summarized as follows:

- We propose a unified visual analysis system that can perform all the necessary data processing and analysis tasks for neuronal mitochondria analysis through effective visualization and deep learning.
- We propose an interactive deep learning approach that allows non-experts on deep learning to perform neuronal structure segmentation and mitochondria detection precisely through deep learning with visual guides and intuitive interactions.
- We make the proposed software system (and the related source code) open to the public to enable the practical use of our research and the development of the research field.

2 Background and Related Work

2.1 Mitochondria detection and morphology analysis

The morphology of mitochondria using fluorescence images has been analyzed in several ways. The basic method is manual measurement using an image processing program such as commercially available software and an open-source program such as ImageJ [22]. However, it is time-consuming and has limitations in handling a large dataset. Therefore,
2.2 Neuronal structure segmentation

In general, neuronal dendrites display a thicker tubular shape than axons in the mammalian brain. To specify the neuronal compartments, a manual or semi-automatic approach has been applied using open-source or commercially available software. However, these approaches require significant user effort and time.

Recently, one study was conducted to segment dendrites, axons, and cell bodies from fluorescence images through deep learning. In this study, a new training loss is defined to tackle the difficult encountered in creating a precise training label from a neuronal image with a complex structure; precise segmentation can be performed with only partially labeled training data.

2.3 Interactive deep learning

Deep learning has been verified to deliver high performance and has been widely used in the image segmentation field. However, because the performance of supervised learning largely depends on the training data, it is often not possible to obtain accurate results for unseen data that are not included in the training data. Recently, an interactive learning approach that improves the performance by modifying the model through user interaction has been studied to overcome this limitation. For example, Wang et al. showed that the image segmentation performance was improved by fine-tuning the CNN model to the test image through user scribble. In Jang et al.’s study, the image segmentation performance was improved by creating an interaction map based on the distance from the user input and reflecting it in a deep learning model through a backpropagating refinement scheme. In the study conducted by Sardar et al., the performance of iris segmentation was improved by fine-tuning the U-net through user input. Many studies have been conducted to improve the performance of deep learning through user interaction, but no studies have been conducted on the neuronal structure and mitochondria analysis.

3 Design Rationale

The target user of our system is a neuroscientist studying the neuronal mitochondria morphology. We analyzed the tasks and challenges to achieve their research goals through close collaboration and interviews with two neuroscientists, and defined a design goal to address them.
3.1 Research goal and target data

Our collaborators aimed to research the differences in mitochondria morphology between neuronal structures such as dendrites and axons. All datasets used in our experiment were acquired using the same protocol described in [16] as follows: the bicistronic plasmids expressing Venus (Fig. 2a) and mito-mScarlet (pCAG-Venus-T2A-mito-mScarlet) (Fig. 2b) were transfected into mouse cortical neurons using ex utero electroporation. Venus was used to visualize the neuronal morphology by filling the whole neuronal processes with yellow fluorescence, and mito-mScarlet, a mitochondria-targeting sequence-conjugated red fluorescence protein, was used to label mitochondria.

3.2 Conventional analysis workflow

In the conventional mitochondria analysis workflow, the experts manually annotated mitochondria located in axons and dendrites using commonly used image editing software, such as ImageJ [36, 22]. Once the manual annotation was performed, morphological features from annotated mitochondria were extracted and further analyzed using statistical-analysis software such as Microsoft Excel. Even though biologists are aware of recent deep learning algorithms, these algorithms are not yet actively employed in the current analysis workflow because of the steep learning curve for non-machine-learning experts. The output of deep learning methods is hardly perfect and still requires time-consuming and laborious manual error correction, which also hinders the adaptation of automated algorithms in the conventional analysis workflow.

3.3 Tasks and challenges

We have analyzed the required tasks and challenges in the current analysis workflow.

- Structure segmentation: To analyze the morphology of mitochondria in neurons, the first step is to perform image segmentation to separate and extract individual neuronal structures. Even though several recent studies have proposed deep-learning-based neuronal structure segmentation methods [23], applying a pre-trained model to new target data at the inference time requires additional model adaptation (or re-training), which is often conducted as a slow offline process. Moreover, even though the deep learning model is well trained, there are always inference errors, which should be manually corrected by a human for accurate analysis. Leveraging deep learning in the analysis workflow requires domain-specific knowledge (e.g., programming, parameter tuning, etc.), which is an additional hurdle for biologists who are non-computer-science majors.

- Mitochondria detection: Once individual neuronal structures are extracted, the mitochondria in each structure should be detected. Neuronal mitochondria are typically thin and narrow, and the image quality can vary owing imaging/staining artifacts and noise. Moreover, we deal with 2D images where neurons cross and overlap each other. Therefore, similar to neuron structure segmentation, manual error correction is a necessary task in mitochondria detection.

- Morphology analysis: Morphology analysis includes statistical analysis of the differences in mitochondria morphology between neuron structures (e.g., dendrites and axons), multiple neurons, or specific parts of neurons (e.g., proximal dendrite, one neurite, etc.). In previous studies [16, 6, 14], task-specific analysis processes have been proposed, hindering the wider adaptation of the method to various analysis scenarios. Moreover, conventional analysis relies on existing stand-alone software tools, which require extra data management between the analysis tasks. Owing to this bottleneck, conventional analysis requires a longer time for the entire analysis, which makes it difficult to perform large-scale analyses.

3.4 Design goals

Through the above task and challenge analysis, we defined the design goals of our system. We primarily aimed to enable users to utilize the latest deep learning technologies easily and effectively through visual guides and analytics systems, and to perform the necessary analysis flexibly and quickly to realize precise large-scale analysis. The detailed design goals are as follows:

- Easy use of deep learning method: It should be possible to optimize a pre-trained deep learning model to the user’s data presented at the inference time through an intuitive and easy method without a low-level process. This allows users without specialized knowledge about deep learning to effectively use deep learning in their analysis workflow. We aim to make this process possible with only intuitive interaction and obtain highly accurate results for data even with a different distribution from the training dataset of the deep learning model.

- Easy and fast proofreading: Deep learning method has the potential to contain errors owing to data noise, artifacts, etc. These errors must be proofread by the user prior to the analysis. We aim to enable users to
accurately correct errors that exist in the results through deep learning as much as possible and only with simple and intuitive interactions.

• Effective, diverse, and precise morphology analysis: Along with the results of deep learning, various analyses must be able to be performed precisely and effectively. Users should be able to configure the desired analysis process easily and perform a large-scale statistical analysis. In addition, users should be able to receive immediate feedback on the generated analysis data (e.g., mitochondria subsets); so that the users can check whether each step is performed as intended, and the entire process should be easily managed.

4 MitoVis

Based on the task analysis, we developed MitoVis that can effectively perform all data processing and analysis tasks from microscopic images to precise large-scale statistical analysis. The workflow of MitoVis is as follows.

1) With microscopic images, initial structure segmentation and mitochondrial detection are performed using a pre-trained deep learning model.
2) User verifies the result by exploration of the image and result label through various visualizations.
3) With a visual guide, the user can annotate the error part of the result from deep learning.
4) The deep learning model is fine-tuned in real time through the partially annotated error part, and the resulting model is applied to the entire image to derive a new result.
5) 2-4 steps are repeated until the optimized result is derived.
6) Finally, statistical analysis is performed through the finally obtained structure label and mitochondria objects with various visualization techniques.

4.1 Initial structure segmentation and mitochondria detection

When the user loads the raw image from the tool, the dendrite, axon, cell body label and mitochondria foreground label are predicted through a pre-trained deep learning module \[I_v, I_m\]. Each mitochondria object is detected by a connected component from the mitochondria foreground label. Since the deep learning model is trained to produce optimal results for the training data, there are cases in which errors are included in the result when the user applies it to his or her own data. Figure 3 shows the examples of applying the pre-trained deep learning model to real-world data. As the conditions or characteristics of the data are different from the training set, many errors are included. In particular, Figure 3 contains partial errors due to the noise of the image even though it is acquired under the same conditions as the training dataset. To perform precise analysis, these errors must be corrected. In the following sections, a framework for correcting these errors is introduced.

4.2 Image data exploration

The image data utilized by MitoVis is the Venus \(I_v\) and the mito-mScarlet \(I_m\) as inputs, and a structure segmentation label \(L_s\) and a mitochondria object label \(L_m\) obtained through deep learning. The signal of \(I_v\) and \(I_m\) is enhanced...
by the signal improving function with user parameters as follows:

\[
\hat{I}_v = \frac{2b_v}{1 + e^{-60c_v(t_v - t_v)}} \\
\hat{I}_m = \frac{2b_m}{1 + e^{-60c_m(t_m - t_m)}}
\]  

(1)

where \(\hat{I}_v\) and \(\hat{I}_m\) are signal improved image, \(b_v\) and \(b_m\) are brightness, \(c_v\) and \(c_m\) are contrast, and \(t_v\) and \(t_m\) are translate factor. All variable is between 0 and 1. Examples of the signal improved images are shown in Fig. 4b and e.

\(\hat{I}_v, \hat{I}_m, L_s,\) and \(L_m\) are converted to color values using each color-map (Fig. 4c, f, g, h), and these are blended by user-defined transparency to create the final image. Depending on the preference or task, the user adjusts the transfer function and transparency of each image and explores the image data. Figure 5 shows an example of a user-defined visualization according to tasks. Details about the visualizations and tasks are discussed in Section 5.

4.3 Visual guiding and error correction

Since the results obtained through deep learning are prone to noise, a proofreading process is necessary for practical use in analysis. Because our target data contains complex neuronal structures and numerous mitochondria, it is quite difficult and inefficient for users to find all errors with the naked eye. Therefore, we propose novel visual guides suitable
Figure 5: Examples of task-specific visualization setting. Users can generate an effective visualization for a specific task by adjusting visualization parameters, such as brightness, contrast, and blending factors.

for neuronal structures and mitochondria objects. These visual guides provide spatial clues to the users to quickly identify the locations of errors in the structure and mitochondria labels, which can be corrected via user interactions.

**Structure label correction:** The process to correct the structure label is as follows;

1) Find the error part through visual guiding for the error candidate (Fig. 6a). We hypothesized that an error is likely to occur in a place where multiple labels are mixed through the characteristic of a neuron in which the structure is continuous. Therefore, visual guiding for error candidates is given as a red box on the mixed label;

2) For too strong or weak signal parts, adjust parameters to correct the image signal to an appropriate level (Fig. 6b);

3) Set the brush type as the target label to be corrected (Fig. 6c);

4) By dragging the part to be corrected on the structure label image, the pixels belonging to the threshold among the pixels in the brush area are corrected with the corresponding label (Fig. 6e). The pixels \( B(u) \) corrected through the brushing interaction are determined by the equations below.

\[
B(u) = \begin{cases} 
\{ i \in [1, m] \mid d(i, u) < r, i \in CC_v(u, < \sigma_s) \}, & \text{if brush type is background.} \\
\{ i \in [1, m] \mid d(i, u) < r, i \in CC_v(u, \geq \sigma_s) \}, & \text{otherwise.} 
\end{cases}
\]

\( m \) is a size of vectorized image \((m = \text{width} \times \text{height})\), \( u \) is a index of pixel which is clicked by the user, \( d(i, u) \) is the euclidean distance function between two indexed pixels, \( r \) is a brush size, \( \sigma_s \) is a threshold value to divide foreground and background for structure (yellow line on the color-map of Fig. 6c), \( CC_v(u, < \sigma_s) \) is a connected component function that results in a connected component consisting of values smaller than \( \sigma_s \) from \( u \) in \( \hat{I}_v \), and \( CC_v(u, \geq \sigma_s) \) is a function that results in a connected component consisting of values equal or higher than \( \sigma_s \) from \( u \) in \( \hat{I}_v \). This approach minimizes the situation in which unintended parts are modified.

**Mitochondria label correction:** We defined 5 cases in which mitochondria objects are incorrectly detected; overlapped object error occurring in the overlapped part of the structure signal due to complex data; merged object error when
two objects are detected as one; split object error in which one object is detected as two objects; noise error that non-mitochondria is detected; missing error that failed to detect mitochondria (Fig. 7a). The process to correct these errors is as follows.

1) Find the error part through visual guiding for the error candidate (Fig. 7c). We hypothesized that the place where the signal is high in the mito-mScarlet image is likely to be the foreground of mitochondria. Therefore, if there are huge region with low signal in each mitochondria object area, there is a high possibility of the merged error or the noise error. If there are many high signals around each mitochondria object area, it is likely the split error. If there is a high signal in the background area, there is a possibility of the missed error. Through these observations, we defined the error probability for detected objects ($E_o$) and the error probability for the background region ($E_b$).

$$N(k) = \{i \in [1, m] \mid i \in CC_m(j, \geq \sigma_m) \text{ where } j \in O^{(k)}\}$$

$$E_o^{(k)} = 1 - Dice(O^{(k)}, N)$$

$$E_b^{(l)} = \begin{cases} 0, & \text{if } O_b^{(l)} \cap L_m \neq \emptyset \\ 1, & \text{otherwise} \end{cases}$$

$O^{(k)}$ is the k-th detected mitochondria object, $Dice$ is the dice coefficient function, $\sigma_m$ is a threshold value to divide foreground and background for mitochondria (yellow line on the color-map of Fig. 7c), and $O_b^{(l)}$ is the l-th object obtained through the connected component based on $\sigma_m$ in $\hat{I}_m$. If $E_o^{(k)}$ or $E_b^{(l)}$ is greater than the error threshold ($\sigma_e$) specified by the user, $O^{(k)}$ or $O_b^{(l)}$ is highlighted in a red box as error candidates for visual guiding.

2) To correct the error parts, four interactions (excluding, splitting, merging, and including) were designed (Fig. 7b). The user can select overlapped objects or noise objects and correct them as the background through the excluding interaction. Splitting interaction divides one object into two objects based on the drawn line ($u_l$) from the user. At this time, in the $\hat{I}_m$, the propagated region on the mitochondria label through the connected component from $u_l$ is corrected to the background (Fig. 7d). The propagated region ($P_b$) is as follows.

$$P_b(u_l) = \{i \in [1, m] \mid i \in CC_m(j, < \sigma_m) \text{ where } j \in u_l, \ d(i,j) < 5\}$$

Merging and including interaction, contrary to excluding interaction, creates a propagated region ($P_f$) by performing a connected component from the user’s drawing input, $CC_m(u, < \sigma_s)$ is a connected component function that results in a connected component consisting of values smaller than $\sigma_m$ from $u$ in $\hat{I}_m$, $CC_m(u, \geq \sigma_s)$ is a function that results in
a connected component consisting of values equal or higher than $\sigma_m$ from $u$ in $\hat{I}_m$, and modifies it to the foreground. $P_f$ is as follow

$$P_f(u_l) = \{i \in [1, m] | i \in CC_m(j, \geq \sigma_m) \text{ where } j \in u_l, d(i, j) < 5\}$$

These interactions are intuitive and make it possible to perform effective mitochondria object correction with few inputs.

### 4.4 Interactive learning

It is inefficient to correct all errors included in the image through only user interaction. The more data to be analyzed, the greater the inefficiency becomes. If the distribution of the analysis data is different from the distribution of the training set of the pre-trained deep learning model and contains many errors in the results, it is almost impossible to correct all errors manually. In order to solve this problem and obtain precise results with only a few interactions, we designed a method of fine-tuning a deep learning model interactively through user input.

**Challenges:** For that, a model should be able to be trained with a small amount of user input, and training and deployment should be completed within a reasonable time to modify user input with fine-tuning results interactively. In addition, the distribution of the image should be reflected in the model through fine-tuning and partial errors existing in the current data should be corrected at the same time.

**Model design:** To handle small inputs, we utilized an approach to training by fixing the feature extraction part of the pre-trained model and adding a new classifier, which has been widely used in recent few shot learning [32]. Pixel-wise high-dimensional features are obtained through feature extraction parts from pre-trained models (Fig. 8c). The new classifier model (Fig. 8e) classifies these features. With the training loss (Fig. 8h) by user input (Fig. 8g), the classifier is trained. Since the classifier must be able to train within a reasonable time, it should not use a complicated network structure. In the mean time, a simple (weak) network model is not suitable either for obtaining sufficient accuracy. As an appropriate model that satisfies these conditions, we use a simple convolutional neuronal network with three convolution layers.
Figure 8: Visually-guided interactive learning framework. A input data (a), Venus or mito-mScarlet, is segmented by pre-trained deep learning model (b) for generating initial predicted label (d). Features obtained by a feature extraction part of the pre-trained deep learning model are used as a one input for fine-tuning classifier (e). The fine-tuning classifier can be trained with the features and user input (g) by correction in visual interface (i). A newly predicted label (f) is passed to the visual interface for updating the visualizations.

**Training loss:** For training this model, the interaction loss \( \text{Loss}_u \) for focusing user input and the original loss \( \text{Loss}_o \) for maintaining the trend of the previous label were applied. \( \text{Loss}_u, \text{Loss}_o \) and total loss \( \text{Loss}_t \) are defined as follows

\[
\text{Loss}_u = \| M \odot (U \hat{-} \hat{L}) \|_2 \\
\text{Loss}_o = \| (1 - M) \odot (L \hat{-} \hat{L}) \|_2 \\
\text{Loss}_t = f \text{Loss}_u + \text{Loss}_o
\]

\( \odot \) is element-wise product, \( U \) is the user input generated by error correction interaction, \( M \) is a mask which converts user input as foreground, \( L \) is a previous label from the pre-trained network, \( \hat{L} \) is a new label, and \( f \) is a focusing factor that indicates how much focusing to the user input.

**Visually-guided interactive learning cycle:** The above label correction process creates a correction cycle as shown in Fig. 8 yellow lines. With the help from visual guides, the user can interactively make annotations to correct errors in the structure and mitochondria labels, which are then used to re-train (fine-tune) the classifiers. The fine-tuned deep learning models provide better structure labels and detected mitochondria objects, which are used to update the visual guides for the next iteration. The user can iterate this process until a satisfactory result is generated.

### 4.5 Mitochondria morphology analysis

The mitochondria morphology analysis process includes that feature generation from the structure labels and mitochondria objects obtained through the previous process (Fig. 9b), generating mitochondria subsets (Fig. 9c, d), and performing morphology comparison between various subsets through statistical snapshot recording function (Fig. 9e).

**Feature generation:** In this study, a total of five features are used for analysis, such as four morphological features (area, circularity, eccentricity, and length) and one feature of a structure label (Fig. 9b).

**Subset generation:** Users can create subsets in feature space through parallel coordinate plot (PCP) and dimensional reduction plot (DRP). In each axis of PCP, objects belonging to a specific range can be selected, and in DRP, objects belonging to a specific area on the plot can be selected. As a method for generating DRP, a dimensional reduction method such as PCA [2] and UMAP [21] can be applied, or two features can be selected to create the plot. In addition, the user can create a subset in the image space by brushing a specific area in the image viewer. This can be useful when...
Figure 9: Mitochondria morphology analysis. (b) Morphological features are extracted from detected mitochondria objects (a), and users can generate diverse subset using feature-based (c) and image-based (d) subset generation functions. (a) Morphological information of the subsets can be recorded in a morphology comparison panel. The user wants to perform an analysis on a specific area such as proximal dendrite or distal dendrite. By combining these subset generation methods, users can easily generate desired mitochondria subsets.

**Morphology comparison**: Morphology comparison can be performed by recording specific subsets as a statistical snapshot. For example, the user can create and record the mitochondria subset located in the axon and the mitochondria subset located in the dendrite, respectively, and analyze the difference in mitochondria morphology located in the dendrite and the axon. In the snapshot, user comments, information of the dataset, count, density, average area, average length, average eccentricity, and average circularity of mitochondria objects in the current subset are recorded. The density is obtained as the ratio of the mitochondria object area and the structure area where the mitochondria object is located.

### 4.6 Visual interface

The user can perform all of the described methods in a single visual interface (Fig. 10).

**Data management panel**: In this panel, generated datasets can be managed by group, and the group to be used for analysis can be selected. Users can classify groups according to data analysis cases, image acquisition time, etc. Since each group can be analyzed as a single dataset, large-scale analysis is possible.

**Image viewer**: Here, the user can check all results of structure segmentation and mitochondria detection. In addition, image data exploration (Sec.4.2) and error correction (Sec.4.3) can be performed.

**Control panel**: The visualization displayed in the image viewer is created by controlling the image signal through various parameter adjustments and controlling the transparency of each visualization. In addition, user interaction can be performed by selecting the correction options or image based subset generation options.

**Feature analysis panel**: Data exploration and mitochondria subset generation can be performed based on features. In addition, it is possible to select whether to conduct data analysis in one image or based on groups.

**Morphology comparison panel**: Statistical information of morphology can be recorded for various mitochondria subsets generated through the above panels. Users can record this at any time during the analysis. Through this recorded information, morphology between various subsets can be compared.
4.7 Implementation

We used Park et al. [23] as a baseline pre-trained deep learning model with additional fine-tuning layers for structure segmentation, which is written in Python using PyTorch [24]. As for the deep learning model for mitochondria segmentation, the model introduced in Fischer et al. [8] was re-implemented using PyTorch, and the hyperparameters were modified to fit to our data. This model was pre-trained using Venus and mito-mScarlet datasets. Considering that the general user’s analysis environment uses a lightweight machine without a fast graphics card (e.g., laptop), all of our deep learning models for inference are designed to work on the CPU. In addition, the time required for fine-tuning was limited to a maximum of one minute (determined based on the feedback from the users of our system) for interactive analysis. The visual interface was developed in C++ using QT and OpenGL libraries.

5 Case study and expert feedback

With a domain expert, we conducted a case study using real-world datasets to describe how MitoVis can utilize deep learning effectively, and how interaction and visualization facilitate the analysis.

5.1 Experiment design

Participant: The participant of this experiment is a neuroscientist who has been performing neuronal mitochondria analysis and only knows the overall concept of deep learning. The expert mentioned that deep learning has hardly been used in previous research because the part where deep learning can be used had not been defined, and there is no system that can effectively utilize the deep learning technology.

Dataset: In this experiment, we used three datasets of Venus and Mito-mScarlet, each 1024×1024 in size. To acquire these images, cells were fixed at 17 days in vitro and stained to amplify the fluorescence signal. After staining, the samples were imaged using a Nikon A1R confocal microscope with a 60x oil lens. These images were not included in the pre-training data of the deep learning models.

Task: With MitoVis, structure segmentation and mitochondria detection were performed on each dataset. Morphological features were obtained from the mitochondria located in axons and dendrites, and a comparative analysis
of the morphology was performed. We compared the task-completion time and analysis accuracy with those of the conventional analysis (Fig. 2c). For the accuracy comparison, the average mitochondria lengths calculated from the manual annotation of the expert is used as a ground truth. MitoVis can also analyze other morphological features such as density, area, eccentricity, and circularity. However, only the length can be measured in the conventional analysis, so accuracy comparison was performed only for the length.

**Procedure:** Before the actual user study started, we allowed the participant a warm-up time to familiarize themselves with the system. Subsequently, the above task was performed on the three images. The task-execution time was measured from the moment when each dataset was loaded until the morphological features of the axonal mitochondria and dendritic mitochondria were recorded. After the experiment was completed, we received feedback through an interview about the usability and performance of MitoVis, the possibility in the research field, and the direction of development.

**Experiment environments:** This experiment was conducted on a laptop equipped with Intel i5-1035G7 CPU (1.20GHz) and 8GB RAM in the same environment as the user’s usual analysis.

### 5.2 Axonal and dendritic mitochondria morphology comparison

**Initial structure segmentation and mitochondria detection:** An analysis group was created in the MitoVis data management panel, and Venus and mito-mScarlet images were loaded into the group. A structure label and mitochondria foreground label were automatically generated from the pre-trained deep learning model. In addition, mitochondria
Table 1: Performance comparison between conventional analysis and MitoVis. Time is measured in minutes and accuracy is calculated as \((1 - \frac{|len_c - len_m|}{len_c}) \times 100\%\), \(len_c\) is average mitochondria length by conventional method (manual measurement) and \(len_m\) is average mitochondria length by MitoVis.

| Conventional Time | MitoVis Time | Accuracy | Speed up |
|-------------------|--------------|----------|----------|
| dataset 1 100     | 18           | 92.3     | 5.6      |
| dataset 2 153     | 10           | 66.5     | 15.3     |
| dataset 3 170     | 12           | 86.1     | 14.2     |

objects were created from the mitochondria foreground label through connected components, and morphological features for each object were created. The average time required for this step was 43 seconds.

Error correction: The expert adjusts the image signal improvement parameters and blending parameters of the control panel to find errors. For the structure label error, the expert searched by adjusting the transparency of the structure label in the visualization shown in Fig. 5, which mainly blended the signal-improved Venus image and the structure label. For errors in mitochondria objects, visualization such as that shown in Fig. 5c or d was mainly used. Through the visualization in Fig. 5c, it was easy to find the overlapping error that appears where the neuron structure is entangled or the noise error that exists outside the neuron structure. Fig. 5d presents a visualization wherein only the bounding box of the mitochondria object is activated with the signal improved mito-mScarlet image, making it easy to find the merged error. In addition, the expert could find the error more easily by first exploring the highlighted area by following the visual guides. The errors were corrected by structure label correction and mitochondria object correction interaction.

Interactive learning: After completing the error correction partially, if the user clicks the re-segmentation button on the control panel, the fine-tuning classifier is trained for approximately one minute, and a new label for the entire image is created through the trained fine-tuning classifier. However, in the data of this experiment, there were only a small number of errors in the initial predicted labels. Therefore, unlike our expectation, all the errors were manually corrected using interaction and visual guidance without leveraging interactive learning. We discuss more about the use case of interactive learning in Section 6 'Interactive learning approach' paragraph.

Mitochondria subset generation: With the clean structure label and mitochondria objects created in the previous step, the analysis was performed. First, only dendrites were activated among the structure features through the filtering function in the PCP on the feature analysis panel. In addition, to exclude tiny objects, only the objects whose length is greater than 0.5 \(\mu m\) are activated. Thus, the expert could create a dendritic mitochondria subset, and the morphological information of the subset was recorded in the morphology comparison panel through the snapshot function. Similarly, an axonal mitochondria subset was generated and recorded in the morphology comparison panel.

Morphology comparison: Figure 11 presents the results obtained through this process. Through image data exploration, it was confirmed that axonal mitochondria were shorter and more fragmented, compared to dendritic mitochondria. As for the morphological features, the dendritic mitochondria are much larger in terms of the object count, density, area, and length. The circularity is larger in axonal mitochondria, indicating that the axonal mitochondria are short and rounded.

5.3 Performance analysis

Table 1 shows the performances of the conventional analysis method and MitoVis. The conventional analysis methods took 100, 153, and 170 for each dataset, whereas MitoVis took 18, 10, and 12 min, leading to an increase of up to 15 times the analysis speed. As for the significant improvement in analysis speed, the expert reported that the time-consuming pre-processing task can be significantly shortened through deep learning, and the visual guide makes it possible to find the error part more quickly.

The analysis accuracy of MitoVis was 92.3\%, 66.5\%, and 86.1\% for each dataset. The average length of axonal mitochondria was 1.28, 1.47, and 1.34 \(\mu m\) in the conventional analysis, and 2.17, 1.84, and 1.68 \(\mu m\) in MitoVis. The average length of dendritic mitochondria was 3.65, 3.85, and 3.99 \(\mu m\) in the conventional analysis, and 3.89, 4.72, and 4.21 \(\mu m\) in MitoVis. About this result, the expert commented that MitoVis tended to take slightly longer to detect the mitochondria (1~4 pixels, 1 pixel is 0.21 \(\mu m\)), but it is not significant and the mitochondria shapes are generally detected well.

Both the conventional analysis and MitoVis confirmed that the dendritic mitochondria were much longer than the axonal mitochondria, showing statistically significant difference (p-value by t-test are 0.0001 and 0.0005, respectively).
The difference between the average length of axonal and dendritic mitochondria was 2.47 $\mu m$ in the manual method and 2.38 $\mu m$ in MitoVis.

5.4 Expert feedback

The expert reported that the biggest advantage of MitoVis is that it can quickly analyze images for various subsets and groups, which is useful for various data screening tasks in mitochondria research. Other advantages of MitoVis are that the system is very easy to learn and use because the interaction and all functions are intuitively designed; it is possible to utilize various morphological features that are difficult to measure in the conventional analysis, and it is possible to use a combination of mitochondria filtering through features and subregion generation, which enables flexible analysis.

One limitation of this study is that the number of interactions may increase in longer analysis because the user parameters for image visualization should be frequently adjusted for error correction (e.g., transparency of the structure label should be high when the user wants to check raw image and should be low when the user performs correction). The expert also mentioned that it would be desirable to set up a few preferred visualizations in advance and switch between them.

5.5 Further use cases

We introduce three further use cases based on the expert feedback.

Mitochondrial morphology and function in each area of neuron: Since the image-based subset generation function of MitoVis can generate mitochondria subsets for specific regions of neurons, it is possible to perform mitochondria morphology analysis on detailed structures. One example is the analysis of apical and basal dendrites [38]. Figure 12
presents an example of generating a mitochondria subset for apical and basal dendrites, and comparing morphology. Compared to basal dendrite, mitochondria located in apical dendrite tended to have longer and larger morphologies.

**Mitochondrial morphology differences between normal and disease models:** Several previous studies have attempted to discover the correlation between mitochondria and neurodegenerative disease models such as Alzheimer’s disease [10, 5]. MitoVis can help in this research field by analyzing changes in mitochondrial shape in disease models.

**Mitochondrial distribution and characteristics according to neuronal cell type:** The types of neurons are important for understanding the function of brain circuits [40]. If the mitochondria morphology of each type of neuron can be analyzed and defined through MitoVis, it will be possible to classify the neuron type.

### 6 Discussion

**Contribution to the field of neuroscience:** MitoVis allows the automation of neuronal segmentation and mitochondrial analysis in each process; therefore, it saves an enormous amount of time for analyzing microscopy images of neuronal mitochondria. In particular, investigating the neuronal compartment-specific roles of mitochondria is becoming more important to understand neuronal function, and balancing the mitochondrial shape is critical. For example, a recent study revealed that mitochondrial fission factor (MFF) deficiency elongates axonal mitochondria, and synaptic transmission and axon development are significantly impaired, although dendritic mitochondria are intact [16]. In addition, altered dendritic mitochondrial morphology has long been observed in various neurodegenerative disease patients and animal models [31, 35, 15, 1, 27]. Therefore, applying MitoVis for screening drugs will help find therapeutic candidates.

**Interactive learning approach:** In the case study, the expert manually corrected the errors and did not use the interactive learning method. We think this is because the number of errors was relatively small (i.e., initial prediction from the pre-trained model was acceptable) so the quick manual correction on several spots was sufficient and not too laborious. However, as shown in the dataset of Fig. [13](image acquired without staining), if the pixel intensity distribution is significantly different from that of the training dataset, the initial inference may contain many errors. In such a case, manually correcting all the errors will be inefficient and laborious, and using the interactive learning approach can be effective and useful to reduce the manual effort.

**Limitation:** The image visualization of MitoVis is realized by manually adjusting various parameters. Because appropriate visualization is different depending on the task to be performed, there is a situation wherein parameters need to be adjusted frequently, which affects the usability. For example, to correct the structure label, the user had to repeatedly increase and decrease the transparency of the structure label to check the raw Venus image. Visualization recommendations can be an approach to address these limitations. Several studies recommend visualization as a rule-based approach [37, 19] and a machine learning-based approach [11]. However, research on a method that recommends appropriate image visualization according to the user’s task has not been performed yet, which is left for future work.

### 7 Conclusion and future work

We introduced MitoVis, an interactive intelligent visual analytics system to perform neuronal mitochondria morphology analysis quickly and effectively. MitoVis enables rapid analysis by drastically reducing the time required for pre-processing through deep learning, and enables precise analysis through effective visualization, interaction and interactive learning approaches. In addition, it enables flexible analysis by allowing the generation of various mitochondria subsets using feature-based and image-based subset generation methods. These strengths of MitoVis are expected to enable the analysis of mitochondria morphology in various fields such as neurodegenerative disease models and neuronal cell types.

In the future, we plan to conduct an in-depth analysis of disease models and neuronal cell types using MitoVis. To further improve the usability of MitoVis, we plan to develop an advanced visualization recommendation system.
Because this dataset is acquired without staining process, there are huge errors in the initial segmentation labels. With the interactive learning method, the error can be handled only with few user interactions.
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