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Abstract
Data collection at the Belle II experiment started in the spring of 2019. During the early stages of the experiment it is important that the raw data are both copied to permanent storage and made available soon after being recorded to allow for the timely commissioning and calibration of the detector. Automated procedures have been developed to transfer the data from the detector in a timely manner; these procedures include fault management, performance monitoring, and quality checks. It is important that the systems put in place will also scale to the much higher data rates expected in the coming years at Belle II. The development, implementation, and operations of the Belle II online–offline data transfer system will be described.
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Introduction
Belle II is a particle physics experiment running at the High Energy Accelerator Research Organization, known as KEK, laboratory in Tsukuba, Japan. Belle II is the successor to the Belle experiment, which collected data from 1999 to 2010. The goal of Belle and Belle II is to investigate CP violation and search for new physics by making high precision measurements of the decays of $B$ mesons, along with programmes in charm, tau, and dark sector physics [1]. Detailed descriptions of the design and the physics programme of the experiment can be found in references [2] and [3], respectively.

The Belle II experiment records the collisions of electrons and positrons provided by the SuperKEKB accelerator. To achieve its physics goals Belle II aims to record data with an integrated luminosity $^1$ of $50ab^{-1}$ [4], which is more than 50 times that achieved by its predecessor, Belle. This corresponds to a storage requirement of ~60 petabytes for a single copy of all of the raw data; these data are stored using the ROOT [5] format developed by CERN. All of the data have to be transferred from the Belle II detector to permanent storage, from where they can be distributed, in such a way as to be available to Belle II analysts worldwide. An automated data transfer system has been developed to manage the movement of data.

This data transfer system also interacts with the distributed computing system of the Belle II experiment which uses DIRAC [6] as its distributed computing framework [7]; this framework is also widely used by many other scientific experiments. Two complete copies of the raw data are maintained at all times: one at KEK, and a second at Brookhaven.

---

1 For particle physics experiments the size of a dataset recorded is usually described by an integrated luminosity—this is a quantity dependent only on the operational parameters of the accelerator and is independent of any physics processes being studied. The storage size of the dataset (in, for example, petabytes) is approximately proportional to the integrated luminosity recorded by the experiment. To describe the rate of interactions produced by the accelerator, the closely related quantity instantaneous luminosity is used; this quantity is approximately proportional to the data rate (in, for example, GB/s). Deviations from these approximately proportional relationships are expected during periods when additional calibration or debugging data are collected.
National Laboratory (BNL), Upton, New York, USA [8]. Due to the potential for earthquakes and related risk factors, it was decided to keep the second copy outside of Japan, and further decided that holding this second copy would be a shared responsibility between Belle II member countries that have computing centres able to host the raw data. Thus, from the fourth year of Belle II operations, the second copy will be split between BNL and computing sites in Italy, Germany, Canada, and France.

This document describes the details of the Belle II data transfer system which has been developed to meet the needs of the experiment, ensuring a stable, fault tolerant, and maintainable system, and the monitoring tools developed along with the system. Important interactions of the data transfer system with the distributed computing system are described, however details of the distributed computing system are beyond the scope of this document.

"Belle II Running Phases" describes the commissioning and early data collection of Belle II; "Belle II Online Offline Data Processing" introduces the data transfer system, while "Data Pipeline Implementation" details the implementation of the system. "Raw Data Registration and Replication" describes how the raw data files are registered and made available via the grid; "Data Transfer Monitoring" and "Monitoring and Bookkeeping" cover details of the monitoring and bookkeeping tools that have been developed; and DevOps are described in "DevOps". Future plans and conclusions are covered in "Future Plans and Outlook" and "Conclusions" respectively.

**Belle II Running Phases**

The commissioning and operation of Belle II and SuperKEKB was divided into three phases, with an initial goal to measure the levels of radiation that the components of Belle II would be exposed to during operation of SuperKEKB, and ensure that the experiment would be able to operate in these conditions.

- **Phase 1** took place in 2016 to commission the SuperKEKB accelerator. The Belle II detector was not involved in Phase 1, instead a commissioning detector [9] was used to measure radiation levels in the space that Belle II would occupy.
- **Phase 2** took place in 2018 after the Belle II detector had been moved into its operating location. This phase was used to commission both SuperKEKB and Belle II; data were recorded but the innermost component (and thus the component that will receive the highest dose of radiation) of Belle II, the vertex tracker, was not installed in Phase 2.

- **Phase 3**, beginning in early 2019, marked the start of full data taking operations of Belle II including the newly installed vertex tracker. Phase 3 was further subdivided into *Runs*, with the first being the *Spring 2019 Run* followed by the *Autumn 2019 Run*.

The instantaneous luminosity delivered by the SuperKEKB accelerator will increase significantly from that achieved at the start of Phase 3, continuing to increase throughout the years of operation. Information on the recorded and projected luminosity is updated regularly and the latest information can be found on the SuperKEKB web site [10]. The size of the data will scale approximately linearly with the luminosity, with higher luminosities requiring both higher data transfer rates, and placing a greater demand on the data processing pipeline, storage, and post-processing.

During the Spring 2019 Run, Belle II recorded a dataset with an online integrated luminosity of 6.49 fb⁻¹ [11], corresponding to 0.013% of the goal of 50 ab⁻¹ [4]. The maximum instantaneous luminosity reached during data taking was $6.1 \times 10^{35}$ cm⁻² s⁻¹ [12], or 1.0% of the target instantaneous luminosity of $6.0 \times 10^{35}$ cm⁻² s⁻¹ [4]. The total storage size for all of these data in ROOT format is 216 TB; due to storing additional events for commissioning and calibrating the detector this is a far higher storage size per unit luminosity than will be observed for future data taking.

The methods used during Phase 2 relied on manual transfers and bookkeeping when transferring data from the detector’s data acquisition (DAQ) system to permanent storage. It was already known prior to the start of Belle II Phase 3 operations that these methods would not scale to the higher data rates that are expected during the later stages of operations. This necessitated the development of a new data transfer system to be deployed during the early part of Phase 3.

**Belle II Online Offline Data Processing**

During operations, the Belle II detector systems accumulate more data than can be recorded. To reduce the data size a trigger system is used that selects data of importance to physics analysis to be stored. The data are recorded as events, with each event corresponding to one or more collisions between the electron and positron beams during a single crossing of the two beams. One event is the smallest unit of data that is recorded.

The Belle II DAQ system is designed to handle a trigger rate of up to 30 kHz, i.e. up to 30,000 events per second, with a raw event size of up to 1 MB [13, 14]—this translates to a data flow rate of 30 GB/s at the hardware based first level trigger system. The experiment uses a pipelined trigger flow control system to select data of interest to be stored, including an Event Builder which passes events to
the software based High Level Trigger (HLT) system which then makes the final decision of whether to store the data from a particular event. Once stored, in ROOT files, the final size of raw events is 60–80 kB/event.

There are two modes of operation used by the HLT: filtering, where only events passing defined criteria are stored; and monitoring, where all events reaching the HLT are stored, and the result of the filtering logic is recorded but not applied. The HLT was run in monitoring mode during the early stages of Phase 3 and before as the additional events were important for calibration and validation—the HLT was used in filtering mode for the latter part of the Spring 2019 Run, and this mode will be used for future Runs, as its use will be essential to maintain a manageable data size.

Selected events are written to HLT storage, which is located in the Tsukuba Experimental Hall, close to the Belle II detector. The data will be written on the storage system at a rate of up to 3 GB/s. At the start of Phase 3 operations, the HLT system had five servers; four additional servers were added, to take the total to nine, with plans to increase this number further to meet the demands of increased capacity when the accelerator is running at its maximum design luminosity.

The data that are recorded are divided into four types:

- **Physics** Data intended for physics analysis.
- **Cosmic** Interactions of cosmic rays within the detector recorded during times when the accelerator is not running. These are used to calibrate detector systems.
- **Beam** Data collected while the parameters and conditions of the particle beams are being modified or studied. These may be used for calibration and beam background studies.
- **Debug** Data collected to debug detector systems; generally useful only in the short term.

The data type is set by the DAQ system during data taking. All types of data are preserved, however each of the different types have different policies that apply to them: for example Physics data must be easily accessible to the Belle II collaboration until the end of data taking and beyond (data analysis may continue for a decade or more after the end of detector operations), whereas after a short time Debug data will be archived to tape only and thereafter will not be quickly available. The majority of data recorded are Physics data and references to data in this document refer to Physics data unless stated otherwise.

Data are collected in runs with each individual run lasting from several minutes to several hours. Running periods of several weeks or more, during which there are no major changes in accelerator or detector conditions, are called experiments. Each run is of a single type (Physics, Cosmic, Beam, or Debug) and has an experiment number and run number associated with it, which together can be used to uniquely identify the run. Data from a run are stored as a number of files, with the longest duration runs having several thousand files.

A schematic overview of the Belle II data flow is shown in Fig. 1. The computing systems are divided into online and offline domains. The online domain covers all of the systems, typically located very close to the detector, that have to run in real-time, or near real-time, to collect and record the data during Belle II operations. The offline domain covers all other systems. When data are transferred from temporary storage located close to the detector to other storage locations, as described in the next paragraph, this marks the transition between the online and offline systems.

Once a run has finished, the files for the run on the HLT storage can be made available to be transferred to the offline operations domain facility located 1.2 km away on the same campus. Offline Worker Node (WN) servers hosted in the
KEK Computing Research Center (KEKCRC) pull the raw data from the HLT servers via a dedicated data link. Currently there are nine WNs commissioned matching the number of HLT servers in production. This one-to-one HLT–WN correspondence will be kept as the number of HLT servers increases to guarantee the data transfer and processing capability.

Although WN servers by default process data from one assigned HLT only, they can be configured to process data from any HLT source. This ensures uninterrupted operations even in the case where one or more WNs go out of service.

Each of the HLT servers has storage for raw data with ten partitions of 9 TB capacity each. Data are written to a given partition with the aim that data transfer takes place once a partition is full and writing has moved to a new partition. A file, known as a `list_send` file, is then created on each of the HLT servers, containing a list of all the data files available to be transferred. At the start of Phase 3 a manual procedure was used: an operator would copy the `list_send` file to the WN servers and start the transfer, via `rsync` [15], of all of the listed files.

The raw data are written on the HLT servers in a Belle II defined `Sequential ROOT` (SROOT) format. The average number of events in an SROOT file is $\sim O(2.5 \times 10^4)$. SROOT files are written in a serialised and uncompressed fashion—this format was adopted to ensure that in the event of any failures during data taking only the current event is lost, previous events are correctly recorded and the SROOT file remains readable.

The SROOT format cannot, however, be used directly for physics analysis. Therefore the files have to be converted to the standard ROOT format. The tools required for the conversion are part of the Belle II Analysis Software Framework `basf2` [16]. As ROOT files incorporate compression by default, the format conversion reduces the file size. During the Spring 2019 Run the size of each SROOT file was 2 GB resulting in ROOT files of around 800 MB. As larger file sizes are more efficient for the distributed computing system it was subsequently decided to increase the SROOT file size to 8 GB, producing ROOT files of about 3 GB.

The conversion from SROOT to ROOT occurs on the WN servers before the data are transferred to permanent storage and from there replicated around the world for physics analysts. SROOT files are archived following the conversion, and once a second copy of the ROOT file has been made, it is strictly enforced that there must always be at least two copies of every raw data file in ROOT format.

Figure 2 shows the total size of raw data files in SROOT format transferred from the HLT servers to the WN servers for a period of 36 days in May and June 2019. Typical daily variation can be seen during this time. During the time period covered, the HLT was switched to running in filtering mode which reduced the data size per unit of luminosity by a factor of $\sim 9$. The data size per unit of luminosity after this change is expected to be close to that expected for future Belle II operations. The different ratio observed between 2019-05-23 and 2019-05-27 arises from accelerator studies undertaken on these days.

**Data Pipeline Implementation**

At the start of Phase 3, the data transfer worked as follows. After the file is transferred from the online side to the offline side, it is converted from SROOT to ROOT.
Following conversion, the SROOT and ROOT files are archived in permanent storage and a check on the number of events is performed. It is expected that the input SROOT file and output ROOT file should have an identical number of events. This data pipeline is shown in Fig. 3, together with the time taken for each step. It can be seen that the slowest step was the conversion, and this caused a bottleneck in the system. The sequential processing of each individual file, lacking an effective parallelisation mechanism, led to underutilisation of the system resources as roughly only ~ 25% of the available CPU was being used. To make better use of the system a new process was implemented early in Phase 3, whereby transfers and the conversion of files were no longer handled in a sequential fashion—details of the implementation of this process are given in “Raw File Transfer and Conversion”.

Hereafter, the re-worked data pipeline software, hardware, and protocols are described in detail. The implementation was guided by the Unix philosophy of writing small programs which do one thing and do it well, work well together, and failures are easy to diagnose and fix. Simplicity of the implementation has been given priority in design decisions. Consequently, the core data pipeline processing programs are almost entirely implemented in Bash [17] and a text stream interface is used extensively. Data processing works autonomously yet the operators can choose to manually execute the processing tasks. For example, when required the re-processing of arbitrary data can be invoked by the human operator.

**Offline Processing Infrastructure**

The WN servers are Lenovo x3550 M5, with single-socket 14-core 2.60 GHz Intel® Xeon® E5-2697 v3 CPU, 64 GB RAM, and two 300 GB internal SAS disks running Red Hat Enterprise Linux Server release 6.10. They are connected to the DAQ network using dedicated 10GbE—LR network links and to the storage network using 56 Gb/s InfiniBand links. The main storage for the WN servers is a shared IBM Spectrum Scale high-performance clustered file system, known as GPFS [18]. The permanent storage for raw data is a hybrid disk-tape system: An IBM TS3500 tape library with a GPFS cache enabling total throughput up to 50 GB/s [19]. Server, network, and storage are all operated and maintained by KEKCRC staff round-the-clock.

**Database**

The main function of the offline database is to manage the raw data with file-level granularity. For offline operations, it is essential to have file state transition tracking, bookkeeping, data pipeline monitoring, and reporting. The database itself is a single instance of MySQL (Community Server version 5.7) running on a Lenovo System x3550 M5 two-socket 20-core server, 64 GB RAM, redundant 10GbE LAN and running Scientific Linux (release 6.10). In hardware failure scenarios it can be relocated to a standby node. The recovery time and recovery point objectives are 1 and 24 hours, respectively. Portability is not an issue for this database. However, the schema and procedures have been deliberately kept generic to allow migration to other database platforms.

The database uses a fixed schema. Every raw file is registered in the database with important properties such as experiment number, run number, timestamps, checksums, physical file paths, and processing state to mention a few. For bookkeeping and quality control purposes, run-related data are migrated from the online database periodically. Additionally, performance, fault, and accounting metrics are also stored in this database. A web based application is provided for monitoring the operations data in a user-friendly interface.

The raw data processing is tightly integrated with the database, there are three stages where interaction with the database plays a vital role:

- **Data detection** Detects the presence of new raw files on the HLT storage, registers information provided by the HLT servers, and initiates the transfer process.
- **Processing** Processes the SROOT raw files into ROOT raw files, checks the number of events, and performs quality checks.
- **Replication policy** Establishes that two copies of each (ROOT) raw data file exist, and creates meta-information for each file and run.

**Log Management**

Message logging is consolidated by using a standard syslog [20] daemon running on one of the WN servers on a customised port. It is a singleton service and can be relocated to run on any other node. The standard shell command interface to the syslog, logger [21], can be used to send messages. Additionally, a Python module netsyslog is provided which enables the sending of syslog messages directly from Python [22]. The syslog log is rotated daily with persistence for one month. Thus the issue of scattered logs was eliminated and operators can refer to a single location to check the data pipeline logs in detail and find information for troubleshooting.

**Batch Processing System**

Performance is critical in processing high-volume offline data. Therefore a solution for managing a large number of tasks and maximizing the use of computing resources was
required. Our implementation is based on the versatile and lightweight Task Spooler, with which one can queue up tasks from the shell for batch execution [23]. By default, the queues are configured per-user and per-host, but can be modified to work as a per-host system with multi-user capability. The number of queues is technically unlimited and the number of parallel jobs in each queue can be adjusted dynamically. A custom wrapper was created for the Task Spooler, which implements three queues for data processing: one for transfer, one for conversion, and one for copying files to permanent storage. The exit status and output file name from each job are logged in syslog to facilitate error checking and troubleshooting.

This solution has proved its robustness and stability. Figure 4 shows test data for parallel SROOT to ROOT conversion. The performance scales up nearly linearly for up to 14 parallel processes, which is the number of CPU cores in each server, and without significant deviation from perfect linear scaling. In production, the system has been verified with raw file batches of up to 3800 files per WN server.

**Fault Management**

Given the high data volumes and requirements to avoid any data loss, reliable fault management systems and workflows are essential. Our centralised fault management system was built by adapting the alarm model of the ITU-T X.733 [24] recommendation to fit the requirements and use cases of these offline operations. Agentless monitoring is implemented for communications, processing, and quality of service type alarms. Raising and clearing alarms is done by database procedure calls. A command-line application is provided for checking and managing the alarms, as well as a web based application.

**Raw File Transfer and Conversion**

The online HLT storage servers accumulate data from several runs before initiating a request to transfer raw files to the offline side. Once the run data are ready to be transferred, a list_send file is created on the storage system which holds the raw files. A scheduled task on the offline side checks for the existence of a list_send on each partition frequently. If new list_send files are found, the information about them is updated in the database and the files are then spooled to the offline storage with rsync and prepared for processing by the data pipeline. Each list_send file specifies a batch of data that is to be processed by a WN server.

Another scheduled job on each WN server starts the data transfer and processing when new data are ready for processing. The processing starts by dispatching a task to the transfer queue for each raw file. Each WN server processes raw files from a single, designated HLT. The WN can poll and transfer the files from each HLT running rsync in daemon mode. Each WN server can have up to four concurrent instances of the transfer process.

The transfer rate for each spawned rsync daemon is intentionally capped at 230 MB/s in order to safeguard the storage server from overload during transfers which may take place concurrently when new data are arriving from the detector. One of the parameters in the list_send file is an Adler-32 [25] checksum, calculated on the HLT servers, which is used to validate the transferred files. Once all checks are cleared, the transfer task dispatches a new task to the conversion queue and then shuts down itself.

While an Adler-32 checksum is used to verify transfers, an MD5 [26] checksum is used for data identification, replication, and registration. Both checksums are stored in the database.

The conversion task takes the transferred SROOT file and converts it to standard ROOT format by using tools from the Belle II Analysis Software Framework, basf2. The number of events in the converted ROOT file must match the number...
of events in the original SROOT file, with further processing of the associated run blocked and an operator notified in the event of any mismatch. Additionally, Adler-32 and MD5 checksums are calculated and stored for the converted file.

The transfer and conversion are done in parallel by dynamically adjusting the numbers of parallel slots in the queues, as depicted in Fig. 5. This allows for $\sim 85\%$ CPU utilisation, significantly higher than the $\sim 25\%$ seen in the earlier implementation. The next step in the processing commences after all tasks in the queues have finished. Then, logs are summarised and checked for unexpected processing errors, after which files are copied to the permanent disk-tape hybrid storage. This file copying is done in parallel. At the end of the processing of one batch, performance metrics are calculated and stored. A report of the processed data is automatically uploaded to an electronic logbook, ELOG [27], with a summary of metadata, quality metrics, logs, errors, and other relevant information.

Data quality checks take place before raw files are released for further offline processing. For example, checking that the number of events is correct and that the data are readable. Once the quality of the data are verified the data, on a run by run basis, are flagged as good or bad for analysis use.

There is a mechanism to prevent the deleting of files on HLT storage while the SROOT files are being transferred and processed. Once the offline processing has confirmed all files for the runs in a batch have been copied from the HLT and processed, with at least two copies of each raw ROOT file secured. Then, the offline side notifies the online side that the data copy is completed. This is done by uploading a file containing the file names and Adler-32 checksums back to the HLT storage. Only after the HLT receives the notification and verifies the checksums, the files will be cleaned up from the HLT storage to free space for new runs.

**Fast Lane**

Sometimes, the Belle II detector experts need to have access to a limited set of the data quickly after they have been collected, for example to assess the impact of a recent change. To facilitate this in an automated fashion a Fast Lane was created; Belle II experts could request, via a script, that a particular data run be transferred to KEKCRC and whether the file should be in SROOT or ROOT format. A frequently running cron job checks for new requests, and will initiate the transfer and conversion of requested files. The transfer may be delayed if transfer jobs are already in progress. Transferred files are automatically deleted from KEKCRC after seven days without notice, and the privilege to use the fast lane may be taken away if it is abused to request an excessive number of files.

**Raw Data Registration and Replication**

To manage the distributed computing resources of the Belle II experiment, DIRAC [6] is used. Belle II specific requirements are handled by an extension to DIRAC called BelleDIRAC [7]. Another extension of DIRAC named BelleRawDIRAC [28], independent of the production of data and user analysis activities, is dedicated to the registration and replication of raw data files.

After completion of data quality checks and following data release, an automated helper process is initiated which communicates with the BelleRawDIRAC API. Figure 6 shows the communication between the two systems.
Files which are marked as good for analysis in the offline database are submitted to BelleRawDIRAC through a Remote Procedure Call (RPC) with a predefined input payload structure which contains information such as a unique key (a string generated from the name of the file which is guaranteed to be unique), checksum, file path, file size, and checksum type. After submitting the payload, the API returns a predefined output structure which contains information including the registration status (Success or Failure) for every raw data file or for every submitted unique-key.

The offline system also keeps track of the replication status (Active, Done, Error, or Cancelled) of every submitted file in BelleRawDIRAC, retrieving the status through RPC calls. Figure 6 shows each step of the process; for example, if the file is replicated without any error then it is marked as “Done Replication” in the offline database. This step is a crucial part of the process as it helps us to make sure that all the files are replicated and verified in the permanent raw data storage centres. In addition, the BelleRawDIRAC extension makes sure that at least two copies of every raw data file are stored on the KEK and BNL permanent storage systems with at least one copy at each site. Transfer of data from KEK to BNL uses the Belle II distributed data management system [29], which is part of BelleDIRAC. As part of the plan for raw data replication development, the Distributed Data Management (DDM) engine in BelleDIRAC will be migrated to use Rucio [30, 31] in the backend.

**Data Transfer Monitoring**

As the data taking is a round-the-clock operation, excessive accumulation of files on the HLT storage could cause detector operations to cease if there is no available space for new data. During the Spring 2019 run, it would have taken at least three weeks to exhaust the HLT storage, extrapolating from the most data recorded in a single day. The storage will be maintained to ensure that it will always have the capacity to store at least seven days worth of data.

Data transfer monitoring has been developed to provide visibility of network service activities and operations. A tailored web based service is provided for the operators with a graphical monitor to inspect the data transfer rates. On each WN server, the number of received bytes from the network interface connected to the HLTs is collected once a minute continuously and saved in a central PostgreSQL [32] database. The framework is a web based design, which consists of Django [33], ReactJS [34], pandas [35], and Plotly [36]. The network traffic plots of the WN servers are interactive, and the Web browser clients connected to the service request the updated plots automatically every five minutes. The use of a PostgreSQL database is due to a legacy implementation for the collection of network metrics which has some search based limitations. To consolidate the design we plan to collect network metrics with our present MySQL instance and plan to introduce a time series based cache database to smooth search functionality. Figure 7 shows a snapshot of the network transfer rates of five active WN servers during a period of data transfers.

The historical data stored in the database enables troubleshooting of network issues, detection of abnormalities, and provides a reference in planning network upgrades. For example, one can easily check the online–offline network status in Phase 3 operation in June 2019 as shown in Fig. 8.

**Monitoring and Bookkeeping**

To provide a visual representation of the offline processing operations, a simple web based user interface has been designed, with an API model to access the information of the
data, which are gathered by the data pipeline operation for present and future purposes. This interface provides monitoring of the live status of the following: the processing operations, monitoring of internal metrics, and data mining. Figure 9 shows data pipeline throughput metrics for a period of a month.

In addition, the user interface also provides bookkeeping of every run and a search interface providing information on past and present runs. Figure 10 shows the dashboard for an example run. The dashboard serves as a visual aid for operators to check data quality.

A REST API model has been adopted to provide relevant information to other groups in the Belle II collaboration. For example, the teams that perform the initial physics analysis and calibration tasks use our REST API to detect new runs that have been made available to them, and they can search based on run types and other properties.

The APIs interact with the database and provide information in JSON format which is utilised by JavaScript frameworks and then visualised in HTML. The frontend uses open source libraries including DataTables [37] and Plotly, while the REST server is a Flask application [38]. All the API endpoints and web interfaces were developed for the Belle II experiment.

**DevOps**

The development toolchain of the system is the same as one used by the Belle II core software development [16]. The enterprise level services are operated by the Deutsches Elektronen–Synchrotron (DESY) in Hamburg, Germany [39]. All the code and in-house tools used in these offline operations are maintained in a git [40] repository, which is hosted in a Bitbucket [41] server. Tasks, feature requirements, and fault reports are handled with Jira [42] with Agile Development [43] plugins, and documentation is maintained in Confluence.
There is a hook script on the Bitbucket server which ensures all commit messages have a valid Jira reference, ensuring all code changes are fully traceable and identifiable. These tools provide effective, smooth, and collaboration-wide steering of development and code change review.

We have established a procedure to set up a virtualised environment for the development of our processing pipeline and monitoring tools. Even copies of the raw SROOT files can be migrated from the production environment to this virtualised environment. Thus all the processing can be functionally verified by using the actual raw data before deployment for production use.

**Future Plans and Outlook**

Currently, the offline processing system has capacity for processing up to 36 files in a minute, end-to-end (transfer, conversion, copy to permanent storage), for ROOT files having a size of about 800 MB. Based on conservative estimates this translates to a 45% performance margin. Scaling the throughput up can be achieved simply by adding more worker nodes. The WN servers and storage are operated on a leased infrastructure, the lease renewed every four years. Consequently the offline processing system hardware is renewed regularly.

The raw data conversion to the standard ROOT format is the most computationally expensive step. Plans have been developed for the online system to produce ROOT files, which would significantly streamline the data processing and reduce the operational expenses.
Currently, all raw files are replicated to BNL, which is the major site for data analysis. This replication importantly provides an off-site backup of the data. Beginning in the fourth year of operations, the second copy of the raw data will be distributed over several raw data centre sites worldwide, including BNL.

Our web-based monitoring applications use colour plots extensively to visualise data. However, the Belle II collaboration is aware that colour blindness prevalence is not negligible and making visualisations accessible to all collaborators must be addressed. Therefore, the modification of our applications to use colourblind-friendly palettes is in progress.

Conclusions

In the Belle II experiment, the luminosity has been steadily increasing since the start of physics data taking. Consequently, the offline data processing has been re-worked to meet the demands of handling the increasing data volumes produced by the detector. An important milestone was met in June 2019: offline data processing reached a fully automated mode of operation. In addition, efficient monitoring tools and workflows have been implemented together with modernised interfaces to external systems to share data. The Belle II offline operations system is now ready for data taking with large datasets, to facilitate the production of future physics results.
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