Speech Enhancement Based on CycleGAN with Noise-informed Training
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Abstract

Cycle-consistent generative adversarial networks (CycleGAN) were successfully applied to speech enhancement (SE) tasks with unpaired noisy–clean training data. The CycleGAN SE system adopted two generators and two discriminators trained with losses from noisy–to-clean and clean–to-noisy conversions. CycleGAN showed promising results for numerous SE tasks. Herein, we investigate a potential limitation of the clean–to-noisy conversion part and propose a novel noise-informed training (NIT) approach to improve the performance of the original CycleGAN SE system. The main idea of the NIT approach is to incorporate target domain information for clean–to-noisy conversion to facilitate a better training procedure. The experimental results confirmed that the proposed NIT approach improved the generalization capability of the original CycleGAN SE system with a notable margin.
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1. Introduction

Owing to recent advances in machine-learning techniques, speech-related applications have been widely deployed in our daily lives. However, in real-world scenarios, speech signals are disturbed by environmental noise, resulting in poor voice quality and low intelligibility, which limits the performance of downstream tasks. To address this issue, numerous speech enhancement (SE) techniques have been deployed as preprocessors to convert noisy speech signals to clean ones [1, 2].

Based on the availability of paired noisy-clean speech signals during training, SE approaches are divided into two categories requiring different types of data: (1) paired noisy–clean training data and (2) unpaired noisy–clean training data [3, 4, 5, 6]. Approaches in the first category are referred to as "supervised SE methods." These methods learn a mapping function that characterizes the noisy–clean transformation. At runtime, the mapping function is used to perform denoising. Recently, deep neural networks [7, 8], which have shown the strong capability for modeling nonlinear transformations, have been used to form the mapping function for SE and achieve state-of-the-art enhancement performance. Well-known examples include deep denoising autoencoders [9], convolutional neural networks [10], long-short term memory [11], and transformers [12]. Identifying a suitable objective for training the mapping function is another crucial factor for the overall performance. An objective function is used to compute the parameters in the mapping function. Popular signal-based distances include L1 [13] and L2 norms [13] and SI-SDR [13]. Recently, metric-based objective functions have been widely investigated; e.g., the objective functions that aim to enhance speech quality [14], speech intelligibility [15], and automatic speech recognition [16] performance have been derived. Although supervised SE methods have shown promising performance, noisy–clean paired training data may not always be available in real-world scenarios.

Further, SE methods trained without the need for paired noisy–clean training data can be divided into two groups. The first group does not require any clean speech data, and this group of approaches is referred to as "unsupervised SE methods." These methods are often based on assumptions regarding the characteristics of speech and noise signals. Traditional SE methods such as spectral subtraction [17], Wiener filtering [18], and the minimum mean-square error of the spectral amplitude [19] belong to this unsupervised SE group. Recently, deep learning models have been used for unsupervised SE methods [20, 21, 22, 23, 24]. Generally, these approaches perform well in stationary noisy environments; however, when encountering non-stationary noises, they may produce subnormal results. The second group of approaches uses both noisy and clean speech data to prepare a better mapping function from the two domains, whereas the noisy and clean speech data are not paired. A well-known group of SE methods that uses unpaired noisy–clean speech data is the cycle-consistent SE method [25, 26, 27, 28]. Cycle-consistent learning was first proposed for unpaired image-to-image translations [29] and has been successfully applied to voice conversion [30]. When applied to unpaired SE methods, cycle-consistent learning adopts two generators and two discriminators, which can be viewed as a filter (converting noisy speech to clean speech) and a corresponding inverse filter (converting clean speech to noisy speech), and the two discriminators aim to distinguish real samples (real noisy speech and real clean speech) from fake ones forged by the generators. Only the filter (converting noisy speech to clean speech) is employed during testing to perform denoising. Let us take a closer look at the training stage of cycle-consistent SE methods; the filter is trained to convert noisy speech into clean speech, and the inverse filter is trained to convert clean speech into noisy speech. It is suitable for training the filter because multiple noisy speeches can be used as input. However, it may be suboptimal for estimating the inverse filter because no target noise is specified to generate, which consequently limits the achievable enhancement performance.

Herein, we eliminated this limitation using a series of experiments with a novel noise-informed training (NIT) approach along with a cycle-consistent generative adversarial network (CycleGAN), termed NIT-CycleGAN. The main feature of NIT-CycleGAN is that the target domain was specified when training the inverse filter. Specifically, a label of the target domain was appended to the acoustic features of the filter (and inverse filter) to specify the target domain of the output. The
target domain label indicated whether the target was clean or of a particular noise type and was represented by a one-hot vector. Compared with the original CycleGAN, the proposed NIT-CycleGAN used additional information on the target domain during training. During testing, we aimed to use a filter to convert noisy speech into clean speech. Thus, we set the target domain label as “clean.” The experimental results confirmed the effectiveness of the NIT approach. Moreover, it verified the decent generalization capability of NIT-CycleGAN in unseen noisy environments.

2. Related work

Given a set of noisy acoustic features, y. CycleGAN SE adopted a filter to convert y into clean-like features, which were converted into the original y using an inverse filter. The filter and inverse filter of CycleGAN are trained using three losses, namely, adversarial, cycle-consistency, and identity-mapping losses. For a CycleGAN, generators \( G^{Y \rightarrow S} \) and \( G^{S \rightarrow Y} \) performed filter and inverse filter processing, respectively. Specifically, the generator \( G^{Y \rightarrow S} \) was applied to convert y into clean-like speech s; conversely, the generator \( G^{S \rightarrow Y} \) performed a reverse process that converted s into y. Two discriminators, \( Y \rightarrow Y \) and \( D^{S} \), were used to identify whether the generated features were distinguishable from the real ones.

2.1. Cycle-consistency loss

The cycle-consistency loss function \( \mathcal{L}_{\text{cyc}} \) is expressed in Eq. (1).

\[
\mathcal{L}_{\text{cyc}}[G^{S \rightarrow Y}, G^{Y \rightarrow S}, s, y] = E_{s \sim P_{S}}([\| G^{Y \rightarrow S}(G^{S \rightarrow Y}(s)) - s \|_1 ] + E_{y \sim P_{Y}}([\| G^{S \rightarrow Y}(G^{S \rightarrow Y}(y)) - y \|_1 ]).
\]

(1)

where \( E_{\cdot} \) denotes the expectation operation, and \( P_{S} \) and \( P_{Y} \) represent the clean and noisy domain distributions, respectively. Both generators were trained to minimize \( \mathcal{L}_{\text{cyc}} \) in Eq. (1). For CycleGAN SE, one goal of the cycle-consistency loss function was to regularize \( G^{S \rightarrow Y} \) and \( G^{Y \rightarrow S} \) to preserve acoustic content.

2.2. Adversarial loss

To ensure that the generated speech \( G^{Y \rightarrow S}(y) \) and \( G^{S \rightarrow Y}(s) \) were indistinguishable from clean and noisy data, respectively, two adversarial losses were derived.

2.2.1. First adversarial loss function

Regarding \( G^{Y \rightarrow S} \), the first adversarial loss function is expressed as Eq. (2).

\[
\mathcal{L}_{\text{adv}}[D^{S}, G^{Y \rightarrow S}, s, y] = E_{s \sim P_{S}}(\log[D^{S}(s)]) + E_{y \sim P_{Y}}(\log[1 - D^{S}(G^{Y \rightarrow S}(y))]).
\]

(2)

The minimax criterion was applied to \( \mathcal{L}_{\text{adv}} \) to iteratively optimize \( G^{Y \rightarrow S} \) and \( D^{S} \).

Similarly, the discriminator \( Y \rightarrow Y \) and generator \( G^{S \rightarrow Y} \) were updated by \( \mathcal{L}_{\text{adv}}[D^{Y}, G^{S \rightarrow Y}, s, y] \).

2.2.2. Second adversarial loss function

Eq. (3) shows the second adversarial loss function.

\[
\mathcal{L}_{\text{adv}}^{2}[D^{S}, G^{Y \rightarrow S}, G^{S \rightarrow Y}, s] = E_{s \sim P_{S}}(\log[D^{S}(s)]) + E_{y \sim P_{Y}}(\log[1 - D^{Y}(G^{S \rightarrow Y}(s))]).
\]

(3)

Based on \( \mathcal{L}_{\text{adv}}^{2}[D^{S}, G^{Y \rightarrow S}, G^{S \rightarrow Y}, s] \), we updated \( D^{S} \). Similarly, \( \mathcal{L}_{\text{adv}}^{2}[D^{Y}, G^{Y \rightarrow S}, G^{S \rightarrow Y}, y] \) was used to update \( D^{Y} \). Notably, this loss was used in [30] to improve VC performance.

2.3. Identity-mapping loss

Further, to improve the CycleGAN SE system, the identity-mapping loss function in Eq. (4) was adopted to ensure that the output of a generator was nearly identical to the input.

\[
\mathcal{L}_{\text{idm}}[G^{Y \rightarrow S}, G^{S \rightarrow Y}, s, y] = E_{s \sim P_{S}}([\| G^{Y \rightarrow S}(s) - s \|_1 ] + E_{y \sim P_{Y}}([\| G^{S \rightarrow Y}(y) - y \|_1 ]).
\]

(4)

3. Proposed Method

The proposed NIT-CycleGAN SE system shared the same model architecture as the original CycleGAN system. Additionally, the NIT-CycleGAN SE system consisted of a noisy–clean generator, \( G^{Y \rightarrow S} \), a clean–noisy generator, \( G^{S \rightarrow Y} \), and two discriminators, \( D^{S} \) and \( D^{Y} \). The main idea of NIT-CycleGAN is to incorporate the target domain information during training. To this end, we adopted an auxiliary one-hot vector that indicated the target domain of the generated speech. For the noisy–clean generator, the one-hot vector indicated the output target to be “clean.” For the clean–noisy generator, the one-hot vector indicated the output target to be “a specific noise type.” Auxiliary vectors were used to provide target information to govern the generators to convert the source input into the specified target domain and serve as additional features for discriminators to identify differences between the original and generated samples. We concatenated the one-hot vector with each acoustic feature to form an extended feature in a frame-wise manner. In the following, we introduce the training and testing stages of NIT-CycleGAN.

3.1. Training stage

Like CycleGAN, an NIT-CycleGAN SE system was trained with (NIT)-cycle-consistency, adversarial, and identity-mapping losses.

3.1.1. Noise-informed-training cycle-consistency loss

Assume that there were \( N \) different noise types in the training data and that the noise type for each training utterance was known. We formulated the auxiliary one-hot vector, \( t_{n} \), with an \((N + 1)\)-dimensional vector (one clean with \( N \) noise types). In this one-hot vector, a single non-zero element corresponded to the target domain (clean or particular noise type). The one-hot vector was appended with the acoustic feature \( s \), i.e., \( s_{tn} = [t_{n}; s] \). Then, this clean input vector \( s_{tn} \) was processed using generator \( G^{Y \rightarrow S} \) to create \( y'_{tn} = [t_{n}; y'] \). Notably, the \( t_{n} \) vector in the input was used to guide the generator to convert signal \( s \) into the designated noise domain. Next, we replaced \( t_{n} \) from \( y'_{tn} \), with a one-hot vector \( t_{c} \), where the non-zero element indicated that the target domain was a clean condition. Then, \( y'_{tn} \) was passed through \( G^{Y \rightarrow S} \) to generate an enhanced output with the appended one-hot vector \( s_{tc} \), which was expected to approximate the ground truth \( s_{tc} \). A similar procedure was conducted by passing a noisy vector \( y_{tc} \) to \( G^{Y \rightarrow S} \) and subsequently to \( G^{S \rightarrow Y} \) to obtain \( y_{tn} \). Thus, the NIT-cycle-consistency loss function can be written as:

\[
\mathcal{L}_{\text{nit-cyc}}[G^{Y \rightarrow S}, G^{S \rightarrow Y}, s_{tn}, s_{tn}, y_{tc}, y_{tn}] = E_{s \sim P_{S}}([\| G^{Y \rightarrow S}(G^{S \rightarrow Y}(s_{tn})) - s_{tn} \|_1 ] + E_{y \sim P_{Y}}([\| G^{S \rightarrow Y}(G^{S \rightarrow Y}(y_{tc})) - y_{tn} \|_1 ).
\]

(5)

3.1.2. Noise-informed-training adversarial loss

The objective of the two generators was to generate acoustic features to deceive the corresponding discriminators. By contrast, the objective of a discriminator was to learn the detailed differences between real and generated samples to avoid being
The two models, \( D^S \) and \( G^{Y\rightarrow S} \), were optimized based on \( \mathcal{L}_{\text{int-adv}} \) in which \( D^S \) attempted to maximize \( \mathcal{L}_{\text{int-adv}}^1 \) whereas \( G^{Y\rightarrow S} \) did the opposite. Notably, \( D^S \) identified the difference between the clean vector \( s_{tc} \) and enhanced vector \( s'_{tc} \) obtained by passing \( y_{tc} \) through the generator \( G^{Y\rightarrow S} \). The predicted vector \( \hat{c}'_{tc} \) in \( s'_{tc} \) served as an auxiliary feature for \( D^S \). Similarly, the discriminator \( D^Y \) and generator \( G^{S\rightarrow Y} \) were optimized using the loss function \( \mathcal{L}_{\text{int-adv}}^2 \) in Eq. (7).

\[
\mathcal{L}_{\text{int-adv}}^2 \{ D^S, G^{Y\rightarrow S}, s_{tc}, y_{tc} \} = E_{s_{tc}} [\log \{ D^S(s_{tc}) \} ] \\
+ E_{y_{tc}} [\log \{ 1 - D^S(G^{Y\rightarrow S}(y_{tc})) \} ].
\]

The frame size and hop length were set at \( 32 \) ms and \( 16 \) ms, respectively, to apply the short-time Fourier transform to convert speech waveforms into 257-dimensional spectral features. Fig. 1 shows the detailed model architectures for the generators and discriminators, where GLU, SiLU, IN, and PS represent the gated linear units, sigmoid linear units, instance normalization, and pixel shuffling processes, respectively. All networks were trained for 600 epochs using the adaptive moment estimation (Adam) optimizer with beta values of 0.5 and 0.999. The learning rates were 0.0002 and 0.0001 for the generators and discriminators, respectively.

Four objective metrics were used to assess the proposed system: (1) perceptual evaluation of speech quality (PESQ) [33], (2) mean opinion score (MOS) prediction of speech signal distortion (CSIG) [34], (3) MOS prediction of the intrusiveness of background noise (CBAK) [34], and (4) MOS prediction of the overall effect (COVL) [34]. The score range of PESQ is \([-0.5, 4.5]\), whereas those of CSIG, CBAK, and COVL are \([1, 5]\). Higher scores for PESQ, CSIG, CBAK, and COVL indicate better sound quality, lower signal distortion, residual noise, and overall rating, respectively.

4.2. The Cat-L training set
In this subsection, both CycleGAN and NIT-CycleGAN models were trained on the "Cat-L" training set and assessed on the same testing set. Table 1 presents the average

![Figure 1: Model architectures of (a) generator and (b) discriminator in both CycleGAN and NIT-CycleGAN SE systems. The notations "C" - "K", and "S" represent the output channels, kernel size, and stride of a convolution layer, respectively.](image-url)
CBAK, COVL, CSIG, and PESQ scores for noisy speech (denoted as “Noisy”), enhanced utterances using CycleGAN (denoted as “CycleGAN–L”), and NIT-CycleGAN (denoted as “NIT-CycleGAN–L”). From the table, CycleGAN–L and NIT-CycleGAN–L demonstrate improved scores over Noisy, whereas NIT-CycleGAN–L outperformed CycleGAN–L in terms of CBAK, COVL, and CSIG evaluation metrics. The results suggest that by applying the NIT approach, CycleGAN could improve its performance in matched testing conditions.

Next, we list the average CBAK, COVL, CSIG, and PESQ scores of Noisy, CycleGAN–L, and NIT-CycleGAN–L assessed under mismatched testing conditions in Table 2. From the table, we observe that all evaluation scores of the CycleGAN–L and NIT-CycleGAN–L approaches outperformed those from Noisy, confirming the effectiveness of the CycleGAN-based architecture of SE on the unseen noisy types. Also, NIT-CycleGAN–L yielded higher scores than CycleGAN–L in terms of the CBAK, COVL, and CSIG evaluation metrics, again confirming the effectiveness of the NIT approach for CycleGAN with unpaired noisy–clean training data.

4.3. The Cat-S training set

Next, we investigate the performance of CycleGAN and NIT-CycleGAN SE systems, trained on “Cat-S” and assessed on matched and mismatched testing sets. Table 3 lists the average CBAK, COVL, and CSIG scores for Noisy, enhanced speech by CycleGAN (“CycleGAN–S”) and by NIT-CycleGAN (“NIT-CycleGAN–S”) for the 12 noise conditions. The table shows that NIT-CycleGAN–S outperformed CycleGAN–S in all evaluation metrics, confirming the advantage of the NIT approach for CycleGAN on the SE task.

4.4. Discussion

4.4.1. Noise level

In Fig. 2, we compared (a) CycleGAN–S with NIT-CycleGAN–S and (b) CycleGAN–L with NIT-CycleGAN–L on different SNR levels. We report the performances of these SE systems in terms of the PESQ metric. Fig. 2 (a) and (b) show the noisy results as the baseline. From both figures, all CycleGAN-based SE systems generated utterances with higher quality than Noisy under each SNR condition. Additionally, along the x-axis (dB), the results of NIT-CycleGAN–S are consistently higher than those of CycleGAN–S in Fig. 2 (a), and comparable PESQ values between NIT-CycleGAN–L and CycleGAN–L are observed in Fig. 2 (b). When comparing the results of “Cat-S” and “Cat-L” training sets, we note the advantage brought by the NIT approach was clearer when a smaller training set was available.

4.4.2. Generalization capability

We then report the generalization capability of the proposed NIT-CycleGAN. Fig. 3 shows (a) CycleGAN–L, (b) CycleGAN–S, (c) NIT-CycleGAN–L, and (d) NIT-CycleGAN–S on all noisy conditions. The blue and red bars represent the quality scores obtained individually from the CycleGAN- and NIT-CycleGAN-based SE systems, respectively.

4.5. Conclusion

This study discussed a potential limitation of the CycleGAN-based SE system and proposed a novel NIT-CycleGAN. The experimental results showed that by incorporating the information of the target domain during training, NIT-CycleGAN could yield improved performance over CycleGAN for larger and smaller training sets under both matched and mismatched testing conditions. Additionally, we promoted CycleGAN SE by concatenating target-domain indicators with noisy input without changing the model architectures. The results verified the advantage of the increased generalization capability using the NIT approach. In the future, we will explore the incorporation of various target attributes, such as SNR and speakers, to further improve the CycleGAN SE. Meanwhile, we will explore the use of other model architectures for NIT-CycleGAN.
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