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Abstract

Covert networks are social networks that often consist of harmful users. Social Network Analysis (SNA) has played an important role in reducing criminal activities (e.g., counter terrorism) via detecting the influential users in such networks. There are various popular measures to quantify how influential or central any vertex is in a network. As expected, strategic and influential miscreants in covert networks would try to hide herself and her partners (called leaders) from being detected via these measures by introducing new edges.

Waniek et al. [WMRW17] show that the corresponding computational problem, called Hidden Leader, is NP-complete for the degree and closeness centrality measures. We study the popular core centrality measure and show that the problem is NP-complete even when the core centrality of every leader is only 3. On the contrary, we prove that the problem becomes polynomial time solvable for the degree centrality measure if the degree of every leader is bounded above by any constant. We then focus on the optimization version of the problem and show that the Hidden Leader problem admits a 2 factor approximation algorithm for the degree centrality measure. We complement it by proving that one cannot hope to have any \((2 - \varepsilon)\) factor approximation algorithm for any constant \(\varepsilon > 0\) unless \(\varepsilon/2\) factor polynomial time algorithm for the Densest k-Subgraph problem which would be considered a significant breakthrough. We empirically establish that our 2 factor approximation algorithm frequently finds out a near optimal solution. On the contrary, for the core centrality measure, we show that the Hidden Leader problem does not admit any \((1 - \alpha)\ln n\) factor approximation algorithm for any constant \(\alpha \in (0, 1)\) unless \(P = NP\) even when the core centrality of every leader is only 3. Hence, our work shows that, although classical complexity theoretic framework fails to shed any light on relative difficulty of Hidden Leader for different centrality measures, the problem is significantly “harder” for the core centrality measure than the degree centrality one.

1 Introduction

Social network analysis (SNA) has played a pivotal role in many applications in multi-agent systems and artificial intelligence [SS02, OR02, WCZM07, CSW05]. One of the most successful applications of SNA is in counter-terrorism via analyzing covert networks [CAX+05, Res06, XC05, LLPC10]. Covert network loosely refers to network of criminals, terrorists, illegal activities, etc. Security personnel regularly use various SNA tools to understand criminal behavior, catch their leaders, and effectively dismantle such networks [Eis18, FKB17, Kuo15].

Centrality measure is one of the most useful tools that SNA provides to analyze covert networks. It assigns scores to the vertices based on their relative influence or importance in the network [Bav48]; depending on the centrality measure, higher scores may correspond to important vertices and important vertices are expected to be more central. One of the simplest and oldest such centrality measures is the degree centrality which ranks vertices according to their degree [Sha54]. Other important examples include closeness centrality and betweenness centrality that are measures based on shortest paths [Bae05]. Another centrality measure is the core centrality [Sei83] which ranks the vertices based on their core number. Intuitively speaking, if a vertex has a high core number, then it is part of some dense cohesive community within the network. Formally, a k-core is an induced subgraph of the network where the minimum degree of the vertices is at least k. The core number of a vertex is the highest integer k such...
that the vertex is part of some $k$-core. Therefore, the core centrality can be more revealing about the position of a node than its degree centrality—while degree centrality only concerns about the degree of a vertex, the core centrality elegantly takes into consideration the degrees of the neighbors as well as the vertex. These two measures are also related in the sense that the core centrality of any vertex is at most its degree centrality. Due to its sophisticated nature, the core centrality has been extensively used in the study of covert networks [MGP07, SJ08, Mem12] as well as in other important tasks such as viral marketing and social engagement [KGH+10, BKL+15] in social networks.

In this paper, our goal is to study the centrality measure based secrecy in covert networks. Indeed, understanding covert networks remains a challenging task mainly due to incompleteness and dynamic evolution of the data as well as the strategic nature of the users [Kre02, Spa91, Sag04, ABD15, RE16, BF93]. Since the criminals often possess technical expertise [JZV+16, SC14, CEHS12, Cal17, AADF17], we are interested in the evolution of terrorist networks under a framework of strategic users [WMRW17]: How is the network designed to hide the central or influential users aka the leaders?

Waniek et al. [WMRW17] first propose the Hiding Leader problem which incorporates the viewpoint of the leaders of a criminal organization. It also explicitly models knowledge of the criminals about SNA tools that are used to detect them and thus help in dismantling their organization. Intuitively, the input in the Hiding Leader problem is a network with a subset of vertices marked as leaders. The goal is to add fewest edges to ensure that various SNA tools do not rank any leader high based on centrality measures thereby capturing the efficiency vs secrecy dilemma that the criminals are believed to possess [MGP07, CLWU13, VL15]. Waniek et al. show promising results that the Hiding Leader problem is computationally intractable even for the simplest degree centrality measure.

1.1 Contribution

In this paper, we study the Hiding Leader problem for the core centrality measure and show that the degree centrality measure is much more computationally vulnerable than the core centrality measure although the Hiding Leader problem is NP-complete for both of them. We reinforce our above claim further through extensive empirical evaluations. Our specific contribution in this paper are as follows.

▷ We show that the Hiding Leader problem for degree centrality is polynomial time solvable if the degree of every leader is bounded by some constant [Theorem 2].

▷ We present a 2 factor approximation algorithm for the Hiding Leader problem for degree centrality which optimizes the number of edges added [Theorem 3]. We complement this by proving that, if there exists a $(2-\varepsilon)$ factor approximation algorithm for the above problem for any constant $0 < \varepsilon < 1$, then there exists a $1/2$ factor approximation algorithm for the Densest $k$-Subgraph problem [Theorem 4] which would be considered a substantial breakthrough. To the best of our knowledge, the state of the art algorithm for the Densest $k$-Subgraph problem achieves an approximation ratio of $\tilde{O}(n^{1/4})$ only [BCV+12].

▷ For the core centrality measure, we show that the Hiding Leader problem is NP-complete even if the core centrality of every leader is exactly 3 [Theorem 5]. We prove that our result is almost tight in the sense that the Hiding Leader problem is polynomial time solvable if the core centrality of every leader is at most 1 [Theorem 7]. Moreover, we also prove that there does not exist any $(1-\alpha)\ln n$ factor approximation algorithm for any constant $\alpha \in (0, 1)$ which optimizes the number of edges that one needs to add even when the core centrality of every leader is 3 [Theorem 6].

▷ We show that a construction of a network by Waniek et al. [WMRW17], called “captain network” there, hides the leaders with respect to the core centrality measure also.

▷ We empirically evaluate our 2-approximation algorithm for the degree centrality measure in synthetic networks. We observe that our algorithm almost always produces near optimal results in practice. In the experimental results, we also show the extent in which a leader can hide in the captain network with respect to core centrality.
1.2 Related Work

Waniek et al. first proposed and studied the Hiding Leader problem [WMRW17, WMWR18]. They proved that the problem is \( \text{NP} \)-complete for both the degree and closeness centrality measures. They also proposed a procedure to design a captain (covert) network from scratch which not only hides the leaders based on the degree, closeness, and betweenness centrality measures, but also keeps the influence of the leaders high in the network. In this paper, we provide two approximability results for degree centrality and core centrality respectively. We also show the problem is harder in the case of core centrality. Liu et al. [LT08] studied another related problem to make the degree of each node in the network beyond a given constant by adding minimal edges.

Other problems that align with privacy issues in social networks were studied before [ZG09, AAE+13]. In [ZG09], the authors showed how an adversary exploits online social networks to find the private information about users. Altshuler et al. [AAE+13] discussed the threat of malware targeted at extracting information in a real-world social network.

Computing centrality and related problems. A significant amount of related work study the computationally complexity of various centrality measures. Brandes [Bra01] first proposed an efficient algorithm to compute the betweenness centrality of a vertex in a network. More recently, Riondato et al. [RK14] introduced an approach to compute the top-\( k \) vertices according to the betweenness centrality using VC-dimension theory. Yoshida [Yos14] studied similar problems for both the betweenness and coverage centrality measures in a group setting. Mahmoody et al. subsequently improved the performance of the above algorithms using a novel sampling scheme [MCU16]. There is an active line of research to optimize the centrality of one node as well as of a set of nodes [CDSV15, IETB12, DSV16, MSS+18]. Nikos et al. proposed a novel procedure to maximize the expected decrease in shortest path distances from a given node to the remaining nodes via edge addition [PPT16]. Crescenzi et al. [CDSV15] proposed greedy algorithms to increase centrality of certain vertices and show effectiveness of their approach through extensive simulation. Kilberg [Kil12] and others studied behavioral models to understand why certain network topologies are common in covert networks [CEHS12, DK12, BFCB15]. Enders and Su [ES07] and others develop models to explain various properties like efficiency vs secrecy dilemma etc. of covert networks [JM12, LBH09, DKS14, EJ10]. Other important direction includes quantifying the influence of vertices; most prominent among them include Independent Cascade model [GLM01], Linear Threshold model [KKT03], Bass model [Bas69, MI06], etc.

Other network design problems. We also provide a few details about previous work on other network modification (design) problems. A set of design problems were introduced in [PS95]. Lin et al. [LM15] addressed a shortest path optimization problem via improving edge weights on undirected graphs. The node version of this problem was also studied [DLG11, MVRS18, MBS18]. Meyerson et al. [MT09] proposed approximation algorithms for single-source and all-pair shortest paths minimization. Faster algorithms for some of these problems were also presented in [PBG11, PPT15]. Demaine et al. [DZ10] minimized the diameter of a network by adding shortcut edges. Dey et al. [DKN19] studied the social network effect in the surprise in elections.

2 Preliminaries

For a positive integer \( \ell \), we denote the set \( \{1, 2, \ldots, \ell \} \) by \( [\ell] \). A network or graph \( G = (V, E) \) is a tuple consisting of a finite set \( V \) (or \( V(G) \)) of \( n \) vertices and a set \( E \subseteq V \times V \) of edges (also denoted by \( E(G) \)). A network is called undirected if we have \( (x, y) \in E \) whenever we have \( (y, x) \in E \) for any \( x, y \in V \) with \( x \neq y \). A self loop is an edge of the form \( (x, x) \) for some \( x \in V \). In this paper, we focus on undirected networks without any self loop. The degree of a vertex \( v \) is the number of edges incident on it which is \( |\{e \in E : x \in e\}| \). A subgraph of a network \( G = (V, E) \) is a network \( H = (U, F) \) such that \( U \subseteq V \) and \( F \subseteq E \cap (U \times U) \). For a positive integer \( k \), a subgraph \( H \) of a network \( G \) is called a \( k \)-core if the degree of every vertex in \( H \) at least \( k \). The core number of a vertex \( v \) in a network is the largest integer \( k \) such that \( v \) belongs to a \( k \)-core.

2.1 Network Centrality

Let \( G \) be any network. Bavelas [Bav48] introduces the notion of centrality of vertices. Intuitively, centrality measures try to capture the importance of a vertex in a network. Shaw [Sha54] proposes
the degree centrality measure which has turned out to be one of the most useful measures. The degree centrality of a vertex \( x \) in \( G \) is the degree \( \deg_G(x) \) of \( x \) in the network, that is \( |\{ y \in V[G] : \{ x, y \} \in E[G] \}| \).

Seidman [Sei83] introduces the idea of core centrality which is particularly useful for finding network cohesion. For an integer \( k \), a \( k \)-core is a subgraph \( H \) of \( G \) such that the degree of every vertex in \( H \) is at least \( k \). The core number of a vertex \( x \) in \( G \) is its degree in the network. Other popular network centrality measures includes closeness centrality [Bea65], betweenness centrality [Ant71, Fre77], etc.

### 3 Results for Degree Centrality

We present our algorithmic and hardness results for the Hiding Leader problem for the degree centrality measure in this section. We begin with presenting our polynomial time algorithm for the Hiding Leader problem for the degree centrality measure when the degree of every leader in the network is bounded above by any constant. On a high level, our algorithm makes greedy choices as long as it can and uses local search technique when “stuck.”

**Theorem 2.** There exists a polynomial time algorithm for the Hiding Leader problem for degree centrality if the degree of every leader is bounded by any constant.

**Proof.** Let \( G \) be the input graph and \( k \) the highest degree of any leader; that is \( k = \max \{ \deg_G(l) : l \in L \} \).

We are given that \( k \) is a constant. If the number of followers is at most \( 2k \), then there are at most \( \binom{2k}{2} \) (which is a constant) new edges that we can add and we try all possible subsets of it of cardinality at most \( b \). The number of such subsets is at most \( 2^{\binom{2k}{2}} \) which is a constant and thus we can output correctly in polynomial time. Let us assume that the number of followers is at least \( 2k + 1 \). Similarly we can also assume without loss of generality that the budget \( b \) is at least \( 4k^2 \) since otherwise we will try to add all possible \( b \) new edges (there are only \( O(n^{2k}) = n^{O(1)} \) possibilities since \( k = O(1) \)) and thus we can output correctly in polynomial time.

Suppose there are already \( d' \) number of followers in \( G \) whose degrees are at least \( k \). If \( d' \geq d \), we output YES. Otherwise let us assume without loss of generality that \( d' < k \). Let \( X \subseteq F \) with \( |X| = d - d' \) be the set of top \( d - d' \) highest degree followers in the network whose degrees are less than \( k \). Intuitively, our algorithm greedily adds new edges between two vertices in \( X \) whose degrees are less than \( k \) until it is stuck and removes some edge it had added before to make progress. Concretely, our algorithm works as follows. To distinguish existing (old) edges from newly added edges (by the algorithm) in \( G \), we color the existing (old) edges as red and whenever we add a new edge, we color it green. To begin with, all
the edges in $\mathcal{G}$ are colored red and there is no green edge. We apply the following step (⋆) as long as we can. If the number of green edges in $\mathcal{G}$ is less than $b$ and there exist two vertices $x, y \in X$ such that the degrees of both the vertices are less than $k$ and there is no edge between them, then we add an edge $\{x, y\}$ in $\mathcal{G}$ and color it green. Such a pair of vertices (if exists) can be found in $O(n^2)$. If such a pair of vertices does not exist in $\mathcal{G}$, then one of the following four cases must hold.

**Case 1:** The degree of every vertex in $X$ is at least $k$. In this case, we output YES.

**Case 2:** The number of green edges in $\mathcal{G}$ is $b$. In this case, we output YES if the degree of every vertex in $X$ is at least $k$; otherwise we output NO.

**Case 3:** There exists exactly one vertex $x \in X$ with degree less than $k$. If the degree of $x$ is $k - 1$, then we add an edge between $x$ and any vertex $y \in L$ such that there is no edge between $x$ and $y$ in $\mathcal{G}$ and color it green. If the number of green edges in $\mathcal{G}$ is at most $b$, then we output YES; otherwise we output NO. Otherwise we assume that the degree of $x$ is less than $k - 1$. If the number of green edges in $\mathcal{G}$ is at most $3k^2$, then we can add $k$ new green edges on $x$ and answer YES since we have already assumed that $b \geq 4k^2$. So let us assume without loss of generality that the number of green edges in $\mathcal{G}$ is more than $3k^2$. Let $\{u, v\}$ be a green edge such that there is no edge between $x$ and $u$ and between $x$ and $v$ in $\mathcal{G}$. Such a green edge $\{u, v\}$ always exists in $\mathcal{G}$ since the degree of $x$ is less than $k - 1$ in $\mathcal{G}$ and there are more than $3k^2$ green edges in $\mathcal{G}$. Moreover, such an edge can be found in polynomial time by simply checking all the green edges. We now remove the green edge $\{u, v\}$ from $\mathcal{G}$, add two edges $\{x, u\}$ and $\{x, v\}$ in $\mathcal{G}$, color both of them green, and continue (return to the step (⋆)).

**Case 4:** For every pair of vertices $x, y \in X$, $x \neq y$ with degree less than $k$ for both the vertices, there is an edge between them. Let $Z \subseteq X$ be the set of vertices in $X$ with degree less than $k$. Since there exists an edge between every pair of vertices in $Z$ in this case and the degree of every vertex in $Z$ is less than $k$, we have $|Z| \leq k$. If the number of green edges in $\mathcal{G}$ is at most $3k^2$, then we can add $k$ new green edges on every vertex in $Z$ and answer YES since we have $|Z| \leq k$ and $b \geq 4k^2$. So let us assume that the number of green edges in $\mathcal{G}$ is more than $3k^2$. Let $a, b \in X$ be any two vertices. Let $N(a)$ and $N(b)$ denote the set of neighbors of $a$ and $b$ in $X$. Since the degrees of both $a$ and $b$ are less than $k$, we have $|N(a)| < k$ and $|N(b)| < k$. Since the degree of every vertex in $X$ is at most $k$ and the number of green edges in $\mathcal{G}$ is at least $3k^2$, there exists at least one green edge $\{u, v\}$ in $\mathcal{G}$ which does not incident on any vertex in $N(a) \cup N(b) \cup \{a, b\}$ (there can be at most $2k^2$ green edges incident on any vertex in this set). Moreover, such an edge can be found in polynomial time by simply checking all the green edges. We now remove the green edge $\{u, v\}$ from $\mathcal{G}$, add two edges $\{a, u\}$ and $\{b, v\}$ in $\mathcal{G}$, color both of them green, and continue (return to the step (⋆)).

The algorithm always terminates in polynomial time since in every iteration, it adds a green edge and at most $b$ ($< n^2$) green edges could be added — in cases 3 and 4, we have added two green edges and removed only one green edge; the algorithm terminates in cases 1 and 2. Also, whenever the algorithm outputs YES, adding green edges to the graph makes the degree of at least $d$ followers in the network at least $k$. Hence, if the algorithm outputs YES, the instance is indeed a YES instance. So, let us assume that the algorithm outputs NO. Except (in case 3) when there exists exactly one vertex $x$ in the network with degree less than $k$ and the degree of $x$ is $k - 1$, whenever we add one green edge in total (which is the same as adding two green edges and removing one green edge in cases 3 and 4), the sum of the degrees of all the vertices in $X$ increases by 2. Hence the number of green edges added in the graph is at most $\text{ALG} = \lceil \sum_{x \in X} (k - \deg(x))/2 \rceil$. Since the algorithm outputs NO, we have $\text{ALG} > b$. We observe that since any edge increases the degree of at most 2 vertices, when the algorithm outputs NO, the instance is indeed a NO instance. Hence the algorithm is correct.

We now present a simple 2 factor polynomial time approximation algorithm for the HIDING LEADER problem for degree centrality.

**Theorem 3.** There exists a polynomial time algorithm (HLDA) for approximating the budget $b$ in HIDING LEADER within a factor of 2 for degree centrality.

**Proof.** Let $F' \subseteq F$ be the set of followers in $F$ whose degree centrality is at least the degree centrality of every vertex in $L$. Let $|F'| = d'$. If $d' \geq d$, then we output an empty set of edges. Let $x_i \in F$, $i \in [d - d']$ be the $(d - d')$ followers with highest degree centrality among the vertices in $F \setminus F'$. We keep on adding edges with at least one end point in $\{x_i : i \in [d - d']\}$ until the degree centrality of every $x_i$, $i \in [d - d']$ is at least the degree of every vertex in $L$ in the resulting graph. When we have $d$ followers with degree at least the degree of every vertex in $L$, we output the set of edges that we have added. The algorithm
adds at most $\sum_{i=1}^{d-d'} (d - \deg(x_i))$ many edges where \( \deg(x_i) \) is the degree of the vertex \( x_i \) in the input graph. Since any new edge can increase the sum of the degrees of the followers by at most 2, we have $\OPT \geq \sum_{i=1}^{d-d'} (d - \deg(x_i))/2 \geq \text{ALG}/2$ by the choice of \( F' \). Hence our algorithm approximates \( b \) by a factor of 2.

We now complement our approximation algorithm in Theorem 3 by proving that if there exists a polynomial time approximation algorithm for the Hiding Leader problem for degree centrality with approximation factor \( (2 - \varepsilon) \) for any constant \( \varepsilon > 0 \), then there exists a constant factor polynomial time approximation algorithm for the Densest \( k \)-Subgraph problem. In the Densest \( k \)-Subgraph problem, the input is a graph \( G \) and an integer \( k \) and we need to find a subgraph \( H \) of \( G \) on \( k \) vertices with highest density. The density of a graph on \( n \) vertices is the number of edges in it divided by \( \binom{n}{2} \). To the best of our knowledge, we do not know whether there exists any polynomial time algorithm which can distinguish a graph containing a clique of size \( k \) from a graph where the density of every subgraph of size \( k \) is at most \((\varepsilon/2)\) (any \( \varepsilon/2 \) factor approximation algorithm for the Densest \( k \)-Subgraph problem would be able to distinguish). In fact, none of the known algorithms can distinguish even for some sub-constant values for \( \varepsilon \) (see [BKRW17] and references therein). We now show that if there exists a \((2 - \varepsilon)\) factor approximation algorithm for the Hiding Leader problem for any constant \( 0 < \varepsilon < 1 \), then there exists an \( \varepsilon/2 \) factor approximation algorithm with the same running time (of the Hiding Leader algorithm).

**Theorem 4.** Suppose there exists a \((2 - \varepsilon)\) factor polynomial time approximation algorithm for the Hiding Leader problem for degree centrality for some constant \( \varepsilon \). Then there exists a polynomial time algorithm for distinguishing a graph containing a clique of size \( k \) from a graph where the density of every subgraph of size \( k \) is at most \( \varepsilon/2 \).

**Proof.** Let \( G \) be any graph which satisfies either (exactly) one of the following properties.

(i) **Completeness:** There exists a clique of size \( k \) in \( G \).

(ii) **Soundness:** The density of any subgraph of \( G \) of size \( k \) is at most \( \varepsilon/2 \).

From \( G \) we construct an instance of Hiding Leader. Intuitively, we introduce a vertex \( a_v \) corresponding to every vertex \( v \in V[G] \) in \( G \) and the edge set among those vertices is the complement of the corresponding edge set in \( G \). To ensure that, in the resulting graph, the degree of every vertex \( a_v \) for \( v \in V[G] \) is \( n \), we add appropriate number of edges between \( a_v \) and some auxiliary vertices \( d_{v,\ell} \) for every \( v \in V[G], \ell \in [n] \); we ensure that the degree of any such auxiliary vertex is at most 1 which will guarantee that these auxiliary vertices are never part of any optimal solution. Finally we add a clique on a set \( \{x_i : i \in [n+k]\} \) of leader vertices so that the degree centrality of every leader is \( n + k - 1 \). Formally, the instance \((H,L,d)\) of Hiding Leader is defined as follows.

\[
\begin{align*}
V[H] &= \{a_v, d_{v,\ell} : v \in V[G], \ell \in [n]\} \cup \{x_i : i \in [n+k]\} \\
L &= \{x_i : i \in [n+k]\} \\
E[H] &= \{(a_v, a_v) : (u, v) \notin E[G]\} \\
&\cup \{(x_i, x_j) : 1 \leq i < j \leq n + k\} \\
&\cup \{(a_v, d_{v,\ell}) : v \in V[G], \ell \in [\deg_G(v) + 1]\} \\
d &= k
\end{align*}
\]

We now use the \((2 - \varepsilon)\) factor approximation algorithm for the Hiding Leader problem for degree centrality which outputs that there is a way to add \( b_{\text{ALG}} \) number of edges so that there exist at least \( d \) followers in \( H \) whose degree is at least the degree of any leader. Let \( b_{\OPT} \) denotes the minimum number of edges that one needs to add to ensure that there exist at least \( d \) followers in \( H \) whose degrees are at least the degree of every leader. Then we have \( b_{\text{ALG}} \leq (2 - \varepsilon)b_{\OPT} \). We output that the graph \( G \) contains a \( k \)-clique if \( b_{\text{ALG}} \leq (2 - \varepsilon)(\frac{k}{2}) \). Otherwise, we output that the density of any subgraph of \( G \) on \( k \) vertices is at most \( \varepsilon/2 \). We now prove correctness of our algorithm. We first observe that the degree of every leader in \( H \) is \( n + k - 1 \), the degree of \( a_v \in V[H] \) for every \( v \in V[G] \) is \( n \), and the degree of every other vertex is at most 1.
(i) Completeness: Let $W \subseteq V[\mathcal{G}]$ with $|W| = k$ be a clique in $\mathcal{G}$. Let us consider the subset $X = \{a_v : v \in W\} \subseteq V[\mathcal{H}] \setminus \mathcal{L}$. By construction, $X$ forms an independent set in $\mathcal{H}$ and the degree of every vertex in $\mathcal{H}$ is $n$. Since, adding all the edges in $\{(a_u, a_v) : u, v \in W, u \neq v\}$ in $\mathcal{H}$ makes the degree of every vertex in $X$ in the resulting graph $n + k - 1$, we have $b_{OPT} \leq \binom{k}{2}$. Hence, we have $b_{ALG} \leq (2 - \varepsilon)b_{OPT} \leq (2 - \varepsilon)\binom{k}{2}$.

(ii) Soundness: In this case, the density of any subgraph of $\mathcal{G}$ on $k$ vertices is at most $\varepsilon/2$. Let $Y \subseteq V[\mathcal{H}] \setminus \mathcal{L}$ with $|Y| = k$ be a set of any $k$ followers. By the construction of $\mathcal{H}$, we have $|\mathcal{E}[Y]| \geq (1 - (\varepsilon/2))\binom{k}{2}$. Hence, the minimum number of edges one needs to add to make the degree of every vertex in $Y$ at least $n + k - 1$ is at least $k(k - 1) - (\varepsilon/2)\binom{k}{2} = (2 - (\varepsilon/2))\binom{k}{2}$. In particular, we have $b_{ALG} \geq b_{OPT} \geq (2 - (\varepsilon/2))\binom{k}{2} > (2 - \varepsilon)\binom{k}{2}$.

This concludes the proof of the statement. \qed

4 Results for Core Centrality

We present our results for the Hiding Leader problem for the core centrality measure in this section. Unlike in degree centrality case, the problem becomes NP-complete even when the core centrality of every leader is only 3. This is almost tight as we prove that the problem is polynomial time solvable if the core centrality of every leader is at most 1.

In Theorem 5 below, we prove that the Hiding Leader problem is NP-complete even when the core centrality of every leader is 3. We reduce the Set Cover problem to the Hiding Leader problem there. In the Set Cover problem, the input is a universe $U = \{u_1, u_2, \ldots, u_n\}$, a collection $S = \{S_1, S_2, \ldots, S_m\}$ of subsets of $U$, and an integer $t$ and we need to compute if there exist at most $t$ sets in $S$, union of which results in $U$. It is well known that the Set Cover problem is NP-complete [GJ79].

**Theorem 5.** The Hiding Leader problem for the core centrality measure is NP-complete even when the core centrality of every leader is 3.

**Proof.** The Hiding Leader problem for the core centrality measure is clearly in NP. Note that computing core centrality of a node takes polynomial time [BKL$^+$15]. To prove NP-hardness, we reduce from the Set Cover problem. Let $(U = \{u_1, u_2, \ldots, u_n\}, S = \{S_1, S_2, \ldots, S_m\}, t)$ be an instance of the Set Cover problem. To define a corresponding Hiding Leader problem instance, we construct the graph $\mathcal{G}$ as follows.

Intuitively, for each subset $S_i \in S$, we create a path of $n$ vertices $X_{i,1}, X_{i,2}, \ldots, X_{i,n}$ in $\mathcal{G}$; $(X_{i,2}, X_{i,3}), \ldots, (X_{i,n-1}, X_{i,n}), (X_{i,n}, X_{i,1})$ are the edges of the above path. We also add 5 vertices $W_{i,1}$ to $W_{i,5}$, with eight edges where the four vertices in $\{W_{i,\ell} : 2 \leq \ell \leq 5\}$ form a clique with six edges; the other two edges are $(W_{i,1}, W_{i,2})$ and $(W_{i,1}, W_{i,3})$. For each $u_j \in U$, we add a set of 5 vertices $\{Z_{j,\ell} : 1 \leq \ell \leq 5\}$ with eight edges where the four vertices (leaders) $\{Z_{j,\ell} : 2 \leq \ell \leq 5\}$ form a clique with six edges; the other two edges are $(Z_{j,1}, Z_{j,2})$ and $(Z_{j,1}, Z_{j,3})$. We also have an edge $(X_{i,j}, Z_{j,1})$ for every $u_j \in S_i$. We allow to add $t$ new edges and demand that the core centrality of at least $4m + n(t + 1) + t$ followers should be at least as high as the core centrality of every leader. Figure 1 illustrates the structure of our construction for sets $S_1 = \{u_1, u_2\}, S_2 = \{u_2\}, S_3 = \{u_3, u_4\}$. We now formally describe our
Hiding Leader instance.

\[
V[\mathcal{G}] = \{X_{i,j} : S_i \in \mathcal{S}, u_j \in \mathcal{U}\} \cup V_1
\]
\[
E[\mathcal{G}] = E_1 \cup E_2 \cup E_3 \cup E_4 \cup E_5 \cup E_6 \cup E_7 \cup E_8
\]
\[
V_1 = \{W_{i,p} : S_i \in \mathcal{S}, p \in [5]\} \cup \{(Z_{p,j} : u_j \in \mathcal{U}, p \in [5]\}
\]
\[
E_1 = \{(X_{i,j}, X_{i,j+1}) : j \in [n-1] \setminus \{1\}, i \in [m]\}
\]
\[
E_2 = \{(X_{i,n}, X_{i,1}) : i \in [m]\}
\]
\[
E_3 = \{(W_{i,1}, W_{i,p}) | i \in [m], p = 2, 5\}
\]
\[
E_4 = \{(W_{i,1}, X_{i,j}) | u_j \notin S_i, i \in [m], j \in [n]\}
\]
\[
E_5 = \{(Z_{i,1}, Z_{p,j}) | j \in [n], p = 2, 5\}
\]
\[
E_6 = \{(X_{i,j}, Z_{i,1}) | u_j \in S_i, i \in [m], j \in [n]\}
\]
\[
E_7 = \{(W_{i,p}, W_{i,q}) | i \in [m], 2 \leq p < q \leq 5\}
\]
\[
E_8 = \{(Z_{i,p}, Z_{j,q}) | j \in [n], 2 \leq p < q \leq 5\}
\]
\[
\mathcal{L} = \{Z_{p,j} | j \in [n], p = 2, 3, 4, 5\}
\]
\[
b = t, d = 4m + n(t+1) + t
\]

We now claim that these two instances are equivalent. In one direction, let us assume that the Set Cover instance is a yes instance. By renaming, let us assume that the collection \(\{S_1, \ldots, S_t\}\) forms a valid set cover of the instance. We add the edges in the set \(\mathcal{E}' = \{(X_{1,1}, X_{1,2}) : i \in [t]\}\) in the graph \(\mathcal{G}\). Let the resulting graph be \(\mathcal{H}\). We claim that the core centrality of every vertex in \(\{Z_{1,1} : i \in [n]\}\) \(\{X_{1,j} : i \in [t], j \in [n]\}\) \(\{W_{1,1} : i \in [t]\}\) \(\{W_{1,j} : i \in [m], j \in [4]\}\) is 3 in \(\mathcal{H}\). We first observe that the core centrality of every leader remains 3 even after adding the edges in \(\mathcal{E}'\). Also, for any \(i \in [m]\), if the edge \((X_{1,1}, X_{1,2})\) is added in the graph, the core centrality of the \(n + 1\) vertices \(X_{i,t}, t \in [n]\) and \(W_{1,1}\) become 3. Hence after addition of the edges in \(\mathcal{E}'\) in \(\mathcal{G}\), the core centrality of every vertex in \(\{X_{1,j} : i \in [t], j \in [n]\}\) \(\{W_{1,1} : i \in [t]\}\) becomes 3. Since \(\{S_1, \ldots, S_t\}\) forms a set cover for \(\mathcal{U}\), the core centrality of every vertex in \(\{Z_{1,1} : i \in [n]\}\) becomes 3. Lastly, the core centrality of every vertex in \(\{W_{1,j} : i \in [m], j \in [4]\}\) was already 3 in \(\mathcal{G}\) and since addition of edges never decreases the core centrality of any vertex, the core centrality of these vertices are at least 3 in \(\mathcal{H}\). Hence the Hiding Leader instance is a yes instance.

For the other direction, let us assume that there exists a set \(\mathcal{E}'\) of edges such that in the graph \(\mathcal{H} = (V[\mathcal{G}], E[\mathcal{G}] \cup \mathcal{E}')\), the core centrality of at least \(d\) vertices in \(V[\mathcal{G}] \setminus \mathcal{L}\) is at least 3; let the set of followers with core centrality at least 3 in \(\mathcal{H}\) be \(\mathcal{Y} \subseteq V[\mathcal{G}] \setminus \mathcal{L}\). Since adding edges in the graph never decreases the core centrality of any vertex, we have \(\{W_{i,j} : i \in [m], j \in [4]\} \subseteq \mathcal{Y}\). Let us consider the following subset \(\mathcal{F} \subseteq [m]\) defined as: \(\mathcal{F} = \{j \in [m] \mid 31 \leq i < k \leq n \text{ with } (X_{j,i}, X_{j,k}) \in \mathcal{F}\}\). Since \(|\mathcal{F}| \leq b = t\), we have \(|\mathcal{F}| \leq t\). We claim that \(\{S_j : j \in \mathcal{F}\}\) forms a set cover for \(\mathcal{U}\). Suppose not, then at most \(n-1\) vertices in \(\{Z_{1,1} : i \in [n]\}\) can belong to \(\mathcal{Y}\) since \(Z_{1,1}\) does not belong to \(\mathcal{Y}\) if \(u_t\) is uncovered. Also, any vertex in \(\{X_{i,t}, W_{1,1} : i \in [m] \setminus \mathcal{F}, t \in [n]\}\) does not belong to \(\mathcal{Y}\). Hence, we have \(|\mathcal{Y}| \leq 4m + t(n+1) + n - 1 < d\) which contradicts our assumption that \(\mathcal{F}\) forms a valid solution for the Hiding Leader instance. Hence the Set Cover instance is a yes instance.

**Corollary 6.** There does not exist any polynomial time algorithm for approximating the number of edges one needs to add in the Hiding Leader problem for core centrality within an approximation ratio of \((1 - \alpha)\ln n\) for any constant \(\alpha\) assuming \(P \neq NP\) even when the core centrality of every leader is 3.

**Proof.** The result follows from the observation that the reduction in the proof of Theorem 5 is approximation preserving and the \((1 - \alpha)\ln n\) inapproximability result for the Set Cover problem for any constant \(\alpha\) assuming \(P \neq NP\) [Mos15].

We now show that the hardness result in Theorem 5 is almost tight in the sense that if the core centrality of every leader is at most 1 in the network, then the corresponding Hiding Leader problem is polynomial time solvable.
Figure 1: Example construction for hardness from Set Cover where \( \mathcal{U} = \{u_1, u_2, u_3, u_4\} \), \( \mathcal{S} = \{S_1, S_2, S_3\}, S_1 = \{u_1, u_2\}, S_2 = \{u_2\}, S_3 = \{u_3, u_4\} \). The red nodes are the leaders and the blue nodes are the followers.

**Proposition 7.** There exists a polynomial time algorithm for the Hiding Leader problem for core centrality if the core centrality of every leader in the network is at most 1.

**Proof.** We observe that if the degree of any vertex \( x \) is at least 1, then its core centrality is at least 1. Let \( \mathcal{F}' \subseteq \mathcal{F} \) be the subset of followers whose core centrality is at least 1; say \( |\mathcal{F}'| = d' \). Hence the degree of every vertex in \( \mathcal{F} \setminus \mathcal{F}' \) is 0. We add \( \lceil (d-d')/2 \rceil \) new edges such that the degree of at least \( d-d' \) vertices in \( \mathcal{F} \setminus \mathcal{F}' \) becomes at least 1 in the resulting graph. We output **YES** if \( \lceil (d-d')/2 \rceil \geq b \); otherwise we output **NO**. Since any optimal solution must add at least \( \lceil (d-d')/2 \rceil \) edges, our algorithm is correct. \( \square \)

## 5 Captain Networks

In this section, we show the “captain network”, originally proposed by Waniek et al. [WMRW17], also ensures that the core centrality of any leader is at most the core centrality of any captain. They propose two constructions; one for single leader and another for multiple leaders.

### 5.1 For Multiple Leaders

We first describe the construction in [WMRW17]. The set \( \mathcal{L} \) of leaders forms a clique. Each leader \( l_i \in \mathcal{L} \) has a corresponding group of \( p \) captains \( \mathcal{C}_i = \{C_{i,1}, C_{i,2}, \cdots, C_{i,p}\} \) and \( l_i \) is connected to all vertices in \( \mathcal{C}_i \). Assuming that \( |\mathcal{L}| = h \geq 2 \), there are \( h \) such sets of captains \( \mathcal{C}_1, \mathcal{C}_2, \cdots, \mathcal{C}_h \). All vertices in the captain sets are connected as a complete \( h \)-partite graph. A captain \( C_{i,j} \) serves two things: 1) It helps to hide the leader by being higher or of same centrality than the leader with maximum centrality. 2) It spreads the influence from the leader to the rest of the network. The remaining vertices \( \mathcal{X} = \{X_1, X_2, \cdots, X_m\} \) are each connected to one captain from each group \( \mathcal{C}_i \). The follower set in the network is \( \mathcal{F} = \mathcal{X} \cup \mathcal{C}_1 \cup \mathcal{C}_2 \cup \cdots \cup \mathcal{C}_h \). Let us call the resulting graph \( \mathcal{G}_M \). We now show that the core centrality of every leader in \( \mathcal{G}_M \) is at most the core centrality of every captain.

**Theorem 8.** Given a captain network \( \mathcal{G}_M \), let \( r = \lfloor \frac{p}{2} \rfloor \) denotes the minimum number of connections that a captain \( C_{i,j} \) has with vertices from \( \mathcal{X} \). Assuming we have at least 2 leaders and \( p > 1 \), the core centralities of the captains are either greater or same as the leaders.

**Proof.** In \( \mathcal{G}_M \), the vertices in \( \mathcal{X} \) do not contribute in the core centrality of either the leaders or the captains. We observe that the degree of any vertex in \( \mathcal{X} \) is \( h \). So their core centrality can be at most \( h \). We claim that the captains and the leaders are in higher core than \( h \). Consider a induced subgraph \( G' \subset \mathcal{G}_M \) that includes only the leaders, the captains and the edges between them. In \( G' \), the degree of any captain \( C_{i,j} \) is \( p(h - 1) + 1 \); on the other hand, the degree of any leader \( l_i \) is \( h - 1 + p \). So, in \( G' \), all the captains and the leaders are at least in \( d_{\text{min}} = \min\{d(G, C_{i,j}), d(G, l_i)\} \)-core. This comes from the fact that all the nodes (captains and leaders) have a minimum degree of \( d_{\text{min}} \) and thus they are at least in \( d_{\text{min}} \)-core. Note that, \( d(G, C_{i,j}) - d(G, l_i) = p(h - 1) + 1 - (h - 1 + p) = (h - 2)(p - 1) \geq 0 \) as \( h \geq 2 \) and \( p > 1 \). This implies the captains have higher degree than the leaders in \( G' \). So, the captains have
at least the same core-centrality as the leaders. Our claim is proved. Additionally, any vertex in X is in h-core and h < d_{min} assuming p > 1.

**Corollary 9.** Given the same captain network G, assuming h > 2 and p > 1, the core centrality of all the captains is strictly larger than the leaders.

**Proof.** The key idea is that the captains will form a core only among themselves and that will be higher core than the leaders. Now, for any captain c_{i,j} the degree among themselves is p(h - 1). Now that, p(h - 1) - (h - 1 + p) = (h - 2)(p - 1) - 1 > 0 or (h - 2)(p - 1) > 1 is possible when h > 2 and p > 1. So, the captains have larger core-centrality than the leaders.

### 6.2 For Single Leader

We start with the construction in [WMRW17] when h = 1 and show the core centralities of the leaders and the captains remain same in this case.

A single leader l (h = 1) has a corresponding two sets of p captains C_1 = \{C_{1,1}, C_{1,2}, \ldots, C_{1,p}\} and similarly it has C_2. All vertices in the captain sets are connected as a complete bipartite graph. Each of the remaining vertices in \(X = \{x_1, x_2, \ldots, x_m\}\) is connected to one captain from each group C_1 and C_2.

**Corollary 10.** Given the captain network described above, let \(r = \lceil \frac{|X|}{1+p} \rceil\) denote the minimal number of connections that a captain, c_{i,j} has with vertices from X. Assuming h = 1, the core centralities of all the captains are same as the leader.

**Proof.** The proof follows from that of Theorem 8. The leader has degree 2p where as the captains have degree 1 + p + r. But the vertices in X has only degree 2. So the leader and the captains will be in the higher core and it will be min\{2p, p + 1\}. Assuming p ≥ 2 all the captain vertices and the leader will be in p + 1-core. If p = 1, all the vertices in the network will be in 2-core.

### 6 Simulation results

In this section, we evaluate the performance of our 2 approximation algorithm in Theorem 3 using synthetic networks. For brevity, let us call our algorithm in Theorem 3 as HLDA and called the lower bound used in Theorem 3 as LB. We also show how well the leaders can be hidden in the captain network via the core centrality measure. Solutions were implemented in Java and experiments conducted on 3.30 GHz Intel cores with 30 GB RAM.

#### 6.1 Evaluation of 2-Approximation Algorithm in Theorem 3

**Settings:** We generate synthetic network structures from two well-studied models: (a) Barabasi-Albert (BA) [BA99] and (b) Watts-Strogatz (WS) [WS98]. While both have “small-world” property, WS do not have a scale-free degree distribution. We generate both the datasets of 70 thousands vertices for three different edge densities: average degree of vertices as 2, 4 and 10. In the experiments we choose 20 leaders (|L| = h = 20) randomly from the top 100 high degree vertices.

**Baselines:** We compare our algorithm (HLDA) with two baselines. Our first baseline is the lower bound used in Theorem 3 which we call LB. Our second baseline is Random which denotes the number of random edges one needs to add to achieve the goal. The performance metric of the algorithms is the number of edges being added to satisfy the degree centrality requirement for d followers. Hence, the quality is better when the number of edges is lower.

**Results:** Theorem 3 shows that our algorithm (HLDA) proposed for degree centrality gives a 2-approximation. However in practice it gives near optimal results. Figure 2 shows the results varying d on four datasets. Note that, the axes are in logarithmic scale. In all six datasets, the number of solution edges of HLDA is similar to LB. However, Random cannot produce high quality results. Comparing the datasets (BA and WS), the algorithms (HLDA and LB) need higher number of edges in BA as the chosen leaders (randomly chosen from 100 top degree nodes) have much higher degree than the followers due to the scale-free degree distribution.
Figure 2: Number of edges added (b) by different algorithms: LB implies a loose lower bound, HLDA is our algorithm that gives 2-approximation and Random denotes a random edge addition algorithm. Clearly, in both networks while varying edge density (average degree of nodes), the number of edge addition by our algorithm HLDA is almost same as that of LB.

6.2 Captain Networks and Core Centrality

In section 5, we prove that the core centrality of the leaders can be hidden by the captains in the captain networks [WMRW17] (Theorem 8 and Corollary 9). We empirically evaluate the core centralities of the leaders and the captains by varying two parameters: the number of captains (p) in each group \( C_i \) and the number of leaders (h) for network with multiple leaders.

Figure 3 presents the results for a captain network with 550 vertices. For every pair of two parameters (p and h), we compute the maximum difference in core centrality between any leader and any captain. The intensity of the color signifies that the difference is lesser. Lesser difference also implies lesser disguise for the leaders. Low values of p result into lower disguise for a leader. On the other hand, a high value of p (large number of captains in each group) with low values of h produces the maximum amount of disguise. But for a high value of p, if the number of leaders are also very high, i.e., high h, the amount of disguise for the leaders decreases.

We summarize our experimental findings as follows.

- HLDA produces near optimal results in practice, where as, Random cannot produce high quality results. HLDA and LB need more edges to satisfy the degree requirements for d followers in BA due to the scale-free degree distribution.

- A captain network with small number of leaders (low h) and a large number of captains in each group (high value of p) produces the maximum amount of disguise.

- A low value of p, i.e., a small number of captains in each group yields lower disguise for core centrality which is not true for other centralities such as degree, closeness, and betweenness [WMRW17].
7 Conclusion and Future Work

We have shown that the Hiding Leader problem for the core centrality measure is NP-hard to approximate with a factor of \((1 - \alpha) \ln n\) for any constant \(\alpha > 0\) for optimizing the number of edges one needs to add even when the core centrality of every leader is only 3. On the other hand, we prove that the Hiding Leader leader problem for degree centrality is polynomial time solvable if the degree of every leader is \(O(1)\). Moreover, we also provide a 2 factor polynomial time approximation algorithm for the Hiding Leader problem for optimizing the number of edges one needs to add to hide all the leaders. Hence, our results prove that, although classical complexity theoretic framework fails to compare relative difficulty of hiding leaders with respect to various centrality measures [WMRW17], hiding leaders may be significantly harder for the core centrality than the degree centrality. We complement our 2 factor approximation algorithm for the Hiding Leader problem for degree centrality by proving that if there exists a \((2 - \varepsilon)\) factor approximation algorithm for the Hiding Leader problem for degree centrality for any constant \(0 < \varepsilon < 1\), then there exists a \(\varepsilon/2\) factor approximation algorithm for the famous Densest \(k\)-Subgraph problem which would be considered a major break through. The current best polynomial time algorithm for the Densest \(k\)-Subgraph problem achieves an approximation ratio of only \(O(n^{1/4})\) [BCV+12]. We have also empirically evaluated our approximation algorithm which shows that our algorithm produces an optimal solution for most of the cases. We have also shown that the captain networks proposed in [WMRW17] can hide the leaders with respect to core centrality.

An important future direction is to explore the average case computational complexity of the Hiding Leader problem for popular network centrality measures. Since the results of Waniek et al. [WMRW17] and ours establish that the Hiding Leader problem is intractable only in the worst case, it could very well be possible that there exist heuristics that efficiently solve most randomly generated instances. If this is true, then the apparent complexity shield against manipulating various centrality measures will become substantially weak. Another immediate future work is to resolve the computational complexity of the Hiding Leader problem for the core centrality measure when the core centrality of every leader is at most 2.
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