Stability analysis of RBF-FD and WLS based local strong form meshless methods on scattered nodes
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Abstract – The popularity of local meshless methods in the field of numerical simulations has increased greatly in recent years. This is mainly due to the fact that they can operate on scattered nodes and that they allow a direct control over the approximation order and basis functions. In this paper we analyse two popular variants of local strong form meshless methods, namely the radial basis function-generated finite differences (RBF-FD) using polyharmonic splines (PHS) augmented with monomials, and the weighted least squares (WLS) approach using only monomials. Our analysis focuses on the accuracy and stability of the numerical solution computed on scattered nodes in a two- and three-dimensional domain. We show that while the WLS variant is a better choice when lower order approximations are sufficient, the RBF-FD variant exhibits a more stable behavior and a higher accuracy of the numerical solution for higher order approximations, but at the cost of higher computational complexity.
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I. INTRODUCTION

Computational science has become an important aspect of technological advancement in the fields of science and engineering. Thanks to the unprecedented computing power at our disposal, many real-life problems are being numerically treated to deepen our understanding of a phenomenon under consideration.

In the field of numerical simulations, meshless methods are becoming increasingly popular with recent uses in the fields of fluid mechanics [1], linear elasticity [2], contact problems [3], advection-dominated problems [4] and even in financial sector [5]. Historically, mesh-free methods were introduced in the 1970s with the smoothed particle hydrodynamics (SPH) [6, 7] and then followed by several generalizations of the Finite Difference Method (FDM), e.g. the Finite Point Method [8], the Generalized Finite Difference Method [9] and the Radial Basis Function-Generated Finite Differences (RBF-FD) [10]. Nowadays, a lot of research is also devoted to reducing the computational time by employing the advantages of modern computer architecture [11, 12].

The ability of meshless methods to operate on scattered nodes makes them very attractive in many real-life cases, where the domain shapes are often non-trivial. This is mainly because node positioning is easier than mesh generation (required by the mesh-based methods). Several algorithms for node positioning have been proposed to the meshless community. Some even support variable node density distributions [13] and employing parallelization [14] to reduce computational time. Another attractive feature of meshless methods is that the linear differential operator approximation allows a direct control over the order of the approximation method, as demonstrated in [15, 16], which can effectively be used to increase stability, as will be shown in this work.

With many proposed meshless variants it is often not clear which is the most optimal in terms of numerical stability. Therefore, the aim of this paper is to compare the two commonly used variants, namely the WLS with monomials, also known as diffuse approximation method, and the RBF-FD variant with polyharmonic splines (PHS) augmented with monomials. The stability of the two methods is evaluated by solving a Poisson problem in two- and three-dimensional domain for lower and higher order approximations.

The rest of the paper is organized as follows: In Section II both WLS and RBF-FD approximation methods are presented, in Section III our case study is presented, in Section IV the results are shown and commented. Finally, in Section V conclusions and our findings are given.

II. MESHLESS METHODS

In meshless methods, a linear differential operator $\mathcal{L}$ at each node $x_i$ from the domain space $\Omega$ is approximated over a set of nearby nodes

$$\mathcal{L}u(x_i) \approx \sum_{i=1}^{n} w_i u(x_i) = w \cdot u$$

(1)

for any function $u$, $n$ nearby nodes also known as stencil nodes and weights $w_i$, that are obtained by enforcing the equality of the equation (1) for a given set of $s$ basis functions $\{p_j\}_{j=1}^{s}$. The most common choice is to declare the nearest $n$ nodes as stencil, but some authors reported special stencil selection algorithms that increase the overall stability of the approximation [17, 18].

The approximation (1) is general in the sense that it holds for any linear differential operator $\mathcal{L}$ for any support
size \( n \) and any type or number \( s \) of chosen basis functions \( p \). As long as the number of basis functions is equal to the number of support nodes \( (s = n) \), the formulation of (1) yields a quadratic system of equations

\[
\begin{bmatrix}
  p_1(x_1) & \cdots & p_1(x_n) \\
  \vdots & \ddots & \vdots \\
  p_s(x_1) & \cdots & p_s(x_n)
\end{bmatrix}
\begin{bmatrix}
  w_1 \\
  \vdots \\
  w_n
\end{bmatrix} =
\begin{bmatrix}
  (Lp_1)(x_c) \\
  \vdots \\
  (Lp_s)(x_c)
\end{bmatrix}
\tag{2}
\]

as is the case with the so-called local collocation methods [19]. However, larger support sizes are often used, resulting in an overdetermined system of equations. In such cases, the linear system is usually treated as a minimization of the weighted least squares (WLS) norm [20]

\[
\|e\|_{2,w} = \sqrt{\sum_{i=1}^{n} \frac{w^2(\tilde{u}(x_i) - u_i)^2}{\sum_{i=1}^{n} w_i^2}} = \sqrt{\sum_{i=1}^{2} (w e_i)^2}.
\tag{3}
\]

Common basis functions include: Multiquadrics, Gaussians, Radial Basis Functions (RBFs) and Monomials. In this paper we focus on two different types of basis functions, i.e., monomials and polyharmonic splines (PHS) augmented with monomials, resulting in two variants of meshless methods also known as the WLS approach and the RBF-FD variant respectively. While WLS approximation using a set \( \{p_j\}_{j=1}^{s} \) monomials up to and including degree \( m \) as basis functions is fully defined above, the RBF-FD approximation is defined in the following section.

### A. Radial Basis Function-Generated Finite Differences

Let us take RBFs \( \varphi \), such that \( \varphi : [0, \infty) \to \mathbb{R} \) is centered at the stencil nodes of a central node \( x_c \). The matrix \( \Phi \) from the linear system (2) is then obtained by evaluating basis functions

\[
\Phi_{ij} = \varphi(||x_i - x_j||)
\tag{4}
\]

and the vector \( l \) is assembled by applying the considered operator \( L \) to the basis functions evaluated at \( x_c \), i.e.,

\[
l_x = (L\varphi(||x - x_i||))|_{x=x_c}.
\tag{5}
\]

We can choose from different types of RBFs. Until recently, Hardy’s multiquadrics or Gaussians were commonly used, but both depend on a shape parameter which effectively governs the accuracy and stability of the approximation [21]. To avoid the shape parameter, we use PHS, defined as

\[
\varphi(r) = \begin{cases} 
  r^k, & k \text{ odd} \\
  r^k \log r, & k \text{ even}
\end{cases}
\tag{6}
\]

where \( r \) denotes the Euclidean distance between two nodes.

However, the use of pure RBFs as basis functions may lead to stagnation errors [22]. Therefore, in addition to the RBFs, augmentation with monomials up to and including degree \( m \) is added. This essentially means that we take a set of polynomials \( \{p_j\}_{j=1}^{s} \) with up to and including degree \( m \) with \( s = \binom{m+d}{d} \) and in addition to the RBF part of the approximation, the following exactness constraint for monomials is enforced

\[
\sum_{i=1}^{s} w_i p_j(x_i) = (L p_j)(x_c).
\tag{7}
\]

The additional constraints make the approximation overdetermined, which is treated as a constrained optimization problem [22]. For practical computation, the optimal solution can be expressed as a solution of a linear system

\[
\begin{bmatrix}
  \Phi & P' \\
  P & 0
\end{bmatrix}
\begin{bmatrix}
  w \\
  \lambda
\end{bmatrix} =
\begin{bmatrix}
  \ell_c \\
  \ell_p
\end{bmatrix},
\tag{8}
\]

where \( P \) is an \( n \times s \) matrix of polynomials evaluated at stencil nodes as is defined in a purely monomial approximation (2), and \( \ell_p \) is the vector of values assembled by applying the considered operator \( L \) to the polynomials at \( x_c \).

\[
l_p = (L p_i(x))|_{x=x_c}.
\tag{9}
\]

and \( \lambda \) are Lagrange multipliers.

Finally, the system (8) is solved to obtain weights and the approximate operator \( L \) at \( x_c \). Lagrange multipliers are discarded.

Note that the exactness of (7) ensures the convergence behavior and also provides direct control over the convergence rate of the RBF-FD variant, since the local approximation has the same order as the polynomial basis used [21]. Also notice that the linear system (8) is larger when RBFs are augmented with monomials compared to when only monomials are used, making the RBF-FD approximation method computationally more expensive than the WLS approach.

**Implementation note**

All elements of the solution procedure using meshless methods used in this paper are implemented in C++ using an object-oriented approach and a template system to achieve dimensionality independence. The numerical library used in this work and developed in-house is the Medusa library [23].

### III. Case setup

Any conclusions drawn from the analysis should not be specific to any particular domain shape or problem setup. We therefore choose a simple Poisson problem with Dirichlet boundary conditions on a \( d \)-dimensional sphere. All observations we make on this simple example should be understood as fundamental properties of the approximation method employed and therefore apply to all more complex domain shapes and problem setups.

In the form of a PDE system, Poisson problem can be
written as
\[ \nabla^2 u(x) = f(x) \quad \text{in } \Omega, \quad (10) \]
\[ u(x) = \prod_{i=1}^{d} \sin(\pi x_i) \quad \text{on } \partial \Omega \quad (11) \]
where the right hand side was chosen to be
\[ f(x) = -d\pi^2 \prod_{i=1}^{d} \sin(\pi x_i) \quad (12) \]
and, as previously noted, the domain \( \Omega \) is a \( d \)-dimensional sphere
\[ \Omega = \{ r \in \mathbb{R}^d, \|r\| \leq 1 \} . \quad (13) \]
Example solution to equations (10)–(12) is shown in Figure 1.

![Figure 1. Example solution to 2D Poisson problem with Dirichlet boundary conditions on \( N = 523 \) scattered nodes.](image)

The closed form solution of the above problem is
\[ u(x) = \prod_{i=1}^{d} \sin(\pi x_i) \].
Having the closed form solution allows us to evaluate the accuracy of the numerical solution \( \hat{u} \) by computing the infinity norm error
\[ e_\infty = \frac{\| \hat{u} - u \|_\infty}{\| u \|_\infty}, \quad \| u \|_\infty = \max_{i=1, \ldots, N} |u_i|. \quad (14) \]
The infinity norm was chosen because the authors have shown in [15] that it measures the lowest convergence rates and does not involve averaging, unlike the commonly chosen 2-norm error.

Numerical results are obtained using the two meshless methods described in Section II, for a given domain discretization. Firstly, the RBF-FD using PHS radial basis function \( \varphi(r) = r^3 \) and monomial augmentation up to and including order \( m \in \{2, 4, 6\} \) is used, and secondly, the WLS approach using only monomials up to and including the same order \( m \) is used. After both variants have been employed, the domain discretization is discarded and discretized again so that the number of nodes \( N \) remains approximately the same, but the positions of the discretization nodes are different. The same process is repeated \( N_{\text{runs}} = 100 \) times. Note that after every domain discretization, the shapes must also be recomputed. This potentially leads to a different accuracy of the numerical solution and allows us to observe the stability of the numerical methods.

The aim of this research is to determine which of the two approximation methods is more prone to a non-optimal discretization of the domain. For that, we introduce a normalized infinity norm error
\[ \frac{e_{\text{max}} - e_{\text{min}}}{e_{\text{median}}} \quad (15) \]

effectively describing the largest norm difference identified within the \( N_{\text{runs}} = 100 \) runs, divided by the median value.

IV. Results

In this section results are presented. All computations were performed with parallel execution on a computer with AMD Threadripper 3990X processor and 8x32GB DDR4 memory. The code\(^1\) was compiled using g++ (GCC) 9.3.0 for Linux with -O3 -DNDEBUG -fopenmp flags.

In all of the following figures, the blue colour is used to indicate the order of the approximation method \( m = 2 \), red for \( m = 4 \) and green for \( m = 6 \). In the following subsections, the results for each dimension are presented separately, while our findings are summarized and presented as part of our conclusions in Section V. Only \( d = \{2, 3\} \) dimensional domains are studied, since scattered nodes do not make sense in \( d = 1 \) dimensional problems and higher dimensional spaces \( d > 3 \) are beyond the scope of this paper.

A. The effect of stencil size

This section presents the effect of stencil size on accuracy of the numerical solution and on the stability of the meshless variant. A scan over a range of stencil sizes \( n \) is made and shown in Figure 2. Numerical solution has been obtained \( N_{\text{runs}} = 100 \) times at any given stencil size \( n \), and with new domain discretization after every run keeping the total node count \( N \approx 40600 \). We can clearly observe that the error can be significantly higher if the support sizes are not sufficiently large, independent of the meshless variant. However, beyond that point, the dependency of the accuracy and the stability of the numerical solution on the stencil size is practically negligible. The tipping point for both approximation methods is in the neighborhood of recommendations made by Bayona [21] for the RBF-FD, that is
\[ n = 2 \left( \frac{m + d}{d} \right). \quad (16) \]

\(^1\) The source code is available at: https://gitlab.com/e62Lab/public/cp-2022-mipro-engine_stability under tag v1.2.
Figure 2. Support size scan in two-dimensional domain with approximately $N \approx 40600$ nodes.

Although all of the above conclusions were made on a 2-dimensional case, similar observations can be made in a three-dimensional domain, shown in Figure 3. However, in a three-dimensional case, a smaller number of discretization points $N \approx 28100$ has been used due to the fact that the support sizes are generally larger (see equation (16)), making the computational times longer.

Figure 3. Support size scan in three-dimensional domain with approximately $N \approx 28100$ nodes.

B. Convergence rates

Considering the observations from the previous subsection, we continue our analysis by limiting ourselves to a single support size as defined in equation (16).

Convergence rates in the case of a two-dimensional domain are shown in Figure 4. The fact that the errors eventually diverge is a consequence of the errors in finite precision arithmetic, as previously observed by Flyer [22]. As expected, the order of magnitude of the infinity norm error is the same for both approximation methods, but small differences can be observed. First, the accuracy achieved with the higher order ($m = 6$) approximation is significantly better with the RBF-FD than with the WLS approach, and second, the spread around a median error value is significantly smaller for the RBF-FD.

Figure 4. Convergence rates in two-dimensional domain.

The spread observed after successive $N_{\text{runs}} = 100$ runs is further examined in Figure 5, where the normalized spread computed as defined in (15) is evaluated and shown. We can see that the normalized spread is on average approximately constant, i.e., independent of the number of discretization points and approximately equal to 1 for a RBF-FD variant. We also find that the spread is about two orders of magnitude larger and unpredictable for the WLS approximation - with one exception, that is the low order WLS approximation ($m = 2$), which clearly outperforms the RBF-FD variant in terms of stability and precision. In general, in two-dimensional domains, the RBF-FD variant is more stable, achieving better accuracy for higher order approximations, while lower order approximations are more stable and computationally cheaper to obtain with the WLS variant.

Figure 5. Normalized spread size around median value in two-dimensional domain.
Furthermore, convergence rates for a three-dimensional case are shown in Figure 6. At first glance, we observe some similarities with the two-dimensional case in Figure 4: firstly, the errors are of the same order of magnitude for both meshless variants, and secondly, the spread size after successive \( N_{\text{runs}} = 100 \) runs is again in favour of the RBF-FD approximation method. More importantly, for the high order WLS approximation \((m = 6)\) and smaller number of discretization nodes \( N \approx 10^3 \), the infinity error norm is of the order of \( 10^1 \). This essentially means that the WLS variant did not converge well. This is an important observation when studying stability, as we do not observe such a case in the results obtained with the RBF-FD variant.

Figure 6. Convergence rates in three-dimensional domain.

![Convergence rates in three-dimensional domain.](image)

Stability in a three-dimensional space is further studied in Figure 7. Similarly to the two-dimensional case in Figure 5, we find that the RBF-FD variant is substantially more stable than the WLS variant, especially for higher order approximations \((m > 2)\). We also find that the amount of spread is slowly decreasing with the number of discretization points \( N \) which was not observed in the two-dimensional case. This phenomenon is clearly seen for the RBF-FD approximations and for lower order WLS approximations \((m = 2)\). The low order approximations \((m = 2)\) again appear to be in favour of the WLS meshless variant in terms of stability and computational complexity, although in some cases the normalized spread can be larger than that obtained by the RBF-FD (note the two peaks in the normalized spread for the low order WLS approximation in Figure 7). However, the higher order approximations are significantly more stable when obtained with the RBF-FD variant.

Figure 7. Normalized spread size around median value in three-dimensional domain.

![Normalized spread size around median value in three-dimensional domain.](image)

V. CONCLUSIONS

In this paper, we compare the stability of two variants of meshless methods. We study solutions obtained with RBF-FD using polyharmonic splines augmented with monomials and with WLS approximation using only monomials as basis functions. Stability is assessed by solving a two- and three-dimensional Poisson problem with a tractable solution that allows us to evaluate the numerical solution in terms of the infinity norm error.

We observe the effect of large enough stencil sizes has a negligible effect on the accuracy of the numerical solution and stability of the meshless variant. Additionally we show that in terms of stability, the RBF-FD variant can be several orders of magnitude better making it more prone to a non optimal domain discretization. This is particularly evident for the higher order approximations \((m > 2)\), while the lower order approximations \((m = 2)\) are better and computationally cheaper to obtain using the WLS variant of meshless methods. We also find that the accuracy of the numerical solution obtained with a higher order approximation method can be significantly better when using RBF-FD than when using WLS.

Further research is required to provide more accurate and descriptive guidelines as to which approximation method is most appropriate in particular cases. Although we provide some comments on the effect of stencil selection, we believe this aspect is in need of a more detailed study to make the methods not only stable but also computationally effective.

According to our observations, RBF-FD variant is best used for problems that require a higher order approximation, while lower order approximations return better and faster results with WLS variant.
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