Abstract: We show that if sophisticated institutional managers and individual investors perceive tail-risks differently, then a new explanation for the pricing kernel puzzle emerges. We show, by example, that even a tiny difference in tail-risk perception by the two investor types can explain the pricing kernel puzzle.
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If investors are risk averse, a financial asset that pays well in bad times should be worth more, other things equal, than a financial asset that pays better in good times. The first asset helps in reducing consumption volatility, whereas the second asset makes consumption more volatile. If investors value reduction in consumption volatility, the first asset should be worth more than the second asset. In other words, the marginal value of a dollar in a bad state should be more than the marginal value of a dollar in a good state. This condition implies that the pricing kernel for financial assets is decreasing in aggregate consumption.

However, empirical analysis has yielded results inconsistent with this theoretical prediction (Ait-Sahalia & Lo, 2000; Jackwerth, 2000; Rosenberg & Engle, 2002). The pricing kernel recovered from index options data (using S&P 500 index return as a proxy for aggregate wealth) is not everywhere decreasing as expected. Instead, the pricing kernel is increasing over some range of aggregate wealth. This empirical finding is known in the literature as the pricing kernel puzzle.

Three broad categories of explanations for the pricing kernel non-monotonicity have been discussed in the literature (Hens & Reichlin, 2012). These are: risk-seeking behavior; incomplete markets; and incorrect beliefs. Hens and Reichlin (2012) argue that there is no evidence of risk-seeking behavior in the aggregate, and that generating a non-monotonic pricing kernel with incomplete markets requires some extreme assumptions about wealth distribution. Shefrin (2005) explains the
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puzzle with a model in which there are heterogeneous beliefs. Ziegler (2007) tests this explanation and finds that the degree of belief heterogeneity required is implausibly large. Polkovinchenko and Zhao (2013) also use a model with distorted beliefs to explain this puzzle.

Our approach is closest to the third category of explanations. We assume incomplete markets; however, rather than modelling heterogeneous beliefs over a known set of states, we examine the case where some investors may be unaware of some possible states. The analysis draws on the nascent literature on differential awareness (Grant & Quiggin, 2013; Halpern & Rego, 2006; Heifetz, Meier, & Schipper, 2006; Karni & Vierø, 2013).\(^1\)

It is increasingly being recognized that at least some investors tend to neglect tail-risks (see Gennaioli and Vishny (2012) and references therein). Tail-risks are risks of rare disasters or small probabilities of large losses. One expects relatively sophisticated institutional investors to show greater awareness of such tail-risks than unsophisticated individual traders. It is well-known that index-option trading is dominated by sophisticated institutional managers (Bollen and Whaley 2004). Due to the presence of these sophisticated traders, index-option prices are found to be less sentiment-prone than equity prices (Lemmon and Ni 2013).

In line with the above findings, we assume that sophisticated institutional managers (who dominate the index-option market) are better aware of tail-risks than individual investors (who dominate the equity market). We show that, in the presence of such differential awareness of tail-risks, there is a range of feasible index option prices (both call and put) that give rise to non-monotonic pricing kernels. We argue, and show by example, that small differences in tail-risks as perceived by the two investor types can give rise to non-monotonic pricing kernels consistent with the observed evidence.

If the presence of differential awareness causes a non-monotonic pricing kernel to emerge as argued in this article, then, the absence of differential awareness should lead to a monotonic pricing kernel. It is difficult to see how differential awareness can arise in any pair of option and equity markets in which the same investor types are dominant. Retail or individual investors are dominant in both individual stock option and equity markets (Lakonishok, Pearson, & Poteshman, 2007). Hence, we predict that a non-monotonic pricing kernel cannot arise in individual stock option markets. That is, it can only arise in index option markets where sophisticated institutional managers tend to be dominant. In accord with our prediction, Chadhuri and Schroder (2015) find that options written on individual stocks exhibit average returns consistent with a monotone pricing kernel.

This paper is organized as follows. Section 2 summarizes the evidence on pricing kernel non-monotonicity, discusses key findings from the literature, and motivates the approach put forward in this article. Section 3 shows that a locally increasing pricing kernel similar to the empirical pricing kernel may arise if the option and equity investors are differentially aware. Section 4 shows that the pricing kernel so generated is consistent with the key-observed features of the empirical pricing kernel. Section 5 shows how the explanation put forward in this article relates to some of the existing explanations of the pricing kernel puzzle. Section 6 concludes.

### 1. Non-monotonicity of the empirical pricing kernel

A large literature on the non-monotonicity of the empirical pricing kernel can be traced back to the seminal work in Jackwerth (2000). By non-parametrically estimating the kernel price, Jackwerth (2000) finds that the shape of this function is not in accordance with economic theory. Jackwerth (2000) concludes that the likely reason is mispricing of options relative to the underlying index. More recently, pricing kernel non-monotonicity has been observed by Christoffersen, Jacobs, and Heston (2013) and Beare and Schmidt (2016).\(^2\) Jackwerth (2004) and Cuesdeanu and Jackwerth (2016) provide surveys of the literature.

A typical locally increasing pricing kernel is shown in Figure 1. According to economic theory, one expects the pricing kernel to decrease with aggregate wealth (S&P return is a proxy for aggregate
wealth in Figure 1). The pricing kernel puzzle refers to the empirical finding that instead of being a decreasing function of wealth, the pricing kernel has an increasing portion, which often appears in the middle region as in Figure 1. Some studies have found a U-shaped pricing kernel as well (Bakshi, Madan, & Panayotov, 2010; Christoffersen et al., 2013).

Some key features of the empirically observed pricing kernel are listed below:

1. As noted in Hens and Reichlin (2012), a non-monotonic pricing kernel is typically shown with options data. This suggests that the root of the puzzle may lie in the relative price of index options with respect to the underlying index. Jackwerth (2000) argues that option mispricing relative to the underlying index seems to be the most likely cause of the pricing kernel non-monotonicity. Constantinides, Jackwerth, and Perrakis (2009) find evidence of frequent mispricing in options relative to the underlying index.

2. There is wide variation in the shape of the pricing kernel. During some months, the pricing kernel is monotonic, and during other months, it is non-monotonic. Using data on options on the S&P 500 index ranging from 1997 to 2013, Beare and Schmidt (2016) reject the null hypothesis of pricing kernel monotonicity 37% of the time. The shape of the pricing kernel appears to be period specific.

3. Barone-Adesi, Mancini, and Shefrin (2014) find that the times when the pricing kernel displays an upward sloping portion near the middle coincides with a greater fraction of investors in the Yale–Shiller survey assigning a very low chance to a left tail event. Pulkovinchenko and Zhao (2013) also find evidence of underweighting of tail probabilities during 2005 and 2006. This is the period in which the Yale–Shiller crash confidence index also indicates a dramatic decline in the fear of a crash. Pulkovinchenko and Zhao (2013) call this a period of 'complacency in which asset prices were high and volatility low. Cuesdeanu (2016) also find that the pricing kernel tends to display an increasing portion in the middle during calm periods.

1.1. Equity traders vs. index option traders
Barone-Adesi et al. (2014) find that an increasing portion in the empirical pricing kernel tends to appear when equity investors are highly confident (as measured by the Yale Crash Confidence index) that a major crash will not happen in the immediate future. This evidence suggests that
there might be a connection between underweighting of left tail probabilities and the appearance of a locally increasing portion in the empirical pricing kernel.

Bollen and Whaley (2004) and Garleanu, Poteshman, and Poteshman (2009) point out that index option trading is dominated by institutional investors, who, in particular, buy put options as downside protection. Rubinstein (1994) argues that index option traders suffer from “crash-o-phobia” because they seem excessively worried about the disaster state. In fact, there is a long tradition in the literature of using far-out-of-the-money put options prices to infer the ex-ante probability of rare disasters. In sharp contrast with index option trading where disaster risk matters, perhaps excessively, stock option and equity markets include a large number of individual investors who trade equities and leveraged equities (call options) in anticipation of speculative capital gains. Hence, empirical evidence suggests that different types of investors with different concerns populate index option and equity markets, respectively. Lemmon and Ni (2013) present evidence that the relative absence of individual investors from index option market is behaviorally relevant as it makes the index option market less prone to sentiment.

1.2. Differential awareness

Various models of limited awareness have been developed in the literature. See Grant and Quiggin (2013), Heifetz et al. (2006), Halpern and Rego (2006), among many others. Karni and Vierø (2013) call the scenario in which an agent’s state space expands, “reverse Bayesianism”. As the state space expands, probability mass is shifted proportionally away from the non-null events in the prior state space to events created as a result of the expansion of the state space. We make use of “reverse Bayesianism” in this article when considering “growing awareness”. Quiggin (2016) defines “restriction” as a situation in which a decision-maker effectively assigns a probability of zero to some outcomes. We use this notion of “restriction” when considering differential awareness arising due to a shrinking state space.

2. The model

We start by discussing the motivation of our approach followed by formal derivation of key results. Section 3.1 discusses the motivation, provides intuition, summarizes key results, and discusses a novel prediction that arises from our approach. Section 3.2 presents formal results. Section 3.3 illustrates the key results with an example.

2.1. Motivation for the model

If investors are expected utility maximizers, then corresponding to given values of the equity index and the risk-free rate, there is a range of index option prices (call and put) within which the pricing kernel is monotonically decreasing. There are at least two ways of deriving the bounds implied by a decreasing pricing kernel: the expected utility comparisons under a zero-net-cost option strategy introduced by Perrakis and Ryan (1984) and the linear programming (LP) method pioneered by Ritchken (1985). The two approaches yield identical results. An empirical application of these bounds is Constantinides et al. (2009), who found that option prices appear to violate the bounds implied by decreasing pricing kernel quite frequently. In this article, we show that differential awareness of rare disasters between institutional investors and individual traders may cause the option prices to lie outside these bounds.

Our motivation is the observation that, whereas retail or individual investors play an important role in the equity market, the index option market is dominated by sophisticated institutional managers who purchase put options as protection against downside risk (Bollen & Whaley, 2004). What are the implications of the limited role of individual investors in the index option market? The ideal setting for studying the implications would be to find an asset that is identical to an index option but is mostly traded by individual investors.

Stock options in aggregate and index options are close to identical. The fact that less sophisticated individual investors trade stock options more actively than index options (Lakonishok et al.,
creates an ideal setting for testing the implications of relative absence of individual investors from the index option market. Using a large dataset, Lemmon and Ni (2013) compare the behavior of aggregated stock options and index options. They find that the absence of individual investors makes the index option market less prone to sentiment when compared with stock options, leading to the conclusion that individual investors (who dominate the equity market and the stock option market) are more prone to trades based on sentiment than sophisticated institutional managers (who dominate the index option market).

The above findings are in line with evidence that sentiment influences stock prices. Baker and Wurgler (2007), (p. 130) write, “Now the question is no longer, as it was a few decades ago, whether investor sentiment affects stock prices, but rather how to measure investor sentiment and quantify its effects.”

Based on the empirical finding that individual investors are more prone to sentiment than sophisticated institutional managers, we hypothesize that they differ in their perception of tail-risks. We assume that the marginal index option trader (sophisticated institutional manager) is more conscious of tail risks than the marginal equity investor (retail or individual investors). We show that, if investors are expected utility maximizers, then any difference in how the tail-risks are perceived by the two types of investors gives rise to a range of option prices within which the pricing kernel is non-monotonic. In general, different tail-risk perceptions always split the feasible range of option prices into two parts. In one part, the pricing kernel is monotonic, and in the other part, the pricing kernel is non-monotonic. As expected, the range of option prices within which the pricing kernel is non-monotonic increases as the difference in the tail-risk perception increases.

In line with behavioral finance literature, we assume that the mere presence of differences in beliefs is not sufficient to lead to a counter-trade in which index option traders short-sell the equity index and cause the required correction in the equity price. This is not just because betting against individual investor sentiment is risky (Shleifer & Vishny, 1997), but also due to the fact that the presence of trading frictions such as transaction costs guarantees that the impact of different tail-risk beliefs can never be completely eliminated.

Tail risks are small probabilities of large losses. The 2008 financial crisis in the United States has provided direct evidence that investors underestimated the risk of a crisis. Coval, Jurek, and Stafford (2009) show that investors underestimated the probability that mortgage backed securities can default. Foote and Willen (2012) find that investors entirely neglected the possibility that home prices can decline by the magnitudes that actually materialized. We add to this literature by arguing that different types of investors may neglect tail-risks differently with the relatively sophisticated institutional investors showing greater awareness of tail-risks than individual investors.

Our approach leads to a novel prediction. The core of our approach is the idea that pricing kernel is non-monotonic because different types of investors are dominant in equity and index option markets. This idea implies any pair of equity and option markets in which the same types of investors are dominant should only show a monotonic pricing kernel. Since individual investors are dominant in both individual stock and stock option markets, we predict that a non-monotonic pricing kernel cannot arise in such markets. Consistent with our approach, Chadhuri and Schroder (2015) find that options written on individual stocks exhibit average returns consistent with monotone pricing kernel.

### 2.2. Key results

Option trading is, in general, limited in volume relative to equity trading. Hence, the option pricing literature generally takes stock prices as given. Consistent with this literature, we assume that the marginal options trader takes equity prices as given. We setup the stochastic dynamic portfolio optimization problem of the representative options trader below.
Let $t$ index time ($t = 0, 1, 2, \ldots, T$). The representative agent’s environment is summarized by an $M \times 1$ state vector $x_t$. In particular, the first component of the state vector, $x_{tt}$, is the wealth of the representative investor. Other components include the parameters of the distribution of asset returns as perceived by the decisionmaker, the risk-free rate, as well as the price of the underlying index on which options are traded. There is a $K \times 1$ vector of controls $y_t$. It denotes how many dollars of wealth are allocated to each available asset. The agent consumes whatever is left after making allocation decisions. That is, with $N$ available assets, $c_t = x_{tt} - \sum_{i=1}^{K-N} y_{it}$.

The above formulation is useful because it clarifies the channel through which differential awareness matters in dynamic portfolio allocation. To see how, consider the following case: Suppose, equity traders neglect a state in the left-tail of the probability distribution corresponding to a small probability of a large decline; however, option traders do not neglect that state. The equity price changes causing the distribution of equity returns as perceived by the option trader to change as well. Hence, the state vector $x_t$ changes for the option trader whose portfolio optimization problem is modelled here. In principle, the option traders’ and equity traders’ awareness can be modelled as stochastic and inserted in the state transition equations.

The agent maximizes $\sum_{t=0}^{T} \beta^t u(x_t, y_t)$, where $u(x_t, y_t)$ is a time-invariant utility function and $\beta$ is the subjective one-period discount factor.

From the Bellman principle:

$$V_t(x_t) = \max_{y_t} \left[ u(x_t, y_t) + \beta E[V_{t+1}(x_{t+1})|x_t] \right]$$

Assume that the agent’s wealth does not influence the other components of the state vector, and that the agent has no control over her environment except for her wealth. The first-order conditions of the optimization problem are independent of the value function and are given by:

$$-\beta E \left[ \frac{\partial u}{\partial y} R_{it+1} x_t \right] = 1,$$

where $R_{it+1}$ is the return from asset $k$.

Note that $c_t = x_{tt} - \sum_{i=1}^{K-N} y_{it}$. The first-order conditions expressed in terms of consumption are:

$$\beta E \left[ \frac{\partial u(c_{t+1})}{\partial c_t} R_{it+1} x_t \right] = 1.$$

In particular, the agent trades in the equity index ($S_t$), a call option on the index ($C_t$), a put option on the index ($P_t$), and in the risk-free asset. Using $m = \frac{\partial u(c_{t+1})}{\partial c_t}$, denoting the net index return by $z_{t+1}$, and the gross risk-free return by $R$, the first-order conditions pertaining to the four assets are (time subscripts on $E$ and $m$ are suppressed for simplicity):

$$1 = E[ m (1 + z_{t+1}) | x_t ];$$
$$C_t = E[ m C_{t+1} (S_t (1 + z_{t+1})) | x_t ];$$
$$P_t = E[ m P_{t+1} (S_t (1 + z_{t+1})) | x_t ];$$ and
$$1 = E[ m | x_t ] R.$$

As the above conditions specify an equilibrium, there cannot be any arbitrage opportunities from the perspective of options trader. In particular, put-call parity must be satisfied as it is a no-arbitrage restriction. For ease of exposition, we only discuss call options while noting that the corresponding argument for puts only requires an application of put-call parity.
From the last first-order condition, \( E(m|x_i) = 1 \). It follows that \( m = \frac{\pi'(c_{t+1})}{\pi'(c_{t+1})} \), and it follows that \( m = \frac{\pi'(c_{t+1})}{\pi'(c_{t+1})} \). The normalized marginal rate of substitution, also known as the stochastic discount factor or the pricing kernel, given by \( \pi'(c_{t+1}) \), must be non-increasing in \( z_{t+1} \) if the trader has concave utility. This is because \( c_{t+1} \), under typical conditions, is a non-decreasing function of \( z_{t+1} \), and \( u'(c_{t+1}) \) falls as \( u(c_{t+1}) \) rises.

The monotonicity of the pricing kernel is a key concept in finance as it connects asset pricing to the fundamental economic notion of scarcity. It captures the notion that, given decreasing marginal utility of wealth, the valuation of payoffs must be lower in a good state of the world than in a bad state of the world. Observed violations of monotonicity therefore pose a challenge to economic and finance theory.

Empirical estimation of \( m = \frac{\pi'(c_{t+1})}{\pi'(c_{t})} \) directly from consumption data is challenging as it requires assumptions about the form of the utility function and risk aversion. A non-parametric approach, pioneered in Jackwerth (2000), Ait-Sahalia and Lo (2000), and Rosenberg and Engle (2002), makes use of the fact that the pricing kernel is the ratio of risk-neutral to physical density discounted by the risk-free rate. To see this, note that the pricing kernel implies the following about the price of a call option that expires at \( t + \Delta t \):

\[
C_t = e^{-\frac{1}{2} \Delta t \sigma^2} \int_0^\infty (z_{t+\Delta t}) C_{t+\Delta t}(S_t(1 + z_{t+\Delta t})) q(z_{t+\Delta t}) dz.
\]

Comparing the above two equations, it follows that \( m(z_{t+\Delta t}) = e^{-\frac{1}{2} \Delta t \sigma^2} \frac{q(z_{t+\Delta t})}{q(z_{t+\Delta t})} \). Hence, the pricing kernel is the ratio of risk-neutral to physical density discounted at the risk-free rate.

As discussed earlier, there are at least two equivalent ways of deriving the option pricing bounds implied by a decreasing pricing kernel. Given the underlying index value and the risk-free rate, lower and upper bounds may be placed on index option prices using linear programming (LP) methods (Ritchken, 1985). The idea is to use monotonicity of the pricing kernel as a constraint. In other words, the idea is to solve for the maximum and minimum option prices that are consistent with a decreasing pricing kernel. A brief sketch of the essential argument is provided below.

Suppose the distribution of index returns at \( t + \Delta t \), given the current index value, is discrete. Specifically, assume that there are \( n + 1 \) states ordered from the lowest to the highest index return. The distribution of index returns is given by \( (z_{j(t+\Delta t)}, x_{j(t+\Delta t)}) \), where \( x_{j(t+\Delta t)} \) is the probability associated with the \( j \)th state.

The following LP set-up can be used to find the option pricing bounds:

\[
\max_{m_{j(t+\Delta t)}} \sum_{j=0}^{j=n} C_{t+\Delta t}(S_t(1 + z_{j(t+\Delta t)})) x_{j(t+\Delta t)} m_{j(t+\Delta t)}
\]

\[
\min_{m_{j(t+\Delta t)}} \sum_{j=0}^{j=n} C_{t+\Delta t}(S_t(1 + z_{j(t+\Delta t)})) x_{j(t+\Delta t)} m_{j(t+\Delta t)}
\]

subject to (1)

\[
1 = \sum_{j=0}^{j=n} x_{j(t+\Delta t)} (1 + z_{j(t+\Delta t)}) m_{j(t+\Delta t)}
\]

\[
1 = R \sum_{j=0}^{j=n} x_{j(t+\Delta t)} m_{j(t+\Delta t)}
\]
(1) uses a discrete version of the first order conditions and the requirement that the pricing kernel must be decreasing in index returns to derive bounds on the call option price. The bounds are presented in Appendix A.

2.2.1. Differential awareness
The main point of this article is that differential awareness can cause the option price to lie outside the bounds that follow from the linear programming set-up in (1). If the option price is outside these bounds, then the pricing kernel must be non-monotonic.

We focus on two ways of generating a non-monotonic pricing kernel given differential awareness between index option traders and equity index traders. Both involve left-tail events. Left-tail events are special because they correspond to small probabilities of large losses.

The two ways of generating differential awareness involving left-tail events or rare disasters are as follows:

(1) Growing Awareness: The options trader becomes aware that the index value can fall to a value smaller than a fraction \( \theta \) of the current value while the equity trader remains unaware. Alternatively, we can keep the options trader unaware while the awareness of the equity trader grows to include the disaster state. In either case, the state space of one type of investor expands. Probabilities are adjusted as in Karni and Vierø (2013) by adding probability mass for the newly considered state, and proportionally reducing probabilities for the non-null events in the prior state space.

(2) Shrinking Awareness: Both the equity investor and the options investor were initially aware that the index value can fall to a value smaller than a fraction \( \theta \) of the current value. The equity investor is replaced by a more optimistic, less aware, investor, who disregards the disaster state. Such replacement of “hedge” investors by “speculative” investors is part of Minsky’s analysis of financial instability (Minsky, 1986). The less aware equity investor perceives a restricted or reduced state space as in Quiggin (2016) and the probability mass of eliminated states is shifted proportionally to other non-null events. Alternatively, we may assume that it is the options trader who disregards the disaster state, and the equity investor remains aware.

Growing awareness of the options trader, in which she becomes aware of sudden crashes or left-tail events, worsens her perception of the return distribution from the equity index. The marginal equity trader whose awareness has not increased perceives the same state space as before. Hence, equity prices do not change. Consequently, the equity becomes relatively less attractive to the options investor, so she shifts funds away from equity and into options. The lower and upper bounds on the option prices, derived as in (1), rise. Since the new option pricing upper bounds (both call and put) are higher, there is a non-zero interval of option prices (between the two upper bounds) that support a non-monotonic pricing kernel.

Shrinking awareness of the marginal equity trader, in which she ignores the states in the extreme left tail of the distribution, raises the equity price. Consequently, equity becomes less attractive to the more aware options trader. The marginal options investor shifts funds away from equity and into options, causing a rise in option prices. In particular, the upper bounds on option prices are higher with such differential awareness.

Both with “growing awareness” and “shrinking awareness” there must exist an interval of option prices in which the empirical pricing kernel will not be monotonically decreasing. Such an interval consists of prices between the upper bounds after and before changes in awareness.
Mathematically, the key to understanding the implications of an increase in the awareness of the marginal options trader is to focus on the following conditional expectation, which has been used in defining the option pricing bounds (see Appendix A):

\[ \hat{z}_{J\Delta t} = \frac{\sum_{i=0}^{\Delta t} \beta_{i+\Delta t} }{\sum_{i=0}^{\Delta t} \beta_{i+\Delta t} }. \]

Her state space expands to include a disaster state. Since this shift is unfavorable, \( \hat{z}_{J\Delta t} \) values are lower for the expanded state space than for the initial state space.

The risk neutral distribution corresponding to the upper bound is (see Appendix A):

\[ U_{0t} = \frac{R - 1 - \hat{z}_{Qt+\Delta t} }{Z_{nt+\Delta t} - Z_{Qt+\Delta t}} + \frac{\hat{z}_{Qt+\Delta t} + 1 - R}{Z_{nt+\Delta t} - Z_{Qt+\Delta t}} \]

\[ U_{jt} = \frac{R - 1 - \hat{z}_{Qt+\Delta t} }{Z_{nt+\Delta t} - Z_{Qt+\Delta t}} \beta_{j+\Delta t}, j = 1, \ldots, n. \]

A decline in \( \hat{z}_{J\Delta t} \) shifts the probability mass to the right, causing an increase in the option price upper bound.

Proposition 1 follows:

**Proposition 1 (Growing Awareness):** If the awareness of the marginal options (equity) investor grows and she becomes aware of the possibility of sudden large crashes, whereas the awareness of the marginal equity (options) investor remains unchanged, then there is a non-empty set of call and put option prices in which the empirical pricing kernel is non-monotonic and violates the upper (lower) bound constraint.

The expansion of the option investor’s state-space to include a disaster-state without a corresponding expansion in the state-space of the equity investor, implies that the option pricing bounds increase. In particular, the option pricing upper bound after expansion is larger than the option pricing upper bound before expansion. Consequently, there is an interval of prices (between the upper bounds before and after expansion) that give rise to a non-monotonic pricing kernel, if the disaster state does not materialize in-sample.

On the other hand, expansion of the equity investor’s state-space to include a disaster-state without an equivalent expansion in the option investor’s state-space, reduces option pricing bounds. In particular, the option pricing lower bound after expansion is less than the option pricing lower bound before expansion. Consequently, there is an interval of prices (between the lower bounds after and before expansion) that supports a non-monotonic pricing kernel.

Empirically, the observed violations of upper bounds are more prevalent (see Constantinides et al. (2009)) implying that it is often the marginal option trader that perceives an expanded state space. As discussed earlier, this is consistent with the finding that institutional investors seeking downside protection dominate in the index option market.

Next, consider the case of shrinking awareness. As before, the key to understanding what happens when a portion of the left tail is ignored is to focus on the following conditional expectation, which has been used in defining the option pricing bounds (see Appendix A):

\[ \hat{z}_{J\Delta t} = \frac{\sum_{i=0}^{\Delta t} \beta_{i+\Delta t} }{\sum_{i=0}^{\Delta t} \beta_{i+\Delta t} }. \]

If only one state at the left-end of the distribution is ignored, then the above conditional expectation can be written as:
\[ \hat{z}_{R;M}^T = \frac{\sum_{i=1}^{L} z_{R;M}^i \pi_{R;M}}{\sum_{i=1}^{L} \pi_i} \]

where the superscript \( T \) denotes truncation. That is, the summation is not over \( i = 0, 1, 2, \ldots, j \). Rather, it is over \( i = 1, 2, \ldots, j \). Also, \( \pi_{R;M}^j = \frac{\pi_i}{\sum_{k=1}^{L} \pi_k} \) for \( i = 1, 2, \ldots, j \). Hence, \( \hat{z}_{R;M}^T \) is larger than the corresponding value without truncation. That is, in states with negative stock returns, \( \hat{z}_{R;M}^T \) is less negative, and in states with positive returns, \( \hat{z}_{R;M}^T \) is more positive.

With truncation, the lower bound risk neutral distribution can be written (by using the expression from Appendix A) as:

\[
L_{jt} = \frac{\hat{z}_{R;M}^T - 1 - R}{\hat{z}_{R;M}^T - \hat{z}_{R;M}^j} \left( \frac{\pi_{R;M}^j}{\sum_{k=1}^{h} \pi_k} \right) + \frac{R - 1 - \hat{z}_{R;M}^j}{\hat{z}_{R;M}^j - \hat{z}_{R;M}^t} \left( \frac{\pi_{R;M}^t}{\sum_{k=1}^{h} \pi_k} \right), j = 1, \ldots, h
\]

\[
L_{h+1} = \frac{\hat{z}_{R;M}^j - R - 1}{\hat{z}_{R;M}^j - \hat{z}_{R;M}^t} \left( \frac{\pi_{R;M}^t}{\sum_{k=1}^{h} \pi_k} \right), L_{j} = 0, j > h + 1
\]

where \( h \) is a state index such that \( \hat{z}_{R;M}^j \leq R - 1 \leq \hat{z}_{R;M}^t \).

Comparing the truncated distribution with the non-truncated distribution, the truncation shifts the probability mass to the left (across remaining states). Consequently, the option lower bound is lower with truncation. It follows that the option prices between the truncated lower bound and the non-truncated lower bound do not support a monotonic pricing kernel, if the physical probability distribution is correctly estimated. That is, within this range of prices, the pricing kernel must be non-monotonic. Proposition 2 formalizes this intuition.

Proposition 2 (Shrinking Awareness): If the marginal options (equity) investor displays restricted awareness and ignores some states in the extreme left tail of the stock return distribution, then there is a non-empty interval of call and put option prices in which the empirical pricing kernel is non-monotonic.

Proof.
See Appendix B.

The observed violations of upper bounds (Constantinides et al., 2009; Constantinides, Jackwerth, & Perrakis, 2011) can be rationalized either by the growing awareness of the marginal options trader, or by the shrinking awareness of the marginal equity trader.

What happens when the marginal equity investor displays a greater degree of restricted awareness? That is, what happens when she assigns a probability of zero to a bigger portion of the left-tail? This shifts a greater mass to the right in the risk-neutral distribution of the option upper bound. It follows that the upper bound is higher. Hence, the range of feasible option prices supporting a non-monotonic pricing kernel gets bigger as differential awareness rises. Proposition 3 formalizes this intuition.

Proposition 3 The range of feasible option prices supporting a non-monotonic pricing kernel increases if the marginal equity investor assigns a zero probability to a bigger portion of the left tail.

Proof.
See Appendix C.

To bring out the intuition behind propositions 1 and 2 further, and to illustrate the implications for the shape of the pricing kernel, we show a worked-out example in the next sub-section.
2.3. Shape of the pricing kernel

In this section, we present a worked-out example that shows the implications of Proposition 1. Suppose there is a stock (interpreted as an equity index) with a current price of 50 and also a put option on the stock (interpreted as a put option on the index) with a strike price of 50. Suppose there are 11 states indexed by \( j = 0, 1, 2, \ldots, 9 \). The stock price in each state is shown in Table 1. The risk-free rate is 5%. Assume that based on historical time-series, only states \( j = 0, 1, 2, \ldots, 9 \) have been realized in-sample with associated historical probabilities given in Table 1. That is, the state \( j = -1 \) has not materialized in-sample. Assume that initially both the option trader and the equity trader are only aware of states \( j = 0, 1, 2, \ldots, 9 \). The put option price upper bound can be deduced by using the formula for the upper bound presented in Appendix A. The upper bound is 5.4.

Suppose that the option traders’ awareness grows and she becomes aware of the state \( j = -1 \), whereas the perception of the equity trader does not change. The option trader perceives a 0.001 probability of the state \( j = -1 \) with a corresponding proportional redistribution of probability mass from states \( j = 0, 1, 2, \ldots, 9 \). The new put option price upper bound becomes 5.48. As the state \( j = -1 \) has not materialized in-sample, the historical probabilities have not changed. It follows that put prices in the interval \([5.40, 5.48]\) do not support a monotonic pricing kernel.

To recover the empirical pricing kernel, we follow the procedure in Rubinstein (1994). A typical non-parametric procedure for estimating the pricing kernel, such as that of Jackwerth (2000), uses some extension of Rubinstein (1994).

Extracting the pricing kernel from market data requires three steps. Step 1 is to estimate the risk-neutral density from option prices. Step 2 is to estimate the physical density from the historical distribution. Step 3 is to divide the risk neutral density by the historical density then discount it by the risk-free rate to recover the empirical pricing kernel.

In the example above, the historical density, and the risk-free rate are known, so it is only necessary to estimate the risk neutral density. Assume that the price of the put option is 5.44. Since this value lies in the interval \([5.40, 5.48]\) the pricing kernel is non-monotonic. The shape of the kernel may be estimated using the method developed in Rubinstein (1994):

Step 1: Calculate the Black-Scholes implied volatility corresponding to the put option price of 5.44. We assume that the time to expiry is 1 year. The other parameters are as assumed earlier: \( S = 50, K = 50, r = R = 1 = 5\% \). Given these parameter values, the implied volatility of 34% is obtained by inverting the Black-Scholes formula.

Step 2: Build an implied binomial tree with the following parameter values: \( \text{up factor} = e^{\sqrt{T} \sigma}, \text{and down factor} = e^{-\sqrt{T} \sigma} \). Here \( T \) is 1 year, the number of binomial periods is, \( n = 9 \), as there are 10 states in the historical distribution, and \( \sigma = 34\% \). So, \( \text{up factor} = 1.12 \) and \( \text{down factor} = 0.89 \).

The risk-neutral probability of the up movement is, \( p' = \frac{r - \text{up factor}}{\text{up factor} - \text{down factor}} = 0.496 \), so the risk-neutral probability of the down movement is \( 1 - p' = 0.504 \). As there are 10 states, we need a binomial tree with nine steps. The corresponding risk-neutral probabilities at step 9 in the binomial tree are calculated by applying the following formula: \( C_j^9 (p')^j (1 - p')^{10 - j} \) where \( C \) denotes the combination operator and \( j \) is the state index ranging from 0 to 9. This is our prior and is denoted by \( q' \). The prior is shown in Table 1.

Step 3: The posterior risk neutral probabilities are calculated by minimizing the following quadratic function subject to the given constraints:
| State index | -1 | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|-------------|----|----|----|----|----|----|----|----|----|----|----|
| Physical density: |     |    |    |    |    |    |    |    |    |    |    |
| Historical    | 0.000 | 0.002 | 0.018 | 0.070 | 0.164 | 0.246 | 0.246 | 0.164 | 0.070 | 0.018 | 0.002 |
| Put-Trader    | 0.001 | 0.002 | 0.018 | 0.0699 | 0.1638 | 0.2458 | 0.2458 | 0.1638 | 0.0699 | 0.018 | 0.002 |
| Stock price   | 50  |    |    |    |    |    |    |    |    |    |    |
| R             | 1.05 |    |    |    |    |    |    |    |    |    |    |
| Payoffs:      |     |    |    |    |    |    |    |    |    |    |    |
| Stock         | 0   | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
| Put           | 50  | 40 | 30 | 20 | 10 | 0  | 0  | 0  | 0  | 0  | 0  |
| Upper bound   |     |    |    |    |    |    |    |    |    |    |    |
| Equal Awareness | 5.4 |    |    |    |    |    |    |    |    |    |    |
| Diff. Awareness | 5.48 |    |    |    |    |    |    |    |    |    |    |
| Risk neutral  |     |    |    |    |    |    |    |    |    |    |    |
| Prior         | 0.002 | 0.017 | 0.068 | 0.160 | 0.244 | 0.248 | 0.168 | 0.073 | 0.019 | 0.002 |
| Posterior     | 0.036 | 0.038 | 0.078 | 0.159 | 0.224 | 0.227 | 0.149 | 0.063 | 0.018 | 0.009 |
| Pricing kernel | 17.461 | 2.056 | 1.058 | 0.921 | 0.868 | 0.878 | 0.866 | 0.848 | 0.958 | 4.368 |
\[
\sum_{j=0}^{9} (q_j - q')^2
\]

subject to
\[
5.44 = e^{-0.05} \sum_{j=0}^{9} p_j q_j
\]
\[
50 = e^{-0.05} \sum_{j=0}^{9} S_j q_j
\]
\[q_j > 0, \text{ and } \sum_{j=0}^{9} q_j = 1\]

where \(p_j\) and \(S_j\) are state-wise Put and stock payoffs as shown in Table 1. The estimated posterior probabilities are shown in Table 1 next to “posterior” under Risk-Neutral.

Step 4: The posterior risk neutral probabilities are divided by the respective physical probabilities and discounted at the risk-free rate to arrive at the empirical pricing kernel, which is shown in Table 1 next to the heading Pricing Kernel.

The estimated pricing kernel is plotted in Figure 2. As can be seen in Figure 2, the pricing kernel is non-monotonic and has both decreasing and increasing regions. This is generated with a very tiny difference in the state-spaces as perceived by the option and stock traders. Intriguingly, a tiny difference is all that we need to generate the observed shape of the empirical pricing kernel. In the next section, we show that the locally increasing pricing kernel generated by differential awareness is consistent with the key features of the observed empirical pricing kernel.

3. Key features of the empirical pricing kernel
In Section 2, we noted three features of the empirical pricing kernel.

(1) A non-monotonic pricing kernel is typically shown with options data.
(2) The shape of the pricing kernel appears to be period specific.

Figure 2.

Shape of the Pricing Kernel
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(3) Non-monotonicity is associated with reduced fear of a crash.

The differential awareness approach is consistent with feature 1 noted above, which is that the root of the puzzle may lie in the relative price of the options in relation to the underlying index. This approach is also consistent with features 2 and 3 noted above. Our approach is consistent with feature 2 because differential awareness does not automatically imply that the pricing kernel must be monotonic or non-monotonic. Instead, irrespective of the severity of differential awareness, there is a range of feasible option prices in which the pricing kernel is monotonic and there is another range of feasible option prices in which the pricing kernel is non-monotonic. As shown by Propositions 1 and 2, differential awareness always splits the feasible range of option prices into two categories. In one category, the pricing kernel is monotonic, and in another it is non-monotonic.

Proposition 3 implies that, as the severity of differential awareness increases, that is, as the equity trader becomes more “complacent” and drops as a greater portion of the left tail, the relative size of the set of option prices supporting a non-monotonic pricing kernel increases. This is consistent with Feature 3.

However, there are two crucial differences between our approach and existing explanations. The first difference is methodological. The approach in the literature so far has been to make bold assumptions in order to explicitly derive a pricing kernel which could be non-monotonic for certain parameter values. Perhaps, due to such bold assumptions, there is no consensus among economists as to which existing explanation is the correct one. In this article, we turn this approach on its head. Instead of explicitly deriving a pricing kernel, we ask the following question: Assuming risk-averse expected utility maximization, what is the range of option prices implied by a decreasing pricing kernel? A non-monotonic pricing kernel results if the option prices are outside these bounds.

The second key difference is that we propose a new mechanism (differential awareness) that may cause the option price to lie outside these bounds. Consistent with the findings in Barone-Adesi et al. (2014), when stock market confidence is high, the proposed mechanism increases the likelihood of finding the option price outside these bounds. A distinct advantage of this approach is the ability to see that a small distortion in beliefs is sufficient to generate a pricing kernel with an increasing region. This finding is highly relevant to the debate on the possible causes of pricing kernel non-monotonicity. As mentioned earlier, Zeigler (2007) finds that the degree of heterogeneity in beliefs required to generate a locally increasing pricing kernel is implausibly high. In contrast, our results suggest that a small difference between the beliefs of the marginal index options investor and those of the marginal equity investor is sufficient to generate a locally increasing pricing kernel.

4. Differential awareness and alternative approaches

An alternative approach to the pricing kernel puzzle relies on probability weighting. A probability weighting function, as in the rank-dependent utility model (Quiggin, 1982) transforms cumulative probabilities into decision weights. Polkovinchenko and Zhao (2013) argue that a rank dependent utility model with a probability weighting function that over-weights low probabilities and under-weights intermediate events provides an explanation for the puzzle.

The pricing kernel in a rank dependent model is proportional to the product of marginal utility and the derivative (density) of the weighting function. The derivative takes a value greater than 1 if the outcome probability is overweighted in the decision. It takes a value of less than 1 if the outcome probability is underweighted in the decision. What happens if we move from a low wealth state to a high wealth state? Two things: marginal utility falls if the utility is concave, and the value of the derivative of the weighting function changes. Commonly used weighting functions overweight low-probability extreme events and underweight intermediate events.
If the payoff distribution incorporates a low-probability high payoff event, the value of the derivative of the weighting function may rise. As the pricing kernel is proportional to the product of the marginal utility and the derivative of the weighting function, the pricing kernel does not necessarily fall as we move from a low wealth state to a high wealth state. This analysis is equivalent to that used to explain the purchase of lottery tickets by investors with concave utility functions (Quiggin, 1991).

The cumulative prospect theory model (Tversky & Kahneman, 1992) adds a reference point to the model above and incorporates an S-shaped utility function in which marginal utilities are rising below a reference point, and falling above it. This creates further possibilities for non-monotonicity of the pricing kernel (Hens & Reichlin, 2012).

In our approach, the marginal option investor perceives an expanded state space with a disaster state included, whereas the marginal equity investor does not. We find that no matter how small the difference in state space perception is, there exists a range of option prices in which a realistic non-monotonic pricing kernel arises.

In this context, it is important to recall that non-monotonic pricing kernels are typically only seen when options data is used. Our results support the argument in Jackwerth (2000) and in Constantinides et al. (2009) that the source of non-monotonicity is likely to be the relative mispricing of options when compared with underlying stocks. Differential awareness allows a minor belief difference (pertaining to only a portion in the left-tail) to generate a realistic non-monotonic pricing kernel.

Another explanation of the pricing kernel puzzle related to our approach is put forward in Shefrin (2005). In his model, there is a mix of optimistic and pessimistic investors. Optimistic investors overestimate expected stock returns and underestimate volatility, whereas pessimistic investors underestimate expected returns and overestimate volatility. Assuming a utility function with constant relative risk aversion, the probability belief of a representative agent is constructed. The resulting pricing kernel is proportional to the product of marginal utility and relative belief error. As we move from a low wealth state to a high wealth state, marginal utility falls; however, the relative belief error may rise, leading to a non-monotonic pricing kernel. Zeigler (2007) considers this explanation and concludes that the degree of heterogeneity required to generate the required non-monotonic pricing kernel is implausibly large. In contrast, our approach requires only a minor difference in state space perception across option and equity traders in order to generate a realistic non-monotonic pricing kernel.

The rank dependent utility and the heterogeneous belief explanations are similar in the sense that they both lead to a pricing kernel that is proportional to the product of marginal utility and another function. In the case of rank dependent utility, that function is the derivative of a probability weighting function, whereas in the heterogeneous belief case, it is the relative belief error of the representative investor. In both cases, it is the shape of this other function that gives rise to a non-monotonic pricing kernel. Unsurprisingly, large distortions in probability weighting functions or large errors in beliefs are required to get to the desired shape of the pricing kernel.

5. Conclusions
The pricing kernel is a bridge that connects finance to economic theory. It provides a connection between asset pricing and the basic economic concept of scarcity. It captures the intuition that the marginal value of a dollar in a good state is less than the marginal value of a dollar in a bad state. A large literature documents that the empirical pricing kernel is oddly shaped and inconsistent with finance and economic theory. In this article, we put forward a new explanation for the odd shape of the empirical pricing kernel, based on the notion of differential awareness. We show that if the marginal trader in options perceives an expanded state space with a disaster state included, whereas, the marginal equity investor perceives a state space without a disaster...
state, then the resulting empirical pricing kernel may be locally increasing. Furthermore, we show that the oscillating shape of the empirical pricing kernel is easily generated with such differential awareness.
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Notes
1. http://faculty.econ.ucdavis.edu/faculty/schipper/unaw.htm provides a bibliography. 2. Cuesdeanu and Jackwerth (2016) confirm non-monotonicity with forward looking data and critically examine a few studies that did not find non-monotonicity such as Linn and Shumway (2015). 3. The earliest example is perhaps Bates (1991). For more recent examples, see Bollerslev and Todorov (2011); Backus, Chernov, and Martin (2011); and Sirriwardane (2015). 4. See Lakonishok et al. (2007) and Lemmon and Ni (2013). 5. For a bibliography of research on unawareness, see: 6. See Fournier and Jacobs (2017) for a discussion of institutional features of index option markets. For the related impact of finding costs and margin requirements, see Leippold and Su (2016). 7. Excel Solver is used to find a solution.
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### Appendix A

#### Option Pricing Bounds

Suppose the distribution of stock returns at $t + \Delta t$, given current stock price, $P(Z_{t+\Delta t} | S_t)$, is discrete. Specifically, assume that there are $n + 1$ states indexed from the lowest to the highest stock return by $j = 0, 1, 2, \ldots, n$. That is, the distribution is given by $(Z_{t+\Delta t} | S_t | j)$, where $Z_{t+\Delta t} | S_t | j$ is the probability associated with the $j$th state.

The following linear programming set-up can be used to find the option pricing bounds:

$$\max_{m_j(t+\Delta t)} \sum_{j=0}^{n} C_{t+\Delta t}(S_t(1 + Z_{t+\Delta t}^{j})) m_j(t+\Delta t)$$

subject to:

$$\sum_{j=0}^{n} m_j(t+\Delta t) = m_0(t+\Delta t)$$

and

$$m_j(t+\Delta t) \geq 0 \quad \text{for all} \quad j \in [0, n]$$

$$m_j(t+\Delta t) \leq m_n(t+\Delta t) \quad \text{for all} \quad j \in [0, n-1]$$

The following linear programming set-up can be used to find the option pricing bounds:

$$\min_{m_j(t+\Delta t)} \sum_{j=0}^{n} C_{t+\Delta t}(S_t(1 + Z_{t+\Delta t}^{j})) m_j(t+\Delta t)$$

subject to:

$$\sum_{j=0}^{n} m_j(t+\Delta t) = m_0(t+\Delta t)$$

and

$$m_j(t+\Delta t) \geq 0 \quad \text{for all} \quad j \in [0, n]$$

$$m_j(t+\Delta t) \leq m_n(t+\Delta t) \quad \text{for all} \quad j \in [0, n-1]$$
subject to

\[ 1 = \sum_{j=0}^{j=n} \pi_{jt+\Delta t} (1 + z_{jt+\Delta t}) m_{jt+\Delta t} \]

\[ 1 = R \sum_{j=0}^{j=n} \pi_{jt+\Delta t} m_{jt+\Delta t} \]

\[ m_{0t+\Delta t} \geq m_{2t+\Delta t} \geq \cdots \geq m_{nt+\Delta t} \geq 0. \]

Instead of expressing the solution of (A1) in terms of physical probabilities, as done in Ritchken (1985), it is more useful to express the solution by using the associated risk neutral probabilities. Oancea and Perrakis (2010) provide the following solution. The solution is expressed in terms of the following conditional expectation:

\[ \dot{z}_{jt+\Delta t} = \sum_{j=0}^{j=n} Z_{jt+\Delta t} \pi_{jt+\Delta t} \]

Call Upper Bound

\[ \overline{C}_t = \frac{1}{R} E^{U_t} [C_{t+\Delta t}(S_t(1 + z_{t+\Delta t}))] \]

The superscript \( U_t \) indicates that the above expectation is taken at time \( t \) with respect to the following risk neutral distribution:

\[ U_{0t} = \frac{R - 1 - \dot{z}_{0t+\Delta t}}{\dot{z}_{nt+\Delta t} - \dot{z}_{0t+\Delta t}} \pi_{0t+\Delta t} + \frac{\dot{z}_{nt+\Delta t} + 1 - R}{\dot{z}_{nt+\Delta t} - \dot{z}_{0t+\Delta t}} \]

\[ U_{jt} = \frac{R - 1 - \dot{z}_{jt+\Delta t}}{\dot{z}_{jt+\Delta t} - \dot{z}_{0t+\Delta t}} \pi_{jt+\Delta t}, j = 1, \ldots, n \]

Call Lower Bound

\[ \underline{C}_t = \frac{1}{R} E^{L_t} [C_{t+\Delta t}(S_t(1 + z_{t+\Delta t}))] \]

The superscript \( L_t \) indicates that the above expectation is taken at time \( t \) with respect to the following risk neutral distribution:

\[ L_{0t} = \frac{\dot{z}_{h+1, t+\Delta t} + 1 - R}{\dot{z}_{h+1, t+\Delta t} - \dot{z}_{ht+\Delta t}} \left( \frac{\pi_{ht+\Delta t}}{\sum_{k=0}^{n} \pi_{kt+\Delta t}} \right) + \frac{R - 1 - \dot{z}_{ht+\Delta t}}{\dot{z}_{ht+\Delta t} - \dot{z}_{0t+\Delta t}} \left( \frac{\pi_{ht+\Delta t}}{\sum_{k=0}^{n} \pi_{kt+\Delta t}} \right), j = 0, \ldots, h \]

\[ L_{h+1, t} = \frac{R - 1 - \dot{z}_{h+1, t+\Delta t}}{\dot{z}_{h+1, t+\Delta t} - \dot{z}_{0t+\Delta t}} \left( \frac{\pi_{h+1, t+\Delta t}}{\sum_{k=0}^{h+1} \pi_{kt+\Delta t}} \right), L_{jt} = 0, j > h + 1, \]

where \( h \) is a state index such that \( \dot{z}_{ht+\Delta t} \leq R - 1 \leq \dot{z}_{h+1, t+\Delta t} \).

**Appendix B**

There are two cases: 1) Truncation does not change the location of state \( h \). Recall, this is the state index at which the conditional stock return expectation, \( \dot{z}_h \), is just below \( R - 1 \), whereas at \( h + 1 \), the conditional expectation, \( \dot{z}_{h+1} \), is just above \( R - 1 \). 2) Truncation shifts \( h \) to the left. We consider both cases in turn.
Case 1

From (A2), the risk neutral probability of the lower bound is given by:

\[ L_{jt} = \frac{\tilde{z}_{h+1,t+\Delta t} + 1 - R}{\tilde{z}_{h+1,t+\Delta t} - \tilde{z}_{ht+\Delta t}} \left( \frac{\pi_{jt+M}}{\sum_{k=0}^{h+1} \pi_{kt+\Delta t}} \right) + \frac{R - 1 - \tilde{z}_{ht+\Delta t}}{\tilde{z}_{ht+\Delta t} - \tilde{z}_{ht+\Delta t}} \left( \frac{\pi_{jt+M}}{\sum_{k=0}^{h+1} \pi_{kt+\Delta t}} \right), \quad j = 0, \ldots, h \]

\[ L_{h+1,t} = \frac{R - 1 - \tilde{z}_{ht+\Delta t}}{\tilde{z}_{ht+\Delta t} - \tilde{z}_{ht+\Delta t}} \left( \frac{\pi_{h+1,t+\Delta t}}{\sum_{k=0}^{h+1} \pi_{kt+\Delta t}} \right). \]

where \( h \) is a state index such that \( \tilde{z}_{ht+\Delta t} \leq R - 1 \leq \tilde{z}_{h+1,t+\Delta t} \).

That is, the risk neutral probability has the form:

\[ L_{jt} = Z \times w_{jh} + (1 - Z) \times w_{jh+1} \]

\[ L_{h+1,t} = (1 - Z) \times w_{h+1,h+1}. \]

With truncation, both \( \tilde{z}_h \) and \( \tilde{z}_{h+1} \) rise, however \( \tilde{z}_h \) rises more than \( \tilde{z}_{h+1} \). Since \( h \) does not change in case 1, \( Z \) must rise and \( 1 - Z \) must fall. With truncation, both \( w_h \) and \( w_{h+1} \) rise but the increase in \( w_h \) is greater. As probabilities must sum to one, it follows that the probability \( L_{h+1,t} \) falls and probabilities \( L_{jt} \) rise. For the lower bound, all \( L_{jt} \) must be equal. It follows that the probability mass shifts from \( L_{h+1,t} \), and is distributed uniformly across probabilities \( L_{jt} \). Consequently, the truncated lower bound must be lower.

Case 2

The proof follows as in case 1. In this case, \( Z \) must fall and \( 1 - Z \) must rise. However, the rise in \( w_h \) outweighs the fall in \( Z \). As before, the probability mass shifts to the left uniformly, implying that the truncated lower bound must be lower.

Appendix C

Proof of Proposition 3

Follows from the proof of proposition 1 by realizing that both \( \tilde{z}_0 \) and \( \tilde{z}_n \) fall more if a bigger portion is truncated. Hence, a relatively bigger mass is shifted to the right causing a greater increase in the upper bound.
