Does Adversarial Oversampling Help us?
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ABSTRACT

Traditional oversampling methods are generally employed to handle class imbalance in datasets. This oversampling approach is independent of the classifier; thus, it does not offer an end-to-end solution. To overcome this, we propose a three-player adversarial game-based end-to-end method, where a domain-constraints mixture of generators, a discriminator, and a multi-class classifier are used. Rather than adversarial minority oversampling, we propose an adversarial oversampling (AO) and a data-space oversampling (DO) approach. In AO, the generator updates by fooling both the classifier and discriminator, however, in DO, it updates by favoring the classifier and fooling the discriminator. While updating the classifier, it considers both the real and synthetically generated samples in AO. But, in DO, it favors the real samples and fools the subset class-specific generated samples. To mitigate the biases of a classifier towards the majority class, minority samples are over-sampled at a fractional rate. Such implementation is shown to provide more robust classification boundaries. The effectiveness of our proposed method has been validated with high-dimensional, highly imbalanced and large-scale multi-class tabular datasets. The results as measured by average class specific accuracy (ACSA) clearly indicate that the proposed method provides better classification accuracy (improvement in the range of 0.7% to 49.27%) as compared to the baseline classifier.
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- Computing methodologies → Learning paradigms. Supervised learning by classification.
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generate a realistic complex data distribution. The discriminator discriminates between real and generated samples. The efficacy of generated synthetic samples to handle imbalance problems in the tabular dataset was introduced by class-conditional GANs method [3]. Due to majority class dominance, class-conditional GANs are known to suffer from mode collapse problems. Therefore, generative adversarial minority oversampling (GAMO) [13] was introduced to tackle mode collapse by considering domain constraints convex generators. The generators generate the minority class near decision boundaries, which are difficult for classifiers to classify.

Usually, cross-entropy (CE) loss-based networks perform better than the least square (LS)-based ones in classification tasks [4]. However, the GAMO classifier is based on the least square (LS) method, where the CE based approach does not improve enough the classification performance than the baseline due to the generators were not updated through complement cross-entropy loss (CCE) [2] in GAMO. Therefore, we propose two adversarial oversampling methods that cover all the possible combinations of the game between classifier, generator and discriminator. The contributions of this paper are as follows:

- Our proposed method is based on a three-player network: domain constraints class conditionals mixture of generators (G), a discriminator (D) and a classifier (Q). Unlike the adversarial minority oversampling method, utilized in benchmark three players network called GAMO, we propose an adversarial oversampling (AO) and a data-space oversampling (DO) approach.
- In AO, the G is updated by fooling Q and D simultaneously. That means, G will enforce to generate the samples within class distribution to fool the classifiers (Q). Both Q and D, simultaneously enforce generators to generate more prominent class samples near decision boundaries. Q will be updated through oversampling of class distributions to mitigate majority class distributions.
- In DO, the G is updated by fooling only D but in favour of Q, whereas, Q is updated by favouring of real samples and fooling of subset class-specific generated samples. That means, class specific subset samples are generated by G to give more robust classification boundaries. In ablation studies, we observed that each fractions of data space oversampling can improve the classification performance.

2 PROBLEM FORMULATION

Let us assume the joint distribution of training set \((X, Y)\) of which \(N\) training samples are independent and identically distributed (i.i.d) over C classes. The \(k\)-th training sample, \((x_k, y_k)\) represents the attribute information \((x_k \in \mathbb{R}^d)\) and class information \((y_k \in \mathbb{R}^C)\). The total number of samples can be presented as \(N = \sum_{c=1}^{C} p_t\), where, \(p_t\) is the size of \(l\)-th class. In real situations, distributed class \((p_t)\) is not uniform. In general, the imbalance class variances are represented as \(\{p_1, p_2,...,p_c,...,p_C\}\) where \(p_c\) is the largest class, which can be 50 times bigger than the smallest class i.e. \(p_c \geq 50*p_t\). The objective is to design a \((Q)\) that can estimate the \(Q(x^{c*}_k) = y \in y_k\) but designing such \((Q)\) is to estimate the underlying distribution of training data under imbalance settings is difficult.

3 ADVERSARIAL OVER-SAMPLING

We have proposed generative model-based two oversampling approaches, namely, adversarial oversampling (AO) and data space oversampling (DO), where samples generated by G support to improve the performance of Q. In AO, our domain constraints class-conditional generators \(G\) will generate samples at different localities of the data-space by obtaining gradients from \(D\) and \(Q\) by fooling both \(D\) and \(Q\) simultaneously. The gradients of \(Q\) are updated through real data and adversary over-sampled data to balance the decision boundaries of \(Q\). Like the basic GAN [5], \(D\) is updated to maximize the probability of assigning the real data and samples generated from \(G\). In DO, the gradients of \(G\) are updated by fooling \(D\) and favouring \(Q\) simultaneously. However, \(Q\) is updated through the real samples and generated class conditionals samples to fool \(Q\). In DO, the \(D\) is updated similarly as in AO. To mitigate the imbalance impact at \(Q\), data-space, over-sampled at a different fractional rate, is defined to observe the impact of classification performance.

3.1 Mixture of generators

When no constraint is considered at individual class generators’ outputs, the major class intervenes into minor classes domain even if the noise samples are taken from different Gaussian distributions [3, 13]. In GAMO, class-specific real data is considered at the generators, which confirms the generators’ ability to generate minor classes at minor-class distributions. Instead of generating real like data, the class conditional generators are used to generate latent vectors which select the instances (samples) of a specific class of real distributions. This ensured that all generated samples remained within minor-class distributions. Similar to GAMO, our generator is also designed to generate samples to retain all the class distributions. Both methods are based on adversarial over-samplings, therefore, we need to design a mixture of all class-conditional generators. Our mixture of generators consist of one module: class-specific weight instance (CWI) as shown in Fig. 1, which takes Gaussian normal distribution latent variable \((z)\) to map \(d\)-dimensional real value \((0, 1)\). It is obtained by using softmax activation of the last layer. The output of CWI unit is \(g(z)[k] \in \mathbb{R}^d\) since \(g(z)[k] \geq 0\) and \((g(z)[k])^T + 1 = 1\). Thus, CWI will select an instance of \(X_k\) class-data. The \(k\)-th class conditional generator’s output is obtained by considering the average weight of \(k\)-th real data distribution, which can be expressed as:

\[
G(z[k]) = (g(z[k]))^T \tau_k, \quad \tau_k \subset X
\]  

(1)

where, \(\tau_k\) is denoting all the samples of \(k\)-th class belonging to \(X\).

Finally, the adversarial game playing between three players leads to the following optimisation problem:

\[
\begin{align*}
\min_{G, Q, D} \max_{L_{AO/DO}} & L(D, Q) \\
\text{where,} & \quad L_{AO} = L_{AO}^G + L_{AO}^D + L_{AO}^Q \\
\text{and} & \quad L_{DO} = L_{DO}^G + L_{DO}^D + L_{DO}^Q
\end{align*}
\]  

(2)

where,

\[
L_{AO}^G = \mathbb{E}_{G(z[i])=p^i_t} (1 - D(G(z[i]))) + \mathbb{E}_{G(z[i])=p^i_t} \log(1 - Q(G(z[i])))
\]

\[
\text{+} \quad \text{CCE}(p_t, Q(G(z[i])))
\]

(3)
Experimental Validation

Different numerical multi-class datasets are taken from UCI machine learning repository [12] and KAGGLE competition 1 for validating the proposed methods. The detailed description of the datasets is given in Table 1. The multi-class datasets are chosen based on three major factors, such as high-dimensions, imbalanced data, and large-scale datasets. For handling the missing data, we have used the KNIM imputation technique. Secom is the only case study that has missing values in each attribute, which are filled up by setting 2-nearest neighboring values. We measure the performance of the baseline classifier \( Q \) by two indices: Average Class Specific Accuracy (ACSA) and Geometric Mean (GM) [13].

To make the experimental studies more reliable, we divided the datasets randomly so that 70% were used for training and 30% were used for testing. Thus, for theSecom dataset, the training and testing samples are \{1023, 73\} and \{440, 31\} respectively. Similarly, for the Prima dataset, class distributions are \{401, 213\} and \{99, 55\} respectively. In our case studies, in all the datasets except Wafer, the minor class present in training samples are more than the minor class present in testing samples. However, in real-life scenarios, the testing samples may be more than training samples. Thus, the Wafer dataset is a good candidate which falls under this category with the training and testing samples being \{97, 903\} and \{665, 5499\} respectively. Besides two-class classification problems, we have chosen a ten-class dataset (Yeast dataset) for checking the superiority of the proposed method. In the Yeast dataset, the train-test ratio is \( 50\% - 50\% \), where the data are shuffled randomly.

### 4.1 Existing methods

We have compared the proposed oversampling approaches with two types of oversampling methods that exist in the literature, such as the two-stages method and the one-stage method. Some popular two-stages methods are SMOTE [1], Borderline-SMOTE (B-SMOTE) [7], and ADSYN [8] where these methods are applied to balance the dataset. Some configurations for different parameters as recommended by each corresponding author [1] [7] [8] are maintained here. Thus, we have considered the five nearest neighboring points to create the synthetic samples except for the Yeast dataset, in which the minor classes are too low to follow the baseline recommendations. Hence, we have taken the minimum nearest neighboring points which support the above methods. Recently developed one-stage method like GAMO [13] is also considered for comparison. We have also compared with the complementary objective training (COT) [2] to validate the effectiveness of the proposed methods.

### 4.2 Simulation results and Discussions

Table 2 describes the classification performance for the different datasets using the ACSA and GM values [13]. Here, ACSA \[10, 13, 14\] can be defined as \( \text{ACSA} = 0.5(\text{tp}/\text{Np} + \text{ln}/\text{Nn}) \), where \( \text{Np} \) and \( \text{Nn} \) are the numbers of positive and negative samples, while \( \text{tp} \) and \( \text{tn} \) are the numbers of true positive and true negative. For fairer comparison with existing methods, we have used a testing set after each epoch of training. A similar approach has also been followed for GAMO. Since our experimental studies are based on tabular datasets, we have used 3-layered multi-layer perceptron (MLP) models for \( D, G \) and 4-layered MLP model for \( Q \). All the methods are trained on 100 epochs.
with LS loss. When we considered classical random oversampling techniques, it is observed that the proposed DO approach outperforms AO as well as alternative methods. The proposed DO methods can be applied on high-dimensional, high-IR, large scale datasets spanning over binary-class to multi-class imbalance problems. For better understanding the effectiveness of the proposed DO method, we will be experimenting on image dataset in the near future, where deep neural network will be applied.

ACKNOWLEDGMENTS
Tanmoy Dam acknowledges the scholarship from the University of New South Wales namely University International Postgraduate Award (UIPA). Md Mefahul Ferdous and Senthilnath Jayavel acknowledge funding from the Accelerated Materials Development for Manufacturing Program at A*STAR via the AME Programmatic Funding by the Agency for Science, Technology and Research under Grant No. A189b0043.

REFERENCES
[1] Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, and W Philip Kegelmeyer. 2002. SMOTE: synthetic minority over-sampling technique. Journal of artificial intelligence research 16 (2002), 321–357.
[2] Hao-Yun Chen, Pei-Hsin Wang, Chun-Hao Liu, Shih-Chieh Chang, Jia-Yu Pan, Yu-Ting Chen, Wei Wei, and Da-Cheng Juan. 2019. Complement objective training. arXiv preprint arXiv:1903.01182 (2019).
[3] Georgios Douzas and Fernando Bacao. 2018. Effective data generation for imbalanced learning using conditional generative adversarial networks. Expert Systems with applications 91 (2018), 464–471.
[4] Erik Englebrechts and Hessel Arianpouri. 2021. Generalized Jensen-Shannon divergence Loss for Learning with Noisy Labels. arXiv preprint arXiv:2105.04522 (2021).
[5] O.J Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative adversarial networks. arXiv preprint arXiv:1406.2661 (2014).
[6] Ishaan Gulrajani, Faruk Ahmed, Martin Arjovsky, Vincent Dumoulin, and Aaron Courville. 2017. Improved training of wasserstein gans. arXiv preprint arXiv:1704.00028 (2017).
[7] Hui Han, Wen-Yuan Wang, and Bing-Huan Mao. 2005. Borderline-SMOTE: a new over-sampling method in imbalanced data sets learning. In International conference on intelligent computing. Springer, 876–887.
[8] Haibo He, Yang Bai, Edwards A Garcia, and Shutao Li. 2008. ADASYN: Adaptive synthetic sampling approach for imbalanced learning. In 2008 IEEE international joint conference on neural networks (IEEE world congress on computational intelligence). IEEE, 1322–1328.
[9] Haibo He and Edwards A Garcia. 2009. Learning from imbalanced data. IEEE Transactions on knowledge and data engineering 21, 9 (2009), 1263–1284.
[10] Chen Huang, Tining Li, Chen Change Loy, and Xiaoou Tang. 2016. Learning deep representation for imbalanced classification. In Proceedings of the IEEE conference on computer vision and pattern recognition. 5375–5384.
[11] Nathalie Japkowicz. 2000. The class imbalance problem: Significance and strategies. In Proc. of the Int’l Conf. on Artificial Intelligence, Vol. 56. Citeseer.
[12] Moshe Lichman et al. 2013. UCI machine learning repository.
[13] Sankha Subhra Mullick, Shoumik Datta, and Swagatam Das. 2019. Generative adversarial minority oversampling. In Proceedings of the IEEE/CVF International Conference on Computer Vision. 1695–1704.
[14] Yu-Xiong Wang, Deva Ramanan, and Martial Hebert. 2017. Learning to model the tail. In Proceedings of the 31st International Conference on Neural Information Processing Systems. 7032–7042.

Table 2: Classification performance on Experimental datasets

| Datasets      | Q | RO+Q | COT | SMOTE+Q | B-SMOTE+Q | ADASYN+Q | GAMO | AO | DO |
|---------------|---|------|-----|---------|-----------|----------|------|----|----|
|               | ACSA| GM   | ACSA| GM      | ACSA      | GM       | ACSA| GM | ACSA| GM |
| Secom         | 75.55| 75.54| 70.38| 69.48   | 68.84     | 65.73    | 65.68| 63.56| 68.84| 65.73|
| Prima         | 76.89| 76.49| 73.09| 73.09   | 75.34     | 67.93    | 75.34| 75.20| 71.94| 68.84|
| Haberman      | 65.00| 60.91| 70.00| 69.48   | 68.84     | 63.57    | 63.57| 62.19| 62.19| 67.93|
| Wafer         | 98.82| 98.81| 97.82| 97.82   | 97.82     | 97.82    | 97.82| 97.82| 97.82| 97.82|
| Credit        | 50.61| 51.50| 50.04| 51.84   | 19.83     | 50.00    | 50.00| 50.00| 50.00| 50.00|
| Yeast         | 61.67| 60.20| 60.20| 57.17   | 57.27     | 45.52    | 55.85| 43.37| 57.52| 51.29|

Note: best outcome for each metric in bold. NA-Not Applicable.

The simulation results listed in Table 2 indicates that our DO approach is the best suitable candidate while dealing with all the key factors. For better understanding of DO at different over-sampling frequency rate ($f_s = \frac{P_s}{P}$), we have illustrated the performance on Secom dataset in Fig. 2. Besides DO, our other proposed approach i.e. AO out-performs the baseline $Q$ while considering high-dimensional and highly-imbalance datasets like Secom, Wafer and Credit dataset. The AO also outperformed GAMO in almost all the cases except for the Yeast dataset. This shows that AO with CE loss is a better option than the Gamo’s minority oversampling with LS loss. When we considered classical random oversampling technique ($RO + Q$) (that is independent of the baseline classifier), it does not guarantee performance improvement in the baseline classifier. Rather, it declines baseline performance in some cases as over-fitting the model parameters, which occurs due to the generation of samples in regions which may not be helpful to $Q$. Thus, SMOTE, B-SMOTE and ADSYN, are not good options all the time. It is also observed from Table 2 that COT is not a suitable option for handling imbalanced classification problem. Thus, for handling highly imbalanced and high-dimensional big datasets, the proposed DO-based single-stage method is performing better than not only the two-stage classical oversampling methods but also the recently developed single-stage variants.

Figure 2: Performance of $Q$ at different sampling frequency rate