Development of physical property prediction models for polypropylene composites with optimizing random forest hyperparameters
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Abstract
The physical properties required in polypropylene composites (PPCs) vary depending on the purpose of use. In the manufacturing of PPCs, it is crucial to determine the types and quantities of numerous reinforcements to meet the required physical properties. Owing to industrial complexity, most PPC manufacturers produce the composites repeatedly until the desired physical properties are obtained. Hence, to reduce trial and error, we developed prediction models for the physical properties of PPCs based on commercial recipe data. The recipe data included information about five physical properties of composites manufactured using 90 materials. In complex industrial environments, because one recipe is usually composed of 2–12 materials, numerous combinations of data sets are created. It causes the lack of the same material combination data sets and thus makes it difficult to develop a good
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performance model. Therefore, a novel categorization process is suggested as data preprocessing to overcome the data imbalance problem. The models for predicting the five physical properties (flexural strength, melting index, tensile strength, specific gravity, and flexural modulus) were developed using random forest, and the performance of the prediction models was improved via hyperparameter optimization. Furthermore, the effects of the materials on the performance of the models were numerically described through variable importance analysis. Finally, a software was developed to implement the prediction models in the industry. The software was applied to a commercial composite and achieved high accuracy, demonstrating the effectiveness of this study. Thus, the software suggests decision-making solutions to save cost and time by reducing the trial and error in the industrial environment with high complexity.
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## 1 INTRODUCTION

A composite material is defined as a mixture (complex) of two or more materials. Generally, the mixture has a superior structure in performance and function than that of each component material. The general structure of the composite material is composed of a matrix, which serves as the bonding material, and a filler, which serves as reinforcement. One of the representative composite materials is the composite resin. Among the composite resin, polypropylene composites (PPCs) are widely used in various areas and in numerous applications, such as electrical equipment, laboratory equipment, textiles, reusable containers, aerospace structures, infrastructure, pipes, and tanks.1–7 PPCs have many merits with flowability, mechanical characteristics, weatherability, and chemical resistance, and are economical considering cost aspects.8

Because of the versatility of PPCs, the required physical properties are countless and vary depending on the purpose of end products. At present, most manufacturers in the composite resin industry attempt to meet the specifications of PPC products by trial and error. In other words, the manufacturing and testing of the composites are performed repeatedly until the desired properties are obtained. It is impossible to predict the physical properties of the PPC owing to the absence of theoretical or mathematical models about these physical properties; moreover, in complex industrial environments, because one recipe is usually composed of 2–12 materials, numerous combinations of data sets are created. They are therefore forced to utilize a similar recipe with the desired specifications first to produce the PPCs; thereafter, some raw
materials are added repeatedly until the required physical properties are obtained. This trial-and-error process reduces the productivity of the industry.

Materials 4.0, introduced by Jose and Ramakrishna, refers to the fourth paradigm of materials research, such as prediction of properties, design, and discovery of novel materials. The authors insisted that Materials 4.0 could use data to overcome human limitations, such as trial and error, and one of the methods of Materials 4.0 is machine learning (ML). Several materials studies using ML have been conducted successfully. Kazi et al. developed an artificial neural network (ANN) model for fiber-reinforced polymeric composites to satisfy required target properties while achieving the target filler content of composites. The ANN model also played a major role in determining the optimal filler content of cotton fabrics. Jiang et al. devised a melt index prediction model using a relevance vector machine (RVM) based on data from an actual polypropylene (PP) production plant for a reliable estimation of the melting index (MI) to control the quality of PP. The RVM-based model achieved a high MI prediction accuracy using nine process variables, such as process temperature, pressure, and flow rates. Ouyang et al. reviewed the applications of ML in studying and optimizing the thermal properties of materials. The authors found that ML plays an important role in the study of thermal transport in complex materials and can provide valuable insights into the material information without the significant computational costs of traditional simulation.

Recently, ML-based prediction models are being developed in various industries as well as in the materials industry. Coley et al. developed a prediction model using a convolutional neural network for four properties of molecules: aqueous solubility, octanol solubility, melting point, and toxicity. They demonstrated the use of neural network-based models that do not rely on exhaustive molecular descriptor calculations or experimental parameters. Kwon et al. used an ML-based prediction model to predict the temperature of the distillation column for controlling a chemical process. They optimized the operating conditions of the distillation process using the prediction model reduced steam consumption by approximately 14% using the prediction model. Li et al. used the Legendre moments algorithm and rotation forest to predict drug–target interactions. Drug–target interactions can be identified by traditional experimental methods; however, they are time-consuming, tedious, and expensive. To solve this problem, they proposed a prediction model with a drug molecular structure and protein sequence, and the proposed model proved superior to comparative methods. Tao et al. attempted to accelerate the discovery of efficient perovskite photocatalysts for photocatalytic water splitting using ML. The authors used the Pearson correlation coefficient to compare the performances of different algorithms, including gradient boosting, support vector machine, ANN, and random forest (RF). They employed a structural-property model with the highest accuracy for the rate of hydrogen production and the proper bandgap; thereafter, they developed user-friendly web servers to predict them, which could provide guidance for material design and optimization. Wang et al. developed a prediction model for the concentrations and spatial distributions of six heavy metals (Pb, Cd, Cr, As, Hg, and Zn) in soil using RF and verified that the developed model had a better performance than that of the existing land use regression model.

However, ML-based prediction models have an overfitting problem in limited industrial environments with a high complexity, such as the composite resin industry. RF is an ensemble method for learning multiple decision trees (DTs) and is used in various problems, such as classification and regression analysis. RF is also an effective algorithm for overcoming the problem of model overfitting in industry under limited resources. The superior predictive performance of RF has been verified through comparisons with many algorithms. Nguyen et al. used ML for the implementation of catalyst informatics. They developed an ML-prediction model for the C₂ yield of catalysts using atomic number for the catalyst design under
experimental conditions, such as temperature, pressure, and flow rates; here, RF achieved the best predictive performance among the algorithms (linear regression, least-squares linear regression, support vector regression with linear kernel, kernel ridge, and support vector regression) used.22 Watt et al. developed a dothistroma needle blight prediction model using environmental variables, such as relative humidity and compared the performance of the developed prediction models. The comparison showed that prediction models based on RF have the best prediction performance among multiple regression, XGBoost, and RF.23 Zekić-Sušac et al. predicted the energy cost of a public building using ANN, and RF to create an efficient model that can predict the cost of energy consumption and extract important features; the prediction performance of the RF algorithm was superior.24

Previous studies have identified problem-solving by developing ML-based prediction models. Moreover, RF algorithms performed better than other algorithms in the utilization of industrial data. Table 1 presents a summary of the proposed prediction models in the composite field literature. Despite the many contributions to developing prediction models for composites, several challenges remain to be addressed. The industry mostly has a complex environment; for example, it is difficult to develop a robust prediction model for PPCs data because the data are too biased. PPCs manufacturing data are organized using recipe data consisting of numerous materials, combinations, and compositions. However, most studies have focused on predicting properties using a few materials composed of only one combination rather than a recipe base, which is a mixture of various kinds of raw materials. Occasionally, these studies achieve high predictive performance on some data sets except data sets from complex industries. Moreover, some studies only focused on the prediction performance of the model and ignored the overfitting problem.

To solve these problems, we developed an RF-based model to predict the physical properties of PPCs to be manufactured based on numerous materials, material combinations, and compositions. A novel preprocessing categorization procedure is proposed to solve the overfitting problem. The prediction model is based on real commercial recipe data, and it uses the type and composition of the materials to predict the physical property of the PPC. We also developed a software that uses the prediction models for industrial applications, and it suggests decision-support solutions for industrial applications to save cost and time by reducing trial and error.

The novelty and major contributions of this study are as follows:

- This study proposed a framework for developing the prediction model by training recipe-based data in limited industrial environments with a high complexity.
- A novel categorization process is suggested as data preprocessing to overcome the overfitting issue due to the data imbalance problem.
- This is the first study that predicts the physical properties of PPCs with the numerous types and compositions of materials simultaneously.
- A user-friendly software is developed for implementing the prediction models in industry. The software has the model upgrade system by updating the new recipe data from the manufacturer to the industry; thus, the model performance is continuously intensified.

Figure 1 shows an overview of the development process of the physical property prediction model for PPCs. The prediction model using RF was developed by PPC recipe data, data preprocessing, and hyperparameter optimization (HPO). The developed prediction model was evaluated through evaluation criteria, and the material-specific impact was analyzed through variable importance (VI) analysis. Finally, the software containing five physical property prediction models was developed.
| References | ML methods | Industrial fields | Number of data/categories | Descriptions |
|------------|------------|-------------------|---------------------------|--------------|
| Kazi et al. \(^{10}\) | ANN        | Cotton fiber PP composite | Nondisclosure | • This study predicts the amount of targeted filler content with target properties  
  • This model predicts the weight percentage of only one material |
| Jiang et al. \(^{11}\) | MPSO-RVM   | PP composite      | 85/1                     | • This study focuses on the relation between the process operating conditions and PP property  
  • This study proposes only how to control the operational conditions for the property |
| Huang et al. \(^{10}\) | ANN SVM    | Cement composite  | 114/1                    | • This study predicts the properties of cement composites and explores the relationships among them  
  • This study does not include more influential factors in the model because of the limitations of the data |
| Lu et al. \(^{31}\) | MOGWO-SVM WOA-SVM PSO-SVM SVM | Building material | 207/1                    | • This model considers the prediction accuracy and stability of the model simultaneously  
  • This model has a problem of being less likely to be utilized because of the limitations and lack of the data set |
| Daghigh et al. \(^{32}\) | KNNR       | Bio-nano-composite | 50/16                    | • This study predicts the properties of composites using the compositions  
  • This model has a problem of being less likely to be utilized because of the limitations and lack of the data set |
| Qi et al. \(^{33}\) | PSO-ANN    | Cement composite  | 396/1                    | • This study predicts CPB strength using the PSO-ANN method  
  • This study has a limitation of omitting influential variables |

Abbreviations: ANN, artificial neural network; CPB, cemented paste backfill; KNNR, K-nearest neighbor regressor; ML, machine learning; MOGWO, multiobjective grey wolf optimizer; MPSO, modified particle swarm optimization; PP, polypropylene; PSO, particle swarm optimization; RVM, relevance vector machine; SVM, support vector machine; WOA, whale optimization algorithm.
The rest of this paper is organized as follows. Section 2 describes the RF algorithm, model performance evaluation criteria, and gridsearch. Section 3 details the process of developing the physical property prediction models. Section 4 presents the predictive performance of the models and the VI analysis results. Section 5 describes the software developed to incorporate the five proposed physical property prediction models. Finally, Section 6 summarizes the expected effectiveness of and utilization plan for the developed models and VI analysis results.

2 | PRELIMINARIES

2.1 | Random forest

RF is an ensemble learning method used for classification and regression analysis, first introduced in 2001 by Breiman. RF is a combination of tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest. Relevant to the concept of RF is the DT, which is an ML method that connects the observed value for an item with the target value and has been used effectively in supervised classification learning. Because overfitting may occur when only one DT is used, RF which is composed of multiple DTs has been applied in recent research. Using the average of prediction results from multiple DTs or multiple prediction results in this

FIGURE 1 Overview of a prediction model using random forest. FS, flexural strength; PP, polypropylene [Color figure can be viewed at wileyonlinelibrary.com]
manner is called the ensemble method, which can solve overfitting problems because the generalization performance is enhanced compared with that of using only one DT.35

The process of forming a DT is as follows. First, \( n \) training data are randomly selected in the training data set. This process is called "bootstrap" and improves the stability and accuracy of the algorithm. Afterward, \( d \) feature values to be used as input data for the regression are selected from the selected \( n \) data (for the PPC data, the wt\% of the used material corresponds to the feature value). Finally, a DT is formed and trained using the \( n \) training data and \( d \) input data.

Data classification criteria are required to form a DT. The better the criteria, the higher the performance of the DT. This is because better data classification criteria lower data errors in a node. To choose the best data classification criteria, the DT calculates and compares the residual sum of squares (RSS) of all the feature values for every node. The criteria with the smallest RSS are selected for each node; subsequently, the nodes are divided by the criteria, and a DT is formed. When this process is repeated \( k \) times, an RF with \( k \) DTs is created. RSS and \( \hat{y} \) are calculated as shown in Equations (1) and (2).36,37

\[
J = \frac{m_{\text{left}}}{m} \sum (y - \hat{y}_{\text{left}})^2 + \frac{m_{\text{right}}}{m} \sum (y - \hat{y}_{\text{right}})^2, \tag{1}
\]

\[
\hat{y} = \frac{1}{m} \sum y, \tag{2}
\]

where \( J \) is the RSS, \( m_{\text{left}} \) is the amount of data in the left node, \( m_{\text{right}} \) is the amount of data in the right node, and \( m \) is the amount of data in the node before classification. \( y \) is the output of data (in the case of PPC data, the physical property of the used material corresponds to \( y \)), and \( \hat{y} \) is the mean of \( y \) in each node.

RF has a number of hyperparameters, but we performed optimization only for three of these: (i) the number of DTs forming the RF; (ii) the maximum depth of the DT, which is a hyperparameter of the DT; and (iii) the minimum number of samples in a node. The number of DTs literally denotes the number of DTs forming an RF. The DTs in an RF have different criteria for segmenting data and the different characteristics of the DTs, such as the number of nodes. Because RF derives its final result by summarizing the results of multiple DTs, the larger the number of DTs, the higher the performance of the RF-based prediction model. However, if the number of DTs is excessively large, the prediction will consume much time, and the accuracy will drop. Hence, it is crucial to determine an appropriate number of DTs for high prediction performance.

2.2 Evaluation criteria

There are many evaluation criteria for the performance of an ML prediction model, including root mean-squared error (RMSE), coefficient of determination \((R^2)\), mean absolute error (MAE), and mean absolute percentage error (MAPE).38–40 We evaluated the performance of the RF-based prediction models using RMSE, normalized RMSE (NRMSE), and \( R^2 \). These three evaluation criteria are calculated as shown in Equations (3)–(5):41–43

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(S_{ia} - S_{ip})^2}{N}}, \tag{3}
\]
\[
NRMSE = \frac{RMSE}{\max(S_{ia}) - \min(S_{ia})},
\]
where \(N\) is the number of data points used for calculation; \(S_{ia}\) is the \(i\)th real value; \(S_{ip}\) is the \(i\)th predicted value; and \(\max(S_{ia})\) and \(\min(S_{ia})\) are the maximum and minimum of the actual values, respectively.

\[
R^2 = 1 - \frac{\sum_{i=1}^{N} (S_{ia} - S_{ip})^2}{\sum_{i=1}^{N} (S_{ia} - \bar{S}_{ia})^2},
\]

3 | PREDICTION MODEL DEVELOPMENT

In this section, we describe the process of developing the prediction models for five physical properties. Figure 2 shows a flowchart of the model development, results, and application. The flowchart is in the same order as the configuration of the study.

3.1 | Data set

Table 2 shows the PPC recipe data (from GS Caltex Corporation) used in this study. The total number of recipes was 852. The recipes included data for real PP products of GS Caltex Corporation; thus, the data were encoded with alphanumeric characters based on a nondisclosure agreement. A part of the encoded data is released as support information (100 recipes). A total of 90 types of materials, including 41 PPs (P001–P041), 18 fillers (F001–F018), 22 rubbers (R001–R022), and 9 other additives (OTH1–OTH9), were included. Each recipe represents the types and quantities of materials used to produce PPCs and the physical properties of the composites produced using these recipes. This information about recipes (types and quantities of materials) are the inputs for prediction models, and the properties of recipes are the outputs. Although not all coded materials

![Flowchart of the prediction model development. RF, random forest; VI, variable importance](wileyonlinelibrary.com)
can be disclosed, the PPs included homo-PP, impact PP, and high crystallinity PP; the filler included mica and CaCO₃; the rubber included ethylene-butane rubber and ethylene-octene rubber. Other materials included carbon black, retardant, and so forth.

The data set encompassed five physical properties of PPCs, which were tested with American Society for Testing and Materials (ASTM) methods. The five physical properties include flexural strength (FS), MI, tensile strength (TS), specific gravity (SG), and flexural modulus (FM). FS refers to the maximum force that can bend a material without distorting or fracturing it. The three-point bending method is generally used to measure FS. The test apparatus has a high maintenance cost and space limitations for installation and use, and it requires a high cost for producing the necessary specimen. The proposed model is therefore expected to help reduce this testing cost.

| Recipe number | PP    | Filler | Rubber | Others | Physical property |
|---------------|-------|--------|--------|--------|-------------------|
|               |       |        |        |        | FS    | MI    | TS    | SG   | FM   |
| 1             | P030: | F016:  | R010:  | OTH1:  | 30.8  | 14.8  | 21.1  | 0.947| 2303 |
|               | 64.78 | 1.98   | 2.97   | 0.99   |       |       |       |      |      |
|               | P017: | 7.91   | R011:  | OTH3:  | 10     |       |       |      |      |
| 2             | P006: | F002:  | R003:  | OTH1:  | 2.1   | 7.4   | 0.996 | 62   |      |
|               | 23.48 | 14.68  | 51.86  | 1.96   |       |       |       |      |      |
|               |       |        |        | OTH4:  |       |       |       |      |      |
|               |       |        |        | 3.91   |       |       |       |      |      |
|               |       |        |        | OTH6:  | 0.20  |       |       |      |      |
|               |       |        |        | OTH8:  | 3.91  |       |       |      |      |
| 3             | P014: | F016:  | R010:  | OTH1:  | 31    | 26.36 | 21.4  | 0.943| 1541 |
|               | 29.52 | 7.62   | 1.90   | 2.86   |       |       |       |      |      |
|               | P030: | 50.48  | R017:  | OTH7:  | 1.90  |       |       |      |      |
| 4             | P014: | F009:  | R010:  | OTH1:  | 31.6  | 27    | 21.6  | 0.944| 1503 |
|               | 28.57 | 7.62   | 1.90   | 2.86   |       |       |       |      |      |
|               | P030: | 52.38  | R017:  | OTH7:  | 1.90  |       |       |      |      |
| 5             | P024: | F003:  | R002:  | OTH8:  | 1.9   | 9.43  | 1.5   | 0.93 | 46   |
|               | 17.65 | 4.90   | 24.51  | 1.96   |       |       |       |      |      |
|               |       |        | R003:  |       |       |       |       |      |      |
|               |       |        | 14.71  |       |       |       |       |      |      |
|               |       |        | R005:  | 29.41  |       |       |       |      |      |
|               |       |        | R007:  | 6.86   |       |       |       |      |      |
| 848           | P019: | F007:  | R012:  | OTH1:  | 36    | 26.9  | 23.3  | 0.997| 1995 |
|               | 42.16 | 13.73  | 5.88   | 1.96   |       |       |       |      |      |
|               | P022: |        | R013:  |       |       |       |       |      |      |
|               | 27.45 |        | 4.90   |       |       |       |       |      |      |
|               | P039: |        |        |       |       |       |       |      |      |
|               | 3.92  |        |        |       |       |       |       |      |      |
| 849           | P019: | F013:  | R010:  | OTH1:  | 27.8  | 19    | 1.026 | 1639 |
|               | 59.29 | 19.76  | 19.76  | 0.99   |       |       |       |      |      |
|               |       |        |        | OTH6:  | 0.20  |       |       |      |      |
| 850           | P029: | F009:  | R021:  | OTH1:  | 46.7  | 15.06 | 29    | 1.185| 4388 |
|               | 9.70  | 38.80  | 4.85   | 1.94   |       |       |       |      |      |
|               | P030: | 43.65  |        |       |       |       |       |      |      |
| 851           | P018: | F016:  | R010:  | OTH1:  | 24.2  | 30.5  | 17.3  | 0.994| 1826 |
|               | 56.93 | 11.39  | 2.85   | 2.85   |       |       |       |      |      |
|               | F017: | 5.69   | R014:  | 0.19   |       |       |       |      |      |
|               | 5.69  |        | 5.69   |       |       |       |       |      |      |
|               | R018: | 12.33  |        | 2.08   |       |       |       |      |      |
| 852           | P029: | F009:  | R013:  | OTH1:  | 33.2  | 7.3   | 22.5  | 1.04 | 2129 |
|               | 59.69 | 21.52  | 9.78   | 1.96   |       |       |       |      |      |
|               |       |        | R017:  | OTH3:  | 2.02  |       |       |      |      |
|               |       |        | 6.85   |       |       |       |       |      |      |

Abbreviations: FM, flexural modulus; FS, flexural strength; MI, melting index; PP, polypropylene; SG, specific gravity; TS, tensile strength.
MI refers to the weight of the resin that flows through a capillary for 10 min at a certain load and temperature. The MI measurement of PPCs is critical because it is directly related to the physical properties of the polymer products. However, MI measurement, like the aforementioned testing method for FS, also requires much time and cost.\textsuperscript{45,46} TS refers to the maximum stress when a material is fractured by a tensile load. TS is one of the most common items among mechanical property tests of plastics, specifically those relevant to tensioning. Meanwhile, SG refers to the weight of a resin per unit volume and is a fundamental physical property of polymers. SG must be measured for recipe development because it affects the physical properties and processing conditions of the processed products. Lastly, FM is the ratio of stress to strain within the elastic limit when a flexural load is applied to a polymer. In general, the larger the crystallinity and MI, the better the FM becomes.

3.2 Preprocessing

We performed two preprocessing steps before data training. The first step was the removal of missing values, and the second step was categorization. Missing values, which refer to data with empty values, must be removed in the preprocessing step because, otherwise, data would not be classified properly during the categorization step. The recipe data used in this study contained many missing values for the physical properties, and thus the missing values for each property had to be removed. After the missing values were removed, categorization was performed to solve the data imbalance problem. The data imbalance problem means that the data have a biased distribution. In complex industrial environments, because one recipe is generally composed of 2–12 materials, numerous combinations of data sets are created. If the data set is split randomly, the prediction models could be trained using data having only a few combinations of materials. This explains the overfitting issue due to the data imbalance problem during the data training process. To solve this problem, we grouped together recipes that use the same materials, referring to this process as categorization. Figure 3 shows the categorization process. First, when a certain material was used in a recipe (material's wt\% > 0), it was marked with a T; otherwise (material's wt\% = 0), it was marked with an F for data set binning. These labels were then changed to a code consisting of T's and F's, thus assigning a unique code to each recipe. If the codes were the same, the recipes were classified into the same type; otherwise, the recipes were classified into different types. Table 3 lists the number of recipes and categories remaining for each property after the missing values were removed.

After categorization, each of the groups included 1–12 recipes, indicating that the groups had from one recipe at the minimum to 12 recipes at the maximum, and the combinations had recipes featuring different compositions of the same materials. To train a model on all the recipe types, the prediction model must be trained on at least one recipe from each group. In addition to training the model on all recipe types, to avoid overfitting issues, the data were divided into training, validation, and test data sets. However, the random data split method typically used for regression does not require the model to be trained for all types of recipes. Hence, we defined the rule based on the number of recipes belonging to each group, as shown in Figure 4A. For example, if there were five recipes in one group, as shown in Figure 4B, three recipes could be classified into the training data set, one recipe to the validation data set, and one recipe to the test data set, respectively. As a result, three data sets were created for training, validation, and testing by the rule. Thus, the data imbalance problem could be solved because the model could be trained based on all types of recipes; moreover, the overfitting issue could be solved by using the data sets. Table 4 shows the number of...
the training, validation, and test data sets after the data were divided based on physical property. The division ratio was approximately 6:2:2.

3.3 Hyperparameters optimization

Hyperparameters are one of the most important factors in developing prediction models using ML, and they are also crucial for RF prediction models. A hyperparameter is a parameter
used to specify an algorithm for composing an ML model or minimizing the loss function, and thus the calculation time or prediction performance of the model depends on the hyperparameters. However, hyperparameters do not have set values because they cannot be inferred directly from data training and can vary based on the used data. Therefore, hyperparameters must be selected based on previous experience or trial and error. This process of determining the optimal set of hyperparameters is called “hyperparameter tuning” or “hyperparameter optimization (HPO).”

TABLE 3 Number of recipes and categories available per physical property

| Physical property | Number of recipes | Number of categories |
|-------------------|-------------------|----------------------|
| FS                | 844               | 484                  |
| MI                | 521               | 301                  |
| TS                | 842               | 483                  |
| SG                | 839               | 486                  |
| FM                | 847               | 485                  |

Abbreviations: FM, flexural modulus; FS, flexural strength; MI, melting index; SG, specific gravity; TS, tensile strength.

FIGURE 4 Data splitting process: (A) rules for data splitting and (B) example [Color figure can be viewed at wileyonlinelibrary.com]
In this study, we used a gridsearch, which is a method of comparing prediction performance for combinations of hyperparameters and is capable of comparing all combinations simultaneously. Gridsearch is often used for the optimization of hyperparameters because it can optimize the hyperparameters if the prediction model, type of hyperparameter, and data set are available. In general, gridsearch compares $R^2$ (score) using the $k$-fold cross-validation method, which evaluates a data set by dividing it into random $k$ parts. However, because this study used categorized data, we calculated the score using a validation data set generated through data split after categorization instead of using the $k$-fold method. Figure 5 shows the process of the gridsearch used in this study. The gridsearch process is as follows:

(i) Select hyperparameters for a case study of the RF (types and range of values).
(ii) Generate $n$ prediction models by applying $n$ combinations of hyperparameters generated by the selection in (i).
(iii) Train $n$ prediction models using the training data, and calculate the score by verifying the prediction model with the validation data.
(iv) Select the combination of hyperparameters with the highest score by comparing the scores calculated in (iii).

Table 5 shows the total cases of HPO. The number of DTs was set to 20, the maximum depth of DT was set to 10, and the minimum number of samples in a node was set to 1, 2, and 3. Thus, the total number of hyperparameter combinations compared using gridsearch was 600. The combinations determined using gridsearch were represented as “(number of DTs, maximum depth of DT, minimum number of samples in a node).”

Figure 6 shows a three-dimensional (3D) graph of the gridsearch results for FS indicated as scores according to the number of DTs, maximum depth of DT, and minimum number of samples in a node. The $x$-axis, $y$-axis, and $z$-axis represent the number of DTs, maximum depth of DT, and minimum number of samples in a node, respectively. The dots in the graph represent all tested combinations of hyperparameters, whereas the colors of the dots indicate the score according to the combination of hyperparameters. The score here signifies the $R^2$ calculated via a comparison of the actual FS with the FS predicted by the prediction model using the validation data. The closer the color is to yellow, the higher the score, and the closer the color is to purple, the lower the score. The trend of the hyperparameters can be determined based on the changes in the colors of the dots. In Figure 6, as the minimum number of samples in a node decreases from 3 to 1, the yellow dots increase in number. Thus, the smaller the
minimum number of samples in a node, the higher the performance of the RF-based prediction model. Regardless of the minimum number of samples in a node, the smaller the number of DTs and the maximum depth of DT, the lower the score. However, the combination with the highest score is (15, 55, 1), suggesting that a large number of DTs and a large maximum depth of DT do not always result in a high score. In Figure 6, the combinations of hyperparameters with the highest and lowest scores are (15, 55, 1) and (10, 10, 3), respectively, which are indicated by red squares. To predict the five physical properties, five RF-based physical property prediction models are required. To optimize the hyperparameters of the remaining MI, TS, SG, and FM prediction models, we found the optimized hyperparameter combination with the

![Diagram](image-url)
highest score using the same method described previously. Figures 7–10 show the gridsearch results of the prediction model for each physical property. The other physical properties (MI, TS, SG, and FM) proceed with HPO in the same way as that of FS. Using gridsearch, we compared the performance of the models for 600 hyperparameter combinations for each physical property. The results showed that the performance of the prediction model was changed by the combination of hyperparameters, and that the optimal hyperparameter combinations of the prediction model were different among the physical properties.
4 | RESULTS

4.1 | Model performance

After HPO, parity plots and evaluation metrics were used to determine the performance of each prediction model. Figure 11 shows parity plots for every property prediction results when the hyperparameter combinations are the worst and the best. In Figure 11, the x-axis represents the actual FS values of the test data set, whereas the y-axis represents the FS value predicted by...
the prediction model. The closer the blue dots to the straight line $y = x$ (red), the better the match between the actual and predicted values. When the distributions of dots are compared, the dots of the prediction model with the hyperparameter combination (15, 55, 1) are observed to be closer to the straight line $y = x$. In other words, the prediction model performance with the
combination (15, 55, 1) is higher than that with the combination (10, 10, 3). RMSE, NRMSE, and $R^2$ were then used to compare the performance of the prediction model based on objective values. The prediction model with the hyperparameter combination (10, 10, 3), which had the lowest score, had an RMSE of 10.3748, NRMSE of 0.0558, and $R^2$ of 0.8895. By contrast, the prediction model with the hyperparameter combination (15, 55, 1), which had the highest score, had an RMSE of 9.1163, NRMSE of 0.0491, and $R^2$ of 0.9147. Thus, the hyperparameter combination with the highest score had an RMSE and NRMSE lower by 1.2585 and 0.0067, respectively, and an $R^2$ higher by 0.0252 compared with those of the hyperparameter combination (10, 10, 3).
combination with the lowest score. Using the same method described for the FS parity plot, MI, TS, SG, and FM parity plots are shown in Figures 12–15, respectively.

Table 6 shows the results of evaluating the performance for each physical property based on the hyperparameter combinations with the lowest and highest scores, as obtained from the gridsearch results. As with the FS prediction model, the performance evaluations of these prediction models were performed using the test data set. The optimized hyperparameter combination for the MI prediction model was (10, 40, 1), of which the RMSE and NRMSE

*FIGURE 10  Gridsearch results for FM. DT, decision tree; FM, flexural modulus [Color figure can be viewed at wileyonlinelibrary.com]*
were lower by 0.9782 and 0.0173, respectively, and the $R^2$ value was higher by 0.0549 than those of the lowest-scoring combination (5, 35, 3). The optimized hyperparameter combination of the TS prediction model was (20, 55, 1), of which the RMSE and NRMSE values were lower by 0.6775 and 0.0047, respectively, and the $R^2$ value was higher by 0.0154 than those of the lowest-scoring combination (5, 10, 1). The optimized hyperparameter combination of the SG prediction model was (20, 55, 1), of which the RMSE and NRMSE values were lower by 0.0138 and 0.0276, respectively, and the $R^2$ value was higher by 0.0803 than those of the lowest-scoring combination (10, 10, 1). The optimized hyperparameter combination of the FM prediction model was (5, 55, 1), of which the RMSE and NRMSE values were lower by
103.2602 and 0.0073, respectively, and the $R^2$ value was higher by 0.0174 than those of the lowest-scoring combination (10, 10, 2).

### 4.2 VI analysis

The disadvantage of RF is that it is difficult to explain the relationship between input and output data because it is a black-box algorithm. To complement this shortcoming, VI, which is a value representing the input data that have an important role in prediction performance within the RF algorithm, was used. Therefore, the degree of effect of specific input data on
RMSE, NRMSE, and $R^2$ of the prediction models can be compared through VI analysis.\textsuperscript{51,52} Among the different types of VI, we used the mean decrease in impurity (MDI) importance, which is a representative VI. MDI importance represents the average of impurity reduction when input data are split individually, and it allows for a fast intuitive analysis.\textsuperscript{53} Figure 16 shows one of the DTs, which comprises the FS and MI prediction models. The first criteria of classification in the DTs are $X[44]$ and $X[21]$, which refer to F004 in Figure 16A and P022 in Figure 16B. In addition to F004 and P022, many types of materials could be used as the criteria for classification. Among them, the best criterion to classify data is referred to as a material.

**FIGURE 15** Parity plots for FM prediction: (A) hyperparameter combination (10, 10, 2), (B) hyperparameter combination (5, 55, 1). FM, flexural modulus [Color figure can be viewed at wileyonlinelibrary.com]

**TABLE 6** Evaluation of prediction models for tested physical properties

| Hyperparameters | Evaluation |
|-----------------|------------|
| | Number of DTs | Maximum depth of DT | Minimum number of samples in node | RMSE | NRMSE | $R^2$ |
| FS | 10 | 10 | 3 | 10.3748 | 0.0558 | 0.8895 |
| | 55 | 15 | 1 | 9.1163 | 0.0491 | 0.9147 |
| MI | 5 | 35 | 3 | 4.9429 | 0.0876 | 0.8461 |
| | 10 | 40 | 1 | 3.9647 | 0.0702 | 0.9010 |
| TS | 5 | 10 | 1 | 5.7666 | 0.0398 | 0.9304 |
| | 20 | 55 | 1 | 5.0891 | 0.0351 | 0.9458 |
| SG | 10 | 10 | 1 | 0.0320 | 0.0538 | 0.8816 |
| | 20 | 55 | 1 | 0.0182 | 0.0305 | 0.9619 |
| FM | 10 | 10 | 2 | 444.7644 | 0.0315 | 0.9577 |
| | 5 | 55 | 1 | 341.5042 | 0.0242 | 0.9751 |

Abbreviations: DT, decision tree; FM, flexural modulus; FS, flexural strength; MI, melting index; NRMSE, normalized root mean-squared error; RMSE, root mean-squared error; SG, specific gravity; TS, tensile strength.
with a high VI value. In this study, using VI analysis, we identified the materials with high VI values for every prediction model. Figure 17 shows the VI values for the top 10 materials that have the largest effects on the five tested physical properties of PPCs, that is, FS, MI, TS, SG, and FM. The VI value of the material that had the largest effect on the performance of the prediction model was set to 1, whereas the VI values of the other top nine materials were expressed as a value relative to 1. The VI value of the FS prediction model was the highest for F004, a type of filler, followed by the VI values of additives OTH5 and OTH1, at 0.01731 and
0.01621, respectively. By contrast, the VIs of materials other than F004 had very low values. Meanwhile, the VI value of the MI prediction model was the highest for P022, a type of PP, followed by P034 and R017, a type of rubber, at 0.60942 and 0.32166, respectively. Because six of the top 10 materials with high VI values were PP, PP is more important than filler, rubber, and other additives for the MI prediction models. The TS, SG, and FM prediction models have F004 as the material with the highest VI value similar to that of the FS prediction model. Consequently, the input and ratio of F004 are important to control the FS, TS, SG, and FM of the PPCs, and the selection of the type and ratio of PP are important to adjust the MI.

5 | APPLICATION: SOFTWARE FOR PHYSICAL PROPERTY PREDICTION

On the basis of our proposed prediction models for five physical properties, we developed a software for predicting the physical properties, using the PyInstaller library. The language of the software is python. The software simultaneously shows the five physical property prediction values of the PPC that would be generated from the composition value of the materials. Figure 18 shows the running screen of the software, which is composed of a field for entering the input composition (wt%) of each material, a field for the prediction results, and buttons, including “Predict” and “Cancel.”

![Graphical user interface of the software](wileyonlinelibrary.com)

**Figure 18** Graphical user interface of the software [Color figure can be viewed at wileyonlinelibrary.com]

**Table 7** Data for recipe 782

| Recipe number | PP      | Filler  | Rubber  | Others | Physical property |
|---------------|---------|---------|---------|--------|-------------------|
|               | FS      | MI      | TS      | SG     | FM               |
| 782           | P019: 59.29 | F013: 19.76 | R010: 19.76 | OTH1: 0.99 | 27.8 | 19 | 1.026 | 1639 |
|               | OTH6: 0.20 |         |         |        |                  |

Abbreviations: FM, flexural modulus; FS, flexural strength; MI, melting index; PP, polypropylene; SG, specific gravity; TS, tensile strength.
The software is simple to run. When the material composition (wt%) of the recipe is inputted, and the “Predict” button is clicked, the predicted physical properties of the resulting PPC are calculated and displayed on the screen. As an example, Table 7 shows the types, composition, and physical properties of the materials used in recipe 782, which was randomly selected from among the data not used for training. Recipe 782 is of a composite resin made of a combination of five materials: P019 (59.29 wt%), F013 (19.76 wt%), R010 (19.76 wt%), OTH1 (0.99 wt%), and OTH6 (0.2 wt%). Table 8 shows the predicted values and error rates for each physical property as calculated by the software for recipe 782. When the actual and predicted values were compared, the two values were highly similar, whereas the MI, a missing value, could also be predicted. Among the five physical properties, SG exhibited the highest accuracy, with the lowest error rate of 0.48%, whereas FS exhibited the highest error rate of 4.6%. In addition, the TS prediction model exhibited an error rate of 2.1% with the actual value, whereas the FM prediction model exhibited an error rate of 4.4%.

According to the results of the test, although slight errors exist for all predicted physical property values, these are expected to be solvable with an increase in the amount of training data. Furthermore, because the five physical property prediction models are independent of each other, they have an advantage in that if the prediction accuracy is low for a specific property, only the model of the corresponding property would need to be improved. When the developed software is applied to the actual composite-manufacturing industry, the physical properties of the composites can be predicted, thus saving the time and cost in the development of new recipes of composites with desired properties. Additionally, the software can be improved continuously by training the model with a newly developed recipe.

6 | DISCUSSIONS

Currently, most manufacturers in the industry meet the specifications of PPC products by a trial-and-error repetition of composite resin manufacturing and testing. This trial-and-error approach is adopted because of the lack of a theoretical or mathematical model for complex resin properties. We aimed to address this problem by developing a prediction model using ML. However, when existing research methods are used to develop prediction models for the composite resin industry data, it is difficult to apply them to industry because the combination and composition of numerous materials create infinitely many cases; moreover, the data are unevenly distributed and biased.

Therefore, in this study, we used the RF algorithm and a preprocessing method named categorization to prevent overfitting problems caused by data imbalance; we developed a model to predict the physical properties of PPCs to be produced by the type and composition of materials used in composite resins. The five physical property prediction models we developed achieved a predictive performance above $R^2$ of 0.9. The proposed models provide the physical properties of the materials used in composite resins.
property values of PPCs to be manufactured without the repetitive processes of “PPCs manufacturing” and “physical property testing.”

Additionally, we developed a physical property prediction software to facilitate the use of the proposed prediction models in industry. The software is a graphical user interface (GUI) that integrates the five prediction models to provide the property values of PPCs that will be manufactured; the inputs of the software are materials and composition values of PPCs manufacturing.

Our proposed prediction models and developed software enable us to know the physical property values before manufacturing PPCs, thereby reducing trial and error and saving time and costs incurred during PPCs manufacturing and testing. However, even if the physical property values of the PPCs to be manufactured using the software can be immediately known, the disadvantage involves repeatedly using the software until the desired physical property values are obtained. Therefore, we intend to conduct a study on a model that determines the recipe for producing PPCs with desired physical property values.

7 | CONCLUSION

In this study, we developed prediction models for five physical properties, namely, FS, MI, TS, SG, and FM of PPCs using actual recipe data from the industry. The performance of the prediction models was improved by optimizing the hyperparameters, which was performed via gridsearch for the number of DTs, maximum depth of DT, and minimum number of samples in a node, from several possible hyperparameters. The optimal combinations of hyperparameters calculated for these physical property prediction models were different from one another. Moreover, the performance indices of the prediction models, that is, RMSE, NRMSE, and $R^2$ values, were also different. Nonetheless, all five physical property prediction models exhibited high performance with an $R^2$ value of 0.9. Moreover, the degree of effect of each material used in the development of the prediction models was numerically expressed using VI analysis. The VI analysis result showed that the material with the highest VI was F004 for the FS, TS, SG, and FM prediction models, that is, all tested physical properties except MI. On the other hand, P022 exhibited the highest VI for the MI prediction model. Moreover, unlike with the other physical properties, six PPs, including P022, were included among the top 10 materials for the MI prediction model. A software that utilizes the prediction models was developed for industrial applications. The software application predicts and displays the physical property values of a PPC based on the types and compositions of its component materials. When the software is used in the actual composite-manufacturing industry, the manufacturing and testing process can reduce trial and error because the physical properties of the resulting composite can be predicted beforehand. Consequently, the software suggests decision-support solutions for industrial applications to save cost and time by reducing trial and error.
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