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Medicine has evolved dramatically over the past century. There have been several discoveries, from the invention of antibiotics to the identification of DNA, antipsychotics, and oral rehydration therapy. However, medicine is currently involved by a perplexing paradox: rising spending and worsening health outcomes. Over the past few decades, healthcare has been in the middle of three significant trends: increase in complexity, growing data volumes, and burnout among healthcare professionals. We discussed each of these trends, as well as how artificial intelligence (AI) might aid in the resolution of these issues.

DETERIORATING HEALTH OUTCOMES WITH INCREASING COST

Despite improvements in life expectancy over the past century, mortality trends have remained stagnant in recent decades. In the United States, life expectancy stopped increasing in 2011 and surprisingly began to fall after 2014. Individuals aged 25–64 years have seen an increase in mortality since 2010. The death rates for hypertension and obesity grew by 78.9% and 114%, respectively, between 1999 and 2017. Heart and lung disease, stroke, diabetes, and Alzheimer’s disease all contributed to an increase in mortality in early studies1. Two reasons why life expectancy stopped improving are the absence of new therapies and higher complexity.

Many clinical disorders still have limited treatment options. The discovery of new therapies and drugs is expensive. Each new medicinal drug was estimated to cost almost a billion dollars in research and development2. Moreover, higher costs do not equate to improved essential health outcomes3. Pharmacological discovery and development are time-consuming and expensive, with complex processes that can take decades to be approved4. Furthermore, the majority of clinical studies for a new drug fail, with efficacy (52%) and safety (24%) being the most common reasons for failure5.

Moreover, patient heterogeneity cannot be ignored anymore. Medicine in past centuries has focused on developing universal therapies that can treat the maximum number of patients with similar symptoms6. However, a wide range of different diseases have similar symptoms, but with distinct mechanisms7. It is not a surprise that patients evolve differently, even with the same treatment. Individual variability must be taken into consideration6. Precision medicine allows healthcare interventions to be tailored to individuals on the basis of their individuality4. Medicine should focus on prevention, personalization, and precision rather than devising therapies for populations and making the same medical decisions on the basis of a few similar physical traits among patients6. However, a side effect of evaluating patient heterogeneity is that complexity increases exponentially.

VOLUME OF HEALTHCARE DATA

A physician’s ability to examine all healthcare data or stay updated has become impractical. A massive amount of healthcare data is generated every second. Approximately 30% of the world’s data volume is created only by the healthcare industry. Data for healthcare will expand at a compound annual growth rate of 36% by 2025, far faster than any other industry9. This massive data generation is happening mainly due to the digitalization of healthcare data, high-resolution medical imaging, biosensors with continuous physiologic metrics output, and the OMICS science (genomics, proteomics, metabolomics, and transcriptomics).

The human capacity for analyzing these vast amounts of data has certainly been exceeded. Furthermore, not only the volume of data has increased, but also the variety. Different
types of health data sources have emerged, such as sensor data, new images techniques, gene arrays, laboratory tests, free text, and demographics.

BURNOUT

Burnout is becoming more prevalent among healthcare practitioners. Between 30% and 50% of physicians are thought to be affected. Burnout is linked to lower patient safety, outcomes, and the occurrence of serious medical errors. In addition, physicians with burnout have a higher risk of substance addiction, stress, depression, and suicide.

One leading cause of physician burnout is inefficient time management owing to administrative tasks. Without receiving additional incentives, the physician has done an additional 1–2 h of administrative work for every hour spent on patient engagement. An average nurse in the United States spends approximately 25% of her time on regulatory and administrative tasks.

The need for providing high-quality care is the first significant component in burnout in healthcare professionals. But how can we deliver high-quality care if we cannot even analyze all the data and spend maximum time on administrative tasks while slowly moving away from the doctor-patient connection, which is (or should be) the heart of medicine? Furthermore, medical error is on the rise in the United States, and it is now the third leading cause of death. It is virtually impossible to completely avoid human error. However, as complexity grows and physicians become overloaded, there is an increase in the number of preventable lethal incidents.

HOW CAN ARTIFICIAL INTELLIGENCE HELP?

Artificial intelligence and machine learning can assist in the resolution of these three fundamental issues by generating new complex insights, increasing computational capacity, and lowering physician workload.

WHAT IS ARTIFICIAL INTELLIGENCE?

Laurence Moroney is an AI lead at Google and explains what AI is in an easy-to-understand manner: A programmer constructs an algorithm by generating a set of rules, expressing them in a programming language, and then using a computer to implement those rules. However, most individuals do not learn a game by being given a set of rules and then blindly obeying them. You play, and then you learn the rules and strategies through experience. So, rather than writing a code that works on the data to get the answers, you will give examples and then let the computer figure out the patterns. They could then turn those patterns into a model that can be used to predict future patterns. In other words, the AI revolution was the idea of using computing power to figure out the rules. Machine learning and big data are already influencing almost every aspect of life. Netflix knows which movies people like to watch and Amazon knows what people want to shop.

The AI revolution was only possible because of the increase in computational power. Over time, performance of the computers improved at an exponential rate. Cellphones are currently more powerful than computers were 25 years ago. AI applications can handle massive amounts of data and uncover hidden patterns that would otherwise be lost in the avalanche of wide medical data, enabling healthcare professionals to solve complex problems. AI applications are expected to save US$150 billion by 2026 in the US healthcare industry. The shift from a reactive to a proactive healthcare strategy, focused on health management rather than treatment of disease, is responsible for a substantial portion of these cost savings. Also, by reducing mistakes and boosting precision, AI could reduce workload for healthcare personnel while also improving the quality of work provided.

EXAMPLES OF ARTIFICIAL INTELLIGENCE APPLICATIONS IN PEDIATRICS

In the past few years, research studies on AI in healthcare skyrocketed. We listed a few examples of applications of machine learning in pediatrics and neonatology.

Machine learning and identification of subphenotypes in extremely low birth weight preterm
Population
A total of 215 extremely low birth weight infants who did not have severe congenital malformation.

Artificial intelligence solution
The authors identified six distinct sub-phenotype clusters with different clinical and laboratory characteristics. This means that all preterm infants should not be treated in the same manner.

Machine learning and autism screening in toddlers

Problem
Autism spectrum disorder (ASD) is a neurodevelopmental disorder that affects 1 out of every 59 children. Early detection and management can enhance a patient’s prognosis. However, early detection is difficult, and in the United States, the average age of diagnosis is still 4 years.

Population
A total of 16,168 toddlers aged between 16 and 30 months.

Artificial intelligence solution
M-CHAT-R scoring was comparable to that of the machine learning system. The M-CHAT-R can be scored objectively and automatically using machine learning.

Artificial intelligence and pediatric head trauma decision rules

Problem
Computed tomography (CT) scanning is the gold standard for quickly diagnosing intracranial damage, but it is expensive, requires sedation, and exposes patients to ionizing radiations. It is quite impossible to avoid unnecessary CT scans.

Population
Between 2004 and 2006, 42,412 children with head trauma and no altered mental status were enrolled in PECARN from 25 emergency departments.

Artificial intelligence solution
Machine learning algorithms may outperform PECARN rules in terms of predictive performance and deliver more tailored and detailed risk estimates.

Machine learning and pediatric sepsis

Problem
In the United States, pediatric sepsis is responsible for about 6500 deaths per year. Early and aggressive treatment of pediatric sepsis is linked to better outcomes.

Population
Children aged 2–17 years, between 2011 and 2016, from a single-center unit, inpatient, and emergency department.

Artificial intelligence solution
Machine learning surpassed the Pediatric Logistic Organ Dysfunction score (PELOD-2) in the prediction of severe sepsis 4 h before the start of the treatment.

Machine learning and neonatal sepsis

Problem
One of the leading causes of morbidity and mortality in neonates is late-onset sepsis. Very preterm infants are more vulnerable, with 10–25% of them developing late-onset sepsis at least once. Antibiotics administered promptly after a diagnosis can significantly reduce mortality, whereas antibiotics administered indiscriminately are counterproductive.

Population
Between 2017 and 2019, 49 preterm (gestational age less than 30 weeks) newborns were admitted to six university NICUs in France.

Artificial intelligence solution
A machine learning system that analyzes heart rate variability in real time (noninvasive) may detect late-onset sepsis with an AUROC of 87.7% as early as 6 h before starting the antibiotics, and with predictive potential (AUROC > 70%) as early as 42 h before starting the antibiotics.

Machine learning and young febrile infants

Problem
Despite the fact that 10% of febrile children aged less than 60 days have serious bacterial infections (SBIs), a considerable majority of those without SBI are categorized as false-positives on the basis of previous decision standards, resulting in wasteful procedures.
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Population
A total of 1470 children aged less than 60 days with fever in the emergency department.

Solution
A machine learning algorithm may be able to risk-stratify well-appearing febrile infants aged less than 60 days. This model could have spared 849 (68.5%) of the 1240 individuals who had lumbar punctures.

Machine learning and asthma

Problem
Asthma is the world’s most frequent chronic disease among children. It is a multifactorial illness with numerous risk factors. It may be possible to design asthma prevention measures by identifying children who are at a higher risk of acquiring asthma.

Population
A total of 202 children aged between 7 months and 12 years.

Artificial intelligence solution
With an accuracy of 84.9%, a machine learning algorithm could predict asthma in children.

Deep learning and grading hydronephrosis

Problem
Subjective assessment of renal ultrasonography images is used to grade the degree of hydronephrosis.

Population
Children aged 0–116 months with sagittal renal ultrasonography scans were included in the study.

Artificial intelligence solution
The deep learning algorithm correctly graded 94% of the hydronephrosis images.

Machine learning and speech analysis

Problem
Anxiety and depression in children are frequently underdiagnosed. These diseases, if left untreated, are linked to long-term unfavorable effects such as substance abuse and an increased risk of suicide.

Population
Children aged between 3 and 8 years and who spoke English fluently.

Artificial intelligence solution
With an accuracy of 80%, a machine learning analysis of a 3-min speech can be used to detect children with anxiety or depression.

Machine learning and neonatal mortality

Problem
For most poor countries, neonatal mortality is still a major problem. Between 2018 and 2030, an estimated 27.8 million children will die in the 1st month of their birth worldwide.

Population
Between 2012 and 2017, all live births in the Municipality of São Paulo, Brazil (N=1,202,843) were analyzed.

Artificial intelligence solution
Using only normally gathered data, a machine learning algorithm with an AUC of 0.97 could predict the probability of newborn mortality with a very high accuracy.

Machine learning and obesity

Problem
In the United States, childhood obesity is increasing at an alarming rate. Obesity in adults has a number of negative health consequences. Preventing childhood obesity could be essential.

Population
A total of 7519 children aged between 2 and 10 years with at least one BMI percentile recorded.

Artificial intelligence solution
Machine learning system predicted childhood obesity with good accuracy (85%) and sensitivity (90%).

ETHICAL ISSUES INVOLVING ARTIFICIAL INTELLIGENCE

Although we highlighted a few examples of the usefulness of AI in healthcare, it is important to cite some ethical dilemmas. Artificial intelligence systems will likely make errors in patient diagnosis and treatment. If an AI system makes an
incorrect prediction, who is to be blamed? When it comes to health, this becomes a far more serious ethical issue6.

Transparency may be the most challenging issue to address with AI. Many AI systems, particularly deep learning image analysis algorithms, are nearly impossible to analyze or explain why the algorithm made a certain prediction. How can we be sure that there are no biases if we cannot explain or interpret the model? Machine learning systems in healthcare may be prone to algorithmic bias, such as predicting a higher risk of disease based on gender or ethnicity when those aspects are not truly relevant12. In the context of biomedicine, such systems can strengthen existing sociocultural discriminations that encourage inequities25.

Artificial intelligence will not replace doctors, as we are dealing with human lives, not simply data. Decisions regarding healthcare are complex and there are many other factors involved, such as communication, doctor-patient relationship, spirituality, and others. However, AI tools will definitely assist healthcare workers with a wide range of duties, namely administrative tasks, clinical documentation, patient outreach, as well as specialized assistance in areas such as image analysis, medical device automation, and patient monitoring.

It is time for pediatricians and neonatologists to embrace AI in order to improve health quality while lowering expenses and administrative workload.
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