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ABSTRACT

Real-time monitoring and accurate prediction of toxic gas concentration in the future are of great significance for emergency capability assessment and rescue work. At present, the method of gas concentration prediction based on artificial intelligence still has problems of low accuracy, slow convergence speed and equal feature importance. This paper proposes a feature-aware LSTM model to predict pollutant gas concentration. First of all, we design a set of multi-component toxic gas monitoring equipment that applies in pollution environment, which can at the same time monitor CO, NO2, NH3, HCN, H2S and SO2, six common pollutants; To accurate estimate the toxic gas concentration, we combine the collected the gas data and the environmental parameters and regard them as the input features, and then we obtain toxic gas data based on the sampling policy and the environmental data as our data-set. Finally, we train a FA-LSTM gas concentration prediction model on these data-set. We test the proposed model and compared with ARIMA, ETS and BP network on the same test set. Experimental results show that the proposed model outperforms traditional concentration prediction model. Also, it is better than other state-of-the-art models in predicting accuracy.
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I. INTRODUCTION

A contaminated site, also known as a “brownfield,” refers to the space environment that carries harmful substances due to accumulation, storage, treatment, disposal or other means (such as migration), causing harm or potential risk to human health and the region [1]. In heavily polluted sites, there are often sudden, hidden and highly lethal chemical asphyxiating gases, such as volatile gases such as carbon monoxide, hydrogen cyanide and hydrogen sulfide. These toxic gases pose a great threat to the personal safety of personnel during the repair operation of polluted sites.

The accuracy of toxic gas concentration prediction directly determines the effectiveness of on-site solution implementation. Therefore, it is of great significance for the life and health of repair workers to monitor the toxic gas in the polluted environment in real time and to predict the amount of toxic gas or its development trend in real time, accurately, scientifically and reasonably. Among polluting gas predictions, it is challenging to accurately predict the concentration of polluting gas. First of all, the prediction of gas concentration is closely related to the terrain environment and surrounding temperature or humidity, and different terrain also has different effects on the surrounding wind speed. The coupling of each influencing factor and its strong nonlinear correlation bring great challenges to the analysis for technical personnel. Secondly, the high demand on modelling expert is another challenge in the prediction of pollutant gas composition. Professional technicians are usually better at determining gas content and analyzing which factors are affecting its concentration; The data are then handed over to modelling expert, and the level of these experts further constrains the accuracy or the efficiency on the concentration prediction of polluted gases. The accuracy of the model directly affects the
subsequent decision execution, and the low prediction will bring great damage to the safety of personnel or property. Therefore, how to quickly, accurately and conveniently predict the composition of polluting gas is a very urgent need.

At present, there are two kinds of gas concentration prediction methods, one is based on mechanism process, and the other is based on historical data. In concentration prediction, mechanism method obtains the results of target variables by analyzing the relationship between various influencing factors and target variables [2]. For scenes with strong non-linear and coupling, this method has low accuracy and an extremely complex analysis process. The calculation time of the model can reach up to several hours. For emergencies, the emergency response ability of this model cannot effectively offer solutions for field staff [3], [4], and its practicability is low. However, the method based on historical data can extract the hidden relationship between variables by analyzing data, which has high accuracy and practicability. Currently, gas concentration prediction methods based on historical data mainly include traditional modeling methods and artificial intelligence methods. Traditional modeling methods based on historical samples include multiple linear regression method [2], Kalman filter technology [5], time-space series model methods, etc. (existing time-space series models such as autoregressive comprehensive moving average model (ARIMA) [6], seasonal ARIMA [7], Gaussian plume diffusion model [8]). The prediction method based on multiple linear regression approximates the gas diffusion model to a linear model, which reduces the accuracy of prediction [6]. The establishment of a nonlinear model based on space-time series requires experienced personnel to determine parameters and the orders of the equation, which hinders the deployment of the model. In order to simplify the complexity of model building, a series of pollutant prediction models based on machine learning were proposed [9]. However, such methods have the limits of low accuracy, slow training speed [10], [11], or the model is difficult to converge and optimize [12]. The latest concentration predictions avoid the problem of the above methods, however, there are still defects of predicting a single gas concentration or regarding multiple influencing factors as the equal. In fact, the influence of various factors on the target object varies frequently, for example, the maximum effect of on concentration in the morning is humidity, and at noon wind speed has bigger influence on the concentration.

Based on the above analysis, we propose a FA-LSTM model to predict gas concentration in the process of contaminated site treatment. FA-LSTM is short for feature aware LSTM for multi-objective prediction model. Specifically, we use multi-component toxic gas monitoring equipment to monitor six high-risk gas pollutants in the polluted site, which are NH3, CO, NO2, HCN, H2S and SO2. We used the time series of the monitoring concentration data as input feature. In addition, the environmental parameters in this area predicted by the weather forecast are used as the auxiliary feature input to establish the model. In the process of model building, we add attention mechanism to distinguish the importance of each feature. Finally, the model is used to predict the pollutant concentration in the following moments. We evaluate our proposed model and four other state-of-the-art time series prediction models based on the same test dataset. The evaluation results show that the performance of our proposed model on the pollutant gas concentration prediction is obviously better than other methods.

In summary, the contributions of this paper are as follows:

1. We novelly combined the monitoring concentration data collected in the field with environmental parameters to predict multi-gas pollutant concentrations; the effective combination of these features helps improve the accuracy of the model.

2. We novelly treat the weights of multiple features differently; the weight difference makes the results of the model more sensitive to the changes of features, and solves the problem that feature weights cannot be distinguished.

3. We propose a combined model called FA-LSTM, we evaluate the results of our proposed model and compare it with the state-of-the-art model.

The rest of this paper is as follows: the second section introduces the basic theory of the model and designs the LSTM model in this paper; The third section focuses on the implementation process and methods, including the construction of monitoring equipment and a brief description of data acquisition. Firstly, the data is preprocessed to obtain the sampling data set, then the data is loaded in a specific way, trained with the model in this paper, and finally evaluated the performance. In the fourth section, the experimental results are analyzed and discussed. Finally, this paper draws a conclusion.

II. BASIC OF LSTM ALGORITHM

The long-term and short-term memory network is a special recurrent neural network (RNN). Cyclic neural network has the ability to remember and analyze historical data, that is, the output of cyclic neural network does not only depend on the current input layer, but also contains historical data information, so it is very suitable for processing the data of predicting time-series related information. The structure of RNN is shown in Figure 1.

Bengio et al. described that gradient disappearance and gradient explosion would occur in the training process of RNN in practical application [13], which could not process a long input sequence. As a variant of RNN, LSTM model has a unique design structure: controllable self-circulation is skillfully introduced to generate a path that enables the gradient to flow sustainably for a long time, and effectively overcome the gradient disappearance problem caused by the passage of time and the increase of network layers in machine learning of RNN. On the basis of RNN, LSTM adds a memory cell state and three control gates: input gate, forgetting gate and output gate. The input gate determines how much network input is saved to the unit state at the current moment; The forgetfulness gate determines how much of the unit state
from the previous moment is retained to the current moment; The output gate determines how much output the unit state has to the current output value. These three special gate structures can effectively solve the gradient disappearance problem and have memory function, and are suitable for dealing with long-term dependence problem. Figure 2 shows the structure of duplicate modules and hidden layers of the memory unit LSTM.

The general working principle of LSTM can be expressed by Equation (1):

\[
\begin{align*}
  i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \\
  f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \\
  C_t &= f_t * C_{t-1} + i_t * \tilde{C}_t \\
  \tilde{C}_t &= \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \\
  o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
  h_t &= o_t * \tanh(C_t)
\end{align*}
\]

where \(i_t, f_t, o_t\) represent input gate, forgetting gate and output gate respectively, and \(W (W_i, W_f, W_o, W_c)\) and \(H (H_i, H_f, H_o, H_c)\) are weight matrices; \(b (b_i, b_f, b_o, b_c)\) represents the deviation vector; \(\sigma\) indicates the sigmoid activation function, and the value range of the function is 0~1; \(\tanh(\cdot)\) represents hyperbolic tangent activation function, and the output range is \(-1\) to \(1\); \(\tilde{C}_t\) is the candidate value of the state of the memory unit at time \(t\), and \(C_t\) represents the state of the current memory unit at time \(t\); \(h_t\) is the output value at time \(t\).

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - Y_i)^2
\]

where \(y_i\) represents the predicted value and \(Y_i\) represents the real value. The square of the difference between the real value and the predicted value is then summed and averaged to represent the training error. The above formula is the objective function optimized during training.

When constructing the network, we choose LSTM network, because it effectively solves the problems of long-term dependence on information and gradient disappearance during deep network training. We designed the following network structure: three-layer hidden layer structure, which enables us to achieve higher model accuracy. The network model is shown in Figure 3. The specific parameters corresponding to each layer are shown in Table 1. Among the hidden layers, the correction linear unit (Relu) function is selected as the activation function. Compared with the
classical Sigmoid activation function, Relu can avoid the occurrence of negative predicted concentration value, and is better than other activation functions in terms of statistical performance and computational cost [14]. The activation function of the output layer is Linear. In addition, in order to improve the generalization ability of deep learning model and avoid overfitting, we use the most commonly used method in deep learning to prevent neural network overfitting, the dropout method. The key idea for Dropout is to randomly delete neurons (and their connections) from the neural network during training to reduce co-adaptive relationships [15].

In this paper, the Dropout was added after the first LSTM layer and the last LSTM layer respectively, and the Dropout rate was set to 0.2. The better weight of the optimization model of Adam optimizer is selected [16]. The learning rate is too large, and the number of training iterations of the model is too small, which leads to continuous oscillation at the optimal point and failure of normal convergence. The learning rate is too small, and the model is under-fitted. The loss value between 0.01 and 0.0001 of the learning rate declines smoothly and converges. Too few iterations cannot make the model obtain accurate prediction results. Therefore, the trained data sets need to be transmitted in the same neural network for many times. Combined with the complexity of the experiment in this paper, 300 epochs can meet the training accuracy requirements.

**IV. EXPERIMENT EVALUATION**

**A. EXPERIMENTS SETUP**

The test environment is as follows: the OS is Ubuntu16.04, CPU is $2 \times$ Intel Xeon Gold5120 CPU, and GPU is $8 \times$ 32GB V100 SXM2 NVLINK GPU. The results are presented in the locale based on Python 3.7 and verified in the toxic gas sampling data set. Based on Python 3.7 language environment, Keras is used as the deep learning framework for training and prediction. Keras encapsulates many components of TensorFlow and Theano, two of the best open source deep learning frameworks [17]. Users can design various kinds of networks only by calling APIs, which is very convenient when optimizing networks.

The multi-component toxic gas monitoring equipment based on embedded system technology designed in this paper is shown in Figure 4. The device uses STM32F407VGT6 micro-controller as the controller and six ECM-SMART electrochemical gas sensors to detect the corresponding gas concentration value. The 4G wireless transmission module and MCGS man-machine interactive display are responsible for data uploading and display.

**B. DATA COLLECTION**

The experimental data in this paper are mainly from the multi-component toxic gas monitoring equipment at each collection node in the contaminated site. Each acquisition node is a set of embedded system. Using the modular design idea, the toxic gas acquisition node is divided into four modules according to its functions, namely sensor detection module, control unit module, display alarm module and wireless transmission module. The data acquisition is mainly completed by the sensor detection module, which is composed of sensor group. The sensor group is composed of six ECM-SMART electrochemical gas sensors. The parameters are shown in Table 2, namely hydrogen cyanide, carbon monoxide,
hydrogen sulfide, nitrogen dioxide, ammonia and sulfur dioxide. The sensor has the trait of small volume, low power consumption, high resolution, linearity and good repeatability, and meets the measurement requirements of toxic gas to be measured [18]. The data is detected by the sensor group, and the signal is transmitted to the single chip microcomputer through the UART bus. After calculation and processing, the data are respectively transmitted to 4g DTU and uploaded to the cloud server for storage and display. The alarm module can display the gas concentration on the HMI screen, set the gas concentration alarm threshold, and give an audible and visual alarm according to the set threshold to remind relevant personnel to evacuate as soon as possible. The data acquisition process is shown in Figure 5.

The toxic gas sampling data set includes the concentration of six pollutant gases including \( \text{SO}_2 \), \( \text{NO}_2 \), CO, \( \text{H}_2\text{S} \), HCN, \( \text{NH}_3 \). The data set can truly and comprehensively reflect the pollution situation of each toxic gas in the polluted site. The experimental site is a polluted site in Tianjin Dong jiang Port Free Trade Zone (located at 39.02 N and 117.44 E), where a warehouse preserving dangerous goods fired and exploded in 2015, and all kinds of toxic gases are still trapped even after relevant treatment. During the experiment, 10 monitoring devices are deployed in different locations of the site for all-round and multi-angle sampling. In order to display the prediction results more clearly, this paper uses 5 months data, and the sampling time is selected from January 15 to June 15, 2021. The sampling interval of concentration data of each group is 5 minutes, and there are 43200 sample for each type of gas. Since the data set is made by sampling in real polluted site, it has certain practical value. Finally, we get the time series of concentration data of six pollution factors through data preprocessing.

At present, weather forecasts have reached a level that people can rely on. If the characteristics of weather forecast can be well used for pollution prediction, the accuracy of air pollution forecast can be improved to a certain extent. The environmental features selected in this paper are shown in the following Table 3:

Finally, we divide the data set into training set and test set. The first 85% of the original data set is used as a training set for the training model, and the last 15% is used as a test set to evaluate the model performance. When the model is trained using training set and saved, its parameters can be read directly to predict the concentration value in the testing process.
TABLE 2. Performance parameter of each sensor.

| Sensor Name      | Range (ppm) | Resolution (ppm) | Largest Load (ppm) | Sensitivity (µA/ppm) | Baseline Drift |
|------------------|-------------|------------------|-------------------|----------------------|----------------|
| Carbon Monoxide  | 0-50        | 0.1              | 100               | 0.50±0.10            | <1 ppm         |
| Sulfur Dioxide   | 0-20        | 0.05             | 20                | 0.55±0.15            | <0.5 ppm       |
| Hydrogen Cyanide| 0-20        | 0.2              | 100               | 0.10±0.02            | <1 ppm         |
| Hydrogen Sulfide | 0-10        | 0.1              | 100               | 1.30±0.15            | <0.2 ppm       |
| Nitrogen Dioxide | 0-20        | 0.05             | 20                | 0.65±0.20            | <0.5 ppm       |
| Ammonia          | 0-100       | 0.3              | 200               | 0.135±0.03           | <2 ppm         |

TABLE 3. Selection of environment parameter.

| Parameters       | Symbol | Unit |
|------------------|--------|------|
| Wind direction   | θ      | °    |
| Average wind speed| f̄     | m/s  |
| Temperature      | T      | °C   |
| Heat flux        | Ĥ     | W/m² |
| Atmosphere stability length | L | m |

C. DATA PREPROCESSING

The original sampling data set is usually chaotic, and abnormal data cannot be avoided (due to packet loss and other reasons). Therefore, it is necessary to preprocess the data on the premise of data analysis. The abnormal data obtained by monitoring mainly include outliers, missing values and repeated values. For individual outliers, direct deletion of records has a slight impact on the whole. For a large number of missing values, air quality data is a time series. If all records of missing values are deleted, the characteristics in the time dimension are also deleted accordingly, and an appropriate filling method needs to be selected to fill the missing values. Therefore, this paper proposes to clean the missing data based on z-Score algorithm [19]. Firstly, the abnormal value of the given data is detected based on the Z-score algorithm for deletion, and then the lost value data is filled by the mean filling method. Finally, duplicate data in the data samples were deleted and the duplicate values were removed.

\[ Z_i = \frac{X_i - \mu}{\sigma}, \quad |Z_i| > Z_{thr} \quad (3) \]

Z-score is a parameter anomaly detection method in one-dimensional or low-dimensional feature space [20]. This technique assumes that the data is Gaussian distribution, and the outliers are the data points at the tail of the distribution, so they are far away from the average value of the data. The distance depends on the set threshold \(Z_{thr}\) of the normalized data point \(Z_i\) calculated using the formula. \(Z_{thr}\) values are generally set to 2.5, 3.0 and 3.5. Where \(X_i\) is a data point, \(\mu\) is the average of all points \(X_i\), \(\delta\) is the standard deviation of all points \(X_i\). Then, after standardization, the abnormal value is also standardized, and its absolute value is greater than \(Z_{thr}\).

Data normalization linearly reduces the data from a value range to a new value range. In this paper, the min max scale method is used to normalize the data [21], so that an original value \(x\) is mapped to the value \(x'\) of interval \([0, 1]\). The Min-Max Scale normalization can be expressed as Equation (4), where \(max\{x_i\}\) and \(min\{x_i\}\) represent the maximum and minimum values of the current concentration data respectively

\[ x'_i = \frac{x_i - min\{x_i\}}{max\{x_i\} - min\{x_i\}} \quad (4) \]

Due to normalization, the final result must be inverse normalized to restore the original interval. The inverse normalization expression is Equation (5).

\[ x_i = x'_i (max\{x_i\} - min\{x_i\}) + min\{x_i\} \quad (5) \]

D. MODEL DATA LOADING

The objective of the experiment is to use the multi-layer LSTM network to build a regression prediction model based on the time series data of toxic gas concentration characteristics at the pollution site. The LSTM model consists of three parts: the input layer, the hidden layer and the output layer. The input layer is the concentration characteristics and environmental characteristics of the training set in the toxic gas sampling data set. The training data loaded into the model is shown in Figure 6. The data intercepted by the time window each time will be used as the input feature \(X_{feature}\) of the model, and the next item will be used as the concentration label \(Y_{label}\) of 10 s in the future that needs to be predicted. The number of moves of the time window each time is 1. In this way, the model input sample data required for training will be obtained from the training data set in turn, and these window data will be randomly scrambled into the model training, so as to make the training more consistent with the real distribution of data, so as to improve the generalization ability of the prediction model.

E. BASE MODEL

In order to evaluate the performance of the proposed method, two common benchmark models are established with the same training set. The first is the prediction method based on statistical time series, which is the auto-regressive comprehensive moving average model (ARIMA) and exponential smoothing model (ETS). Both of these methods are based on historical data and their accuracy depends on the estimated parameter order. The other is the prediction model based on machine learning algorithm, namely BP model and SVM model. The selection of these two types of benchmark models.
can enable us to verify the effect of the LSTM model more comprehensively. For each prediction model, we selected the optimal parameters according to a specific method. Table 4 describes the optimal parameters of each model.

F. EVALUATION METRIC

In this paper, the mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (R) are selected to evaluate the prediction performance of the model. MAE represents the average value of the absolute error between the true value and the predicted value, avoiding the case that the positive and negative cancel each other [22].

RMSE is the square root of the square of the deviation between predicted value and true value and the ratio of observed number n, which can better reflect the prediction accuracy [23].

\[
\begin{align*}
\text{MAE} &= \frac{1}{n} \sum_{i=1}^{n} |C_i - C_i'| \\
\text{RMSE} &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (|C_i - C_i'|)^2} \\
\text{R} &= \frac{\text{Cov}(C_i, C_i')}{\sqrt{\text{Var}(C_i) \cdot \text{Var}(C_i')}}
\end{align*}
\]

where \(C_i\) is the monitored concentration, \(C_i'\) is the predicted concentration, \(\text{Var}\) is the calculated variance, and \(\text{Cov}\) is the calculated covariance.

V. EXPERIMENT RESULTS

We used the trained LSTM network model, ARMIA linear model, ETS model, SVM model and BP model to simultaneously predict the concentration of each component monitoring gas in the contaminated site on a certain day. In order to verify that the effect of the model has nothing to do with the specific data distribution (time dimension), we selected the data of five months for verification, and randomly selected one day in each month of the five months to verify the stability of the model. Finally, we give the mean and standard deviation of the five predictions.

A. COMPARISON WITH STATISTICAL MODELS

ETS and ARIMA are widely used statistical models in time series prediction. Here we compare the performance of our methodology with those two models, using our proposed methodology, actual monitoring data and forecast data from ARIMA and ETS, as shown in Figure 7. This model was designed and optimized by the Statsmodels1 package in Python, and the performance evaluation results are shown in Table 5.

It is clear from the chart that ETS is superior to ARIMA in the test set of toxic gas sampling data set consisting of six component monitoring gases. This result is due to the fact that ETS can handle both linear and nonlinear modes, while ARIMA can only handle linear modes. However, The LSTM model designed by us has achieved the best results on RMSE, MAE and \(R\), and the prediction effect is far better than RMSE and MAE.

\[
\begin{align*}
\text{ETC} &\quad \text{ARIMA} \\
\text{ETS} &\quad \text{ETR} \\
\text{SVM} &\quad \text{BP}
\end{align*}
\]

B. COMPARISON WITH MACHINE LEARNING MODELS

In this section, we compare the performance of the proposed method with two machine learning algorithms, support vector machine (SVM) and BP neural network (BP). SVM is a...
TABLE 5. Average predictive performance of traditional models on test sets (5 months data).

| Toxic Gas | Model  | RMSE       | MAE        | r          |
|-----------|--------|------------|------------|------------|
| SO2       | ARIMA  | 39.386±0.113 | 21.215±0.116 | 0.475±0.074 |
|           | ETS    | 32.452±0.074  | 19.214±0.114  | 0.521±0.056  |
|           | LSTM   | 4.145±0.012  | 3.145±0.017  | 0.941±0.047  |
| NO2       | ARIMA  | 32.547±0.241  | 18.212±0.257  | 0.345±0.341  |
|           | ETS    | 28.354±0.142  | 17.214±0.245  | 0.521±0.259  |
|           | LSTM   | 6.245±0.024  | 3.124±0.475  | 0.891±0.047  |
| CO        | ARIMA  | 18.147±0.496  | 9.452±0.297   | 0.512±0.247  |
|           | ETS    | 18.014±0.248  | 8.142±1.075   | 0.657±0.169  |
|           | LSTM   | 6.128±0.121  | 2.314±0.814  | 0.952±0.027  |
| H2S       | ARIMA  | 10.482±0.269  | 5.124±0.147   | 0.541±0.149  |
|           | ETS    | 8.236±0.158   | 5.012±0.128   | 0.621±0.128  |
|           | LSTM   | 5.147±0.054  | 3.154±0.036   | 0.945±0.022  |
| HCN       | ARIMA  | 10.145±0.147  | 8.254±0.196   | 0.765±0.142  |
|           | ETS    | 9.524±0.128   | 7.142±0.174   | 0.798±0.117  |
|           | LSTM   | 6.154±0.119  | 4.147±0.102   | 0.912±0.002  |
| NH3       | ARIMA  | 42.123±0.285  | 20.148±0.184  | 0.612±0.174  |
|           | ETS    | 37.457±0.165  | 17.487±0.369  | 0.874±0.158  |
|           | LSTM   | 12.254±0.020  | 7.154±0.048   | 0.935±0.085  |

FIGURE 7. Predictions result of each traditional model on monitoring data.

This article is implemented and optimized using Scikit-Learn Package2 in Python; The neural network with hidden layer machine learning method based on statistical learning theory used to solve classification and regression tasks [25].
TABLE 6. Average predictive performance of ML models on test sets (5 months data).

| Toxic gas | Model | RMSE      | MAE      | $r$       |
|-----------|-------|-----------|----------|-----------|
| SO$_2$    | SVM   | 20.124±0.247 | 19.014±0.158 | 0.655±0.174 |
|           | BP    | 15.215±0.258 | 14.325±0.113 | 0.701±0.142 |
|           | LSTM  | 4.145±0.012  | 3.145±0.017  | 0.9415±0.047 |
| NO$_2$    | SVM   | 21.151±0.176 | 17.245±0.148 | 0.5216±0.136 |
|           | BP    | 16.254±0.169 | 11.254±0.249 | 0.6245±0.101 |
|           | LSTM  | 6.245±0.024  | 3.1245±0.475 | 0.8912±0.047 |
| CO        | SVM   | 16.548±0.132 | 7.154±0.156  | 0.6648±0.201 |
|           | BP    | 12.001±0.105 | 6.1024±0.123 | 0.8488±0.156 |
|           | LSTM  | 6.1285±0.121 | 2.3145±0.814 | 0.9522±0.027 |
| H$_2$S    | SVM   | 8.025±0.139 | 4.215±0.110  | 0.7182±0.157 |
|           | BP    | 6.2410±0.117 | 3.5284±0.105 | 0.8145±0.126 |
|           | LSTM  | 5.1479±0.054 | 3.1548±0.036 | 0.9457±0.022 |
| HCN       | SVM   | 9.5414±0.254 | 8.5412±0.168 | 0.8541±0.162 |
|           | BP    | 8.8451±0.172 | 7.9841±0.095 | 0.8089±0.083 |
|           | LSTM  | 6.1542±0.119 | 4.1475±0.102 | 0.9124±0.002 |
| NH$_3$    | SVM   | 28.254±0.116 | 17.254±0.184 | 0.7148±0.162 |
|           | BP    | 21.4786±0.055 | 12.224±0.123 | 0.8124±0.131 |
|           | LSTM  | 12.2547±0.020 | 7.1548±0.048 | 0.9354±0.085 |

using back propagation algorithm is one of the widely used neural network types in time series prediction [26]. The design of BP neural network is realized by using Keras in Python. Figure 8 shows the comparison of actual data and predicted data in our proposed method and machine learning methods including support vector machine and neural network. The performance comparison results are shown in Table 6.

BP model and LSTM model designed in this paper are obviously superior to SVM model in RMSE, MAE and $r$, and the AVERAGE RMSE, MAE and $r$ of BP model are 52.84%, 34.92% and 20.14% lower than that of this model. However, due to the generalization ability of BP neural network for complex nonlinear problems, it still has certain universality in time series prediction. Compared with the other two models, SVM model has no obvious advantages. The reason for this result may be that the SVM algorithm depends too much on the selection of parameters, and it is difficult to obtain the optimal parameters without external algorithm optimization. However, compared with Figure 7 and Figure 8, the accuracy of SVM is higher than that of traditional statistical prediction methods. Compared with artificial neural network, SVM with fewer parameters still has certain advantages in time series prediction.

From the perspective of data and conclusions, this paper introduces the LSTM deep learning model, which has good memory ability for historical information, into the prediction analysis of gas concentration in contaminated sites. The model shows good performance and minimum standard deviation in the prediction results of each month, indicating that the designed LSTM model is better than the traditional statistical theory and classical artificial intelligence algorithm in the prediction accuracy and stability, and has stronger adaptability and generalization ability. Although the gradient problem of RNN has been solved in LSTM network to some extent, it is still very difficult for the sequence of high order. In addition, if the time span of the sequence is very large and the network is very deep, the calculation will be very heavy and time-consuming. In the subsequent work, we will further explore the research direction mentioned above. Future research can also consider using other deep learning methods, such as the prediction of relevant time series based on the attention mechanism network.

VI. RELATED WORKS

Currently, there are a variety of methods for predicting the composition size of gaseous pollutants. The main methods can be divided into two categories: one is based on mathematical calculation and the other is based on historical sample modeling. Mathematical calculation models mainly include Gaussian diffusion model and computational fluid dynamics (CFD) model. Gaussian plume diffusion model predicts gas diffusion according to wind speed and direction and calculates according to diffusion expression.

The expression of calculation formula is relatively simple, and the calculation period is short, but this model is only applicable to gas flow on flat ground, the prediction of gas in complex geographical environment such as polluted sites is unreliable [27]. CFD model is suitable for predicting gas diffusion on complex urban terrain with dense buildings. Because the flexible representation of complex geometry determines the high calculation accuracy of the model, the model has good practicability for different types of urban terrain, but the calculation time of the model can be up to several hours. For emergencies, the emergency response capability of the model cannot effectively develop solutions for staff [3], [4].
The other is based on historical sample modeling methods, including traditional modeling methods and emerging artificial intelligence methods. Traditional modeling methods based on historical samples include multiple linear regression method, Kalman filter technology, time-space series model method, etc. (existing time-space series models such as ARIMA [6], seasonal ARIMA [7], gaussian plume diffusion model [8]). The prediction method based on multiple linear regression approximates the gas diffusion model to linear model, which reduces the accuracy of prediction. The method based on spatio-temporal sequence mode requires experienced personnel to determine the parameters and order, which hinders the deployment of the model. To simplify the complexity of model building process, a series of pollutant prediction models based on machine learning are proposed [9]. For example, the model combining cellular automata and artificial neural network is used to predict the methane gas diffusion model in two-dimensional environment, which not only maintains a certain accuracy, but also is much better than the CFD model in calculation time [10]. In addition, the gas pollution prediction model based on BP neural network has certain nonlinearity and generalization capability [11]. Although this kind of model can get rid of the dependence of the modeling process on experienced personnel, and the artificial neural network has some outstanding ability in gas prediction in the above research, the model has the problems of slow training speed and low prediction accuracy.

To solve the problems in machine learning model, Saratha Sathasivam proposed a recurrent neural network (RNN) [12]. RNN folds the hidden layer on the structure and iteratively calculates the data features of time series, so that it has certain memory ability. However, RNN has the problem of gradient disappearance, which makes it difficult for RNN to learn the state characteristics of long-term sequence data. Therefore, Sepp Hochreiter and Jürgen Schmidhuber proposed a variant of recurrent neural network, long-term and short-term memory neural network (LSTM) [13]. This method adds memory units to the neural units of RNN hidden layer, which effectively solves the problems of long-term dependence and gradient disappearance of information. The LSTM model has
been widely used in the field of environmental science. For example, a more effective and accurate wind speed prediction model was established based on LSTM, and the hourly solar radiation intensity was predicted and the carbon dioxide concentration in the forest environment was monitored according to the weather forecast data set [28]. Qian Fei, Chen Li et al directly applied the LSTM model designed to the gas diffusion problem, conducted experiments with the classical prairie grass project data set and compared the performance of other diffusion models, but this experiment only used the environmental characteristics in the data set as the input, ignoring the continuous influence of gas concentration [29]. Qin et al proposed a prediction scheme of urban PM2.5 pollutant concentration based on convolutional neural network and LSTM. The model used CNN to extract the spatial representation between monitoring stations as the input feature. By learning the features contained in the air pollution concentration under the time series of historical data, LSTM was used to predict the future air pollution concentration. This method only pays attention to the time and space effect of monitoring data, and ignores the effect of wind speed, wind direction, temperature, atmospheric stability and other external factors on gas prediction [30]. For gas prediction in time series, gas concentration at each sampling point and current environmental parameters play a decisive role in the accuracy of prediction. Although work A also collects relevant weather data and distinguishes feature weights, its output is single, while our forecast output is multi-pollutant gas component and we consider the coupling relationship among each output.

VII. CONCLUSION

In this paper, the LSTM deep learning model is applied to the real contaminated site treatment process, with the purpose of predicting the gas content of each component in the site, and helping the site personnel to make reasonable and scientific decisions. Combined with Dropout regularization technology, we constructed an optimized multi-layer LSTM network model and applied it to gas concentration prediction analysis. The toxic gas sampling data set is constructed based on the detection data of on-site multi-component toxic gas monitoring equipment. In the experiment, we compared the proposed method with some typical time series prediction techniques in the two dimensions of statistics and artificial intelligence. The experimental results show that the proposed method is superior to other methods in prediction accuracy and achieves the best performance in RMSE, MAE and r, followed by BP and SVM, which means that the means of artificial intelligence have strong ability in time series data analysis. In addition, the experimental results show that the performance of traditional statistical methods such as ARIMA and ETS is poor. In view of the strong self-learning ability, good generalization ability and high adjust ability of the model of LSTM network, its model has broad prospects in the prediction of toxic gas concentration with time series characteristics in the process of pollution control and prevention.
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