Low intensity conduction states in FeS$_2$: implications for absorption, open-circuit voltage and surface recombination
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Abstract

Pyrite (FeS$_2$), being a promising material for future solar technologies, has so far exhibited in experiments an open-circuit voltage (OCV) of around 0.2 V, which is much lower than the frequently quoted ‘accepted’ value for the fundamental bandgap of $\sim$0.95 eV. Absorption experiments show large subgap absorption, commonly attributed to defects or structural disorder. However, computations using density functional theory with a semi-local functional predict that the bottom of the conduction band consists of a very low intensity sulfur p-band that may be easily overlooked in experiments because of the high intensity onset that appears 0.5 eV higher in energy. The intensity of absorption into the sulfur p-band is found to be of the same magnitude as contributions from defects and disorder. Our findings suggest the need to re-examine the value of the fundamental bandgap of pyrite presently in use in the literature. If the contribution from the p-band has so far been overlooked, the substantially lowered bandgap would partly explain the discrepancy with the OCV. Furthermore, we show that more states appear on the surface within the low energy sulfur p-band, which suggests a mechanism of thermalization into those states that would further prevent extracting electrons at higher energy levels through the surface. Finally, we speculate on whether misidentified states at the conduction band onset may be present in other materials.

(Some figures may appear in colour only in the online journal)

1. Introduction

Pyrite (FeS$_2$) has several appealing properties for photovoltaic applications. The absorption coefficient is large [1], of the order of $10^5$ cm$^{-1}$ at photon energies of 1.0–1.5 eV. Pyrite is abundant in nature [2], non-toxic, and, as will be further discussed in the following, is frequently quoted in the present literature to have a bandgap value of $\sim$0.95 eV (see, e.g., [3–9]). A fundamental bandgap of this value is close to the optimum for solar cell applications. However, experiments on pyrite for solar applications carried out in the 1980s reported an open-circuit voltage (OCV) of only about 200 mV [1]. Such a low OCV is not sufficient to achieve adequate conversion efficiencies for solar applications.
There has recently been renewed interest in understanding the reasons behind the low OCV of pyrite [10]. Suggestions include various defects [3–5, 11] (e.g., sulfur vacancies in the bulk or on the surface, or line defects); pinning of the Fermi level by surface states or grain boundaries [1, 4, 6–8]; and the possible presence of impurity phases [9, 12] (primarily marcasite). Two recent studies involving authors of the present paper have used computations to show many of these suggestions to be unconvincing [13, 14]. We also note that the current observed in photoelectrochemical cell experiments is close to the theoretical maximum for the given light intensity, further suggesting that the OCV is not lowered by trapping or recombination [1]. Hence, so far, there is no conclusive explanation as to why the OCV of pyrite is so much lower than 0.95 eV.

1.1. Rethinking the pyrite bandgap

The primary sources for the often quoted ‘accepted’ value of the pyrite bandgap in the present literature appear to be a set of absorption experiments interpreted to show an optical bandgap value of ~0.95 eV [15–23]. Despite these experiments formally being of the optical bandgap, past works discussing the low OCV of pyrite typically compare this value directly with quasiparticle bandgaps from computational methods [3–9]. In general, these two gaps can differ substantially, with the OCV being limited by the fundamental bandgap. The optical gap may be larger than the fundamental gap if the transition associated with the fundamental gap is indirect or dipole forbidden. There are also mechanisms that can allow absorption at energies below the fundamental gap, e.g., excitons (these and other mechanisms are discussed in more detail below). While this issue is sparsely discussed in past works, the possible discrepancy between the two gaps may have been disregarded based on that (i) the gap transition in pyrite is not dipole forbidden; (ii) pyrite band structure suggests a negligible difference between the smallest direct gap and indirect gap; and (iii) there is no a priori reason to expect unusually large excitonic effects in pyrite, which thus would be expected to be on the order of 10–100 meV given the dielectric constant of pyrite [24]. However, when we further investigate the published absorption experiments, there appears to be some room for interpretation of the energy where the absorption edge starts. Indeed, an early work of Ferrer et al [19] comments on the general discrepancy of prior results and remarks among the conclusions that the flat nature of the band edge in pyrite prevents accurate determination of the bandgap using methods that assume a parabolic band behavior.

We also find results of purely computational methods on the pyrite electronic structure to be in major disagreement on the magnitude of the quasiparticle (fundamental) bandgap, calculated as the difference between the highest occupied and lowest unoccupied states. This gap is also known as the HOMO–LUMO gap. Several works in the past have used density functional theory (DFT) [25, 26] with semi-local functionals and the +U framework [27–30] to find quasiparticle bandgaps of ≈1 eV [13, 14, 31]. However, recent computations with GW find a HOMO–LUMO gap of 0.4 eV, whereas the same authors find a HSE06 hybrid functional [32, 33] gap of 2.70 eV [13, 31]. This is unusual for ‘beyond semi-local DFT’ methods, where successfully applied GW, hybrid functionals and DFT + U tend to roughly agree on an expanded gap compared to that of DFT with LDA or GGA functionals.

In the light of these findings, the present paper puts forward a set of arguments in support of re-examining the bandgap value of 0.95 eV presently quoted in the literature for comparison with quasiparticle bandgaps and the OCV. Specifically, our focus is on the difference between pyrite and typical semiconductor systems in that the origin of the bottom of the pyrite conduction band is a low intensity band originating from the sulfur p states. However, around 0.5 eV further into the conduction band, the contributions from other quasiparticle bands give a sharp rise in the number of conduction band states with more typical parabolic behavior. The optical spectrum from the sulfur p-band in pure bulk pyrite is of a magnitude and shape where it would overlap with the contribution from defects and disorder and thus easily be discounted in a determination of the optical band gap.

We emphasize that the present investigation is not in itself sufficient proof that the fundamental bandgap of pyrite is significantly smaller than 0.95 eV. However, the consequence of an unusual shape of the conduction band onset is rarely discussed in prior works. The main contribution of the present paper is to show that an interpretation of absorption into a low intensity sulfur p-band is in principle compatible with currently available experimental data. Pyrite makes a particularly interesting case for this discussion, since this gives a possible alternative explanation of the low OCV observed experimentally.

1.2. Optical absorption

The most commonly discussed sources of optical absorption of photons of energy smaller than the fundamental bandgap are (i) random defects, whose high concentrations may give rise to large bandwidth defect states that merge with the conduction band to give a tail-like shape at the bottom of the band [34], and (ii) a disordered structure giving an Urbach tail in the absorption spectrum [35]. Generally less discussed, but possible, are (iii) intraband excitations, where p-type defects open up states at the top of the valence band that can accept a continuum of excitations from lower energy states in the valence band, and a similar effect for n-type defects, where electrons at the edge of the conduction band can be excited to higher states; (iv) excitons can reduce the optical bandgap. However, we suggest that, aside from all these alternatives, one also needs to consider the possibility that the beginning of the conduction band in the pure bulk material may allow only very few states. In pyrite the relatively low density of lower energy conduction band states would produce optical absorption at levels indistinguishable from the other three contributions listed above. By contrast, the sudden onset of absorption for photons of energies above 0.95 eV is consistent with the appearance of a high density of states for such
energies. To make our discussion clear, we shall in the following distinguish between the ‘tail states’, which pertain to defects and disorder, and the ‘trailing’ conduction band states that represents the true bottom of the conduction band, even in the bulk. This distinction is important, because the tail states caused by extrinsic defects or a disordered structure can, presumably, be suppressed by high-purity fabrication techniques, as is common in the silicon industry.

A material with significant intraband absorption would have a reduced efficiency, but since the intraband absorption does not affect excitations across the gap, it should thus not affect the OCV. However, if a fraction of the absorption below the apparent main absorption edge goes to the bulk conduction band, these states limit the OCV regardless of the sample purity, giving at the same time a contribution to absorption comparable to defect related tails.

Excitons usually introduce sharp peaks at the absorption edge that potentially may lower the absorption onset from the fundamental bandgap by the value of the exciton binding energy. Recent works find that the typical exciton binding energy in semiconductors is of the order of 10–100 meV, and is inversely related to the dielectric constant [24, 36]. The dielectric constant of pyrite is rather large (~26) [37], mostly because of the large polarizability of the S^−2 ions. Hence, the local Coulomb interactions are very much screened and excitonic effects are not expected to be large, which suggests that this is not a major contribution to the possible discrepancy between different bandgaps. Nevertheless, future work could find pyrite to exhibit highly unusual exciton properties, and if so, this is indeed a possible alternative explanation for the low OCV that we do not further investigate in the present work.

2. Computational methods

For the computational part of this study we use Kohn–Sham (KS) DFT [25, 26] with projector augmented waves (PAW) pseudopotentials [38, 39] and the PBE functional [40], as implemented in the VASP 5.1 software package [41, 42]. Our bulk calculations are performed with a cutoff of 400 eV and a converged k-point density of 24 × 24 × 24 in a Monkhorst–Pack grid [43], and 250 extra empty bands to converge the optical tensor. Our slab calculation consists of eight layers of pyrite, 10 Å of vacuum, and is sampled with an 8 × 8 × 1 k-point grid. The slab calculation uses the dipole correction implemented in VASP [44, 45]. To calculate absorption spectra we use the method described in [46]. To minimize numerical errors at small values of the absorption coefficient, care has been taken to converge the calculations in the integration denominator shift and density of states (DOS) integration step (see [46] for details). For some calculations we compare with DFT results where a +U [27–30] correction is used alongside the PBE functional, which we shall refer to as PBE + U in the following. Unless specified otherwise, our computations are done with fully relaxed pyrite structures (i.e., volume, symmetry-preserving cell shape and ionic positions) starting from an experimental structure with lattice constant 5.417 Å [47]. The relaxations are done separately for PBE and PBE + U giving relaxed (zero-temperature) lattice constants of 5.402 Å for PBE and 5.424 Å for PBE + U. In those calculations we use a U − J value of 1.9 eV. This value is taken to represent a generally accepted value for Fe in sulfides, as was used in our previously described high-throughput framework [48], where it was obtained by a fit to experimental binary formation enthalpies [49]. It has not been fitted to a specific bandgap value.

2.1. Electronic structure

Figures 1 and 3 show the band structure of pure bulk pyrite computed with PBE and PBE + U. The axes in the DOS in figure 1 have been chosen to clearly show the shape of the bottom of the conduction band, whereas for comparison the same DOS is shown in figure 2 on axes chosen to show all DOS peaks. The DOS is also shown alongside the band structure in figure 3. As discussed above, the DFT quasiparticle (fundamental) bandgap has commonly been compared with measurements of the optical bandgap, reported as 0.95 eV [15–23]. For a relaxed pyrite crystal structure, the HOMO–LUMO bandgap gives 0.99 eV for PBE + U, and 0.42 eV without the U term. The same calculation for unrelaxed structures at the experimental ionic positions and lattice parameters gives the value 0.29 eV. This value is taken to represent a generally accepted value for Fe in sulfides, as was used in our previously described high-throughput framework [48], where it was obtained by a fit to experimental binary formation enthalpies [49]. It has not been fitted to a specific bandgap value.
Figure 2. This figure is identical to figure 1, except that both panels are shown unzoomed, i.e., on individual y-scales chosen to fit all DOS peaks in the figure. This makes the nature of the low intensity states at the bottom of the conduction band more difficult to distinguish. In a less resolved DOS they may not be distinguishable at all.

Figure 3. Band structure of bulk pyrite from PBE (left) and the corresponding DOS (right). The single p-band from sulfur dips down at the gamma point.

Figure 4. A closely zoomed DOS of pure bulk Si as calculated with PBE, included for comparison with figure 1. For Si the onset of the DOS is more defined, with a typical free-electron-like band shape.

Figure 5. A closely zoomed DOS of ZnO as calculated with PBE, included for comparison with figures 1 and 4. ZnO has a DOS shape of the bottom of the conduction band that resembles that of pyrite, but lacks the sharp onset of states at a higher energy within the conduction band.

Figure 6. Identical to figure 5, except shown unzoomed for comparison with the corresponding figures for pyrite shown in figure 2. In contrast to the case of pyrite, the onset of states at the bottom of the conduction band of ZnO is equally noticeable in this figure and in figure 5.

The position of the conduction states as inaccurate in all these methods (see, e.g., [50]). For DOS and band structure, aside from an absolute shift of the conduction band, the various methods give similar results. This corroborates the common practice to take the band structure from DFT using semi-local functionals at least as a qualitative approximation of the actual band behavior. We further note that the computed bulk DOS and frequency-dependent absorption was not significantly changed when using unrelaxed crystal structures.

In the computed band structure (figure 3) we see a sulfur p-band going up from the bottom of the conduction band starting at around 0.4 eV above the Fermi level. At 0.5 eV above the bottom of this band (i.e., 0.9 eV above the Fermi level) it joins other electronic bands, mostly of Fe d-symmetry. In the DOS this sulfur p-band is visible as a long narrow set of trailing states with no clear onset, reflecting the p-band parabolic dispersion in the band structure.

Pyrite differs from a prototypical semiconductor where the onset is clearer, see the DOS of silicon in figure 4. We also compare the pyrite DOS with that of bulk ZnO, as shown in figure 5 set on the same axis as figure 1. For further comparison, a version of the figure on usual axes is also shown in figure 6. The experimental ZnO fundamental bandgap is 3.3 eV which is much larger than the HOMO–LUMO gap.
given from DFT with the PBE functional, 0.8 eV. Both ZnO and pyrite have a somewhat similar set of low amplitude trailing states at the bottom of the conduction band. However, the deceptive feature of pyrite is the change in nature between the low energy sulfur p-band and the sharp increase from other electronic bands $\sim$0.5 eV above the true bottom of the conduction band. This feature is completely missing in the case of ZnO. Hence, in a measurement that depends on the shape of the DOS at the bottom of the conduction band, such as optical absorption, it appears it should be substantially easier to identify the true bottom of the conduction band in ZnO than in pyrite. The influence on absorption experiments of this difference will be further investigated in the following.

The pyrite band structure has been found to be very dependent on the lattice parameters and the internal degrees of freedom in the structure. In [51, 52] the electronic structure of pyrite was calculated with the LDA. In [51] the authors discuss the experimentally established blueshift of the optical gap of pyrite and conclude the quasiparticle (fundamental) bandgap value to be very sensitive to the sulfur position in the unit cell. This effect appears because of the steep sulfur p-band near the $\Gamma$ point in the first Brillouin zone, with the lowest energy sulfur p-band and the sharp increase from other bands $\sim$0.5 eV above the true bottom of the conduction band. The electronic structure of pyrite was calculated with the LDA. In [51] the authors provide an electronic structure dependent on the lattice parameters and the internal degrees of freedom, and exchange–correlation functional.

### 2.2. Absorption coefficient

We have calculated the frequency-dependent absorption coefficient using PBE and PBE + U using the method described in [46] and implemented in VASP. In this method the imaginary part of the matrix element $\epsilon_{\alpha,\beta}(\omega)$ of the dielectric matrix for frequency $\omega$ is computed as follows:

$$
\text{Im} \epsilon_{\alpha,\beta}(\omega) = \frac{4\pi^2\epsilon_0^2}{\Omega} \lim_{q \to 0} \frac{1}{q^2} \sum_{c,v,k} 2w_k \delta(\epsilon_{ck} - \epsilon_{vk} - \omega) \times \langle \epsilon_{c_{k+q}} | \epsilon_{c_{k}} \rangle | \epsilon_{c_{k+q}} | \epsilon_{c_{k}} \rangle^*.
$$

where $\epsilon$ is the electronic charge, $\Omega$ is volume of the primitive cell, $\mathbf{k}$ denotes the $\mathbf{k}$-points, the indices $c, v$ refer to the conduction and valence band states respectively, summing over all transitions from occupied to unoccupied states within the first Brillouin zone, with $\epsilon_{ck}$ the corresponding eigenvalues, the vectors $\epsilon_{c_{k}}$ unit vectors for the three Cartesian directions, $w_k$ the weight of the $\mathbf{k}$-point, and $\epsilon_{c_{k}}$ the cell periodic part of the orbitals (see [46]). The real part of $\epsilon_{\alpha,\beta}$ is then given by the Kramers–Kronig transformation

$$
\text{Re} \epsilon_{\alpha,\beta}(\omega) = 1 + \frac{2}{\pi} P \int_{0}^{\infty} \frac{\text{Im} \epsilon_{\alpha,\beta}(\omega') \omega'}{\omega'^2 - \omega^2} d\omega',
$$

where $P$ designates the Cauchy principal value of the integral, which is calculated numerically by the use of a small complex shift in the denominator of the integrand. The absorption coefficient $A_{\alpha,\sigma}$ can then be calculated as

$$
A_{\alpha,\sigma}(\omega) = \frac{2\omega}{c} \sqrt{\frac{|\text{Im} \epsilon_{\alpha,\beta}(\omega)| - \text{Re} \epsilon_{\alpha,\beta}(\omega)}{2}},
$$

where $c$ is the speed of light in vacuum.

In figure 7 the result is compared with the experimental optical absorption data from various sources that, as discussed above, frequently serve as a basis for taking $\sim$0.95 eV as a value for the bandgap of pyrite used for comparison with quasiparticle results and the OCV. The experimental data show significant scatter, clearly illustrating the difficulty in establishing a consistent behavior of the subgap absorption. The largest differences can be explained mainly by grouping the data as either obtained from thin film or bulk samples.

![Figure 7. The onset of the frequency-dependent absorption coefficient in pyrite.](image-url)
as labeled in the figure. However, all the experimental data show a significant degree of subgap absorption below 0.95 eV. In each of the cited works the absorption tails have been disregarded (usually interpreted as Urbach tails [35]) when determining the optical gap. The very steep slope at the lowest energies of the PBE and PBE+U absorption graphs in figure 7 close to (but not exactly at) the computational bandgaps are technically the true absorption edges. These appear in this figure at slightly higher energies than the HOMO–LUMO bandgap values (0.42 and 0.99 eV for PBE and PBE + U, respectively) due to the cut used for the logarithmic scale in the figure, and because the complex shift used in the integrand of equation (2) slightly affects the values when the absorption value is very low.

We suggest not to compare the absolute values of the computational results and experiments too closely. Our main conclusion from figure 7 is rather that the computational data qualitatively show an absorption tail with a strong exponential onset only about 0.5 eV above the valence band maximum. This is seen straightforward to extract a bandgap value with good accuracy from a curve with this shape.

as labeled in the figure. However, all the experimental data show a significant degree of subgap absorption below 0.95 eV. In each of the cited works the absorption tails have been disregarded (usually interpreted as Urbach tails [35]) when determining the optical gap. The very steep slope at the lowest energies of the PBE and PBE+U absorption graphs in figure 7 close to (but not exactly at) the computational bandgaps are technically the true absorption edges. These appear in this figure at slightly higher energies than the HOMO–LUMO bandgap values (0.42 and 0.99 eV for PBE and PBE + U, respectively) due to the cut used for the logarithmic scale in the figure, and because the complex shift used in the integrand of equation (2) slightly affects the values when the absorption value is very low.

We suggest not to compare the absolute values of the computational results and experiments too closely. Our main conclusion from figure 7 is rather that the computational data qualitatively show an absorption tail with a strong exponential onset only about 0.5 eV above the valence band maximum. This is seen straightforward to extract a bandgap value with good accuracy from a curve with this shape.

In figure 8, which shows the absorption coefficient of ZnO calculated in the same way as for pyrite.

At this point, it is relevant to ask whether the low intensity onset of the optical absorption curve is predominately caused by small matrix elements for the relevant transition across the bandgap, or simply because of the low intensity DOS at the bottom of the conduction band. Choi et al discuss in detail the various optical transitions in the pyrite band structure [31] and find that, while the transition across the fundamental gap is not dipole forbidden, the corresponding matrix element is of reduced amplitude since the conduction band minima associates rather purely with Sppσ orbitals and the valence band states mostly localize around the Fe atoms. In contrast, [52] suggests that the matrix elements are large because of the different orbital composition of the valence band maximum (VBM) (d) and the CBM (p). To investigate this further we compare the joint density of states (JDOS) [53] with the computed optical absorption, shown in figure 9. The JDOS gives an estimate of the absorption that disregards the magnitude of the matrix element. The result is that the weak onset of the optical absorption can indeed entirely be accounted for by the weak tralng states in the DOS.

The quasiparticle (fundamental) HOMO–LUMO bandgap from usual semi-local functionals such as PBE is known to usually give significantly smaller bandgaps for semiconductors than the experimental values (though, this is not universally true; see, e.g., figure 1 in [50] and the results for bulk PbS in [54]). However, for FeS₂, one can speculate that the large sensitivity of the bandgap to the internal degrees of freedom makes it possible that the error of the PBE relaxed

\[ \alpha(\omega) \propto \left( \rho_{\text{c}}(E_1) \right)^{-1} + \left( \rho_{\text{v}}(E_2) \right)^{-1}, \]

\[ E = |E_1 - E_2|, \rho - \text{density of states}, \text{c-conduction, and v-valence states}. \]

\[ 6 \text{ JDOS}(E) \propto \left( \rho_{\text{c}}(E_1) \right)^{-1} + \left( \rho_{\text{v}}(E_2) \right)^{-1}, E = |E_1 - E_2|, \rho - \text{density of states, for c-conduction, and v-valence states.} \]
cell is such that the PBE bandgap is unusually close to the true fundamental bandgap. Nevertheless, even under the assumption that the fundamental bandgap is larger than found at this level of theory, i.e., 0.4 eV (or 0 if using the unrelaxed structure) there is some room up to the value of 0.95 eV. The PBE + U HOMO–LUMO gap is 1.0 eV, but changes with the choice of the value of $U$, which, in theory, allows for the possibility that a computation on a fully relaxed structure with a $U$ parameter of the magnitude similar to that used in prior works may have given a DFT + U quasiparticle bandgap that is larger than the true fundamental bandgap. We do not think this is an unreasonable suggestion, given the major disagreement between PBE + U and other higher level theories, i.e., GW (0.4 eV) and hybrid functionals (2.7 eV). The lower graph of figure 7 indeed suggests that the PBE + U HOMO–LUMO gap may be too large since it reproduces the main onset of absorption at a significantly higher energy than found experimentally, although this conclusion may be affected by various causes of absorption below the fundamental gap discussed above, e.g., excitons. However, as also explained above, it appears unlikely for excitons to account for the full discrepancy at absorption edge onset. Such a conclusion is in further disagreement with the observation by other authors that optical features associated with the intraband critical points are well reproduced with PBE and GW, but the +U correction places them at energies too high by 0.3–0.5 eV [31].

2.3. Comparison with other experiments

Our focus has so far been to investigate the absorption data to which we have traced the 0.95 eV value used in the present literature. However, one may argue that there are experiments more suited for extracting a value for the fundamental bandgap. One such experiment would be photoemission. However, we are only aware of a single such experimental work on pyrite by Folkerts et al [37]. These authors do not extract a value of the fundamental bandgap from their data independently from the prior absorption experiments. In figure 9 we compare our computational data with their experiment. While the photoemission data appear to indicate states far below 0.95 eV, the resolution of this experiment is simply too low to resolve a difference in bandgap needed for the present investigation. We also note that the photoemission experiments may be influenced by the electronic structure on the pyrite surface, further complicating the analysis of these data. Nevertheless, to the extent that a conclusion can be drawn, these data are not in contradiction with a fundamental bandgap below 0.95 eV.

Other available experiments from which the pyrite bandgap can be extracted include the use of the experimental relations between either the resistivity, conductivity, or the Hall coefficient and inverse temperature [55, 22, 56]. A bandgap value is then usually extracted from the slope of, e.g., the resistivity in the high temperature limit of a logarithmic plot. These experiments, as any other experimental technique that depends on the shape of the density of states of the conduction band, will be subject to a possibly similar misidentification of the trailing bulk states as discussed in this paper for absorption. The contribution from the trailing states will mix with that of defects and disorder and appear exceedingly small next to the more apparent onset at higher energy. The situation where trailing states have a major influence is in determining the quantities that depend on the very absolute CBM position in a very pure sample, e.g., the measurement of the OCV in a typical setup. In contrast, for the specific case of resistivity versus inverse temperature, the slope in the high temperature limit would arguably be determined by the more apparent conduction band onset, whereas the true fundamental bandgap, which takes into account the trailing states from the sulfur p-band, would have to be determined from a region of linear slope at intermediate temperatures that may be easy to overlook.

2.4. Surface effects

Separate from our suggestion that low amplitude trailing states are present at the bottom of the conduction band in bulk pyrite, we now turn to the possible additional influence of surfaces on the electronic states of pyrite. In figure 10 we superimpose the computed (100) surface DOS and absorption coefficient on the corresponding bulk quantities. Surface states typically appear in the fundamental bandgap of the bulk [57]. However, in the case of pyrite, surface states appear continuously connected to the conduction band. The (111) surface behaves similarly (not shown). These results can be compared to the normalized conductance from experimental scanning tunneling spectroscopy (STS) data. This picture is supported by experimental evidence from STS, shown in figure 11. The measurements were done on a synthetic pyrite sample produced by similar methods as those described in [58]. Our STS data resemble that of Rosso et al [59] and have been obtained using similar methods. An enlightening comparison can be made with the normalized conductance for the Si surface in [60]. The latter has a longer and more pronounced flat region than found for pyrite. It is
Figure 11. Normalized conductance from experimental STS data for the pyrite (100) surface for a synthetic sample. The solid line is the average of four measurements taken on the same sample (dashed lines), which are included to illustrate the overall uncertainty. The normalized conductance is expected to reproduce features of the surface DOS, see figure 10. All the data sets consistently suggest a fundamental bandgap for the surface of $\sim 0.4$ eV, shown with vertical lines, which is smaller than that found with both PBE and PBE $+ U$ for a slab system. The recent extensive STS study of pyrite is given in reference [67].

typically difficult to quantify the fundamental bandgap of a semiconductor directly from the STS data with a high level of accuracy [61]. Nevertheless, it appears that the fundamental bandgap on the surface given by the STS data is smaller than the one we obtain with DFT using the PBE functional for the surface [62].

In addition to the discussion above suggesting the possibility that the low OCV observed for pyrite can be explained as a misinterpretation of optical data for determining the fundamental bulk bandgap of pyrite, we will discuss a surface mechanism that may be responsible for further restriction of the OCV. The mechanism applies to a situation in which electrons are excited above 1 eV, and for some reason still can be extracted through the surface of the pyrite crystal, despite the low fundamental bulk bandgap. This could be the case, for example, in high intensity light conditions applied to pyrite thin film. Such light conditions could fill up the bulk tail states (bottom of the CB) in the dynamic Burstein–Moss effect [63], and make the effective fundamental bandgap increase above the tail states. Our best estimate, without knowledge of the recombination time, indicates that this would require very high intensity or a very thin sample. From the DOS in figure 1 we can estimate the electron concentration needed to completely fill up the trailing states up to the more apparent band onset as $\sim 0.001$ electrons $\AA^{-3}$ ($10^{21}$ electrons cm$^{-3}$), but given the shape of the trailing states, a partial effect may be seen at much lower intensities.

The mechanism that we propose is the following: electrons excited in the bulk that are being extracted through the surface layers would pass through few atomic layers with smooth and gapless connection to the higher-density surface states shown in figure 10 and would thermalize quickly into those surface states. We expect thermalization to be very rapid [64] because it occurs within a single band which terminates in surface states (intraband relaxation within the sulfur p-band). As such, dissipation is suggested to take place on the femtosecond scale [65]—even if excitations could occur in the bulk at a higher level, these electrons would not contribute to higher effective OCV. (See figure 12 for an illustration of how bulk excited states thermalize on their way to the surface.) One conclusion is that despite the issue of a possibly low fundamental bulk bandgap, surface passivation of pyrite thin film may still be a possible way towards an improved OCV in certain configurations. Surface passivation was explored by Antonucci et al who reported an improved OCV [66]. However, in this specific case the sample was so thin that the surface passivation may actually have changed the nature of the bulk crystal completely, possibly removing the intrinsic bulk tail.

3. Summary and conclusions

In conclusion, in this work we have found that a theoretical analysis of data for pure bulk pyrite supports the existence of low density trailing states at the bottom of the conduction band which are not due to defects or structural disorder. We have generally established that this behavior of the conduction band states would be observed in absorption experiments with the shape and magnitude very similar to that of defects and disorder. Combined with discrepancies in the subgap absorption in earlier experiments and an unusually high level of disagreement between ‘beyond semi-local DFT’ computational methods, we suggest that there are grounds for a future re-examination of the accepted value of the fundamental bandgap of pyrite. One can speculate whether
the same error possibly appears for any other materials with similar trailing states. For a material where the DOS does not have a clear onset, any error made will systematically be towards higher gap values. As seen in the case of pyrite, such errors could be substantial, and caution is needed when relying on the quoted bandgap values of less well-studied compounds, as is, for example, common practice when benchmarking computational methods. Our findings also constitute an important general warning about dismissing subgap absorption without taking into account the possibility of the onset DOS having an unusual shape.

Finally, we summarize here the arguments from both the present work and elsewhere that we have put forward for the need to re-examine the fundamental bandgap of pyrite: (i) the HOMO–LUMO bandgap calculated with higher order methods does not consistently extend the semi-local KS DFT gap in the usual way; instead, the GW as higher order methods does not consistently extend the semi-local pyrite: (i) the HOMO–LUMO bandgap calculated with higher for the need to re-examine the fundamental bandgap of the present work and elsewhere that we have put forward of the onset DOS having an
constitute an important general warning about dismissing benchmarking computational methods. Our findings also be towards higher gap values. As seen in the case of pyrite, not have a clear onset, any error made will systematically for any other materials with similar trailing states. For a material where the DOS does not have a clear onset, any error made will systematically be towards higher gap values. As seen in the case of pyrite, such errors could be substantial, and caution is needed when relying on the quoted bandgap values of less well-studied compounds, as is, for example, common practice when benchmarking computational methods. Our findings also constitute an important general warning about dismissing subgap absorption without taking into account the possibility of the onset DOS having an unusual shape.

Finally, we summarize here the arguments from both the present work and elsewhere that we have put forward for the need to re-examine the fundamental bandgap of pyrite: (i) the HOMO–LUMO bandgap calculated with higher order methods does not consistently extend the semi-local KS DFT gap in the usual way; instead, the GW as higher order methods does not consistently extend the semi-local pyrite: (i) the HOMO–LUMO bandgap calculated with higher for the need to re-examine the fundamental bandgap of the present work and elsewhere that we have put forward of the onset DOS having an
constitute an important general warning about dismissing benchmarking computational methods. Our findings also
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