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Abstract
At the dawn of thermodynamics, Carnot’s constraint on efficiency of heat engines stimulated the formulation of one of the most universal physical principles, the second law of thermodynamics. In recent years, the field of heat engines acquired a new twist due to enormous efforts to develop and describe microscopic machines based on systems as small as single atoms. At microscales, fluctuations are an inherent part of dynamics and thermodynamic variables such as work and heat fluctuate. Novel probabilistic formulations of the second law imply general symmetries and limitations for the fluctuating output power and efficiency of the small heat engines. Will their complete understanding ignite a similar revolution as the discovery of the second law? Here, we review the known general results concerning fluctuations in the performance of small heat engines. To make the discussion more transparent, we illustrate the main abstract findings on exactly solvable models and provide a thorough theoretical introduction for newcomers to the field.
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1. Introduction
Noises and fluctuations are often regarded as negative effects, which devaluate signals and make our lives more unpredictable. However, they are at the very heart of thermodynamics [1–6]. Indeed, the fundamental notions of heat and entropy are closely related to thermal fluctuations. Only due to these fluctuations, we are able to use heat engines to transform the easily accessible thermal energy into the useful mechanical work, and thus to propel our industrial society.
During the last decades, we have witnessed an enormous effort to explore energy transformations in living organisms, miniaturize electronic circuits necessary for development of computers, and advance experimental micromanipulation techniques. With the current experimental resolution, one can observe how thermal fluctuations transfer working medium of a heat engine between its microstates. A periodic driving of energies of the microstates and temperature of the environment then allows us to systematically convert energy of the thermal fluctuations into mechanical work. We call such operating machines as microscopic cyclic heat engines. Another option is to couple the working medium to several thermal environments at different constant temperatures and to convert part of the resulting heat flux into work. Such microscopic machines operate autonomously under stationary conditions, and we refer to them as steady-state heat engines.

If one can neglect fluctuations, e.g. at macroscopic scales, fundamental limitations on performance of both these types of heat engines are identical and dictated by the second law of classical thermodynamics [6]. However, at the microscale, the fluctuating output work in cyclic and steady-state heat engines become fundamentally different stochastic processes subjected to distinct restrictions [7]. Mathematical description of these processes and intuitive understanding of their physical behavior are the main aims of this review. We will address them using exact solutions to specific models and generalizations of the second law, which take into account fluctuations.

The consistent theoretical framework describing thermodynamics of small systems is known as the stochastic thermodynamics. Its development up to 2012 is comprehensibly reviewed in reference [8]. Concerning microscopic machines, this early period of development was mainly devoted to generalizations of classical problems: with a few exceptions [9], performance of stochastic heat engines was studied on the level of mean values with a particular focus on the efficiency at maximum power [10–12]. Only recently, a systematic attention has been devoted to fluctuations in performance of small heat engines. Our main goal here is to present a coherent and intuitive overview of main achievements in this rapidly growing field.

Concretely, section 2 of this review presents mathematical tools necessary for analysis of dynamics of small systems under the broadly used Markovian description. Section 3 contains definitions of basic thermodynamic quantities for cyclic and steady-state heat engines and provides further mathematical tools for studying their fluctuations. These two sections introduce basic concepts of stochastic thermodynamics, which are employed in the rest of the review. A reader familiar with these basic notions can jump directly to section 4, where we review the known general results on fluctuating thermodynamic performance of classical heat engines (with a few quantum side remarks). Namely, section 4.1 describes general properties of probability density functions (PDFs) for stochastic work and heat. Section 4.2 discusses generalizations of the Crooks and the Jarzynski fluctuation theorems (FTs) for heat engines. In section 4.3, we discuss universal properties of PDF for stochastic efficiency. And section 4.4 is devoted to implications of thermodynamic uncertainty relations (TURs) for the performance of heat engines. In particular, we focus on the imposed bounds on power and its fluctuations close to the reversible efficiency.

All these concepts and results are illustrated on specific models which are to a great extent exactly solvable. These models and the corresponding solutions are reviewed in section 5. We believe that such a collection of exactly solvable models can help the readers to gain a better intuitive understanding of how to apply the general results in specific situations.

This review is conceptually self contained. However, for readers willing to explore other achievements of stochastic thermodynamics or to get a deeper understanding of its theoretical tools, we can recommend a number of excellent reviews focusing on various major topics in this field. First, the book [13] contains a pedagogical introduction into stochastic energetics defining...
heat and work for individual stochastic trajectories. It also covers several models of microscopic machines not discussed here like the Feynman and the Büttiker–Landauer ratchets, and information engines. Then, there are several comprehensible reviews of FTs explaining their properties from different perspectives [14–18], review articles focusing on TURs [19–21], stochastic thermodynamics of information [22, 23], and experimental applications of the theory [24–27]. Properties of steady-state heat engines (with the main focus on quantum systems) are discussed in reference [28]. We are aware of the fact that this list is highly subjective and incomplete. We have selected its entries based on their relation to the fluctuations in heat engines.

In the whole review, we will measure the energy in units of temperature and thus we set \( k_B = 1 \). To avoid introducing too many symbols, we will often distinguish between different functions by their variables. For example, \( L \) will denote matrix of transition rates and \( L(s_m) \) will be the corresponding tilted rate matrix. We will also omit writing independent variables if their values will be clear from the context.

2. Dynamics

In this section, we review dynamic equations describing stochastic time evolution of small systems. If not specified otherwise, we assume the classical Markovian dynamics [29, 30], which is in general described by the generalized master equation (GME)

\[
\frac{\partial}{\partial t} p(m, t) = \mathcal{L}(t)p(m, t)
\]

(1)

for the probability density \( p(m, t) \) to find the system at microstate \( m \) at time \( t \). The time-dependence in the operator \( \mathcal{L}(t) \) comes from time dependence of temperature and driving protocol necessary to describe cyclically operating heat engines.

2.1. Discrete state space

For systems with a discrete state space, such as models of molecular machines or even incoherent quantum models, the microstate label \( m \) assumes a (typically finite) number of discrete values, say \( m = 1, \ldots, N \). The dynamic equation can then be written in the matrix form

\[
\frac{d}{dt} \mathbf{p}(t) = \mathbf{L}(t)\mathbf{p}(t)
\]

(2)

for the vector \( \mathbf{p}(t) = [p_1(t), \ldots, p_N(t)]^T \) of occupation probabilities \( p_n(t) \) of the individual microstates. The non-diagonal elements \( L_{mn}(t) \) of the transition rate matrix \( \mathbf{L}(t) \) describe probabilities (per unit time) for transitions from state \( n \) to state \( m \). The diagonal element \( L_{nn}(t) \) is given by the sum over all transitions from the state \( n \) to state \( m \): \( L_{nn}(t) = -\sum_{m\neq n} L_{mn}(t) \), which secures that the normalization, \( \sum_{m=1}^N p_m(t) \), is constant over time.

To ensure thermodynamic consistency of the model, the transition rates must obey the so-called (local) detailed balance condition [32]

\[
\frac{L_{mn}(t)}{L_{nm}(t)} = e^{-\beta(U(m,t) - U(n,t))},
\]

(3)

Equations of the form (1) can also describe some non-Markovian systems, in which case \( \mathcal{L} p(m, t) \) depends on the history of the function \( p(m, t) \), rendering the dynamic equation non-local in time. For quantum systems, the function \( p(m, t) \) in general describes not only PDF for \( m \) but also coherences in the system [31], which are neglected in our description.
where \( \beta(t) = 1/T(t) \) is the inverse temperature of the environment and \( U(m, t) \) denotes energy of microstate \( m \) at time \( t \). The condition ensures that the probabilities \( p_m(t) \) are described by the Boltzmann equilibrium distribution

\[
p_m(t) = \exp[-\beta(t)U(m, t)]/Z(t),
\]

if the driving is much slower than all system’s relaxation processes and if the system is connected to a single heat bath at a time. The normalization \( Z(t) \) is given by

\[
Z(t) = \sum_m \exp[-\beta(t)U(m, t)].
\]

In case of time-independent transition rates, the solution to the master equation (2) is given by the matrix exponential

\[
p(t) = \exp[(t - t')L]p(t').
\]

For problems with time-dependent rates, the solution instead involves the so-called time-ordered matrix exponential \( \exp[\int_{t'}^t dt' L(t')] \). While its exact evaluation is difficult, it can be always calculated approximately, as described in section 5.1.1 on a specific example.

The matrix exponential yields complete information about dynamics of the system. Moreover, when using the method of moment generating functions described in section 3.2, it can also yield information about functionals of the stochastic process such as heat and work. Alternatively, the complete information about the dynamics and energetics of Markov processes with discrete state space can be obtained using suitable simulation algorithms [29, 33].

### 2.2. Continuous state space

For systems where \( m \) labels a continuum of microstates, the GME (1) is a partial differential equation. For example, for an underdamped Brownian particle, the microstate \( m \) specifies position \( x \) and momentum \( p \) of the particle and the operator \( L \) assumes the form

\[
L(t) = \nabla_p \cdot \left[ \gamma^2 D(t) \nabla_p + \gamma p + \nabla_x U(x, t) \right] - \nabla_x p/m_g,
\]

where \( m_g \) is the particle mass and \( U(x, t) \) is potential. The nabla operators \( \nabla_x \) and \( \nabla_p \) denote gradients with respect to position and momentum, respectively. The thermodynamic consistency (3) in this case requires that the friction coefficient, \( \gamma \), diffusion coefficient, \( D \), and temperature \( T \) are interconnected by the fluctuation–dissipation theorem

\[
D(t) = T(t)/\gamma.
\]

The underdamped dynamics describes particles in diluted gasses so that the relaxation time of their momentum is comparable or larger than that of the position [30, 34].

For particles immersed in environments with a larger friction, such as water, the underdamped description can be significantly simplified by assuming that momentum degrees of freedom are at all times in equilibrium. Then the microstate \( m \) is specified by the system position \( x \) and the operator \( L \) reads

\[
L(t) = \nabla \cdot \left[ D(t) \nabla + \frac{1}{\gamma} \nabla U(x, t) \right],
\]

where \( \nabla \equiv \nabla_x \). This case corresponds to the most frequently used description of the so-called Brownian heat engines with the working medium composed of Brownian particles immersed in water, as witnessed by the available experimental [35–37] and theoretical [10, 38–41] results.
Note that these systems can also be driven by non-conservative forces. In such case, the potential force $-\nabla_x U(x,t)$ in equations (6) and (8) has to be replaced by the total force $F(x,t)$ containing also the non-potential component.

If the operator $\mathcal{L}$ assumes either of the two forms (6) and (8), the GME (1) is called the Fokker–Planck equation. Even for time-independent driving, this equation can be solved exactly in few special cases only [34]. The most notable case is the Brownian motion in a parabolic potential [10, 38, 41, 42], which yields forces linear in the position variable. In the overdamped regime (8), we discuss this solution in detail in section 5.2.

Besides various approximate techniques [34], the universally applicable approach to problems where exact solutions are out of reach is provided by so called Brownian dynamics simulations [29, 34]. They are based on the stochastic differential (Langevin) equations

$$\dot{x}(t) = \frac{p(t)}{m}$$

$$\dot{p}(t) = -\gamma \frac{p(t)}{m} - \nabla_x U(x,t) + \sqrt{2D(t)} \eta(t),$$

and

$$\dot{x}(t) = -\frac{1}{\gamma} \nabla_x U(x,t) + \sqrt{2D(t)} \eta(t),$$

corresponding to the underdamped and overdamped cases, respectively. Above, the vector $\eta(t)$ is the Gaussian white noise fulfilling $\langle \eta(t) \rangle = 0$ and $\langle \eta_i(t) \eta_j(t') \rangle = \delta_{ij} \delta(t - t')$. Numerical integration of these equations yields trajectories of the stochastic process $\{x(t), p(t)\}$, which bare complete information about its dynamics and energetics.

Furthermore, for overdamped systems, the continuous state space can be discretized in a thermodynamically consistent way [43]. Then the Fokker–Planck equation transforms into a matrix master equation, which can be solved by numerical evaluation of the time-ordered matrix exponential.

2.3. Steady-state and cyclic heat engines

Traditionally, heat engines are cyclically operating machines transforming energy accepted from a thermal environment (heat) into mechanical work. Examples of such cyclic heat engines can be found in cars and other devices with combustion engines. Another way to transform heat to work is to connect the working medium simultaneously to two reservoirs at different temperatures and transform part of the resulting heat flux into work. Turbines in thermal plants, solar cells, but also wind turbines operate this way (the wind is propelled by temperature gradients). In the rest of this work, we will call these machines steady-state heat engines.

On the level of average dynamics and thermodynamics, there exist formal mappings between the periodic and steady-state heat engines [44–47]. However, from a practical perspective, these devices are fundamentally different. Due to a higher level of required control, cyclic heat engines are usually harder to realize and maintain in practice than steady-state ones. But the higher level of control also has advantages since cyclic heat engines can fundamentally outperform their steady-state counterparts. Readers experienced in stochastic thermodynamics can see directly section 4.4 for more details. Beginners are advised to first go through the current section explaining details of regimes of operation of the two classes of heat engines.
Figure 1. The simplest model of a steady-state heat engine: a single-level quantum dot connected to two leads at different temperatures and chemical potentials. The dynamics of this system is assumed to be a hopping process where electrons jump from the energy level $|i\rangle$ to $|j\rangle$ with the transition rate $L_{ji}$. In the steady state, the engine utilizes the average heat flux $\dot{q}_{in}$ due to the temperature gradient $T_h - T_c$ to drive electrons against the difference $\mu_c - \mu_h$ of chemical potential, and generates power $\dot{w}_{out} = \dot{q}_{in} - \dot{q}_{out}$. The model can be interpreted as a simple microscopic realization of a thermoelectric device.

2.4. Steady-state heat engines

Steady-state heat engines require simultaneous coupling of their stochastic dynamics to at least two heat reservoirs at different temperatures. For discrete models, individual transitions can be induced by different reservoirs, as shown in figure 1 for a simple model of a thermoelectric device. The different temperatures will then appear in the detailed balance condition (3) and hence in the hopping rates $L_{ji}$. In the continuous models, the system-reservoir couplings can be realized in various ways: having a system of interacting particles, one can couple each of them to a distinct heat bath. More generally, one can connect individual degrees of freedom of a multidimensional system to different noise sources, which is a common situation in thermal ratchet models [48, 49]. Another option is to create a spatially-dependent temperature profile [8, 13].

Due to the constant conditions, dynamics of steady-state engines eventually reaches a stationary regime where the microstate distribution $p(m)$ does not depend on time:

$$p(m) = \lim_{t \to \infty} p(m, t).$$

(12)

Here, $p(m, t)$ is the solution (5) to equation (1) for an arbitrary initial condition. The stationary distribution $p(m)$ can be also found as a time-independent solution of the GME (1),

$$\mathcal{L} p(m) = 0,$$

(13)

i.e. it is given by the eigenvector of the operator $\mathcal{L}$ to the eigenvalue zero. In models presented in this review, we assume the dynamics to be ergodic and thus the stationary distribution is unique.

2.5. Cyclic heat engines

Figure 2 shows two paradigmatic examples of cyclic heat engines: the two-state discrete model with time-dependent state energies and the continuous model of a Brownian particle moving in the time-dependent parabolic potential. Both these models are to a large extent exactly solvable,
Paradigmatic examples of cyclic heat engines are the two-level cyclic heat engine (Left) and the Brownian heat engine (Right). The dynamics of the two-level system is governed by the master equation (2) with jumps from the state $|i\rangle$ to $|j\rangle$ occurring with the rates $L_{ji}(t)$. The dynamics of the Brownian heat engine obeys the overdamped Fokker–Planck equation with the evolution operator (8). Cyclic heat engines are driven by a periodic variation of the heat bath temperature $T(t)$ and the system potential $U(m, t)$ or microstate energies $E_i(t)$. During parts of the cycle when temperature is large, the system is typically excited to higher values of the potential or higher energy levels. Subsequently, the engine performs work, $w_{\text{out}}$, by decreasing the energy of the excited microstates.

i.e. most of their properties can be derived analytically. For more details, see sections 5.1 and 5.2.

The cyclic heat engines are driven by a $t_p$-periodic protocol $\pi(t) = [U(m, t), T(t)]$, $\pi(t) = \pi(t + t_p)$. Due to the periodicity of the driving, the engine microstate distribution $p(m, t)$ also becomes a $t_p$-periodic function in the long-time limit. This limit, where $p(m, t) = p(m, t + t_p)$ holds, is frequently referred to as the time-periodic steady state or the limit cycle. In the following, we assume that the cyclic heat engines operate in this limit cycle.

The distribution $p(m, t)$ within the limit cycle can be calculated by two complementary approaches. Both of them are conveniently formulated using the Green function $G(m, t | m', t')$ of the dynamic equation (1), i.e. its solution satisfying $G(m, t' | m', t') = \delta(m - m')$, with $\delta(\cdot)$ being the Dirac delta function for continuous systems and the Kronecker delta for discrete ones. The Green function thus describes the time evolution of a system that departed with certainty from the microstate $m'$ at time $t'$. Having the Green function, we can evolve in time any initial distribution $p(m', t')$. Within the limit cycle, this distribution will not change after one period. Hence we can derive the limit-cycle distribution by solving the so called Chapman–Kolmogorov equation

$$p(m, t + t_p) = \int dm' G(m, t + t_p | m', t)p(m', t). \tag{14}$$

In the discrete case, the Chapman–Kolmogorov equation (14) assumes the vector form

$$p(t + t_p) = G(t + t_p, t)p(t), \tag{15}$$

where the element $mn$ of the matrix $G(t, t')$ is equal to $G(m, t' | n, t') \equiv G_{mn}(t, t')$. The state of the system $p(t)$ during the limit cycle is thus the eigenvector of the Green function corresponding to the eigenvalue 1. This insight can be used to solve the equation (15) numerically. If we introduce a suitable discretization of the state variable $m$, the same method can also be applied to solve equation (14) for the continuous state space [43].
As the second alternative approach yielding the limit-cycle distribution, one can perform the limit
\[ p(m, t) = \lim_{t' \to -\infty} G(m, t|m', t'), \]
which is nothing but the long-time limit of a solution for an arbitrary initial condition.

3. Thermodynamics

The dynamics of small systems is inherently stochastic and so is the thermodynamic performance of machines based on these systems. To identify work and heat for a given trajectory \( \{m(t)\} \), a convenient starting point is an expression for the change of system’s potential energy, \( dU(m(t), t) \), during the infinitesimal time interval \([t, t + dt]\). For overdamped systems and Markov jump processes, this change can be interpreted as the first law of thermodynamics (conservation of energy) and expressed in the form \[8, 13\]
\[ d\omega(t) \equiv dU(m(t), t) = \delta w(t) + \delta q(t) = \left[ \frac{\partial U(m, t)}{\partial t} \ dt + \frac{\partial U(m, t)}{\partial m} \ dm(t) \right] \bigg|_{m=m(t)}. \]

Here, \( d\omega \) denotes the increase in the system internal energy during the infinitesimal time interval of duration \( dt \), and \( \delta w \) and \( \delta q \) are the corresponding amounts of work and heat transferred into the system. In the underdamped case, \( d\omega(t) = dH(m(t), t) \) holds, where the system Hamiltonian \( H(m, t) = K(m, t) + U(m, t) \) includes also the kinetic energy \( K(m, t) \).

Which part of \( dU(m(t), t) \) [or \( dH(m(t), t) \)] is associated with \( \delta w \) and \( \delta q \) depends on the situation at hand. The definitions differ significantly for cyclic and steady-state heat engines. Let us first discuss the cyclic ones.

3.1. Thermodynamics of cyclic heat engines

3.1.1. Work, heat, and efficiency. As illustrated in figure 2, microscopic cyclic heat engines are driven by altering the potential \( U(m, t) \) in a similar way as the macroscopic combustion engines are driven by a piston. Accordingly, the variation of \( U(m, t) \) represents the experimental tool for extracting work from the system.

This intuitive picture is in accord with the formal definition of the output work used in stochastic thermodynamics for cyclic heat engines based on overdamped Brownian systems or on Markov systems with discrete energy levels. For them, \( \delta w \) is associated with the first term on the right-hand side of \( (17) \), \( \delta w = (\partial \delta U)weathermap \( \delta q \), and the remaining part of \( d\omega \) is attributed to heat: \( \delta q = (\partial \delta U)dm \). For cyclic heat engines based on underdamped Brownian systems, one should substitute the potential in these definitions by the full Hamiltonian, \( H(m, t) = K(m, t) + U(m, t) \), including the kinetic energy \( K(m, t) \). Such defined work obeys the Jarzynski equality and the Crooks FT \[50\]. These definitions also agree with notions of work and heat from the classical statistical thermodynamics \[51\].

However, this work differs from the one introduced in textbooks on mechanics \[52\] as ‘work = force × displacement’. Actually, both these work definitions are reasonable and valid for different situations \[50, 53–57\]. Specifically, the work defined as \( \delta w = (\partial \delta U)dt \), which we will use in the rest of this review, corresponds to the situation when the time dependent driving changes the immediate internal energy of the system. On the other hand, the mechanistic definition of work suits to the situation when the time dependent part of the Hamiltonian is not understood as part of the internal energy but rather as a source of an external force.
In the quantum regime, the problem of defining the fluctuating work and heat is even less settled. A key role here is played by the measurement procedure and by the coherences (off-diagonal elements of the density matrix operator). If coherences do not emerge during the dynamics, the so-called two-point measurement scheme \cite{58, 59} yields the stochastic work, which is consistent with both the first law of thermodynamics and the quantum FTs. For a general recent analysis of various definitions of the fluctuating work, see references \cite{60, 61} and references therein.

Returning back to the Markovian cyclic heat engines subjected to the first law in the form (17), the overall work per cycle is given by the stochastic integral

\[
W_{\text{out}} = -\int_0^t \frac{dt}{\partial_t U(m, t)} \bigg|_{m=m(t)}. \tag{18}
\]

This expression is most easily understood for discrete systems such as the two-level system in figure 2. If the system resides in microstate \( m \) at time \( t \), the work flux (power)

\[
\dot{w}(t) = \frac{\delta w(t)}{dt} = \frac{\partial U(m, t)}{\partial t} \bigg|_{m=m(t)} \tag{19}
\]

flows into/from the system if the energy of microstate \( m \) at time \( t \), \( U(m, t) \), increases/decreases. A further intuition can be gained by comparing the energy levels to occupied/empty massless ‘elevators’. If an elevator is occupied by a heavy passenger and goes down in a gravity field, it can lift a weight connected to it by a pulley, and thus produce work. An empty elevator can produce no work. To lift an occupied elevator we are required to supply work.

Heat flux into the system is given by the second contribution in equation (17):

\[
\dot{q}(t) = \frac{\delta q(t)}{dt} = \frac{\partial U(m, t)}{\partial m} \bigg|_{m=m(t)} \dot{m}(t). \tag{20}
\]

The heat flows into the system whenever it changes its microstate and thus it is closely related to the probability current. Using again the elevator analogy, the heat can be understood as energy associated with jumping between elevators (microstates) with different heights and thus potential energies. Jumping to a level with a larger energy requires heat from the bath. The energy gained by falling onto lower energies is transferred into the bath.

For assessing thermodynamic efficiency of cyclic heat engines, it is necessary to identify which parts of the heat contribute to the input, \( q_{\text{in}} \), and output, \( q_{\text{out}} \), heats. While it always depends on skills of experimentalists which part of the heat they can use as a resource \cite{62, 63}, reasonable definitions are\(^2\)

\[
q_{\text{in}} = \int_0^\theta dt \dot{q}(t)\theta], \tag{21}
\]

\[
q_{\text{out}} = -\int_0^\theta dt \dot{q}(t)\theta[\dot{\bar{Q}}(t)] \tag{22}
\]

Here

\[
\dot{\bar{Q}}(t) = \langle \dot{q}(t) \rangle = \int dm U(m, t)\dot{\bar{p}}(m, t), \tag{23}
\]

\(^2\)Different definitions of input and output heat apply, e.g. in heat engines with heat regenerators, such as the Stirling engine. These regenerators allow reusing part of the heat flowing out of the system and thus significantly enhance the engine efficiency. The corresponding input heat is then typically larger than (21), and output heat is smaller than (22).
is the average heat flux into the system at time $t$. Similarly as other average thermodynamic quantities for cyclic heat engines, it can be calculated based on the limit cycle PDF (16). The Heaviside theta functions $\theta(.)$ in equations (21) and (22) ensure that if the heat on average flows into the system, we count it into the total input heat and vice versa.

Having defined the stochastic work per cycle and input heat, it is natural to introduce the stochastic power $w_{\text{out}}/t_p$ and the stochastic efficiency

$$\tilde{\eta} = \frac{w_{\text{out}}}{q_{\text{in}}}, \tag{24}$$

However, such defined efficiency have in general rather peculiar properties. In particular, its moments usually diverge and thus the average stochastic efficiency $\langle \tilde{\eta} \rangle$ is rarely equal to the traditional efficiency

$$\eta = \frac{W_{\text{out}}}{Q_{\text{in}}}, \tag{25}$$

defined as the ratio of average performed work $W_{\text{out}} = \langle w_{\text{out}} \rangle$ to the average input heat $Q_{\text{in}} = \langle q_{\text{in}} \rangle$. One exception are models which yield $w_{\text{out}} \propto q_{\text{in}}$, see sections 5.1.2 and 5.2.1. For more details, see the discussion of equation (52).

So far, we defined the averages $W_{\text{out}}$ and $Q_{\text{in}}$ of stochastic work and heat $w_{\text{out}}$ and $q_{\text{in}}$ as ensemble averages, i.e. averages taken over many realizations of the process $m(t)$. However, in experiments and simulations, it is often advantageous to measure a single long trajectory composed of many engine cycles. Then the average work and heat are approximated by averaging $w_{\text{out}}$ and $q_{\text{in}}$ over the $n$ cycles forming the long trajectory: $W_{\text{out}} \approx -\frac{1}{n} \int_0^{n t_p} w(t) \text{d}t$ and $Q_{\text{in}} \approx \frac{1}{n} \int_0^{n t_p} q(t) \text{d}t$. The traditional efficiency (25) is approximated by their ratio. On the other hand, the PDF for the stochastic efficiency (24) follows by calculating the ratios $w_{\text{out}}/q_{\text{in}}$ separately during the individual cycles. Notably, if the analyzed trajectory is finite, such obtained approximation for $\eta$ is a random variable with similar properties as $\tilde{\eta}$, as discussed in section 4.3.

3.1.2. Fluctuations of stochastic work and heat. To investigate fluctuations of work and heat in cyclic heat engines on analytical grounds, it is enough to consider the dynamic equation for the joint process \{\(m(t),w(t)\}\}, which reads [64, 65]

$$\frac{\partial}{\partial t} p(m,w,t) = \left[ L(t) - \frac{\partial U(m,t)}{\partial t} \frac{\partial}{\partial w} \right] p(m,w,t). \tag{26}$$

The second term on the right-hand side accounts for the work $\partial U(m,t)/\partial t$ done on the system per unit time while it resides in state $m$. For diffusive systems, equation (26) is just the Fokker–Planck equation [34] corresponding to the stochastic process \{\(m(t),w(t)\)\} described by the Langevin equations (9)–(11) and (19).

Both the PDF for stochastic power $w_{\text{out}}/t_p$ and the PDF for the stochastic efficiency $\tilde{\eta}$, equation (24), can be obtained from the solution $G(w_1,m_1,t_1|m_0,w_0,t_0)$ to equation (26) for the initial condition $G(w_1,m_1,t_0|m_0,w_0,t_0) = \delta(w_1 - w_0)\delta(m_1 - m_0)$, describing the system that at time $t_0$ resides with certainty in the state $m_0$ and the work done on it is $w_0$. This Green function can be obtained explicitly only in very few situations most of which are reviewed in reference [66], also see section 5 for examples with direct applications to heat engines. Alternatively, the PDFs can be obtained by numerical techniques mentioned at the ends of sections 2.1 and 2.2.
Having the Green function, the PDF for the output work reads

\[ \rho_{\text{out}} = \rho_{\text{out}} (t_p) = \int dm_1 \int dm_2 \int dm_0 \, G (-w_{\text{out}}, m_1, t_p | 0, m_0, 0) \, \rho (m_0, 0), \]  

(27)

where \( \rho (m_0, 0) \) is the state of the system within the limit cycle (14). To calculate the PDF for the stochastic efficiency, we need to first obtain the joint PDF \( \rho (w_{\text{out}}, q_{\text{in}}) \) for \( w_{\text{out}} \) and \( q_{\text{in}} \).

In words, this equation integrates over all trajectories which yield the heat \( q_{\text{in}} \) during the initial part of the of the cycle of duration \( t_0 \) and provide the total output work \( w_{\text{out}} \). The PDF \( \rho (w_{\text{out}}, q_{\text{in}}) \) then gives the PDFs \( \rho_{q_{\text{in}}} \) and \( \rho_{\tilde{\eta}} \) for input heat and stochastic efficiency by the marginalizations

\[ \rho_{q_{\text{in}}} = \rho_{q_{\text{in}}} (t_p) = \int dw_{\text{out}} \, \rho (w_{\text{out}}, q_{\text{in}}), \]  

(29)

\[ \rho_{\tilde{\eta}} = \int dw_{\text{out}} \, dq_{\text{in}} \, \delta \left( \tilde{\eta} - \frac{w_{\text{out}}}{q_{\text{in}}} \right) \rho (w_{\text{out}}, q_{\text{in}}). \]  

(30)

These PDFs yield all moments of stochastic thermodynamic variables describing the heat engine in question. The price for this complete information is the difficulty to determine them analytically. We leave a more detailed discussion of properties of the PDFs \( \rho_{w_{\text{out}}}, \rho_{q_{\text{in}}}, \) and \( \rho_{\tilde{\eta}} \) to sections 4.1–4.3. In the rest of this section, we discuss an alternative method for evaluation of the second moment of output work based on the solution of the dynamic equation (1).

In fact, the Green function \( G(m, t | m', t') \) of equation (1) and the limit-cycle probability density \( \rho (m, t) \) render all time-correlation functions of the underlying Markov process \( m(t) \) and hence also all moments of the thermodynamic variables involved [39, 66]. For example, the two-time correlation function

\[ \langle h[m(t)] f[m(t')] \rangle_c = \int \int \, dm \, dm' \, h(m) \, f(m') \, G(m, t | m', t') \, \rho (m', t'), \quad t \geq t' \]  

(31)

yields the second moment of the random work (19) done per cycle via the formula

\[ \langle w_{\text{out}}^2 \rangle = \int_0^{t_p} dt' \int_0^{t_p} dt'' \int \, \frac{\partial U[m(t'), t']}{\partial t'} \frac{\partial U[m(t''), t'']}{\partial t''} \, \rho (t', t''), \]  

(32)

Higher moments can be obtained using a similar procedure. The resulting equations, however, contain \( 2n \) integrations, where \( n \) denotes the degree of the moment, and thus quickly become practically useless. Let us now turn our attention to fluctuations of work and heat in steady-state heat engines.
3.2. Heat and work in steady-state heat engines

Steady-state heat engines operate under time-independent conditions in contact with several heat baths at different temperatures and thus the work definition (19) used for cyclic heat engines is not applicable as it gives 0. This means that all energetic quantities defined for steady-state heat engines, including work, are of the form (20) related to the motion of particles/excitations in fixed energy landscapes $U(m)$.

Basic definitions can be most easily understood using the specific example in figure 1, showing an engine based on a single-level quantum dot connected to two leads at different chemical potentials $\mu_i$ and temperatures $T_i$. The red transitions are assumed to be caused by the hot reservoir and thus the corresponding energy intake $q_{in} = -\mu_h > 0$ (in case the system jumps from the hot lead to the quantum dot) is identified as input heat. Similarly, the energy needed for jumps from the quantum dot to the cold lead, $\mu_c$, is identified as heat obtained from the cold bath. The corresponding output heat (positive if energy is transferred into the cold bath) is thus given by $q_{out} = -\mu_c$. The work $w_{out} = \mu_c - \mu_h = q_{in} - q_{out}$ is then done by the engine if an electron is transferred from the hot to the cold lead against the gradient of chemical potential.

Analytical calculation of PDFs for work and heat in this case can be based on so-called tilted evolution operators. While this technique can be also used for cyclic heat engines, the time-dependent evolution operators used therein require some extra care as sketched briefly in section 5.1.1. Here, we explain the technique for the specific example of the quantum dot in figure 1. Its general exposition is given in reference [43].

Specifically, we show how to construct the joint PDF $p(w_{out}, q_{in}, t)$ for output work and input heat

$$w_{out}(t) = \int_0^t \dd t' \dot{w}_{out}, \quad q_{in}(t) = \int_0^t \dd t' \dot{q}_{in}$$

integrated over the time interval $(0, t)$ during the operation of the heat engine in the steady state. Probability that the system residing in microstate $m$ will during an infinitesimal time interval jump into microstate $n$ is given by the transition rate $L_{nm}$. Describing the state of the quantum dot in the steady state by the vector $p = [p_0, p_d]^\top$ of probabilities that no/one electron occupies the quantum dot, the rate matrix in the GME (1) reads

$$L = \begin{pmatrix} -L_{dh} - L_{dc} & L_{hd} + L_{cd} \\ L_{dh} + L_{dc} & -L_{hd} - L_{cd} \end{pmatrix}. \quad (34)$$

As discussed above, the amount of heat $-\mu_h$ is transferred into the system if the electron jumps from $|h\rangle$ to $|d\rangle$ and vice versa. Further, $w_{out} = \mu_c$ when the electron jumps from $|d\rangle$ to $|c\rangle$ and $w_{out} = \mu_h$ for jumps from $|d\rangle$ to $|h\rangle$. Probability that these jumps occur during an infinitesimal time interval of duration $\dd t$ are described by elements of the matrix $\exp(\dd t L) \approx 1 + \dd t L$, where 1 denotes the unity matrix. Multiplying the transition rates by PDFs for the corresponding increments to $w_{out}$ and $q_{in}$, we find that the matrix $1 + \dd t L(w_{out}, q_{in})$, with

$$L(w_{out}, q_{in}) = \begin{pmatrix} -L_{dh} - L_{dc} & \delta(w_{out} - \mu_h)\delta(q_{in} + \mu_h)L_{hd} + \delta(q_{in} - \mu_h)L_{cd} \\ \delta(q_{in} + \mu_h)L_{dh} + L_{dc} & -L_{hd} - L_{cd} \end{pmatrix} \quad (35)$$

describes the Green function for work and heat transferred during the infinitesimal time interval. Namely, the PDF that system found in microstate $n$ at time 0 and in microstate $m$ at time $\dd t$
performed work \( w_{\text{out}} \) and accepted heat \( q_{\text{in}} \) is given by the matrix element \([1 + dL(w_{\text{out}}, q_{\text{in}})]_{\text{out}}\).

The unconditioned PDF that the system in the steady state \( \mathbf{p} \) performs during the time \( dt \) work \( \dot{w}_{\text{out}}(dt) \) and accepts heat \( \dot{q}_{\text{in}}(dt) \) follows by the summation \( \rho(\dot{w}_{\text{out}}, \dot{q}_{\text{in}}, dt) = \langle + | [1 + dL(\dot{w}_{\text{out}}, \dot{q}_{\text{in}})] \rangle \mathbf{p} \). For discrete state spaces, the operator \( \langle + \rangle \) is just a row vector of ones, for continuous state spaces, it imposes integration over final microstates. The Markovianity of the stochastic process implies that PDFs for longer integration times can be obtained by convolutions of the form \( \rho(\dot{w}_{\text{out}}, \dot{q}_{\text{in}}, dt) = \langle + | [1 + dL(\dot{w}, \dot{q})] \times [1 + dL(\dot{w}, \dot{q})](\dot{w}_{\text{out}}, \dot{q}_{\text{in}}) \rangle \mathbf{p} \) over the work and heat variables. For long times, it is thus advantageous to employ the Laplace transform and instead of the PDF \( \rho(\dot{w}_{\text{out}}, \dot{q}_{\text{in}}, t) \) calculate its moment generating function. Denoting the Laplace variables for \( \dot{q}_{\text{in}} \) and \( \dot{w}_{\text{out}} \) as \( s_{\text{in}} \) and \( s_{\text{out}} \), respectively, we find that \( \rho(s_{\text{out}}, s_{\text{in}}, t + dt) = \langle + | [1 + dL(s_{\text{out}}, s_{\text{in}})] \rangle \mathbf{p}(s_{\text{out}}, s_{\text{in}}, t) \) and thus

\[
\mathbf{p}(s_{\text{out}}, s_{\text{in}}, t) = L(s_{\text{out}}, s_{\text{in}}) \mathbf{p}(s_{\text{out}}, s_{\text{in}}, t),
\]

where the so-called tilted rate matrix \( L(s_{\text{out}}, s_{\text{in}}) \) is Laplace transformed matrix \( 35): \]

\[
L(s_{\text{out}}, s_{\text{in}}) = \left( \begin{array}{cc}
-\lambda_{\text{dh}} - \lambda_{\text{dc}} & \exp[(s_{\text{in}} - s_{\text{out}})\mu_{\text{h}}]L_{\text{dh}} + \exp(-s_{\text{out}}\mu_{\text{c}})L_{\text{cd}} \\
\exp(s_{\text{in}}\mu_{\text{h}})L_{\text{dh}} + L_{\text{dc}} & -L_{\text{dh}} - L_{\text{cd}}
\end{array} \right).
\]

The equation \(36)\) can be again solved by the matrix exponential. Taking into account that at time \( 0 \) no work and heat were transferred and that the system operates in the time independent steady state, we get

\[
\mathbf{p}(s_{\text{out}}, s_{\text{in}}, t) = \exp[L(s_{\text{out}}, s_{\text{in}})t] \mathbf{p}.
\]

The generating function for the input and output heat accepted up to time \( t \) then follows by summing over final microstates:

\[
\chi(s_{\text{out}}, s_{\text{in}}, t) = \langle + | \exp[L(s_{\text{out}}, s_{\text{in}})t] \rangle \mathbf{p}.
\]

After the inverse Laplace transform, \( \chi(s_{\text{out}}, s_{\text{in}}, t) \) yields the joint PDF for \( w_{\text{out}}(t) \) and \( q_{\text{in}}(t) \). Alternatively, the generating function can be directly applied for evaluation of raw and central moments of these variables. Namely the raw moments of input heat read

\[
\langle [q_{\text{in}}(t)]^{\mu} \rangle = (-1)^{\mu} \frac{\partial^{\mu}}{\partial s_{\text{in}}^{\mu}} \chi(s_{\text{out}}, s_{\text{in}}, t) \bigg|_{s_{\text{in}}=s_{\text{out}}=0}
\]

and similarly for \( w_{\text{out}}(t) \).

At long times the PDF \( \rho(w_{\text{out}}, q_{\text{in}}) \) can be approximated using the so-called large deviation theory \([43, 67]\). Specifically, this theory postulates that up to sub-exponential contributions the PDF is given by

\[
\rho(w_{\text{out}}, q_{\text{in}}, t) \sim \exp \left[ I \left( \frac{w_{\text{out}}}{t}, \frac{q_{\text{in}}}{t} \right) \right],
\]

where \( I(x, y) \) is the so-called large deviation or rate function. Let us now show how it follows from the moment generating function \(39\). Using equation \(41\) in the definition of \( \chi(s_{\text{out}}, s_{\text{in}}, t) \), we find
\[
\log \chi(s_w, s_{in}, t) = \log \int \int d\omega_{\text{out}} d\eta_{\text{in}} \exp(-s_w \omega_{\text{out}} - s_{in} \eta_{\text{in}}) \rho(\omega_{\text{out}}, \eta_{\text{in}}, t)
\]

\[
\sim \log \int \int d\omega_{\text{out}} d\eta_{\text{in}} \exp \left\{ t \left[ I \left( \frac{\omega_{\text{out}}}{t}, \frac{\eta_{\text{in}}}{t} \right) - s_w \frac{\omega_{\text{out}}}{t} - s_{in} \frac{\eta_{\text{in}}}{t} \right] \right\}
\]

\[
\approx \max_{\omega_{\text{out}}, \eta_{\text{in}}} \left\{ I \left( \omega_{\text{out}}, \eta_{\text{in}} \right) - s_w \omega_{\text{out}} - s_{in} \eta_{\text{in}} \right\}.
\]

(42)

The last expression follows for large \( t \) by the Laplace approximation of the integral. On the other hand, writing the matrix exponential in the moment generating function (39) using eigenvalues \( \lambda_i(s_w, s_{in}) \) and the corresponding eigenvectors of the tilted rate matrix, we find

\[
\frac{1}{t} \log \chi(s_w, s_{in}, t) = \frac{1}{t} \log \left\{ |+| \exp \left[ L(s_w, s_{in}) \right] \vec{p} \right\}
\]

\[
= \frac{1}{t} \log \left\{ \sum_i c_i(s_w, s_{in}) \exp \left[ t \lambda_i(s_w, s_{in}) \right] \right\} \approx \lambda_{\text{max}}(s_w, s_{in}).
\]

(43)

The coefficients \( c_i \) follow from products of the eigenvectors and vectors \( \vec{p} \) and \( \langle + \rangle \). In the last step, we assumed large time \( t \) and approximated the sum by the term corresponding to the largest eigenvalue of the tilted matrix, \( \lambda_{\text{max}}(s_w, s_{in}) \).

Combining these two results and assuming differentiability of the generating function, we find using the Legendre–Fenchel transform of equation (43) that

\[
I(\omega_{\text{out}}, \eta_{\text{in}}) = \min_{s_w, s_{in}} \left[ \lambda_{\text{max}}(s_w, s_{in}) + s_w \omega_{\text{out}} + s_{in} \eta_{\text{in}} \right].
\]

(44)

The fluctuations of the integrated work and heat are thus for large times controlled by the largest eigenvalue of the tilted rate matrix.

Let us now again consider the experimentally relevant situation of observing the stochastic steady-state heat engine for a long time. Similarly as for cyclic heat engines, the standard efficiency is then defined as the ratio \( \eta = \omega_{\text{out}}(t)/q_{\text{in}}(t) \) of work and heat measured over the whole trajectory. Unless the trajectory is infinite \( (t \rightarrow \infty) \), this \( \eta \) is again a stochastic quantity with properties of the stochastic efficiency \( \tilde{\eta} \). Since the work and heat are given by the integrated work and heat (33) involved in the above calculation, the properties of such defined stochastic efficiency can be deduced from the generating function (44) (see section 4.3).

This section concludes our presentation of general mathematical background needed for theoretical analysis of cyclic and steady-state heat engines. In the next section, we review known general results about the behavior of the above defined PDFs. In section 5, we then present several exactly solvable models which demonstrate these findings.

4. General results

Here, we sum up known general results concerning heat and work fluctuations in cyclic and steady-state heat engines. Section 4.1 describes general properties of PDFs for work and heat in cyclic heat engines. Section 4.2 shows how the known detailed and integral FTs apply to heat engines. Properties of stochastic efficiency \( \tilde{\eta} \) are reviewed in section 4.3. And the last section 4.4 of this chapter is devoted to application of TURs to heat engines, especially to their implications on trade-offs between power, power fluctuations, and efficiency close to reversible efficiency.
4.1. Properties of work and heat PDFs in cyclic heat engines

The PDFs for work and heat in cyclic heat engines bear several general properties [9, 65, 66]. First, for quasi-static cycles, the work PDF is given by a δ function located at the value of the average work [66, 68]. Noteworthy, the PDF for input heat can be non-trivial even in the quasi-static limit. To understand this, consider the two-level system in figure 2. Quasi-static limit means that the energy levels move so slowly that the system is at all times in thermodynamic equilibrium (4). From the point of view of motion of energy levels, the equilibrium is established immediately after the beginning of the process as the average waiting times between jumps among the energy levels are vanishingly small compared to the time needed to change the microstate energies. The work process that measures times spent in the individual microstates is hence self-averaging, and the resulting PDF does not depend on the initial and final states of the system and parametrization of the protocol. Heat, on the other hand, corresponds to jumps between the microstates and thus it strongly depends on the initial and final microstate. For example, for a time-independent protocol where no work can be done, zero amount of heat is transferred if the system ends up in the initial state, while ending up in a state with a different energy than the initial one corresponds to a nonzero transferred heat. As described in section 3, work in steady-state heat engines has properties of heat in cyclic heat engines. And it is the described fundamental difference between the self-averaging work in cyclic heat engines and the boundary-states dependent heat-like work in steady-state heat engines that implies different fluctuations of the two quantities reviewed in section 4.4. Second, the work PDF for slowly driven but not quasi-static cycles is Gaussian near its maximum located at the average work [68]. This can be viewed as a manifestation of the central limit theorem. Noteworthy, also this result does not hold for heat PDFs. Finally, for infinitely fast cycles, the work and heat PDFs are given just by δ functions located at 0 as the system has no time to leave its microstate during the cycle and the energy of all microstates at the end and at the beginning of the cycle equal.

For systems with finite changes in microstate energies over the cycle, the work and heat PDFs in addition acquire finite supports. For work PDF, its boundaries are determined by maximum and minimum (negative maximum) changes in energies of the microstates over the cycle. For heat PDF, the support is bounded by maximum and minimum energy differences between the microstates. Further, if the microstates are discrete and thus there is a nonzero chance that the system will spend the whole cycle in the same microstate (no jumps during the cycle), the PDFs for work and heat have a singular component represented by δ function located at 0 with the weight given by the probability that no jump occurs during the cycle. Work and heat PDFs for non-cyclic processes have similar properties. Just the δ functions in work PDFs do not need to be located at zero and there can be more of them—one for each microstate with non-zero probability of staying during the whole time evolution. Concerning heat PDF, the δ function is always located at zero as no jumps always yield no heat transfer. For more details on shapes of work and heat PDFs, see references [9, 65, 66].

Most of the described features of work and heat PDFs are demonstrated in figures 3 and 4 using the two-level model described in section 5.1.2. Specifically, we consider the system driven by the piece-wise linear protocol for energy levels and piece-wise constant protocol for the bath temperature (77) and (78) and calculate PDFs for work $w_{\text{out}}(t) = \int_0^t dt' \dot{w}$ and heat $q(t) = \int_0^t dt' \dot{q}$ at the end of the cold isotherm ($t = t_c$) and end of the whole cycle ($t = t_p$).

3 Interestingly, it turns out that in slowly driven quantum systems this property is lost if the driving induces coherence in the system [69, 70].
Figure 3. Dynamics and thermodynamics of the two-level system depicted in figure 2 slowly driven by the piece-wise linear protocol for energy levels and piece-wise constant protocol for the bath temperature analyzed in section 5.1.2. (a) The piece-wise linear protocol for difference of energies of the two levels \( E_u(t) - E_d(t) \). The blue part of the protocol corresponds to the cold bath temperature, \( T/T_c = 1 \), and the red part to hot temperature, \( T/T_c = 10 \). (b) The difference \( p_u(t) - p_d(t) \) of occupation probabilities during the limit cycle (solid line) is for the assumed slow driving close to the equilibrium Boltzmann PDF (4) corresponding to the immediate energies and temperatures (blue dashed line for cold isotherm and red for the hot one). A notable difference occurs only after the sudden changes in temperature. (c) Mean output work, \( \langle w_{out}(t) \rangle \), heat, \( \langle q(t) \rangle \), and internal energy of the system, \( \langle U(m, t) \rangle \), during the cycle. (c) and (d) PDFs for output work and heat into the system integrated over the cold isotherm. (f) and (g) PDFs for output work and heat integrated over the whole cycle. The stars show mean values of the individual PDFs. The triangles (vertical arrows) depict singular parts of the individual PDFs which are for the slow driving negligible. The PDFs are plotted over their whole supports. Beyond the supports, they vanish. Parameters taken \( h_1 = 1/2, h_2 = 2, t_c = 1, t_h = 2, \) and \( \nu = 30 \).

In figure 3, we show a cycle which duration is much longer than the system relaxation time, controlled by the parameter \( \nu \). The resulting system dynamics is indeed close to equilibrium as witnessed by both the occupation probabilities converging to the Boltzmann PDF (b) and Gaussian shapes of the work PDFs at \( t_c \) (c) and \( t_p \) (f). Due to the finite supports of the work PDFs, they are Gaussian only near their maximums. Heat PDFs, on the other hand, develop even for this quasistatic process several Gaussian-like peaks, each corresponding to a different combination of initial and final states of the system. Due to the frequent jumps, the singular parts of the heat and work PDFs, depicted by the arrows (triangles), are in this case negligible. Figure 4 corresponds to the same protocol as figure 3 but with a large system relaxation time (small parameter \( \nu \)). The resulting dynamics is thus far from equilibrium (b) and the PDFs ((c) and (d) and (f) and (g)) are strongly non-Gaussian with significant singular parts. Note that the PDF for work per cycle exhibits a single and the corresponding heat PDF several discontinuities.
Figure 4. Dynamics and thermodynamics of the two-level system depicted in Fig. 2 driven by the piece-wise linear protocol for energy levels and piece-wise constant protocol for the bath temperature analyzed in section 5.1.2. We took $\nu = 1$ corresponding to a fast driving. Other parameters and meanings of the individual curves and symbols are the same as in figure 3. Note that the system is far from equilibrium during the whole cycle (b) and shapes of all the PDFs are far from a Gaussian PDF ((c) and (d) and (f) and (g)). In particular, the weights of the singular parts of the PDFs, depicted by the arrows, are quite large.

4.2. FT for heat engines

One of the cornerstones of stochastic dynamics is the local detailed balance condition

$$\frac{p_F(\Gamma|m_i)}{p_R(\Gamma_R|m_f)} = \exp[\Delta s_R(\Gamma)], \quad (45)$$

which is the stochastic counterpart of time-reversal invariance of microscopic dynamics [32]. It relates the conditional probability $p_F(\Gamma|m_i)$ to observe a stochastic forward trajectory $\Gamma$ from microstate $m_i$ to microstate $m_f$, the entropy $\Delta s_R(\Gamma)$ transferred into the thermal environment during this process, and the conditional probability $p_R(\Gamma_R|m_f)$ to observe the time-reversed trajectory $\Gamma_R$ under the time-reversed dynamics. The probabilities are conditioned on the initial microstates $m_i$ and $m_f$ of the two trajectories. The detailed balance condition implies the famous Jarzynski equality [71] and Crooks’ FT [72].

Let us now derive counterparts of these results for cyclic heat engines operating between two reservoirs at constant temperatures $T_h$ and $T_c$, such as the one investigated in figures 3 and 4. Due to the cyclic (or steady-state) operation regime of the engine, the probabilities of the initial and final states, $m_i$ and $m_f$, of the process $\Gamma$ in equation (45) are drawn from the same probability distribution $p(m)$. The ratio of unconditioned probabilities for the forward and reversed path thus reads

$$\frac{p_F(\Gamma)}{p_R(\Gamma_R)} = \frac{p(\Gamma|m_i)}{p(\Gamma_R|m_f)} = \exp[\Delta s_R(\Gamma) + \Delta s(\Gamma)] = \exp[\Delta s_{tot}(\Gamma)], \quad (46)$$

where $\Delta s(\Gamma) = -\log[p(m_f)/p(m_i)]$ is the entropy change in the system during the forward process and $\Delta s_{tot}(\Gamma)$ is the corresponding total entropy change. For heat engines with two reservoirs, $\Delta s_R(\Gamma) = -q_{in}(\Gamma)/T_h + q_{out}(\Gamma)/T_c$. Using the standard procedure [72, 73], i.e.
multiplying equation (46) by $\delta[\Delta s - \Delta s(\Gamma)]\delta[q_{\text{in}} - q_{\text{in}}(\Gamma)]\delta[q_{\text{out}} - q_{\text{out}}(\Gamma)]$, integrating over the trajectories $\Gamma$, employing the one to one correspondence between $\Gamma$ and $\Gamma_R$, and the anti-symmetry of all the involved thermodynamic variables with respect to time reversal, we obtain the FT for heat engines in the form [74, 75]

$$\frac{\rho(\Delta s, q_{\text{out}}, q_{\text{in}})}{\rho(\Delta s, -q_{\text{out}}, -q_{\text{in}})} = \exp(\Delta s_{\text{tot}}).$$

(47)

If the working medium is at the beginning of the cycle at thermal equilibrium with the cold bath, $p(m) \propto \exp\left[-U(m, 0)/T_c\right]$ and $\Delta s(\Gamma) = \Delta u(\Gamma)/T_c$. Then the same procedure yields the detailed FT for joint PDF for work, input heat, and increase of internal energy per cycle, $\Delta u$ [73, 76]:

$$\frac{\rho(\Delta u, w_{\text{out}}, q_{\text{in}})}{\rho(-\Delta u, -w_{\text{out}}, -q_{\text{in}})} = \frac{\rho(w_{\text{out}}, q_{\text{in}})}{\rho(-w_{\text{out}}, -q_{\text{in}})} = \exp(\Delta s_{\text{tot}}) = \exp\left[\frac{1}{T_c} (\eta_C q_{\text{in}} - w_{\text{out}})\right],$$

(48)

where $\eta_C = 1 - T_c/T_h$ denotes the Carnot efficiency. The second equality in equation (48) follows by integrating over $\Delta u$. For a model where these results can be derived from an explicit joint PDF, see section 5.2.1.

Multiplying by $p_R$, dividing by the right-hand side, and integrating over all the variables, this detailed FT implies the integral FT

$$\langle \exp(-\Delta s_{\text{tot}}) \rangle = \langle \exp\left[-\Delta s - \frac{q_{\text{in}}}{T_c}(\eta_C - \tilde{\eta})\right] \rangle = 1.$$

(49)

These results measure probability that engine cyclic operation decreases entropy of the Universe and thus they highlight the probabilistic character of the second law. Namely, probability of $\Delta s_{\text{tot}} < 0$ decays exponentially with $|\Delta s_{\text{tot}}|$. Note, however, that stochastic efficiencies $\tilde{\eta} > \eta_C$ are not necessary unlikely for cycles where change in the system entropy is negative. This effect diminishes if heat and work are measured over multiple cycles—while heat and work are extensive in the number of cycles, the entropy change is not.

The FTs thus generalize the Carnot result

$$\eta \leq \eta_C,$$

(50)

which follows from equation (49) after applying the Jensen’s inequality $\exp(\langle x \rangle) \leq \langle \exp(x) \rangle$ and noticing that for cyclic processes $\langle \Delta s \rangle = 0$. Furthermore, the detailed FT (47) implies under quite general conditions a remarkable symmetry of the PDF for stochastic efficiency discussed in the following section 4.3. And it can be used as one of the starting points for the derivation of TURs reviewed in section 4.4.

4.3. Stochastic efficiency

The previous section shows that the FT for entropy production (46) represents a generalization of the Carnot theorem (50). In this section, we ask if there is a generalization of the Carnot theorem based on the properties of the stochastic efficiency $\tilde{\eta}$, defined as the ratio of stochastic work and heat.

Consider a heat engine (either cyclic or steady-state) operating with two heat reservoirs at constant temperatures $T_h$ and $T_c$. The classical and stochastic efficiencies $\eta$ and $\tilde{\eta}$ per cycle of operation of the cyclic heat engine are given by equations (24) and (25). Counterparts of these


definitions for steady-state heat engines should be calculated using heat and work fluxes in the steady state: \( \eta = \frac{\langle w_{\text{out}} \rangle}{\langle q_{\text{in}} \rangle} \) and \( \tilde{\eta} = \frac{w_{\text{out}}(t)}{q_{\text{in}}(t)} \). Regardless of details of definitions of work and heat in the definition of \( \tilde{\eta} \), the joint PDF \( \rho(w_{\text{out}}, q_{\text{in}}) \) yields the efficiency PDF according to [77, 78]

\[
\rho(\tilde{\eta}, t) = \frac{1}{\tilde{\eta}} \int \int dw_{\text{out}} dq_{\text{in}} \delta \left( \tilde{\eta} - \frac{w_{\text{out}}}{q_{\text{in}}} \right) \rho(w_{\text{out}}, q_{\text{in}}) = \frac{1}{\tilde{\eta}} \int dw_{\text{out}}(t) w_{\text{out}}(t) \rho\left( w_{\text{out}}(t), \frac{w_{\text{out}}(t)}{\tilde{\eta}} \right) .
\]

(51)

This result suggests that if the integral on the right-hand side does not vanish for \( \tilde{\eta} \to \pm \infty \), \( \rho(\tilde{\eta}, t) \) exhibits heavy tails and its moments \( \langle \tilde{\eta}^k \rangle \) diverge for \( k \geq 1 \). An example where the integral can be evaluated explicitly are models with Gaussian fluctuations of all thermodynamic currents [79–86]. Then, it indeed holds that

\[
\rho(\tilde{\eta}) \sim \frac{1}{\tilde{\eta}}, \quad |\tilde{\eta}| \to \infty,
\]

(52)
yielding diverging moments of the efficiency, including the mean value, i.e. \( \langle \tilde{\eta} \rangle \neq \eta \). From experimentalist’s perspective, this means that fluctuations of the empirical average \( \langle \tilde{\eta} \rangle \) diverge with the number of experimental trajectories over which the average is calculated. The power-law tails (52) arise because the stochastic input heat in the denominator of \( \tilde{\eta} \) can be very close to zero even for relatively large values of \( |w_{\text{out}}| \).

Beyond the nonexistence of moments, the stochastic efficiency computed from the quantities per cycle (cyclic heat engines) or instantaneous energy fluxes (steady-state heat engines) bares no special properties. However, this changes if one considers stochastic efficiencies evaluated from work and heat measured over many cycles or over long operational times:

\[
\tilde{\eta}(t) = \frac{w_{\text{out}}(t)}{q_{\text{in}}(t)}.
\]

(53)

Here, \( w_{\text{out}}(t) \) and \( q_{\text{in}}(t) \) are defined as integrals (33) over \( \dot{w}_{\text{out}}(t) \) and \( \dot{q}_{\text{in}}(t) \) from 0 to \( t \). For cyclic heat engines, the integration time is a whole number multiple of the cycle period, \( t = n t_p \). These quantities are often obtained from experiments where stable experimental conditions are most easily achieved for single long trajectories. Having such a long trajectory, the average energy fluxes in steady-state heat engines are most reasonably approximated by the time averages \( w_{\text{out}}(t)/t \) and \( q_{\text{in}}(t)/t \), obtained from equation (33), and similarly for cyclic heat engines. In experiments, the stochastic efficiency (53) thus often approximates the standard efficiency \( \eta \). While the PDF for this definition of \( \tilde{\eta} \) still obeys the properties described by equations (51) and (52), it acquires several interesting new features.

They can be derived from the specialized version of the FT for heat engines (48). Let us now assume that (i) the joint PDF for the integrated work and heat can be for large times written using the large deviation form \( \rho(w_{\text{out}}, q_{\text{in}}, t) \sim \exp\{H(w_{\text{out}}/t, q_{\text{in}}/t)\} \), (ii) \( \rho(w_{\text{out}}, q_{\text{in}}, t) \) obeys equation (48), and (iii) the long-time limit of the corresponding scaled cumulant generating function (42),

\[
\lim_{t \to \infty} \frac{1}{t} \log \chi(s_w, s_{\text{in}}, t) = \lim_{t \to \infty} \frac{1}{t} \left( \exp(-s_w w_{\text{out}} - s_{\text{in}} q_{\text{in}}) \right),
\]

(54)
is a smooth function of its arguments and has a unique maximum. Then the PDF for the stochastic efficiency fulfills the large deviation principle, \( \rho_{\tilde{\eta}} \sim \exp(\chi_{\tilde{\eta}}) \), and its rate function
Figure 5. Large deviation functions for stochastic efficiency for the two-level system depicted in figure 2 driven by the piece-wise constant protocol analyzed in section 5.1.1. The symmetric protocol ((a) and (b)) implies the large deviation function with minimum at the reversible efficiency $\eta_C$ (solid line in (c)) and maximum at the standard efficiency (25) (dotted line). Large deviation functions for the time-asymmetric (solid blue line) and the corresponding time-reversed (thick dot dashed red line) protocols ((d) and (e)) intersect at the reversible efficiency (solid line in (f)). Maximums of these large deviation functions (dotted and dashed lines in (f)) mark the corresponding standard efficiencies $\eta$. We use the same parameters as reference [77]: $\Delta E = 2.375$, $T_C = 2$, $T_h = 14$, $B = 0.05$, and $t_p = 10$.

$$I_{\tilde{\eta}} = \max_{\tilde{q}_n} I \left( \tilde{\eta}, \frac{q_{\text{in}}}{t}, \frac{q_{\text{out}}}{t} \right)$$

shows interesting properties. Namely, for cyclic heat engines driven by time-symmetric protocols and steady-state heat engines the position of its maximum is located at the standard thermodynamic efficiency $\eta$, and the position of its minimum at the reversible efficiency $\eta_C$ [75, 87, 88]. For time-symmetric protocols, $\eta_C(\eta)$ thus represent the least (most) likely value of efficiency $\tilde{\eta}(t)$ for large $t$. For non-symmetric protocols, the position of the maximum of $I_{\tilde{\eta}}$ is still located at $\eta$, but the minimum has no special meaning anymore. Instead, the reversible efficiency $\eta_C$ marks the intersection point of rate functions for the forward and for the time reversed protocols for the engine [77].

As an illustration, we plot in figure 5 rate functions for the stochastic efficiency (53) for a two-level system driven by a time symmetric ((a)–(c)) and a time-asymmetric ((d) and (e)) protocols. Details of the calculations are described in section 5.1.1. The rate function corresponding to the symmetric driving (c) exhibits a global maximum at the corresponding standard efficiency $\eta$, similarly as the rate functions for the forward and time-reversed protocols in (d). The global minimum of the rate function for the symmetric driving and the intersection of the rate functions for the forward and backward protocols are then indeed located at $\tilde{\eta} = \eta_C$. This example is also interesting from the point of view of breaking the assumptions of the presented theory. Namely, all the time-asymmetric protocols composed of only 4 constant segments yield in this case stochastic output work proportional to the input heat. The resulting
stochastic efficiencies for all trajectories thus equal the standard efficiency and the corresponding PDF $\rho_{\tilde{\eta}} = \delta(\tilde{\eta} - \eta)$ does not obey the large deviation principle. A similar situation occurs in the Brownian heat engine driven by a piece-wise constant protocol discussed in section 5.2.1.

The position of the maximum of $I_{\tilde{\eta}}$ at $\tilde{\eta} = \eta$ follows from the assumption that the quantities $w_{\text{out}}(t), q_{\text{in}}(t)$, and $\tilde{\eta}(t)$ obey the large deviation principle. Since $w_{\text{out}}(t)/t$ and $q_{\text{in}}(t)/t$ converge with increasing $t$ toward their stationary mean values, the PDF $\rho(\tilde{\eta}, t)$ concentrates around the point $\eta = \langle w_{\text{out}} \rangle / \langle q_{\text{in}} \rangle$ as $t \to \infty$. As follows from its dependence on the symmetry of the protocol, the value of $I(\eta_C)$ corresponding to the reversible efficiency requires in addition to the validity of the large deviation principle also the symmetry imposed by the specialized FT (48) [75, 77, 87, 88].

As an example, consider the situation with a time-symmetric protocol [75, 87, 88], when the forward and backward PDFs in equation (47) are identical. The stochastic efficiency is given by the reversible efficiency, $\tilde{\eta} = \eta_C$, for reversible trajectories with $\Delta s_{\text{tot}}(t) = 0$. In this case, equation (47) implies the symmetry $\rho(w_{\text{out}}, q_{\text{in}}, t) = \rho(-w_{\text{out}}, -q_{\text{in}}, t)$ of the PDF for work and heat and thus also of the corresponding rate function. The rate function $I(q_{\text{in}}/t, q_{\text{in}}/t)$ is thus an even function in $q_{\text{in}}$ with an extreme at $q_{\text{in}} = 0$. Equation (55) further implies that $I_{\tilde{\eta}}(\eta_C) > I(0,0)$ and thus the rate function for the stochastic efficiency has a global minimum at $\tilde{\eta} = \eta_C$. This proves that $\eta_C$ is the least likely efficiency in the long-time limit [75, 87, 88]. For a similar argument for time-asymmetric protocols, see reference [77].

At first glance, equation (48) universally follows from the exact FT (47) for large integration times $t$, when the time-nonextensive entropy change in the system, $\Delta s$, and the internal energy change, $\Delta u$, become negligible compared to the time-extensive integrated work and heat. However, reference [89] explains that the reality is more subtle and the boundary terms $\Delta u$ and $\Delta s$ can limit the region of convergence of the scaled cumulant generating function (54). This can induce discontinuities in the derivatives of the rate function $I(w_{\text{out}}/t, q_{\text{in}}/t)$ and break its symmetry properties strongly enough that the value $I(\eta_C)$ looses its above described special meaning [89].

Besides the presented general conclusions, the efficiency statistics has been evaluated for several model situations [90–92], addressing e.g. the role of coupling between system’s internal degrees of freedom [93], many-particle gas models of a cylinder enclosed by a piston and coupled to a thermostat [94], and a system of interacting unicyclic machines undergoing a phase transition [95]. For feedback cooling techniques, the concept of stochastic efficiency was reformulated in terms of fluctuating information flows [96–98]. The stochastic efficiency was also introduced for quantum machines, see e.g. references [99–103] for models of quantum dots and/or thermoelectric junctions, and reference [104] for an example of a quantum periodic cycle.

As for experiments, to the best of our knowledge, there exist only a few works reporting measurements of efficiency fluctuations [36, 81, 97, 98].

### 4.4. TURs for heat engines

TURs are inequalities that relate relative fluctuations of a certain observable and the corresponding total entropy production. They are thus frequently interpreted as thermodynamic upper bounds on precision of measurements of the observable. Since their discovery [105], TURs have been derived for several Markovian models [106–108] and from FTs [109–111]. For recent reviews on TURs, see references [19–21].

In their original form [105, 112]

$$ \frac{f^2}{D} \leq \sigma, $$

(56)
TURs relate the average current $J = \lim_{t \to \infty} \langle o(t)/t \rangle$ of a time-extensive observable $o(t)$, its dispersion $D = \lim_{t \to \infty} \langle \left( o(t)/t - J \right)^2 \rangle^{1/2}$, and the total average entropy production rate $\sigma$. Examples of the observable $o(t)$ are the integrated output work $w_{\text{out}}(t)$ and input heat $q_{\text{in}}(t) = w_{\text{out}}(t) + q_{\text{out}}(t)$, which invites application of the TUR (56) to steady-state heat engines.

This application [112] uncovered a trade-off between power, power fluctuations, and efficiency of these machines. Namely, introducing output power of a steady-state heat engine by $P = \lim_{t \to \infty} w_{\text{out}}(t)/t$, defining the so called constancy

$$\Delta P = \lim_{t \to \infty} \langle \left[ w_{\text{out}}(t)/t - P \right]^2 \rangle^{1/2} t,$$

and noticing that the entropy production rate for a steady-state heat engine in contact with two reservoirs at temperatures $T_c$ and $T_h$ obeys

$$\sigma = \lim_{t \to \infty} \frac{\langle q_{\text{out}}(t)/(tT_c) - q_{\text{in}}(t)/(tT_h) \rangle}{P(\eta_C - \eta)/(T_c \eta)},$$

the TUR (56) can be written in the form [112, 113]

$$\eta \leq \frac{\eta_C}{1 + 2PT_c/\Delta P}.$$  (58)

It implies that the efficiency of a steady-state heat engine producing a well defined output power (non-negligible $P/\Delta P$) is always smaller than $\eta_C$. The engine can work close to $\eta_C$ only if either $P$ vanishes, power fluctuations $\Delta P$ diverge, or the engine operates at an extremely low $T_c$.

As already noted in reference [112] based on the analysis of Brownian clocks [114], this result does not imply the same behavior for cyclic heat engines. The reason is that the TUR (56) applies only to observables related to energy/mass transport and it does not hold for output work (18) in cyclic heat engines. As discussed in sections 3.2 and 4.1, working in steady-state heat engines has properties of heat rather than those of the work in cyclic heat engines. Therefore, the two works have a much different statistics. Indeed, the cyclic heat engines driven quasi-statically [7] by tuning the relaxation time of the system can operate arbitrarily close to the Carnot efficiency and deliver a well defined positive output power.

Figure 6 illustrates striking differences between the performance of steady-state and cyclic heat engines showing power, efficiency and power fluctuations for paradigmatic examples of the two types of machines. The quantities are plotted as functions of a scaling parameter $\Omega$ yielding reversible efficiency $\eta_C$ in the limit $\Omega \to \infty$. Panels (a)–(c) demonstrate performance of the three-level model of steady-state solar cell considered in reference [112] and reviewed in section 5.3. For an illustration using a steady-state thermoelectric heat engine, see reference [115]. Panels (d)–(f) correspond to the Brownian heat engine based on the breathing parabola model discussed in reference [7] and reviewed in section 5.2.2.

Panels (a)–(c) verify that, while reaching the reversible efficiency $\eta_C$ (b), the output power of the solar cell saturates (a) and its fluctuations diverge (c). Furthermore, the overlapping solid, dotted, and dashed lines show that for large values of $\Omega$ this model saturates the inequality (58), which can be written as

$$\frac{\Delta P}{P} \geq \frac{2T_c \eta}{\eta_C - \eta} = \frac{2P}{\sigma}.$$  (59)

On the other hand, as the efficiency of the Brownian heat engine converges to $\eta_C$ (e), its power increases (d) and the power fluctuations saturate (f). The saturation values can be evaluated

4 The constancy is the long-time limit of variance of the stochastic power, $w_{\text{out}}(t)/t$, that decreases as $1/t$, multiplied by $t$. As such, it represents a non-zero number that characterizes fluctuations of the power measured from long trajectories.
Figure 6. Power and power fluctuations close to the reversible efficiency $\eta_C$ for steady-state and cyclic heat engines. (a)–(c) Performance of a simple model solar cell operating as a steady-state heat engine, depicted in figure 8 and described in section 5.3 and reference [112]. As the efficiency reaches $\eta_C$ (b), the power saturates (a) and its fluctuations diverge according to equation (59). Parameters taken: $x_c = 10$, $x_h = 0.2$, $x_{ru} = 1$, and $x_{ru} = 1 + 7/\Omega$. (d)–(f) Performance of the cyclic Brownian heat engine depicted in figure 2 and detailed in section 5.2.2 and reference [7], including the used parameters. With $\eta \to \eta_C$ (e), its power increases (d) and power fluctuations converge to the values given by equation (60) (f).

analytically using calculations similar to those performed in section 5.2.1. The result is

$$\frac{\Delta P}{P} = \frac{\Delta S}{k_B T h \eta_C}, \quad \frac{\sigma_P}{P} = \frac{\Delta S}{k_B}$$

where $\sigma_P^2 = \left\langle w_{out}^2 - \bar{w}_{out}^2 \right\rangle / \bar{P}$ denotes the variance of the output power, and $\Delta S$ the entropy change in the system during the hot isotherm. For details, see section 5.2.2 and reference [7].

Counterparts of the bound (58) valid for periodic processes were derived by introducing a set of variational parameters formally reminiscent of occupation probabilities for the individual microstates [116] and for slowly driven systems [117, 118]. Another family of inequalities for entropy production providing bounds on efficiency of cyclic heat engines was derived in reference [119]. A recent comparative study of TURs for periodic systems performed for a specific model of driven electron pump can be found in reference [120]. All these results are in agreement with the conclusions of reference [7], which rely on two broadly fulfilled assumptions: (i) Dynamics of the system is described by the GME (1). (ii) For a constant protocol, the GME has a unique (equilibrium) stationary solution. The same assumptions are required for the validity of the Jarzynski identity [121], which can thus be used as a check whether given system can be used as a basis of a cyclic heat engine operating close to reversible efficiency with well defined nonzero output power.
To the best of our knowledge, TURs have not yet been tested experimentally in realizations of microscopic machines. However, several utilizations of TURs to infer entropy production have been proposed recently [20, 122–124].

5. Exactly solvable models of cyclic heat engines

In addition to being interesting by themselves, exactly solvable models played a fundamental role in the development of stochastic thermodynamics. The general results such as FTs for entropy production and TURs were first found for a particular model. Simple model systems also help us to establish an intuitive understanding of complex physics out of equilibrium. Moreover, actual applications of theory to experiments are frequently tested by means of experimental realizations of such simple and in theory solvable models.

As in classical statistical physics, the paradigmatic examples of discrete and continuous systems, where analytical solutions in stochastic thermodynamics can be obtained, are two-level systems and harmonic oscillators. Known results for the former are discussed in the next section. Section 5.2 is devoted to the latter. Finally, in section 5.3 we review a simple steady-state model of solar cell used to demonstrate validity of TURs in the previous section.

5.1. Two-level system

The two-state Markov process has a prominent position both in theory and experiment [125, 126] as a minimal non-trivial model with discrete energy spectrum that describes well more complicated setups for low enough temperatures. In practice, such processes can represent dynamics of a defect in crystal [125, 126] and a single-level quantum dot or a tunnel junction [127, 128]. They also serve as a general coarse-grained description of transition dynamics in systems having time-dependent free-energy landscapes with two sharp minima, such as in studies of stochastic resonance [129] or macromolecules with two conformational states [25, 130].

The dynamics (1) of the two-level model is exactly solvable for an arbitrary protocol [9] and thus one can evaluate analytically first two moments of work and heat using the approach suggested in equations (31) and (32). However, exact solutions for work and heat PDFs are known only for two special classes of protocols: piece-wise constant and piece-wise linear. Although the solutions for piece-wise linear protocols for microstate energies are the more involved from the two, they were obtained earlier in a series of papers by Chvosta et al [9, 65, 131, 132]. These solutions are remarkable especially because all other known solutions were obtained for piece-wise constant driving.

Exact solutions for specific piece-wise constant protocols were obtained in references [75, 133] and applied in study of stochastic efficiency [77, 88], current fluctuations [134], time-reversal symmetric Crooks and Gallavotti–Cohen fluctuation relations [135], and TURs [120]. Moment-generating function for work was also discussed recently in [136].

In the next section, we review the general approach to piece-wise constant protocols in discrete systems. Review of results for piece-wise linear protocols is given in section 5.1.2.

5.1.1. Piece-wise constant protocol. Consider the two-level system depicted in figure 2 with energy levels and temperature varying according to a periodic piece-wise constant protocol. Several examples of such protocols are given in figures 5(a), (b), (d) and (e). However, it is important to note that an arbitrary protocol can be approximated by a piece-wise constant driving [43, 137] and thus the following approach can be applied for extracting information on work and heat fluctuations in an arbitrarily driven two-level system described by the GME
Moreover, the key steps of the presented technique do not change with increasing number of microstates and thus it applies for arbitrary discrete systems \cite{135}. Finally, reference \cite{43} shows that the overdamped continuous systems \eqref{8} can be well approximated by discrete systems and thus the presented method yields work and heat fluctuations also for overdamped Brownian heat engines.

During each constant segment of the protocol, the transition rate matrix is constant. We employ the transition rates presented in reference \cite{77}, where the rate matrix for the \(i\)th segment reads
\[
L_i = \begin{pmatrix}
-\exp(B/T_i) & \exp[-(B - E_i)/T_i] \\
\exp(B/T_i) & -\exp[-(B - E_i)/T_i]
\end{pmatrix}.
\]

Here, \(T_i = T(t), B - E_i = U(u, t) = E_d(t), t \in \{t_i, t_{i+1}\}\). The jumps in the protocol occur at times \(t_i, i = 1, \ldots, n + 1\), and the energy \(U(d, t) = E_d(t)\) of the down microstate \(d\) is set to zero during the whole cycle. We assume that duration of all the \(n\) constant segments of the protocol is equal, i.e. \(t_{i+1} - t_i = t_p/n, i = 1, \ldots, n\). Finally, the protocol is time-periodic and thus \(T_0 = T_n\) and similarly for \(E_i\).

We will now show how to calculate the generating function for output work \eqref{18} and input heat \eqref{21} and also the corresponding rate function. We will employ a strategy analogous to that with tilted rate matrices described for steady-state heat engines in section 3.2.

If the system dwells at the time \(t_i\) of the \(i\)th jump on the upper level, it performs work \(-(E_i - E_{i-1})\). Since \(E_d(t) = 0\), these are the only occasions when work is done. The propagators during the jumps are unity matrices because the system has no time to change its state. The Laplace transform of PDF for work done during the jumps conditioned on initial and final states is thus described by the matrix
\[
G(s_w) = \begin{pmatrix}
1 & 0 \\
0 & -\exp[(E_{i-1} - E_{i})s_w]
\end{pmatrix},
\]

where \(s_w\) denotes the Laplace variable corresponding to \(w_{out}\). Specifically, the matrix element \([L_i(s_w)]_{dd}\) gives the generating function for the case when the system was before the jump at microstate \(l\) and after the jump at microstate \(d\).

Heat is absorbed from reservoirs whenever the system jumps between the microstates \(d\) and \(u\). It equals \(E_{i-1}\) if the jump is from \(d\) to \(u\) at time \(i\) and \(-E_{i}\) for the opposite jump. The heat transferred during the constant segments of the protocol equals the difference in the internal energy \(\Delta U\) of the system. Therefore, we do not need to tilt the rate matrix \eqref{61}, but, similarly as above for work, we can tilt directly the propagator \(G_i = \exp(L_{t_p/n})\) for the whole \(i\)th segment. The corresponding conditioned generating function for the input heat reads
\[
G(s_{in}) = \begin{pmatrix}
[G_{i+1,dd}] & \exp(-E_{s_{in}})[G_{i,dd}]
\end{pmatrix}.
\]

The Chapman–Kolmogorov equation implies that the propagator \(G\) for the whole cycle follows from the propagators for the individual segments \(G_i, i = 1, \ldots, n\), as the matrix product
\[
G = G_n \ldots G_1,
\]

which is thus equal to the ordered matrix exponential \(G = \exp \int \left[ \int t' L(t') \right] dt\). In a similar manner, the tilted propagators \eqref{62} and \eqref{63} yield the conditioned moment generating function \(G(s_w, s_{in})\) for output work \(w_{out}\) and input heat \(q_{in}\) per cycle:
\[
G(s_w, s_{in}) = G_{n+1}(s_w)G_n(s_{in})G_{n-1}(s_w) \ldots G_1(s_{in})G_1(s_w).
\]
To take into account just the heat flowing into the system from the hot bath, \( \tilde{G}(s_k) \) is given by \( G(s_k) \) if \( T_k = T_h \) and \( G_k \) otherwise.

The matrix \( G(s_w, s_m) \) can be used for calculation of generating function for heat and work measured over \( k \geq 1 \) cycles as

\[
\chi_k(s_w, s_m) = \langle \, | \, [G(s_w, s_m)]^k \, p \, \rangle, \tag{66}
\]

where the state of the system at the beginning of the cycle, \( p \), is determined by the periodicity condition \( p = Gp \). This generating function can be used either to calculate moments of work and heat as in equation (40) or for calculation of the PDF for work and heat using the inverse Laplace transform. Instead, we will use it for derivation of the rate function for work and heat, which we then apply to calculation of the rate function for the stochastic efficiency.

The rate function \( I(w_{\text{out}}, q_{\text{in}}) \) can be obtained using a similar procedure as equation (44). The only difference in the derivation is that now the tilted propagator has the form \( [G(s_w, s_m)]^k \) instead of \( \exp[L(s_w, s_m)] \). However, writing \( [G(s_w, s_m)]^k = \exp[k \log G(s_w, s_m)] \) implies

\[
I(w_{\text{out}}, q_{\text{in}}) = \min_{s_w, s_m} \left[ \log \lambda_{\max}(w_{\text{in}}, s_{\text{out}}) + s_m q_{\text{in}} + s_w w_{\text{out}} \right]. \tag{67}
\]

If the stochastic output work and input heat are not proportional to each other, the generating function \( I(w_{\text{out}}, q_{\text{in}}) \) can be used for calculation of generating function for the stochastic efficiency (24) through the transformation

\[
I_{\tilde{\eta}} = \max_{q_{\text{in}}} I(\tilde{\eta} q_{\text{in}}, q_{\text{in}}), \tag{68}
\]

which follows from applying the Laplace approximation in the marginalization (30) of the two-dimensional PDF.

To demonstrate the general features of the rate function for efficiency described in section 4.3, we calculated rate functions for the symmetric protocol composed of five segments and forward and time-reversed four segments protocols depicted in figure 5. Interestingly, for an arbitrary symmetric four branches protocol, \( w_{\text{out}} \) and \( q_{\text{in}} \) are proportional to each other, \( \tilde{\eta} \) is \( \delta \)-distributed, and the rate function \( I_{\tilde{\eta}} \) does not exist.

5.1.2. Piece-wise linear protocol. The PDF for work done on a two-level system by linearly varying energies of its energy levels in time was derived for two types of transition rates in references [65, 131]. Subsequently, the method has been generalized to piece-wise constant protocols and applied to derivation of heat and work PDFs for a two-stroke cyclic heat engine [9, 132]. Below, we review the main results for the heat engine. For a more detailed review, see reference [66].

The engine was studied for the Glauber transition rates

\[
L_{\text{ud}}(t) = \frac{\nu}{1 + \exp \left\{ -\beta [E_u(t) - E_d(t)] \right\}}, \tag{69}
\]

\[
L_{\text{du}}(t) = \frac{\nu}{1 + \exp \left\{ \beta [E_u(t) - E_d(t)] \right\}}, \tag{70}
\]

where the parameter \( \nu \) controls relaxation time of the two-level system and \( E_m(t) = U(m, t) \), \( m = u, d \) are energies of the two levels. Let us now consider a purely linear protocol for the microstate energies and a constant protocol for the bath temperature:

\[
E_u(t) = h + b(t - t'), \quad E_d(t) = -E_u(t), \quad T(t) = T, \tag{71}
\]
where $h$ and $b$ are constants, and $t \geq t'$. For $b > 0$, the matrix elements $G_{mn}(w, t | w', t') = G(w, m, t | w', n, t')$ of the Green function for the partial differential equation (26) are given by [9]

$$G_{mn} = \left[ \frac{1 + u}{u + e^y} \right]^a \delta(\tau - \tilde{n}) - \frac{\tilde{\theta} \theta y^a(1 - y)^2}{2} \left[ \frac{\gamma + a}{(1 + ux)^{1+a}(1 + uy)^{1-a}} - (1 + a)(1 + u)(1 + axy) \right] \frac{2F_1 (2 + a, 1 - a; 2; \phi)}{(1 + ax)^{2+a}(1 + uy)^{2-a}} , \quad (72)$$

$$G_{n\bar{d}} = \frac{\tilde{\theta} \theta y^a}{2} \left[ \frac{\gamma + a}{(1 + ux)^{1+a}(1 + uy)^{1-a}} \right] \frac{2F_1 (1, 1 - a; 1; \phi)}{(1 + ax)^{2+a}(1 + uy)^{2-a}} , \quad (73)$$

$$G_{d\bar{d}} = \frac{\tilde{\theta} \theta y^a}{2} \left[ \frac{\gamma + a}{(1 + ux)^{1+a}(1 + uy)^{1-a}} \right] \frac{2F_1 (1, 1 - a; 1; \phi)}{(1 + ax)^{2+a}(1 + uy)^{2-a}} , \quad (74)$$

$$G_{dd} = \left[ \frac{1 + u \exp(-\tilde{\tau})}{1 + u} \right]^a \delta(\tau + \tilde{n}) + \frac{\tilde{\theta} \theta y^a(1 - y)}{2} \left[ \frac{\gamma + a}{(1 + ux)^{1+a}(1 + uy)^{1-a}} - (1 + a)(1 + u)(1 + axy) \right] \frac{2F_1 (1 + a, 2 - a; 2; \phi)}{(1 + ax)^{2+a}(1 + uy)^{2-a}} , \quad (75)$$

To shorten the notation, we have defined the reduced work and time variables $\eta = 2\beta \nu$ and $\tau = \Omega t$, with $\Omega = 2\beta |b|$. The dimensionless combination $a = \nu/\Omega$ measures the degree of irreversibility of the process. We have also introduced the abbreviations $\tilde{\tau} = \tau - \tau'$, $\tilde{n} = \eta - \nu t', \theta = \theta(\tilde{\tau} + \tilde{n})\theta(\tilde{\tau} - \tilde{n})$, where $\theta(z)$ is the unit step function, $u = \exp(-2\beta |b|/b - \Omega t')$, $x = \exp[-(\tilde{\tau} + \tilde{n})/2]$, $y = \exp[-(\tilde{\tau} - \tilde{n})/2]$, and

$$\phi = -u \left[ \frac{1 - x}{1 + ax} \right] \frac{1 - y}{1 + uy} . \quad (76)$$

Finally, $2F_1(\alpha, \beta; \gamma; z)$ is the Gauss hypergeometric function [138]. The Green function for $b < 0$ follows after interchanging indexes $u$ and $d$ in equations (72)–(75).

For the engine, we assume the piece-wise linear periodic protocol:

$$E_a(t) = h_1 + \frac{h_2 - h_1}{t_c} t, \quad T(t) = T_0, \quad t \in [0, t_c] , \quad (77)$$

$$E_d(t) = h_1 - \frac{h_2 - h_1}{h_0} (t - t_c), \quad T(t) = T_0, \quad t \in [t_c, t_p] , \quad (78)$$

and $E_d(t) = -E_a(t)$, where $t_p = t_c + t_b$. Invoking the Chapman–Kolmogorov equation, the Green function for work during the whole cycle reads:

$$G(w, t | w', t') = \left\{ \begin{array}{ll}
G^a(w, t | w', t'), & t' < t < t_c , \\
\int du' \ G^a(w, t | w', t_c)G^a(w', t_c | w, 0), & t' < t_c < t < t_p , \\
G^b(w, t | w', t'), & t_c < t' < t < t_p ,
\end{array} \right. \quad (79)$$
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where \( G^c \) and \( G^h \) are Green functions for the first (cold) and second (hot) branch of the cycle, respectively. Having the Green function for work, the PDFs for heat and work per cycle follow from equations (27) and (28) in section 3.1.2. Similar approach can be applied for linear protocols composed of more branches.

The Green function (72)–(75) at first glance possesses a bounded support, imposed by the unit step functions, and a singular part, proportional to the \( \delta \) functions. In section 4.1, we discuss these and other general properties of work PDFs for systems with discrete state space. The formulas (72)–(79) are applied in figures 3 and 4 to illustrate these general properties. Namely, we show PDFs for work and heat after the individual branches. While the PDFs at the end of the cycle follow directly from equations (27) and (28), those after the first branch are obtained using the formulas

\[
\rho_{w_{\text{in}}}(t_c) = \langle + | G(-w_{\text{out}}, t_c | 0, 0) \rangle \rho(0),
\]

\[
\rho_{q_{\text{in}}}(t_c) = \int dw \sum_{mn} \delta \{ q_{\text{in}} - [E_m(t_c) - E_n(0) - w] \} G_{mn}(w, t_c | 0, 0) \rho_n(0)
\]

where \( \rho(t) \) denotes the state of the system during the limit cycle. Interestingly, also \( \rho(t) \) can be calculated from the propagator (79). For example as \( \rho(t) = \lim_{t' \to -\infty} \int \int dw dw' G(w, t | w', t') \rho_0 \), where \( \rho_0 \) is an arbitrary normalized initial condition.

5.2. Overdamped harmonic oscillator

For continuous models, diffusion in parabolic potential depicted in figure 2 plays an analogously paradigmatic role as the two-level systems for discrete ones. Indeed, a broad class of situations with weak enough noise involve stochastic dynamics near a single minimum of the (free) energy landscape that can be approximated by a parabolic potential. For example in experiments, forces applied on single molecules, e.g. by optical tweezers, are often approximately linear in particle’s displacement from the center of laser beam [139–144]. There are two qualitatively distinct scenarios how the parabolic potential \( U(x, t) \) can vary in time. In the so-called ‘sliding parabola’ model, the position of the potential minimum \( \lambda(t) \) changes with time, i.e. \( U(x, t) = k(x - \lambda(t))^2/2 \). The so-called ‘breathing parabola’ model then involves time-dependent stiffness \( k(t) \) of the potential,

\[
U(x, t) = \frac{k(t)}{2} x^2.
\]

For both these situations, the Langevin equations (9)–(11) for velocity and position are linear. The resulting processes \( x(t) \) are thus linear functionals of the Gaussian white noise and their PDFs are also Gaussian [34]. The first two moments of work and heat can then be evaluated analytically using the approach suggested in equations (31) and (32).

In the sliding parabola model, also the Langevin equation (19) for work is linear and thus the work PDF is Gaussian [145–150]. Unfortunately, the sliding parabola model cannot be used as a basis of a heat engine that would provide a positive output power because the mean position \( \langle x(t) \rangle \), coupled to \( \lambda(t) \) in the expressions for work (19) and heat (20), is independent of temperature [40]. On the other hand, the breathing parabola model can be used as a basis of a heat engine but does not allow for a general solution for heat and work PDFs for an arbitrary stiffness \( k(t) \). The task to find the Green function (26) for the partial differential equation for work can be reduced to solving a Riccati equation [41], or an equivalent problem of coupled ordinary differential equations [38, 42, 151]. Exact solutions of these problems are known only
for a few specific functions $k(t)$. Namely, for a piece-wise constant protocol, where $k(t)$ and $T(t)$ involve a single jump [151] or two jumps [7, 152]; in the slow-driving limit ($\dot{k}(t)$ small compared to the relaxation time of the system) where the work PDF is Gaussian for any $k(t)$ [38, 153]; and if $k(t)$ is a rational function of time [41, 42]. In addition to exact approaches, theories were developed to predict asymptotics of work PDFs for small and large values of work [41, 148, 154–157]. Also an Onsager–Machlup-type theory has been applied to obtain approximate solutions of the problem [158]. Finally, the method of approximating arbitrary protocol by a piece-wise constant driving, described in section 5.1.1, has been for the breathing parabola model solved analytically for an arbitrary finite number of steps [137]. It thus allows to analytically approximate work PDF for an arbitrary protocol with an arbitrary precision.

Most of the known solutions correspond to the overdamped limit (8) with the notable exception of reference [42]. This is because the overdamped approximation offers a simpler description but also due to its high experimental relevance for Brownian heat engines [35–37]. Let us now review the most frequently used results for the overdamped case. The next section is devoted to the derivation of PDFs for work and heat for an engine driven by a piece-wise constant protocol with two jumps. In section 5.2.2, we review derivation of the Green function for position, which allows evaluation of second moments of work and heat for an arbitrary driving.

5.2.1. Piece-wise constant protocol. In this section, we provide analytical derivations of work, heat, and efficiency PDFs in the arguably most simple stochastic heat engine with continuous state space. We consider an overdamped Brownian particle in a parabolic potential with the protocol composed of two quasi-static isothermal-isochoric branches interconnected by two infinitely fast adiabats [49]. During the whole cycle, the state of the system is thus described by the Boltzmann-like PDF

$$p(z, k/T) = \frac{k}{2\pi T} \exp\left(-\frac{k}{2T}z^2\right),$$

even though the fast adiabatic branches bring it far from equilibrium. An example of the protocol is depicted in figures 7(a) and (b). In the discussion below, we will keep the depicted ordering of the individual branches: adiabatic expansion, hot isotherm, adiabatic compression, cold isotherm.
The engine performs work only during the adiabatic branches. During the adiabatic expansion, the system is in thermal equilibrium with reservoir at temperature \( T_h \) and the stiffness abruptly decreases from \( k_1 \) to \( k_2 \). The branch is so fast that the system dwells in a fixed microstate, say \( x \), and the corresponding stochastic work done equals to the decrease in potential energy \((k_1 - k_2)x^2/2\). The PDF for position during the adiabatic branch is given by equation (83) with \( z = x \) and \( k/T = k_1/T_h \) and thus the work PDF after the first branch reads

\[
\rho_{w_{\text{out}}}(0^+) = \int dx \delta [w_{\text{out}} - (k_1 - k_2)x^2/2] p(x, k_1/T_h)
= \sqrt{\frac{\eta}{\pi T_h |w_{\text{out}}|}} \exp \left( -\frac{\eta w_{\text{out}}}{T_h} \right) \theta(w_{\text{out}}).
\]  

(84)

The unit step function \( \theta \) in the expression originates from the fact that decreasing the stiffness leads to an energy decrease regardless of \( x \). Similarly, during the adiabatic compression the stiffness increases from \( k_2 \) to \( k_1 \) and the work done reads \((k_2 - k_1)y^2/2\), where \( y \) is the microstate occupied during the second adiabat. The total stochastic work per cycle

\[
w_{\text{out}}(x, y) = \frac{1}{2}(k_1 - k_2)(x^2 - y^2)
\]

(85)

thus depends just on the microstates \( x \) and \( y \) occupied during the adiabatic branches. Due to the quasi-static isotherms mediating the two adiabats, the random variables \( x \) and \( y \) are independent and distributed according to the PDF (83) with \( k/T = k_1/T_h \) for \( z = x \) and \( k_2/T_c \) for \( z = y \). The PDF for the output work per cycle thus reads

\[
\rho_{w_{\text{out}}}(t_p) = \int dx \int dy \delta(w_{\text{out}} - w_{\text{out}}(x, y)) p(x, k_1/T_h)p(y, k_2/T_c)
= \sqrt{\frac{k_1k_2}{T_cT_h \pi(k_1 - k_2)}} \exp \left( -\frac{k_1T_c - k_2T_h}{k_1 - k_2} \frac{w}{2T_cT_h} \right)
\times K_0 \left( \frac{k_1T_c + k_2T_h}{k_1 - k_2} \frac{|w|}{2T_cT_h} \right),
\]

(86)

where \( K_0 \) denotes the modified Bessel function of the second kind. The PDFs for work after the first adiabat (84) and the whole cycle (86) are plotted in figures 7(c) and (d). The shown shapes of the PDFs are characteristic for piece-wise constant protocols with a single and two jumps, respectively.

The heat flows into the system during the hot isotherm. This branch is isochoric, no work is done, and the input heat is given just by the increase in the internal energy,

\[
q_{\text{in}}(x, y) = \frac{1}{2}k_1(x^2 - y^2).
\]

(87)

The stochastic input heat is thus proportional to the stochastic output work and also their PDFs are proportional. Namely, \( \rho_{q_{\text{in}}}(q_{\text{in}}) = \eta \rho_{w_{\text{out}}}(q_{\text{out}}) \), where \( \eta = (k_1 - k_2)/k_1 \) is the efficiency of the engine.

Since stochastic output work and input heat per cycle are proportional to each other, stochastic efficiency \( \tilde{\eta} = w_{\text{out}}/q_{\text{in}} \) is in this model deterministic and given by \( \eta \), i.e. \( \rho_{\tilde{\eta}} = \delta(\tilde{\eta} - \eta) \). Therefore, the present model represents a simple example where the large deviation theory of stochastic efficiency does not apply. The reason is the failure of the large deviation principle: even though the work and heat by themselves obey the large deviation principle, the stochastic
efficiency is independent of the number of cycles over which they are measured. The model yields a nontrivial PDF for \( \bar{\eta} \) if considered in the underdamped regime, where the stochastic work is still given by equation (85) and the stochastic input heat (87) acquires another contribution \( (\rho_2^r - \rho_1^r)/(2m) \) from momentum degrees of freedom. The PDFs for \( p_u \) and \( p_c \) are still of the form (83) with \( k/T = 1/(mT_b) \) for \( z = p_u \) and \( k/T = 1/(mT_c) \) for \( z = p_c \). The rest of the calculation follows along similar lines as in equations (84) and (86) and we leave it as an exercise for an interested reader.

The PDF (86) yields all moments of \( w_{\text{out}}, q_{\text{in}} \), and also the internal energy difference per cycle, \( \Delta u = q_{\text{in}} \). Due to the close relation of work and heat to changes in internal energy in this model, it is not surprising that the second moment of work is determined by heat capacity of the working medium [49]. This relation of fluctuations to heat capacity was used in reference [49] as an argument for diverging work and power fluctuations in the critical heat engine proposed in reference [159]. However, this negative effect can be circumvented by employing adiabatic branches where the system is not disconnected from the bath [7].

The simplicity of the PDF (86) allows to directly demonstrate validity of the detailed FT (47) for heat engines for this model. Due to the proportionality of \( w_{\text{out}}, q_{\text{in}} \), and \( \Delta u \), the joint PDF is given by

\[
\rho(w_{\text{out}}, q_{\text{in}}, \Delta u) = \delta(w_{\text{out}} - \eta \Delta u)\delta(w_{\text{out}} - \eta q_{\text{in}}) \rho_{w_{\text{out}}}(w_{\text{out}}).
\]

(88)

While this might not be obvious at first glance, the used protocol is time-reversal symmetric. To see this, it is enough to realized that the reversed protocol can be plotted on top of the forward one after a suitable shift in time. We conclude that the joint PDF for the reversed process is again given by equation (88). This allows us to explicitly evaluate the ratio in equation (47):

\[
\frac{\rho(w_{\text{out}}, q_{\text{in}}, \Delta u)}{\rho(-w_{\text{out}}, -q_{\text{in}}, -\Delta u)} = \exp\left(-\frac{k_1 T_c - k_2 T_b}{k_1 - k_2} \frac{w}{2 T_c T_b}\right) = \exp\left[\frac{1}{T_c} q_{\text{in}}(\eta c - \eta)\right].
\]

(89)

The second equality follows from symmetry of the \( \delta \) function with respect to sign reversal and the third one is obtained after the substitution \( w_{\text{out}} = \eta q_{\text{in}} \).

5.2.2. Arbitrary protocol. In the breathing parabola problem, one can calculate analytically the variance of output work for an arbitrary protocol for the stiffness and temperature on the basis of equation (32). This is possible because the Green function for the Fokker–Planck equation

\[
\frac{\partial}{\partial t} p(x, t) = D \frac{\partial^2}{\partial x^2} + \frac{k(t)}{\gamma} \frac{\partial}{\partial x} p(x, t),
\]

(90)

describing the PDF of the particle position, \( x \), can be obtained analytically [34]. It is given be the Gaussian PDF

\[
G(x, t| x', t') = \frac{1}{\sqrt{2\pi\sigma^2(t)| x', t'}} \exp\left[-\frac{(x - m(t| x', t'))^2}{2\sigma^2(t| x', t')}\right],
\]

(91)

where \( m(t| x', t') = \langle x(t) \rangle \) and \( \sigma^2(t| x', t') = \langle [x(t)]^2 \rangle - \langle x(t) \rangle^2 \) are average and variance of the particle position at time \( t \) conditioned on its initial position \( x' \) at time \( t' \). These functions obey the ordinary differential equations

\[
\frac{d}{dt} m(t| x', t') = -\frac{1}{\gamma} k(t) m(t| x', t'),
\]

(92)

\[
\frac{d}{dt} \sigma^2(t| x', t') = -\frac{2}{\gamma} k(t) \sigma^2(t| x', t') + \frac{2k_B T}{\gamma} t(t).
\]

(93)
with the initial conditions \( m(t'|x', t') = x' \) and \( \sigma(t'|x', t') = 0 \), and the well-known solution reads

\[
m(t|x', t') = x' \exp \left[ -\gamma^{-1} \int_{t'}^{t} \text{d}t'' k(t'') \right],
\]

(94)

\[
\sigma^{2}(t|x', t') = 2k_{B}\gamma^{-1} \int_{t'}^{t} \text{d}t'' T(t'') \exp \left[ -2\gamma^{-1} \int_{t'}^{t} \text{d}t'' k(t'') \right].
\]

(95)

The PDF for \( x \) during the limit cycle then follows by \( p(x, t) = \lim_{\nu \to -\infty} G(x, t|x', t') \). The equations (92) and (93) are most easily derived from the Langevin equation (11) corresponding to the Fokker–Planck equation for \( p(x, t) \).

In figure 6, we show average power, power fluctuations, and efficiency calculated using this Green function for the protocol

\[
k(t) = \frac{1}{\sigma_{\Omega}^2(1 + b_{h}t)^2} - \frac{\gamma b_{h}}{1 + b_{h}t}, \quad T(t) = T_{h}, \quad t \in [0, t_{h}),
\]

(96)

\[
k(t) = \frac{1}{\sigma_{\Omega}^2[1 + b_{c}(t - t_{h})]^2} - \frac{\gamma b_{c}}{1 + b_{c}(t - t_{h})}, \quad T(t) = T_{c}, \quad t \in [t_{h}, t_{p}),
\]

(97)

that maximizes \( W_{\text{out}} \) for fixed entropy change in the system during the hot isotherm, \( \Delta S = k_{B} \log \sigma_{f}/\sigma_{0} \), and durations \( t_{h} \) and \( t_{c} \) of the isotherms [10, 39]. The durations of the adiabatic branches are assumed to be negligible compared to \( t_{c} \) and \( t_{h} \) and thus \( t_{p} = t_{c} + t_{h} \).

The parameters \( \sigma_{\Omega}^2 \) and \( \sigma_{\Omega}^2 \) stand for the variances of the particle position at the beginning and end of the hot isotherm, and \( b_{h} = (\sigma_{f}/\sigma_{0} - 1)/t_{h} \) and \( b_{c} = (\sigma_{0}/\sigma_{f} - 1)/t_{c} \). In the figure, we plot the output power and its fluctuations as functions of the scaling parameter \( \Omega \) defined by the equations

\[
\sigma_{\Omega}^2 \propto \Omega^{-\xi}, \quad t_{p} \propto \Omega^{(1-\xi)/\chi},
\]

(98)

with \( \sigma_{\Omega}^2/\sigma_{0}^2 > 0, \xi > 0 \) and \( \chi \in (0, 1) \). In the limit \( \Omega \to \infty \), the cyclic Brownian heat engine can provide diverging output power with limited fluctuations and reversible efficiency [7]. For steady-state heat engines, such a performance is forbidden by TURs as discussed in section 4.4.

Note that in equations (92)–(97) we reintroduced the Boltzmann constant \( k_{B} \). This is because we use in the figure the experimentally relevant parameters \( \gamma \approx 1.89 \times 10^{-3} \text{ kg s}^{-1} \), \( T_{c} = 293.15 \text{ K} \) and \( T_{h} = 5273.15 \text{ K} \) [7]. Further, we took \( \sigma_{\Omega}^2 = \Omega^{-\xi}, \sigma_{\Omega}^2/\sigma_{0}^2 = 3, \xi = 3, \chi = 0.05, t_{c} = t_{h} = t_{p}/2 \), and

\[
t_{p} = \frac{2\gamma^{1-\chi}}{k_{B}n_{f}c} (\sigma_{f} - \sigma_{0})^{2(1-\chi)}.
\]

(99)

5.3. Solar cell as steady-state heat engine

In this section, we review the derivation of power and its fluctuations for the simple model of solar cell depicted in figure 8 and used in section 4.4 to demonstrate limitations imposed on the performance of steady-state heat engines by the TURs.

The considered solar cell has three microstates. Denoting them as 0 (no electron in quantum dot), \( d \) (electron in lower state of the dot), and \( u \) (excited dot), the rate matrix in the GME (1)
For figure 6, we employ the frequently used transition rates following from the Fermi–Dirac and Bose–Einstein statistics for electrons and phonons, respectively [112]:

$$L_{sr} = \Gamma_r / [1 + \exp(x_{sr})], \quad L_{rs} = \Gamma_s / [1 + \exp(-x_{sr})],$$

(101)

with $x_{rs} = (E_s - \mu_r) / T_c$, $r = l, r, s = u, d$, and

$$L_{ur}' = \Gamma_r / [\exp(x_r) - 1], \quad L_{du}' = \Gamma_d / [1 - \exp(-x_r)],$$

(102)

with $x_r = (E_u - E_r) / T_c$, $r = c, h$. Further, $\Gamma = \Gamma_h = \Omega \Gamma_0$ and $\Gamma_c = \Omega^{-3/2} \Gamma_0$. All the four pairs of rates satisfy the local detailed balance condition (3).

In order to evaluate the average power of the solar cell and its fluctuations measured by the constancy (57), it is useful to construct the tilted rate matrix for the output work and use the large deviation result (43). If the solar cell transports a single electron from the low to the high chemical potential, it performs work $\Delta \mu = \mu_r - \mu_l$. The work done during the reversed process is $-\Delta \mu$. To construct the tilted rate matrix for work, we thus need to multiply the rate $L_{ur}$ by $\exp(-s_u \Delta \mu)$, the rate $L_{du}$ by $\exp(s_u \Delta \mu)$, and keep the remaining transition rates unchanged. The resulting tilted rate matrix reads

$$L(s_u) = \begin{pmatrix}
-L_{dd} - L_{dd} \exp(s_u \Delta \mu)L_{dd} & L_{ru} \\
-L_{ur} & L_{ur} \\
L_{ur} & L_{ur}
\end{pmatrix} \begin{pmatrix}
-L_{dd} - L_{dd} \exp(s_u \Delta \mu)L_{dd} & L_{ru} \\
-L_{ur} & L_{ur} \\
L_{ur} & L_{ur}
\end{pmatrix}.$$
Its largest eigenvalue $\lambda_{\text{max}}(s_w)$ then determines the scaled cumulant generating function,

$$\lambda_{\text{max}}(s_w) \approx \frac{1}{t} \log \chi(s_w),$$

(104)

through equation (43). Finally, equation (40) implies that the average power and constancy can be obtained as

$$P = -\frac{\partial}{\partial s_w} \lambda_{\text{max}}(s_w) \bigg|_{s_w=0}, \quad \Delta P = \frac{\partial^2}{\partial s_w^2} \lambda_{\text{max}}(s_w) \bigg|_{s_w=0}.$$  

(105)

These formulas can be easily evaluated numerically. Nevertheless, the present model allows to find explicit expressions [112] following from the results of reference [160].

6. Concluding remarks

Processes of converting the 'disordered' thermal energy called heat into an 'ordered' work are of vital importance for our society and the whole biosphere. At the macroscale, power output and efficiency of heat engines are universally limited by laws of classical thermodynamics. At the microscale, the second law can be formulated in terms of symmetry relations for fluctuations of entropy and its implications are far from being completely understood. Here, we have reviewed recent findings revealing how and to what extent these fundamental symmetries control fluctuations in performance of microscopic heat engines. Furthermore, we have provided a general overview of theoretical tools of stochastic thermodynamics and discussed basic phenomenology of PDFs for work and heat.

The review is devoted to small systems subjected to the stochastic Markovian dynamics in contact with one or more equilibrium heat reservoirs, where thermodynamically consistent definitions of work, heat, and entropy for the corresponding individual stochastic trajectories are well established. Applying them to microscopic heat engines, one should distinguish between two situations. Steady-state heat engines operate under time-independent non-equilibrium conditions in contact with several heat reservoirs and deliver a stochastic output work proportional to excitation currents. On the other hand, cyclic heat engines are driven by periodic variation of their energy spectrum and the bath temperature and operate in a time-periodic steady state. Their stochastic output work is determined by the time spent in the individual microstates during the cycle. Mean values of output works for steady-state and cyclic heat engines obey the same limitations imposed by the second law. However, their fluctuations exhibit strikingly different statistics.

Besides the corresponding probability densities, these differences are revealed in trade-off relations for efficiency, power, and power fluctuations of heat engines derived from TURs. For steady-state heat engines, they imply that the more deterministic the power, the smaller the efficiency. In contrast, cyclic heat engines can operate arbitrarily close to the Carnot efficiency and deliver a positive and stable output power.

Unlike the averages of stochastic work $w_{\text{out}}$ and heat $q_{\text{in}}$, mean value of the stochastic efficiency $\tilde{\eta} = w_{\text{out}} / q_{\text{in}}$ is not bounded by the second law. In fact, its probability density usually exhibits heavy tails and $\langle \tilde{\eta} \rangle$ frequently diverges. More insights into the behavior of stochastic efficiency can be obtained by employing the FT for entropy production that generalizes the second law to individual stochastic trajectories. It implies the FT for heat engines that analogously generalizes the Carnot efficiency and reveals interesting features of statistics of the stochastic efficiency. Namely, if evaluated from heat and work measured over extended periods of time, the most likely value of $\tilde{\eta}$ equals to the standard definition of efficiency $\eta = \langle w_{\text{out}} \rangle / \langle q_{\text{in}} \rangle$. Furthermore, the rate function for stochastic efficiency, describing this behavior, attains a special
value when $\tilde{\eta}$ equals the Carnot efficiency. For time-reversal symmetric protocols, it corresponds to the least likely efficiency and, for time-asymmetric protocols, to the efficiency which is equally likely for forward and time-reversed driving.

In addition to general derivations, all these fascinating results can be intuitively understood, tested, and their assumptions violated using paradigmatic exactly solvable models of stochastic thermodynamics: driven two-level systems and harmonic oscillators. Besides being analytically tractable, these models are also of vital experimental importance as they represent good approximations to the most frequently used experimental setups.

Despite the amount and diversity of the presented results, we believe that there is still much more to come. In particular, the TURs valid for steady-state heat engines can be applied to an arbitrary transport process not necessarily driven by a temperature gradient. While these machines often cannot be categorized as heat engines, the TURs should still limit their performance in terms of transport coefficients, their fluctuations, and transport efficiency. Of particular interest are processes driven by information [22, 23, 96–98] and transport in systems of many interacting particles [161]. Another twist in the theory is expected for systems in contact with non-equilibrium reservoirs, sometimes referred to as active heat engines, where the very definitions of work and heat are still subjects of keen discussions [62, 63, 162–168] and thus the results valid for cyclic and steady-state heat engines operating with equilibrium reservoirs cannot be taken for granted. Fluctuations in coherent open quantum systems have a similar status [31] as they break validity of most of the classical results [69, 70, 169–171]. Finally, it is not unlikely that other general relations similar to the TURs will be established and provide new insights into the fundamental laws governing performance of microscopic machines. An example is the article [172] deriving a new type of inequalities for fluctuations of steady-state currents based on the linear response theory, which appeared shortly after the submission of this review.
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