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ABSTRACT
Part of the design of many blockchains and cryptocurrencies includes a treasury, which periodically allocates collected funds to various projects that could be beneficial to their ecosystem. These projects are then voted on and selected by the users of the respective cryptocurrency. To better inform the users’ choices, the proposals can be reviewed, in distributed fashion. Motivated by these intricacies, we study the problem of crowdsourcing reviews for different proposals, in parallel. During the reviewing phase, every reviewer can select the proposals to write reviews for, as well as the quality of each review. The quality levels follow certain very coarse community guidelines (since the review of the reviews has to be robust enough, even though it is also crowdsourced) and can have values such as ‘excellent’ or ‘good’. Based on these scores and the distribution of reviews, every reviewer will receive some reward for their efforts. In this paper, we consider a simple and intuitive reward scheme and show that it always has pure Nash equilibria, under two different scenarios. In addition, we show that these equilibria guarantee constant factor approximations for two natural metrics: the total quality of all reviews, as well as the fraction of proposals that received at least one review, compared to the optimal outcome.
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1 INTRODUCTION
Since the invention of Bitcoin [27] in 2009, cryptocurrencies and other blockchain platforms have enjoyed a massive increase in popularity and market capitalization. Their development came with a promise for decentralization; instead of having a selected group of people manage their current operation and future direction, the users themselves should eventually express their preferences and guide every decision. This was first achieved just for the consensus layer. More recent platforms such as Tezos and Polkadot have implemented forms of on-chain governance. In addition to having a public discourse about their development on GitHub or in internet forums, there are formal governance processes and voting procedures to elect councils, hold referenda and adopt new changes into the protocol’s codebase. The next piece missing in the puzzle of decentralization is how to fund the necessary new features, with the final decision coming directly from aggregating user preferences. Some blockchains such as Cardano and Dash take this approach, having a publicly controlled treasury which allocates funds to proposals generated by the community. This process requires the careful design of many mechanisms, drawing from areas such as Crowdsourcing, Participatory Budgeting [10] and Distortion [4]. In this work, we focus on one important part of this process: how to provide the right incentives for the community to produce high quality reviews across many proposals.

We provide a high level description of the relevant modules of Project Catalyst, the mechanism used by Cardano’s treasury, as motivation for our modelling, assumptions, and results. A new funding round takes place every 12 weeks. The latest (ongoing as of May 2022) Fund8 allocated about $16,000,000 worth of ADA (Cardano’s native currency), with 5% of the total given as rewards to reviewers. After the members of the community submit their proposals, there are 2 kinds of entities involved in the reviewing process: veteran community advisors (vCA’s) and community advisors (CA’s). The CA’s start by writing reviews for proposals. The reviews contain a written evaluation of the proposal, as well as a numerical score. The reviews (following some filtering for profanity, plagiarism, etc.) are published immediately under the CA’s pseudonym, while the true identity of the person is usually secret. Then, the vCA’s write meta-reviews (i.e., they review the reviews submitted by the CA’s). This evaluation is only on the quality of the review itself, not its score or subjective opinion. The evaluation follows specific,
well-known guidelines and is very coarse: reviews can either be ‘excellent’, ‘good’ or ‘filtered out’ (which are discarded). The CA’s are then rewarded based on the quality of their reviews, as well as their choice over proposals to review, relative to actions of the other CA’s.

The restrictions faced by Project Catalyst would apply to most blockchain solutions. Due to the crowdsourced nature of the process and their anonymous nature any mechanism used needs to be simple, clearly fair, and robust. Contrary to the approach possible in budget feasible mechanism design, or the use of the revelation principle in the contest literature, it is very difficult to elicit truthful information from the voters: there is no way to charge them for not delivering on their promise or to finely differentiate their quality of service. Additionally, requiring them to ‘lock’ a certain amount of funds prior to producing the reviews would be highly unpopular as well, in a platform whose goal is to maximize participation. Essentially, in order to maximize robustness (to agents that might promise to participate and then disappear, or who could flood the system with useless reviews, etc.) rewards can only be given for complete reviews, after these have been produced. In that regard, we need to be careful so that even users who might not be particularly skilled have a reason to participate and build experience for future iterations. Finally, the system should be designed without any assumption about the CA’s: given their anonymity, only they should have the freedom to select which proposals to write reviews for, given their motivation, expertise and time restrictions. As we will show, even though we shift the entire weight of the system to the anonymous users, good quality outcomes (comparable to a centralised setting with more advanced ‘know your customer’ techniques) can be attained.

1.1 Contributions

We study a problem where reviews are crowdsourced from a set of agents. These agents, based on their skills, chose the proposals for which they will write a review, as well as the quality that their reviews will have. In this setting, a mechanism takes the decision of the agents as an input, and rewards them according to the quality of their efforts. We stress that the agents actions are not to report their skills or any private information (as this would be infeasible in a distributed setting, as explained above), but the reviews themselves. Given this restriction, we are interested in the design of mechanisms that always have pure Nash equilibria, while in addition, we desire these equilibria to have good performance with respect to certain meaningful objectives.

Our contribution can be summarized as follows: We focus on a very simple mechanism for this problem, study its equilibria under two different scenarios, and investigate their performance with respect to the cumulative review quality (quality objective), and the number of proposals that acquire at least one review (coverage objective). More specifically:

• In the first scenario (Section 3), we assume that there is only one proposal, and the agents can choose between writing an excellent, a good, or no review at all. We prove, that our mechanism always has pure Nash equilibria in this case, and we show that at every such equilibrium, an $\frac{1}{4}$-approximation to the optimal quality objective is guaranteed.

• In the second scenario (Section 4), we assume that there are multiple proposals and every agent can write a review for any subset of proposals they want. This time however, their choice is limited between writing a review or not. As before, we show the existence of pure Nash equilibria, all of which provide a $\frac{1}{4}$-approximation to the optimal coverage objective. However, this guarantee only holds if our mechanisms has access to twice the budget for rewards that the optimal has. Otherwise, we show that there are instances where the coverage achieved at any equilibrium is arbitrarily bad.

In both cases, the guarantees are provided against an optimal algorithm that knows everything about the agents (including how capable they are at reviewing each proposal) and rewards each of them with just enough to cover their cost. Our mechanisms never learns anything private: the agents just write the reviews directly and share the rewards following our rules.

We want to point out that, as mentioned in the introduction, the formulation of our model is based on real life scenarios and actual challenges that blockchain initiatives have to face. The same goes for the motivation behind the mechanism we are focusing on, as a version of it is currently used by Cardano’s treasury in order to resolve such problems. Our main goal is to investigate which are the theoretical guarantees that Project Catalyst provides under the aforementioned scenarios, and whether they match its real life performance (some examples of which are presented in Section 5). To our knowledge, the model that we consider has not been explored so far, although similar problems have been studied in the context of profit sharing games, crowdsourcing through contests, and budget feasible mechanism design. We provide a summary of indicative related papers from these areas, along with a discussion regarding similarities and differences in the next section.

1.2 Related Work

Our work is closely related to the area of crowdsourcing through contests [33]. In this type of problems, there is usually an organizer that announces some tasks that need to be completed, along with a reward for the winning contestant(s). Then the contestants submit their solutions and the organizer decides who will be the winner(s). The goal is usually the design of mechanisms, the stable states of which provide good performance guarantees according to the desired objective. It is an area of problems that is also connected to the one of all-pay auctions, as indicated by several papers [13, 14, 24, 29], while there are also some parallels with mining for proof-of-work cryptocurrencies such as Bitcoin [7]. Although there is vast amount of works in the area, ours has several differences with most of the related literature. In particular, Chan et al. [12] study the Price of Anarchy in Tullock contests in a setting that is similar to ours, with some of the main differences to be that each agent can choose one contest to participate in, and the behaviour of the agents is not affected by time constraints as in our case. The problem that they consider is also similar to the one presented in [24], although the latter regards the incomplete information setting. For other works that consider the incomplete information setting on problems of contest design, some relevant papers are from Chawla et al. [13], Moldovanu and Sela [25], Elkind et al. [15], and Glazer and Hassin [18]. Besides the difference in the information setting,
these works along with other examples [31], focus on objectives that are different than ours. One common difference is that typically, the reward paid by the designer is subtracted from the objective, and the quality of work produced by the participants can be measured accurately. In addition, our model also differs on how the strategy space of the agents is defined, as we assume that it is discretized, given the coarse, crowdsourced nature of the evaluations. For papers that study objectives that are more aligned to ours, the reader should consider the works of Archak and Sundararajan [6], Gavious and Minchuk [17] and Edith et al. [16], who also study the setting from a complexity standpoint.

The problem of crowdsourcing agents (subject to budget constraints) so that certain tasks are completed, has also been studied in the context of truthful budget feasible mechanism design, initiated by Singer [30]. In these problems there is usually a single buyer, that wants to hire a set of workers that are able to complete certain tasks. Each worker can perform a single task and has a cost for it, which is her private information, while the buyer has a valuation function defined over the power set of the set of tasks. Although similar in principle to the problem that we study, there are also some key differences on how it is approached. In particular, the workers in this model declare their costs for performing the tasks, and the produced outcome is based on these declarations (they are the input to the designed mechanism). In contrast, in our case the agents can freely choose which tasks (reviews) they will complete, and each worker is not bounded by completing just a single task. In addition, the goal in budget feasible mechanism design, is the design of truthful (from the side of the workers) mechanisms that respect the budget constraints, and maximize the valuation function of the buyer. In our case, the objectives for which we require good performance are of different nature, and they can also be affected by the effort that each agent decides to spend on the tasks that she performs (i.e., the strategy space is different). For more on this topic, we refer the reader to the following indicative works [1–3, 19, 21, 23].

Finally, we want to mention that similar problems have been considered in the context of profit sharing games [5, 8, 9], utility games [20, 32], and project games [11, 28]. In most of the aforementioned examples, agents select a set of projects-tasks to participate in, and then they are rewarded according to their contribution. The goal is once again the design of mechanisms that perform well in their stable states. Although there are several differences to the setting that we study, i.e., strategy space of the agents, targeted objective for maximization, the way that the utility of an agent is defined (usually it is assumed that an agent’s utility depends only to the reward that she gets, while the cost that she has for performing the task is not considered), etc, most of the related literature studies (among others) the performance of simple mechanisms that proportionally allocate the rewards, and thus follows an approach that is quite similar to ours.

2 PRELIMINARIES
Let \( V = \{1, 2, 3, \ldots, n\} \) be the set of community advisors (CA’s), \( P = \{P_1, P_2, P_3, \ldots, P_m\} \) be the set of proposals, and \( B \in \mathbb{R}_{>0} \) the total available budget that is distributed equally among the proposals.

The role of the CA’s is to write reviews for the proposals. These reviews can be of varying quality, indicated by \( q \in Q = \{0, 1, \ldots, Q\} \), with a quality \( q = 0 \) encoding that a CA did not submit a review for the respective proposal and \( Q \) being the highest possible quality.

In total, the strategy of CA \( i \) is selecting a vector \( q_i = [q_{i1}, q_{i2}, \ldots, q_{im}] \), where \( q_{ij} \) is the quality of the the review that she write for a proposal \( j \). We denote the qualities of the reviews that proposal \( j \) gathered from the CA’s at \( q_i \). Moreover, we use function \( f : [Q] \to \mathbb{R}_{\geq 0} \) to describe how much work is needed to write a review of a specific quality. We specify here that \( f(\cdot) \) is a strictly increasing function on \( q_i \), and \( f(0) = 0 \) as not submitting a review takes zero effort. Note that function \( f \) is CA independent. In addition, every CA \( i \) has a private vector of positive parameters, \( s_i = [s_{i1}, s_{i2}, \ldots, s_{im}] \), that describe the time cost (e.g., in seconds) required to produce a review of quality \( q_i = 1 \) for each proposal. Often, we will refer to the agents’ skills: the higher these skills are, the lower the \( s_i \) necessary to write a review. Therefore, \( f(q_{ij}) \cdot s_{ij} \) can be seen as the cost that CA \( i \) has for writing a review of quality \( q_{ij} \) for proposal \( j \). Note that the skills \( s_{ij} \) are only known to the CA’s. As with \( q \), we use \( s \) for the matrix of all skill vectors. Since the reviewing period has a fixed duration \( T \), every CA has to spend their effort within this timeframe. We call this the maximum effort constraint. Formally, for every \( i \in V \):  
\[
\sum_{j \in P} f(q_{ij}) \cdot s_{ij} \leq T. \tag{1}
\]

A mechanism \( M \) takes as input only the CA’s strategies \( q \) (without the individual skills) and outputs a payment vector \( p = p(q) \in \mathbb{R}_{\geq 0}^m \). We require that the mechanism is budget feasible. More specifically, as the budget is distributed equally among the proposals, for every \( j \in P \), we desire:
\[
\sum_{i=1}^n p_{ij}(q) \leq \frac{B}{m} = \beta. \tag{2}
\]

Given the strategy vector \( q \), the utility of CA \( i \) is:
\[
\begin{align*}
  u_i^M(q) &= p_i(q) - \sum_{j=1}^m s_{ij} \cdot f(q_{ij}), \tag{3}
\end{align*}
\]

that is, the payment received given the actual quality of the submitted reviews minus the effort of producing them. Given a mechanism \( M \), we say that \( q \) is a pure Nash equilibrium of \( M \) if, for every CA \( i \) and possible deviation \( q_i' \in Q \), we have that:
\[
\begin{align*}
  u_i^M(q) &\geq u_i^M(q_i', q_{\cdot i}). \tag{4}
\end{align*}
\]

We use \( q \in \text{Feasible}(s, B, T) \) if Equation (1) and Equation (2) are satisfied. Moreover, we use \( q \in \text{PNE}(s, B, T) \) for the set of outcomes that are the pure Nash equilibria of mechanism \( M \), in addition to being feasible.

2.1 Objectives
The ideal mechanism \( M \) would, at a pure Nash equilibrium, ensure that the final outcome provides a good cumulative review quality. In addition it should also motivate the CA’s to write reviews in

\footnote{For a crude analogy, imagine that \( f(q) \) is the number of words required for a review of quality \( q \) and \( s_{ij} \) is the minutes-per-word possible by CA \( i \) for proposal \( j \).}
a way, so that the number of proposals that receive at least one review is as big as possible. We formally define these two objectives below.

Quality. It is desirable that the total cumulative review quality is maximized:

$$\text{Qual}(q) = \sum_{i \in V} \sum_{j \in P} q_{ij}. \quad (5)$$

Coverage. Additionally, it is desirable to maximize the number of proposals that acquire at least one review:

$$\text{Cov}(q) = \left( \sum_{j \in P} \sum_{i \in V} q_{ij} \geq 1 \right)^2. \quad (6)$$

### 2.2 Price of Anarchy

To quantify the performance of a mechanism for an objective (in our case either quality or coverage), we want to compare the outcome that is produced at its worst pure Nash equilibrium, with the optimal possible outcome. For the optimal outcome we consider the non-strategic version of the problem, i.e., which would be the optimal solution if we were able to purchase reviews directly, at exactly the cost required to produce them by the corresponding agents\(^2\). In that sense, when someone considers the non-strategic version of the problem, the budget feasibility constraint of Equation (2), can be translated as follows: We say that a vector \(q\) respects the budget feasibility requirements if for every \(j \in P\), we have

$$\sum_{i \in V} s_{ij} \cdot f(ij) \leq \frac{B}{m} = \beta. \quad (7)$$

We use \(q \in \text{nsFeasible}(s, B, T)\) if Equation (1) and Equation (7) are satisfied. With these in hand, we can use the notion of Price of Anarchy (PoA) [22] in order to quantify the performance of a mechanism. In particular, given \(V, P, \) and \(f\), the PoA of mechanism \(M\) for an objective \(\text{Obj}\) is defined as:

$$\text{PoA}(M) = \max_{s} \min_{q} \frac{\text{Obj}(q)}{\text{Obj}(q^*)}, \quad (8)$$

where \(q \in \text{nsFeasible}(s, B, T)\), and \(q^* \in \text{PNE}(s, k \cdot B, T)\), for \(k \geq 1\).

### 2.3 A Simple Proportional Mechanism

As we have already mentioned, a mechanism in this setting simply takes as input the strategy vector \(q\) of the CA’s, and outputs a payment vector \(p(q)\). In this work, we focus on the study and analysis of a robust and intuitive mechanism that essentially rewards the CA’s in a proportional manner. In particular, recall that each proposal \(j\) has an available budget \(\beta\), that eventually will be distributed to CA’s that write a review for it. In addition, as we pointed out, the function \(f(\cdot)\) defines how much work a review of a specific quality needs. We are interested in mechanisms that reward the agents in a fair way, depending on the quality of the reviews produced (and by implication, the work they put in). To this end, we study the following proportional reward scheme, that also defines the mechanism that we focus on:

$$p_i(q) = \frac{\sum_{j \in P} \beta_j \cdot f(q_{ij})}{\sum_{i \in V} f(q_{ij})} \quad (10)$$

Intuitively, this is a mechanism with which we try to ‘match’ the difficulty of producing a review of a specific quality, by providing a proportional reward for each case.

For the remainder of the paper, we refer to this mechanism as the proportional mechanism, and we focus on the performance of its equilibria (with respect to the objectives that we defined), under two different scenarios. From this point on-wards, we will also refer to the CA’s as agents.

### 2.4 The Choice of Function \(f(\cdot)\)

The function \(f(\cdot)\) dictates the structure of the equilibria produced by the mechanism, depending on our goal, which could range from only requiring reviews of the highest quality to enabling players of any skill level to contribute. This can be tuned by the designer, who can show the agents reviews of different qualities with their associated ‘difficulties’ \(f(\cdot)\). We develop some intuition through a couple examples, illustrating some reasonable choices. The simplest example is a linear function \(f(q) = q\), which is the one actually used for Project Catalyst, as it provides a good balance between the higher difficulty of writing good reviews and the rewards provided, giving a sense of ‘fairness’ to the participants. Let us compare this with another possible choice, the exponential \(f(q) = 2^q\). This choice allows fewer agents to write high quality reviews, as only the most skilled ones would have be able to write such a review without violating their time constraint. On the flip side, these highly skilled agents would be highly motivated to provide those reviews, collecting the majority of rewards, while lower skilled agents would have to wait and find ‘gaps’ in proposals, in order to contribute lower quality reviews and collect the remaining rewards. On the contrary, a concave choice such as \(f(q) = \log(q)\) skew this balance towards lower skilled agents, which now have the power to write higher quality reviews with less effort.

\(^2\)Notice that the minimum quality of a review is 1.

\(^3\)In the strategic setting on the other hand, there is some inefficiency because the agents participating in this procedure have incentives, and thus want to maximize their rewards.
3 A SINGLE PROPOSAL: THE QUALITY OBJECTIVE

In this section we study the proportional mechanism under the simple scenario where there is only one proposal, and for every \( i \in V \), we have that \( q_i \in \{0, 1, \alpha\} \), for some \( \alpha > 1 \). This set of possible qualities can be interpreted as writing no review, writing a 'good' review, and writing an 'excellent' review respectively. Notice that the intuition behind our formulation is that for the designer, an excellent review is \( \alpha \) times better than a good one. Since there is only one proposal, the interesting question under this scenario is to explore how our mechanism performs under the quality objective. So the first step is to examine whether this mechanism always has pure Nash equilibria.

Before we begin, we point out that for the remainder of this section we rename the agents so that \( s_i \leq s_{t+1} \) for every \( i \). Finally, we choose function \( f(\cdot) \) to be:

\[
  f(q_i) = \begin{cases} 
  0, & \text{if } q_i = 0 \\
  1, & \text{if } q_i = 1 \\
  \alpha, & \text{if } q_i = \alpha 
  \end{cases}
\]

for every \( i \in V \), and \( \alpha \geq 2 \), indicating that the effort for writing a review is analogous to its quality. As mentioned in Section 2.4, this function is used by Project Catalyst, and captures how much work is needed to write a review of a specific quality, given the provided guidelines.

**Theorem 1.** When there is only one proposal, and for every \( i \in V \) we have that \( q_i \in \{0, 1, \alpha\} \), then the proportional mechanism always has at least one pure Nash equilibrium.

**Proof.** Let \( i^1 \) be the largest \( i \) for which we have \( s_i \leq \frac{1}{\alpha} \). We begin by defining an initial state where every agent in \( G_0 = \{i \mid i \leq i^1\} \) writes a good review, while every agent in \( Z_0 = \{i \mid i > i^1\} \) does not write a review. Now notice that the utility of an agent \( i \in G_0 \) is

\[
  \frac{\beta \cdot f(1)}{\sum_{i \in G_0} f(1)} - s_i \cdot 1 = \frac{\beta}{\alpha} - s_i \geq 0,
\]

as \( i^1 \) is the largest index for which we have \( s_i \leq \frac{1}{\alpha} \), and \( s_i \leq s_{i^1} \) for every \( i \in G_0 \). In addition, the utility of the agents in \( Z_0 \) is zero by definition. We will construct a pure Nash equilibrium by repeatedly updating the agents; best responses given the current set of reviews, starting from \( G_0 \).

Let \( E_t \subseteq V \), \( G_t \subseteq V \), and \( Z_t \subseteq V \) be the sets of the agents that wrote an excellent, a good, and no review respectively at step \( t \). Assume for now that the utilities of the agents of every set is non-negative, and let \( g(E_t, G_t, Z_t) \) be a function which refines the current strategies of the agents. Specifically \( g(E_t, G_t, Z_t) = (E_{t+1}, G_{t+1}, Z_{t+1}) \) such that:

- Let \( i^t \) be the agent with the minimum index in set \( G_t \). If \( i^t \) is beneficial to convert her good review to an excellent, then \( E_{t+1} = E_t \cup \{i^t\} \). Notice that if this conversion is not beneficial for agent \( i^t \), then it is not beneficial for any \( i \in G_t \), as \( s'_i \leq s_i \). Moreover, observe that if agent \( i^t \) is not able to write an excellent review (although it is beneficial for her) due to constraint \( T \), then the same holds for any agent in \( G_t \).
- Let \( i_1 > i_2 > \ldots > i_{n-1} \) be the largest \( \alpha - 1 \) indices in \( G_t \). For them, it may be the case that a good review yields a negative utility, now that an excellent review has been added. The reason for this is that after the conversion of one review from excellent to good, the denominator of the reward has been increased by an additional factor of \( \alpha - 1 \). This implies that at most \( \alpha - 1 \) agents from \( G_t \) now have negative utilities, and it must be the case that they are the also the ones with the highest \( s_i \)'s. Starting from \( i_1 \), we remove up to \( \alpha - 1 \) of these agents from \( G_t \) to \( Z_t \). Therefore, we obtain \( G_{t+1}, \) where every agent obtains a non-negative utility from their review, as well as \( Z_t \) which contains every agent in \( Z_t \), along with the newly added players that were removed from \( G_t \).

By the definition of function \( g(\cdot) \), it is clear that repeated application on the inputs \( (E_t, G_t, Z_t) \) would eventually reach a steady state (i.e., a fixpoint) \( (E, F, G, Z) \), such that \( g(E, F, G, Z) = (E, F, G, Z) \).

This is clear as after each application, the sets \( E_{t+1}, Z_{t+1} \) are supersets of sets \( E_t \) and \( Z_t \) respectively, while \( G_{t+1} \) is a subset of \( G_t \). Since the number of agents is finite this procedure will eventually stop. We will show that the fixpoint of \( g(\cdot) \) starting from \( (\emptyset, G_0, V \setminus G_0) \) (our initial configuration) is in fact a pure Nash equilibrium. So let \( (E_t, G_t, Z_t) = g'(\emptyset, G_0, V \setminus G_0) \) be the sets resulting from \( t \) composed applications of \( g \), where \( g' \) is the identity function.

Using induction, we will first show that for every \( t \), the agents in \( E_t \) are always playing a best response and in addition, \( i_e < i_h \) for any \( i_e \in E_t, i_h \in G_t \). Clearly, for \( t = 0 \) this is true as \( E_0 = \emptyset \), i.e., it does not contain any agent. For the induction hypothesis, we assume that the our claim holds for \( t-1 \). Now let \( i' = \min G_t \) be the agent who deviates to writing an excellent review instead of a good one: by definition, this is her best response. We need to show that for the rest of the agents in \( E_{t+1}, \) i.e., \( E_{t+1} \setminus \{i'\} = E_t \), writing an excellent review remained a best response. To this end, let \( i_e \in E_t \); we will prove that for her, that writing an excellent review is better than writing either a good review or no review at all. This will be done in two steps: first we will show that this holds after applying the first part of \( g(\cdot) \), before the set \( G_t \) is updated. At this point, we compare the current utility of \( i_e \) with the one of \( i' \):

\[
  \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha \cdot s_{i'} \geq \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha \cdot s_{i'} \geq 0,
\]

because \( i_e \leq i' \) from the inductive hypothesis, while in addition, \( i_e \leq i' \Rightarrow s_{i_e} \leq s_{i'} \) by the definition of the \( s_i \). Therefore, writing an excellent review is at least as good as writing nothing for agent \( i_e \), thus we just need to compare with the payoff of a good review. Since writing an excellent review is a best response for \( i' \):

\[
  \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha \cdot s_{i'} \geq \frac{\beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha + 1 - s_{i'}
\]

\[
  \geq (\alpha - 1) \cdot s_{i'}
\]

\[
  \Rightarrow \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha \cdot s_{i'} \geq \frac{\beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha + 1 - s_{i'}
\]

\[
  \Rightarrow \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha \cdot s_{i'} \geq \frac{\beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \alpha + 1 - s_{i'}
\]
with the last inequality showing that writing an excellent review is a best response for \( i_e \).

All that is left to show, is that removing some good reviews will not cause any of the agents in \( E_{t+1} \) to deviate to writing a good review instead. For any \( i_e \in E_{t+1} \), we have that:

\[
\frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \frac{\beta}{\alpha} \geq \frac{\beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \frac{1}{\alpha + 1} - s_{i_e}
\]

\[
\Rightarrow \frac{\alpha \cdot \beta}{\alpha \cdot |E_{t+1}| + |G_t|} \geq \frac{\beta}{\alpha \cdot |E_{t+1}| + |G_t|} - \frac{1}{\alpha + 1}
\]

By the induction hypothesis we also have that:

\[
\frac{\alpha \cdot \beta}{\alpha \cdot |E_t| + |G_t|} - \frac{\beta}{\alpha} \geq \frac{\beta}{\alpha \cdot |E_t| + |G_t|} - \frac{1}{\alpha + 1} - s_{i_e}
\]

\[
\Rightarrow \frac{\alpha \cdot \beta}{\alpha \cdot |E_t| + |G_t|} \geq \frac{\beta}{\alpha \cdot |E_t| + |G_t|} - \frac{1}{\alpha + 1}
\]

(12)

Since at most \( \alpha - 1 \) players will leave \( G_t \), we have that:

\[
\alpha \cdot |E_t| + |G_t| \leq \alpha \cdot |E_{t+1}| + |G_t| + |G_t| \leq \alpha \cdot |E_{t+1}| + |G_t|.
\]

(14)

For any \( \alpha > 1 \) there is a unique solution to the equation

\[
x = \frac{\alpha - 1}{x - \alpha + 1}
\]

for \( x \geq \alpha \), and the order of the inequality changes from either side of the root. Combining this with (12), (13) and (14), we show that even after some agents leave \( G_t \), writing an excellent review remains the best response of the agents in \( E_{t+1} \).

Now let us argue about the agents in \( G_t \). For this set of agents is sufficient to show \(^5\) that for every \( t \) their utility is non-negative, thus they do not want to move to set \( Z_t \). Again, by using induction, the statement trivially holds for set \( G_0 \) by definition. By the induction hypothesis we know that this is also true for \( G_t \). After the application of function \( g(\cdot) \), the minimum indexed agent will write an excellent review instead of a good one, and this may make at most \( \alpha - 1 \) agents from \( G_t \) to end up with a negative utility. However, recall that set \( G_{t+1} \) is formed by moving this set of agents to \( Z_t \) (thus forming \( Z_{t+1} \)). Therefore, set \( G_{t+1} \) is a subset of \( G_t \) that only contains agents with non-negative utility.

Finally, the last set that remains is \( Z_t \). We want to show that for any \( t \), the agents in \( Z_t \) will have a non-positive utility if they try to write either an excellent, or a good review. Initially, notice that in general, an agent \( i \) that writes no reviews and at the same time has a negative utility by writing a good review, she has also an negative utility by writing an excellent review. The reason is that if

\[
\frac{\beta}{\alpha \cdot |E_t| + |G_t|} - s_{i_t} < 0,
\]

this implies that

\[
\frac{\alpha \cdot \beta}{\alpha \cdot |E_t| + |G_t| + 1} - \alpha \cdot s_{i_t} < 0 \Rightarrow \frac{\alpha \cdot \beta}{(\alpha + 1) \cdot |E_t| + |G_t|} - \alpha \cdot s_{i_t} < 0,
\]

where \( E, G \), the sets of agents that write excellent and good reviews respectively. We proceed in proving the statement inductively. For \( t = 0 \), no agent \( i \in Z_0 \) wants to write a good review by definition, as

\[
\frac{\beta}{i^2 + 1} - s_{i_t} < \frac{\beta}{i^2} - s_{i_t} < 0
\]

\(^5\)The reason for this is that when we reach set \( G_F \), we know that either it is not beneficial for any of the agents of this set to write an excellent review, or they cannot due to constraint \( T \).

for every \( i > i_t \). Thus, they do not want to deviate to writing an excellent review as well. Now observe that the reward to an agent decreases as \( t \) grows (as the denominator of the reward increases each time an agent writes an excellent instead of a good review). Set \( Z_{t+1} \), consists of the agents from \( Z_t \), and the agents that were removed from \( G_t \) since they did not want write a good review. By using the utility by writing an excellent or a good review, derive a negative utility.

Putting everything together, we know that at the fixpoint \( (E_F, G_F, Z_F) \) all the agents are playing their best response. Therefore, the proportional mechanism always has at least one pure Nash equilibrium.

\[\Box\]

Remark 1. We would like to point out that the pure Nash equilibrium described by the procedure in proof of Theorem 1 is not unique. In particular, consider the following example: Suppose that we have an instance with 4 agents and skills \( s_1 = s_2 = \frac{1}{4} + \epsilon \) for some \( 0 < \epsilon < \frac{1}{16} \), and \( s_3 = s_4 = \frac{1}{2} \). In addition, let \( \alpha = 3, \beta = 1, \) and \( T = \frac{1}{2} \). For this instance, there are at least two pure Nash equilibria, and the quality guarantees that they provide are different. Initially, notice that due to constraint \( T \), agents 1 and 2 cannot write excellent reviews as \( 3 \cdot (\frac{1}{4} + \epsilon) > \frac{1}{2} \). Thus, in any pure Nash equilibrium the only available options for them is to either write a good review, or to not write a review at all. We proceed in describing two different pure Nash equilibria.

- For the first one, consider the state where every agent writes a good review. The utility of agents 1 and 2 is \( \frac{1}{4} - \frac{1}{4} + \epsilon > 0 \), therefore this is a best response for them. Regarding agents 3 and 4, their utility is \( \frac{1}{4} - \frac{1}{4} = \frac{1}{2} > 0 \), so the only meaningful deviation for each one them is to write an excellent review. In that case their utility becomes \( \frac{3}{8} - \frac{3}{8} = \frac{1}{4} \), and therefore this deviation is not profitable as the utility is the same as before. We conclude that this is a pure Nash equilibrium that provides a total quality of 4.

- For the second one, consider the state where agents 3 and 4 write an excellent review, while agents 1 and 2 do not write a review. The only possible deviation of agents 1 and 2 is to write a good review. In case any of them deviates to this strategy, her utility becomes \( \frac{1}{4} - \frac{1}{4} + \epsilon < 0 \), thus there is no incentive in doing so. The utility of agents 3 and 4 at this state is \( \frac{3}{8} - \frac{3}{8} = \frac{1}{4} > 0 \). Therefore the only meaningful deviation for each one them is to write a good review. In that case, their utility becomes \( \frac{1}{4} - \frac{1}{4} = \frac{1}{2} \) So once again, this deviation is not profitable as the utility remains the same. We conclude that this is a pure Nash equilibrium that provides a total quality of 6.

3.1 Quality Approximation Guarantees

We proceed in studying how the proportional mechanism performs at its pure Nash equilibria with respect to the quality objective. For this, we will first need to explore the properties of the optimal outcome when the constraint \( T \) does not exist. Given our assumption that an excellent review is \( \alpha \) times more useful than a good review,
we could first define the optimal outcome of the problem, without the \( T \) constraint, as follows:

Definition 1 (Optimal Outcome). Given a budget of \( \beta \) and agents with skills \( s_1 \leq s_2 \leq \cdots \leq s_n \), the optimal outcome, when constraint \( T \) does not exist, is:

\[
\begin{align*}
& \text{maximize} & & \alpha \cdot |E| + |G| \\
& \text{subject to} & & \sum_{i \in E} \alpha \cdot s_i + \sum_{i \in G} s_i \leq \beta,
\end{align*}
\]

where \( E \) and \( G \) are the sets of agents that write excellent and good reviews respectively.

We continue with the following lemma, that shows how the optimal outcome can be found using the following greedy algorithm:

Lemma 1. The optimal outcome can be found using the following greedy algorithm:

- Starting from \( s_1 \), add excellent reviews until no more can be added without exceeding the budget.
- Fill the remaining budget with good reviews.

Proof. Assume that sets \( E^* \) and \( G^* \) are the sets of agents that write excellent and good reviews at the optimal solution respectively. Let \( j^* = \min_i \{G \} \) and \( i^* = \max_i |E| \). Now suppose that \( j^* < i^* \).

Then this would imply that by exchanging \( i^* \) and \( j^* \), a solution of the same value would be produced, but with a lower cost, as

\[
\alpha \cdot \sum_{i \in E^* \setminus \{i^*\}} s_\delta + s_j^* + \sum_{i \in G^* \setminus \{j^*\}} s_i - s_j^* \leq \alpha \cdot \sum_{i \in E^* \setminus \{i^*\}} s_i + \sum_{i \in G^* \setminus \{j^*\}} s_i - s_j^*.
\]

Repeated applications of the same procedure, either will lead to a contradiction (as the cost of the solution decreases each time), or will eventually give us the greedy solution.

Remark 2. Notice that the same algorithm computes the optimal outcome even if there is a constraint \( T \) by following the same arguments.

We can now use the previous lemma, in order to upper bound the value of the optimal solution, when the constraint \( T \) is not present.

Lemma 2. For any set of skills \( \{s_1, \ldots, s_n\} \), the value of the optimal solution is at most \( \alpha \cdot (i^* + 1) \), where \( i^* \) is the largest index such that

\[
\sum_{i=1}^{i^*} \alpha \cdot s_i \leq \beta.
\]

Proof. Initially notice that the value of optimal solution is always the same, regardless of the way it is computed. Consider the optimal solution produced by the algorithm described above, and let \( E^g \) and \( G^g \) to be the sets of agents that write excellent and good reviews in this solution respectively. Now suppose that \( |G^g| \geq \alpha \) and let \( j^g = \min_i \{G^g\} \). Then, the sets \( E^g \cup \{j^g\} \) and \( G^g \setminus \{j^g, j^g + 1, \ldots, \alpha - 1\} \) represent a solution with the same value but lower cost as:

\[
\alpha \cdot \sum_{i \in E^g} s_i + \alpha s_{j^g} + \sum_{i \in G^g \setminus \{j^g\}} s_i - s_{j^g} - s_{j^g+1} - \cdots - s_{j^g+\alpha-1}
\]

Notice that this is a contradiction due to how the greedy algorithm works. Therefore, there are at most \( \alpha - 1 \) good reviews in an optimal solution. Thus, we can conclude that the optimal solution produced by the greedy algorithm is of the form \( E^g = \{1, 2, \ldots, i^g\} \), \( G^g = \{i + 1, i + 2, \ldots, i + j\} \), where \( j \leq \alpha - 1 \).

Remark 3. Notice that if \( i^* = 0 \), which means that for every \( i \) we have that \( \alpha \cdot s_i \beta \), this implies that the value of the optimal solution is at most \( \alpha \), something that is consistent with the statement of Lemma 2. To see this, observe that if the optimal solution’s value was greater than \( \alpha \), since it is not possible for any agent to write an excellent review (due to the budget constraint), this value would be attained by agents that write reviews of good quality. The latter would mean that \( |G^*| \leq \alpha \), and \( \sum_{i \in G^*} s_i \leq \beta \). This implies that \( \alpha \cdot \min_{i \in G^*} s_i \leq \beta \), a contradiction.

We proceed with the following theorem where we bound the PoA of the proportional mechanism, with respect of the quality objective. At several steps throughout the proof, we compare the quality achieved at a pure Nash equilibrium in PNE\((s, B, T)\), with the quality of the optimal solution when constraint \( T \) does not exist.

Theorem 2. The PoA of the proportional mechanism when there is a single proposal and for every \( i \in V \), we have \( q_i \in \{0, 1, \alpha\} \), is at most 4 (up to an additive factor of at most \( 6 \cdot \alpha \)).

Proof. Consider a pure Nash equilibrium of quality \( x \), and let \( i^* \) be the largest index such that \( \sum_{i=1}^{i^*} \alpha \cdot s_i \leq \beta \). If we do not take into account the constraint \( T \), we begin the proof by considering two special cases separately:

- If \( x = 1 \), then exactly one good review is written at the pure Nash equilibrium. Suppose that for \( q_{OPT_T} \), three or more reviews are written. Since \( q_{OPT_T} \) has to respect the budget, it must be that there exist two agents \( k_1, k_2 \) writing a review for \( q_{OPT_T} \) such that \( s_{k_1}, s_{k_2} \leq \beta /2 \). One of these two is not writing any review at the pure Nash equilibrium, and would benefit by deviating to a good review, getting reward \( \beta /2 \), something that leads to a contradiction. Therefore, in this case the value of \( q_{OPT_T} \) is at most \( 2 \cdot \alpha \), and thus the approximation guarantee is covered by the additive factor.

- If \( 0 < i^* < 6 \), then Lemma 2 implies that \( q_{OPT_T} \leq \alpha \cdot (i^* + 1) \leq 6 \cdot \alpha \), which once again is covered by the additive factor.

For the rest of the proof, we will consider the case where \( 2 \leq x \) and \( i^* \geq 6 \). Suppose that the quality of the pure Nash equilibrium is \( x < 6\cdot\frac{\alpha}{\alpha} \). This implies that at least one agent \( i \leq \frac{x}{\alpha} \) does not write an excellent review at this pure Nash equilibrium. So say that

\[i^* = 0\), then Remark 3 applies and we refer the reader to Proposition 1 for the respective approximation guarantees.\]
\( i' \) is the minimum indexed such agent. The latter means that every agent \( i < i' \) writes an excellent review at the pure Nash equilibrium that we consider. By Lemma 2, we know that

\[
\sum_{i=1}^{i'} \alpha \cdot s_i \leq \beta \Rightarrow \sum_{i=1}^{i'} \alpha \cdot s_i < \beta \Rightarrow \alpha \cdot s_{i'}/4 \left( \frac{3}{4} \cdot i' \right) < \beta \R
\]

\[
\Rightarrow s_{i'} < \frac{4}{3} \frac{\beta}{\alpha \cdot i'}. \tag{15}
\]

where the last two inequalities hold as the \( s_i \)'s are positive and increasing in \( i \). We will break the proof into cases that depend on how much agent \( i' \) is affected by the constraint \( T \).

Case 1: \( \alpha \cdot s_{i'} \leq T \). We split this case into two sub-cases. In the first, agent \( i' \) does not write a review at the pure Nash equilibrium, while in the second, she writes a good review. In either case, we show that deviating to writing an excellent review increases agent \( i' \)'s utility, leading to a contradiction.

Case 1a: Suppose that agent \( i' \) does not write a review at the pure Nash equilibrium. It is easy to see in this case, by deviating to writing a review of good quality, she would attain a utility of

\[
\text{These inequalities are more succinctly presented in Figure 1.}
\]

By (15), this deviation is beneficial if the following inequality holds:

\[
\frac{4 \cdot \beta}{\alpha \cdot i'^* + 4} \geq \frac{1}{3} \frac{\beta}{\alpha \cdot i'^* + 4} \geq \frac{1}{3} \frac{1}{\alpha \cdot i'^*},
\]

which is true for \( \alpha \geq 2 \) and \( i'^* \geq 1 \). Therefore, writing a good review would yield positive utility for agent \( i' \), leading to a contradiction.

Case 1b: Now, assume that agent \( i' \) writes a good review at the pure Nash equilibrium. This implies that her utility for deviating to writing an excellent review would be lower:

\[
\begin{align*}
\frac{\beta}{x + 1} - s_{i'} & \geq \frac{\alpha \cdot \beta}{x - 1 + \alpha} - \alpha \cdot s_{i'} \Rightarrow (\alpha - 1) \cdot s_{i'} \geq \beta \cdot \left( \frac{\alpha}{x - 1 + \alpha} - \frac{1}{x} \right) .
\end{align*} \tag{16}
\]

Let’s call \( f(x) = \frac{\alpha \cdot \beta}{x - 1 + \alpha} - \frac{1}{x} \) the function appearing at the right hand side of inequality (16). By straightforward calculus, one can show that it is strictly increasing and then strictly decreasing for \( x > 0 \), with the inflection point at \( x = \sqrt{\alpha + 1} \). In addition, for \( \alpha \geq 2 \) and \( i'^* \geq 6 \) we have that

\[
\sqrt{\alpha + 1} \leq \frac{\alpha \cdot i'^*}{4} \Rightarrow f \left( \sqrt{\alpha + 1} \right) \geq f \left( \frac{\alpha \cdot i'^*}{4} \right) \tag{17}
\]

and that

\[
f(2) \geq f \left( \frac{\alpha \cdot i'^*}{4} \right) . \tag{18}
\]

These inequalities are more succinctly presented in Figure 1.

By (15), it should also hold that:

\[
(\alpha - 1) \cdot s_{i'} \geq \beta \cdot \left( \frac{\alpha}{x - 1 + \alpha} - \frac{1}{x} \right) \Rightarrow (\alpha - 1) \cdot s_{i'} \geq (\alpha - 1) \cdot \frac{\alpha \cdot i'^*}{4} - \frac{1}{\alpha \cdot i'^*} = f \left( \frac{\alpha \cdot i'^*}{4} \right) ,
\]

substituting \( x \) for \( \alpha \cdot i'^*/4 \). Note that this inequality cannot hold for any \( \alpha \geq 2 \) and \( i'^* \geq 6 \). Additionally, by (17), (18) and the previous monotonicity observations, this inequality cannot hold for any \( 2 \leq x \leq \alpha \cdot i'^*/4 \). Concluding, as long as \( x \geq 2 \) and \( i'^* \geq 6 \) (i.e. at least 6 excellent reviews are written in the optimal outcome), agent \( i' \) would have a profitable deviation by writing an excellent review, leading to a contradiction.

Therefore, we have that:

\[
x \geq \frac{\alpha \cdot i'^*}{4} .
\]

By Lemma 2, we know that the optimal quality that can be achieved when \( T \) does not exist is at most \( \alpha \cdot (i'^* + 1) \), leading to:

\[
x \geq \frac{\alpha \cdot (i'^* + 1)}{4} \Rightarrow x \geq \frac{\alpha \cdot i'^*}{4} - \frac{\alpha}{4} \Rightarrow x \geq \frac{q_{OPT}}{4} - \frac{\alpha}{4} \Rightarrow x \geq \frac{q_{OPT}}{4} - \frac{\alpha}{4} .
\]

Case 2: \( s_{i'} \leq T < \alpha \cdot s_{i'} \). We split the agents into \( E \) and \( G \), based on if they write an excellent or good review respectively at \( q_{OPT} \). Notice set \( E \) contains only agents \( i < i' \).

Case 2a: \( \alpha \cdot |E| \geq \frac{q_{OPT}}{2} \). By the definition of \( i' \) we know that every \( i < i' \) writes an excellent review at the pure Nash equilibrium that we consider. The latter implies a implies a half-approximation of \( q_{OPT} \). In case \( i' = 1 \), then again, by the definition of \( i' \) we get that \( E = 0 \). Due to the case that currently consider, this means that the value of \( q_{OPT} \) is 0.

Case 2b: \( |G| \geq \frac{q_{OPT}}{2} \). Assume that at the pure Nash equilibrium, a total quality of \( x < \frac{|G|}{2} \) is achieved. Let \( G_1 \subseteq G \) to contain half of the agents in \( G \), and in particular the ones with the smallest indices (thus, the ones with the smallest \( s_i \)'s). Notice that at least some \( i'' \in G_1 \) does not write either a good review or an excellent at the pure Nash equilibrium, as otherwise we would have that \( x \geq \frac{|G|}{2} \). Let \( i'' = \max_i G_1 \). Since \( \sum_{i \in E} \alpha \cdot s_i + \sum_{i \in G} s_i \leq \beta \), it is easy to see that

\[
\sum_{i \in E} \alpha \cdot s_i + \sum_{i \in G} s_i \leq \beta,
\]

leading to a contradiction.
\[ s_{i'} \leq s_{i} < \frac{2 \cdot (\beta - \sum_{i \in E} \alpha \cdot s_i)}{|G|}, \] (19)
as otherwise the sum of the skills of the agents in \( G \setminus G_1 \), would exceed the available budget. So the only thing that remains to show, is that agent \( i' \) is better off by writing a good review, something that will lead to contradiction. The latter, is true as
\[ u_{i'} = \frac{\beta}{x_1 + 1} - s_{i'} \geq \frac{2 \cdot \beta}{|G|} - s_{i'} > 0, \] (20)
where last inequality holds from Equation (19).

**Case 3:** \( T < s_{i'} \): Once again, we split the agents into \( E \) and \( G \), based on if they write an excellent or good review respectively at \( q_{OPT_T} \). Now notice that no agent \( i \geq i' \) writes a review at \( q_{OPT_T} \) due to constraint \( T \), while by the definition of \( i' \), every agent \( i < i' \) writes an excellent review at the pure Nash equilibrium that we consider. The latter implies an 1-approximation of \( q_{OPT_T} \). In case \( i' = 1 \), then for every agent \( i \neq i' \) we have that \( s_i \leq s_{i'} \). Therefore, we get that the value of \( q_{OPT_T} \) is 0.

**Remark 4.** Notice that the additive factor that appears on the approximation guarantee of the pure Nash equilibrium, captures some corner cases where the appearance of parameter \( \alpha \) cannot be avoided. An easy example that demonstrates this is the following: Consider an instance where there is only one agent with skill \( s_1 = \frac{1}{2} \beta \), \( B = 1 \), and \( T = 1 + x \) for some \( x > 0 \). The utility of this agent when she writes a good review is \( \frac{1}{2} - \frac{1}{2} x > 0 \), which is more than \( \frac{\beta}{T_1} > 0 \), her utility when she writes an excellent review. The first state describes a pure Nash equilibrium of quality 1, while the second state describes the optimal solution of quality \( \alpha \).

We would like to point out that if one considers the special version of this case of the problem, where the available strategies for the agents are writing reviews of qualities 0 and 1,\(^7\), then a tight PoA bound of 2 can be guaranteed. The existence of pure Nash equilibria for this case can directly be derived by the first paragraph of the proof of Theorem 1 \(^8\). It is also clear that the optimal quality in this version of the problem can be achieved by letting agents \( \{1, \ldots, i'\} \) to write a good review, where \( i' \) is the largest index for which \( \sum_{i=1}^{i'} s_i \leq \beta \), and \( s_{i'} \leq T \). The latter implies that the quality of optimal outcome is \( i' \).

**Proposition 1.** The PoA of the proportional mechanism when there is a single proposal and for every \( i \in V \), we have \( q_i \in \{0, 1\} \), is 2. Moreover, this is tight.

**Proof.** Consider a pure Nash equilibrium and suppose for contradiction that its quality is \( x < \frac{\beta}{2} \). This implies that at least one agent \( i \leq \frac{\beta}{x} \) does not write a review at this pure Nash equilibrium. Say that \( i' \) is the minimum indexed such agent. From the previous discussion, we know that
\[ \sum_{i=1}^{i'} s_i < \frac{1}{2} \beta \Rightarrow \sum_{i=i'+1}^{i'} s_i < \beta \]

\(^7\)A more general version of this case, where there are more than one proposals, is presented in the next section.

\(^8\)For an alternative proof, we refer the reader to Theorem 3.

\[ \Rightarrow s_{\mu/2} \left( \frac{1}{2} \cdot \frac{\mu}{\mu} \right) < \beta \]
\[ \Rightarrow s_{i'} < \frac{2 \cdot \beta}{\mu'}, \] (21)
where the last two inequalities hold as the \( s_{i'} \)'s are positive and increasing in \( i \).

Since agent \( i' \) does not write a review at the pure Nash equilibrium, it is easy to see that in this case that by deviating to writing a review of good quality, she would attain a utility of
\[ \frac{\beta}{x + 1} - s_{i'} \geq \frac{2 \cdot \beta}{|G|} - s_{i'} = \frac{2 \cdot \beta}{\mu'} - s_{i'}. \]

By (21), this deviation is beneficial if the following inequality holds:
\[ \frac{2 \cdot \beta}{\mu'} \geq 2 \cdot \frac{\beta}{\mu} \Rightarrow \frac{1}{\mu'} \geq \frac{1}{\mu}, \]
which is true for any \( \mu' \). Therefore, writing a good review would yield positive utility for agent \( i' \), leading to a contradiction.

Regarding tightness, consider an instance with 2 agents, skills \( s_1 = 0.4 \), and \( s_2 = 0.6 \), and finally \( B = T = 1 \). It is easy to see that both of them participate in the optimal outcome, which has a total quality of 2, while only one of the can write a review at a pure Nash equilibrium, since otherwise agent 2 ends up with a negative utility as her reward is \( \frac{1}{2} \) in that case. This implies a quality of 1 in any pure Nash equilibrium. \( \square \)

## 4 MULTIPLE PROPOSALS: THE COVERAGE OBJECTIVE

In this section we go beyond the case of the single proposal, and we turn our attention on the performance of the proportional mechanism with respect to the coverage objective. Specifically, we are interested in the number of proposals that end up with at least one review at an equilibrium state of the proportional mechanism, in comparison with the respective optimal solution. Since our priority is to maximize the number of proposals that are covered with at least one review, the evaluation of the quality of these reviews takes the back seat. This leads to a version of the problem where \( q_{ij} \in \{0, 1\} \), i.e., an agent \( i \), either writes a review for a proposal \( j \), or she doesn’t, while for the effort function \( f(\cdot) \) we have,
\[ f(q_{ij}) = \begin{cases} 0, & \text{if } q_{ij} = 0 \\ 1, & \text{if } q_{ij} = 1 \end{cases} \]
for every \( i \in V \). We begin by exploring the existence of pure Nash equilibria under this setting.

**Theorem 3.** When there are multiple proposals and \( q_{ij} \in \{0, 1\} \) for every \( i, j \), then the proportional mechanism always has a pure Nash equilibrium.

**Proof.** Our goal is to prove that the procedure of writing reviews under the proportional reward scheme, can be seen as a game that admits a potential function. We start by associating each of the proposals \( P_j \) with a function \( \Phi_j(\cdot) : q' \to \mathbb{R} \). More specifically, we define \( \Phi_j(\cdot) \) as follows:
\[ \Phi_j(q') = \beta \cdot H_k - \sum_{i \in K} s_{ij}, \]
where $K \subseteq V$, with $|K| = k$, is the set of agents for which we have $q'_i = 1$ in $q'$, and $H_k$ is the $k$-th Harmonic number defined as $H_k = 1 + \frac{1}{2} + \cdots + \frac{1}{k}$.

Now consider the strategy vectors $q' = (q'_1, q'_{-i})$, and $\tilde{q}' = (\tilde{q}'_1, q'_{-i})$, where agent $i$ changes her strategy from $q'_i$ to $\tilde{q}'_i$, while the strategies of the rest of the agents remain the same. We have that:

$$
\Phi_j(q'_1, q'_{-i}) - \Phi_j(\tilde{q}'_1, q'_{-i}) = \begin{cases} 
\frac{\beta}{k} - s_{ij}, & \text{if } q'_i = 1, \tilde{q}'_i = 0 \\
 s_{ij} - \frac{\beta}{k+1}, & \text{if } q'_i = 0, \tilde{q}'_i = 1 \\
 0, & \text{if } q'_i = \tilde{q}'_i 
\end{cases}
$$

which implies that

$$
\Phi_j(q'_1, q'_{-i}) - \Phi_j(\tilde{q}'_1, q'_{-i}) = u_j(q'_1, q'_{-i}) - u_i(\tilde{q}'_1, q'_{-i}).
$$

Observe that this holds for every $P_j$ and $\Phi_j$.

We proceed by defining function $\Phi(q) = \sum_{j=1}^m \Phi_j(q^j)$. Notice that for every reviewer $i$, we have that:

$$
\Phi(q_i, q_{-i}) - \Phi(\tilde{q}_i, q_{-i}) = \sum_{j=1}^m \left[ \Phi_j(q'_1, q'_{-i}) - \Phi_j(\tilde{q}'_1, q'_{-i}) \right]
$$

$$
= \sum_{j=1}^m \left[ u_j(q'_1, q'_{-i}) - u_i(\tilde{q}'_1, q'_{-i}) \right]
$$

$$
= u_i(q_i, q_{-i}) - u_i(\tilde{q}_i, q_{-i}).
$$

Therefore, function $\Phi(\cdot)$ is an exact potential function and thus, there always exists at least one pure Nash equilibrium [26]. □

4.1 Coverage Approximation Guarantees

In this section, we explore the performance of the proportional mechanism with respect to the coverage objective. Unfortunately, as the following proposition shows, the guarantees that it provides at a pure Nash equilibrium can be as bad $n$-approximate to the optimal coverage outcome.

Proposition 2. The PoA obtained by the proportional mechanism can be as bad as $n$.

Proof. Suppose that we have an instance with $n$ agents and $n$ proposals, where the available budget is $B = n$, and the maximum effort constraint is $T = 1$. In addition, let every agent $i$ to have a very small skill parameter for the first proposal, i.e., $s_{i1} = \epsilon > 0$, and a skill parameter of 1 for the rest of the proposals, i.e., $s_{ij} = 1$ for $P_j \in P \setminus P_1$.

Initially, notice that in any feasible $q$, each agent writes at most one review, as otherwise the maximum effort constraint is violated. Thus, the optimal solution with respect to the coverage objective is produced when each agent writes one review, and at the same time each proposal has exactly one review. The aforementioned family of assignments guarantees a coverage of $n$.

Let us now turn our attention to the proportional mechanism. Recall that the available budget is distributed equally among the proposals, so for the described instance we have that $\beta = 1$ for any $P_j \in P$. Consider the case where every agent writes a review for the first proposal. The derived utility of every agent $i$ is $u_i = \frac{1}{n} - \epsilon$.

It is easy to see that this is a pure Nash equilibrium, as every agent can write at most one review, and if any agent tries to deviate to either not writing a review, or writing a review for a different proposal, then her utility becomes zero. Notice that for this specific example, the described assignment is the only possible pure Nash equilibrium, as if there are less than $n$ reviews for the first proposal, this implies that there is an agent $i$ that has not written a review for it. Thus, by playing $q_{i1} = 1$ and $q_{ij} = 0$ for $j \neq 1$, she achieves a higher utility. Therefore, there is only one pure Nash equilibrium on this instance and the coverage guarantee that it provides is $1$. □

As the result of Proposition 2 is negative, the next natural direction would be to explore the performance of the proportional mechanism under augmented resources. Our goal, is to investigate whether by increasing the budget, the proportional mechanism can achieve at its equilibrium states, a total coverage that is identical to the coverage of the optimal (under the original budget) solution.

Proposition 3. There are instances where the the optimal coverage cannot be achieved at a pure Nash equilibrium, no matter the increase in the budget.

Proof. Suppose that we have 2 agents and 3 proposals. The skill parameters of both the agents are as follows: $s_{i1} = s_{i2} = \epsilon$, for some $0 < \epsilon < \frac{1}{2}$, and $s_3 = 1$, for $i \in \{1, 2\}$. Moreover, let the total budget be $B = 3 \cdot \beta$, for some $\beta \geq 1$, and notice that this implies that the $\beta$ is the available reward for every $j \in \{1, 2, 3\}$. Finally let $T = 1$. It is easy to see that in the optimal coverage solution, every proposal ends up with one review, i.e., one of the agents writes a review for the first two proposals, while the other writes for the third one. Thus, we achieve a total coverage of 3.

Now consider an outcome where both agents write a one review for each of the first two proposals. Thus, their utilities are $u_1 = 2 \cdot \left( \frac{\beta}{2} - \epsilon \right) = \beta - 2 \cdot \epsilon > 0$, for every $i \in \{1, 2\}$. It is easy to confirm that this is a pure Nash equilibrium. Since the utility of both agents is positive in this allocation, the only possible options for both them are either to write a review for one of the first two proposals (something that leads to a lower utility), or to write just one review for the third proposal (as constraint $T$ dictates). The latter deviation provides an agent with a utility of $\beta - 1 > \beta - 2 \cdot \frac{1}{2} < \beta - 2 \cdot \epsilon$.

By the above discussion we get that the aforementioned pure Nash equilibrium, only two out of three proposals are covered, something that implies a PoA = $\frac{3}{2}$. The statement follows from the fact that this holds for any $\beta \geq 1$, so the overall available budget does not affect the coverage guarantee that a pure Nash equilibrium can achieve. □

We conclude this section with a positive result. Even though Proposition 3 demonstrates that the optimal coverage cannot be achieved at a pure Nash equilibrium regardless of the increase in the budget, we show that doubling the budget is enough for a PoA of 3 to be guaranteed.

Theorem 4. The proportional mechanism guarantees a PoA$_2 = 3$. Moreover, this result is tight.

Proof. Let cOPT(B) to be the optimal coverage solution of an instance under budget $B$. Assume that at cOPT(B), a set of proposals


\[ \text{Notice that this is actually the only pure Nash equilibrium of this instance.} \]
For a non-empty set of proposals in $\mathcal{D}$, our main goal is to find a subset of agents in $\mathcal{D}$, the cardinality of which is at most $|\mathcal{S}|$, and by considering the reviews that this subset writes in the optimal solution, every proposal in $\mathcal{S}$ can be covered with at least one review. To this end, we start by defining set $S^*$ as the set of the currently covered proposals (which is empty in the beginning). We then proceed by considering set $D^*$ which is also initially empty. At each step we add to it the agent from set $D$ that covers (according to the optimal solution) the highest number of proposals in $S$ that are currently uncovered. Break ties arbitrarily. The procedure stops when $S^*$ becomes equal to $\mathcal{S}$. It is easy to see that this will happen after at most $|\mathcal{S}|$ steps, as otherwise this would mean that there is a step $j \leq |\mathcal{S}|$ where an agent that covered zero uncovered proposals was added to set $D^*$. However, since at each step we add the agent that covers the highest number of uncovered proposals, this would imply that at every step $j > k$ the agent that is added to set $D^*$ does not contribute to the coverage of set $S$, and thus that set $D$ cannot cover set $S$, a contradiction. Therefore, since at each step, an agent is added, and the procedure takes at most $|\mathcal{S}|$ steps, we get that $|D^*| \leq |\mathcal{S}|$.

We proceed by exploring some structural properties of the pure Nash equilibrium $\mathbf{q}$. Initially, notice that every agent $i \in D^*$ writes at least one review at the pure Nash equilibrium $\mathbf{q}$, as otherwise, by writing reviews for the proposals in $A_{ij}^{opt}$, she would end up with a utility of

$$u_i = \sum_{j \in A_{ij}^{opt}} 2 \cdot \beta - \sum_{j \in A_{ij}^{opt}} s_{ij} \geq \sum_{j \in A_{ij}^{opt}} 2 \cdot \beta - \beta > 0,$$

where the first inequality holds due to the fact that for each $j \in A_{ij}^{opt}$, we have that $s_{ij} \leq \beta$, as otherwise $cOPT(B)$ would not be budget feasible.

From the previous argument, we get that every agent $i \in D^*$ in the pure Nash equilibrium defined by $\mathbf{q}$, writes at least one review for a subset of proposals in $K \setminus S$. For every $i \in D^*$, name this subset of proposals $A_i^{pne}$. Finally, let $n_j$ to be the number of reviews that a proposal $j \in K \setminus S$ gathers at the pure Nash equilibrium. For every $i \in D^*$, the definition of the pure Nash equilibrium gives us the following:

$$\sum_{j \in A_i^{pne}} (2 \cdot \beta - s_{ij}) \geq \sum_{j \in A_i^{opt}} (2 \cdot \beta - s_{ij}).$$

(22)

At the same time, we have

$$\sum_{j \in A_i^{pne}} s_{ij} > \sum_{j \in A_i^{opt}} s_{ij} = \min_{j \in A_i^{opt}} s_{ij}.$$  

(23)

as otherwise, agent $i$ would be able to write a review for every $j \in A_i^{pne}$, plus a review for argmin $j \in A_i^{opt}s_{ij}$, without violating $T$. This however would improve utility, something that contradicts the pure Nash equilibrium assumption.

By combining equations (22) and (23), we get

$$\sum_{i \in D^*} \sum_{j \in A_i^{pne}} \frac{2 \cdot \beta}{n_j} > \sum_{i \in D^*} \sum_{j \in A_i^{opt}} \frac{2 \cdot \beta}{n_j} = \min_{j \in A_i^{opt}} s_{ij}.$$  

Now notice that,

$$\sum_{i \in D^*} \sum_{j \in A_i^{pne}} \frac{2 \cdot \beta}{n_j} \leq \sum_{i \in D^*} \sum_{j \in A_i^{opt}} \frac{2 \cdot \beta}{n_j} = 2 \cdot \beta \cdot |K \setminus S|,$$

where the first inequality holds because we sum over all agents in $V \supset D^*$, while the the sum in the right hand side of the inequality also represents the sum of the payments that the agents derive for each proposal, which is equal to $2 \cdot \beta$ (per proposal). Additionally,

$$\sum_{i \in D^*} \sum_{j \in A_i^{opt}} 2 \cdot \beta \geq 2 \cdot \beta \cdot |S|,$$

as we know that the agents in $D^*$, cover every proposal in $S$ with at least one review in $cOPT(B)$. Therefore, we derive that,

$$2 \cdot \beta \cdot |K \setminus S| > 2 \cdot \beta \cdot |S| - \sum_{j \in D^*} \min_{j \in A_i^{opt}} s_{ij}$$

$$\Rightarrow \sum_{i \in D^*} \min_{j \in A_i^{pne}} s_{ij} > 2 \cdot \beta \cdot (|S| - |K \setminus S|)$$

$$\Rightarrow \sum_{i \in D^*} \min_{j \in A_i^{pne}} s_{ij} > 2 \cdot \beta \cdot (2 \cdot |S| - |K|).$$

On the other hand, we have that

$$\sum_{i \in D^*} \min_{j \in A_i^{pne}} s_{ij} > 2 \cdot \beta \cdot (2 \cdot |S| - |K|).$$
A commercially important application of the previous model is Project Catalyst, which was outlined in the introduction of this work (and additional information can be found here). Following our model, the community advisors (CA) who write reviews for the proposals take up the role of the reviewers. Each of them can write as many reviews as they like, for any community generated proposal they are prefer. These reviews are then reviewed again by the veteran community advisors (vCA) and are assigned a grade that can be either ‘excellent’, ‘good’ or ‘filtered out’, for reviews found to be below the minimum quality threshold. The CA’s know the public guidelines that define the requirements of the different qualities and should, at the time of submission, have a good estimate of the grade that their review could get. According to the terminology of our model, the parameter \( \alpha = 3 \) is used to increase the rewards given to excellent reviews (i.e. a ‘good’ review contributes 1 to the quality and an excellent contributes 3). Following the reviewing phase, the voters can cast a ‘Yes’, ‘No’ or ‘Abstain’ vote for each proposal, with every vote having weight proportional to the users’ stake in ADA, the currency used by Cardano. More details about the voting process (and it’s cryptographic guarantees) can be found in [34].

We present the data from Fund7, the latest completed (as of May 2022) round of funding. The data set is publicly available here. From the total amount of $8,000,000:

- $6,400,000 were rewarded to funded proposals.
- $320,000, spread across the 712 candidate proposals, were used to pay for CA reviews.
- $80,000 were awarded to vCA’s for reviewing the CA reviews.

There were 541 CA’s who submitted at least one (possibly ‘filtered out’) review. In total, they produced:

- 357 ‘excellent’ reviews.
- 4,832 ‘good’ reviews.
- 3,971 ‘filtered Out’ reviews (including many that were duplicates, algorithmically generated or empty).

On average, there were 5.5 reviews per proposal, with total quality 6.3. These results suggest that the rewards for ‘excellent’ reviews were not as high as they should be, given the CA’s expertise. This is evident by the low number of ‘excellent’ reviews compared to the ‘good’ ones. Specifically, even if they were treated as being 3 times more valuable, they probably required more than 3 times the time to produce, motivating a choice of \( a = 4 \) instead, for the following funding rounds. In addition, we observe a high level of ‘filtered out’ reviews. This is to be expected, given that participation is open and anonymous, with many agents leaving incomplete, duplicate or automatically generated reviews that were easily discarded. Despite this, fewer than 3 proposals had no reviews at all, showing that these ‘spam’ reviews did not deter the other CA’s, who reviewed every proposal knowing they would eventually be rewarded. Therefore, the coverage guarantees were mostly attained, in line with the theoretical results.

## 6 CONCLUSION AND FUTURE DIRECTIONS

Our work leaves several intriguing open questions. In particular, it would be interesting to further explore both of the presented scenarios, and see whether our results can be extended when the set of the available strategies is richer. Although it might initially seem that this is the case, even answering the question of whether pure Nash equilibria exist in such cases seems challenging, as the potential function that we provide in Section 4 no longer works, and a proper modification is not trivial. In addition, for the case of multiple proposals, a natural direction would be to examine if our mechanism can also achieve some guarantees with respect to the quality objective as well, and in general, whether these two objectives are compatible-can be achieved (at some degree) at the same time. Finally, it would be interesting to see whether our mechanism is the optimal one under this setting, or if it is possible to provide better guarantees by applying different payment schemes.

\[ \sum_{i \in D^*} \min_{j \in A_i^*} s_{ij} \leq |D^*| \cdot \min_{i \in D^*} \min_{j \in A_i^*} s_{ij} \leq |S| \cdot \max_{i \in D^*} \min_{j \in A_i^*} s_{ij} \leq |S| \cdot \beta. \]

The statement follows from the fact that

\[ 2 \cdot \beta \cdot (|S| - |K|) > |S| \cdot \beta \iff |S| > \frac{2|K|}{3}, \]

then we have a contradiction.

Regarding tightness, consider the following example: there are 3 \( k = 1 \) agents and 3 \( k = 1 \) proposals, where \( k \geq 2 \). The optimal budget is 3 \( k = 1 \), thus \( \beta = 1 \) for each proposal, and finally \( T = 1 \). The agents are split in sets \( L_1 \) and \( L_2 \), with cardinalities 2 \( k = 1 \) and \( k \) respectively, while the proposals are split in sets \( F_1 \) and \( F_2 \), with cardinalities \( k \) and 2 \( k = 1 \) respectively. Every agent \( i \in L_1 \) has \( s_{ij} = \varepsilon \) for \( j \in F_1 \), and \( s_{ij} = 1 \) for \( j \in F_2 \). On the other hand, every agent \( i \in L_1 \) has \( s_{ij} = 3 \) for \( j \in F_1 \), and \( s_{ij} = 3 \) for \( j \in F_2 \). Under this configuration, it is clear that the agents of \( L_2 \) cannot write more than one reviews, as \( T = 1 \). Now it is easy to see that at \( c_{OPT}(B) \) every agent in \( L_1 \) writes one review for just one proposal in \( F_2 \) so that every proposal in \( F_2 \) has exactly one review, while every agent in \( L_2 \) writes one review for just one proposal in \( F_1 \) so that every proposal in \( F_1 \) once again has exactly one review. Therefore, every proposal is covered in the optimal solution.

Now consider the strategy vector \( q \) (under budget 2 \( \cdot B \) that defines the following allocation: every agent in \( L_1 \) writes one review for every proposal in \( F_1 \), while every agent in \( L_2 \) does not write a review. Initially, notice that for the agents of \( L_2 \) there is no profitable deviation as they cannot write a review for the proposals in \( F_2 \), and if they try to write a review for a proposal in \( F_1 \), their utility is \( \frac{2}{k} - 1 < 0 \). As for the agents of \( L_1 \), their only meaningful deviation is to write one review for a proposal in \( F_2 \), but this provides them with a utility of \( 2 - 1 < \frac{2k}{(k-1)} - k \cdot \varepsilon = u_i \), where \( u_i \) is their current one. Thus, this is a pure Nash equilibrium under budget 2 \( \cdot B \) \(^{10}\), that is also \( \frac{1}{2} \)-approximate to \( c_{OPT}(B) \) \(^{11}\). \( \square \)

### 5 PERFORMANCE WITH REAL DATA

A commercially important application of the previous model is Project Catalyst, which was outlined in the introduction of this work (and additional information can be found here). Following our model, the community advisors (CA) who write reviews for the proposals take up the role of the reviewers. Each of them can write as many reviews as they like, for any community generated proposal they are prefer. These reviews are then reviewed again by the veteran community advisors (vCA) and are assigned a grade that can be either ‘excellent’, ‘good’ or ‘filtered out’, for reviews found to be below the minimum quality threshold. The CA’s know the public guidelines that define the requirements of the different qualities and should, at the time of submission, have a good estimate of the grade that their review could get. According to the terminology of our model, the parameter \( \alpha = 3 \) is used to increase the rewards

\(^{10}\)It is easy to confirm that this is also a pure Nash equilibrium under budget \( B \).

\(^{11}\)Notice that if we further increase the budget, this is no longer a pure Nash equilibrium.
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