The Trouble with Hubble: Local versus Global Expansion Rates in Inhomogeneous Cosmological Simulations with Numerical Relativity
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Abstract

In a fully inhomogeneous, anisotropic cosmological simulation performed by solving Einstein’s equations with numerical relativity, we find that a local measurement of the effective Hubble parameter differs by less than 1% compared to the global value. This variance is consistent with predictions from Newtonian gravity. We analyze the averaged local expansion rate on scales comparable to Type 1a supernova surveys, and find that local variance cannot resolve the tension between the Riess et al. and Planck Collaboration et al. measurements.
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1. Introduction

Recently, the tension in the locally measured value of the Hubble parameter, \( H_0 \) (Riess et al. 2011, 2016), and that inferred from the cosmic microwave background (CMB; Planck Collaboration et al. 2018) has reached 3.6\( \sigma \) (Riess et al. 2018a, 2018b). This tension has both motivated the search for extensions to the standard cosmological model, and for the improvement of our understanding of systematic uncertainties (e.g., Efstathiou 2014; Addison et al. 2016; Dhawan et al. 2018). The higher local expansion rate (Riess et al. 2018a, 2018b) suggests that we may live in a void (Sundell et al. 2015; Cusin et al. 2017) consistent with local \(~20\%-40\%\) under-densities that have been found in the supernovae Type 1a (SNe) data (Zehavi et al. 1998; Jha et al. 2007; Hoscheit & Barger 2018).

In an attempt to address this tension, we perform cosmological simulations of nonlinear structure formation that solve Einstein’s equations directly with numerical relativity. In this Letter, we quantify local fluctuations in the Hubble parameter based purely on physical location in an inhomogeneous, anisotropic universe. Further details of our simulations are given in Macpherson et al. (2018), including a quantification of backreaction of inhomogeneities on globally averaged quantities.

Local fluctuations in the expansion rate due to inhomogeneities have been analyzed using Newtonian and post-Friedmannian \( N \)-body cosmological simulations (e.g., Shi & Turner 1998; Oderskov et al. 2014, 2016; Wojtak et al. 2014; Adamek et al. 2017), second-order perturbation theory (Ben-Dayan et al. 2014), and exact inhomogeneous models (e.g., Marra et al. 2013). These approaches predict local fluctuations in the Hubble parameter of up to a few percent. Inhomogeneities have also been proposed to have an effect on the globally measured expansion rate (e.g., Roy et al. 2011; Buchert et al. 2015), with analytical approaches showing that this can contribute to an accelerated expansion (e.g., Räsänen 2006, 2008; Ostrowski et al. 2013). Under the “silent universe” approximation, a globally non-flat geometry has been shown to fully alleviate the Hubble tension (Bolejko 2017, 2018). These works are important steps toward fully quantifying the effects of inhomogeneities on the Hubble expansion, although simplifying assumptions about the inhomogeneities themselves limit the ability to make a strong statement.

Considering a fully inhomogeneous anisotropic matter distribution in general relativity allows us to analyze the effects of inhomogeneities without simplifying the structure of the universe. Simulations of large-scale structure formation with numerical relativity have been shown to be a viable way to study inhomogeneities (Bentivegna & Bruni 2016; Giblin et al. 2016a, 2017; Macpherson et al. 2017; East et al. 2018), although fluctuations in the Hubble parameter have not yet been considered. Here we attempt to quantify the discrepancy between local and global expansion rates using cosmological simulations performed without approximating gravity or geometry.

We present our computational and analysis methods in Section 2, and outline our method for calculating the Hubble parameter in Section 2.2. We present results in Section 3 and discuss them in Section 4.

Redshifts quoted throughout this Letter are based purely on the change in conformal time, and are stated as a guide to the reader, rather than corresponding to an observational measurement. We adopt geometric units with \( G = c = 1 \), unless otherwise stated. Greek indices run from 0 to 3, and Latin indices run from 1 to 3, with repeated indices implying summation.

2. Method

We have simulated the growth of large-scale cosmological structures using numerical relativity. Our initial conditions were drawn from temperature fluctuations in the CMB radiation, using the Code for Anisotropies in the Microwave Background (CAMB; Lewis & Bridle 2002). The initial density perturbation is a Gaussian random field drawn from the matter power spectrum of the CMB,\(^5\) and the corresponding velocity and spacetime perturbations were found using linear perturbation theory. We use the free, open-source Einstein Toolkit along with our thorn FLRWSolver (Macpherson et al. 2017) for defining initial perturbations. In a previous paper we benchmarked our computational setup for homogeneous and linearly perturbed cosmological solutions to Einstein’s equations, achieving precision within \(~10^{-6}\) (see Macpherson

\(^5\) To create a Gaussian random field following a particular power spectrum, we use the Python module c2raytools: https://github.com/hjens/c2raytools.
et al. 2017). For full details of our computational methods, including generation of initial conditions, derivations of the appropriate equations, details of gauge, and more we refer the reader to Macpherson et al. (2018).

We evolve Einstein’s equations in full, with no assumed background cosmology, beginning in the longitudinal gauge from $z = 1100$, through to $z = 0$. As we have not yet implemented a cosmological constant in the Einstein Toolkit, we assume $\Lambda = 0$, and a matter-dominated ($P = \rho$) universe. This implies that the age of our model universe will differ from the Universe where $\Lambda \neq 0$. We simulate a range of resolutions and domain sizes, detailed in Macpherson et al. (2018). Here we analyze a $256^3$ resolution, $L = 1$ Gpc simulation, where the total volume is $L^3$. Length scales are quoted under the assumption $h = 0.704$ (see Macpherson et al. 2018), and we use periodic boundary conditions in all simulations. The right panel of Figure 1 shows the density distribution at $z = 0$, showing a two-dimensional slice through the midplane of the domain, normalized to the global average density, $\langle \rho \rangle_{\text{all}}$. We evolve the matter distribution on a grid, treating dark matter as a fluid. This implies that we cannot form virialized structures, and any dense regions will continue to collapse toward infinite density. This is a current limitation of any fully general relativistic cosmological simulation, because numerical relativity N-body codes for cosmology currently do not exist.

2.1. Averaging

It is common to compare the evolution of global averages in an inhomogeneous anisotropic universe (Buchert & Ehlers 1997; Buchert et al. 2000) to the evolution of a homogeneous isotropic universe. However, the correct choice of averaging time-slice remains ambiguous due to the presence of nonlinearities. We adopt the averaging scheme of Buchert et al. (2000), generalized to any hypersurface of averaging (Brown et al. 2009a, 2009b; Clarkson et al. 2009; Larena 2009; Gasperini et al. 2010; Umeh et al. 2011). The average of a scalar function $\psi$ over a domain $\mathcal{D}$, located within the chosen hypersurface, is

$$\langle \psi \rangle = \frac{1}{V_D} \int_{\mathcal{D}} \sqrt{\gamma} \, d^3X,$$

where $V_D = \int_{\mathcal{D}} \sqrt{\gamma} \, d^3X$ is the volume of the domain, with $\gamma$ the determinant of the spatial metric $\gamma_{ij}$. We define our averaging hypersurfaces by observers with four-velocity $u_{\mu} = (-\alpha, 0, 0, 0)$, where $\alpha$ is the lapse function, and we set the shift vector $\beta^i = 0$. The four velocity of these observers differs from the four velocity of the fluid $u^\mu = dx^\mu/d\tau$, where $\tau$ is the proper time.

2.2. Measuring the Hubble Parameter

The local expansion rate of the fluid projected onto our averaging hypersurface is

$$\theta \equiv h^{\mu\nu} \nabla_\mu u_\nu,$$

where $h_{\mu\nu} \equiv g_{\mu\nu} + n_\mu n_\nu$, and $\nabla_\mu$ is the covariant derivative associated with the metric tensor $g_{\mu\nu}$. We define the effective
Hubble parameter in a domain $D$ to be

$$H_D \equiv \frac{1}{3} \langle \theta \rangle.$$  \hspace{1cm} \hspace{1cm} (3)

In a Friedmann–Lemaître–Robertson–Walker spacetime, (3) reduces to the usual conformal Hubble parameter $H = a'/a$, where $'$ represents a derivative with respect to conformal time.

The local expansion rate is not necessarily what the observer measures. Observations of SNe (Riess et al. 2018a, 2018b) measure the distance-redshift relation, and it is unclear how this relates to the local expansion rate. Recreating what an observer measures in an inhomogeneous universe ultimately requires ray tracing (see Giblin et al. 2016b; East et al. 2018), which we leave to future work.

2.3. Averaging in Subdomains

In order to quantify $H_D$ on different physical scales, we calculate averages over spherical subdomains placed randomly within the volume shown in Figure 1. This allows us to analyze the effect of inhomogeneities independent of boundary effects. We calculate $\theta$ for each grid cell, and calculate $H_D$ by averaging over subdomains of various radii $r_D$.

Observations of SNe in the local universe span a redshift range of $0.023 \lesssim z \lesssim 0.15$ (Riess et al. 2011, 2016, 2018a, 2018b), corresponding to distances of $75 \lesssim r_D \lesssim 450$ h$^{-1}$ Mpc (Odderskov et al. 2014; Wu & Huterer 2017). Local SNe with $z \lesssim 0.023$ are excluded from the analysis in attempt to minimize cosmic variance; their inclusion results in a 3% higher $H_0$, suggesting we are located in a void (Jha et al. 2007).

We approximate a measurement of the Hubble expansion using SNe by calculating the average local expansion rate over a variety of scales. We sample spherical regions with radii up to $r_D = 250$ Mpc to ensure that individual spheres are sufficiently independent within our $L = 1$ Gpc domain. We therefore calculate $H_D$ on scales $75 < r_D < 180$ h$^{-1}$ Mpc, corresponding to an effective survey range of $0.023 \lesssim z \lesssim 0.06$. The reduced range is due to the computational overhead of numerical relativity currently limiting us to domain sizes and resolutions of this order. We extrapolate to $r_D = 450$ h$^{-1}$ Mpc to estimate the variance over the full range adopted in Riess et al. (2018a, 2018b). We perform this extrapolation by fitting a function of the form $\delta H_D/H_{\text{all}} \propto 1/r_D$ using our calculated variance at $r_D \geq 150$ Mpc, to minimize the effect of small-scale fluctuations (see the lower panel of Figure 2). To properly test the full range of observations, a larger simulation volume and resolution would be required.

3. Results

The left panel of Figure 1 shows deviations in the Hubble parameter, relative to the global mean $H_{\text{all}}$, at $z = 0$. We show a two-dimensional slice through the midplane of the $L = 1$ Gpc domain. The green regions are expanding ($\theta > 0$), while the yellow to red regions are collapsing ($\theta < 0$). This expansion is strongly correlated with the density field shown in the right panel, which displays filaments, voids, knots, and clusters. Due to our fluid treatment of dark matter, collapsing regions will continue to do so toward infinite density, implying that all regions in the left panel of Figure 1 will average to the corresponding homogeneous expansion.

The top panel of Figure 2 shows the deviation in the Hubble parameter as a function of averaging radius $r_D$. Crosses represent the radii at which our calculations were done, and progressively lighter blue shaded regions represent the 65%, 98%, and 99.7% confidence intervals, respectively. The red line is the measurement from Riess et al. (2018a), and the shaded region represents the 1$\sigma$ uncertainty. Dashed curves represent 68%, 95%, and 99.7% confidence intervals for the same sample of spheres weighted as a function of redshift in accordance with the SNe sample used in Riess et al. (2018a, 2018b; Wu & Huterer 2017; Camarena & Marra 2018). The bottom panel shows the variance extrapolated to the full sample range (Riess et al. 2018a, 2018b). The progressively lighter blue curves are the extension of the 68%, 95%, and 99.7% confidence intervals, respectively.

Considering our averaging spheres as a survey volume including SNe at redshifts $0.023 \lesssim z \lesssim 0.06$, and assuming an isotropic distribution of objects across the sky with equal numbers of SNe at all redshifts, we estimate the expected variance in a local $H_0$ measurement due to inhomogeneities as the variance in $H_D$. We calculate the $\pm 1\sigma$ variance in a measurement as the 84th and 16th percentiles of the full distribution of spheres sampled over the effective survey range, and similarly for the $2\sigma$ variance. Sampling all of the scales in the top panel of Figure 2, including local SNe with $z \lesssim 0.023$, results in a 1$\sigma$ variance of $\pm 2.1\%$. Excluding these
The dashed blue lines represent the $1\sigma$ deviation of the inhomogeneous distribution. The blue shaded region represents the $1\sigma$ uncertainties on the Planck Collaboration et al. (2016) measurement, while the solid red line and shaded region represent the mean and $1\sigma$ deviation in the Riess et al. (2018a) measurement, respectively.

Figure 3. Local deviations in the Hubble parameter due to inhomogeneities. We show the full distribution of all spheres in the range $75 < r_D < 180 \ h^{-1} \text{Mpc}$ in blue. The blue line and shaded region represent the Planck Collaboration et al. (2016) measurement, while the red line and shaded region show the mean and $1\sigma$ deviation in the Riess et al. (2018a) measurement, respectively.

Local SNe, the variance drops to $(+1.2, -1.1)\%$. We extrapolate to the full survey range $0.023 \lesssim z \lesssim 0.15$ (bottom panel of Figure 2) by fitting a function $\delta H_D/H_{\text{all}} \propto 1/r_D$ to each confidence contour in Figure 2. While not intended to be a precise measure of the variance at large scales, we estimate a $1\sigma$ variance of $(+0.8, -0.4)\%$.

The blue distribution in Figure 3 shows the local deviation in the Hubble parameter relative to the global mean, versus the fraction of total spheres with that deviation, $N_{\text{sph}}/N_{\text{tot}}$. We show the full sample of spheres in the range $0.023 \lesssim z \lesssim 0.06$, with the corresponding $1\sigma$ variations shown as dashed lines. The blue line and shaded region represent the Planck Collaboration et al. (2018) measurement and $1\sigma$ uncertainties, respectively, while the red line and shaded region shows the Riess et al. (2018a) measurement and the $1\sigma$ uncertainties, respectively.

The Supercal SNe compilation (Scolnic et al. 2015), used by Riess et al. (2016), does not contain equal numbers of SNe at all redshifts; a larger number of objects are sampled at low redshifts. Weighting our results in line with the redshift distribution of the sample (as shown in Wu & Huterer 2017; Camarena & Marra 2018), we find the variance in the Hubble parameter increases to $(+1.5, -1.6)\%$ over our reduced redshift range. Dashed curves in the top panel of Figure 2 show the variance as a function of averaging radius for the weighted sample. We proceed using the weighted sample for further analysis.

Extending to the $3\sigma$ variance over $0.023 \lesssim z \lesssim 0.06$, we find a local Hubble constant can be up to $6.2\%$ larger than the mean. Taking the Planck Collaboration et al. (2018) measurement of $67.4 \pm 0.5 \text{ km s}^{-1} \text{ Mpc}^{-1}$ as the global mean expansion rate, this implies that if an observer’s position in the cosmic web is relatively underdense, she may measure a Hubble parameter up to $4.2 \text{ km s}^{-1} \text{ Mpc}^{-1}$ larger. Hence, a local measurement using SNe could reach $H_0 = 71.6 \pm 1.62 \text{ km s}^{-1} \text{ Mpc}^{-1}$, assuming the same statistical uncertainties as Riess et al. (2018a). This measurement would then be in $2.5\sigma$ tension with Planck Collaboration et al. (2018).

In order to completely resolve the tension between a local measurement and the global value, we must restrict our sample range to $60 < r_D < 180 \ h^{-1} \text{Mpc}$, or $0.02 \lesssim z \lesssim 0.06$. Over these scales, our $3\sigma$ variance in the Hubble parameter implies that a local $H_0$ measurement could be up to $8.7\%$, or $5.9 \text{ km s}^{-1} \text{ Mpc}^{-1}$, larger than the global expansion. Again taking the Planck Collaboration et al. (2018) value as the global expansion, a local measurement could reach $H_0 = 73.3 \pm 1.62 \text{ km s}^{-1} \text{ Mpc}^{-1}$ purely based on the observers location in an inhomogeneous universe. This is consistent with the Riess et al. (2018a) measurement within $1\sigma$.

4. Discussion

The variance in the effective Hubble parameter shown in Figure 2 cannot resolve the tension between the Planck Collaboration et al. (2018) and Riess et al. (2018a) measurements. Excluding local SNe with $z \lesssim 0.023$, we find that the variance in the Hubble parameter due to inhomogeneities is $(+1.5, -1.6)\%$ over a reduced redshift range. We find an observer can only measure a local Hubble parameter up to $8.7\%$ higher than the global value when further reducing the survey range to $0.02 \lesssim z \lesssim 0.06$. The restricted range required for such a measurement emphasizes that it is unlikely to completely resolve the tension by local variance in expansion rate. Extrapolating our results to the full survey range results in an expected variance below percent-level; however, as the precision of cosmological surveys continues to improve, variations of this size can be significant.
In Macpherson et al. (2018), we analyzed the effects of inhomogeneities on globally averaged quantities. We found that global averages coincide with the equivalent homogeneous isotropic model, with negligible backreaction effects on the global expansion. These results are subject to several caveats, which we outline below.

In our simulations we treat dark matter as a fluid, implying that we cannot form virialized structures. Any structures that should have formed dark matter haloes will continue to collapse to a single point, eventually growing toward infinite density. Ideally, a particle method would be used for simulating dark matter as dust. We cannot directly compare our simulations to Newtonian \( N \)-body simulations due to this difference, in addition to gauge differences; however, we can check for consistency of results. On scales \( r_p = 50, 75 \) and \( 100 \text{ h}^{-1} \text{Mpc} \) we find variations of \( \pm 4.3\% \), \( \pm 2.4\% \), and \( (+1.1, -0.6)\% \), respectively. These are consistent with Newtonian predictions, also sampling observers randomly located in space, from Wojtak et al. (2014) and Odderskov et al. (2016) to within \( \lesssim 1\% \). However, to address whether or not this difference is due to general relativistic effects or computational differences, we ultimately require a particle treatment of dark matter alongside numerical relativity.

Our results may be considered an upper limit for the variance in the Hubble parameter over the scales that we sample for several reasons. We assume averages over a purely spatial volume, when in reality an observer would measure their past light cone. As we look back in time, structures are more smoothed out, which would reduce the overall variance. In addition, we evolve our simulations assuming \( \Lambda = 0 \); a matter-dominated universe at the initial instance. We do not fix \( \Omega_m = 1 \) over the course of the simulation; however, globally we find \( \Omega_m \approx 1 \) to within computational error for all time (Macpherson et al. 2018). This implies the growth rate, \( f \), of structures in our simulation will be larger than in \( \Lambda \text{CDM} \), because \( f = \Omega_m^{0.65} \) (Linder 2005), resulting in a larger density contrast in general. This will also increase our variance in the Hubble parameter relative to that measured in the Universe where \( \Omega_m \approx 0.3 \) is well constrained (e.g., Bennett et al. 2013; Bonvin et al. 2017; DES Collaboration et al. 2017; Planck Collaboration et al. 2018).

The effects of inhomogeneities can be dependent on the choice of observers. Adamek et al. (2017) used weak-field relativistic \( N \)-body simulations to study variance in the Hubble parameter in the comoving synchronous gauge and the Poisson gauge. In the comoving gauge the variance in the Hubble parameter reached 10\% at \( z = 0 \), while the Poisson gauge remained below 0.01\%. A direct comparison to this work is not possible due to different definitions of the local expansion; however, it outlines the importance of carefully choosing the averaging hypersurface. The comoving gauge is often used to represent observers on Earth; however, this gauge breaks down at low redshifts due to shell crossings, and so it has been suggested the Poisson gauge—similar to the gauge used here—is better suited to study the effects of inhomogeneities in the nonlinear regime with simulations (Adamek et al. 2017).

5. Conclusions

We have investigated the effects of inhomogeneities on local measurements of the Hubble parameter. Using numerical relativity we have simulated the growth of density fluctuations drawn from the CMB through to \( z = 0 \). We have calculated the expansion rate of dark matter within randomly placed spheres of various radii from a 256\(^3\) resolution simulation with domain size \( L = 1 \text{ Gpc} \). Our conclusions are as follows.

1. We measure a \((+1.5, -1.6)\% \) variance in the local expansion rate due to inhomogeneities over \( 0.023 < z < 0.06 \) with a weighted sample of averaging spheres.

2. Estimating an extension to our results over \( 0.023 < z < 0.15 \) reduces the variance to \((+0.8, -0.4)\% \). This is consistent with predictions from Newtonian \( N \)-body simulations.

3. Our \( 3\sigma \) variance in the Hubble parameter of 6.2\%, over \( 0.023 < z < 0.06 \), could reduce the tension between a local and global measurement to 2.5\%.

4. When restricting the survey range to include more nearby SNe, the tension is resolved. Over scales \( 0.02 < z < 0.06 \), a local calculation of \( \Delta H_\text{D} \) can be up to 8.7\% larger than the global value. However, as the Riess et al. (2018a, 2018b) measurement considers a significantly wider survey range, we conclude that the tension cannot be explained by local inhomogeneities under our assumptions.
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