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ABSTRACT

The recent significant increase in accuracy of medical image processing is attributed to the use of deep neural networks as manual segmentation generates errors in interpretation besides, is very arduous and inefficient. Generative adversarial networks (GANs) is a particular interest to medical researchers, as it implements adversarial loss without explicit modeling of the probability density function. Medical image segmentation methods face challenges of generalization and over-fitting, as medical data suffers from various shapes and diversity of organs. Furthermore, generating a sufficiently large annotated dataset at a clinical site is costly. To generalize learning with a small amount of training data, we propose guided GANs (GGANs) that can decimate samples from an input image and guide networks to generate images and corresponding segmentation mask. The decimated sampling is the key element of the proposed method employed to reduce network size using only a few parameters. Moreover, this method yields promising results by generating several outputs, such as bagging approach. Furthermore, errors of loss function increase, during the generation of original images and corresponding segmentation mask, in comparison to generating only the segmentation mask. Minimization of increased error leads (GGANs) to enhance the performance of segmentation using smaller datasets and less testing time. This method can be applied to a wide range of segmentation problems for different modalities and various organs (such as aortic root, left atrium, knee cartilage, and brain tumors) during a real-time crisis in hospitals. The proposed network also yields high accuracy compared to state-of-the-art networks.
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I. INTRODUCTION

In medical image interpretation, specialists decision is most challenging tasks as this directly influenced by their experience. Segmentation is applied for medical images to identify different anatomical structures through the human body, such as bones, blood vessels, vertebrae, and major organs. However, these images suffer from noise, artifacts, variation of machines, variability of organ shape, size, and orientation [12], [24], [30]. These create challenges for segmentation. Even specialists can easily generate errors in interpretation. To generate and maintain an annotated dataset is very costly, laborious, and inefficient. Under these circumstances, reliable and less complex automatic segmentation technique using deep learning is greatly required to hasten the segmentation process for medical images. However, many processes are developed using deep learning in recent times. But these are designed for a specific organ or with a large dataset. In professional fields, an accurate reliable approach needs to achieve to rely upon. Such motivation inspires us to contribute our idea to enhance medical image analysis quality with a generalized process for various organs. However, this is also efficient in terms of smaller datasets, testing time, and accuracy.

We present an overview of the proposed (medical image) segmentation procedure that is designed based on the latest...
TABLE 1. Challenges of various data-sets.

| Organ          | Challenge                                                                                                                                 |
|----------------|------------------------------------------------------------------------------------------------------------------------------------------|
| Aortic Valve   | AV surrounded by other organs with similar three prior intensity regions and an invisible boundary between the aortic valve and left ventricle having similar intensity. |
| Left Atrium    | Thin myocardial wall making it difficult to distinguish boundaries from other surrounding organs such as LV. Surrounding organs, like pulmonary veins, varies cause of topological variations. The shape and size of the left atrial appendage (LAA) varied. |
| Knee           | Every volume has a different size (height - width). The size of the upper and lower cartilage is very small. The true location of the exact boundary of cartilage is considerably far from the measurement. |
| Brain Tumor    | Shape and appearances vary for different tumor regions. Tumors are heterogeneous and limited in type and volume.                                                                                   |

deepllearning approach: generative adversarial networks (GANs), where two networks (generator and discriminator) compete against one another to generate an image. The generator tries to learn how to generate samples resembling real data, and the discriminator tries to learn how to discriminate real and generated data. Thus, generator attempts to minimize loss function while discriminator strives to maximize it, simultaneously. However, traditional GANs use noise to generate resemble data or entire image to generate segmentation mask. This proposed network employs sole labeling of each pixel, similar to other traditional GANs, but this represents the first attempt to guide architecture using decimated samples of images (original, immediately prior, and post slice). The reason behind using a decimated sample instead of the entire image is, samples require fewer parameters and extract relevant information using multiple images and this, in turn, helps to stabilize architecture with smaller datasets. In contrast, complete image increases parameters exponentially and creates an over-fitting problem with small datasets. Therefore, the entire image leads (architecture) toward instability. Furthermore, this decimated sample technique can generate internal several outputs (such as bagging approach [5]) and ultimately yield promising segmentation mask. The proposed method is evaluated on various image modalities and different human organs. Furthermore, this can be considered as efficient for real-time applications like diagnosing various diseases of patients in a short period during an emergency. The key challenges encountered for different datasets summarize in Table 1 and a detailed explanation provides in section IV-(A).

The contribution of the proposed method is subdivided into three points based on the uniqueness of approach, performance of the network, and information utilization:

- To best of knowledge, for the first time, this approach uses decimated samples to guide GANs, including medical image segmentation.
- Segmentation performance is improved by generating original images and corresponding segmentation mask in separate channels. The algorithm performs well despite the variability among human organs (e.g., aortic valve, left atrium, knee, and brain) and various image modalities, with smaller training datasets. Furthermore, this is very efficient for real-time applications like diagnosing disease in a short time as testing takes less than 1 second (for each slice).
- Spatial detail is preserved using a skip mechanism to improve accuracy by obtaining a precise boundary despite using a few parameters with decimated samples of the images.

The rest of the paper is organized as follows. Related work is described in Section II. The decimation of the sample extraction process, objective function, and proposed architecture of networks are presented in Section III. In section IV, results are presented and analyzed. Section V concludes the paper by summarizing it with a recommended idea and notions to implement in the future.

II. RELATED WORK

Deep learning is the most advanced technology employed to date for medical image segmentation. Among deep learning techniques, generative adversarial networks (GANs) [13] are promising addition that capable of implementing a significant number of parameters, which are trainable using deep convolutional neural networks. In network, GANs takes samples from a fixed distribution, such as Gaussian, and transforms samples utilizing a deterministic differentiation deep network to approximate distribution of training samples. GANs are highly effective in generating realistic images as they can learn local and global information of pixels. This capability helps to overcome certain disadvantages such as image blur and sensitivity of outlines, which require to use traditional pixel-wise loss functions, such as SOFTMAX in convolutional neural networks (CNNs) [20]. Furthermore, this helps overcome the lack of training annotations. However, the architecture of GANs suffers from stability, which is addressed by deep convolutional GANs (DCGANs) [25]. Conditional GANs (cGANs) [3] includes additional information to control image generation. The authors used additional information, such as class labels, and showed that it improves training stability while preserving detailed features of the generated image. Another conditional GANs framework referred to as Markovian GANs (MGANs) [23]
exhibits fast and high-quality style transfer while simultaneously preserving image content. In [27], two public datasets, namely, DRIVE and STARE, were employed using U-net for retina segmentation [26]. They likewise incorporated skip-connected [15] idea, which helped preserve low-level features, such as edges and blobs. These features are considered crucial for segmentation accuracy. A segmentation pipeline used for both annotated and unannotated images in [31], where element-wise and adversarial losses were applied for the annotated image. Next, multi-scale L1 loss employed to propose SegANs [29] to enforce multi-scale spatial constraints that helped in achieving state-of-the-art performance in BRATS challenge of 2013 and 2015. However, GANs for medical image segmentation (MI-GANs) [17] generate synthetic medical images from noise to enhance dataset, and then train model using original and synthetic images to generate segmentation mask. Recently, semantic segmentation was applied using GANs for spine structures, where a recurrent network called spine-GANs performed automated segmentation and classification of various organs in magnetic resonance imaging (MRI) image, in [14]. Furthermore, two other recent methods were proposed in [16] and, [19] to segment images of human organs. In conventional approaches, GANs generate a synthetic image or segmentation mask from random noises or complete original image, respectively. The networks, however, suffer from the generalization of architecture for different datasets and over-fitting in case of smaller datasets. Moreover, the size of the annotated dataset is limited, in comparison to the field of computer vision. Because of sole dependency on medical experts for manual segmentation to generate an annotated medical dataset is costly and time-consuming.

Several past key studies on different datasets discuss as follows. There are numerous publications in literature specific to the topic of aortic valve segmentation [6], [18], [21]. Compared to other approaches addressing the aortic root segmentation from computed tomography (CT) scans, a complete automatic segmentation procedure provided in [33], where a marginal space learning technique uses for pre- or post-operative planning. Furthermore, in [34], a technique employs to segment the left atrium to propagate a single atlas to an unseen image, where the propagation performed by local affine and deformable registration techniques. The improved concept of multiple atlases is presented in [35] and [32]. The significance necessity of knee cartilage segmentation described in [10]. The study shows that the primary reason for chronic disability is osteoarthritis (OA) in knee joints. Advances in medical science help observe this effect through MRI [7]. Among numerous research viewpoints, biomarkers segmentation use to identify the stages of osteoarthritis [9]. Knee implantation is another additional key issue, where image segmentation of bones around knee and cartilage is crucial. Studies addressing the issue of predicting joint kinematics of knee [4] and identifying the health of knee joints [11] are likewise worth mention. Lastly, Lee et al. [22] introduced a method to segment different organs of the knee by emphasizing on local shape and appearance.

III. PROPOSED METHOD

Numerous constraints require to consider in the case of biomedical images cause more than one class needs to define in such images. Thus, to improve medical image analysis, we propose a novel method involving advanced GANs architecture for medical image segmentation.

A. DECIMATE SAMPLE

This section describes how this newly designed architecture attempts to encompass traditional GANs for segmentation using decimated samples. We begin by describing the extraction process of decimated samples. Decimation is a term that historically denotes the removal of a tenth. However, in signal processing, decimation by a factor of ten implies retaining only every tenth sample. Here, we define this procedure as keeping the $M$th sample, when this says to decimate image by $M$. For example, if the image is decimated by 4, it means that 25% of pixels retain from images. Similarly, 50%, 75%, and 100% of pixels are retained for image decimation by 2, (4/3), and 1, respectively. Furthermore, ground-truth (gt) also samples following a similar procedure. Subsequently, architecture is guided based on these decimated samples. Notably, this network uses four-channels, where images (original, immediately prior, and post slice) and ground-truth assemble through 2nd, 1st, 3rd, and 4th channels, respectively. Furthermore, before extracting samples, the proposed method, converts images to a 1D array.

Decimated samples do not affect the distinguishing errors of real images and generated ones, as the latter is a similar size to the input image. However, the reason behind reducing the dataset size and parameters is, this architecture designs to handle parameters based on various decimated sample sizes (Section III-(B)). Therefore, the increasing number of parameters requires a larger dataset to overcome the over-fitting problem. Moreover, the reason for choosing 2D GANs over 3D is, to reduce parameters number. 3D GANs increase parameters number exponentially compared to 2D GANs. As a consequence, they require a larger dataset, which is contradictory to the objective of the proposed method.

B. GUIDED GENERATIVE ADVERSARIAL NETWORKS (GGANs)

The architecture is termed as guided generative adversarial networks (GGANs), as it comprises the basic idea of traditional GANs, where two networks compete against one another to generate an image. The generator tries to learn how to generate samples resembling real data, and the discriminator tries to learn how to discriminate real and generated data. Thus, generator attempts to minimize loss function while discriminator strives to maximize it, simultaneously. This simultaneous competition leads architecture toward a Nash equilibrium, where neither can further unilaterally minimize or maximize loss function. Finally, the discriminator...
of GANs provides an abstract unsupervised representation of images. Unlike in traditional GANs, generator of this network applies multi-channel decimated samples extraction from images (original, immediately prior, and post slice) and ground-truth, to use as a guide for generating images and corresponding segmentation mask. However, our proposed method employs U-net to extract spatial information apart from initial features such as blobs and edges. In this architecture (Fig. 1 shows training session), the generator comprises four convolutions (followed by max-pooling with ReLu activation) and deconvolution (followed by ReLu) layers. The convolution-pooling layers organize, from upper (C1, P1) to lower (C4, P4) layer, and deconvolutional layers, in reverse order from lower (D1) to upper (D4) layer. Furthermore, three deconvolution layers (D1, D2, and D3) connect using skip-connection (red arrow) with three convolutional layers (C1, C2, and C3). In contrast, convolutional layers of discriminator are followed by leaky ReLu, as this passes a small negative gradient signal for negative values instead of passing a gradient (slope) of zero for back-propagation to allow the flow of a stronger gradient into the generator. The configuration of the later stage is the same as that of the generator. The sigmoid and tanh activation functions are used for discriminator and generator, respectively.

Architecture processes input images in a specific manner (explained in earlier Section III-(A)) besides handling functionality of generator and discriminator. However, the reason behind including immediate images is to collect relevant information, as medical image encompasses relevant useful information from immediate images compared to the computer vision field. Furthermore, due to compact 2D architecture, the relevant information is considered crucial in improving segmentation performance. On the other network, discriminator identifies the difference between all generated and original images. Thus, errors of real and generated images (four-channel) become non-negligible for the network to minimize easily, compared to the case of generating only segmentation mask. Consequently, generator and discriminator lead architecture to improve the overall performance of segmentation with smaller datasets. However, to calculate final results, Dice similarity coefficient (DSC) scores are considered only for segmentation mask. For testing, the ground-truth channel provided with all zeros and architecture generates (segmentation) mask alongside original images using previously trained parameters.

C. VALUE FUNCTION

Recently, GANs have flourished as one of the most promising deep learning frameworks. They first introduced in [13]. The entire system is a combination of two-distinctive networks, namely, generator, referred to as G, and discriminator, as D. Primary function of the generator is to learn features of similar data to generate a fake image analogous to the real one. Discriminator distinguishes between real data (from true distribution $p_{data}(x)$) and fake data (generated by generator). These two networks operate against each other as long as discriminator is being fooled by trained generator following formulation mentioned in (1):

$$\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{data}(x)}[\log(D(x))] + \mathbb{E}_{z \sim p_z}(\log (1 - D(G(z))))$$

(1)

$E$ is an empirical estimate of expected probability. $G$ transforms a noise variable $p_z(z)$ into $G(z)$, which is basically
TABLE 2. Summary of different dataset.

| Organ               | Vol | Type | Height | Width | Depth | Availability          |
|---------------------|-----|------|--------|-------|-------|-----------------------|
| Aortic Valve        | 100 | CCTA | 512    | 512   | 240   | In – House            |
| Left Atrium         | 10  | MRI  | 320    | 320   | 150   | MICCAI’13             |
| Left Atrium         | 20  | MRI  | 320    | 320   | 150   | Decathlon             |
| Knee Cartilage      | 100 | MRI  | 250    | 250   | 105   | SKT10                 |
| Brain Tumor         | 100 | MRI  | 256    | 256   | 150   | Decathlon             |

A sample from distribution $P(z)$. Ideally, distribution $P(z)$ should converge model. Minimizing $\log(1 - (D(G(z))))$ is equivalent to maximizing $\log(D(G(z)))$. However, $D(x)$ represents the probability that came from the data rather than distribution.

Now, if this system proceeds to generate only segmentation mask in (2) using guidance from decimated samples of the real image, then objective function changes as follows:

$$
\min_G \max_D V(D, G)
= E_{(gt)-P_{data}(gt)}[\log(D(gt))]
+ E_{(\bar{x}, \bar{gt})-P_{x,\bar{gt}}(\bar{x}, \bar{gt})}[\log(1 - D(G(\bar{x}, \bar{gt})))]
$$  (2)

Here, $gt =$ ground-truth, $\bar{x} =$ decimated samples of images (original, immediately prior, and post slice), $gt =$ decimated samples of ground truth of original image. Beginning of this section, extraction process of original images and ground-truth are explained. $D(gt)$ calculates the probability for the generation of segmentation mask that came from the data $x$ rather than distribution $D(G(\bar{x}, \bar{gt}))$. This error consider for only segmentation mask.

Hence, if the system proceeds to generate segmentation mask along with images (original, immediately prior, and post slice) using guidance from decimated samples, then value function changed in (3) as follows:

$$
\min_G \max_D V(D, G)
= E_{(x, gt)-P_{data}(x, gt)}[\log(D(x, gt))]
+ E_{(\bar{x}, \bar{gt})-P_{x,\bar{gt}}(\bar{x}, \bar{gt})}[\log(1 - D(G(\bar{x}, \bar{gt})))]
$$  (3)

Here, $x =$ images (original, prior, and post slice), $gt =$ ground-truth, $\bar{x} =$ decimated sample of images (original, immediately prior, and post slice), $\bar{gt} =$ decimated samples of ground truth of original image. The above equation shows that discriminator attempts to minimize the error of $\log(1 - (D(G(x, gt))))$. Discriminator considers the error of images and ground-truth, $G(x, gt)$ that is considerably higher than the case in which only segmentation mask is generated, where the error is $G(gt)$. Therefore, discriminator attempts to minimize further error, thereby enhancing accuracy.

However, it also has an impact on loss function of the generator, which is defined as follows:

$$
\min_G V(G)
= Loss(\text{Imagechannel}(x, gt)-P_{data}(x, gt))
+ \alpha E_{(\bar{x}, \bar{gt})-P_{x,\bar{gt}}(\bar{x}, \bar{gt})}[\log(1 - D(G(\bar{x}, \bar{gt})))]
$$  (4)

The generator of this architecture attempts to minimize errors in generated images. Unlike the traditional method, this procedure considers two more images (immediately prior and post slices of the original image, which incorporates in additional two-channels as input) to extract relative information. Thus, architecture considers errors of original image and segmentation mask along with two additional images, which reflect first loss in above equation. Furthermore, architecture considers loss parameter $Imagechannel(x, gt)$ along with overall discriminator prediction error of discriminator $\log(1 - (D(G(\bar{x}, \bar{gt}))))$. After considering this channel-wise error, the total error becomes non-negligible for GANs value function, which leads architecture to generate a sharp image, compare to errors during the generation of only segmentation mask. Here, regularize parameter $\alpha$ is used to stabilize the network.

IV. EXPERIMENTAL EVALUATION AND DISCUSSION

To evaluate the proposed method, segmentation performed on five different types of 3D medical datasets, including that of the aortic valve, left atrium (two different datasets), knee cartilage, and brain tumor. Notably, there are variations in the modality of datasets, including those of Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). The challenges of datasets summarize in Table 1. In particular, it is difficult to segment aortic valve (AV) owing to the indistinguishable wall between aortic valve (AV) and left ventricle (LV). They are sharing similar intensity levels. Moreover, left atrium (LA) has a thin myocardial wall, which makes it difficult to distinguish from the boundary with other surrounding organs, such as left ventricle. Furthermore, the shape and size of LA appendage (LAA) differ. Unlike other organs, challenges in the case of knee segmentation are the sharpness, position, and thinness small sizes of upper and lower cartilage. Furthermore, the exact boundary of cartilage may be considerably far from its true location. Moreover, shapes and appearances vary for various regions of brain tumor (edema/tumor infiltration, enhancing tumor core and non-enhancing tumor core). Furthermore, a summary of different datasets is presented in Table 2. This table indicates that left atrium, knee, and brain tumor datasets were acquired from public open sources such as MICCAI’13, medical decathlon Decathlon website, and SKI10. However, aortic valve data collected in private, whose ground-truth also marked by experts. Besides, height, width, and depth of organs vary across different datasets.
TABLE 3. Key characteristics of different methods.

| Methods               | Key characteristics of different methods                                                                 |
|-----------------------|-----------------------------------------------------------------------------------------------------------|
| Traditional GANs or GANs | In this architecture, the generator does not consist of a U-net connection and extraction of decimating samples. It uses the entire image as input and generates a segmentation mask as sole output. |
| Traditional U-net     | The traditional U-net architecture use without GANs. It uses the entire image as input and generates a segmentation mask as sole output. |
| Traditional GANs + U-net | In this architecture, the generator comprises a U-net connection but does not extract decimated samples. It uses the entire image as input and generates a segmentation mask as sole output. |
| Only mask             | The generator comprises U-net connection and decimated samples extraction process. However, it uses the decimated sample as input to generate a segmentation mask as a sole output. |
| Decimated sample + 2-channel | The generator comprises (both) U-net connection and decimated samples extraction process. Four types of decimated samples are used (25%, 50%, 75%, and 100%). Here, decimated samples of images (original, immediately prior, and post slice) are used as input and generate images (along with segmentation mask). |
| Proposed               | The generator comprises (both) U-net connection and decimated samples extraction process of decimated samples, where a 25% decimated sample is used. It also uses the decimated sample of images (original, immediately prior, and post slice) as input and generates images (along with segmentation mask). |

A. ANALYSIS OF DIFFERENT METHODS

This experiment conducted using various structures of architecture. A summary of the key characteristics of different methods is listed in Table 3. Despite the diversity in design, the entire image is used as input and generates a segmentation mask, which is only output produced in the first three methods. However, (both) U-net connection and decimated sample (by 25%, 50%, 75%, and 100%) extraction are used in the last two methods. The samples are used as input to generate images and segmentation mask. Thus, the last two methods distinguish more errors compared to the rest of the methods and generate the most promising result (Equation-3). Between them, last-one extracts 25% decimated samples and considers as “Proposed” method. “Mask only” refers to architecture comprising (both) U-net connection and decimated samples extraction process, which generates only mask (Equation-2).

In this experiment, GPU ‘GeForce GTX TITAN X’ is used with fourfold cross-validation. Training datasets were divided into two subgroups for training and testing (as ground-truth of the testing dataset is unavailable), it is important to effectively tune parameters to obtain the optimal result as this architecture designed for varying numbers of decimated samples and image sizes. In this experiment, Adam optimizer with a learning rate of 0.0002, convolutional kernel size (3 x 3), pooling kernel size (2 x 2) with stride 2, and batch size 32, is used for all datasets. Filters 32, 64, 80, and 80 are used for C1, C2, C3, and C4, convolution layers, respectively. Images are cropped to cover the area of organs, as architecture is capable of treating various image sizes and decimated samples.

To determine parameters, an example is given as follows. Consider, a 50% decimated sample for an (128 x 128) input image. The sizes of decimated input and final output image are (64 x 64) and (128 x 128), respectively. The generator of architecture calculates (32 x 32) output of first convolution-pooling layer (C1, P1). Subsequently, output of (C2, P2), (C3, P3), and (C4, P4) layers is (16 x 16), (8 x 8), and (4 x 4), respectively. After obtaining the output from last convolution-pooling (C4, P4) layer, generator calculates intermediate image size and filter numbers to obtain the output of the first deconvolutional (D1) layer. Skip-connection is then used for the following three deconvolutional layers, as mentioned earlier. Output image (64 x 64) is obtained from D3 layer. Final (D4) deconvolution layer generates an output image (128 x 128), which is similar to the input image. This experiment generates the most promising result compared to other state-of-art methods using only 25% of decimated samples.

The qualitative results of five different organs are illustrated in Fig. 2. Different datasets are used, including AV, knee cartilage, LA, and brain tumor depicted in row-1 to row-4, respectively. Original image, ground truth, segmentation for only mask generation, and segmentation mask for the images and corresponding segmentation mask, are organized in column-1 to column-4, respectively. The figure shows that architecture successfully generates mask, despite the diversity of datasets. Only mask generation detects false regions and generates more noise compared to the generation of images and corresponding segmentation mask.
FIGURE 2. Different datasets showing aortic valve, knee cartilage, left atrium, and brain tumor depicted in row-1 to row-4, respectively. Original image, ground truth, segmentation mask for mask generation only, and segmentation mask for images and segmentation mask, are organized in column-1 to column-4, respectively. Only mask generation detects false regions and generates more noise compared to the generation of images and segmented mask.

TABLE 4. Variation of DSC score depending on percentage of different decimated sample.

| Method                        | AV  | LA(1) | KC  | LA(2) | BT(L1) | BT(L2) | BT(L3) |
|-------------------------------|-----|-------|-----|-------|--------|--------|--------|
| Traditional GANs             | 0.68| 0.60  | 0.50| 0.61  | 0.45   | 0.30   | 0.45   |
| Traditional U-net            | 0.80| 0.78  | 0.63| 0.79  | 0.57   | 0.37   | 0.56   |
| Traditional GANs + U-net     | 0.91| 0.85  | 0.68| 0.85  | 0.60   | 0.44   | 0.60   |
| Decimated sample(25%) + two-channel | 0.96| 0.93  | 0.68| 0.93  | 0.67   | 0.46   | 0.68   |
| Decimated sample(50%) + two-channel | 0.95| 0.90  | 0.73| 0.91  | 0.65   | 0.45   | 0.66   |
| Decimated sample(75%) + two-channel | 0.94| 0.89  | 0.71| 0.88  | 0.63   | 0.43   | 0.65   |
| Decimated sample(100%) + two-channel | 0.92| 0.87  | 0.70| 0.85  | 0.62   | 0.42   | 0.64   |
| State-of-art                 | 0.95(a*)| 0.93(b*)| 0.73(c*)| 0.93(d*)| 0.68(d*)| 0.46(d*)| 0.68(d*)|

Overall results based on various decimated samples percentages of different methods summarize in Table 4, including those of state-of-art results. Complete datasets of all organs are used for this experiment. DSC scores for various datasets using traditional methods are listed in the top three rows. Four rows (last) indicate scores for proposed methods for different decimated samples. Results indicate that architecture produces the most promising result using a decimated sample of 25% (marked bold). Parameter increases exponentially as a consequence of the increased number of decimated samples (of the last four rows), which affects the performance of architecture. This gradual digression of performance with an increasing number of decimated samples is due to overfitting. However, architecture shows a similar pattern across different datasets, which defines the generalization capability of proposed methods. In this table, the best result is marked bold for various parameters of the proposed method. The state-of-art result is not marked in bold, as these are collected from five different sources. The aortic valve, left atrium (MICCAI), knee cartilage, left atrium (medical Decathlon),
brain (Edemas), brain (non-enhancing) and brain (enhancing) are represented as AV, LA(1), KC, LA(2), BT(L1), BT(L2), and BT(L3), respectively. The state-of-the-art sources of AV, LA (MICCAI), knee cartilage (SKI), LA, and brain tumor (medical Decathlon website) refer to (a*), (b*), (c*), and (d*), respectively. These are cited from [8], [28], [1], and [2], respectively. However, all datasets perform optimally with 25% of decimated samples, except for knee cartilage, which performs best with 50% of decimated samples. Regarding AV, a previous study on AV segmentation [8] achieved a DSC score of 0.95. Although AV dataset of the proposed method was acquired in private, it was manually marked by experts, and therefore, this result is considered comparable to that obtained in previous study. The LA for MICCAI'13 achieved promising results with a benchmark [28], and our proposed method was able to achieve this result. Remaining results of medical Decathlon (LA, brain tumor) and SKI’10 (knee cartilage) were collected from the website as reference study is not available for citation.

DSC score based on the variation of dataset size is presented in Table 5. Here, 25% of decimated samples are used. Results indicate that this proposed method achieved the best DSC score (approximately) after using only 50% of datasets (marked bold), where traditional GANs achieve similar performance after using entire datasets. DSC score difference between the proposed method and traditional GANs is significant when 50% of datasets are employed. Furthermore, this table also shows that the proposed method achieves better DSC scores compared to the case when only the segmentation mask is generated. Different datasets exhibit up to 3% to 5% fluctuations in DSC scores between the proposed method and method of generating only mask. In particular, owing to small shape, knee cartilage fluctuated almost 5% in every scenario. Furthermore, the network becomes stabilized after 50% of data is used for training. Notably, stabilizing GANs with small datasets is challenging. Overall, we can conclude that the proposed method performs better compared to both traditional GANs and “Only Mask” methods.

### B. ABLATION STUDY

Besides, the proposed decimated sample method, two more methods are evaluated to evaluate the performance of various extraction methods. Table 6 presents the variation in DSC scores based on different extracting methods. Random, Proposed, and GANs(2D) represent various methods for extracting pixels from images. The random method retrained random pixels such as 25%, 50%, 75%, and 100% from images. However, pixel extraction directly from 2D images named GANs(2D) method. This method leaves (3 × 3), (2 × 2), (1 × 1) and (0 × 0) blocks for 25%, 50%, 75% and 100% pixels, respectively, before performing sample extraction. Results show that the proposed method performs better than the remaining two methods (Random and GANs(2D)). The proposed method extracts more relevant and deterministic pixels compared to the other two methods. However, whereas random may generate more intermediate images, there is no assurance that those are sufficiently relevant and deterministic to segment images for organs. Furthermore, our architecture is designed to handle smaller datasets, and as such, unlimited intermediary images cannot be generated using our method. This table (similar to Table 5) shows, proposed architecture generates promising results with 25% of decimated samples. Due to the increasing number of decimated samples, parameters increase exponentially, which affects the performance of architecture. This gradual digression of performance with an increasing number of decimated samples faces problems caused by over-fitting. As architecture is small, it performs better for fewer parameters. However, this architecture shows a similar pattern across different datasets, which defines the generalization capability of proposed methods.

### C. PERSPECTIVE OF FUTURE WORK

This segmentation method can be applied to identify different anatomical structures through the human body, such as bones, blood vessels, vertebrae, and major organs using...
small architecture and dataset. However, this method could extend dimensionality from 2D to 3D operations in the future. 3D operations will allow implementing diverse and new techniques such as V-net to improve performance, which is contradictory to the objective of the current version of the proposed method. Furthermore, various decimated samples could be used for data argumentation as a single type of pixel extraction is used for 25%, 50%, and 75% decimated samples, in the current experiment. It can extract pixels from various positions to use as a guide for different decimated samples.

V. CONCLUSION

Recently, deep learning has made a colossal impact in various image processing fields. In particular, GANs-based learning has significantly improved medical image segmentation over other deep-learning-based methods and attracted the attention of medical image researchers worldwide. Conventional GANs perform segmentation using the complete image and generate a segmentation mask. The complete image requires a larger dataset and deeper architecture to ensure network stability. In this study, a novel segmentation method using GGANs proposes to enable data-efficient learning by extracting decimated samples. This method evaluated five different segmentation problems of medical datasets, which is comparable to other state-of-art methods. However, using decimated sample traits, this proposed method able to achieve most promising DSC scores after using only 50% of datasets, whereas traditional GANs-based method requires entire dataset to achieve a similar level of performance. The proposed approach also yields a better DSC score compared to the approach in which (only) segmentation mask is generated, as this enhances error between generator and discriminator during the generation of original images and corresponding segmentation mask, thereby rendering errors non-negligible for architecture. Therefore, the proposed method showed better performance than traditional GANs. Notably, the testing procedure takes less than a second to test each slice. Consequently, this can be considered to implement for real-time applications like diagnosing diseases of patients in a short period during an emergency. The proposed approach turns segmentation into an artificial visualization problem, thereby facilitating a better understanding of images.
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