Review of the network risk propagation research

Abstract

The Network Risk Propagation (NRP) research, combined the theories of Complex Network and the risk propagation, has become one of the main directions in Complex Network study. Is this paper, we introduced the international mainstream research achievements, including the risk propagation threshold-network topology, the NRP-Cascading Failure model, the Immunity from danger in a network-Pinning Control theory. But, about risk source propagation threshold, risk distribution parameter in different networks, early Cascading Failure model and the interaction among different risk systems, are still needed to make forward in order to improve the knowledge about the NRP and reduce its possibility.
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Introduction

Through the gradually understanding to the real world, it is beginning to know that the actual structure of many systems expressed in the form of networks. Such as the Internet, the Gene Network, and the Scientists Collaborative Network. However, before the emergence of Complex Network concept, the homogeneous network proposition was more familiar. There are the same characteristics of all units in net with the corresponding significance of all nodes and edges. For a Random Network, because of the equal probability between any two nodes, the degree distribution is a binomial distribution. When the network tends to infinity, the degree distribution of nodes tends to be Poisson distribution. But, after some practical work finished, people gradually found that the majority of real networks degree distributions have power-law characteristics rather than being distributed around an absolute mean value with a certain second-order average. Following with the published paper in Nature, Watts and his mentor Strogatz1 introduced a small world network model and described the transition from an entirely regular system to a fully Random Network. People realized that the small world network has two features both with the clustering characteristics similar to a regular system and the shorter average path length like Random Network. Later, Barabási & Albert2 addressed an article in Science indicated that the degree distribution of many actual Complex Networks obeys the power-law with the scale-free feature. Those systems can be called the Scale-free Network. Since that time, scientists have studied a large number of topological networks, including social networks,3-7 information networks,8-11 professional networks12-13 and biological networks14,15 and others. The results show that these networks have characteristics such as short feature path, high clustering coefficient, degree correlation and community structures. These discoveries have significantly contributed to the study of Complex Networks. The Complex Network and other related network research methods had become one of the main tools for the study of complex systems. Lots of Complex Network models have emerged and caused people’s attention.16-19

Due to the in-depth understanding of the network structure, there are a variety of dynamic processes in the system and the cross-integration with other disciplines in recent years. Researchers studied the single or group dynamics behavior and processes on the network by considering the Complex Network as a dynamical system or quoting moving units into the network, including Communication, Chaos, Robustness, Fractal, Cascading Failures, and Synchronization. Explored the structural characteristics of the whole system and forecasted the links through the analysis about the critical nodes and paths. Designed new algorithms to optimize the network structure and improved the performance, especially regarding stability, synchronization, and data.

Risk usually refers to the probability of uncertainty between the purpose and the expected return. It emphasizes the possibility of the loss and income. Therefore, we can divide the risk into two categories: the Narrow and the Generalized. The Narrow Sense of Risk mainly refers to the uncertainty of the loss. The Generalized covers the uncertain attributes both of loss and benefit. In this paper, the network risk with the spreading capability, which we talked about, belongs to the narrow scope. The main content is the risk propagation process in the system and the realization of its “Immunity.” Here, the “Immunity” of the NRP refers to the loss of the local network unit in the process of specifying the NRP is less or no impact and continue to maintain the initial state.

Traditional international researchers focused their views on the risk assessment, which means providing data that can be easily relied upon and understood to decision makers for risk judgments. Now, researchers tend to combine the network theory with the risk assessment demands. The way is mainly because the carriers of risk propagation are often associated with each other to form a network. They also can overcome the limitations of computing conditions and make an exceptional uncertainty event analysis results. They have a wider applicability,20 making the cause and effect of risk become visualized to facilitate the identification of high-weighting or critical components of events.21 Among them, “Bow,” Causal Map, Bayesian Network (directed non-circular network) and Fault Tree are the typical combination methods of the network theory and risk assessment.22

Network propagation components include Risk Sources, Propagation Node, Propagation Media (or Propagation Adaptation Conditions), and Risk Recipients. If the propagation conditions of risk are not sufficient, then its ability will be declined. When the risk has a spread attribute, combined with a specific network, with the propagation conditions, it will form a particular Risk Propagation Network (RPN). In Figure 1, it introduces an NRP process based on a risk propagation environment. The First Layer of Risk Propagation Network (RPNL1) that is the unit in the network has a substantial risk of breeding performance, or first risk-affected and produced greater damage effectiveness. In the absence of other external forces, the...
risk spreading power and the devastating effects of the second layer (RPNL2) is weaker than the first.

Figure 1 The NRP process of exogenous risk based on the risk propagation environment. We assume the constituent nodes of the risk distribution network are equipped with a risk-transmitting ability and have an influence on each other. Plus, we presumed that the NRP thresholds are independent of each other. When a risk erupts, the risk which can break through the threshold, with the propagation ability, will be first transmitted to a network carrier. When the second level of risk dispersion limit broke, the risk began to spread to the second layer of a network, and gradually formed a Two-layer Risk Propagation Network, then, continued the process. As the risk distribution evolves, the potential for breeding is attenuated until it will not be disseminated. (This figure only indicates the risk allocation process which based on the network nodes, without the edges process.)

The risk may originate from various uncertainties factors within or outside the system so that it includes into Endogenous (ENR) and Exogenous Risks (EXR). The ENR is mostly due to the link break between the internal network subject, such as financial risks, information systems errors, and human errors. The EXR derived from environmental changes outside the system, such as natural disasters, war, epidemic outbreaks, etc. The main characteristic of EXR is that the network does not control them. But the system subject can reduce the loss or the risk propagation probability under certain conditions, and even achieve the goal of “Immunity.” Because EXR often needs to break through the “first-level risk distribution threshold,” so it is more common. It is essential can be controlled by the central network subject.

In different systems, there are various risks. In the field of Complex Networks, the analysis of the spread of exogenous risks, such as about the epidemic diseases\(^1\) and information\(^2\), are dominated by diffusion studies of interpersonal networks\(^27\)–\(^29\). Those works are focused because the propagation of epidemic or information is closely related to network, and similar to the spread of computer viruses in some extent, so the researchers have given more attention to this issue. Among them, Pastor Satorras and others did a lot of work in this area. They start from the simplest form of SI (Susceptible-infected) model, then applied the relevant models to network research, including SIR (susceptible-infected-recovered) model, SIS (Susceptible-infected-susceptible model, SIRS (Susceptible-Infected-Removed-Susceptible) model and SEIR (the SIR model including the effects of exposed individuals) model\(^30\)–\(^33\). Now, network risk research has gradually extended to other areas\(^34\)–\(^38\). However, for specific systems, researchers tend to choose the analysis of endogenous risks, such as a financial risk in an economic system\(^39\) and flight delays in air transport networks (ATN) (Figure 2).\(^40\)–\(^42\)

Figure 2 Diagrammatic representation of different epidemic models regarding reaction-diffusion processes. Boxes stand for different compartments, while the arrows represent transitions between compartments, happening stochastically according to their respective rates.\(^29\)

\(^1\)Most of the literatures cited in this paper use the virus as the main research object of network risk propagation.

\(^2\)The application of information also has the uncertainty of income and loss, which belongs to the generalized risk scope. But in this article, the cited mainly carry out the research in the narrow category of risk.
The magnificent areas of current the NRP research work

The threshold of an NRP-the Network Topology

The risk propagation in the network is closely related to the network’s topology. Researchers have found that because of the risk distribution thresholds in conventional systems and Random Networks, the risk can only be propagated in the network when it exceeds the threshold. This dispersion limit usually represents the infection level of the network node. However, in the Scale-free Network, it cannot find a clear propagation threshold, or can be considered there is a lower distribution limit, so the network risk is more likely to spread in the Scale-free Network, or even long-term exists. In a small world network, the proliferation of network risk is easier than in the regular system with higher speed. The root of the difference in the NRP is the difference of network topology. There are some studies about the relationship between the NRP and the topological network structure as well as the problem of network adaptive cooperative evolution. The results show that the interaction which between network topology and node dynamics produces richer dynamical behavior. The risk propagation process of systems is more complicated with self-organizing feature and adaptive cooperative behavior. In the adaptive system, the behavior of the individual to avoid the infection will make an appropriate adjustment of the network structure, which can inhibit the spread of the risk; the propagation process will appear bistable and oscillation domain which does not exist in the static network. Also, another typical feature-community structure also has an impact on the spread of network risk. Zhonghua Liu outcropped that the community structure in a network has a great impact on the risk dissemination. The presence of the web community will reduce the propagation threshold, as well as the final size of infection. Salathé found that in the community structure system, the infection density has stabilized at a fixed equilibrium point or exhibits periodic oscillation, unstable oscillation due to the decrease of propagation threshold and the increase of the NRP rate. Rocha discovered that the spread of network risk infection has a relationship with the size of the network community. The most widely used theoretical approaches include the mean-field, the heterogeneous mean-field, the quench mean-field, dynamical message-passing, link percolation, and pair wise approximation. The cross-integration of the method itself has also become a concern for scholars now (Figure 3).

At the same time, researchers also studied the close relationship between the Robustness or Survivability of the network with the spread of network risk. The study began with the work of Albert et al.

They modeled ER and BA Networks under two types of attack strategies. One is random failure policy that is an entirely accidental removal of part of the network nodes, which corresponds to the network nodes random failure. The other is deliberate attack strategy, which means we will remove the node with the degree value in descending order. They measure the Robustness or Survivability of network by the average path length change, the ratio of the size of the maximum connected subgraph and the system, and the percentage of the removal nodes to the total number in the original network. In the case of random failure, the Scale-free Network is more robust than the Stochastic Network. It is because of the extreme non-uniformity of the degree distribution in the Scale-free Network. The vast majority of nodes have minimal degree values, and only a few nodes have big ones. In deliberate attack way, the Scale-free Network crash faster than the Random. As long as some parts of nodes removed with high values, the entire network will be paralyzed for its significant impact on the connectivity. This higher vulnerability is also due to the extreme non-uniformity of the degree distribution. Therefore, the severe non-uniformity of the node degree of the Scale-free Network creates the Robustness in not only the random failure but also a high level of vulnerability in deliberate attacks. Many scholars have concerned Albert’s research. Gradually, there are some researchers use this method to carry out the work on specific issues. But about the node removal criteria, it was replaced by other ways. It is because the node degree is no longer the only method to measure its importance in the whole network. The critical nodes in many real networks are not with greater intensity values. At the same time, there are scholars promoted research on the attack strategy itself to get a more general form. By defining a node probability distribution function, the analytical and simulation methods are used to analyze the network collapse threshold under different network risks. Some scholars have investigated the relationship between Complex Network topology, and its Robustness from system spectral measure and proposed a Robustness optimization method based on Taboo Search (Figure 4).

Figure 3 Visual illustrates the difference between an exponential and a scale-free. A. The Exponential Network is homogeneous: most nodes have approximately the same number of links. B. The Scale-free Network is inhomogeneous: the majority of the nodes have one or two links, but a few nodes have a large number of links, guaranteeing that the system is fully connected. Red, the five nodes with the highest number of links; Green, their first neighbors. Although in the Exponential Network only 27% of the nodes are reached by the five most connected nodes, in the Scale-free Network more than 60% is achieved, demonstrating the importance of the connected nodes in the Scale-free Network. At the same time, researchers also studied the close relationship between the Robustness or Survivability of the network with the spread of network risk. The study began with the work of Albert et al.
a) Network fragmentations under deliberately failures and attacks.
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The process of the NRP-cascading failure models

Many scholars have paid attention to Cascading Failure phenomenon in the course of the NRP. One of the main concerns is the reproductions by Cascading Failure models which connected with different causes. Scholars analyze these problems from the node or edge overload. Moreno proposed a Cascading Failure model for a BA Scale-free Network. This model is a dynamic model of load-capacity nodes, which gives a security threshold for each node satisfying the Weber distribution. The load is the ratio of the external action of the total number of nodes in the network. If the node load is greater than the security threshold, it indicates that the node has failed. When the node fails, it will be removed from the network’s maximum connected subgraph with the load passing to the neighbors. The redistribution of node weight may cause failures of non-faulty nodes, resulting in Cascading Failures. When the load of all unreserved nodes in the network is less than the security threshold, the Cascading Failure disappears, and the system reaches the equilibrium state. Many scholars improved the average redistribution of node loads in this model. Motter assumes that the information or energy exchanged between the nodes along the geodesic (short-range). The weight of the node is the number of nodes, and the capacity of the node is the maximum load that the node can carry, which is proportional to its original amount. Usually, the network will run in its flow state. When a node fails, it will lead to the shortest path of the network distribution changes; the network fault-free node load may also change. Likewise, when the node load exceeds its capacity, the node will fail, causing a new redistribution of the node weight. If the network node weight distribution is and the burden of the removal node is high, it will lead to Cascading Failure.

Later, Moreno studied the Cascading Failure of the BA Scale-free Network due to the congestion of the edges. Instead of giving a load to nodes but the side, the capacity is subject to a statistical distribution. Define the ability of each side is 1. If the side of the load exceeds the capacity, it indicates congestion, so you need to follow certain dynamic rules to re-distribution of the burden. If all adjacent edges are congested, you have to discard them or make the amount globally allocated to the other edges without any congestion. The redistribution of the load may cause other edges congestion, resulting in Cascading Failures. If more congestion occurs, the network will not have a widely connected subgraph. Crucitti proposed a...
dynamic Cascading Failure model considering both the node and the edge. The model uses the undirected weight graph to represent the general propagation network. The larger the edge weight, the higher the efficiency of the information distribution. He defined the number of the optimal path of the node load for a particular time and the evolution formula of the edge weight. When a node in the network fails, the optimal path between the nodes in the network will change, resulting in a redistribution of the load, which may lead to pressure overloading of other regular nodes and then cause new charge redistribution, resulting in Cascading Failure. After the Cascading Failure, the average efficiency of the network is measured to estimate the degree of interdependent system damage. Scala\(^6\) extends the model of the Cascading Failure behavior due to overload to the secondary system. Tang\(^7\) designed the load propagation of the failed node through the interdependent network and developed the priority redistribution strategy. In the network layer and the physical layer network, using a pair of directional dependencies between the giant functional components and the nodes to quantify the risk propagation process in the secondary system to construct the time-varying polynomial equation. Scala\(^8\) considered load distribution via connectivity links as node failure spreads through an interdependent system, and developed a priority redistribution strategy for failed charges subject to flow constraint. Using a giant component function and a one-to-one directed interdependence relation between nodes in a cyber-layer network and physical-layer network, they constructed time-varied functional equations to quantify the dynamic process of failed loads propagation in an interdependent system.

The avoidance of the NRP— the “Immunity”

The early work on the “Immunity” research on the NRP stems from the study of Robustness and Survivability of the network. In addition to the preceding, the analysis of the differences in the characteristics of network nodes in risk propagation has become one of the hot spots in the research of “Immunity.” Salathé\(^9\) find that community structure has a significant impact on risk dynamics. And in networks with strong community structure, immunization interventions targeted at individuals bridging communities are more effective than those simply targeting highly connected people. Kitsak\(^10\) studied the influence level of nodes on the risk propagation of the network. It points out that in the case of one breeding source in a network, the influential nodes often determined by the K-shell decomposition, not by higher values of betweenness or degree. Gradually, the identifications of critical nodes\(^11\) and paths\(^12\) have attracted attention. The specific algorithms designed by the researchers ranging from only counting the nearest neighbors to complicated machine learning and message passing approaches,\(^13\) which further advances the study of network Pinning Control. Pinning Control in the system is a concept to control some of the primary nodes to achieve the domination of the whole network dynamics.\(^14\)

Wang\(^15\) and Li\(^16\) have studied the feasibility and effectiveness of the network Pinning Control. The research shows that some nodes linear feedbacks can stabilize the whole system in the synchronous state. As long as the coupling strength and feedback control gain of the scheme is suitable, it is possible to achieve control objectives only by some nodes. Parekh & Sinha\(^17\) expand the anti-control of the spatiotemporal chaos control of the coupled image lattice, that is, the coupled model lattice becomes a chaotic state or further enhances its chaos by Pinning Control. Chen\(^18\) and Zhan\(^19\) point out that only one node of the network can be controlled to bring the system to a synchronized state. Zhan\(^19\) also examines the parameters required for the system to reach the synchronization state if the internal coupling function is different. Liu\(^20\) and Xiang\(^21\) generalize the Pinning Control idea to the coupled matrix of the weighted network with time delay and the network that cannot be diagonalized. Lu\(^22\) applies the Pinning Control to the dynamic adaptive system. In addition to adding a control to a small number of nodes, the state update of each node in the network only depends on the situation of the neighbor. Yuan\(^23\) studied the feasibility of Pinning Control in the interdependent network that only needs to strengthen a small part of the node; it can prevent the sudden catastrophic collapse of the system.

Some scholars have also focused on other cyber dynamics based on Pinning Control theory. Xuan\(^24\) puts forward the concept of reaction infiltrated network structure control and affects the dynamic behavior by controlling the network structure. Xi Yugeng\(^25\) explores the problem of structural decomposition, Complex Network structure monitoring, and containment control by using big system control theory, and has improved the algorithm of redundant control column by using standard mark method to a high system control theory. He tried to use the improved target method to solve the problem of controllability of Complex Networks and analyze the problems and difficulties in using this approach to solve the Controllability of Complex Networks. Chen\(^26\) explain the new challenges encountered in the research and control of hyper-network systems composed of controllability, containment monitoring and network coupling of several different properties or different scales. Giulia\(^27\) mapped the problem and constructed the theoretical framework of the linear controllability in a multilayer network.

Outlook

In this review, we have extensively discussed the state-of-the-art progress in risk propagation in networks, emphasizing on three related scopes in this area. In this section, we show some critical challenges for future studies.

Firstly, we need to define the propagation threshold of the risk source. The spread of network risk requires a source of risk and distribution media. Usually, the scholars are more concerned about the network carrier, instead of the risk self. The same risk source-virus is the basis of many of results mentioned before. However, there are still have some specific system risks are distinguished from the virus. Different systems are facing attacks from various hazards. For a reason, that study of the risk source needs to be strengthened in future to make a better explanation. What characteristics and propagation effects of risks will have an impact on specific networks to form a typical RPN? It relates to the defining the distribution threshold of the risk source. To some extent, this problem can be equivalent to the network’s Survivability assessment. But for specific systems, it needs to develop in-depth. If we can predict the anti-destructive ability indicators of a particular system and the damaging effect of a specific risk, give an identified prevention methods with data, it will greatly help to reduce the probability of risk propagation and the loss.

Secondly, it needs to pay more attention to the risk distribution adaptation conditions in the network. It is an unavoidable problem to analyze when we are trying to define the definition of the NRP threshold. The risk with the same spread power will have different effects in different network carriers. At the same time, the impact of various propagation conditions on risk distribution is inevitable.
However, there are few studies about it. Researchers can explore the key factors, and the concrete means to reduce the probability of the NRP by analyzing its adaptability.

Thirdly, the new gradual process research of the NRP needs further development. The impact of the NRP reflects in the node or edge. Many scholars often take the method by remove nodes or edges to simulate the risk propagation process and then analyze the changes of the network. Notwithstanding, the risk performance is a gradual process essentially. It requires both a measure of the risk propagation threshold and an analysis of the survivable effort of nodes or edges based on the specific adaptation conditions. Only the risk spreads power can break through the NRP threshold, the nodes or edges will be affected. Although the real process of the NRP is often extremely rapid, it is still gradually in fact. For example, in an ATN, the congestion is often causing its operational efficiency declining rather than paralyzed directly. And therefore, it is of course not equivalent to the nodes or edge failures by an acute attack or other causes. It can be defined as an Early Cascading Failure Process and still lacked the research in detail. At the same time, the Cascading Failure process of the NRP also needs to do further exploration.

Lastly, we are longing for some real large-scale applications of the mentioned studies in the real world. Although we talked, many studies are used to solve some other problems, most of which are far from practical applications. What we mean real applications here is that the obvious risk propagates in an exclusive network or it’s intersec spread in different networks, such as the risk of volcanic eruptions on ATN, and its spread from ATN to other transport systems. In the final analysis, successful applications will primarily encourage related studies.
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