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Abstract: Sensor data which relate to the specific geographical positions, areas, and time are strongly expected in IoT. The author has studied overlay networks to efficiently process interval queries which have specific time intervals and the actual users tend to request. However, unfairness and a concentration of the loads occur for the specific processing computer (node) in the previous method because the density of data or those generators/providers is different from those related values. In this paper, the author proposes the enhanced scheme for structured overlay networks based on multiple different time intervals. The proposed method uses node virtualization to equalize the loads of each real (physical) node. The simulation results showed that the proposed method can increase the fairness of the number of the assigned data among physical nodes.
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1. Introduction

The number of IoT (Internet of Things) devices [1,2] is growing rapidly, and also the published data obtain a huge number and great variety. As an example of the published data, sensor data are expected such as temperature, power consumption, and camera images. The sensor data are temporal and spatial data which relate to the specific information about geographical positions, areas, and time. In addition, those users and systems search and utilize sensor data based on such related data. To accommodate a huge number of devices (nodes), data, and users, therefore, the high-scalable mechanisms are necessary to search the required data efficiently.

As the techniques to realize high scalability, overlay network construction techniques have been proposed such as distributed hash tables (DHTs), skip graphs, and geographical-based ones [3–20]. Those techniques construct logical networks among nodes based on the specific information of each node such as a one-dimensional ID and multi-dimensional attribute values. Nodes are discovered by sending queries with the specific value or range called “key”. Each node forwards the queries to the destination node based on its own routing table. In addition, the existing techniques assign territories to the nodes for distributed management and search of sensor data. On the other hand, the actual users and systems are expected to request sensor data with the specific time intervals such as “I want to know the data for each one month from the specific day”, “I want to show the data in the same day of week”. In addition, the specified time intervals are expected to have several patterns at the same time. Figure 1 shows the example of such queries as sensor data collection. In this paper, we call those queries “interval queries”.
We call “interval queries”

Figure 1. Users’ queries which request data with the specific time interval.

In previous work, the author has proposed an overlay network construction method which can efficiently process the queries based on multiple different time intervals [21]. The proposed method assumes the ring-shaped topology and assigns the nodes to the key space based on one-dimensional information about time. In addition, to reduce the forwarded messages for the assumed queries, each node constructs shortcut links with the specific intervals which the actual users tend to request. However, the previous method causes unfairness and a concentration of the loads to the specific node because the density of data or those generators/providers is different from those related key values. Therefore, we proposed the enhanced scheme to construct structured overlay networks based on multiple different time intervals [22]. The proposed scheme uses node virtualization to equalize the loads of each real (physical) node. By the proposed scheme, each physical node manages multiple virtual nodes with those assigned keys (time). Load concentration to the specific physical node can be reduced because a large number of virtual nodes are managed by various physical nodes and widely placed on the whole of the key space. As an example of the applications run by virtual nodes, distributed content management systems are expectable for time-related contents such as a photograph, video, and sensor data.

This paper is an extension of [22] to show new experiment results obtained in another simulation environment. In addition, comparisons with related work and discussion are also described in Sections 2.1 and 4, respectively. The contributions of this paper are: (1) clarification of “interval queries” with problems in the existing techniques, (2) establishment of a node virtualization scheme for structured overlay networks based on multiple different time intervals, and (3) the experiment results in the viewpoints of fairness and a communication load among nodes.

In the following, Section 2 describes the materials and methods which contain the related work and the proposed scheme. The evaluation of the proposed scheme and discussion is summarized in Sections 3 and 4, respectively. This paper is concluded in Section 5.
2. Materials and Methods

2.1. Related Work

2.1.1. Chord

Chord [3] is a typical construction technique for ring-shaped DHTs, and also the expanded techniques have been studied [4–6]. In Chord, each node is assigned to the specific position on a one-dimensional key space based on hashed information such as its ID, IP address, and so on. The next node of each node on the key space is called its “successor”, and the previous node is called its “predecessor”. Each node constructs links to its successor and predecessor when the node joins the overlay network. In addition, each node manages the partial space from the predecessor to its position as a territory for data management. In Chord, moreover, each node constructs shortcut links called “finger table” to reduce the number of hops for node searching in the overlay network. The finger table consists of the links to the nodes which have additional $2^1, 2^2, 2^3, \ldots, 2^{m-1}$ bit-keys from each node while $m$ denotes the bit length of the key space. The link for an additional $2^0$ bit-key corresponds to the successor. Figure 2 shows an example of the finger table when the length of the key space is $2^6$ bits (from 0 to 63). In Figure 2, the numbers within the circles show the nodes with their keys, and the arrows show the shortcut links of the node assigned to key 1. The upper right table shows a part of the linked nodes for each key.

![Figure 2. An example of the constructed shortcut links in Chord.](image)

In Chord, the finger table enables $O(\log N)$ hops for node searching by the specific key while keeping the size of the finger table under $m + 1$ ($N$ denotes the number of nodes). In addition, Chord can be applied for distributed data management, and its expanded techniques have been proposed for multi-dimensional information [4]. On the other hand, the actual users and systems are expected to request sensor data with the specific time intervals such as “I want to know the data for each one month from the specific day”, “I want to show the data in the same day of week”. In addition, the specified time intervals are expected to have several patterns at the same time. However, the existing techniques cannot efficiently process these queries which have multiple different time intervals.

2.1.2. Other Overlay Network Techniques

Except for Chord or DHTs, many overlay network techniques have been researched [6–20]. Skip graphs are overlay networks for which a skip list is applied in the P2P model [9–14].
skip graphs are sorted in ascending order by those keys, and bidirectional links are created among
the nodes. The numbers called “membership vector” are assigned to each node when the peer joins
and used to create hierarchical (multi-level) links among the nodes. Skip graphs can process range
queries which specify the beginning and end of keys to be searched, and the queries are forwarded
to the node whose key is within the range, or less than the end of the range. The number of hops
to key search is represented to $O(\log n)$ when $n$ is denoted as the number of nodes. In addition, the
average number of links on each peer is represented as $\log n$. As one of the expanded techniques of
the original skip graph, the Ballistic Skip Graph reduces the degree of each node to $O(1)$ by limiting
the number of shortcut links to a single level at random [14]. In addition, not only one-dimensional
range queries, but also multi-dimensional queries have been researched in many overlay network
techniques [15–19]. Those techniques can be applied for the management of location/area-based
data on 2D/3D maps, and some of those techniques are called “geographical overlay networks”.
Many of the geographical overlay networks are based on geometrical techniques such as R-tree,
quadtree, and Delaunay triangulation (Voronoi diagram). However, these existing techniques do not
assume “interval queries” and cannot forward the queries efficiently.

2.2. Overlay Networks Based on Multiple Different Time Intervals

In this paper, the author proposes an enhanced scheme for overlay networks which
can efficiently process the queries based on multiple different time intervals such as a year,
month, week, day, and time. The overviews and details of our proposed scheme are described below.

To process the queries such as “interval queries”, the author has proposed a construction method
of Chord-like overlay networks based on multiple different time intervals [21].

2.2.1. Idea

The proposed method assumes the ring-shaped topology similar to Chord and assigns the nodes
to the key space based on one-dimensional information about time. The one-dimensional information
is a bit value which represents the minimum unit such as a year, month, week, day, and time. In addition,
the one-dimensional information has a length as a key space similar to Coordinated Universal
Time (UTC), UNIX time, and so on. As a finger table in Chord, each node constructs shortcut
links to the nodes assigned to $2^i$ bits from its own key ($i = 1, 2, \ldots, m - 1$). $m$ denotes the bit
length of the key space. In our proposed method, on the other hand, each node constructs shortcut
links with the specific intervals which the actual users tend to request. In this case, each node
constructs shortcut links to the nodes assigned to one year, one month, one week from its own key,
and so on. Moreover, each node constructs shortcut links to reduce the hop number, e.g., one month,
three months, six months, and 12 months (one year) from its own key. In this paper, we consider
the year, month, week, day, and hour. Table 1 shows the types, keys, and number of the constructed
shortcut links. The minimum unit is an hour in Table 1, and the bit length of the key space is denoted
as $m$. The minimum unit can be set to other elements such as a minute and second.

| Type   | Key (Interval)           | Number |
|--------|--------------------------|--------|
| Year   | $2^0, 2^1, \ldots, 2^{m-1}$ | $m$    |
| Month  | 6, 3, 1                  | 3      |
| Day    | 15, 7 (one week), 3, 1   | 4      |
| Time   | 12, 6, 3, 1              | 4      |
| Neighbor| Successor, predecessor  | 2      |
Figure 3 shows the assumed flow to forward interval queries. Although Figure 3 is simplified without ring-shaped topology, the interval queries are recursively forwarded to the related nodes via the shortcut links. The query received nodes reply the matched data if the nodes have them.

2.2.2. Construction of Shortcut Links

Figure 4 shows an example of the constructed shortcut links described in Section 2.1.1. In Figure 4, the minimum unit is a day from 1 January 2001, and the length of the key space is 64 days (from 1 January to 5 March). The numbers within the circles show the nodes with their keys (days), and the arrows show the shortcut links of the node assigned to key 1. The upper right table shows a part of the linked nodes for each key. In the example, in Figure 4, the node assigned to key 1 constructs the shortcut links which have the following intervals:

- Month: 1 (31 days)
- Day: 15, 7 (one week)
- Neighbor: successor, predecessor

Compared to the finger table in Chord, our proposed method constructs the shortcut links to the nodes assigned to the keys for the next month and week. Therefore, our proposed method has few messages and hops to forward the queries such as “I want to know the data for each one month
from the specific day”, “I want to show the data in the same day of week”. In addition, there are four shortcut links in Figure 4, and it is not a significant difference compared to Chord, which constructs \( m-1 \) shortcut links as the maximum case.

2.2.3. Node Virtualization

To equalize the loads of each node in Chord, Ref. [3] describes a technique called “virtual nodes”. Each real (physical) node runs multiple virtual nodes and places them into the key space. The assignment influence of the specific single key is reduced because each physical node is assigned to the multiple ranges (territories) of keys by its virtual nodes. If all the physical nodes evenly place the same and enough virtual nodes, the numbers of the assigned data are probabilistically equalized among physical nodes. In addition, adaptive assignment can also be realized by changing the virtual nodes based on the performance or the situation of each physical node.

In this paper, the author enhances the method described in [21] by the virtual node technique mainly to equalize the loads of each physical node. Figure 5 shows an example of virtual node placement in the newly proposed method by the dashed arrows from physical nodes. In Figure 5, physical node 1 runs the virtual nodes assigned to keys 1, 18, and 42, and physical node 2 runs the virtual nodes assigned to keys 11 and 26. In this case, physical node 1 has three territories of keys and manages the data assigned to the keys.

3. Results

In this paper, the author evaluates the proposed method by simulation.

3.1. Simulation Environment

Table 2 shows the simulation environment. In the simulation environment, the minimum unit of the key space is an hour, and the length of the key space is 16 bits \( (2^{16} = 65,536 \text{ h}) \). The number of physical nodes is from 250 to 1000, and all the physical nodes run the same number of virtual nodes from \( 2^1 \) to \( 2^4 \). Each virtual node is assigned to the specific key at random and constructs shortcut links to other virtual nodes based on the method described in [21]. In this paper, the author compares the proposed method to the case of no virtual nodes (or each physical node runs only one virtual node) because the proposed scheme aims to highly distribute the loads of physical nodes by node virtualization.
Table 2. Simulation environment.

| Item                                         | Value                                      |
|----------------------------------------------|--------------------------------------------|
| The min. unit of the key space               | 1 h                                        |
| The length of the key space                  | 16 bits ($2^{16} = 65,536$ h)             |
| The number of nodes                          | 250, 500, 750, 1000                       |
| The number of virtual nodes per physical node| 2, 4, 8, 16                                |
| Node’s key                                   | Assigned at random                         |
| Comparison method                            | No virtual nodes                           |
| The number of data                           | 10,000                                     |
| Data pattern                                 | Uniform, normal distribution, Zipf distribution |
| Query pattern                               | 12 keys with a 720 h interval             |
| Simulation count                             | 20                                         |
| Evaluation items                             | Fairness index, Avg. number of messages    |

First, this simulation measures the fairness index ($FI$) of the number of the assigned data among physical nodes. The fairness index is calculated by the following:

$$FI = \frac{\left(\sum_{i=0}^{n} x_i\right)^2}{n\sum_{i=0}^{n} x_i^2} \tag{1}$$

where $0 \leq FI \leq 1$, and it indicates that the numbers of the assigned data to each physical node, $x_1, \ldots, x_n$, are more similar if it is closer to 1. When $FI = 1$, $x_1 = \ldots = x_n$. The number of the assigned data are 10,000, and those assigned keys are determined based on three patterns, random, Gaussian, and Zipf’s. The first pattern is determined at random within all of the key space. The Gaussian pattern is determined based on Gaussian distribution whose mean is the center of the key space (32,768) and the standard deviation is $65,536/10 = 6553.6$. The Zipf’s pattern is determined based on Zipf’s law (Zipf distribution) [23,24]. Figures 6–8 show examples of each data key distribution, respectively. In addition, the simulation measures the number of messages among virtual nodes as communication loads to process interval queries. The sent query is only one, but it contains 52 keys from the random point and forwarded them to those assigned nodes while those intervals are 168 h (the total length is 8736 h = 52 weeks). The author executes the simulation 20 times for each environment and calculates the average of the measured values.

![Figure 6](image-url).

*Figure 6.* The number of messages among virtual nodes for one query.
3.2. Simulation Results

Figures 9–11 show the fairness index of the number of the assigned data among physical nodes when the keys of data are determined at random, based on Gaussian distribution, and Zipf distribution, respectively. Each lateral axis represents the number of physical nodes.

In Figure 9, $FI$ is increased by the number of virtual nodes. This means that the differences of the number of assigned data and unfairness are reduced. In addition, $FI$ is slightly decreased by the number of physical nodes. In addition, in Figure 10, $FI$ is increased by the number of virtual nodes. Although all of the results are lower than Figure 9, the number of virtual nodes has a larger influence on the differences. On the other hand, the keys are extremely unbalanced in Zipf distribution and the whole of $FI$ is significantly low in Figure 11 even if the number of virtual nodes is large. This seems because the loads are concentrated on the specific physical node and the number of virtual nodes is
not enough to distribute the loads. These results can be generally applied for other overlay network techniques such as Chord.

Figure 9. The fairness index of the number of the assigned data among physical nodes (random).

Figure 10. The fairness index of the number of the assigned data among physical nodes (Gaussian).

Figure 11. The fairness index of the number of the assigned data among physical nodes (Zipf’s).
Figure 12 shows the number of messages among virtual nodes for one interval query while the lateral axis represents the number of physical nodes. In Figure 12, the number of messages is basically increased by the number of physical nodes or virtual nodes because the scale of the overlay network becomes larger. On the other hand, the number of message among virtual nodes can be reduced by optimization of query routing on each physical node or among physical nodes.

![Figure 12. The number of messages among virtual nodes for one query.](image)

4. Discussion

As described in the last paragraph in Section 3.2, the optimization of query routing is effective in the proposed scheme because the number of messages among physical nodes can be reduced. In overlay networks, virtual node techniques have been researched in order to avoid load concentration into the specific physical node [25,26]. In [25,26], Shao et al. also assume “flash crowd” where many requests are concentrated to the specific service in a short time [27]. The load-concentrated node asks low-load nodes for help. The asked nodes generate virtual nodes with the same key to the load-concentrated node and add the virtual nodes into the overlay network. By this process, not only the loads to the specific node but also the loads for the keys around the specific node can be distributed. Although this paper assigns keys to virtual nodes at random in Sections 2 and 3, the proposed method can employ the same approach.

As another limitation of the proposed scheme, a specific physical node failure immediately affects the multiple virtual nodes assigned to the failure node. To enhance the reliability and feasibility of overlay networks, the related techniques have also been researched [28–38]. First, a variety of replication schemes, such as path replication, have been proposed for unstructured P2P networks [28], where nodes search for content by forwarding queries to publishing nodes via neighboring links; and the path replication schemes replicate the replied content on the nodes between the publishing and requesting nodes. Related to the path replication schemes, a number of methods have been proposed based on specific factors such as the number of queries, the probability to put replicas, churn situations, and so on [29–31]. In addition, replication schemes have also been proposed for structured P2P networks, in order to increase the efficiency of replica maintenance and searches. Scalaris, for example, an Erlang implementation of a distributed key/value store [32], uses replication for data availability and majority-based distributed transactions for data consistency. Plover is a proactive low-overhead file replication scheme with replication among physically proximate nodes based on their available capacities [33]. Here, the physically proximate nodes are grouped in clusters,
each of which has a supernode with high capacity and rapid connections. In RelaxDHT, nodes are divided into data blocks [34], with each block having a root node that manages the metadata of replicas on other nodes in their own different data blocks. Although these techniques do not assume interval queries, the proposed scheme can employ the same or similar ideas such as node/data replication to enhance its reliability.

5. Conclusions

This paper described the enhanced scheme for structured overlay networks based on multiple different time intervals. In the previous method, unfairness and concentration of the loads occur for the specific node because the density of data or those generators/providers is different from those related key values. Therefore, the proposed scheme uses node virtualization to equalize the loads of each real (physical) node. The simulation results showed that the proposed scheme can increase the fairness of the number of the assigned data among physical nodes.

As future work, the author will study optimization techniques of query routing on each physical node or among physical nodes to reduce message forwarding among virtual nodes. In addition, node/data replication techniques are expected to enhance the reliability and feasibility because specific physical node failure immediately affects the multiple virtual nodes assigned to the failure node. After that, the author will implement the proposed scheme to P2P agent platform, PIAX [39], or testbed systems to evaluate it in practical systems.
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