FedSyn: Synthetic Data Generation using Federated Learning
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Abstract—As Deep Learning algorithms continue to evolve and become more sophisticated, they require massive datasets for model training and efficacy of models. Some of those data requirements can be met with the help of existing datasets within the organizations. Current Machine Learning practices can be leveraged to generate synthetic data from an existing dataset. Further, it is well established that diversity in generated synthetic data relies on (and is perhaps limited by) statistical properties of available dataset within a single organization or entity. The more diverse an existing dataset is, the more expressive and generic synthetic data can be. However, given the scarcity of underlying data, it is challenging to collate big data in one organization. The diverse, non-overlapping dataset across distinct organizations provides an opportunity for them to contribute their limited distinct data to a larger pool that can be leveraged to further synthesize. Unfortunately, this raises data privacy concerns that some institutions may not be comfortable with.

This paper proposes a novel approach to generate synthetic data - FedSyn. FedSyn is a collaborative, privacy preserving approach to generate synthetic data among multiple participants in a federated and collaborative network. FedSyn creates a synthetic data generation model, which can generate synthetic data consisting of statistical distribution of almost all the participants in the network. FedSyn does not require access to the data of an individual participant, hence protecting the privacy of participant’s data. The proposed technique in this paper leverages federated machine learning and generative adversarial network (GAN) as neural network architecture for synthetic data generation. The proposed method can be extended to many machine learning problems in finance, health, governance, technology and many more.

Index Terms—Federated Learning, Machine Learning, Generative Adversarial Network, Neural Network, Synthetic Data Generation, Deep Learning

I. INTRODUCTION

Back in 2017, The Economist published a story titled, “The world’s most valuable resource is no longer oil, but data.” Since then data has continued to be one of the most critical and valuable asset in industry today, where we see innovative and complex machine learning algorithms and architectures, which are dependent on a plethora of data for training, testing, mining and designing ‘data-centric’ statistical algorithms [1]. In many organizations, big data is mined with robust data engineering pipelines, which allows them to create sufficient datasets to train machine learning and deep learning models. Scarcity of data can be a big challenge to application of machine learning for organizations or entities which are not able to mine big data. Though transfer learning [2] may help, it does not cater to all the needs as they are generally designed over public data. In few cases, even organizations with abundant data may find some bias in their dataset because of various reasons, resulting in biased and non-generic machine learning models with limited variance in available data.

GAN [3] have emerged as one of the prominent neural network architectures to generate synthetic data. The architecture can be modified to accommodate various data signals. Since discriminator and generator models compete with each other in an adversarial game to generate synthetic data as close as possible to original data, the quality of synthetic data is directly dependent on training data used. Generative Adversarial Networks trained on available data can help generate data required for training machine learning models in organizations.

In financial, health care and Internet of Things industries, recent trends [4]-[9] have indicated an increase in collaboration among organizations to benefit from data of their peers in their respective industries. To draw a hypothetical scenario, different financial organizations have varying concentration of their business operations in different geographical distributions. This in turn results in the concentration of a specific dataset in those locations. Localized regional data would certainly be valuable to other regions that can leverage it for training their local models for developing intelligent solutions, including anomaly detection, potential payment fraudulent in case of cross border payments etc. However, considering data privacy laws and governance on data accessibility within industry it may be challenging to share such data across regions. In such cases, it may be possible to share the local models across regions that can augment other regional models. To extend it further, the proposed method in this paper can be implemented for greater research opportunities to obtain powerful and global machine learning models.

A. Novel Contribution in Current Work

Industries, research groups and individuals would benefit from machine learning models using collaboration, which will bridge the gap of data scarcity and data bias [10]. Though collaboration is required, data privacy must be honoured. Generating synthetic data is a strategic way to proceed, where
challenges to data scarcity could be solved, but data bias would still be observed, since synthetic data generation models would be trained on existing data only. The experiments in this paper demonstrate generation of synthetic data in a privacy preserving and collaborative manner.

- Data Scarcity
- Data Bias
- Data Privacy

In order to try and solve the above-mentioned challenges, FedSyn framework has been proposed in this paper. FedSyn proposes a novel method, in which federated learning, synthetic data generation using GAN and differential privacy are combined as a framework. For solving the challenge of data scarcity, generative adversarial networks are being used to generate synthetic data after being trained upon existing data. Federated learning [11] provides privacy of data as well as that of underlying data of participants in collaborative network, with aggregation algorithm executed on non-IID data [12]. This essentially tries to solve the problem of data bias, as aggregated models from federated server builds on learning from individual participants. To extend data privacy and anonymity guarantee even further, FedSyn implements differential privacy by adding Laplacian noise [13] to model parameters.

II. RELATED WORK

Synthetic data generation has been an active area of research and exploration, both for research groups and industries. Synthetic data is not only used for training machine learning, but software engineering industry also depends on synthetic data for testing, and other business use cases. With the introduction of GAN, it has become de facto method to generate synthetic data signals like image, uni-variate data, multivariate data, audio, video, etc.

A. Generative Adversarial Network

As discussed in [14], GANs have been quite popular in the domain of synthetic data generation. They are being actively researched in areas of data and image augmentation, generating synthetic images for medical domain, data for extensive training and many more. In [15], authors have discussed the common design patterns, use cases and various architectures in GANs - convolutional GAN, conditional GAN, tabular GAN, adversarial auto-encoders.

B. Federated Learning

Horizontal federated learning [16] with non-IID data is the key consideration in this paper, where participants have varied data distribution and properties. A majority of the enterprise networks for federated learning are constrained. This ensures homogeneous model parameters and architecture for all the participating clients in federated learning network. In real world scenarios, where data originate from different organizational entities, covariate shift, prior probability shift, concept shift and unbalanced data size are common technical challenges [17].

C. Differential Privacy

In [18], authors have discussed through numerous experiments, that Laplacian noise performs better over Gaussian noise by significantly reducing noise amplitude and noise power in all privacy regimes. This also provides an effective noise distribution, which does not reduce the performance of aggregated machine learning model as compared to Gaussian noise, since Gaussian distribution has higher standard deviation (and noise spread). In [19], authors have discussed methods of adding noise to gradients of the neural network while training. This is to obfuscate generator, which provides strict differential privacy guarantee. In [20], Private Aggregation of Teacher Ensemble framework is implemented with GAN, which further guarantees tight differential privacy by diluting the effect of any individual sample.

D. Federated Learning and Synthetic Data

In [21], authors have showed usage of federated learning for GANs, with Gaussian noise in data during individual participant training (local training), which would protect the privacy of participants. This work has also provided theoretical guarantee of \((\epsilon, \delta)\)-differential privacy. In [22], authors have shown the usage of synthetic data to enhance the communication rounds in federated learning. The participants in federated learning are sending synthetic data, generated from original data, which will be used for training on federated server. This ensures data privacy and optimizes communication overhead, which can be really effective in complex real-world scenarios.

III. FEDERATED LEARNING-BASED SYNTHETIC DATA GENERATION

For a given problem specification, every individual participant will be executing GAN based synthetic data generator. This will generate synthetic data, which must be deployed for usage, monitored for various possible challenges like data drift, temporal drift, distribution shift, etc. Since the local GAN process is independent of federated learning network, it should follow the general machine learning pipeline practiced across industry, which is comprised of data engineering, model monitoring and feedback for supervised models [23].

FedSyn is a privacy preserving method of generating synthetic data in a collaborative manner. The method is suitable for enterprise networks, where individual participants have ample resources to train complex neural networks. Network participant with sufficient data for deep neural networks have a better chances of contributing to federated aggregate model, as compared to participants with resource constraints. The framework is dependent on creating a collaborative and trusted network of servers, communicating model parameters in every federated learning communication round with trusted execution entity over secure channels, as depicted in Figure [1]. FedSyn is comprised of three core components in one round, as depicted in Figure [2].
A. Generative Adversarial Network

In the current work, GAN is used to generate synthetic data at individual participant level. As with every GAN, it consists of two separate neural network models -

1) Generator
2) Discriminator

In case of GAN training, the data is prepared and fed into discriminator network for training. Further, random latent space is generated with Gaussian distribution, which is then trained further as an adversarial game with discriminator network to achieve an objective, where generator generates latent space which are classified as real by discriminator network. The epochs for this training can be decided empirically, as optimal number of epochs are dependent on neural network architecture and data used.

The discriminator network is essentially a binary classifier to classify between real and fake images. Figure 3.a depicts the discriminator network which is used for the paper. Discriminator can be modified to obtain various other architectures depending on the objective and data.

Generator network is a feature extractor, which generates latent space following specific distribution learnt during training. Similar to discriminator network, generator network can follow various architectures depending on the use case. Figure 3.b shows the generator network used in the current work.

B. Differential Privacy

In [24], differential privacy is defined as a method to protect privacy of underlying data and statistical properties, which can be potentially leaked from models. The core idea is to add noise onto training data, which would be added to model parameters and learnt indirectly, since the data used for training is modified.

In the current work, differential privacy is implemented by adding noise to model parameters, rather than data. Doing this adds noise to generator weight layers, which are responsible for generating latent space for synthetic images [25]. Adding noise to model parameters of generator adds noise to latent space in multi-dimensional hyper-sphere, effecting synthetic images itself, hence providing similar benefits as of adding noise to data itself. This approach also makes it computationally favourable for all the participants. Laplacian noise is added to the model parameters before they are sent from participant server to aggregation server. Use of Laplacian noise is favourable over Gaussian noise, as the resultant model parameters are quantitatively less distorted compared to Gaussian noise. Even after that, privacy guarantees are better for Laplacian noise [13]. Below equation shows how the noise
from each participant is accumulated at federated aggregated server. One can observe that noise from each participant is added together and propagated further in aggregated model parameters, and subsequent federated learning rounds.

\[ W_G = \sum_{i}^{N} \frac{w_ip_i}{\sum_i^{N} p_i} + \sum_{i}^{N} \frac{L_ip_i}{\sum_i^{N} p_i} \]  
(1)

where \( W_G \) is aggregated model parameter, \( N \) is total number of participants, \( w_i \) is model parameter of \( i^{th} \) participant, \( p_i \) is scaling weight of \( i^{th} \) participant, \( L_i \) is Laplacian noise for \( i^{th} \) participant.

To extend further, Laplacian noise is also added during aggregation for increased privacy. This enhances Equation 1 as below

\[ W'_G = \sum_{i}^{N} \frac{w_ip_i}{\sum_i^{N} p_i} + \sum_{i}^{N} \frac{L_ip_i}{\sum_i^{N} p_i} + L_{G'} \]  
(2)

where \( L_{G'} \) is Laplacian noise added during aggregation of participant’s model parameters and \( W'_G \) is the enhanced model parameter after aggregation, with additive noise accumulation.

In [19], [20], the authors have discussed and shown privacy guarantees of using differential privacy on various layers of neural network architecture and training. Though data leakage is a core challenge in synthetic data generation, which requires continued research, our work, inspired by [19], [20] does introduce noise to model parameters, which may mitigate data leakage to a certain extent.

### C. Federated Learning

As described in [26], the current federated learning framework consists of a trusted and secure aggregator server. The federated learning rounds are orchestrated by aggregation server through time bound triggers. In every round, participants share their model parameters to the aggregator server through secure and anonymous channels. Due to the nature of communication, it follows star topology [27] for network communication. Aggregator server responsible for aggregation of all the local participant’s model parameters using FedAvg algorithm [28].

A key enhancement done in FedSyn architecture for averaging algorithm is to add Laplacian noise during FedAvg aggregation. The enhanced algorithm is depicted in Algorithm 1. Laplacian noise is added after the weighted averaging of model parameters is completed. This further extends the required privacy of the model, which will protect against adversarial attacks and prevent participant identity leakage.

**Algorithm 1 FedSyn - FederatedAveraging.**

In the cluster there are \( N \) clients in total, each with a learning rate of \( \eta \). The set containing all clients is denoted as \( S \), the communication interval is denoted as \( E \), and the weights of clients is denoted as \( P \). The Laplacian noise is denoted as \( L_{noise}(\mu, \lambda) \), where \( \mu \) denotes mean of Laplacian distribution and \( \lambda \) denotes exponential decay parameter of Laplacian distribution.

**Central server do:**

- Initialization: global model \( w_0 \).
  - for each global iteration \( t \in 1, \ldots, \text{iteration} \) do
    - for all each client \( k \in S \)
      - # Get clients improved model.
        \( w_{t+1}^k \leftarrow \text{TrainLocally}(k, w_t) \)
    - end for
  - # Update the global model.
    \( w_{t+1} \leftarrow L_{noise}(\mu, \lambda) + \sum_{k=0}^{N} p_k w_{t+1}^k \)
  - end for

**TrainLocally\((k, w_0)\):**

- for each client iteration \( e \in 1, \ldots, E \) do
  - # Do local model training.
    \( w_e \leftarrow w_{e-1} - \eta \nabla F(w_{e-1}) \)
  - end for
- return \( w_E \)

### IV. Experiments

In the current work, the performance of synthetic data generated with FedSyn method has been captured on both MNIST [29] and CIFAR10 [30] public dataset. Both the datasets are widely used to perform federated learning based experiments, since it contains well sampled data elements for 10 labels. For the current work, MNIST and CIFAR10...
(a) In above figure, the Discriminator neural network architecture is depicted in Tensorflow Keras format, specific to this paper. The top layer is input layer, followed by 2D Convolution layer and LeakyRelu layer followed by Dropout layer. The subsequent layer is 2D Convolution layer with LeakyRelu with reduced kernel size, followed by Dropout layer. The next layer is Flatten layer. The final layer is Dense layer with Sigmoid layer.

(b) In above figure, the Generator neural network architecture is depicted in Tensorflow Keras format, specific to this paper. The top layer is input layer, followed by Dense layer and LeakyRelu layer followed by Reshape layer. The subsequent layer is 2D Convolution transpose layer with LeakyRelu, again followed by 2D Convolution transpose layer with LeakyRelu with doubled kernel size. The final layer is 2D Convolution layer in desired shape of expected data with Sigmoid layer.

Fig. 3: GAN model's generator and discriminator's neural network architecture

data are divided into 3 parts based on labels, in separate experiments. In each experiment, part 1 denotes all the images from dataset which have labels 0, 1 and 2 with train size of 15000. Part 2 denotes images for labels 3, 4, 5, and 6 with train size of 20000. Part 3 denotes images for labels 7, 8 and 9 with train size of 15000. This sampling allows to have 3 different simulated participants in federated learning network, in non-IID manner. Given the sample size, the importance weight factor $p_k$ mentioned in Algorithm 1 is 0.3, 0.4 and 0.3 respectively.

For local model training of GANs, 4 core, 16 GB memory based AWS ec2 machines were used for each simulated participant and aggregator server. Each image from dataset has resolution of 28x28. For the current work, architecture of used generator neural network is described in Figure 3b and architecture of discriminator neural network is described in Figure 3a. Neural networks are implemented using Tensorflow framework [31]. For training, batches of 256 have been used with loss function as binary cross entropy [32]. Adam optimizer [33] with learning rate of 0.0002 and exponential decay rate of 0.5 is used.

The training accuracy for each participants is taken and mean is computed for each epoch checkpoint (10 epochs per checkpoint). Training is done for 100 epochs. Figure 4 shows the average (average over all the simulated participants, in both the datasets' experiments) training accuracy of discriminator for classifying real and fake images accurately. From the plot, it is observed that higher number of epochs does not necessarily guarantee better accuracy of models. This phenomenon may occur because of higher learning rate and going beyond global minima of cost function [34]. In the experiment, the models after 50 epochs have been considered as final model for each participant, whose model parameters are sent to aggregator server.

As discussed in [35], measuring quantitative performance for GAN generated images is still an active research area, with no standard method. Currently, in order to measure performance of images generated with GAN, one can employ problem specific and data specific methods, or can proceed with qualitative methods, involving subjective analysis of generated images. In Figure 5, the quality of synthetically generated images for MNIST data can be qualitatively observed improving over number of epochs during training.

Fig. 4: In above figure, average training accuracy (across both the datasets and all the simulated participants), in percentage, is plotted across number of epochs. Red line depicts accuracy for classifying fake data points and Green line depicts accuracy for classifying real data points. After the completion local GAN training, Laplacian noise [13] with $\mu = 0$ and $\lambda$ as $10^0, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}$ is added to model parameters. Resultant model parameters from each participant are securely sent to aggregator server for aggregation, as described in Algorithm 1. Figure 6 shows the effect of changing $\lambda$ of Laplacian noise added for differential privacy, over quality of images generated, for MNIST data. The synthetic images generated in Figure 6 are
from global model, with aggregated model parameters from federated learning. It can be observed that quality of image does not change significantly after for $10^{-4}$, $10^{-5}$ and $10^{-6}$. So higher value $\lambda$ can be chosen for the given problem, as higher the $\lambda$, higher is the degree of privacy maintained.

Though quantitative metric for GANs is still an active area of research, Frechet Inception Distance (FID) [35] is a metric which calculates distance between feature vector of base images and synthetically generated images. FID scores have been also used several other works [21], [35], [36] related to synthetic data generation using federated learning. Lesser the FID score, better is the quality of synthetic images generated. In our case, base images are the synthetic images generated by a GAN model, which is trained over all the MNIST and CIFAR10 data, centrally (in two separate experiments). Thus, central GAN model forms the upper bound for synthetic images generated with FedSyn. As it can be observed in Figure 7 with increasing value of $\lambda$ in Laplacian noise used for differential privacy, the value of FID score is also increasing. This essentially shows the deteriorating effect of generated images with increase in noise. FID score could be a great metric, which can help in deciding the optimal value of $\lambda$ for Laplacian noise. After observing Figure 6 and 7, it is evident that $\lambda = 10^{-4}$ is an optimal choice, where images generated are of acceptable quality and the degree of differential privacy is also sound. The results of hyper parameter $\lambda$ over both the datasets are also observed in Table I.

| $\lambda$ of Laplacian Noise | MNIST | CIFAR10 |
|-----------------------------|-------|---------|
| $10^{-6}$                   | 23.43 | 10.81   |
| $10^{-5}$                   | 24.88 | 11.71   |
| $10^{-4}$                   | 24.91 | 11.91   |
| $10^{-3}$                   | 25.31 | 12.58   |
| $10^{-2}$                   | 28.96 | 8.84    |
| $10^{-1}$                   | 111.63| 84.21   |
| $10^0$                      | 132.45| 97.74   |

To draw a comparison of quality of image generated through FedSyn, Figure 8 shows synthetically generated images from GAN trained over all the 10 labels versus synthetic generated images from FedSyn model, for MNIST data. As it can be observed, the images generated from global generator model, created after using aggregated model parameters from federated learning round consists of images from all the 10 labels (handwritten digits). Whereas, individual participants have been trained on fraction of total labels. Also, aggregator server does not have access to all the data points, but the aggregated model parameters is capable of generating synthetic data from all the labels. This observation supports the claim of using FedSyn on non-IID data with Laplacian noise for differential privacy on local generator model parameters, which has been proposed in this paper.

V. CONCLUSION

Growing need for data intensive, deep learning models across industries is the key driver for collaboration among
Through experiments, it has been observed that quality of synthetic data generation is dependent on the degree of noise being added for differential privacy. For differential privacy, noise is added to model parameters as opposed to adding to original data. With federated learning, the results of experiments have shown that aggregated models after federated learning are capable of generating synthetic data of all the labels, without accessing any data for training. This further strengthens the claim of using FedSyn for non-IID data.

VI. Future Work

FedSyn framework is built on federated learning and GANs, with differential privacy in model parameters. Various techniques of machine learning for synthetic data generation [37]–[41], its compatibility with federated learning could be worth exploring. To extend the differential privacy guarantees, the study can be extended to other techniques [24], [42] for privacy based computing. Study can also be extended to analyze the impact of various differential privacy techniques on machine learning and deep learning, its training efficiency, computation overhead and overall model accuracy [43], [44].

The research presented in this paper can also be extended further to quantify energy consumption of federated learning models, compared to centralized models, which can be the direction towards sustainable machine learning. Study can be extended to identify classes of problems, where federated learning techniques can be employed and can perform better, along with low carbon footprint. This can be further studied to identify key parameters of federated learning for energy consumption like energy consumed during communication, upload/download of model parameters, training at edge and aggregations [45]–[49]. Studying complex synthetic data generation methods further can even help in minimizing the energy requirements for humongous big data engineering systems across data centers [50].
Implementation of federated learning framework with blockchain network is an active area of research, which can be extended with current study. This would create decentralized, trusted and secure FedSyn framework \cite{ DBLP:journals/corr/abs-1610-05492} with autonomous governance.
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