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Abstract: Modeling the heat transfer characteristics of highly turbulent flow in gas turbine film cooling is important for providing better insights and engineering solutions to the film cooling problem. This study proposes a modified detached eddy simulation (DES) model for better film cooling simulations. First, spatially varying anisotropic eddy viscosity is found from the results of the large eddy simulation (LES) of film cooling. Then the correlation for eddy viscosity anisotropy ratio has been established based on the LES results and is proposed as the modification approach for the DES model. The modified DES model has been tested for the near-field film cooling simulations under different blowing ratios. Detailed comparisons of the centerline and 2D film cooling effectiveness indicate that the modified DES model enhances the spanwise spreading of the temperature field. The DES model leads to deviations of 62.4%, 39.8%, and 33.5% from the experimental centerline effectiveness under blowing ratios of 0.5, 1.0, and 1.5, respectively, while the modified DES reduces the deviations to 51.5%, 26.7%, and 28.9%. The modified DES model provides a promising approach for film cooling numerical simulations. It embraces the advantage of LES in resolving detailed vortical structure dynamics with a moderate computational cost. It also significantly improves the original DES model on the spanwise counter rotating vortex pair (CRVP) spreading, mixing, and effectiveness prediction.
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1. Introduction

Gas turbines provide power to various applications such as power generation, aero-engines, land and sea-based transportation, and mechanical drives [1]. The turbine inlet temperature has a predominant effect on the gas turbine efficiency and power output. In today’s gas turbine industry, the gas turbine air inlet temperatures can be as high as 1600–2000 °C [2,3], which is much higher than the melting temperature of turbine blade and nozzle guide vane materials. Thus, beyond the protection from proper blade coating, the delicate internal cooling [4] and external film cooling [5] designs are used to cool the turbine blade and vane and protect them from damage. The lifetime of the turbine vane and turbine blade is also heavily dependent on the blade temperature as high metal temperatures induce higher thermal stress. Therefore, gas turbine heat transfer and cooling research play a critical role in improving the gas turbine’s performance and durability [6]. For film cooling, a secondary flow of cooler air from the compressor is injected from rows of multiple holes on the vanes, blades, and end walls in order to form a coolant protective film on the surface of these components. The protection from high-temperature combustion gas not only takes effect for the immediate region of injection, but also downstream [7]. Flat plate film cooling experimental studies [6,8,9] provide opportunities to investigate film cooling flow under different conditions with relatively simple experimental setups. Computational fluid dynamics (CFD) has provided the possibility of studying the fundamental
turbulent flow mechanisms in many applications \[10–13\]. With adequate CFD simulations, the underlying fluid flow mechanisms in film cooling flow can be studied. Meanwhile, the effort, time, and cost of gas turbine film cooling development can be significantly reduced by CFD simulations.

Evidence from both experiments and modeling shows that the eddy viscosity in the complex film cooling flow field is not isotropic. In an early study by Compton and Eaton \[14\], detailed near-wall measurements of velocity and Reynolds stress profiles were made in a three-dimensional turbulent boundary layer. It was found that, throughout most of the boundary layer, the eddy viscosity is anisotropic, even with no film cooling. Kaszeta and Simon \[15\] measured eddy viscosity distribution in film cooling flows. Triple-sensor anemometry was used to document all three instantaneous velocity components. The ratio of eddy viscosity in the spanwise direction to that in the wall-normal direction was presented. The anisotropic eddy viscosity profile was clearly observed.

Recently, Coletti et al. \[16\] obtained the full three-dimensional velocity field and concentration fields and thereby obtained the Reynolds Stresses in cross planes by Particle Image Velocimetry (PIV). It was observed that the eddy viscosity is strongly anisotropic and non-homogeneous. The wall-normal eddy viscosity is particularly low in the leeward shear layer, corresponding to upstream-directed acceleration about the leeward edge of the jet, which is critical to the CRVP formation. Anisotropic eddy viscosity for film cooling has also been evidenced by simulation results with large eddy simulation (LES) \[17,18\]. In a study by Acharya et al. \[19\], the eddy viscosities in different directions were obtained by dividing the stresses by the corresponding rate of strain obtained from LES results. It was found that the isotropic eddy viscosity assumption is not correct. The spanwise eddy viscosity near the surface is significantly larger than the wall-normal eddy viscosity. In a recent study by Ling and Templeton \[17\], the anisotropic eddy viscosity model was specifically discussed, using DES and LES models for various flow fields. The Reynolds-averaged Navier–Stokes equations (RANS) accuracy and certainty under different flow configurations were discussed. For the film cooling flow field, anisotropic eddy viscosity could be visualized directly in the flow field, and the anisotropy is especially significant in the near-wall region.

RANS models the turbulent transport instead of fully resolving the turbulence development and movement. As RANS relies on the turbulence model, the eddy viscosity used in RANS is highly anisotropic in many flow regions, so the RANS model can result in unsatisfactory predictions of many flow fields \[17,19\]. The DES model is a hybrid of RANS and LES that is used for solving high Reynolds number separated flows \[20,21\]. RANS is applied in the boundary layer, while LES is used to simulate the separated regions in the flow. Many aerospace engineering problems are solved by the DES model \[22–24\]. The DES method predicts the structure of major vortices and heat transfer characteristics. At the same time, it can significantly shorten the computational time compared to LES on the same mesh set, especially when LES uses a much denser mesh for accurate predictions \[25\]. Roy et al. \[26\] modeled flat plate film cooling with DES. The results showed that more dynamic flow structures were resolved with DES compared to the results from RANS. A flat plate and leading-edge film cooling simulation by Sakai et al. \[27\] clearly showed that RANS underpredicts the spanwise spreading of film cooling jets compared to the measured data and DES results. This shows the importance of the DES model in practical applications and makes it very useful to gas turbine designers.

With respect to the film cooling problem, anisotropic eddy viscosity modifications have been made to the RANS model to improve its simulation accuracy for jets in crossflow. The well-developed enhanced spanwise eddy viscosity approach, which was originally proposed to create better RANS film cooling simulations, was successfully adopted as a modification to the DES model in Yu and Yavuzkurt \[25\].

Based on the spanwise enhancement of eddy viscosity, recent studies attempted to make three-directional eddy viscosity corrections to RANS models. Ling et al. \[28\] extracted the turbulent diffusivity, turbulent viscosity, and turbulent Prandtl number from high-quality LES results. The gradient diffusion hypothesis (GDH), generalized GDH (GGDH), and higher-order GDH
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(HOGGDH) were scrutinized, and their predicted scalar fluxes were compared with LES-predicted scalar fluxes to inspect the scalar flux anisotropy for those models. Then the LES-calculated velocity field and Reynolds stresses were fed into the RANS model via GDH and HOGGDH as closures. Milani et al. [29] then built a machine learning approach for calibrating the turbulence diffusivity for the film cooling flows. Based on the GDH, an improvement to RANS was proposed through applying a machine learning approach to interpret the turbulent diffusivity field for RANS. It was found that this approach significantly improved the film cooling effectiveness prediction for RANS.

In a following study [29], the machine learning approach was calibrated and validated with more datasets. In addition, the machine learning approach was analyzed in terms of film cooling flows. Except for the centerline and spanwise film cooling effectiveness data, the new experimental dataset, which includes the 2D effectiveness provided by various recent experimental methods, can be used for model comparison and validation. For the film cooling effectiveness measurements, the methods of infrared (IR) thermography [30,31], temperature-sensitive paint (TSP) [32], and pressure-sensitive paint (PSP) [33–36] can be used to obtain 2D distributions for film cooling effectiveness.

A complete review of the PSP mass transfer analogy in film cooling effectiveness measurement was made by Han and Rallabandi [36]. Several specific adoptions of PSP in film cooling are introduced here. For flat plate film cooling, Wright et al. [37] assessed the validity and accuracy of the steady state PSP, TSP, and IR measurement in 2D effectiveness measurements. They pointed out that PSP is an outstanding technique for the measurement of film cooling effectiveness. Using PSP, the effects of unsteady wake and coolant density were studied by Rallabandi et al. [38]. High-resolution 2D film cooling effectiveness contours were given in their study, and a comprehensive parametric study of Strouhal number and density ratio was made. In a recent study, 2D film cooling effectiveness behind a single row of holes was measured using fast PSP under a range of blowing ratios by Cai et al. [33]. The instantaneous film cooling effectiveness indicated three types of oscillating structures, corresponding to low, medium, and high blowing ratios. The time-averaged measurements resulted in a base dataset on film cooling effectiveness that can be used to study and validate the modified DES under different blowing ratios.

This study has focused on improvements to turbulence models for better simulations of film cooling flow structure and heat transfer. Specifically, modifying the DES model for better predictions is the major motivation of this study. To explore the use of the DES model as a reliable and efficient approach for film cooling simulations, a three-direction eddy viscosity ratio correlation has been established based on LES film cooling simulation data post-processing and mathematical analysis. Then, the three-directional eddy viscosity modification has been implemented in the DES model. Simulations are then carried out for near-field film cooling with the modified model. The results are analyzed and compared with the experimental data to demonstrate the benefits of the three-directional eddy viscosity modified DES model.

2. Computational Methods

Unsteady Reynolds-averaged Navier–Stokes equations (URANS), DES, and LES turbulence models are used in this study. The governing equations for general incompressible flow are:

\[ \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho \bar{u}_i) = 0 \]

(1)

\[ \rho \frac{\partial \bar{u}_i}{\partial t} + \rho \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial \bar{u}_i}{\partial x_j} - \rho \bar{u}_i \bar{u}_j \right) \]

(2)

\[ \frac{\partial T}{\partial t} + \bar{u}_j \frac{\partial T}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \alpha \frac{\partial T}{\partial x_j} - \rho \bar{u}_i \bar{u}_j \right). \]

(3)
For the URANS model, a realizable $k - \varepsilon$ model [34] is used. The Boussineq hypothesis assumes that the turbulent shear stress is of similar form as the viscous shear stress:

$$-u'_i u'_j = \nu_l \left( \frac{\partial U_j}{\partial x_i} + \frac{\partial U_i}{\partial x_j} \right) - \frac{2}{3} \delta_{ij}. \quad (4)$$

Transport equations for turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$ are solved in this model in order to obtain eddy viscosity $\nu_l = C_\mu \frac{k^2}{\varepsilon}$. The realizable $k - \varepsilon$ model [34] uses a modified formulation for the eddy viscosity based on the realizability constraints, which means that the model satisfies the positivity of normal Reynolds stresses and Schwarz’s inequality for turbulent shear stresses. Thus, the model is ensured to be consistent with turbulent flow physics.

$$C_\mu = \frac{1}{A_0 + A_S \frac{k\varepsilon}{\varepsilon}} \quad (5)$$

The formulations of $A_0, A_S$ and $u^*$ can be found in Shih et al.’s study [34].

$$C_1 = \max \left[ 0.43, \frac{\eta}{\eta + 5} \right], \quad C_2 = 1.9 \quad (6)$$

The transport equations for turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$ are:

$$\frac{\partial k}{\partial t} + \bar{u}_i \frac{\partial k}{\partial x_j} = -u'_i u'_j \frac{\partial \bar{u}_i}{\partial x_j} \left( \nu + \frac{\nu_l}{\sigma_e} \frac{\partial k}{\partial x_j} \right) \frac{\partial}{\partial x_j} \left( \nu + \frac{\nu_l}{\sigma_e} \frac{\partial k}{\partial x_j} \right) - \varepsilon \quad (7)$$

$$\frac{\partial \varepsilon}{\partial t} + \bar{u}_i \frac{\partial \varepsilon}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\nu_l}{\sigma_e} \frac{\partial k}{\partial x_j} \right) C_1 \sigma \varepsilon - C_2 \frac{\varepsilon^2}{k + \sqrt{\varepsilon}} \right] + 2 \frac{\sigma^2}{k}, \quad (8)$$

where

$$C_1 = \max \left[ 0.43, \frac{\eta}{\eta + 5} \right], \quad C_2 = 1.9. \quad (9)$$

In this study, DES with realizable $k - \varepsilon$ model is used. DES uses the same background RANS model with a different length scale depending on the local grid size [35].

$$l_{DES} = \min(l_{RANS}, l_{LES}), \quad l_{RANS} = \frac{k^{3/2}}{\varepsilon}, \quad l_{LES} = C_{DES} \Delta_{max}, \quad \Delta_{max} = \max(\Delta_x, \Delta_y, \Delta_z) \quad (10)$$

The DES model is similar to the realizable $k - \varepsilon$ model except for the dissipation term in the $k$ equation.

$$\frac{\partial k}{\partial t} + \bar{u}_i \frac{\partial k}{\partial x_j} = -u'_i u'_j \frac{\partial \bar{u}_i}{\partial x_j} - \varepsilon_{DES} + \frac{\partial}{\partial x_j} \left( \nu + \frac{\nu_l}{\sigma_e} \frac{\partial k}{\partial x_j} \right), \quad \varepsilon_{DES} = \frac{k^{3/2}}{l_{DES}} \quad (11)$$

The DES model transforms into the realizable $k - \varepsilon$ model if the $l_{RANS}$ is smaller than $l_{LES}$, where the $\varepsilon$ is solved by its transport equation. When $l_{RANS}$ is larger than $l_{LES}$, the $k$ equation returns to subgrid-scale version. Thus, the subgrid-scale version of the model takes effect, which is similar to the formulation in LES. A typical value of $C_{DES}$ is 0.65. The $l_{LES}$ is grid-dependent.

For the LES model, a velocity field that contains only large-scale components of the velocity [23] is solved as a function of time and space. Such a velocity field is produced by filtering the instantaneous velocity field. After applying the filter function, the momentum equation becomes:

$$\rho \frac{\partial \tilde{u}_i}{\partial t} + \rho \frac{\partial (\tilde{u}_i \tilde{u}_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \tilde{u}_i \frac{\partial \tilde{u}_j}{\partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j} \right). \quad (12)$$
In the Smagorinsky-Lilly model, the subgrid-scale Reynolds stress is assumed to follow a form similar to the Boussinesq hypothesis, which is proportional to the local rate of strain for the resolved flow:

$$\tau_{ij} = \frac{1}{3} \delta_{ij} \delta_{kk} - 2 \mu_e \tilde{S}_{ij},$$

(13)

where $\mu_e$ is the subgrid-scale eddy viscosity, and $\tilde{S}_{ij}$ is the strain rate of the large-scale flow field:

$$\mu_e = C_s \Delta^2 \tilde{S} \left( \tilde{S} \tilde{S}_{ij} \right)^{1/2}.$$

(14)

3. The Development of a Three-Directional Eddy Viscosity Modification

3.1. Anisotropic Eddy Viscosity Validation in a Three-Dimensional Boundary Layer Flow

In an early study by Compton and Eaton [14], detailed near-wall measurements of velocity and Reynolds stress profiles were made in a three-dimensional turbulent boundary layer. Throughout most of the boundary layer, the eddy viscosity is anisotropic. A simulation of the three-dimensional turbulent boundary layer is carried out using the LES model to validate the anisotropic eddy viscosity evidence.

Figure 1 shows the test section used in the experiment. In the rear part of the test section, a wedge was placed to turn the flow streamlines. The turning angles were between 0 and 30° in the spanwise direction. A fairing is placed at the top of the test section to alleviate the favorable pressure gradient introduced by the wedge. The probes were placed in the rear of the test section in order to acquire aerodynamic data in the turning flow.

![Figure 1](image_url)  
Figure 1. Test section used in the experiment. Modified from Compton and Eaton [14] (dimensions in inches).

Figures 2 and 3 show the meshes used in the current simulation. A structured multiblock mesh is used in this study. The meshing tool used is ANSYS ICEM. Denser mesh is assigned at the near-wall region, and the $y^+$ of the first grid is ensured to be smaller than 1. The total length of the test section is 3.658 m. In order to save computational time, the whole test section is first simulated using a realizable $k - \varepsilon$ model with a 5 million mesh. A uniform velocity profile is applied to develop a turbulent boundary layer from the very beginning of the test section. Then the time-averaged velocity profiles are extracted at a section 2.675 m downstream. The remaining test section is simulated using the LES model through a 4 million mesh (shown in Figure 3), where the extracted velocity profiles are implemented as inlet boundary conditions. Random vortex perturbations are superimposed on the time-averaged velocity profile to consider the turbulence fluctuations. The time step used for the simulation is $1.0 \times 10^{-6}$ s. The time step meets the CFL condition to make sure that the fluid from a given mesh cell propagates only to its immediate neighbors within one time step. The CFL has the form $C = \frac{\mu A \Delta t}{\Delta x} \leq 1$. The time step needs to be carefully chosen such that $C < 1$ is valid everywhere in the computational
domain. For example, a given mesh cell has \( u = 2.6033 \text{m/s} \) and cell length \( \Delta x = 2 \times 10^{-4} \text{m} \), the time step \( \Delta t = 2 \times 10^{-6} \text{m/s} \) results in \( C = 0.026 < 1 \), which satisfies the CFL condition.

Figure 2. Mesh for the whole test section.

Figure 3. Mesh for the rear part of the test section.

ANSYS Fluent version 19.1 (Canonsburg, PA, USA) is used to solve the URANS and LES models. For URANS model, realizable \( k - \varepsilon \) model [34] is used. The SIMPLEC pressure-velocity coupling algorithm is employed. The computational variables, such as pressure, momentum, turbulent kinetic energy, and turbulent dissipation rate, use a second-order upwind scheme for spatial discretization. For the LES model, the Smagorinsky-Lilly model is employed as a subgrid-scale model. The second-order upwind scheme is used for spatial gradients like pressure and energy terms. Bounded central differencing scheme is used for momentum terms. Two flow-through times are run before data sampling. Then the averaged quantities are received after approximately four flow-through times. The difference between every 1000 time steps is less than 1\% for averaged quantities \( \partial \overline{U_3}/\partial x_2 \) and \( \overline{U_1} \), which indicates temporal convergence.

If isotropic eddy viscosity assumption is valid in the three-dimensional boundary layer flow, the angles of stress \( \gamma_\tau = \tan^{-1}\left( \frac{\partial U_2}{\partial x_1} \right) \) and strain \( \gamma_\varepsilon = \tan^{-1}\left( \frac{\partial U_2}{\partial x_1} \right) \) should be equal to each other. Figure 4 shows the comparison for angles of stress and strain obtained in the experiment and LES simulation at \( x = 0.4445 \text{ m}, z = 0.0 \). From the experimental data, it can be observed that the angle of stress \( \gamma_\tau \) and strain \( \gamma_\varepsilon \) do not show agreement. After \( y^+ \) of 100, the angle of stress remains positive, while the angle
of strain decreases to a negative value. Similar behavior is captured by the LES model. On the edge of the boundary layer, $u'_2u'_{3}$ and $u'_1u'_{2}$ are close to 0; the angles of stress $\gamma_{1}$ and strain $\gamma_{3}$ from the LES simulation show more deviation compared to the predictions within the boundary layer. It is found that the LES provides an appropriate estimation of the anisotropic eddy viscosity feature of the flow. Thus, it is believed that the LES simulations for film cooling will provide an adequate reference for anisotropic eddy viscosity correlation.

**Figure 4.** Comparison of angles of stress and strain at $x = 0.4445$ m, $z = 0.0$ obtained from LES model results and experimental data [14].

### 3.2. Method Used for LES Data Post-Processing to Obtain Anisotropic Eddy Viscosity

The LES resolves most of the turbulence structures in film cooling flows; thus, it does not need eddy viscosity, as it is used in RANS turbulence models. However, if an analogy between the LES data and RANS data is made, then the anisotropic eddy viscosity distributions for the flow field calculated by LES can be directly calculated and analyzed. Based on the analysis, correlations in three directions are developed for a three-directional anisotropy ratio. The method used in LES data post-processing is introduced here.

The instantaneous LES results are averaged over about 2 flow-through times. The LES results directly give only time-averaged data like $\overline{U}_i \overline{U}_j$, while for quantities such as the Reynolds Stress $\overline{u'_i u'_j}$ and the kinetic energy $k$, additional calculations are needed. Then, if more information for the turbulent flow needs to be extracted, further data post-processing is needed. To extract anisotropic eddy viscosity, which is needed in the present study, a similar approach is used to extract Reynolds stresses, turbulent kinetic energy, and eddy viscosity from DNS [39].

The $\overline{U}_i \overline{U}_j$ term can be derived as follows in turbulent flows:

$$\overline{U}_i \overline{U}_j = (\overline{U}_i + u'_i)(\overline{U}_j + u'_j) = \overline{U}_i \overline{U}_j + \overline{U}_i u'_j + \overline{U}_j u'_i + u'_i u'_j = \overline{U}_i \overline{U}_j + u'_i u'_j. \quad (15)$$

Then, the Reynolds stress $\overline{u'_i u'_j}$ can be calculated as:

$$\overline{u'_i u'_j} = \overline{U}_i \overline{U}_j - \overline{U}_i U_j. \quad (16)$$

For realistic data post-processing, the terms $\overline{U}_i \overline{U}_j$, $-\overline{U}_i U_j$, and $\frac{\partial U_i}{\partial x_j}$ are obtained from instantaneous data sampling. This means averaging instantaneous results over a period of time, through the custom.
field function in ANSYS Fluent. Specifically, for the averaged data, the eddy viscosity of interest in vertical and spanwise direction can be found from Equation (17):

\[-u'_1 u'_2 = \nu_{t,xy} \left( \frac{\partial U_1}{\partial x_2} + \frac{\partial U_2}{\partial x_1} \right), \quad -u'_1 u'_3 = \nu_{t,xz} \left( \frac{\partial U_1}{\partial x_3} + \frac{\partial U_3}{\partial x_1} \right).\] (17)

It is worth mentioning that, in order to calculate the full tensor of eddy viscosity, the turbulent kinetic energy needs to be used as Equation (4) indicates. However, since the anisotropic eddy viscosities in the vertical and spanwise directions from Equation (16) are the focus of this study, the turbulent kinetic energy does not need to be used. In the following sections, the eddy viscosity with respect to vertical and spanwise directions are defined as \(\nu_{t,y}\) and \(\nu_{t,z}\) to succinctly represent \(\nu_{t,xy}\) and \(\nu_{t,xz}\). Thus, the spanwise and vertical anisotropy ratio \(f_{anisotropy}\), which represents the anisotropy of eddy viscosity, will be defined as follows:

\[f_{anisotropy} = \frac{\nu_{t,z}}{\nu_{t,y}}.\] (18)

### 3.3. Post-Processing of LES Results and Analysis of Anisotropic Eddy Viscosity

For direct visualization of the anisotropic eddy viscosity effects, the LES and URANS results are compared with identical case setup and mesh. For providing high-quality LES results, a 5 million mesh is used for running the LES and URANS simulation study under a blowing ratio of 2.0 and density ratio of 1.0, considering the near-field region of film cooling. The case setup is based on Sinha et al. [40]’s experiment, the same as was done in Yu and Yavuzkurt [25]. The only difference is that the LES and URANS both used a denser mesh. The averaged values such as velocity gradients and Reynolds stresses from LES and URANS are calculated and compared in several locations. For LES, 100,000 time steps of results are averaged, which corresponds to 10 flow-through time (calculated based on 15D downstream distance). For URANS, an isotropic eddy viscosity assumption has been adopted in the model as usual; the post-processing for the eddy viscosity is only for double-checking how the URANS model works in film cooling and for providing a direct comparison with the LES results. The goal of the comparison is to find the shortcomings of RANS with respect to isotropic eddy viscosity assumption. Regarding the URANS model, the eddy viscosity can be calculated in the \(k-\varepsilon\) model as:

\[\nu_{t,isotropic} = C_{\mu} \frac{k^2}{\varepsilon}.\] (19)

Thus, in the post-processing of URANS results, the velocity gradients and eddy viscosity from the time-averaged data are extracted, and the Reynolds stresses are calculated as shown in Equation (16). In Figures 5 and 6, the strain rate, Reynolds stress, eddy viscosity and dimensionless temperature obtained from LES and URANS results are compared in the \(z/D = 0.1\) plane, which is near the film cooling wall. The isotropic eddy viscosity distribution post-processed from URANS can be seen in Figure 6. It is found that this isotropic eddy viscosity \(\nu_{t,isotropic}\) is more like \(\nu_{t,y}\) in the LES result. On the other hand, URANS significantly underestimates the \(\nu_{t,z}\) both around the hole and in the near-field region after the hole in a comparison shown in Figure 6. Therefore, the URANS model underestimates \(-u'_1 u'_3\) in the spanwise region, compared with the LES model, as observed in Figures 5 and 6. The URANS model has been blamed for underpredicting the spanwise spreading of CRVP and therefore higher centerline effectiveness. Figure 7 shows the spanwise profiles of film cooling effectiveness obtained using the URANS and LES models. At \(x/D = 15\), centerline effectiveness is overpredicted for the URANS model, while spanwise spreading of the jet is underpredicted compare to LES results and experimental data. The present study explains the underlying reasons for this. The underestimation of \(-u'_1 u'_3\) leads to the underprediction of the turbulent diffusion in the spanwise direction, and results in predicting an insufficient spanwise spreading of the jet and overprediction of the centerline effectiveness.
The URANS model has been blamed for underpredicting the spanwise spreading of CRVP and therefore higher centerline effectiveness. Figure 7 shows the spanwise profiles of film cooling effectiveness obtained using the URANS and LES models. At x/D = 15, centerline effectiveness is overpredicted for the URANS model, while spanwise spreading of the jet is underpredicted compared to LES results and experimental data. The present study explains the underlying reasons for this. The underestimation of $u''_3$ leads to the underprediction of the turbulent diffusion in the spanwise direction, and results in predicting an insufficient spanwise spreading of the jet and overprediction of the centerline effectiveness.

**Figure 5.** Top view of time-averaged strain rates, $u''_1, u''_2, u''_3$ Reynolds stresses, eddy viscosity in y, z direction, anisotropy ratio, and film cooling effectiveness at y/D = 0.1 plane obtained using LES.

**Figure 6.** Top view of time-averaged strain rate, $u''_1, u''_2, u''_3$ Reynolds stresses, eddy viscosity, and film cooling effectiveness at y/D = 0.1 plane obtained using URANS.
and $\nu$ are both highly dynamic in the LES results, do not follow a similar pattern. This leads to a nonuniform $\nu$-trend to follow the sign of $\partial U / \partial x$ on the left and positive on the right in the given coordinate system. In many regions, the absolute value $\partial U / \partial x$ within the film cooling jet, which makes the $\partial u_1 / \partial x_1 + \partial u_3 / \partial x_3$ term generally follow the sign of $\partial u_1 / \partial x_1$. $u_1'$ is positive on both sides of the jet, so $-u_1' u_3'$ tends to follow the sign of $u_3'$.

Figures 8 and 9 show the front view of the strain rate, the Reynolds stress, the eddy viscosity and the dimensionless temperature distributions obtained by LES and RANS at $x/D = 5$ plane. Both the URANS and LES models show negative values on the left and positive values on the right side of the jet for $\partial u_2 / \partial x_1 + \partial u_1 / \partial x_3$ and $-u_1' u_2'$ terms. Due to the counter rotating vortex pair, both $\partial u_3 / \partial x_1$ and $u_3'$ are negative on the left and positive on the right in the given coordinate system. In many regions, the absolute value of $\partial u_1 / \partial x_1$ is smaller than that of $\partial u_3 / \partial x_1$ within the film cooling jet, which makes the $\partial u_1 / \partial x_1 + \partial u_3 / \partial x_3$ term generally follow the sign of $\partial u_1 / \partial x_1$. $u_1'$ is positive on both sides of the jet, so $-u_1' u_3'$ tends to follow the sign of $u_3'$.

Figure 7. Spanwise distribution of film cooling effectiveness obtained from URANS and LES models at $x/D = 15$ for DR = 2, $M = 1$.

Figure 8. Front view of time-averaged strain rate, $-u_1' u_2'$, $-u_1' u_3'$ Reynolds stress, eddy viscosity, and film cooling effectiveness obtained using LES for $x/D = 5$ plane.
Figure 9. Front view of time-averaged strain rate, $-u'_1u'_2$, $-u'_1u'_3$, Reynolds stress, eddy viscosity, and film cooling effectiveness obtained using URANS for $x/D = 5$ plane.

It is found that URANS underestimates the high value of Reynolds stress close to the wall. The isotropic eddy viscosity, as expected, is quite uniform in the URANS results. On the other hand, it is seen in Figure 8 that the eddy viscosities $\nu_{t,y}$ and $\nu_{t,z}$ are both highly dynamic in the LES results, and the contours of $\nu_{t,y}$ and $\nu_{t,z}$ do not follow a similar pattern. This leads to a nonuniform distribution of the anisotropy ratio $f_{anisotropy} = \nu_{t,z} / \nu_{t,y}$, as plotted in Figure 8. Firstly, the anisotropy ratio is not always 1 in the cooling jets; positive and negative values can be observed, which is similar to the turbulent behavior observed in Kaszeta and Simon’s experiment [15], which indicates that the stress does not follow the direction of the mean strain in some regions in such a complex flow field. Secondly, it is found that the anisotropy ratio is high close to the wall and decreases to 1 in the jet.

The dimensionless temperature at planes of $y/D = 0.05$, $y/D = 0.5$, and $y/D = 1.0$ from LES results are shown in Figures 10–12. $\nu_{t,y}$ and $\nu_{t,z}$ are very different in the flow field at $y/D = 0.05$, as shown in Figure 10. The anisotropy ratio $f_{anisotropy}$ is more than 5 in most of the region after the hole. As indicated in Figure 11, at $y/D = 0.5$, $\nu_{t,y}$ and $\nu_{t,z}$ tend to be similar in many locations. Right after the hole, the anisotropy ratio is around 1. Between $x/D = 6$ and 8, a higher-value region is observed for the anisotropy ratio. For $y/D = 1.0$, the anisotropy ratio distribution is more uniform after the film cooling hole, compared to the distribution in Figures 10 and 11.
Figure 9. Front view of time-averaged strain rate, $\frac{\partial U_1}{\partial x_1}$, $\frac{\partial U_2}{\partial x_2}$, $\frac{\partial U_3}{\partial x_3}$, Reynolds stresses, eddy viscosity, and film cooling effectiveness obtained using URANS for $x/D = 5$ plane.

Figure 10. Top view of time-averaged strain rate, $\frac{\partial U_1}{\partial x_1}$, $\frac{\partial U_2}{\partial x_2}$, $\frac{\partial U_3}{\partial x_3}$, Reynolds stresses, eddy viscosity in y, z direction, anisotropy ratio, and film cooling effectiveness obtained using LES for $y/D = 0.05$ plane.

Figure 11. Top view of time-averaged strain rate, $\frac{\partial U_1}{\partial x_1}$, $\frac{\partial U_2}{\partial x_2}$, $\frac{\partial U_3}{\partial x_3}$, Reynolds stresses, eddy viscosity in y, z direction, anisotropy ratio, and film cooling effectiveness obtained using LES for $y/D = 0.5$ plane.

Figure 12. Top view of time-averaged strain rate, $\frac{\partial U_1}{\partial x_1}$, $\frac{\partial U_2}{\partial x_2}$, $\frac{\partial U_3}{\partial x_3}$, Reynolds stresses, eddy viscosity in y, z direction, anisotropy ratio, and film cooling effectiveness obtained using LES for $y/D = 1.0$ plane.
3.4. Three-Directional Anisotropy Ratio Correlation Development

To capture the strongly anisotropic eddy viscosity effect in film cooling flows, a mathematical correlation is developed to represent the anisotropy ratio $f_{anisotropy}$ distributions in all three directions. As introduced above, the anisotropy ratio is large near the wall, and decreases along the wall-normal direction, as expected. As the distance to the wall decreases, $u'_2$ decays much faster than $u'_3$ due to the impermeable wall, which results in the eddy viscosity in the vertical direction ($\nu_{t,z}$) decreasing. Figure 13 further illustrates this point. In Figure 13, vertical lines are drawn at many different locations after the film cooling hole, and the anisotropy ratios are plotted against log $y^+$. It is found that, before $y^+$ of 300, the anisotropy ratio decreases with $y^+$. After $y^+$ of 300, the anisotropy ratio returns to a constant around 1.0, as would be expected. To follow the trend of vertical distribution of the anisotropy ratio, a correlation is proposed. The correlation assumes the log of anisotropy ratio follows a linear formula with log of $y^+$ before $y^+$ of 300, which can be expressed as follows:

$$\log \frac{\nu_{t,z}}{\nu_{t,y}} = a + b \log y^+, \quad (20)$$

while the correlation returns to a constant value of 1.0 after $y^+$ of 300. The best fitting of values $a$ and $b$ is obtained with all the data points, as shown in Figure 13. Thus, a correlation of $f_{anisotropy}$ in the vertical direction has been obtained as follows:

$$f_{anisotropy,y} = \begin{cases} 
\exp(3.77815 - 1.39985 \log y^+), & y^+ < 300 \\
1.0, & y^+ \geq 300 
\end{cases} \quad (21)$$
The values given by the correlation are also plotted in Figure 13. The correlation is representative of the y-direction distribution of the anisotropy ratio.

Large oscillations of anisotropy ratio are found after $y^+$ of 1000. The freestream turbulence intensity in the experiment is about 0.2%. Far from the wall, the Reynolds stresses become extremely small, so the anisotropy ratios are not stable in this region.

For developing the anisotropy ratio distribution in the streamwise direction, its distribution in the $x$ direction is analyzed first. The streamwise direction distributions at various $y$ locations are plotted in Figure 14. It can be observed in Figure 14 that the anisotropy ratio follows a damping function shape in the relatively near-field region, but approaches a small constant value of 1 far downstream. Meanwhile, at higher $y$ locations, the damping function is initiated at a location slightly further downstream. The strong damping region seems to originate from the strong jet and crossflow interaction regions, and closely follows the trajectory of the cooling jet. The cooling jet exits the film cooling hole at $y/D$ of 0, then the trajectory of the jet goes higher and interacts with the mainstream at higher locations as it goes farther downstream.

To capture this trend of streamwise direction distributions for anisotropy ratio, a damping dynamic system function is proposed as the fundamental formula for the correlation. A typical damping dynamic system function is defined as:

$$ g = 1 - \frac{1}{\beta} e^{-\xi x} \sin \left( \sqrt{1 - \xi^2} x + \theta \right), $$

where $\xi$ is the damping ratio, and phase angle $\theta$ is defined as:

$$ \theta = \tan^{-1} \left( \frac{\sqrt{1 - \xi^2}}{\xi} \right). $$

As seen in Figure 14, since the anisotropy ratio would first decrease then increase in the $x$ direction, the basic formula for the damping function is modified to be:

$$ g' = -g + 1 = \frac{1}{\beta} e^{-\xi x} \sin (\beta x + \theta). $$
For performing the function transformations to a formula that is suitable for fitting the data shown in Figure 14, four parameters, \(a, b, c, d\) are used as follows:

\[
\mathbf{f}_{\text{anisotropy}, x} = a \cdot g' + b, \quad x = \frac{x}{c} - d.
\] (25)

After the fitting of the damping ratio and the transformation parameters of \(a, b, c, d\), a correlation of the streamwise direction distribution of the anisotropy ratio has been obtained as follows:

\[
\log(a) = 0.16345 - 1.82552 \cdot \log(y/D)
\]
\[
c = 0.29794 + 1.2163 \cdot (y/D)
\]
\[
\log(d) = 0.97036 + 1.07698 \cdot \log(y/D).\] (26)

\(b\) is determined by the anisotropy ratio function in the vertical direction.
The anisotropy ratio given by the correlation has been plotted in Figure 14 as the solid line. It can be seen that, with a singular correlation, the anisotropy ratios capture well the values and trends of streamwise anisotropic eddy viscosity distributions at different \( y \) locations.

For the spanwise anisotropic eddy viscosity distributions, as shown in Figure 15, a two-peak type of distribution has been found.

To represent the two peaks’ shape anisotropic distribution in the spanwise direction, the following formula has been proposed:

\[
\begin{align*}
\frac{f_{\text{anisotropy}, z}}{\mu} &= 3 \left( \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(z/d-0.4)^2}{2\sigma^2}} + \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(z/d+0.4)^2}{2\sigma^2}} \right). \\
& \quad \text{(27)}
\end{align*}
\]

The formula is composed of two classic Gauss distributions, symmetric around the centerline of \( z \). The averaged value of the anisotropy ratio correlation in the \( z \) direction is 1. This correlation does not change the averaged anisotropy ratio; it only changes the shape of the value. Through fitting the mean value for the distribution \( \mu \) and the variance \( \sigma^2 \), the spanwise direction correlation for the anisotropy ratio has been formulated as follows:

\[
\frac{f_{\text{anisotropy}, z}}{\mu} = \frac{3}{2} \left( \frac{1}{\sqrt{0.4\pi}} e^{-\frac{(z/d-0.4)^2}{0.4^2}} + \frac{1}{\sqrt{0.4\pi}} e^{-\frac{(z/d+0.4)^2}{0.4^2}} \right). \\
& \quad \text{(28)}
\]

Figure 15 shows the anisotropy ratio from the above correlation. It is found that the \( z \) direction correlation matches well with the trend of anisotropy ratios in different streamwise directions.

In summary, a three-directional anisotropy ratio correlation has been developed as follows:

\[
f_{\text{anisotropy}} = f_{\text{anisotropy}, xy} \cdot f_{\text{anisotropy}, z}. \\
& \quad \text{(29)}
\]
The anisotropy ratio correlation is then implemented into the momentum, turbulent kinetic energy, and energy equations in the URANS region of the DES model. The underprediction of eddy viscosity in the spanwise direction can be improved through the anisotropy ratio correlation. Further away from the wall, vortices are generated by the shear layer in the LES region.

For the momentum equation, eddy viscosity is multiplied by $f_{\text{anisotropy}}$ in the Reynolds stress equation for the x and z directions.

$$-u_1' u_3' = f_{\text{anisotropy}} \cdot v_1 \left( \frac{\partial u_1}{\partial x_3} + \frac{\partial u_3}{\partial x_1} \right)$$  \tag{30}

In the turbulent kinetic energy equation, eddy viscosity is multiplied by $f_{\text{anisotropy}}$ in the z diffusion term:

$$\frac{\partial}{\partial x_3} \left( \frac{f_{\text{anisotropy}} \cdot v_1}{\sigma_k} \frac{\partial k}{\partial x_3} \right).$$  \tag{31}

In the energy equation, eddy viscosity is multiplied by $f_{\text{anisotropy}}$ in the turbulent heat flux term for the z direction:

$$-u_3' T' = f_{\text{anisotropy}} \cdot v_1 \frac{\partial T}{\partial u_3}.$$  \tag{32}

4. Modeling of the Near Field of Film Cooling with Three-Directional Eddy Viscosity Using a Modified DES Model

4.1. Computational Domain and Simulation Setup

The computational domain and test setup were based on the experimental study by Cai et al. [33]. The schematic of the experimental setup is shown in Figure 16. In Cai et al. [33]’s experiment, a test section of 40 \times 40 \times 200 mm was built and one row of 11 film cooling holes with a 35° inline injection angle were used. The diameter of the hole (D) is 1 mm. The distance between the neighboring hole is 3D, while the length to diameter ratio of the injection tube is around 5. The actual measurement area was a 30D long \times 5D wide domain downstream, corresponding to five holes. A fast PSP technique with a frequency response of up to 6 kHz was used for the measurement. A PSP coating was deposited on the region of interest, and a high-resolution camera was used to record the luminescence intensity from the experiment. After post-processing the data with proper orthogonal decomposition (POD) analysis, instantaneous and time-averaged film cooling effectiveness fields were generated. With a constant density ratio, the film cooling effectiveness for a wide range of blowing ratios from 0.135 to 1.5 was presented and analyzed.

Figure 16. Schematic of the experimental setup from Cai et al. [33] and the computational domain used in this study.
The computational domain was proposed accordingly. Schematics of the front and top views of the computational domain are shown in Figure 17. The computational domain for the mainstream was $36D \times 20D \times 3D$, with a length of $6D$ before the hole and $30D$ downstream. With a mainstream velocity of $30 \text{ m/s}$ and room-temperature conditions, three blowing ratios of 0.5, 1.0, and 1.5 under density ratio of 0.967 were simulated, corresponding to the previously introduced experiment. The freestream turbulence intensity for the cases was assumed to be 1.5%.

![Figure 17. Schematic of the front and top view of the computational domain.](image)

High-quality structured mesh, generated with ANSYS ICEM, was used in this study. As shown in Figure 18, a multiblock meshing strategy was used to comply the geometry, with “O-grid” blocking to create the mesh corresponding to the jet hole. Fine mesh is applied to the near-wall and near-field regions for capturing more turbulent structures in those regions. URANS simulation is used as a reference in a quantitative comparison of the centerline effectiveness. Mesh sensitivity testing has been performed with URANS. The simulation results yielded from 1.5 million and 2.0 million meshes showed a less than 3% difference. Thus, the 2.0 million mesh is appropriate for the URANS simulations. The DES and modified DES simulations use the same 2.0 million mesh for providing a comparison of the simulation approach. The time step is assigned to be $2.0 \times 10^{-6}$ s for all the simulations. The time step meets the CFL condition to make sure that the fluid from a given mesh cell propagates only to its immediate neighbors within one time step.

4.2. Results and Discussion

Three operating conditions with a density ratio of 0.967 and blowing ratios of 0.5, 1.0, and 1.5 were studied. Simulation results were obtained with the URANS, DES, and modified DES model. The URANS results were mainly used to provide a reference for the centerline effectiveness comparison, whereas the instantaneous and time-averaged contours obtained with DES and modified DES were analyzed in detail. Figure 19 shows the side view of instantaneous dimensionless temperature contours from DES and modified DES simulations. It is seen that both the DES and modified DES models predict vortical structures, which indicates proper transformation from URANS to LES in the main flow region for the jet and mainstream interactions. As the blowing ratio increases, the momentum
ratio increases, so the jet trajectory is higher. The higher trajectory enhances the mixing between the jet and mainstream. For the moderate blowing ratio of 0.5, sweeping oscillation features are seen downstream. For the higher blowing ratios of 1.0 and 1.5, the oscillations are more irregular. As the blowing ratio changes from 0.5 to 1.5, the momentum ratio increases from 0.259 to 2.327. The stronger shear between the jet and mainstream generates more eddies in high blowing ratio cases.

![Mesh for plenum, film cooling tubes, and mainstream.](image)

**Figure 18.** Mesh for plenum, film cooling tubes, and mainstream.

![Side view of instantaneous dimensionless temperature contours for M = 0.5, 1.0, and 1.5 in the center plane obtained using DES and modified DES models.](image)

**Figure 19.** Side view of instantaneous dimensionless temperature contours for M = 0.5, 1.0, and 1.5 in the center plane obtained using DES and modified DES models.

Figure 20 shows the front view of instantaneous dimensionless temperature contours for the three blowing ratios. The jets lift off for all three blowing ratios; the contact region between jet and blade is limited instantaneously, which means the cooling effect is not ideal near the hole. As seen in Figure 20,
both models predict the asymmetric nature of the jet. The mixing between jet and mainstream is greatly enhanced for higher blowing ratios, especially for \( M = 1.5 \). This leads to insufficient cooling to the blade. The strong shear generates vortices, such that not only convection, but also advection, helps the mixing. Convection is the heat transfer due to the vortices, whereas an advection reflects the fluid transport by bulk motions, such as turbulence in the original flow and mixing between the jet and mainstream.

![Figure 20. Front view of instantaneous dimensionless temperature contours at (a) \( x/D = 5 \), (b) \( x/D = 10 \), (c) \( x/D = 15 \) obtained by the DES and modified DES models.](image)

Figure 20. Front view of instantaneous dimensionless temperature contours at (a) \( x/D = 5 \), (b) \( x/D = 10 \), (c) \( x/D = 15 \) obtained by the DES and modified DES models.

Figure 21 depicts the front view of time-averaged dimensionless temperature contours and velocity vectors at \( x/D = 5 \) for detailed flow structure analysis. The distance between the core of the jet and the surface increases; the averaged surface contact region decreases with increasing blowing ratio. The spanwise mixing is enhanced at higher blowing ratios. Counter-rotating vortex pairs are observed in the vector plots. The entrainment of hot gas from the mainstream to the surface is found to reduce the protective effect of the cooling jet.

Figure 22 shows the front view of time-averaged dimensionless temperature contours obtained by DES and modified DES. In Figure 22, it is seen that the spanwise mixing between the jet and mainstream is effectively enhanced by the modified DES model. The cooling jet has a higher contact area in the modified DES model, which indicates enhancement in the spanwise spreading of the CRVP. For \( M = 1.0 \) and \( M = 1.5 \), the spanwise spreading of the temperature reaches the side wall at \( x/D = 5 \) and \( x/D = 10 \), which indicates that neighboring jets start to interact with each other. The modified DES model, which enhances the spanwise spreading of the CRVP and therefore the temperature diffusion, is a better approach for flat plate film cooling modeling, especially for the case of multihole film cooling modeling.
The experiment shows a clear liftoff right after the hole, and the neighboring jets start to interact with each other after \( x/D = 10 \). The modified DES simulation results show similar features.

Figure 21. Front view of time-averaged dimensionless temperature contours overlaid with time-averaged velocity vectors at \( x/D = 5 \) obtained using modified DES.

Figure 22. Front view of time-averaged dimensionless temperature contours at \( x/D = 5 \), \( x/D = 10 \), and \( x/D = 15 \) obtained using the DES and modified DES models.

In Figure 23, the time-averaged film cooling effectiveness contours from modified DES simulations are compared with the 2D effectiveness measurements [33]. At first, similar trends could be observed in the contour for the simulation and experimental results. For \( M = 0.5 \), the modified DES results show similar film cooling effectiveness distribution before \( x/D = 10 \) compared to the measured results. After \( x/D = 10 \), the modified DES results indicated insufficient mixing of the jet and mainstream in this case. Better predictions of spanwise mixing in the downstream were observed for \( M = 1.0 \) and 1.5. For \( M = 1.5 \), the experiment shows a clear liftoff right after the hole, and the neighboring jets start to interact with each other after \( x/D = 10 \). The modified DES simulation results show similar features.
In Figure 22, the time-averaged film cooling effectiveness contours from modified DES simulations are compared with the 2D effectiveness measurements [33]. At first, similar trends could be observed in the contour for the simulation and experimental results. For $M = 0.5$, the modified DES results show similar film cooling effectiveness distribution before $x/D = 10$ compared to the measured results. After $x/D = 10$, the modified DES results indicated insufficient mixing of the jet and mainstream in this case. Better predictions of spanwise mixing in the downstream were observed for $M = 1.0$ and 1.5. For $M = 1.5$, the experiment shows a clear liftoff right after the hole, and the neighboring jets start to interact with each other after $x/D = 10$. The modified DES simulation results show similar features.

Figure 23 gives a quantitative comparison of centerline effectiveness calculated using the URANS, DES, and modified DES models with the experimental results. For $M = 0.5$ and $M = 1.5$, modified DES shows a higher centerline effectiveness compared to the DES model results, which is closer to the experimental data. The original DES model overpredicts the jets’ liftoff. The modified DES model shows better results. After $x/D = 10$, the modified DES model shows a lower prediction of the centerline effectiveness. As the jet reattaches to the blade surface, turbulent diffusion is more effective. URANS generally overpredicts the centerline effectiveness after the hole because it does not resolve any vortices.
and unsteadiness, so spanwise spreading is underestimated. A quantitative comparison of the original DES model and modified DES model has been made. Under a blowing ratio of 0.5, the DES and modified DES deviate by 62.4% and 51.5%, respectively, from the experimental data. Under a blowing ratio of 1.0, the DES and modified DES deviate by 39.8% and 26.7%, respectively, from the experimental data. Under a blowing ratio of 1.5, the DES and modified DES result in 33.5% and 28.9% deviations, respectively, from the experimental results.

Figure 23. Top view of time-averaged film cooling effectiveness contours for (a) M = 0.5, (b) M = 1.0, and (c) M = 1.5 obtained using the modified DES model and Cai et al. [33].

Figure 24. Comparison of centerline effectiveness from the URANS, DES, and modified DES models with the experimental results [33] for (a) M = 0.5, (b) M = 1.0, and (c) M = 1.5.

Figure 25. Comparison of centerline effectiveness from the URANS, DES, and modified DES models with the experimental results [33] for (a) M = 0.5, (b) M = 1.0, and (c) M = 1.5.
Figure 25 shows the vortical structures in jet and crossflow interaction colored by dimensionless temperature from modified DES simulations. Detailed vortical structures like horseshoe, Kelvin-Helmholtz, and hairpin vortices are clearly seen in the results. It is found that the initial oscillations create the horseshoe vortices. In the near field, the rolling-up of the shear layer is predicted in the modified DES simulation, which enhances convection and advection in fluid transport. The strong shear between the jet and mainstream generates the Kelvin-Helmholtz vortices. As the blowing ratio increases, the momentum ratio increases from 0.259 to 2.327, and more vortices are generated in higher blowing ratio cases. Another indication from Figure 25 is that more mixing is induced in the M = 1.0 and 1.5 cases, as the color is more uniform in these cases.

![Figure 25. Vortices generated during jet and crossflow interaction, colored by dimensionless temperature, obtained using the modified DES model.](image)

5. Conclusions

In this study, a three-dimensional anisotropic eddy viscosity approach is developed and used for modifying the DES model with regards to the near-field film cooling simulations. For the film cooling turbulent flow field, the jet and crossflow interactions lead to highly anisotropic and non-homogeneous eddy viscosity distribution. The spatially varied anisotropic eddy viscosity is post-processed and discussed from the point of view of the high-fidelity LES film cooling simulation results. Specifically, the Reynolds stress, eddy viscosity in different directions, and anisotropy ratio are extracted and discussed from the LES results. Then, the correlations of the anisotropy ratio in the x, y, and z directions are developed based on the anisotropy ratio distributions obtained from the LES results. The anisotropic eddy viscosity approach is proposed to be applied to the DES model for better film cooling simulations. Thus, the modified DES model is attained by implementing the three-directional anisotropic eddy viscosity correlation into the DES model. It is found that the modified DES results in better predictions in 2D and centerline effectiveness compared with the original DES model. For a quantitative comparison of the modified DES and original DES models in the centerline effectiveness prediction, the original DES yields results in 62.4%, 39.8%, and 33.5% deviations from the experimental data, respectively, while the modified DES produces 51.5%, 26.7%, and 28.9% deviations from the experimental data under blowing ratios of 0.5, 1.0, and 1.5, and a density ratio of 0.967. Better centerline effectiveness predictions of the modified DES model reflect that the modified DES enhances the spanwise spreading of the CRVP, thus improving the spanwise mixing and diffusion in film cooling simulations. Valuable predictions for the vortices' evolution in film cooling are observed. In addition,
the modified DES model matches well the 2D film cooling effectiveness experimental measurements, as well as the instantaneous and time-averaged temperature distributions.
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