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Abstract—Power distribution systems are experiencing a large-scale integration of Converter-Interfaced Distributed Energy Resources (CIDERs). This complicates the analysis and mitigation of harmonics, whose creation and propagation are facilitated by the interactions of converters and their controllers through the grid. In this paper, a method for the calculation of the so-called Harmonic Power-Flow (HPF) in three-phase grids with CIDERs is proposed. The distinguishing feature of this HPF method is the generic and modular representation of the system components. Notably, as opposed to most of the existing approaches, the coupling between harmonics is explicitly considered. The HPF problem is formulated by combining the hybrid nodal equations of the grid with the closed-loop transfer functions of the CIDERs, and solved using the Newton-Raphson method. The grid components are characterized by compound electrical parameters, which allow to represent both transposed or non-transposed lines. The CIDERs are represented by modular linear time-periodic systems, which allows to treat both grid-forming and grid-following control laws. The method’s accuracy and computational efficiency are confirmed via time-domain simulations of the CIGRE low-voltage benchmark microgrid. This paper is divided into two parts, which focus on the development (Part I) and the validation (Part II) of the proposed method.

Index Terms—Distributed energy resources, harmonic power-flow study, polyphase power systems, power electronic converters, unbalanced grid power.

NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| \( g \in \mathcal{G} \) | The ground node (\( \mathcal{G} := \{0\} \)) |
| \( p \in \mathcal{P} \) | A phase terminal (\( \mathcal{P} := \{A, B, C\} \)) |
| \( n \in \mathcal{N} \) | A three-phase node (\( \mathcal{N} := \{1, \ldots, N\} \)) |
| \( V_n \) | The phasors of the nodal voltages at node \( n \in \mathcal{N} \) |
| \( I_n \) | The phasors of the injected currents at node \( n \in \mathcal{N} \) |
| \( \ell \in \mathcal{L} \) | A branch element (\( \ell = (m, n) : m, n \in \mathcal{N} \)) |
| \( Z_\ell \) | A compound branch impedance at \( \ell \in \mathcal{L} \) |
| \( I_\ell \) | The phasors of the current flows through \( \ell \in \mathcal{L} \) |
| \( t \in \mathcal{T} \) | A shunt element (\( t = (n, g) : n \in \mathcal{N}, g \in \mathcal{G} \)) |
| \( Y_t \) | A compound shunt admittance at \( t \in \mathcal{T} \) |
| \( I_t \) | The phasors of the current flows through \( t \in \mathcal{T} \) |
| \( \mathcal{B} \) | The branch graph (\( \mathcal{B} := (\mathcal{N}, \mathcal{L}) \)) |
| \( A_{\mathcal{B}} \) | The three-phase branch incidence matrix |
| \( S \cup \mathcal{R} \) | A partition of \( \mathcal{N} (\mathcal{N} = S \cup \mathcal{R}, S \cap \mathcal{R} = \emptyset) \) |
| \( I_S \) | The phasors of the injected currents at all \( s \in S \) |
| \( V_\mathcal{R} \) | The phasors of the nodal voltages at all \( r \in \mathcal{R} \) |
| \( Y_S \times \mathcal{R} \) | The block of \( Y \) linking \( I_S \) and \( V_\mathcal{R} \) |
| \( H \) | The compound hybrid matrix (w.r.t. \( S, \mathcal{R} \)) |
| \( H_S \times \mathcal{R} \) | The block of \( H \) linking \( Y_S \) and \( V_\mathcal{R} \) |
| \( f \) | An arbitrary frequency |
| \( f_1 \) | The fundamental frequency (\( f_1 := \frac{1}{T} \)) |
| \( h \in \mathcal{H} \) | A harmonic order (\( \mathcal{H} := \{-h_{\max}, \ldots, h_{\max}\} \)) |
| \( f_h \) | The harmonic frequency of order \( h \) (\( f_h := h \cdot f_1 \)) |
| \( V_S \) | The column vector composed of the Fourier coefficients of \( V_S \) |
| \( \hat{H}_{S \times \mathcal{R}} \) | The Toeplitz matrix of the Fourier coefficients of \( H_{S \times \mathcal{R}} \) (i.e., \( \hat{H}_{S \times \mathcal{R}}(f) \) evaluated at \( f = f_h \)) |

CIDER Model

\( \gamma \) The power grid
\( \pi \) The power hardware of a CIDER
\( \kappa \) The control software of a CIDER
\( \alpha \) The actuator of a CIDER
\( \rho \) The reference calculation of a CIDER
\( \sigma \) The setpoint of a CIDER
\( \lambda \) A stage inside the cascaded structure of a CIDER (\( \lambda \in \{1, \ldots, A\} \))
\( \varphi_\lambda \) The filter element associated with stage \( \lambda \)
\( \kappa_\lambda \) The controller element associated with stage \( \lambda \)
\( \mathbf{x}(t) \) The state vector of a state-space model
\( \mathbf{u}(t) \) The input vector of a state-space model
\( \mathbf{y}(t) \) The output vector of a state-space model
\( \mathbf{w}(t) \) The disturbance vector of a state-space model
\( \mathbf{A}(t) \) The system matrix of an LTP system
\( \mathbf{B}(t) \) The input matrix of an LTP system
\( \mathbf{C}(t) \) The output matrix of an LTP system
\( \mathbf{D}(t) \) The feed-through matrix of an LTP system
\( \mathbf{E}(t) \) The input disturbance matrix of an LTP system
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I. INTRODUCTION

POWER distribution systems are undergoing a large-scale integration of distributed energy resources, such as renewable generators, energy storage systems, and modern loads. Typically, these resources are interfaced with the grid via power electronic converters. The controllability of such Converter-Interfaced Distributed Energy Resources (CIDERs) is a crucial asset for power-system operation. Moreover, thanks to recent advances in power-system instrumentation and state estimation (e.g., [2]), real-time situational awareness is nowadays available for power distribution systems. The deployment of such automation technology is contributing to the development of Active Distribution Networks (ADNs), whose power flows can be regulated, mainly by controlling the CIDERs [3]. However, the presence of large numbers of CIDERs can jeopardize the stability of the system. Therefore, it is vital to first understand the causes of instabilities, and then apply this knowledge to design robust controllers.

Recently, several standardization committees have worked on the classification, modeling, and analysis of stability issues in ADNs (e.g., [4], [5]). The instabilities observed in such systems are related to the transfer or balance of power in the grid, or interactions between the resources. Due to the prevalence of CIDERs, converter a.k.a harmonic stability is of particular importance [4]. Namely, the interaction of CIDERs through the grid can lead to unstable oscillations at harmonic frequencies (e.g., [6]).

Whether a particular subsystem is a source of excessive harmonics can be detected by a variety of empirical indicators [7], [8]. However, in order to design controllers which are robust w.r.t. harmonic instability, the creation and propagation of harmonics must be understood in detail via Harmonic Analysis (HA) (e.g., [9]). This two-part paper focuses on the formulation and solution of the Harmonic Power-Flow (HPF) problem in three-phase power grids with CIDERs. The assessment of harmonic stability and the design of robust controllers, which are inherently related to the solvability of the HPF problem[1] will be the subject of future work.

HA can be performed using transient, steady-state, or hybrid methods. Usually, transient methods work with time-domain models, steady-state methods with frequency-domain models, and hybrid methods with a combination of both. Time-domain analysis is accurate but computationally intensive, which may not be practical for large systems. Frequency-domain analysis can be computationally more efficient, but the reliability of the results depends on the accuracy of the models (i.e., in view of approximations such as linearizations). In this respect, ensuring that a model is accurate, computationally efficient, and generally applicable at the same time is a tough challenge. According to experience, the last point receives the least priority. As a result, many of the existing frequency-domain models are only valid for specific devices and controllers, or they neglect the coupling between harmonics. In order to overcome these limitations, a novel modeling framework for three-phase power grids with CIDERs is developed in this two-part paper. More precisely, the grid model is based on polyphase circuit theory, and the CIDER model on Linear Time-Periodic (LTP) systems theory. Notably, the CIDER model is modular w.r.t. resource components (i.e., power hardware, control software, and reference calculation), generic w.r.t. control laws (i.e., grid-forming or grid-following behaviour), and accurate w.r.t. the generation and propagation of harmonics (in particular: coupling between harmonics).

The main contributions of this two-part paper are as follows:

- A generic, modular, and accurate modeling framework for three-phase power grids with CIDERs is developed. Notably, the coupling between harmonics is considered.
- Based on this modeling framework, a formulation of the HPF problem which can be solved by a single-iterative algorithm via the Newton-Raphson is proposed.
- A detailed validation of the HPF method is performed on individual resources and on the CIGRE low-voltage benchmark microgrid. Moreover, the scalability and computational intensity of the method are investigated.

This paper is divided into two parts: Part I focuses on the development of the HPF method, and Part II on its validation. The remainder of this part is organized as follows. Section II gives an overview of the state-of-the-art. Sections III and IV present the models of the grid and CIDERs, respectively. Section V explains how the HPF problem is formulated and solved. Section VI draws some first conclusions.

II. LITERATURE REVIEW

For the convenience of the reader, the literature review is divided w.r.t. transient, steady-state, and hybrid methods. Due to space limitations, only selected works are discussed in this paper. More complete reviews can be found in [12]–[15].

[1] By definition, a system is unstable if the equations describing its behaviour have no equilibrium points [4], [10]. For example, unsolvability of the power-flow equations implies that the power system cannot reach a steady state.
A. Transient Methods

Transient methods treat the entire system in time domain. The grid and the connected resources (incl. their controllers) are described by a system of Differential-Algebraic Equations (DAEs), which is solved by numerical integration (e.g., using Runge-Kutta methods). The spectra are then calculated from the obtained waveforms via the DFT or similar techniques.

Electrical circuits can be studied via nodal analysis (i.e., using nodal equations given by Kirchhoff’s current law) or mesh analysis (i.e., using branch equations given by Kirchhoff’s voltage law). Classical nodal analysis is widely used in power-systems engineering. It relies on two fundamental hypotheses: i) all voltage and current sources are referenced w.r.t. the ground, and ii) the grid can be represented by a lumped-element model. For instance, the Electromagnetic Transient Program (EMTP) employs nodal analysis. If the circuit contains ungrounded voltage or current sources, the associated branch equations need to be considered, too. For example, the Simulation Program with Integrated Circuit Emphasis (SPICE) utilizes this method, which is called Modified Nodal Analysis (MNA). Some electrical components (e.g., switches or controlled sources) cannot be described by nodal and branch equations alone, so additional equations have to be introduced. This universal approach, which is known as Modified Augmented Nodal Analysis (MANA), is notably implemented in EMTP-RV.

Since each component can be represented by a precise time-domain model, transient methods can yield extremely accurate results. However, this accuracy comes at the cost of computational intensity, which hinders the analysis of large-scale power systems. Therefore, recent works have looked into the development of models which are both accurate and computationally efficient. In [22], the converter models are split into slow/nonlinear and fast/linear states, and model-order reduction is performed on the latter. In [23], an average model of a converter is improved with a switching emulator.

B. Steady-State Methods

If only the steady-state solution (i.e., the periodic waveforms that remain after all transients have died out) are of interest, the analysis can be performed directly in the frequency domain. Namely, the DAEs from the time domain can be restated as algebraic equations in the frequency domain using the Fourier transform. The unknowns of these so-called HPF equations are the harmonic phasors of the time-domain variables. In specific cases, the harmonic voltages and currents can be approximated by known linear functions of the respective fundamental tones alone. Under these circumstances, one can first calculate the fundamental voltages and currents in a standard power-flow study, and then infer the harmonic ones (i.e., via the said functions). This technique is called Direct Harmonic Analysis (DHA). In general, the HPF equations are nonlinear, and hence have to be solved iteratively (e.g., using the Newton-Raphson method). This approach is called Iterative Harmonic Analysis (IHA) or HPF study. IHA is comparable to transient analysis in terms of accuracy, but its computational cost is substantially lower. Moreover, this method can be generalized to include interharmonics.

Various works have studied how standard approaches for power-flow analysis can be extended to HPF study. In [26], the nodal equations are solved in the frequency domain using the Newton-Raphson method. In [27], the branch equations are used instead. Other researchers use double-iterate methods for IHA. In [28], a standard power-flow study is performed at the master-level, and then refined through IHA at the slave-level. Notably, these subproblems are formulated in different reference frames, namely phase coordinates and symmetrical components, respectively. In [31], the master instead performs a sophisticated AC/DC power-flow study.

In [32], LTI state-space models are employed for the detection of the fundamental and harmonic currents. Some works use LTP systems theory, a generalization of LTI systems theory, for the analysis of power electronic converters. However, modern power systems are so complex that both the structure and the parameters of the underlying models are only partially known or even unknown (i.e., grey- or black-box models). Therefore, data-driven methods, which allow to cope with such lack of information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic information, have recently gained attention. For instance, one can train an artificial neural network to learn the harmonic model of a CIDER, such as a photovoltaic generator or an electric-vehicle charging station. In [39], a recursive least-squares estimator is employed for data-driven HPF studies.

C. Hybrid Methods

In presence of elements with strongly nonlinear behaviour, IHA can suffer from convergence problems. In this case, one can treat the strongly nonlinear resources in time domain and the weakly nonlinear ones in frequency domain. Usually, only a handful of resources are analyzed in time domain in order to keep the computational intensity low. In [42], a dynamic phasor model is used for the simulation and analysis of harmonics in microgrids.

D. Motivation for Further Work in the Field

As explained in Section I and discussed in detail in [4], ADNs are particularly vulnerable to harmonic instability due to the prevalence of CIDERs. Naturally, good understanding of the generation and propagation of harmonics is fundamental for the design of controllers which are robust against harmonic instability. This requires a suitable method for the formulation and solution of the HPF equations. Such a method has to

\textsuperscript{2} Note that the spectrum of a periodic waveform is nonzero only at integer multiplies of the fundamental frequency.

\textsuperscript{3} Indeed, the system stability is inherently related to the solvability of the system equations (e.g., [4], [10]), in this case the HPF equations.
be computationally efficient, and the underlying models need to be *generic* (i.e., w.r.t. grid topology and control laws), *modular* (i.e., w.r.t. the components of resources and grid), and *accurate* (i.e., capture the creation and propagation of harmonics through the resources and the grid). In terms of computational burden, steady-state methods appear to perform better than transient methods. As to generality and accuracy, the approaches based on LTP systems theory \([15], [54]\) appear promising, but the underlying system models are not modular.

This paper presents an HPF method for three-phase power grids with CIDERs, which is based on polyphase circuit theory and LTP systems theory. In contrast to existing approaches, the CIDERs are explicitly divided into modular blocks (i.e., power hardware, control software, and reference calculation), which are coupled via transforms. This has major advantages. Firstly, grid-forming and grid-following CIDERs can be represented by the same generic structure. Secondly, the blocks can be described in different reference frames if needed. Moreover, this inherently accounts for the propagation of harmonics due to coordinate transformations (e.g., the Park/Clarke transform). Thirdly, as nonlinear behaviour is confined to one block (i.e., the reference calculation), the numerical analysis is facilitated. The HPF problem is defined by hybrid nodal equations of the grid and the closed-loop transfer functions of the CIDERs, whose mismatches must be zero in equilibrium. The resulting system of nonlinear equations is solved numerically by means of the Newton-Raphson method. Since only the reference calculations of the CIDERs are nonlinear, a single-iterative algorithm is sufficient – as opposed to the double-iterative algorithms used in many existing approaches \(e.g., [28], [31]\).

### III. Model of the Electrical Grid

In this section, some fundamental concepts of circuit theory, which the authors of this paper have discussed in \([45]\), are recalled and generalized for the purpose of HPF analysis of three-phase systems \(5\). Section III-A discusses the lumped-element model of the grid, and Section III-B the compound admittance and hybrid matrices which describe the nodal equations.

#### A. Lumped-Element Model

Consider a generic three-phase grid (i.e., radial or meshed, including transposed or non-transposed line \(5\) with balanced or unbalanced nodal injections \(5\), which is equipped with a neutral conductor. Suppose that the neutral conductor is grounded by an effective earthing system, which ensures that the neutral-to-ground voltages are negligible. That is, the phase-to-neutral voltages are equivalent to phase-to-ground voltages, and fully describe the grid state. Further, assume that the grid can be represented by a set of lumped-element models which are linear and passive (i.e., they contain no active elements like voltage or current sources). Let \(g \in \mathcal{G} := \{0\}\) be the ground and \(n \in \mathcal{N}\) the nodes, each of which comprises the full set of phase terminals \(p \in \mathcal{P} := \{A, B, C\}\). The lumped elements are divided into branch elements \(\ell \in \mathcal{L} \subseteq \mathcal{N} \times \mathcal{N}\) and shunt elements \(t \in \mathcal{T} = \mathcal{N} \times \mathcal{G}\) as illustrated in Fig. 1.

In line with these considerations, the following hypotheses are made w.r.t. the properties of the grid model:

**Hypothesis 1.** Since the lumped elements of the grid model are linear and passive, its circuit equations can be formulated independently at each frequency \(f\) using either impedance or admittance parameters. Each branch element \(\ell\) is described by an impedance equation

\[
V_m(f) - V_n(f) = Z_\ell(f)I_\ell(f), \quad \forall \ell = (m, n) \in \mathcal{L} \quad (1)
\]

where \(Z_\ell \in \mathbb{C}^{3 \times 3}\) is the compound impedance of the branch element, \(I_\ell \in \mathbb{C}^{3 \times 1}\) is the current flowing through it, and \(V_m, V_n \in \mathbb{C}^{3 \times 1}\) are the phase-to-ground voltages at its start and end node, respectively. Each shunt element \(t\) is described by an admittance equation

\[
Y_t(f)V_n(f), \quad \forall t = (n, g) \in \mathcal{T} \quad (2)
\]

where \(Y_t \in \mathbb{C}^{3 \times 3}\) is the compound admittance of the shunt element, and \(I_t \in \mathbb{C}^{3 \times 1}\) the current flowing through it.

In general, (1)–(2) do not correspond to an LTI system (i.e., linearity w.r.t. frequency does not guarantee time-invariance). More precisely, the grid model is LTI if and only if it consists of frequency-independent resistor (or conductor), inductor, and capacitor elements \(6\) (e.g., \([45]\)). Yet, the generic form of (1)–(2) does allow to treat frequency-dependent parameters if needed.

Moreover, note that (1)–(2) describe the behaviour of the grid in phase coordinates. It is important to note that these equations are valid irrespective of any asymmetries in the system w.r.t. the grid components (e.g., due to non-transposition of lines) or the nodal injections/absorptions (e.g., due to unbalances of generation/load) \([29]\). Therefore, these phase-domain equations are particularly suitable for power distribution systems (i.e., unlike sequence-domain equations), where such asymmetries are common.

Note that the term “compound electrical parameters” refers to polyphase impedance or admittance matrices, which take into account the electromagnetic coupling between different phases (e.g., \([44]\)). These compound electrical parameters are assumed to have the following properties:

**Hypothesis 2.** The compound branch impedance matrices \(Z_\ell\) are symmetric, invertible, and lossy at all frequencies:

\[
Z_\ell(f) = (Z_\ell(f))^T
\]

\[
\exists Y_\ell(f) = (Z_\ell(f))^{-1}
\]

\[
\Re \{Z_\ell(f)\} \geq 0
\]

\(6\) For instance, the grid model is LTI if \(Z_\ell(f) = R_\ell + j2\pi fL_\ell\) (\(\forall \ell \in \mathcal{L}\)) and \(Y_\ell(f) = G_\ell + j2\pi fC_\ell\) (\(\forall t \in \mathcal{T}\)) for constant \(R_\ell, L_\ell, G_\ell,\) and \(C_\ell\).

\(5\) Note that \([45]\) discusses the modelling of polyphase systems which are in sinusoidal steady state.

\(5\) A line is transposed if the positions of its phase conductors are repeatedly swapped along the course of the line, thus guaranteeing by construction that its compound electrical parameters are circulant \([14]\).

\(6\) The nodal injections or absorptions of a three-phase system are balanced if they consist of positive-sequence components only (i.e., the negative- and homopolar-sequence components are null) \([30]\).

\(5\) Typically, effective earthing systems serve their purpose up to frequencies of a few kilohertz. Therefore, this hypothesis is reasonable for HPF studies, which typically consider harmonics up to order 20-25 (i.e., 1.0-1.5 kHz).
B. Compound Admittance and Hybrid Matrices

The compound shunt admittance matrices \(Y_t\) are symmetric, invertible, and lossy at all frequencies if they are nonzero:

\[
\text{if } Y_t(f) \neq 0: \begin{bmatrix} Y_t(f) = (Y_t(f))^T \\ \exists Z_t(f) = (Y_t(f))^{-1} \\ \Re\{Y_t(f)\} \succeq 0 \end{bmatrix}
\]

These properties follow from fundamental laws of physics (e.g., Maxwell’s equations), and hold for a broad variety of grid components. For instance, the electrical parameters of lines, conventional transformers, and series or shunt compensators satisfy these properties. Notably, the symmetry property holds for both transposed and non-transposed lines\(^{10}\). Only a few types of grid components, such as phase-shifting transformers, exhibit different characteristics (i.e., the symmetry property does not hold).

Observe that Hyp. 2 refers to the exact parameters of the grid components. In case the exact parameters are not known, they have to be inferred from measurements via system identification (e.g., least-squares regression). The obtained estimated parameters may violate the properties in Hyp. 2, unless corresponding constraints are imposed on the solution of the system-identification problem \(^{46}\).

The branch graph \(\mathfrak{B} := (\mathcal{N}, \mathcal{L})\) specifies the grid topology. Its three-phase incidence matrix \(A_{\mathfrak{B}}\) is defined as

\[
A_{\mathfrak{B}} := (A_{\mathfrak{B}})_{kn} := \begin{cases} + \text{diag}(1_3) & \text{if } k = (n, \cdot) \\ - \text{diag}(1_3) & \text{if } k = (\cdot, n) \\ 0_{3 \times 3} & \text{otherwise} \end{cases}
\]

where \(\text{diag}(1_3)\) and \(0_{3 \times 3}\) are the identity and null matrix, respectively, of size \(3 \times 3\). Accordingly, \(A_{\mathfrak{B}} \in \mathbb{R}^{3|\mathcal{L}| \times 3|\mathcal{N}|}\). The primitive compound admittance matrices \(Y_L\) and \(Y_T\) associated with the branches and shunts, respectively, are defined as (e.g., see \(^{47}\))

\[
Y_L(f) := \text{diag}_{\ell \in \mathcal{L}}(Y_\ell(f)) \in \mathbb{C}^{3|\mathcal{L}| \times 3|\mathcal{L}|} \\
Y_T(f) := \text{diag}_{\ell \in \mathcal{T}}(Y_\ell(f)) \in \mathbb{C}^{3|\mathcal{N}| \times 3|\mathcal{N}|}
\]

Let \(V\) and \(I\) be the vectors of all phase-to-ground voltages and nodal injected currents, respectively:

\[
V(f) := \text{col}_{n \in \mathcal{N}}(V_n(f)) \in \mathbb{C}^{3|\mathcal{N}| \times 1} \\
I(f) := \text{col}_{n \in \mathcal{N}}(I_n(f)) \in \mathbb{C}^{3|\mathcal{N}| \times 1}
\]

The compound nodal admittance matrix \(Y \in \mathbb{C}^{3|\mathcal{N}| \times 3|\mathcal{N}|}\), which links \(I\) to \(V\), is calculated as follows:

\[
I(f) = Y(f)V(f), \quad Y(f) = A_{\mathfrak{B}}^TY_L(f)A_{\mathfrak{B}} + Y_T(f) \tag{10}
\]

As proven in \(^{43}\), the following Lemma holds:

Lemma 1. Suppose that Hyps. 2 and 5 hold, the branch graph \(\mathfrak{B}\) is weakly connected, and the compound branch impedances \(Z_{\ell}(f)\) are strictly lossy (i.e., \(\Re\{Z_{\ell}(f)\} > 0 \forall \ell \in \mathcal{L}\)). Further, partition the nodes \(\mathcal{N}\) into two disjoint sets \(\mathcal{S}\) and \(\mathcal{R}\)

\[
\mathcal{N} = \mathcal{S} \cup \mathcal{R}, \quad \mathcal{S} \cap \mathcal{R} = \emptyset \tag{11}
\]

(observe that this implies \(|\mathcal{N}| = |\mathcal{S}| + |\mathcal{R}|\)). Then, the associated block form of the nodal admittance equations \(^{10}\)

\[
\begin{bmatrix} I_S(f) \\ I_R(f) \end{bmatrix} = \begin{bmatrix} Y_{S \times S}(f) & Y_{S \times R}(f) \\ Y_{R \times S}(f) & Y_{R \times R}(f) \end{bmatrix} \begin{bmatrix} V_S(f) \\ V_R(f) \end{bmatrix} \tag{12}
\]

can be reformulated into the nodal hybrid equations

\[
\begin{bmatrix} V_S(f) \\ I_S(f) \\ I_R(f) \end{bmatrix} = \begin{bmatrix} H_{S \times S}(f) & H_{S \times R}(f) \\ H_{R \times S}(f) & H_{R \times R}(f) \end{bmatrix} \begin{bmatrix} V_S(f) \\ V_R(f) \end{bmatrix} \tag{13}
\]

The blocks of the compound hybrid matrix \(H\) are given by

\[
H_{S \times S}(f) = Y_{S \times S}^{-1}(f) \in \mathbb{C}^{3|\mathcal{S}| \times 3|\mathcal{S}|} \tag{14} \\
H_{S \times R}(f) = -Y_{S \times S}^{-1}(f)Y_{S \times R}(f) \in \mathbb{C}^{3|\mathcal{S}| \times 3|\mathcal{R}|} \tag{15} \\
H_{R \times S}(f) = Y_{R \times S}(f)Y_{S \times S}^{-1}(f) \in \mathbb{C}^{3|\mathcal{R}| \times 3|\mathcal{S}|} \tag{16} \\
H_{R \times R}(f) = Y_{R \times R}(f) \in \mathbb{C}^{3|\mathcal{R}| \times 3|\mathcal{R}|} \tag{17}
\]

where \(Y_{/Y_{R \times R}}\) is the Schur complement of \(Y\) w.r.t. \(Y_{R \times R}\).

In the HPF study, \(\mathcal{S}\) and \(\mathcal{R}\) are the nodes with grid-forming and grid-following CIDERs, respectively (see Section V).

Observe that \(^{(13)}\) holds for any arbitrary frequency \(f\) (i.e., as stated in Hyp. 5 and 2). Now, consider the special case of harmonic frequencies \(f_h\), which are defined by the harmonic orders \(h \in \mathcal{H}\) w.r.t. a given fundamental frequency \(f_1\):

\[
f_h := h \cdot f_1, \quad h \in \mathcal{H} \subset \mathbb{Z} \tag{18}
\]

Due to the assumed linearity of the grid components (recall Hyp. 1), the hybrid nodal equations \(^{(13)}\) can be formulated separately at each of the harmonic frequencies \(f_h\). Combining the equations for the individual harmonic frequencies yields a system of equations for the entire harmonic spectrum

\[
\begin{bmatrix} \hat{V}_S \\ \hat{I}_S \\ \hat{V}_R \\ \hat{I}_R \end{bmatrix} = \begin{bmatrix} \hat{H}_{S \times S} & \hat{H}_{S \times R} \\ \hat{H}_{R \times S} & \hat{H}_{R \times R} \end{bmatrix} \begin{bmatrix} \hat{V}_S \\ \hat{V}_R \end{bmatrix} \tag{19}
\]
where
\[ \hat{V}_S := \text{col}_{h \in H}(V_S(f_h)) \in \mathbb{C}^{3|H||S| \times 1} \]
\[ \hat{H}_{S \times S} := \text{diag}_{h \in H}(H_{S \times S}(f_h)) \in \mathbb{C}^{3|H||S| \times 3|H||S|} \]

The remaining blocks of \( \hat{V} \), \( \hat{I} \), and \( \hat{H} \) are defined analogously.

IV. MODEL OF CONVERTER-INTERFACED DISTRIBUTED ENERGY RESOURCES

In this section, the CIDER model is proposed. First, the time-domain state-space model is presented in Section IV-A. Then, the harmonic-domain state-space model is derived using LTP systems theory in Section IV-B.

A. Time-Domain State-Space Model

Depending on the operating mode, a CIDERs is classified as either grid-forming or grid-following (e.g., [4]):

**Definition 1.** A grid-forming CIDER controls the magnitude and frequency of the grid voltage at its point of connection.

**Definition 2.** A grid-following CIDER controls the injected current with a specific phase displacement w.r.t. the fundamental component of the grid voltage at its point of connection. This requires a grid-synchronization mechanism which provides knowledge of the fundamental-frequency phasor of the grid voltage (e.g., a PLL).

That is, a grid-forming CIDER behaves like a controlled voltage source with finite output impedance, and a grid-following CIDER like a controlled current source. As will be shown shortly, either behaviour can be represented by a transfer function which characterizes the creation and propagation of harmonics by the respective type of resource.

Both types of CIDERs have the same generic structure shown in Fig. 2: they consist of the power hardware \( \pi \) and control software \( \kappa \). The power hardware consists of an actuator \( \alpha \), for instance a full-wave or half-wave bridge, and a filter \( \varphi \), for example an L, LC, LCL or higher-order filter. The filter consists of filter stages \( \varphi_\lambda \), whose state variables (i.e., currents through inductors or voltages across capacitors) can be controlled if desired. Therefore, in general, each filter stage \( \varphi_\lambda \) in the power hardware can be coupled with a corresponding controller stage \( \kappa_\lambda \) in the control software. Each pair of filter and controller stage forms a control loop, as illustrated in Fig. 2. However, in practice, it may not be necessary to use a controller stage for each and every filter stage (i.e., a CIDER can have fewer controller stages than filter stages). In such cases, the schematic in Fig. 2 can be simplified accordingly. Internally, each controller stage may comprise several parallel controllers (e.g., for the mitigation of specific harmonics).

Additionally, the control software contains the reference calculation \( \rho \), which computes the reference signal for the controller from the setpoint \( \sigma \) (i.e., voltage magnitude and frequency for grid-forming CIDERs, active/reactive power for grid-following ones). These setpoints are provided by system-level controllers (e.g., tertiary controls), which act on a significantly slower timescale than the resource-level controllers (e.g., primary and secondary controls). That is, they move the equilibrium by changing the setpoints, but have no impact on the harmonics (e.g., [49], [50]). Hence, the system-level controllers can be neglected for the purpose of steady-state analysis.

Observe that power hardware and control software are connected in a circular fashion: one’s outputs are the other’s inputs. The power hardware subsystem is analog and continuous-time, whereas the control software subsystem is digital and discrete-time. These subsystems are interfaced via Analog-to-Digital Converters (ADCs) and Digital-to-Analog Converters (DACs), which are coupled with Low-Pass Filters (LPFs) for anti-aliasing and anti-imaging, respectively. In general, the models of the grid, power hardware, and control software are formulated in different reference frames. This is represented by the transforms \( \tau_{\pi|\gamma} \) and \( \tau_{\gamma|\pi} \) in Fig. 2. Moreover, the electrical connections of grid and power hardware may be different (e.g., four-wire lines vs. three-leg or four-leg power converters). This is captured by the transforms \( \tau_{\pi|\gamma} \) and \( \tau_{\gamma|\pi} \) in Fig. 2.

For the purpose of HPF study, the system is assumed to be in periodic steady state:

**Hypothesis 3.** There exists a steady state in which all time-variant quantities are periodic with period \( T \). That is, the system behaviour is characterized by the fundamental frequency \( f_1 \) and the harmonic orders \( h \in \mathcal{H} \).

The existence of a steady-state solution, as well as its location in the solution space, depend on the setpoints imposed by the
system-level controllers. In the periodic state, the components
of the CIDER as shown in Fig. 4 are described by LTP models.

As previously mentioned, the power hardware is an analog
continuous-time system. It is represented by the LTP model
\[
\begin{align*}
x_{\pi}(t) &= A_{\pi}(t)x_{\pi}(t) + B_{\pi}(t)u_{\pi}(t) + E_{\pi}(t)w_{\pi}(t) \\
y_{\pi}(t) &= C_{\pi}(t)x_{\pi}(t) + D_{\pi}(t)u_{\pi}(t) + F_{\pi}(t)w_{\pi}(t)
\end{align*}
\]
where \( x_{\pi}(t), u_{\pi}(t), y_{\pi}(t), \) and \( w_{\pi}(t) \) are the state, input, output, and disturbance vector, respectively, of the power hardware. Accordingly, \( A_{\pi}(t), B_{\pi}(t), C_{\pi}(t), D_{\pi}(t), E_{\pi}(t), \) and \( F_{\pi}(t) \) are the system, input, output, feed-through, input disturbance, and output disturbance matrix, respectively. The sizes of these vectors and matrices depend on the reference frame in which
the power hardware is modelled.\(^{12}\) The transforms linking the grid and the power hardware are described by
\[
\begin{align*}
\tau_{\pi;\gamma} : w_{\pi}(t) &= T_{\pi;\gamma}(t)w_{\pi}(t) \\
\tau_{\gamma;\pi} : y_{\gamma}(t) &= T_{\gamma;\pi}^{-1}(t)y_{\pi}(t), \quad [T_{\gamma;\pi}^{-1}(t)]_{1,\Lambda} = T_{\gamma;\pi}(t)
\end{align*}
\]
where \( T_{\pi;\gamma}(t) \) and \( T_{\gamma;\pi}(t) \) are the associated transformation matrices. Only one column block of \( T_{\pi;\gamma}(t) \) is nonzero, since \( y_{\gamma}(t) \) includes only the block \( y_{\gamma,\Lambda}(t) \) of \( y_{\pi}(t) \). This LTP form is generic: for instance, it allows to represent the behaviour of switching equipment (e.g., \([15, 51]\)). If this is not required, the LTP equations become LTI (i.e., a trivial case of periodic).

The control software is a digital discrete-time system. In
this respect, the following hypothesis is made:

**Hypothesis 4.** The ADCs, DACs, and their LPFs (see Fig. 2)
are designed such that an exact reconstruction of the signals
is feasible in the frequency band of interest for HPF studies
(i.e., in line with the Nyquist-Shannon sampling theorem).

That is, the effects of sampling and quantization in the ADCs
and reconstruction in the DACs can be neglected. Therefore,
the control software can be represented by an equivalent
continuous-time model. Analogous to (22)–(23) of the power
hardware, the control software is described by the LTP system
\[
\begin{align*}
x_{\pi}(t) &= A_{\pi}(t)x_{\pi}(t) + B_{\pi}(t)u_{\pi}(t) + E_{\pi}(t)w_{\pi}(t) \\
y_{\pi}(t) &= C_{\pi}(t)x_{\pi}(t) + D_{\pi}(t)u_{\pi}(t) + F_{\pi}(t)w_{\pi}(t)
\end{align*}
\]
The size of the matrices and vectors depends on the frame of reference in which the control software is modelled.\(^{13}\)

As previously mentioned, in general, each filter stage can be coupled with a controller stage. Accordingly, each control loop \( \lambda \) is associated with a corresponding block in \( y_{\pi}(t) \) and \( u_{\pi}(t) \):
\[
\begin{align*}
y_{\pi}(t) &= \text{col}_\lambda (y_{\pi,\lambda}(t)) \\
u_{\pi}(t) &= \text{col}_\lambda (u_{\pi,\lambda}(t))
\end{align*}
\]

If some filter stages are not coupled with a controller stage, the associated blocks can simply be omitted.

Recall from Fig. 2 that the outputs of the power hardware
are connected to the inputs of the control software, and vice
versa. Since the influence of the ADCs, DACs, and LPFs can be neglected according to Hyp. 4, only the transforms remain:
\[
\begin{align*}
u_{\pi}(t) &= T_{\pi;\gamma}(t)y_{\pi}(t), \quad T_{\pi;\gamma}(t) = \text{diag}_\lambda (T_{\pi;\gamma}(t)) \\
u_{\pi}(t) &= T_{\pi;\gamma}(t)y_{\pi}(t), \quad w_{\rho}(t) = T_{\pi;\gamma}(t)w_{\pi}(t)
\end{align*}
\]
The Clarke \(^{52}\) and Park \(^{53}\) transform are notable examples, which are widely used. In general, the transformation matrices
are rectangular \(^{14}\)(i.e., not necessarily square).

As specified in Fig. 2 and (22)–(23), the grid acts both as a
disturbance and an output from the point of view of the
power hardware. Whether the phase-to-ground voltage \( v(t) \)
or the injected current \( i(t) \) at the point of connection is the
disturbance or output, depends on the operating mode of the
CIDER. According to Defs. \([1, 2]\):
\[
\begin{align*}
w_{\gamma}(t) &\sim \begin{cases} i(t) & \text{if CIDER is grid-forming} \\ v(t) & \text{if CIDER is grid-following} \end{cases} \\
y_{\gamma}(t) &\sim \begin{cases} v(t) & \text{if CIDER is grid-forming} \\ i(t) & \text{if CIDER is grid-following} \end{cases}
\end{align*}
\]

Similarly, as specified in Fig. 2 and \((26)–(27)\), the setpoint is
a disturbance from the point of view of the control software.
In view of Defs. \([1, 2]\):
\[
\begin{align*}
w_{\rho}(t) &\sim \begin{cases} V, f & \text{if CIDER is grid-forming} \\ P, Q & \text{if CIDER is grid-following} \end{cases}
\end{align*}
\]
The reference calculation is described by the function \( r(\cdot, \cdot) \):
\[
r : \quad w_{\rho}(t) = r\left(w_{\rho}(t), w_{\rho}(t)\right)
\]

It is important to note that \( r(\cdot, \cdot) \) need not be linear. For grid-
following CIDERs (i.e., with \( PQ \) control), which compose
the majority of resources in a power grid, \( r(\cdot, \cdot) \) is nonlinear.
For grid-forming CIDERs (i.e., with \( Vf \) control), which are
the minority of resources (typically only one), \( r(\cdot, \cdot) \) is linear.
The fact that only a small part of the CIDER model (i.e.,
the reference calculation) may be nonlinear, whereas most of
the CIDER model (i.e., LTP systems and LTP transforms) is
exactly linear, is crucial for computational efficiency. This will
be discussed in more detail later.

The proposed generic state-space model is obtained by combining the models of the power hardware, the control
software, the transformations, and the reference calculation.
The corresponding block diagram is shown in Fig. 3. Note
that the proposed model is fully modular thanks to the
transformation linking its blocks. Therefore, each block can be
modeled in a different frame of reference if desired. As
previously mentioned, the grid is typically described in phase
coordinates \(^{29}\), symmetrical components \(^{30}\), and
the control software in direct-quadrature-zero components \(^{52}\)
or alpha-beta-gamma components \(^{52}\). The power hardware can
be described in any of these reference frames.

\(^{12}\) If phase coordinates are used, \( x_{\pi}, y_{\pi} \in \mathbb{R}^{3 \times 1} \) and \( u_{\pi}, y_{\pi} \in \mathbb{R}^{3 \times 1} \).

\(^{13}\) In case direct-quadrature components are used, \( x_{\pi}, y_{\pi} \in \mathbb{R}^{2 \times 1} \) and
\( u_{\pi}, y_{\pi} \in \mathbb{R}^{2 \times 1} \). The sizes of the matrices follow from \((26)–(27)\).

\(^{14}\) It is common to model the power hardware in phase (\( ABC \)) coordinates
and the control software in direct-quadrature (\( DQ \)) components, respectively.
In this case, \( T_{\pi;\gamma} = T_{\pi;\gamma|ABC} \in \mathbb{R}^{2 \times 3} \) and \( T_{\pi;\gamma} = T_{\pi;\gamma|DQ} \in \mathbb{R}^{3 \times 2} \).
and vectors are of infinite size. In practice, only the harmonics

\[
\Omega_\pi = 2\pi f_1 \text{diag}(h \cdot 1_\pi)
\]

(46)

\[
\Omega_\kappa = 2\pi f_1 \text{diag}(h \cdot 1_\kappa)
\]

(47)

The time-domain transformations \[29]-\[31] can analogously be formulated in the frequency domain as

\[
\hat{U}_\kappa = \hat{T}_{\pi|\kappa} \hat{Y}_\pi
\]

(48)

\[
\hat{U}_\pi = \hat{T}_{\pi|\kappa} \hat{Y}_\kappa
\]

(49)

Equations (42)–(43) and (44)–(45) can be combined into

\[
\hat{j} \hat{\Omega} \hat{X} = \hat{A} \hat{X} + \hat{B} \hat{U} + \hat{E} \hat{W}
\]

(50)

\[
\hat{Y} = \hat{C} \hat{X} + \hat{D} \hat{U} + \hat{F} \hat{W}
\]

(51)

where

\[
\hat{X} = \text{col}(\hat{X}_\pi, \hat{X}_\kappa)
\]

(52)

\[
\hat{A} = \text{diag}(\hat{A}_\pi, \hat{A}_\kappa)
\]

(53)

The remaining vectors (i.e., \(\hat{Y}\) etc.) and matrices (i.e., \(\hat{B}\) etc.) are defined analogously. Combining equations (48)–(49) yields

\[
\hat{U} = \hat{T} \hat{Y}
\]

(54)

where

\[
\hat{T} = \begin{bmatrix}
0 & \hat{T}_{\pi|\kappa} \\
\hat{T}_{\pi|\kappa}^T & 0
\end{bmatrix}
\]

(55)

One can interpret (50)–(51) as the open-loop model of the subsystem composed of power hardware and control software excl. reference calculation, and (54) as the associated feedback control law. In order to obtain the closed-loop model, substitute (54) into (50)–(51) and solve for \(\hat{X}\) and \(\hat{Y}\):

\[
\hat{j} \hat{\Omega} \hat{X} = \hat{A} \hat{X} + \hat{E} \hat{W}
\]

(56)

\[
\hat{Y} = \hat{C} \hat{X} + \hat{F} \hat{W}
\]

(57)

where the matrices \(\hat{A}, \hat{C}, \hat{E},\) and \(\hat{F}\) are given by

\[
\hat{A} = \hat{A} + \hat{B}(\text{diag}(1) - \hat{T} \hat{D})^{-1} \hat{T} \hat{C}
\]

(58)

\[
\hat{C} = (\text{diag}(1) - \hat{T} \hat{D})^{-1} \hat{C}
\]

(59)

\[
\hat{E} = \hat{E} + \hat{B}(\text{diag}(1) - \hat{T} \hat{D})^{-1} \hat{T} \hat{F}
\]

(60)

\[
\hat{F} = (\text{diag}(1) - \hat{T} \hat{D})^{-1} \hat{F}
\]

(61)

and \(\text{diag}(1)\) is an identity matrix of suitable size. Naturally, the matrices \(\hat{A}, \hat{C}, \hat{E},\) and \(\hat{F}\) can only be computed if the inverses of \(\text{diag}(1) - \hat{T} \hat{D}\) and \(\text{diag}(1) - \hat{T} \hat{D}\) exist. There is no general guarantee for this. However, since the terms in question depend only on known parameters, one can assess offline (i.e., before the HPF study) whether these conditions hold. In this respect, the following hypothesis is made:

**Hypothesis 5.** The closed-loop model \([56]-[57]\) exists (i.e., \(\text{diag}(1) - \hat{T} \hat{D}\) and \(\text{diag}(1) - \hat{T} \hat{D}\) are invertible).

Solve (56) for \(\hat{X}\) and substitute the result into (57) in order to obtain the closed-loop transfer function from \(\hat{W}\) to \(\hat{Y}\):

\[
\hat{Y} = \hat{G} \hat{W}, \quad \hat{G} = \hat{C}(j\hat{\Omega} - \hat{A})^{-1} \hat{E} + \hat{F}
\]

(62)

\(\hat{G}\) is the closed-loop gain. The existence of the closed-loop model alone (i.e., Hyp. 5) does not guarantee the existence

---

\[^{15}\text{Standards for voltage and power quality typically account for harmonics up to order 20-25 (i.e., 1.0-1.5 kHz).}\]
of the closed-loop gain. In order for this to be the case, the term \( j\Omega - \hat{A} \) needs to be invertible. For the sake of rigour and transparency, this hypothesis is explicitly declared:

**Hypothesis 6.** The closed-loop transfer function \((62)\) exists (i.e., the matrix \( j\Omega - \hat{A} \) is invertible).

Recall \((52) - (53)\) and write \((62)\) in block form:

\[
\begin{bmatrix}
\hat{Y}_\gamma \\
\hat{Y}_\kappa
\end{bmatrix} = \begin{bmatrix}
\hat{G}_{\pi\pi} & \hat{G}_{\pi\kappa} \\
\hat{G}_{\kappa\pi} & \hat{G}_{\kappa\kappa}
\end{bmatrix} \begin{bmatrix}
\hat{W}_\pi \\
\hat{W}_\kappa
\end{bmatrix}
\]  

(63)

In order to derive the closed-loop transfer function of the entire CIDER (i.e., from \( \hat{W}_\kappa \) to \( \hat{Y}_\kappa \)), the reference calculation needs to be included via the term \( \hat{W}_\kappa \). Recall that the time-domain function \( f(\cdot, \cdot) \) in \((56)\) is in general nonlinear. Hence, finding a corresponding relation in frequency domain may not be straightforward. However, one can presume the following:

**Hypothesis 7.** There exists a differentiable function \( \hat{R}(\cdot, \cdot) \), which approximates \( f(\cdot, \cdot) \) in the harmonic domain:

\[ \hat{W}_\kappa \approx \hat{R}(\hat{W}_\rho, \hat{W}_\sigma) \]  

(64)

Differentiability of \( \hat{R}(\cdot, \cdot) \) is needed for the numerical solution of the HPF equations \[(6)\]. This will be discussed further shortly. Finally, it is worth noting that \( \hat{R}(\cdot, \cdot) \) can be nonlinear.

In line with \((32)\), one finds that

\[ \hat{\dot{W}}_\rho = \hat{T}_{\kappa|\pi} \hat{\dot{W}}_\pi \]  

(65)

Through substitution of \((64)\) and \((65)\) into \((63)\), one obtains

\[
\hat{Y}_\pi(\hat{W}_\sigma, \hat{W}_\rho) = \hat{G}_{\pi\pi} \hat{W}_\pi + \hat{G}_{\pi\kappa} \hat{R}(\hat{W}_\sigma, \hat{T}_{\kappa|\pi} \hat{W}_\pi)
\]  

(66)

In order to obtain the closed-loop transfer function \( \hat{R}(\cdot, \cdot) \) between grid and power hardware need to be considered. From \((24) - (25)\), it follows that

\[
\hat{W}_\pi = \hat{T}_{\pi|\gamma} \hat{Y}_\gamma
\]  

(67)

\[
\hat{Y}_\gamma = \hat{T}_{\gamma|\pi}^+ \hat{Y}_\pi
\]  

(68)

Combining \((66) - (68)\) yields the desired transfer function:

\[
\hat{Y}_\pi(\hat{W}_\gamma, \hat{W}_\sigma) = \hat{T}_{\gamma|\pi}^+ \hat{T}_{\pi|\gamma} \hat{Y}_\gamma(\hat{W}_\pi, \hat{W}_\sigma)
\]  

(69)

Recall from \((33) - (35)\) that this generic function can represent a grid-forming or a grid-following CIDER (i.e., depending on which electrical quantities \( \hat{Y}_\gamma \), \( \hat{W}_\gamma \), and \( \hat{W}_\sigma \) correspond to).

As will be shown shortly, the partial derivative of \( \hat{Y}_\gamma \) w.r.t. \( \hat{W}_\kappa \) is needed for the numerical solution of the HPF problem. Note that \( \hat{Y}_\gamma(\cdot, \cdot) \) in \((69)\) and \( \hat{R}(\cdot, \cdot) \) in \((66)\) are differentiable (the former is a linear function, the latter due to Hyp. 7).

Hence, the chain rule can be applied, which yields

\[
\partial_\gamma \hat{Y}_\gamma(\hat{W}_\gamma, \hat{W}_\sigma) = \hat{T}_{\gamma|\pi}^+ \partial_\pi \hat{Y}_\pi(\hat{T}_{\pi|\gamma} \hat{W}_\gamma, \hat{W}_\sigma) \hat{T}_{\pi|\gamma}
\]  

(70)

\[
\partial_\sigma \hat{Y}_\pi(\hat{W}_\pi, \hat{W}_\sigma) = \left[ \begin{array}{c}
\hat{G}_{\pi\pi} \\
+ \hat{G}_{\pi\kappa} \partial_\rho \hat{R}(\hat{T}_{\kappa|\pi} \hat{W}_\pi, \hat{W}_\sigma) \hat{T}_{\kappa|\pi}
\end{array} \right]
\]  

(71)

where \( \partial_\gamma \), \( \partial_\pi \), and \( \partial_\rho \) denote the partial derivatives w.r.t. \( \hat{W}_\gamma \), \( \hat{W}_\pi \), and \( \hat{W}_\rho \), respectively.

\[16\] The Newton-Raphson method requires the calculation of a Jacobian matrix in each iteration. Naturally, the Jacobian matrix exists only if the involved functions are differentiable.

**V. ALGORITHM FOR HARMONIC POWER-FLOW STUDY**

**A. Mathematical Formulation of the Problem**

The HPF problem is obtained by formulating the mismatch equations between the models of the CIDERs and the grid. Without loss of generality, the nodes \( \mathcal{N} \) are partitioned as

\[ \mathcal{N} = \mathcal{S} \cup \mathcal{R}, \quad \mathcal{S} \cap \mathcal{R} = \emptyset \]  

(72)

where \( \mathcal{S} \) and \( \mathcal{R} \) are the points of connection of grid-forming and grid-following CIDERs, respectively. If there are any zero-injection nodes (i.e., without resources), they can be eliminated via Kron reduction \[(43)\].

From the point of view of the grid, the nodal equations are given by the hybrid parameters \[(19)\]:

\[
\hat{V}_\mathcal{S}(\hat{I}_\mathcal{S}, \hat{V}_\mathcal{R}) = H_{\mathcal{S}\times\mathcal{S}} \hat{I}_\mathcal{S} + H_{\mathcal{S}\times\mathcal{R}} \hat{V}_\mathcal{R}
\]  

(73)

\[
\hat{I}_\mathcal{R}(\hat{I}_\mathcal{S}, \hat{V}_\mathcal{R}) = H_{\mathcal{R}\times\mathcal{S}} \hat{I}_\mathcal{S} + H_{\mathcal{R}\times\mathcal{R}} \hat{V}_\mathcal{R}
\]  

(74)

From the point of view of the CIDERs, these nodal equations are established via the closed-loop transfer function \((69)\). Recalling the definitions of the setpoint disturbance \( \hat{w}_{\sigma} \) \[(35)\], grid disturbance \( w_{\gamma} \) \[(33)\], and grid output \( y_{\gamma} \) \[(34)\], one finds

\[ s \in \mathcal{S} : \quad \hat{V}_\mathcal{S}(\hat{I}_s, \hat{V}_\mathcal{R}, w_{\sigma,s}, f_{\sigma,s}) = \hat{Y}_{\gamma,s}(\hat{I}_s, \hat{V}_\mathcal{R}, w_{\sigma,s}, f_{\sigma,s}) \]  

(75)

\[ r \in \mathcal{R} : \quad \hat{I}_r(\hat{V}_r, S_{s,r}) = \hat{Y}_{\gamma,r}(\hat{I}_r, \hat{V}_r, S_{s,r}) \]  

(76)

Note that \((75)\) and \((76)\) are in accordance withDefs. 1 and 2 (i.e., grid-forming and grid-following behaviour). Moreover, observe that transfer functions of the form \((75)\) or \((76)\) can also be used to represent sources of harmonics other than CIDERs, such as conventional generators or loads. The sole difference is that the transfer functions have to be derived from another suitable model or through system identification. Please see Appendix \[\alpha\] for further details on this matter.

The mismatches between \((73) - (74)\) and \((75) - (76)\) must be zero in equilibrium (by definition):

\[ \Delta \hat{V}_\mathcal{S}(\hat{I}_s, \hat{V}_\mathcal{R}, \hat{V}_\sigma, f_{\sigma}) = 0 \]  

(77)

\[ \Delta \hat{I}_\mathcal{R}(\hat{I}_s, \hat{V}_\mathcal{R}, S_{s,r}) = 0 \]  

(78)

where \( \hat{V}_\sigma \), \( f_{\sigma} \), and \( S_{s,r} \) are column vectors built of \( V_{\sigma,s} \), \( f_{\sigma,s} \) \((s \in \mathcal{S})\) and \( S_{s,r} \) \((r \in \mathcal{R})\), respectively. In contrast to existing formulations (e.g., \[(12) - (14)\]), the so-called mismatch equations \((77) - (78)\) are in hybrid rather than admittance form. This reflects the grid-forming and grid-following behaviour.

**B. Numerical Solution via the Newton-Raphson Method**

The HPF problem is solved numerically via the Newton-Raphson method as described in Algorithm \[1\].

In general, the HPF problem may have multiple equilibrium points – like any nonlinear problem. If these equilibrium points lie in close proximity in the solution space, it is not evident to which solution the HPF method will converge. Notably, one or several of such neighbouring solutions may not be physically meaningful (i.e., analogous to solutions of the power-flow equations which lie on the lower portion of the well-known nose curve \[(55)\]). Hence, the choice of the initial point may affect which solution the numerical solver converges to, and whether this solution is physically meaningful. Without any
prior information (e.g., the solution of another HPF study for a similar operating point), the initial point can be chosen as follows. The injected currents of the nodes with grid-forming CIDERs are initialized with 0. The phase-to-ground voltages of the nodes with grid-following CIDERs are initialized with a “flat profile”, namely: the fundamental voltage is set to a constant, which reduces the computational intensity. In the proposed approach, the initial point can be chosen as close as possible to the final solution. As will be discussed in Part II, the proposed method is robust w.r.t. the choice of the initial point (i.e., it converges reliably even if the initial point lies far from the final solution). The described procedure is preferred solely for its simplicity.

The Jacobian matrix has to be recomputed in each iteration of the Newton-Raphson method (as usual). In the proposed formulation of the HPF problem, most terms in the Jacobian matrix are constant, which reduces the computational intensity. The partial derivatives of the grid model (73)–(74), which is linear, are the hybrid parameters: the partial derivatives of the grid model (73)–(74), which is linear, are the hybrid parameters:

\[
\frac{\partial}{\partial s} V_S(I_s, V_R, V_{\sigma}, f_{\sigma}) = \mathbf{H}_{S \times S} \quad (79)
\]

\[
\frac{\partial}{\partial R} V_S(I_s, V_R, V_{\sigma}, f_{\sigma}) = \mathbf{H}_{S \times R} \quad (80)
\]

\[
\frac{\partial}{\partial s} I_R(I_s, V_R, S_{\sigma}) = \mathbf{H}_{S \times R} \quad (81)
\]

\[
\frac{\partial}{\partial R} I_R(I_s, V_R, S_{\sigma}) = \mathbf{H}_{R \times R} \quad (82)
\]

which only need to be updated if the electrical parameters or the topology of the grid change. The partial derivatives of the CIDER models are given by:

\[
\frac{\partial}{\partial s} V_s(I_s, V_R, f_{s}) = \frac{\partial}{\partial \gamma_s}(\gamma_s(T_{\pi}) I_s, V_{\sigma,s}, f_{\sigma,s}) \quad (83)
\]

\[
\frac{\partial}{\partial R} I_s(V_r, S_{\sigma,r}) = \frac{\partial}{\partial \gamma_r}(\gamma_r(T_{\pi}) I_s, S_{\sigma,r}) \quad (84)
\]

Recall from Section IV that the reference calculation is the only block in the CIDER model which may be nonlinear. Hence, only the partial derivatives associated with resources for which the function \( R(\cdot, \cdot) \) in (64) is actually nonlinear have to be updated in each iteration. The partial derivatives of the other resources need to be calculated only once.

It is important to note that, in contrast to many existing IHA methods (see Section IV), Algorithm III is single-iterative rather than double-iterative. This is thanks to the use of closed-loop transfer functions, which allow to incorporate the CIDER behaviour directly into the nodal mismatch equations. As a result, a single-iterative calculation at the system level suffices to solve the HPF problem.

VI. CONCLUSIONS

In this paper, a method for the HPF study of three-phase power grids with CIDERs has been proposed. The underlying modelling framework is based on polyphase circuit theory and LTP systems theory. More precisely, a generic three-phase grid is described by hybrid nodal equations, and the CIDERs by closed-loop transfer functions. In this way, the creation and propagation of harmonics through the individual resources and the entire grid can be modeled with high fidelity. The transfer functions are derived from a CIDER model which is generic w.r.t. the control law (i.e., grid-forming or grid-following mode) and modular w.r.t. the components (i.e., power hardware, control software, and reference calculation). The HPF problem is defined by the mismatches between the models of the grid and the resources, which are zero in equilibrium. This system of nonlinear equations can be solved efficiently via the Newton-Raphson method: a single-iterative algorithm is sufficient, and many terms in the Jacobian matrix are constant. In future works, the solvability of the HPF problem will be further investigated, in order to assess the harmonic stability property of the system.

APPENDIX A

MODELLING OF SOURCES OF HARMONICS

OTHER THAN CONVERTER-INTERFACED RESOURCES

Naturally, harmonics may originate from sources which are not CIDERs, such as conventional resources or upstream and downstream power grids (i.e., background harmonics). Indeed, the proposed approach can accommodate such sources of harmonics which are not converter-interfaced. Namely – much like CIDERs – they can be represented by transfer functions in the harmonic domain. In this respect, the sole prerequisite is that such transfer functions can somehow be obtained – i.e., either from a suitable model or via system identification.

For instance, a harmonic Thévenin Equivalent (TE) or Norton Equivalent (NE) can be used. Let \( m \in \mathcal{N} \) be a node at which a non-CIDER source of harmonics is located. If a TE is used, the injected current is given by

\[
\mathbf{I}_m = \mathbf{Z}_{TE,m}^{-1}(\mathbf{V}_m - \mathbf{V}_{TE,m}) \quad (85)
\]

where \( \mathbf{V}_{TE} \) and \( \mathbf{Z}_{TE} \) are the harmonic voltage source and harmonic impedance, respectively, of the TE. If a NE is used instead, the injected current is given by

\[
\mathbf{I}_m = \mathbf{I}_{NE,m} - \mathbf{Y}_{NE,m}\mathbf{V}_m \quad (86)
\]

17The standard approach is a double-iterative calculation with nested loops: one loop each at system and resource level, respectively.
where $\bar{I}_{SE}$ and $\bar{Y}_{SE}$ are the harmonic current source and harmonic admittance, respectively, of the NE. In these cases, the generation of harmonics is represented by the equivalent voltage or current sources, and the coupling between harmonics by the equivalent impedances or admittances (i.e., by the off-diagonal blocks of these matrices).
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