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Abstract

We investigate the relations between bit thread, entanglement distillation and entanglement of purification in the holographic framework. Specifically, we give a bit thread interpretation for the one-shot entanglement distillation (OSED) tensor network, which can be understood as reconstructing the geometric structure of the bulk spacetime from the entanglement information of the boundary quantum system through the “surface growth scheme”. Moreover, by showing that the holographic entanglement of purification (EoP) process can be regarded as a special case of our “surface growth scheme”, we naturally obtain the bit thread interpretation of the holographic EoP in our framework, which turns out to be different from the existing interpretations. Since our interpretation for holographic EoP is obtained in a more general and physical framework, the advantage of our version is that it is more natural, and possibly more reasonable to reflect the real physical entanglement structures.
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I. INTRODUCTION

In recent years, one of the research directions of holographic principle [1–3] is to study the underlying relationship between the entanglement structures in the boundary quantum systems and the geometric structures as well as the dynamics of their dual bulk spacetimes [4–10]. The Ryu-Takayanagi (RT) formula [11–13] provides the simplest, but probably the most robust clue for this connection. In the holographic setting, in units where $4G_N = 1$ (this convention will always be adopted in this paper), it was shown that, on length scales much larger than the Planck scale, which has been set to 1 in our units, the von Neumann entropy $S(A)$ of a subregion $A$ of the boundary CFT (i.e., the entanglement entropy between $A$ and its complement when the full CFT state is pure) is equal to the area of the bulk minimal extremal surface $\gamma (A)$ homologous to $A$,

$$S (A) = \text{Area} (\gamma (A))$$

Among the subsequent developments, a notable idea is the reformulation of RT formula in the language of bit threads [18, 19]. Because of the apparent differences between the two descriptions, the study of the relationship between spacetime structures in the bulk and the quantum entanglement in the boundary in the new language may yield some new insights.
Bit threads are unoriented bulk curves which end on the boundary and subject to the rule that the thread density is less than 1 everywhere. According to the so-called max flow-min cut theorem, it can be shown that the maximal flux of bit threads (over all possible bit thread configurations) through a boundary subregion $A$ is equal to the area of the bulk minimal surface homologous to $A$, i.e., the RT surface $\gamma (A)$. A thread configuration that can achieve this maximal flux is said to "lock" $A$. Therefore, it is obvious that the RT formula can be expressed in another way, that is, the entropy of a boundary subregion $A$ is equal to the flux of the locking thread configuration passing through $A$ \[18,19\],

$$S(A) = \text{Flux}_{\text{locking}}(A) \quad (2)$$

More specifically, in defining the flux, we will define the thread density $\rho$ as the total length of threads contained in a small ball divided by its volume.$^1$

In this paper, we will utilize the basic objects in the bit-thread formulation to study the relations between the entanglement structure on the boundary and the geometric structure in the bulk. More specifically, we will reinvestigate the relationship between the entanglement distillation and the emergence of the bulk spacetime from the viewpoint of bit thread. In quantum information theory, it has been shown that for a state $|\varphi\rangle \otimes^m$ obtained by the direct product of a large $m$ number of copies of an arbitrary quantum state $|\varphi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_{A^c}$, there exists an operation to approximate it with high fidelity as a state described by a large $n$ number of Bell pairs manifestly encoding the entanglement between $A$ and its complement $A^c$, which is called the entanglement distillation. In particular, it was shown in \[14\] that the semiclassical holographic limit (i.e., “large $N$” and strong coupling) of a single holographic state $|\Psi\rangle$ can play the same information-theoretic role as the limit of a large number of identical copies of a single, non-holographic state $|\varphi\rangle$ in non-holographic quantum information theory, then the concept of one-shot entanglement distillation (OSED) for a single holographic state and its corresponding OSED tensor network were proposed to describe the mechanism of the AdS/CFT correspondence. Recently, we further investigated and extended the OSED method with the help of the surface/state correspondence \[16,17\], and showed that such kind of tensor networks can be used to describe a “surface growth picture”, namely, the bulk spacetime geometry can be reconstructed from a continuous growth (propagation) of the bulk minimal surfaces. In other words, the bulk spacetime is emerged by the distillation of the information of the entanglement structures of the boundary quantum system \[15\].

---

$^1$ This definition of thread density is the most traditional one, for discussions of other different possible proper definitions of thread density see \[20\].
In the present paper we will present a bit thread interpretation for the OSED tensor network. More precisely, by using the locking theorem put forward and proved by the “bulk cell decomposition” method in [20] recently, we assign a class of bit thread configuration satisfying a series of conditions to match the OSED tensor network, and demonstrate that it describes the finer details of the corresponding OSED tensor network. Furthermore, we will show that the entanglement of purification (EoP) can also be regarded as a special case of the “surface growth process”. Therefore, our study naturally provides a bit thread interpretation for the EoP, which turns out to be different from the existing interpretations. Since our interpretation version is based on a more general framework, it is more natural, and explicitly shows the physical entanglement structures in the process. After finishing our work, we find an interesting article that discusses the connection between bit threads and the so-called hypergraphs (which also have vertices and edges similar to the tensor networks) is noteworthy [21], although they also discuss non-holographic states therein.

The basic framework of this paper is as follows. In the section II, we start with reviewing the bit thread locking theorem, and then present our motivation and proposal. In section III we further clarify the connection between the bit thread and the OSED tensor network. In section IV, we discuss the relation between bit thread and the entanglement of purification. The conclusion and discussion are given in section V.

II. MOTIVATION

A. A brief review of Bit thread locking theorem

Consider a $d$-dimensional compact Riemannian manifold-with-boundary $M$, for example, it can be a time slice of AdS_{d+1} spacetime, and then divide its boundary into adjacent non-overlapping subregions $A_1, \ldots, A_n$, which is referred to as elementary regions, while a composite region is defined as the union of some certain elementary regions. Then, one can express the two existence theorems of locking thread configuration in [19] as follows:

**Theorem 1.** There exists a multiflow that locks all the elementary regions $A_i$.

**Theorem 2.** There exists a multiflow that can lock all the elementary regions and any single composite region simultaneously.

Recently, a weak continuum locking theorem was further proved in [20] by using a “bulk-cell decomposition” method (which perhaps should be called “bulk-cell gluing” method more appropriately), i.e.,
Theorem 3. There exists a multiflow that can lock all the elementary regions and all non-crossing composite regions simultaneously.

Here we are following the terminology from network theory: two boundary regions are said to cross if they partially overlap and do not cover the whole boundary. For example, $AB$ crosses $BC$, but does not cross $A$, $ABC$, or $D$.

As shown in figure 1(a), the intuitive proof method can be described as follows: first, utilizing a series of RT surfaces according to a certain appropriate order to discretize the bulk spacetime. These small fragments cut by RT surfaces can be called “cells”, and each cell is bounded by RT surfaces or boundary subregions. Next, regarding each cell as an individual spacetime, then the locking Theorem 1 states that one can always find a locking thread configuration to lock all boundaries of each cell spacetime simultaneously. Since the boundaries of the cell spacetime are minimal surfaces, the locking thread configuration must satisfy that the threads intersecting these surfaces should be orthogonal to them and saturate the density bound. Finally, be gluing all the locking thread configurations of cell spacetimes together, one can obtain a locking thread configuration of a whole bulk spacetime, and thus prove the existence.

FIG. 1: (a) A locking thread configuration constructed by the bulk-cell decomposition. The red lines represent the RT surfaces, and the blue lines represent the bit threads. (b) An OSED tensor network. Here we present the second representation in [15], and leave out the orientation of the bonds.
B. Locking thread configuration and OSED tensor network

The bulk cell decomposition method involved in Theorem 3 is reminiscent of the construction of the OSED tensor network \[14, 15\], where one utilizes a series of nonintersecting RT surfaces to discretize the bulk spacetime into cells similarly, see figure 1(b). A natural and interesting idea is to match the bulk cell decomposition picture of the locking bit thread configuration with the corresponding OSED tensor network. In this way we can provide a bit thread interpretation for OSED tensor network. Furthermore, since the OSED tensor network implies the emergence of bulk spacetime can be regarded as a continuous reorganization of the degree of freedom of boundary system through the process of entanglement distillation \[15\], we expect that the bit thread viewpoint might provide more insight into such a emergence picture.

In order to see that this idea is reasonable, the first thing one can notice immediately is that the appropriate order in the bulk cell decomposition happens to be consistent with the orientation of the corresponding OSED tensor network, see figure 1. This can be understood as that essentially the “appropriate order” implies that the information should always be propagated from the places containing adequate information to ensure the “reconstruction” of the next places. The only difference between the two descriptions is that, the carrier carrying the information is thread in the locking thread configuration, while in the OSED tensor network it is the states on the minimal surfaces that carry the information.

By investigating the simplest case of a single cell, we can further demonstrate the reasonability of this equivalence between these two pictures. As shown in figure 2(a), supposed we identify the locking thread configuration constructed by the bulk cell decomposition with its corresponding OSED tensor network, we will find that this new interpretation from bit thread exactly provides a detailed implementation of the central description in OSED tensor network \[15\]:

The fact that the von Neumann entropy of minimal surface $\gamma_3$ is less than the sum of the entropy of minimal surface $\gamma_1$ and that of minimal surface $\gamma_2$ actually stems from the entanglement between $\gamma_1$ and $\gamma_2$ entirely, while there are no internal entanglement within the minimal surfaces per se.

More specifically, if we interpret the bit threads directly connecting the $\gamma_1$ and $\gamma_2$ in the figure as intuitively representing the entanglement of the two previous minimal surfaces, while interpret the bit threads connecting $\gamma_1$ (or $\gamma_2$) and $\gamma_3$ as representing the information of $\gamma_3$ arises from the reorganization of the information of $\gamma_1$ and $\gamma_2$, then we recover the central description in OSED tensor network. Due to the bit threads directly connecting surface $\gamma_1$ and surface $\gamma_2$, when tracing the bit threads flowing from the union of $\gamma_1$ and $\gamma_2$ to $\gamma_3$, we find that the flux of threads decreases.
Recall that the thread flux through a minimal surface in the locking thread configuration is exactly equal to the von Neumann entropy of this minimal surface itself. Therefore, it is reasonable and natural to endow the OSED tensor network with this bit thread interpretation. In other words, we have obtained the bit thread interpretation of the $W$ tensor in the OSED tensor network.

The essential point is that, on the one hand, we can describe the configuration of bit threads in the language of flow using the divergenceless vector field, therefore, according to Gauss’s theorem, the total flux through the closed surface $\gamma_1 \cup \gamma_2 \cup \gamma_3$ is equal to zero. However, on the other hand, the quantity really needed for the calculation of entropy is the flux of threads, instead of the flux of vector field. Therefore, when calculating the total thread flux through $\gamma_2$, the flux flowing from $\gamma_1$ into $\gamma_2$ should not cancel out the flux flowing out of $\gamma_2$ towards $\gamma_3$. One should add their absolute value to obtain the total thread flux through $\gamma_2$. In particular, when the geometry of cell has...
left-right symmetry, the thread fluxes on both sides of $\gamma_1$ and $\gamma_2$ can be guaranteed to be equal to preserve the symmetry.

However, note that the configuration that can lock the given decomposition is not unique. Moreover, in the original configuration proposed in [20], as shown in figure 2(a), there seems to be a problem of oversimplification. In this kind of configuration, the threads connecting $\gamma_1$ and $\gamma_2$ are all located at the inner regions of both surfaces, while the threads connecting $\gamma_1$ (or $\gamma_2$) and $\gamma_3$ are all located at the outer regions. This is essentially because in general one tends to require the bit threads satisfying the local parallelity. However, according to the above viewpoint that the locking thread configuration can provide a concrete description of the surface growth process, there is no reason to suppose that there are no bit threads representing the mutual entanglement in the outer regions. Similarly, the information in the inner region should also contribute to the information of surface $\gamma_3$.

III. THE LOCKING THREAD CONFIGURATION CORRESPONDING TO OSED TENSOR NETWORK

![Diagram](image)

FIG. 3: (a) A multiflow $V = \{(\vec{v}_{ij})_{i<j}\}$ representing the locking thread configuration. (b) For simplicity, we use a single thread to represent a thread bundle, which is described by a component flow.

As we have seen clearly in the previous section, the locking bit thread configuration is very suitable to describe the OSED process, since they are constructed in a similar way and the locking
thread configuration captures the key characteristic of the OSED process. However, in order to further sharpen this relationship, in this section we would consider the more general locking thread configuration, in the spirit of bulk cell gluing method presented in [20], but presenting more details.

We will use a multiflow \( V = \{(\vec{v}_{ij})_{i<j}\} \) to represent the locking thread configuration (Note that in the present paper we will define \( \vec{v}_{ij} \) only with \( i < j \) for convenience, which is slightly different from (but equivalent) convention adopted in [19], where the fields \( \vec{v}_{ij} \) were also defined for \( i \geq j \), but with the constraint \( \vec{v}_{ji} = -\vec{v}_{ij} \)). Let us still take the simplest case involving only three RT surface as the first example. As shown in figure 3, we define three thread bundles represented by three component flows \( \vec{v}_{12}, \vec{v}_{13} \) and \( \vec{v}_{23} \) respectively. In addition to satisfying the basic condition for multiflow,

\[
\nabla \cdot \vec{v}_{ij} = 0 \quad (3)
\]

\[
\hat{n} \cdot \vec{v}_{ij} |_{\gamma_k} = 0 \quad \text{(for } k \neq i, j \text{)} \quad (4)
\]

\[
\rho(V) = \sum_{i<j} |\vec{v}_{ij}| \leq 1 \quad (5)
\]

in the locking thread configuration, on the minimal surfaces \( \gamma_i \) they must also satisfy

\[ \vec{v}_{ij} \text{ is orthogonal to } \gamma_i \text{ or } \gamma_j \quad (6) \]

and

\[
\rho(V)|_{\gamma} = 1. \quad (7)
\]

Defining the flux of a vector field \( \vec{v} \) through a region \( A \) as

\[
\int_A \vec{v} = \int_A \sqrt{h} \hat{n} \cdot \vec{v}, \quad (8)
\]

and for convenience, we denote the value of the flux of the bit threads represented by component flow \( \vec{v}_{jk} \) (i.e., the absolute value of the flux of vector field \( \vec{v}_{jk} \) per se) through surface \( \gamma_i \) as

\[
F(i)_{jk} = \left| \int_{\gamma_i} \vec{v}_{jk} \right|, \quad (9)
\]

\[ \text{It should be noted that even in this case, according to the usual definition of multiflow, the thread bundle corresponding to each component flow is still locally parallel. For example, as shown in figure 3(b), it seems that the thread bundle corresponding to } \vec{v}_{12} \text{ characterizes the entanglement between } \gamma_1 \text{ and } \gamma_2 \text{ in an artificial symmetric pattern. Nevertheless, as will be shown later, actually this kind of particular choice is not artificial, but can be naturally understood as a reflection of the coarse-graining.} \]
while denote the total flux of bit threads through surface $\gamma_i$ as

$$N(i) = \sum_{j,k} F(i)_{jk}. \quad (10)$$

Using Gauss’s theorem for (3), for the case in figure 3, one can obtain

$$F(3)_{13} - F(1)_{13} = 0, \quad (11)$$

$$F(3)_{23} - F(2)_{23} = 0, \quad (12)$$

$$- F(1)_{12} + F(2)_{12} = 0, \quad (13)$$

which, in a more compact form, is

$$\sum_{i<j} \int_{\gamma_k} \vec{v}_{ij} = 0. \quad (14)$$

Since the multiflow locks the three minimal surfaces, the entropy $S(i)$ of the minimal surface $\gamma_i$ is equal to the flux of bit threads,

$$S(3) = N(3) = F(3)_{13} + F(3)_{23}, \quad (15)$$

$$S(1) = N(1) = F(1)_{12} + F(1)_{13}, \quad (16)$$

$$S(2) = N(2) = F(2)_{23} + F(2)_{12}, \quad (17)$$

in a more compact form, that is

$$S(\gamma_i) = \sum_{j<k} \left| \int_{\gamma_i} \vec{v}_{jk} \right|. \quad (18)$$

By substituting eqs. (11), (12), (13) into eqs. (16), (17), (15), one can obtain

$$S(1) + S(2) - S(3) = 2F(1)_{12} > 0, \quad (19)$$

just as we expect from the strong subadditivity of the entanglement entropy. Eq.(19) can also be rewritten as the constraint on the component flow in the locking thread configuration, i.e.,

$$F(1)_{12} = \frac{1}{2} (S(1) + S(2) - S(3)) = \frac{1}{2} (S(1) + S(2) - S(12)) \equiv \frac{1}{2} I(1:2), \quad (20)$$
where $I(i : j)$ is the mutual information between $\gamma_i$ and $\gamma_j$, and in the second equation, the surface/state correspondence [16, 17] has been used in order to regard the state of the closed surface $\gamma_1 \cup \gamma_2 \cup \gamma_3$ as a pure state, such that $S(3) = S(12)$.

Similarly, we can obtain the constraints on the value of the other two fluxes,

$$F(1)_{13} = \frac{1}{2} I(1 : 3), \quad (21)$$

$$F(2)_{23} = \frac{1}{2} I(2 : 3). \quad (22)$$

In principle, any locking thread configuration satisfying the above constrains is eligible to describe the surface growth process, i.e., the entanglement distillation process. From the equivalence of net result, the locking thread configuration in figure 2 can be viewed as a special choice of our prescription.
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**FIG. 4:** (a) A more general case consisting of elementary cells. For simplicity, we use a single thread to represent a thread bundle. (b) Constructing the whole locking thread configuration by gluing each adjacent elementary cells. (c) The bit thread representation of the fundamental tensor $W$ tensor in the OSED tensor network.
FIG. 5: For the more general case, one can always add extra auxiliary RT surfaces to get back to the basic case above.

Now let us move on to the more general case involving more than three RT surfaces. The basic idea is the same as that in [20], namely, we first construct the locking thread configuration for each small cell spacetime, then glue all these cells together to obtain the locking thread configuration for the whole spacetime. However, we will present more details on the basis of the illuminating picture of [20], so as to explore the relation between the locking thread configuration and OSED tensor network appropriately. For convenience and without loss of generality, we assume that all the cells involved in the considered decomposition picture are all surrounded by two adjacent minimal surfaces and a “new growing” minimal surface anchored on their outer boundaries\(^3\), as shown in figure 4(a). We will name this kind of cell as the “elementary cell”, and in particular denote its three boundaries as \(\gamma_1\), \(\gamma_2\) and \(\gamma_3\) respectively, or more simply, as 1, 2, 3. Accordingly, we will investigate the OSED tensor networks only containing the \(W\) isometry tensors that map two minimal surfaces to one new minimal surface. For the more general case shown in figure 5 using the property of the RT surfaces, one can always add extra auxiliary RT surfaces to get back to the basic case we discussed.

\(^3\)Moreover, in this section we will consider the cases only involving RT surfaces, i.e., the minimal surfaces whose anchor points are located on the boundary of the whole spacetime. For more general cases involving bulk minimal surfaces, the spirit of the discussion is the same, but the details of discussion will be more complicated. However, in section \(\text{IV}\) we will present an interesting case involving bulk minimal surfaces, which actually represents the entanglement of purification process.
Taking the case involving only four elementary regions $A$, $B$, $C$ and their complement $K$ as shown in figure 4(a) as an example, our aim is to argue the existence of the locking thread configuration corresponding to this kind of general surface growth picture in the spirit of bulk cell gluing. To describe the locking thread configuration in figure 4(a) explicitly, we first denote the elementary regions on the boundary as $A_i$, and denote the minimal surfaces involved in the figure as $\gamma_a$. Now consider a thread bundle that starts from an elementary region $A_i$ and ends up in another elementary region $A_j$, and crosses through a series of minimal surfaces, which are collectively denoted as a set $\{\gamma\}^{cr}$. We can thus denote the component flow describing this thread bundle as $\vec{v}_{A_i(\gamma)^{cr}A_j}$, and denote the set of all the involving flows as a multiflow $\{V\}$. Similarly, we adopt the consistent convention as before, i.e., $\vec{v}_{A_i(\gamma)^{cr}A_j}$ is defined only for $i < j$, and its orientation is from $A_i$ to $A_j$. Then we require $\vec{v}_{A_i(\gamma)^{cr}A_j}$ satisfying

$$\nabla \cdot \vec{v}_{A_i(\gamma)^{cr}A_j} = 0, \quad (23)$$

$$\rho (V) \leq 1, \quad (24)$$

$$\hat{n} \cdot \vec{v}_{A_i(\gamma)^{cr}A_j} \Big|_{\gamma_a \notin \{\gamma\}^{cr}} = 0, \quad (25)$$

$$\vec{v}_{A_i(\gamma)^{cr}A_j} \perp \gamma_a, \quad \text{for} \quad \gamma_a \in \{\gamma\}^{cr}, \quad (26)$$

$$\rho (V)\big|_{\gamma_a \in \{\gamma\}^{cr}} = \sum_{i<j} \left| \vec{v}_{A_i(\gamma)^{cr}A_j} \right|_{\gamma_a \in \{\gamma\}^{cr}} = 1. \quad (27)$$

The first two requirements are following the basic convention of multiflow. Eq. (25) is the extension of eq. (4), since we want each thread bundle to “bypass” the minimal surfaces it does not cross through, this requirement is essentially to ensure that the thread configuration in each cell spacetime can satisfy eq. (4). The last two requirements are to ensure that this set of multiflow can lock each involved minimal surfaces. In addition, we also require that no thread intersects the same minimal surface twice or more.

Now we can prove the existence of the locking thread configuration described above in the spirit of bulk cell gluing. For this purpose, we consider two adjacent elementary cells, such as the cell $a$ and cell $b$ in figure 4, which share a same minimal surface, denoted as 3 or $1'$. Regarding each cell as an individual spacetime, then by locking Theorem 1, one can always find the locking thread configuration to lock the three boundaries of the cell simultaneously, as long as it satisfies the following conditions

$$\nabla \cdot \vec{v}_{ij}^m = 0, \quad (28)$$
\[ \rho(V) \leq 1, \quad (29) \]

\[ \hat{n} \cdot \vec{v}_{ij}^m \mid_{\gamma_k \neq \gamma_i \text{ or } \gamma_j} = 0, \quad (30) \]

\[ \vec{v}_{ij}^m \perp \gamma_i \text{ and } \gamma_j, \quad (31) \]

\[ \rho(V) \mid_{\gamma_i \text{ or } \gamma_j} = \sum_{m, i<j} \left| \vec{v}_{ij}^m \right| \mid_{\gamma_i \text{ or } \gamma_j} = 1, \quad (32) \]

where \( i \) and \( j \) can take 1, 2, 3 in cell \( a \), or 1', 2', 3' in cell \( b \). The more details presented here than in \[20\] is that the bit threads connecting surface \( i \) and surface \( j \) are allowed to be composed of several independent thread bundles, and we label the different bundles with \( m \). The key point is that, in the two adjacent locking processes, according to formulas eq.(31) and eq.(32), on the one hand, in cell \( b \), the thread configuration stemming from the shared minimal surface must intersect it orthogonally and saturate the density bound. More specifically, each thread bundle must be orthogonal to the shared surface, and the sum of the fluxes of each bundle through this surface should be equal to the area of this minimal surface itself. On the other hand, similarly, in cell \( a \), the thread configuration reaching the shared minimal surface must also intersect it orthogonally and saturate the density bound. Therefore, due to the continuity, one can always assign the threads passing through the shared surface into \( m \) independent thread bundles according to the same prescription, and then gluing each thread bundle in both sides respectively. Finally, when gluing all the cells containing the set of minimal surfaces \( \{ \gamma \}^{cr} \) together, we can obtain the component flow \( \vec{v}_{A_i(\gamma)}^{cr} A_j \) describing the corresponding thread bundle. We thus complete the proof of the existence of the multiflow proposed above.

It should be noted that the locking thread configuration allowed in each cell spacetime is not unique. This is because the locking condition above only restricts the behavior of the bit threads on the minimal surfaces, while there still exists freedom for the allowed thread configuration in the interior of the cell. In addition, there is also freedom in assigning the bit threads connecting surface \( i \) and surface \( j \) into several thread bundles represented by \( \vec{v}_{ij}^m \). In particular, the illuminating picture presented in [20] is a special case of our general construction. They assigned the \( \vec{v}_{ij} \) into a set of allowed \( \vec{v}_{ij}^m \) such that the final total thread configuration is locally parallel. In this situation, the multiflow can be directly transferred into a single flow to describe the thread configuration equivalently. However, the price is that in the final configuration, when we trace an arbitrary component flow \( \vec{v}_{A_i(\gamma)}^{cr} A_j \) describing part of the entanglement between the boundary elementary
regions \( A_i \) and \( A_j \), we find that the corresponding thread bundle only relates some special part of the two regions, which is unnatural as we mentioned earlier. From another viewpoint, the equivalence of describing the net result seems to imply the possibility that one can reorganize the information of the boundary quantum system more economically in reconstructing the bulk geometry in the holography setting.

In order to express the direct relation between the distribution of bit threads in a single elementary cell and the \( W \) isometry tensor in the OSED tensor network more explicitly, it is useful to reorganize and redefine the flow in a single cell. For simplicity, taking the cell \( a \) in figure 4(a) as an example, one can see that the sources of bit threads within it is more complicated than the simpler case in figure 2. On surface 1, there are thread bundle connecting elementary regions \( A \) and \( C \), and that connecting \( A \) and the complement of \( ABC \), i.e., \( K \) passing through. Similarly, on surface 2, there are threads connecting \( B \) and \( C \), and those connecting \( B \) and \( K \) passing through. While on surface 3, all the threads passing through 1 and 2 are involved. Naturally, one can redefine three thread bundles in net result, or equivalently, redefine three component flows, to return to the most basic diagram figure 3. The redefinition can be implemented to arbitrary elementary cell. To see this, let us still denote the three minimal surface under consideration as 1, 2 and 3 respectively for convenience, then we can explicitly define three flows \( \tilde{v}_{12} \), \( \tilde{v}_{13} \) and \( \tilde{v}_{23} \) required to satisfy

\[
\rho(\tilde{v}_{12}) = \sum_{i,j} \rho(\vec{v}_{A_i \gamma_1 \gamma_2 A_j}),
\]

\[
\rho(\tilde{v}_{13}) = \sum_{i,j} \rho(\vec{v}_{A_i \gamma_1 \gamma_3 A_j}),
\]

\[
\rho(\tilde{v}_{23}) = \sum_{i,j} \rho(\vec{v}_{A_i \gamma_2 \gamma_3 A_j}),
\]

where we represent the reorganized flows in boldface, and \( \vec{v}_{A_i \gamma_a \gamma_b A_j} \) represents the set of component flows that crosses through surfaces \( \gamma_a \) and \( \gamma_b \) simultaneously. It should be noted that what we essentially redefine is the thread bundle rather than the component flow. It is the thread density of the redefined thread bundle connecting surface \( \gamma_a \) and \( \gamma_b \) that is required to be equal to the sum of the thread densities of the original thread bundles connecting \( \gamma_a \) and \( \gamma_b \) everywhere in the elementary cell. Therefore, this redefinition is explicit and unique. However, the corresponding redefined component flows are not unique, because one can always change the orientation on any subset of the vector field to obtain a new flow. In particular, we will still adopt the convention that the orientation of the redefined component flows is consistent with figure 3. This kind of redefinition within a local cell is in essence an idea of “reduction”, i.e., instead of pursuing the detailed entanglement structure of a whole spacetime boundary, we use a reduced mixed state to
effectively describe the entanglement information between a subsystem and its complement in the whole full state.

In a word, as shown in figure 4(c), we have thus obtained the bit thread representation of the fundamental tensor $W$ tensor in the OSED tensor network, which can faithfully represents the discretization of spacetime. We find that each $W$ tensor associated with a cell actually contains the entanglement information between the different pairs of elementary region in the boundary system. In terms of the reorganized flows above, the conditions that the locking multiflow within each elementary cell must satisfy can be summarized as follows,

\begin{align}
\nabla \cdot \tilde{v}_{ab} &= 0, \\
\rho(V) &\leq 1, \\
\hat{n} \cdot \tilde{v}_{ab}|_{\gamma_c \neq \gamma_a \text{ or } \gamma_b} &= 0, \\
\tilde{v}_{ab} &\perp \gamma_a \text{ and } \gamma_b, \\
\rho(V)|_{\gamma_a \text{ or } \gamma_b} &= \sum_{a < b} |\tilde{v}_{ab}|_{\gamma_a \text{ or } \gamma_b} = 1,
\end{align}

where $a$ and $b$ can be respectively taken as 1, 2 and 3 representing the boundaries of the elementary cell. This set of conditions can be referred to as the OSED conditions.

We have shown that, dividing the boundary quantum system into a set of adjacent non-overlapping elementary regions $A_1, \ldots, A_n$, a set of thread bundles connecting pairs of elementary regions (which can be described by a multiflow $V$ satisfying the conditions eqs.((23)-(27)) is equivalent to an OSED tensor network corresponding this division. In fact, this kind of division of the boundary system can be regarded as a coarse-graining description of the entanglement structures of boundary quantum system. Therefore, our investigation leads to such a point of view, i.e., the collection of these thread bundles manifests how the boundary entanglement structures at some coarse-grained level to emerge a discretized bulk spacetime matching this coarse-grained level.

It is appropriate to make a few comments at this stage. Firstly, we emphasized that what is proposed to correspond with the OSED tensor network is the set of the thread bundles, rather than the component flows. Because the map between flows and thread configurations is not one-to-one, when locally changing the orientation on part of a flow, it still represents the same underlying thread configuration entity. However, we can always adopt a convenient convention to represent the set of thread bundles with a particular multiflow.

Another point worth pointing out is that, according to our understanding, the local parallelity of the thread bundles can be naturally understood as a manifestation of the coarse-graining
effect. As mentioned earlier, a problem about the concept of thread bundle is that, when we use a component flow \( \vec{v}_{ij} \) to describe the thread bundle representing the entanglement between two elementary regions \( A_i \) and \( A_j \) mathematically, the threads in the thread bundle are required to be locally parallel, which seems to result in a special pattern of entanglement structure, i.e., the outer regions of \( A_i \) can only be connected to the outer regions of \( A_j \), while the inner regions of \( A_i \) can only be connected to the inner regions of \( A_j \), otherwise it will cause the crossing of bit threads (see figure 3). Since a bit thread is usually regarded as representing a distilled EPR pair, there is no reason to think that the entanglement between the two regions should be distilled out according to such a special pattern.

![Figure 6](image)

FIG. 6: Removing two RT surfaces from figure 4, the number of independent locally parallel thread bundles decreases to three from six, where the red dashed lines represent the removed RT surfaces, and the blue dashed lines represent the vanishing thread bundles.

A natural resolution is to suggest that this locally parallelity required for the thread bundles is essentially an effect of coarse-graining. To see this, consider the case in figure 6(a), which is obtained by removing the RT surfaces associated with elementary regions \( A \) and \( B \) respectively from the figure 4(a). In order to find the thread configuration locking this bulk cell decomposition, on the one hand, we can regard the union of \( A \) and \( B \) as a single elementary region \( D \), and then assign the thread bundle to each pair of elementary regions, as shown in figure 6. In this case, we need three independent locally parallel thread bundles in total. On the other hand, the locking thread configuration in figure 4 can also satisfy the locking conditions here. In this case, however, the number of independent locally parallel thread bundles increases to six. Comparing the two thread configurations, we find that this is tantamount to replacing the set of two intersecting
thread bundles $A$-$K$ and $B$-$K$ in figure 4(a) with a single locally parallel thread bundle $D$-$K$. Similarly, $A$-$C$ and $B$-$C$ are replaced with $D$-$C$. Furthermore, in figure 4(a) there is an extra thread bundle $A$-$B$ representing the entanglement between the regions $A$ and $B$, i.e., the internal entanglement within region $D$. Therefore, the description of local parallelity of the thread bundle is a manifestation of coarse-graining. If one hopes to describe the geometric structure of the dual spacetime in a more refined way, the more independent thread bundles representing the entanglement structures of the boundary quantum system are needed, i.e., the quantum system is required to be divided into more elementary regions.

In general the locking thread configuration, i.e., the solution of the optimal flux problem for a certain set of elementary regions in not unique, as we have just illustrated. However, we have shown that these optimized locking thread configurations are not all equivalent to each other. Instead, some of them actually correspond to a more refined exploration of the structure of spacetime, because they can provide more detailed information about the entanglement structures of the quantum system, or in other words, they actually correspond to different OSED tensor network. It should be noted that, however, the map between the set of thread bundles satisfying the conditions eqs.((23)-(27)) and the OSED tensor network is not one-to-one. As mentioned earlier, the locking thread configuration corresponding to a bulk-cell decomposition is not unique. Therefore, more precisely, the OSED tensor network is equivalent to a certain equivalent class of locking thread configuration satisfying conditions eqs.((23)-(27)). It might be interesting to consider whether it can further classify the locking thread configurations that describe the more refined structure of spacetime.

IV. BIT THREAD AND ENTANGLEMENT OF PURIFICATION

In the previous section, we only discuss the cases involving the minimal surfaces whose anchor points are located on the boundary of the whole spacetime. For more general surface growth pictures involving bulk minimal surfaces, the spirit of the discussion is the same, although the details of discussion will be more complicated. However, there is a particular case involving bulk minimal surfaces worth noting. That is, in fact the holographic entanglement of purification process can be considered as a special surface growth process, or equally, an OSED tensor network.

---

4 For convenience, we denote the thread bundle connecting $A$ and $K$ simply as $A$-$K$, etc.
A. A brief review of entanglement of purification

Dividing any quantum system into two parts $A_1$ and $A_2$, there is a quantum information theoretic quantity, namely entanglement of purification (EoP) $E_P(A_1 : A_2)$ to measure the correlations between $A_1$ and $A_2$ [22]. The entanglement of purification is defined as follows: let $\rho_{A_1A_2}$ be a density matrix on this bipartite system $H_{A_1} \otimes H_{A_2}$. Let $|\psi\rangle \in H_{A_1A'_1} \otimes H_{A_2A'_2}$ be a purification of $\rho_{A_1A_2}$ by introducing two auxiliary systems $A'_1$ and $A'_2$, i.e.,

$$\text{Tr}_{A'_1A'_2} |\psi\rangle \langle \psi| = \rho_{A_1A_2}. \quad (41)$$

Then the EoP of $\rho_{A_1A_2}$ is defined as

$$E_P(A_1 : A_2) = \min_{|\psi\rangle} S(A_1A'_1), \quad (42)$$

where we minimize over all possible purifications $|\psi\rangle$ of $\rho_{A_1A_2}$ in all possible auxiliary Hilbert spaces $H_{A'_1}$ and $H_{A'_2}$, and $S(A_1A'_1)$ is the von Neumann entropy of the reduced density matrix obtained by tracing out the $A_2A'_2$ part of $|\psi\rangle \langle \psi|$. 

Quite similar to the RT formula eq.[1] for holographic entanglement entropy, there is also a holographic formula for EoP in the context of AdS/CFT correspondence. For two boundary subregions $A_1$ and $A_2$ of a holographic CFT state, it has been conjectured in [23][24] that $E_P(A_1 : A_2)$ is given to leading order in $G_N$ by the area of the entanglement wedge cross section $\Gamma_{A_1:A_2}$. The entanglement wedge cross section $\Gamma_{A_1:A_2}$ is a surface of minimal area anchored to the boundary of the entanglement wedge $W_{A_1A_2}$ of $A_1 \cup A_2$, such that $\Gamma_{A_1:A_2}$ partitions $W_{A_1A_2}$ into a region that is entirely adjacent to $A_1$ and another region that is entirely adjacent to $A_2$. In our units (where $4G_N = 1$), that is

$$E_P(A_1 : A_2) = \text{Area} (\Gamma_{A_1:A_2}). \quad (43)$$

It is worth pointing out that, besides EoP, there are also other quantum information theoretical quantities proposed to be associated with the entanglement wedge cross section, such as the reflected entropy [25], the logarithmic negativity [26][27], the “odd entropy” [28], the “differential purification” [29], and the balanced partial entanglement [30], etc. However, since our work is based on the tensor network description and the surface/state correspondence, we will focus only on the EoP proposal.
B. The bit thread viewpoint of holographic EoP

There have been some work investigating the holographic entanglement of purification from the viewpoint of bit thread [31-36], and the bit thread interpretation of EoP has been proposed in [31] (see also [32, 33]). However, from the relation between bit thread and entanglement distillation presented in this paper, it is natural to propose an alternative bit thread interpretation for holographic EoP. It turns out that our new interpretation is different from the existing interpretations in the previous work.

Firstly, we will show that, according to the understanding of the surface growth process in [15], one can prove the holographic EoP formula eq. (43). In other words, holographic EoP can be naturally regarded as a surface growth process, i.e., it can correspond to an OSED tensor network. As shown in figure 7(a), we want to calculate the EoP of the bipartite region $A_1A_2$ in the holographic framework. For this purpose, we first intuitively image that a minimal surface $\gamma$ grows from $\bar{A}$, i.e., the complement of $A_1A_2$. Then, taking an anchor point on surface $\gamma$, which divides $\gamma$ into two

---

5 Actually, [14] also proposed a kind of OSED tensor network corresponding to holographic EoP, but their idea is to assume the holographic EoP is correct in advance and then use it to construct the OSED tensor network. While what we utilize is the idea in [15], which admitted the surface/state correspondence in advance and then constructed the more general OSED tensor networks. More precisely, we will prove the holographic HoP is a special case of the latter.
parts, $X$ and $Y$, at the same time, taking the segmentation point of $A_1$ and $A_2$ as another anchor point, by surface growth process, a new minimal surface $\sigma$ can continue to grow. Now, according to the “surface growth rule” proposed in [15], i.e., the generalized RT formula, one obtains

$$\text{Area}(\sigma) = S(XA_1), \quad (44)$$

where $S(XA_1)$ denotes the von Neumann entropy of the union of $X$ and $A_1$. As also indicated in [31] explicitly (and implicitly utilized in other related papers), due to the surface/state correspondence, the closed surface $A_1A_2XY$ corresponds to a pure state $|A_1A_2XY\rangle$, which realizes a purification for $\rho_{A_1A_2}$. Furthermore, in the framework of the surface/state correspondence, the minimal surface $XY$ has no internal entanglement, and thus has the minimal possible Hilbert space dimension to purify $\rho_{A_1A_2}$. Then by identifying

$$X = A'_1, \quad (45)$$
$$Y = A'_2, \quad (46)$$

we have immediately

$$E_P(A_1 : A_2) = \min_{|\psi\rangle_{A_1A'_1A_2A'_2}} S(A_1A'_1) = \min S(XA_1), \quad (47)$$

by eq.(44), one obtains

$$E_P(A_1 : A_2) = \min \text{Area}(\sigma) \equiv \text{Area}(\Gamma_{A_1:A_2}), \quad (48)$$

which is exactly the holographic EoP proposal eq.(43).

Actually, as mentioned above, the idea of utilizing the surface/state correspondence and regarding the closed surface $A_1A_2XY$ as a pure state has been indicated or implied in the previous related work. However, the novel point of our reinvestigation is that, from the viewpoint that the surface growth process should be understood as a kind of entanglement distillation and correspond to an OSED tensor network as shown in figure 7(b), the entropy on surface $\sigma$ visibly results from the disentanglement effect between $A_1$ and bulk minimal surface $X$. Therefore, in our framework of surface growth scheme and OSED tensor network, one can naturally obtain a bit thread interpretation for holographic EoP process as shown in figure 8(a). More specifically, there are four independent thread bundles involved within the cell bounded by surfaces $A_1$, $X$ and $\sigma$, which are represented by four component flows $\vec{v}_{AXA_1}$, $\vec{v}_{AXA_2}$, $\vec{v}_{AYA_1}$ and $\vec{v}_{A_1A_2}$ respectively. As shown
FIG. 8: (a) The bit thread interpretation for holographic EoP. (b) Recombining the flows into three redefined flows in the cell.

in figure 8(b), we can also recombine these flows into three redefined flows satisfying

$$\rho(\tilde{v}_{12}) = \rho(\vec{v}_{AXA_1}),$$  \hspace{1cm} (49)

$$\rho(\tilde{v}_{13}) = \rho(\vec{v}_{AY\sigma A_1}) + \rho(\vec{v}_{A_1\sigma A_2}),$$  \hspace{1cm} (50)

$$\rho(\tilde{v}_{23}) = \rho(\vec{v}_{AX\sigma A_2}),$$  \hspace{1cm} (51)

where for simplicity and consistency with the previous section, we denote surface $A_1$ as 1, $X$ as 2, and $\sigma$ as 3 respectively.

One can note that, there is an apparent difference between our bit thread interpretation of holographic EoP and the existing interpretation in [31] (see also [32, 33]). The existing bit thread interpretation for holographic EoP can be briefly described as follows. In their framework, the maximal flux of bit threads starting from $A_1$ contribute two parts. One part fully provides the maximal thread flux on surface $\sigma$, while the rest part runs into surface $X$. Therefore, in their scenario, there are no bit threads connecting $X$ and $\sigma$. While in our framework, the threads connecting $X$ and $\sigma$, i.e., the thread bundle represented by $\tilde{v}_{23}$ is also necessary in order for the locking thread configuration to faithfully reflect this process. The difference between these two framework can also be rephrased in another way. In the former framework, the generalization of Riemannian max flow-min cut (MFMC) theorem was used, and the bit thread flux are thus not required to be maximal on the $X$ surface, or in our language, the bit thread are not required to
lock $X$. While in our framework, since we identify the locking thread configuration constructed by the bulk cell decomposition with an OSED tensor network, the bit thread should maximize the thread flux in the $X$ surface (regardless of whether or not there is a $\tilde{v}_{23}$ flow passing through $X$).

It is worthwhile to further clarify that our requirements are reasonable and natural in our framework. Firstly, according to the understanding of the (generalized) OSED tensor network, all the bulk minimal surfaces should play the same role, therefore there should be no particular reason to think that the bit threads should saturate the density bound on the minimal surfaces like $\sigma$, while do not saturate the density bound on the minimal surfaces like $X$. More importantly, there is also a physical reason. We have emphasized in the previous that in each step of “surface growth process”, in order for the state of the union of the two previous surfaces being mapped to the state of the new
minimal surface by an isometry tensor, there must exist necessary entanglement between the two
previous surfaces, which can be naturally represented by the bit threads connecting them. Based
on this, one can see that $\tilde{v}_{23}$ is necessary in our framework. The reason is as follows: as shown in
figure [7] except that the state on the union of $X$ and $A_1$ should be mapped into the state on $\sigma$
by the isometry tensor, the state on the union of $\sigma$ and $Y$ should also be mapped into that of $A_2$
by the isometry tensor. Therefore, in this latter case, there must be entanglement between $\sigma$ and
$Y$, and the bit threads describing this entanglement cannot be ignored. From the symmetry, there
must also be entanglement between $\sigma$ and $X$, which means that the $\tilde{v}_{23}$ component is necessary
in our framework. Or in an equivalent perspective, imaging the “surface growth process” in an
opposite way: first $\tilde{A}$ “generates” $\gamma$, then, the union of $Y$ and $A_2$ “generates” $\sigma$, therefore, at the
final, the state of the union of $\sigma$ and $X$ should be mapped into the state of $A_1$ by an isometry
tensor, thus the bit threads connecting $\sigma$ and $X$ represented by $\tilde{v}_{23}$ is necessary.

The situation will be more apparent by expressing the above discussions in mathematical form.
In our framework, if we choose $\tilde{v}_{23} = 0$, then, we have

$$S(1) = N(1),$$
$$S(3) = N(3),$$

as in eq.(15) and eq.(16). Recalling that in a locking thread configuration corresponding to an
OSED tensor network, similar to eq.(20) we have

$$S(2) + S(3) - S(1) = 2F(2)_{23},$$

in which

$$F(2)_{23} = \left| \int_{\gamma_2} \tilde{v}_{23} \right|.$$  

Supposing $\tilde{v}_{23} = 0$, one would obtain

$$S(2) + S(3) - S(1) = 0,$$

which is, however, inconsistent with an obvious fact. According to the surface/state correspond-
dence, the von Neumann entropy of the minimal surface $X$ or $\sigma$ (or in the language of bit thread,
the locking thread flux through it) is equal to its area per se, i.e.,

$$\text{Area}(X) = S(2),$$
$$\text{Area}(\sigma) = S(3).$$
On the other hand, the von Neumann entropy of $A_1$ region should be equal to the area of the minimal surface $\gamma (A_1)$ homologous to it,

$$\text{Area} (\gamma (A_1)) = S (1). \quad (59)$$

Since surface $X \cup \sigma$ is also homologous to $A_1$, the sum of the area of surface $X$ and that of $\sigma$ must be greater than the area of the minimal surface homologous to $A_1$, we must have

$$\text{Area} (X) + \text{Area} (\sigma) - \text{Area} (\gamma (A_1)) > 0,$$

which leads to

$$S (2) + S (3) - S (1) > 0, \quad (61)$$

and is inconsistent with eq.(56). Therefore, in our framework that the locking thread configuration is identified with a corresponding OSED tensor network, the $\tilde{v}_{23}$ component is inevitable, we thus obtain a different but natural bit thread interpretation of holographic EoP. In a word, based on the viewpoint that the locking thread configuration is equivalent to an OSED tensor network, we show that the bit thread interpretation of holographic EoP is described by the locking thread configuration as shown in figure 8(a). The advantage of our interpretation version is that it is obtained in a more general framework, and naturally manifests all the necessary physical entanglements involved in the process.

A similar investigation is also applicable for the general case that the two boundary subregions $A_1$ and $A_2$ is not adjacent, except that the threads to be traced are more complicated, see figure 9. Similarly, one can also redefine the reorganized flows in such a cell with four boundaries, as shown in figure 9(c).

V. CONCLUSIONS AND DISCUSSIONS

In this paper, we provide a bit thread interpretation for the OSED tensor network (which is also named as “surface growth scheme” intuitively) proposed in [14] and later generalized in [15]. More specifically, based on the locking theorem of bit thread proved by the bulk-cell gluing method in [20], we match a class of locking thread configurations satisfying a set of conditions with the OSED tensor network, and argue that this class of locking thread configurations describe the entanglement details of the OSED tensor network. In this way, we show the connection between bit thread and entanglement distillation and obtain the explicit bit thread interpretation of the
\( W \) tensor in the OSED tensor network. On the one hand, the locking bit thread configuration can provide a detailed description for the discretization of spacetime. On the other hand, the OSED tensor network provides a picture of reconstructing the spacetime with the surface growth scheme, i.e., the emergence of spacetime can be regarded as the reorganization of the boundary degree of freedom through the entanglement distillation. Therefore, the bit thread perspective will provide some new insights into the bulk reconstruction scheme in the framework of the holographic principle.

In particular, we find that in the framework of surface/state correspondence, the holographic EoP process can be regarded as a special case of surface growth process. Based on this viewpoint, we naturally obtain a bit thread interpretation for holographic EoP, which is a class of locking thread configurations corresponding to the OSED tensor network associated with this process. It turns out that our interpretation for holographic EoP must be different from the existing interpretations. However, the virtue of our interpretation version is that it is obtained in a more general framework, thus it is more natural in physics. Moreover, in our framework, our interpretation manifest all the necessary physical entanglements involved in the process, which is more physical in a sense.
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