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Neighborhood Preserving Embedding (NPE) is an important linear dimensionality reduction technique that aims at preserving the local manifold structure. NPE contains three steps, i.e., finding the nearest neighbors of each data point, constructing the weight matrix, and obtaining the transformation matrix. Liang et al. proposed a variational quantum algorithm (VQA) for NPE [Phys. Rev. A 101, 032323 (2020)]. The algorithm consists of three quantum sub-algorithms, corresponding to the three steps of NPE, and was expected to have an exponential speedup on the dimensionality $n$. However, the algorithm has two disadvantages: (1) It is incomplete in the sense that the input of the third sub-algorithm cannot be obtained by the second sub-algorithm. (2) Its complexity cannot be rigorously analyzed because the third sub-algorithm in it is a VQA. In this paper, we propose a complete quantum algorithm for NPE, in which we redesign the three sub-algorithms and give a rigorous complexity analysis. It is shown that our algorithm can achieve a polynomial speedup on the number of data points $m$ and an exponential speedup on the dimensionality $n$ under certain conditions over the classical NPE algorithm, and achieve significant speedup compared to Liang et al.’s algorithm even without considering the complexity of the VQA.

I. INTRODUCTION

Quantum computing theoretically demonstrates its computational advantages in solving certain problems compared with classical computing, such as the problem of factoring integers, unstructured data searching problem and matrix computation problems.

In recent years, quantum machine learning has received widespread attention as a method that successfully combines classical machine learning with quantum physics. An important direction of quantum machine learning is to design quantum algorithms to accelerate classical machine learning, including data classification, linear regression, association rules mining and anomaly detection.

Dimensionality Reduction (DR) is an important part of machine learning, which aims to reduce the dimensionality of the training data set while preserving the structure information of the data points as well as possible. The DR algorithm often serves as a preprocessing step in data mining and machine learning to reduce the time complexity of the algorithm and avoid a problem called curse of dimensionality. Generally, The DR algorithms can be classified into two categories: the linear one and the nonlinear one. The most widely used linear DR algorithms include Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Neighborhood Preserving Embedding (NPE), while the typical nonlinear DR algorithm is Locally Linear Embedding (LLE). Here, we focus on NPE which can be regarded as the linear approximation of LLE. Unlike PCA that tries to preserve the global Euclidean structure, NPE aims at preserving the local manifold structure. Furthermore, NPE has a closed-form solution. Similar to other DR algorithms, NPE requires a large amount of computational resources in the big-data scenario because of its high complexity.

In recent years, some researchers successfully combined DR algorithms with quantum techniques and obtained various degrees of speedups. Lloyd et al. proposed a quantum PCA algorithm to reveal the large eigenvectors in quantum form of an unknown low-rank density matrix, which achieves an exponential speedup on the dimension of the training data. Later, Yu et al. proposed a quantum algorithm that compresses training data based on PCA, and achieves an exponential speedup on the dimension over the classical algorithm. Cong et al. proposed a quantum LDA algorithm for classification with exponential speedups on the scales of the training data over the classical algorithm. Besides, there are some other quantum DR algorithms, including quantum A-optimal projection, quantum kernel PCA, and quantum spectral regression.

For NPE, Liang et al. proposed a Variational Quantum Algorithm (VQA), called VQNPE. NPE contains three steps, i.e., finding the nearest neighbors of each data point, constructing the weight matrix, and obtaining the transformation matrix. VQNPE includes three sub-algorithms, corresponding to the three steps of NPE. However, VQNPE has two drawbacks: (1) The algorithm is incomplete. As the authors pointed out, it is not known how to obtain the input of the third sub-algorithm from the output of the second one. (2) It lacks a provable quantum advantage. Since the advantage of VQA has not been proved rigorously yet (generally, we say that VQA has potential advantage), it is hard to exam the speedups of Liang et al.’s algorithm.

In this paper, we propose a complete quantum NPE al-
algorithm with rigorous complexity analysis. Our quantum algorithm also consists of three quantum sub-algorithms, corresponding to the three steps of the classical NPE. The first one is finding the neighbors of each data point by quantum amplitude estimation and quantum amplitude amplification. By storing the information of neighbors in a data structure of QRAM \[\text{QRAM}\], we obtain two oracles. With these oracles, the second one reveals the classical information of the weight matrix \(W\) column by column by quantum matrix inversion technique. In the third one, we use a quantum version of the Spectral Regression (SR) method (a modification of \[\text{SR}\]) to get the transformation matrix \(A\). Specifically, we obtain the \(d\) \((d\) is the dimension of the low dimensional space) bottom nonzero eigenvectors of the matrix \(M = (I - W)^T(I - W)\) at first, and then perform several times of the quantum ridge regression algorithm to obtain \(A\). As a conclusion, under certain conditions, our algorithm has a polynomial speedup on the number of data points \(m\) and exponential speedup on the dimension of the data points \(n\) over the classical NPE algorithm, and has a significant speedup compared with even the first two sub-algorithms of VQNPE.

The rest of this paper is organized as follows. In Sec. II, we review the classical NPE algorithm. In Sec. III, we propose our quantum NPE algorithm and analyze the complexity. Specifically, in Sec. III A, we propose a quantum algorithm to find the nearest neighbors of each data point and analyze the complexity. In Sec. III B, we propose a quantum algorithm to obtain the information of the weight matrix \(W\) and analyze the complexity. The quantum algorithm for computing the transformation matrix \(A\) is proposed in Sec. III C, together with the complexity analysis. The algorithm procedures and the complexity is concluded in III D, along with a comparison with VQNPE. The conclusion is given in Sec. IV.

II. REVIEW OF THE CLASSICAL NPE

In this section, we briefly review the classical NPE \[\text{[18, 19, 31]}\].

Suppose \(X = (x_0, x_1, \ldots, x_{m-1})^T\) is a data matrix with dimension \(m \times n\), where \(n\) is the dimension of \(x_i\) and \(m\) is the number of data points. The objective of NPE is to find a matrix \(A\) \((\text{called transformation matrix})\) embedding the data matrix into a low-dimensional space (assume the embedding results is \(y_0, y_1, \ldots, y_{m-1}\)), \(y_i \in \mathbb{R}^d\) and \(d \ll n\), we have \(y_i = A^T x_i, A \in \mathbb{R}^{n \times d}\) that the linear relation between each data point and its nearest neighbors is best preserved. Specifically, suppose the nearest neighbors of \(x_i\) are \(x_j, x_k\) and \(x_l\), then \(x_i\) can be reconstructed (or approximately reconstructed) by linear combination of \(x_j, x_k, x_l\), that is,

\[
x_i = W_{ij} x_j + W_{ik} x_k + W_{il} x_l,
\]

where \(W_{ij}, W_{ik}\) and \(W_{il}\) are weights that summarize the contribution of \(x_j, x_k\) and \(x_l\) to the reconstruction of \(x_i\). NPE tries to preserve the linear relations in Eq. (1) in the low-dimensional embedding.

NPE consists of the following three steps.

Step 1: Find the nearest neighbors of each data point. There are two most common techniques to find the nearest neighbors. One is \(k\)-Nearest Neighbors algorithm (kNN) with a fixed \(k\), and the other is choosing neighbors within a ball of fixed radius \(r\) based on Euclidean distance for each data point.

Step 2: Construct the weight matrix \(W \in \mathbb{R}^{m \times m}\), where the \((i+1)\text{th}\) row and \((j+1)\text{th}\) column element is \(W_{ij}\). Suppose the set of the nearest neighbors of the data point \(x_i\) is denoted as \(Q_i\), then the construction of \(W\) is to optimize the following objective function:

\[
\begin{align*}
\min_W & \sum_{i=0}^{m-1} \left\| x_i - \sum_{j \in Q_i} W_{ij} x_j \right\|^2, \\
\text{s.t.} & \sum_{j \in Q_i} W_{ij} = 1.
\end{align*}
\]

Note that the data point \(x_i\) is only reconstructed by its nearest neighbors, i.e., the elements in \(Q_i\). If \(x_j \notin Q_i\), we set \(W_{ij} = 0\). We should mention that \(\| \cdot \|\) is the \(L_2\) norm of a vector or the spectral norm of a matrix in this paper. The above optimization problem has a closed form solution. Let \(C^{(i)}\) denote an \(m \times m\) matrix related to \(x_i\), called neighborhood correlation matrix, where

\[
C^{(i)}_{jk} = \begin{cases} 
(x_i - x_j)^T(x_i - x_k), & j, k \in Q_i; \\
0, & \text{otherwise}.
\end{cases}
\]

Assume the number of elements of \(Q_i\) is \(k^{(i)}\) and \(k^{(i)} \ll m\), then \(C^{(i)}\) are low-rank matrices for \(i \in \{0, 1, \ldots, m-1\}\). Let \(C^{(i)} = \sum_{j=0}^{k^{(i)}-1} \lambda_j^{(i)} u_j^{(i)} u_j^{(i)T}\), then the pseudo inverse of \(C^{(i)}\) is \([C^{(i)}]^{-1} = \sum_{j=0}^{k^{(i)}-1} \frac{1}{\lambda_j^{(i)}} u_j^{(i)T} u_j^{(i)}\). Let \(W_i\) denotes the \((i+1)\text{th}\) row of matrix \(W\), then the solution of the objective function is

\[
W_i = \frac{[C^{(i)}]^{-1} 1}{1^T [C^{(i)}]^{-1} 1}.
\]

where \(1 = (1, 1, \ldots, 1)^T\).

Step 3: Compute the transformation matrix \(A\). To best preserve the linear relations in the low-dimensional space, the optimization problem is designed as follows:

\[
\begin{align*}
\min_A & \sum_{i=0}^{m-1} \left\| y_i - \sum_{j \in Q_i} W_{ij} y_j \right\|^2, \\
\text{s.t.} & \sum_{i=0}^{m-1} y_i = 0, \quad \frac{1}{m} \sum_{i=0}^{m-1} y_i y_i^T = I, \\
& y_i = A^T x_i.
\end{align*}
\]

where \(y_0, y_1, \ldots, y_{m-1}\) are the low-dimensional embeddings. The optimization problem can be minimized by solving the following generalized eigen-problem:

\[
X^T M X a = \lambda X^T X a,
\]

(6)
where $M$ is a sparse matrix that equates $(I - W)^T(I - W)$. Then the bottom $d$ nonzero eigenvectors $a_0, a_1, \ldots, a_{d-1}$ of the above eigen-problem with corresponding eigenvalues $0 < \lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_{d-1}$ yield $A = (a_0, a_1, \ldots, a_{d-1})$.

There are many different methods to solve the eigenvalue problem in Eq. (6). Here we use the method mentioned in \[32, 33\], called Spectral Regression (SR) method. The eigenvalue problem in Eq. (6) can be solved by two steps according to the SR method. (1) Solve the following eigen-problem to get the bottom non-zero eigenvectors $z_0, z_1, \ldots, z_{d-1}$:

$$Mz = \lambda z.$$  \hspace{1cm} (7)

(2) Find $a_i$ that satisfies

$$a_i = \arg\min_{a} \left( \sum_{j=1}^{m} (a^T x_j - z_{ij})^2 + \alpha \|a\|^2 \right)$$ \hspace{1cm} (8)

$$= \left( X^T X + \alpha I \right)^{-1} X^T z_i,$$

where $z_{ij}$ is the $j$th element of $z_i$, $\alpha \geq 0$ is a constant to control the penalty of the norm of $a$.

As a conclusion, the detailed procedures of NPE are given in Algorithm 1.

Algorithm 1 The procedure of NPE

Input: The data set $X = (x_0, x_1, \ldots, x_{m-1})^T$;
Output: The transformation matrix $A = (a_0, a_1, \ldots, a_{d-1})$;
1: Find the set of nearest neighbors $Q_i$ of each data point $i$;
2: Construct $C^{(i)}$ by Eq. (3) for $i = 0, 1, \ldots, m - 1$;
3: Obtain $W$ by Eq. (4);
4: Decompose the matrix $M = (I - W)^T(I - W)$ to get the bottom $d$ nonzero eigenvectors $z_1, z_2, \ldots, z_d$;
5: Compute $a_i = \left( X^T X + \alpha I \right)^{-1} X^T z_i$ for $i = 0, 1, \ldots, d - 1$;
return $A$;

As for the time complexity of NPE algorithm, the procedure to find the $k$ nearest neighbors of each data point has complexity $O(n m \log_2 k \log_2 m)$ by using Ball-Tree \[34\]. The complexity to construct the weight matrix $W$ is $O(m n k^3)$ (generally, $k \ll m$). And the procedure to get the transformation matrix $A$ has complexity $O(d m^2)$. Thus the overall complexity of NPE algorithm is $O(m n k^3 + d m^2)$.

III. QUANTUM ALGORITHM FOR NPE

In this section, we introduce our quantum algorithm for NPE \[18, 31\]. The quantum algorithm can be divided into three parts, corresponding to the three parts of the classical algorithm. We give a quantum algorithm to find the nearest neighbors algorithm in Sec. III A, a quantum algorithm to construct the weight matrix $W$ in Sec. III B and a quantum algorithm to compute the transformation matrix $A$ in Sec. III C. In Sec. III D we conclude the complexity of our quantum algorithm and make a comparison with VQNPE.

A. Quantum algorithm to find the nearest neighbors

Assume that the data matrix $X = (x_0, x_1, \ldots, x_{m-1})^T$ is stored in a structured QRAM which allows the following mappings to be performed in time $O[\text{polylog}(mn)]$ \[29, 30\]:

$$O_X : |i\rangle|j\rangle \rightarrow |i\rangle|j\rangle |X_{ij} \rangle,$$

$$U_X : |i\rangle |0\rangle \rightarrow \frac{1}{\|X_i\|} \sum_{j=1}^{n} X_{ij} |i\rangle |j\rangle = |i\rangle |x_i \rangle,$$

$$V_X : |0\rangle |j\rangle \rightarrow \frac{1}{\|X_j\|} \sum_{i=1}^{m} \|X_i\| |i\rangle |j\rangle,$$

where $X_i$ is the $i$th row of $X$, i.e., $x_i$.

In our quantum algorithm, we choose neighbors within a ball of fixed radius $r$ based on Euclidean distance for each data point (our algorithm can also be generalized to kNN to get a similar speedup). The selection of $r$ is important for the performance of this type of algorithms, but how to choose a suitable $r$ is outside the scope of our discussion. Here we assume that $r$ is constant that given in advance. Let $k^{(i)}$ denote the number of nearest neighbors of $x_i$, the objective of our quantum nearest neighbors algorithm is to output the index $j$ of all $x_j \in Q_i$, where $Q_i = \{x_j | \|x_i - x_j\| \leq r, j \neq i, j \in \{0, 1, \ldots, m - 1\} \}$ for $i \in \{0, 1, \ldots, m - 1\}$, $|Q_i| = k^{(i)}$.

1. Algorithm details

We adopt the quantum amplitude estimation \[35\] and amplitude amplification \[2, 35\] to get the neighbors of $x_i$. The algorithm can be decomposed into the following two stages:

1. Prepare the following quantum state by quantum amplitude estimation \[35\].

$$|\phi\rangle = \frac{1}{m} \sum_{i,j=0}^{m-1} |i\rangle |j\rangle \sqrt{K/m^2},$$ \hspace{1cm} (10)

where $K$ is the number of the pairs of points that satisfy $\|x_i - x_j\| \leq r$.

2. Prepare quantum state $\sqrt{p} |\psi\rangle + \sqrt{1-p} |\psi^+\rangle$, $p > 1/2$ by quantum amplitude amplification \[2, 35\], where

$$|\psi\rangle = \frac{1}{\sqrt{K}} \sum_{i=0}^{m-1} |i\rangle \sum_{x_j \in Q_i} |j\rangle,$$

$|\psi^+\rangle$ is a quantum state that is orthogonal to $|\psi\rangle$. Then by measuring the state in computational basis for several times, we could obtain the index $j$ of the neighbors of $x_i$ for $i = 0, 1, \ldots, m - 1$. 
Here we list two lemmas that will be used in our algorithm:

**Lemma 1.** Assume that $U : U|i\rangle|0\rangle = |i\rangle|v_i\rangle$ and $V : V|j\rangle|0\rangle = |j\rangle|c_j\rangle$ can be performed in time $T$, and the norms of the vectors $v_i$ and $c_j$ are known. Let $d^2(v_i, c_j) = \|v_i - c_j\|^2$, then a quantum algorithm can compute

$$|i\rangle|j\rangle|0\rangle \mapsto |i\rangle|j\rangle|d^2(v_i, c_j)\rangle,$$

with probability at least $1 - 2\delta$ for any $\delta$ with complexity $O(\sqrt{\|v_i\| \|c_j\| T \log(1/\delta)})$, where $\epsilon$ is the error of the $d^2(v_i, c_j)$.

We now detail the stage 1. We first prepare the state $t/2$.

Then let $O_1$ be the unitary that transforms $1/m \sum_{i,j=0}^{m-1} |i\rangle|j\rangle\|x_i - x_j\|^2$ to the state

$$1/m \sum_{i=0}^{m-1} |i\rangle \left( \sum_{x_j \notin Q_i} |x_j\rangle \|x_i - x_j\|^2 - \sum_{x_j \in Q_i} |x_j\rangle \|x_i - x_j\|^2 \right),$$

thus $O = U^{-1}_1 O_1 U_1$ transforms $1/m \sum_{i,j=0}^{m-1} |i\rangle|j\rangle$ to

$$1/m \sum_{i=0}^{m-1} |i\rangle \left( \sum_{x_j \notin Q_i} |j\rangle - \sum_{x_j \in Q_i} |j\rangle \right).$$

We can perform quantum estimation $32$ on $1/m \sum_{i,j=0}^{m-1} |i\rangle|j\rangle$ with oracle $O$ and Grover operator $G$, where

$$G = H^\otimes 2 \log_2 m (2|0\rangle\langle 0|^2 \log_2 m - I_{m^2 \times m^2}) H^\otimes 2 \log_2 m O.$$ 

The output state of quantum estimation is $|\phi\rangle = 1/m \sum_{i,j=0}^{m-1} |i\rangle|j\rangle \sqrt{K/m^2}$. For the stage 2, based on the output of stage 1, we prepare the state $|\phi_1\rangle = 1/m \sum_{i=0}^{m-1} |i\rangle \sum_{j=0}^{m-1} |j\rangle \langle t|$, where $t = \lfloor \pi \sqrt{m^2/2K} \rfloor$. Then we apply quantum amplitude amplification $2$ to $|\phi_1\rangle$. Specifically, we apply $t$ times of $G$ operator, which controlled by the third register of $|\phi_1\rangle$, i.e.,

$$1/m |t\rangle \sum_{i=0}^{m-1} |i\rangle \sum_{j=0}^{m-1} |j\rangle \rightarrow 1/m |t\rangle G^t \sum_{i=0}^{m-1} |i\rangle \sum_{j=0}^{m-1} |j\rangle.$$ 

Thus we can obtain the quantum state

$$|t\rangle \left( \sqrt{p|\psi\rangle} + \sqrt{1-p}|\psi^{+}\rangle \right),$$

where $|\psi^{+}\rangle$ is the quantum state that is orthogonal to $|\psi\rangle$.

If the estimation of $t$ is sufficiently precise, for example, within error $t/3$, we have $p > 1/2$. Finally, by discarding the first register, we could get $\sqrt{p|\psi\rangle} + \sqrt{1-p}|\psi^{+}\rangle$.

2. **Complexity analysis**

To guarantee $p > 1/2$ of Eq. (13), the error of $t$ should be less than $t/3$. Since $t = \lfloor \pi \sqrt{m^2/2K} \rfloor$, we could make the error of $K$ no more than $1/2$.

In stage 1, since $O_1$ can be implemented in $O[\text{polylog}(mn)]$ and $U_1$ has complexity $O(\max \|x_i\| \|x_j\| T \log(1/\delta))$, the complexity of the oracle $O = U^{-1}_1 O_1 U_1$ is $T_{\text{oracle}} = O(\max \|x_i\| \|x_j\| T \text{polylog}(mn/\delta))$. The number of queries of $O$ in quantum amplitude estimation is $O(\sqrt{m^2K/\epsilon_K}) = O(\sqrt{m^2K})$, $\epsilon_K = \frac{1}{2}K$ is the estimate error of $K$. Assume that the number of neighbors of each point $x_i$ is balanced, that is, $k(i) = \Theta(k)$ for $i = 0, 1, ..., m - 1$, $k(i)$ is the number of neighbors of $x_i$ (we should mention that if we adopt the kNN algorithm, $k(i) = k$). Thus $K = \sum_k k(i) = \Theta(mk)$. Therefore, the time complexity of stage 1 is $T_{s1} = O(\max \|x_i\| \|x_j\| T \text{polylog}(mn/\delta))$.

In stage 2, $t$ times of $G$ is implemented in the quantum amplitude amplification step to obtain the state in Eq. (13), where $t = \lfloor \pi \sqrt{m^2/2K} \rfloor = O(\sqrt{m^2/m}).$ Since the error of $t$ is less than $t/3$, we have $p > 1/2$. We denote the complexity to get the state in Eq. (13) as $T_{s2}$. To reveal all pairs $(i, j)$ that satisfy $|x_i - x_j| \leq r$, we should measure the state $|\psi\rangle$ for $O(K \log K)$ times.

The $\delta$ would transform to an error $O(\sqrt{m^2/\delta})$ in $|\psi\rangle$, then the final error of $|\psi\rangle$ is $\epsilon$. The $\epsilon$ is related to the actual data set and the choice of $r$, here we assume it to be a constant. Let $h = \max_i \|x_i\|$, note that $T = O[\text{polylog}(mn)]$, the total complexity of this algorithm is

$$T^{(1)} = O(K \log K (T_{s1} + T_{s2})) = O\left[h^2 m^{3/2} k^{1/2} \text{polylog}(mn/\epsilon)\right].$$

B. **Quantum algorithm to obtain the weight matrix $W$**

Since we have obtained the indexes of all the data points in the previous algorithm. This information can be represented as a matrix $B$ with $B_{ij} = 1$ if $x_j \in Q_i$, and $B_{ij} = 0$ if $x_j \notin Q_i$. To facilitate quantum access in the subsequent algorithms, we store the matrix $B$ in a data structure $29$, that allows the following two mappings

$$U_B : |i\rangle|0\rangle \mapsto |i\rangle|B_i\rangle,$$

$$V_B : |0\rangle|j\rangle \mapsto \frac{1}{\sqrt{\|B\|}} \sum_i \|B_i\||i\rangle|j\rangle.$$
in complexity $O[poly(log(mn)),$ where
\[ |B_i| = \frac{1}{\sqrt{k(i)}} \sum_{x_j \in Q_i} |j\rangle. \]  

(17)

The size of the data structure is $O[K \log^2(mn)] = O[mk \log^2(mn)]$, and the time to store the matrix $B$ in the data structure is $O[K \log^2(mn)] = O[mk \log^2(mn)]$. We should mention that the complexity to construct the data structure (that is, store $B$ in the data structure) can be neglected, since the complexity to obtain the matrix $B$ is much greater.

Let $\rho_{C(i)}$ be a dense matrix that is proportional to $C(i)$, that is $\rho_{C(i)} \propto C(i)$, for $i = 0, 1, 2, ..., m - 1$. Then the weight matrix $W = (W_1, W_2, ..., W_m)$ with
\[ W_i = \frac{[C(i)^{-1}]^\dagger}{1}/[C(i)^{-1}]^\dagger \rho_{C(i)}^{-1} |B_i\rangle \rangle := |W_i\rangle. \]  

(18)

To obtain each $W_i$, we give a quantum algorithm to prepare a state which is a purification of $\rho_{C(i)}$ first. Then by means of this quantum algorithm, we can perform matrix inversion of $\rho_{C(i)}$ on the state $|B_i\rangle = \frac{1}{\sqrt{k(i)}} \sum_{x_j \in Q_i} |j\rangle$ to obtain $|W_i\rangle$. Finally, quantum state tomography is used to reveal the information of $|W_i\rangle$. Since the state $|W_i\rangle$ is sparse, the quantum tomography step is efficient.

According to Eq. (13), we have
\[ C(i) = \sum_{x_j, x_k \in Q_i} \|x_i - x_j\| \langle x_i - x_j | x_i - x_k \rangle \langle k|, \]

where $|x_i - x_j\rangle$ denotes the quantum state which is proportional to the vector $x_i - x_j$, i.e.,
\[ |x_i - x_j\rangle = \frac{x_i - x_j}{\|x_i - x_j\|}. \]  

(19)

Let
\[ |\psi(i)\rangle = |i\rangle \frac{1}{\sqrt{c(i)}} \sum_{x_j \in Q_i} \|x_i - x_j\| \langle x_i - x_j | x_i - x_k \rangle \langle k|. \]  

(20)

where $c(i) = \sum_{x_j \in Q_i} \|x_i - x_j\|^2$ is the normalized factor. $|\psi(i)\rangle$ is a purification of $\rho_{C(i)}$, since by taking partial trace of the first and third registers, we can obtain
\[ \rho_{C(i)} = \frac{1}{c(i)} \sum_{x_j, x_k \in Q_i} \|x_i - x_j\| \langle x_i - x_j | x_i - x_k \rangle \langle x_i - x_j | x_i - x_k \rangle \langle k|. \]  

(21)

1. Algorithm details

The algorithm to obtain each row of the weight matrix $W_i$, i.e., $W_i$, can be decomposed to the following three stages:

1. Prepare the quantum state $|\psi(i)\rangle$.

2. Prepare quantum state $|W_i\rangle = \rho_{C(i)}^{-1} |B_i\rangle$ by quantum matrix inversion technique [20, 38].

3. Perform quantum state tomography on the state $|W_i\rangle$ to get the information of $W_i$.

Here we list a definition and three lemmas that will be used in our algorithm:

Definition 1. (39) An $(n+a)$-qubit unitary $U$ is called an $(a, \epsilon)$ block-encoding of a matrix $A \in \mathbb{C}^{n \times n}$ if it satisfies
\[ \|x_0^\otimes a \otimes I)U(|0^\otimes a \otimes I - A)| \leq \epsilon, \]

(22)

where $\alpha > 0$.

Lemma 2. Given oracle $O_1, O_2, O'_1$ and $O'_2$ to access the vectors $x_i, y_i$ and the norm of the vectors in time $O(polylog(mn))$, i.e.,
\[ O_1|i\rangle = |i\rangle|x_i\rangle, \quad O'_1|i\rangle = |i\rangle||x_i||; \]
\[ O_2|i\rangle = |i\rangle|y_i\rangle, \quad O'_2|i\rangle = |i\rangle||y_i||, \]
there exists a quantum algorithm converts
\[ \sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle \rightarrow \sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle |x_i - y_j|, \]

(23)

with complexity $O(\frac{\log mn}{\epsilon})$. Also, assume we have a unitary $U$ which is an $(\alpha, \epsilon)$ block-encoding of $A$ that can be implemented in time $O(T_U)$, where $\delta = O(\epsilon / (\kappa^2 \log_2 \frac{2}{\epsilon}))$. Assume that we can prepare the state $|b\rangle$ which spans the eigenvectors with non-zero eigenvalues of $A$ in time $O(T_b)$. Then there is a quantum algorithm that output the quantum state $|A^{-1}|b\rangle$ with error $\epsilon$ in time
\[ O\left(\kappa(AU + a) \log_2 \frac{K}{\epsilon} + T_b \log_2 \kappa\right). \]  

(24)

Lemma 5. (41, 42) Assume that there is a quantum algorithm to prepare the quantum state $|x\rangle = \sum_{i=0}^{d-1} x_i |i\rangle$ in time $O(T)$, then there is a quantum algorithm allows us to output a classical vector $x = (x_0, x_1, ..., x_{d-1})^T$ that satisfies $\|x - |x\rangle\| \leq \delta$ in time $O(Td \log_2 \frac{d}{\delta})$ with probability at least $1 - 1/poly(d)$. 

Proof: see Appendix A

Lemma 3. (39, 40) Let $G$ be an $(n+s)$-qubit unitary that generate $\rho$ by tracing out the ancillary register, that is,
\[ G|0\rangle = |G\rangle = \sum_{j} \sqrt{a_j} |j\rangle |\chi_j|, \]
\[ \rho = \text{Tr}(|G\rangle\langle G|) = \sum_{j} a_j |\chi_j|_2. \]

Let $S$ be a swap gate between register 2 and an ancillary system, i.e. register 3, then $(G^\dagger \otimes I_3)(I_1 \otimes S_{2,3}) (G \otimes I_3)$ is a $(1, n + s, 0)$ block-encoding of $\rho$.
We now detail the stage 1. We first perform the $U_B$ in Eq. (10) on the state $|i⟩|0⟩$ to get the state

$$|i⟩ \frac{1}{\sqrt{k(i)}} \sum_{x_j \in Q_i} |j⟩.$$  \hspace{1cm} (25)

According to Lemma 1, we can prepare the state

$$|i⟩ \frac{1}{\sqrt{k(i)}} \sum_{x_j \in Q_i} |j⟩∥x_i - x_j∥^2.$$  \hspace{1cm} (26)

Using controlled rotation, we have

$$|i⟩ \frac{1}{\sqrt{c(i)}} \sum_{x_j \in Q_i} |j⟩∥x_i - x_j∥^2
\otimes \left( \frac{∥x_i - x_j∥}{r} \right)\left( 1 + \sqrt{1 - \frac{∥x_i - x_j∥^2}{r^2}} |0⟩\right).$$  \hspace{1cm} (27)

Then by uncomputing the third register and measuring the last qubit to get $|1⟩$, we can obtain the state

$$|i⟩ \frac{1}{\sqrt{c(i)}} \sum_{x_j \in Q_i} ||x_i - x_j∥^2,$$  \hspace{1cm} (28)

where $c(i) = \sum_{x_j \in Q_i} ||x_i - x_j∥^2$ is the normalization factor.

Finally, according to Lemma 2 we can append $|x_i - x_j⟩$ to the component marked by $|i⟩|j⟩$ of the state in Eq. (25) to get the state $|ψ(i)⟩$.

In stage 2, assume the unitary to prepare the state $|ψ(i)⟩$ is $G'$. Since $Tr(|ψ(i)⟩⟨ψ(i)|)_{1,3} = ρ_{C(i)}$, according to Lemma 3, we can obtain a $(1, 2 \log_2 (m) + \log_2 (n), 0)$ block-encoding of $ρ_{C(i)}$, that is, $(G'^{T} \otimes I_4) (I_1 \otimes S_{2,4}) (G' \otimes I_4)$, $S$ is a swap gate operated on register 2 and an ancillary register 4. According to Lemma 4, we can obtain

$|W_i⟩ = \frac{ρ_{C(i)}^{−1} |B_i⟩}{∥ρ_{C(i)}^{−1} |B_i⟩∥}.$

In stage 3, we perform quantum tomography on $|W_i⟩$ to get $W_i$. Although $|W_i⟩$ is of dimension $n$, Only $k(i)$ components have non-zero amplitudes and the positions of the non-zero amplitudes are known. Thus we can perform a unitary to transform $|W_i⟩$ to a state that only the first $k(i)$ amplitudes are nonzero that can be regarded as a log$_2$(k(i))-dimension state $W_i′$. According to the Lemma 5, we can obtain a classical vector $W_i′$. It should be noted that $W_i′$ satisfies $\sum_j W_i′_j = 1$, thus renormalization is needed after quantum tomography. The renormalized vector $W_i′$ is actually what we want since it contains all the information of $W_i$.

2. Complexity analysis

In stage 1, to prepare the state in Eq. (25), $U_B$ is invoked for one time, thus the complexity is $O(\text{polylog}(mn))$. According to Lemma 1 the complexity to prepare the state in Eq. (20) is $T_1 = O\left( \max_i ||x_i||^2 \log_2(1/\epsilon) \right)$, where $\epsilon$ is the error of $||x_i - x_j||^2$. The complexity of the controlled rotation can be neglected. Let $\epsilon_0 = \min_{i,j} ||x_i - x_j||$, we have $||x_i - x_j||/r \geq \epsilon_0/r$, where $r$ is the fixed radius which can be regarded as a constant. The probability to measure the last qubit of the state in Eq. (27) in computational basis to get an output $|1⟩$ is

$$p(1) = \sum_{x_j \in Q_i} \frac{∥x_i - x_j∥^2}{r^2 k(i)} \geq \epsilon_0^2/r^2.$$  \hspace{1cm} (29)

Using quantum amplitude amplification, $O(r/\epsilon_0) = O(1/\epsilon_0)$ times of repetition is enough to get the state in Eq. (28). The last step is to append $|x_i - x_j⟩$ to the state in Eq. (28) to obtain $|ψ(i)⟩$. According to Lemma 2 it takes time $O(\frac{1}{\epsilon_0} \text{polylog}(mn))$, where $h = \max_i ||x_i||$. Let $\epsilon_i = O(\frac{\epsilon_0^2 r^2}{c(i)})$, then the error of $|ψ(i)⟩$ is within $O(\epsilon)$. As a conclusion, the complexity of stage 1, i.e., to prepare the state $|ψ(i)⟩$, is

$T_3 = O\left( \frac{k^2 \epsilon_0^2}{\epsilon^2} \text{polylog}(\frac{mn}{\epsilon_0^2}) \right).$

For stage 2, since the error to prepare $|ψ(i)⟩$ is $O(\epsilon)$, according to Lemma 3 we have a $(1, 2 \log_2 m + \log_2 n, \epsilon)$ block-encoding of $ρ_{C(i)}$. Note that $ρ_{C(i)}$ is a sparse matrix that only $k(i)$ rows and columns contains non-zero elements, thus the rank of $ρ_{C(i)}$ is at most $k(i)$. Without loss of generality, let the nonzero eigenvalues of $ρ_{C(i)}$ be $\lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_{k(i)}$, we have $\sum_{j=0}^{k(i)-1} λ_j = 1$, $max_i λ_i = λ_{k(i)-1} \geq 1/k(i)$. Assume the condition number of $ρ_{C(i)}$ is $κ(i)$, then $λ_i \in [\frac{1}{κ(i)}, 1]$. The state $|B_i⟩$ can be prepared by oracle $U_B$ in time $O(\text{polylog}(mn))$. Thus according to Lemma 3 we can obtain $|W_i⟩ = \frac{ρ_{C(i)}^{−1} |B_i⟩}{∥ρ_{C(i)}^{−1} |B_i⟩∥}$ in time $T_2 = O\left( \frac{k^2 \epsilon_0^2}{\epsilon^2} \text{polylog}(\frac{mn}{\epsilon_0^2}) \right)$.

In stage 3, according to Lemma 5, we can output the vector $W_i′$ in $T_3 = O(T_2 k(i) \log_2 k(i)/\epsilon^2)$ with probability at least $1 - 1/\text{poly}(d)$, where $\epsilon$ is the error of vector $W_i′$. The complexity of renormalized can be neglected.

As a conclusion, the complexity to obtain the information of $W$ is $T = O(T_2 k(i) \log_2 k(i)/\epsilon^2)$ where $k_{max} = \max_i k(i)$, $κ_{max} = \max_i κ(i)$.

C. The quantum algorithm to compute the transformation matrix $A$

We have obtained the classical information of $W$ in the above algorithm. Thus we can store the information of the matrix $D = I - W$ in a data structure that allows the following two mappings:

$$U_D : |i⟩|0⟩ \rightarrow |i⟩|D_i⟩,$$
$$V_D : |0⟩|j⟩ \rightarrow \frac{1}{\sqrt{∥D∥_F}} \sum_i |D_i⟩|i⟩|j⟩.$$  \hspace{1cm} (30)

in time $O(\text{polylog}(mn))$, where $|D_i⟩$ is proportional to the $i$th row of $D$. Note that $W$ is a matrix of $K = \ldots$
Let $z$ we assume qubit state we make a modification of the definition of the matrix $v$. If $\delta > 0$ be the precision number. Then there is a quantum algorithm that transforms $\sum_j \beta_j |v_j\rangle |0\rangle$ to $\sum_j \beta_j |v_j\rangle |\gamma_j\rangle$, where $\gamma_j \in \sigma_j \pm \delta \| D \|_F$ with probability at least $1 - 1/poly(n)$ in time $O(\frac{1}{\delta} polylog(mn))$ for $j = 0, 1, ..., m - 1$.

Lemma 7. (38) Let $A$ be an $m \times n$ matrix stored in a data structure showed in Eq. (30), then there exists $U_R$ and $U_L$ that can be implemented in time $O(polylog(mn)/\epsilon)$ such that $U_R U_L$ is a $(\|A\|_F, \|log_2(m+n)\|, \epsilon)$ block-encoding of $A = \begin{bmatrix} 0 & A \\ A^T & 0 \end{bmatrix}$.

1. Algorithm details

The algorithm can be decomposed to the following stages:

1. Perform quantum singular value estimation (QSVE) [29, 30] to get the state
   $$|\psi_1\rangle = \frac{1}{\sqrt{m}} \sum_{j=0}^{m-1} |v_j\rangle |v_j\rangle |\sigma_j\rangle,$$
   (34)

2. Use the quantum algorithm for finding the minimum [44] to find the $d$ minimized nonzero value of $\sigma_j$, i.e., $\sigma_1, \sigma_2, ..., \sigma_d$, and the corresponding $|v_j\rangle$ for $j = 1, 2, ..., d$.

3. Perform quantum ridge regression [11] to get $a_j \propto (X^T X + \alpha I)^{-1} X^T v_i$ for $j = 1, 2, ..., d$.

Here we list lemmas that will be used in our algorithm:

Lemma 6. (QSVE [29, 30]) Assume that an $m \times n$ matrix $D = \sum_j \sigma_j |u_j\rangle \langle v_j|$ is stored in a data structure that allows the two mappings showed in Eq. (30) in time $O(polylog(mn))$. Let $\delta > 0$ be the precision number. Then there is a quantum algorithm that transforms $\sum_j \beta_j |v_j\rangle |0\rangle$ to $\sum_j \beta_j |v_j\rangle |\gamma_j\rangle$, where $\gamma_j \in \sigma_j \pm \delta \| D \|_F$ with probability at least $1 - 1/poly(n)$ in time $O(\frac{1}{\delta} polylog(mn))$ for $j = 0, 1, ..., m - 1$.

Lemma 8. (38) Suppose that $U$ is an $(\alpha, a, \epsilon, |2\|)$ block-encoding of $H$, then we can implement $e^{iHt}$ with $O(\alpha^2 t + \log_2(1/\epsilon))$ query of $U$ or its inverse and $O(\alpha^2 t^2 + \log_2(1/\epsilon))$ two-qubit gates, where $\epsilon$ is the error of $e^{iHt}$.

In stage 1, since we have no information about the state $|v_j\rangle$ for $j = 0, 1, ..., m - 1$, we choose the state $|\psi_0\rangle = \frac{1}{\sqrt{m}} \sum_{j=0}^{m-1} |j\rangle |j\rangle$ to be the initial state, which can be written as uniform superposition of $|v_j\rangle |v_j\rangle$, i.e.,

$$|\psi_0\rangle = \frac{1}{\sqrt{m}} \sum_{j=0}^{m-1} |v_j\rangle |v_j\rangle. \quad (35)$$

Note that we have stored the matrix $D$ in a suitable data structure and $D = \sum_{j=0}^{m-1} \sigma_j |u_j\rangle \langle v_j|$, according to QSVE (Lemma 9, we can obtain the state $|\psi_1\rangle$.

For stage 2, let $U_2$ be the unitary to prepare $|\psi_1\rangle$ from $|0\rangle$ and $O_2$ be the oracle to transform $|\psi_1\rangle$ to

$$O_2 = \frac{1}{\sqrt{m}} (\sum_{\sigma_j \geq \sigma_1} |v_j\rangle |v_j\rangle |\sigma_j\rangle - \sum_{0 < \sigma_j \leq \sigma} |v_j\rangle |v_j\rangle |\sigma_j\rangle),(36)$$

where $v$ is a constant. Given the $U_2$ and $O_2$, we can invoke the quantum algorithm for finding the minimum [44] to find the minimized nonzero value of $\sigma_j$, i.e., $\sigma_1$. Assume that we have obtained $i$ minimum values of $\sigma_j$ for $j \in \{1, 2, ... m - 1\}$, we could make a small modification on $O_2$ to get an oracle $O_2'$ that

$$O_2' = \frac{1}{\sqrt{m}} (\sum_{\sigma_j \geq \sigma_1} |v_j\rangle |v_j\rangle |\sigma_j\rangle - \sum_{\sigma_1 \leq \sigma_1 \leq \sigma_1} |v_j\rangle |v_j\rangle |\sigma_j\rangle).$$

Then we can perform the quantum algorithm for finding the minimum to find the $i + 1$ minimized nonzero value of $\sigma_j$. Thus $O(d)$ times of the quantum algorithm for finding the minimum is enough to obtain the $\sigma_1$ to $\sigma_d$. We should mention that when we get a $\sigma_j \in \{\sigma_1, \sigma_2, ..., \sigma_d\}$, we also get two quantum state $|v_j\rangle$.

For stage 3, since $X$ is stored in the data structure, according to Lemma 7 we can implement an $(\|X\|_F, \|log_2(2n)\|, \epsilon_2)$ block-encoding of $X$. According
 Complexity analysis

In stage 1, the preparation of |ψ0⟩ is of time O(log2 m). Let the error of σj be ϵ, according to Lemma 8 the complexity to get |ψ1⟩ is O(∥ |D⟩∥Fpolylog(mn)).

In stage 2, the O2 (or O2′) and U2 can be implemented in time O(polylog(m)) and O(polylog(mn)), respectively. The quantum algorithm for finding the minimum would output the minimum value with probability larger than 1/2 with query complexity O(√m). We should mention that one query includes two U2 and one O2 (or O2′). Thus to get σ1 to σd and |v1⟩ to |vd⟩, O(d) times of the algorithm for finding the minimum is enough. The total complexity is O(√m∥ |D⟩∥Fpolylog(mn)).

In stage 3, for the step 1, we can append several |0⟩ to |v1⟩ to get |0, v1⟩. For the step 2, an (∥X∥F, log2(2n), ε2) block-encoding of X can be implemented in time O(polylog(mn/ε2)). According to lemma 8 we can simulate eX |v⟩ in time O(∥X∥Ft-polylog(mn/ε2)), where error ε3 = 2tε2. Let κ denote the condition number of X, to ensure the error of the final state |aj⟩ is within ϵ, the maximum simulation time of the quantum phase estimation should be t = O(κ/ϵ) and ε3 = ϵ log2(κ/ε). Thus the complexity of the quantum phase estimation is O(∥X∥2Fpolylog(mn/ϵ)). The complexity of step 3 is the same as step 2. In step 4, we could choose C1 = O(maxi(κi/εi + ε))−1, thus have O(C1γi) = O(1/κ) [11]. O(κ2) repetitions are needed to get a |0⟩ and it can be improved to O(κ) repetitions by quantum amplitude amplification. The projection is success with probability 1/2.

As a conclusion, the complexity to get |a1⟩, |a2⟩, ..., |ad⟩ is

\[O(\kappa d^{\sqrt{\frac{m}{n}}\|D\|_F}polylog(mn) + \frac{d\|X\|_F\kappa^2}{\epsilon}polylog(\frac{mn}{\epsilon})\]  

Assume that ∥W∥max = O(1). Since W is sparse matrix and D = I − W, we have ∥D∥F = O(√mk). As for the ∥X∥F, since h = maxi ∥xi∥, ∥X∥F = O(√hnm). Thus the complexity of the algorithm is

\[O(d^{\sqrt{\frac{hnk}n}m\kappa^2}polylog(\frac{mn}{\epsilon}))\]

D. The total complexity and comparison

The procedure of the quantum NPE algorithm can be summarized as follows:

Algorithm 2 The procedure of quantum NPE

Input: The data matrix X is stored in a data structure;

Output: The quantum states |a1⟩, |a2⟩, ..., |ad⟩ which represent each row of matrix A;

1: Prepare |i⟩ = \frac{1}{\sqrt{m}} \sum_{j=0}^{m-1} |i,j⟩; 
2: Prepare \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i⟩ \sum_{x_i \in Q} |j⟩; 
3: Measure the output in computational basis for several times to obtain the index j of the neighbors of x_i for i = 0, 1, ..., m − 1; 
4: Construct oracle U_B and V_B; 
5: Prepare |ψ′⟩ to obtain ρ_C|i⟩; 
6: Prepare |W_i⟩ = ρ_C|i⟩ |B_i⟩ for i = 0, 1, ..., m − 1; 
7: Perform quantum state tomography on |W_i⟩ to get the information of W_i for i = 0, 1, ..., m − 1; 
8: Perform quantum singular value estimation to get |ψ_i⟩; 
9: Use the quantum algorithm for finding the minimum [14] to find σ_j and |v_j⟩ for j = 1, 2, ..., d.
10: Perform quantum ridge regression to get |a_j⟩ for j = 1, 2, ..., d.
11: return |a_1⟩, |a_2⟩, ..., |a_d⟩.

The quantum algorithm can be divided into three sub-algorithms and the complexity of each sub-algorithm can be seen in Table 1. Putting it all together, the complexity of the quantum NPE algorithm is

\[O\left(h^2d^3/2k^{1/2} + O(\frac{h^2d^3/2m\kappa_\text{max}^2}{\epsilon_0})\right)\]  

\[polylog(\frac{mn}{\epsilon_0})\]

Since the classical algorithm have complexity O(mnk^3 + dm^2), our algorithm have a polynomial speedup on m and exponential speedup on n when the factors d, h, k_max, ε, ε_0 = O(polylog(mn)). We should mention that the output of the quantum NPE algorithm is a matrix A = (|a_1⟩, |a_2⟩, ..., |a_d⟩) with each column outputted as a quantum state.
TABLE I. The time complexity of the three sub-algorithms of the quantum NPE.

| Sub-algorithm* | Time complexity |
|----------------|-----------------|
| Algorithm 1    | $O\left(h^2m^{3/2}k^{1/2}\log(\frac{mn}{\epsilon})\right)$ |
| Algorithm 2    | $O\left(\frac{k^2m^2\kappa_{\max}^2}{\epsilon^2}\log(\frac{mn}{\epsilon})\right)$ |
| Algorithm 3    | $O\left(\frac{d\kappa_{\max}^2}{\epsilon^2}\log(\frac{mn}{\epsilon})\right)$ |

*Here the algorithm 1-3 are the quantum algorithm to find the nearest neighbors, the algorithm to obtain the weight matrix $W$ and the algorithm for embedding, respectively. $h = \max_i||x_i||$, $k = \Theta(k^{(i)})$, $k^{(i)}$ is the number of neighbors of $x_i$, $m$ is the number of training data points, $n$ is the dimension of the data points, $\epsilon$ is the error of the algorithm, $\epsilon_0 = \min_{i,j}||x_i - x_j||$, $k_{\max} = \max_i k^{(i)}$, $\kappa_{\max} = \max_i \kappa^{(i)}$, $\kappa^{(i)}$ is the condition number of the neighborhood correlation matrix $G^{(i)}$, $d$ is the dimension of the low-dimensional space, $\kappa$ is the condition number of train data matrix $X$.

Our algorithm has two advantages over VQNPE. (1) Our algorithm is complete while VQNPE is not. In [20], the authors pointed out that it is not known how to obtain the input of the third sub-algorithm from the output of the second sub-algorithm. (2) The complexity of our algorithm is less than the complexity of VQNPE, even without considering the complexity of the third sub-algorithm of VQNPE. Specifically, the complexity of the first sub-algorithm is $O\left(\frac{m^2}{\epsilon^2}\log_2 n\right)$, and the complexity of the second sub-algorithm is $\Omega(\text{poly}(n))$ (we should mention that the complexity showed here are different with the original paper [20], see Appendix [3] for details), while the total complexity of our algorithm is $O(m^{1.5}\log(mn))$ (only consider the main parameters). The advantage of our first sub-algorithm is mainly coming from the parallel estimation of the distance of each pair of data points. As for the second sub-algorithm, Liang et al. adopted the QSVD to get the $|W_i\rangle$. However, the eigenvalues of $A_i$ (see Appendix [3]) are too small to satisfy the conditions to get an efficient algorithm, which causes the complexity to have polynomial dependence on $n$. We use a totally different algorithm to get the $|W_i\rangle$ and the complexity analysis shows that our algorithm has complexity polynomial dependence on $n$. As for the third sub-algorithm, it is hard to examine the complexity of the VQA of VQNPE, while our sub-algorithm has a rigorous complexity analysis.

IV. CONCLUSION

In this paper, we proposed a complete quantum NPE algorithm with rigorous complexity analysis. It was showed that when $d, h, k_{\max}, \kappa_{\max}, \epsilon, \epsilon_0 = O(\text{poly}(mn))$, our algorithm has exponential acceleration on $n$ and polynomial acceleration on $m$ over the classical NPE. Also, our algorithm has a significant speedup compared with even the first two sub-algorithms of VQNPE.

The Lemma [2] proposed an efficient method to append a quantum state generated by subtracting two vectors parallelly, which might have a wide range of applications in other quantum algorithms. Also, in the proof of the Lemma [2] we used a technique called parallel amplitude amplification, which may be of independent interest. We hope the techniques used in our algorithm could inspire more DR techniques to get a quantum advantage, especially the nonlinear DR techniques. We will explore the possibility in the future.
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Appendix A: The proof of Lemma [2]

Proof. $|x_i - y_j\rangle$ is a quantum state that is proportional to vector $x_i - y_j$:

$$|x_i - y_j\rangle = ||x_i|||x_i\rangle - ||y_j|||y_j\rangle$$

(A1)

1. Algorithm details

Let

$$|\psi\rangle := \frac{1}{\sqrt{m}} \sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle}|x_i - y_j\rangle,$$  

(A2)

the process to prepare $|\psi\rangle$ from $\frac{1}{\sqrt{m}} \sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle}$ can be summarized as follows:

1. Given quantum state $\sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle}$, prepare $\sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle}||x_i||||y_j||$.
2. Prepare the following quantum state by controlled rotation [3]:

$$\sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle}||x_i||||y_j|| (\cos \theta_{ij}|0\rangle + \sin \theta_{ij}|1\rangle))$$ (A3)

where $\cos \theta_{ij} = \frac{||x_i||}{\sqrt{||x_i||^2 + ||y_j||^2}}$, and thus $\sin \theta_{ij} = \frac{||y_j||}{\sqrt{||x_i||^2 + ||y_j||^2}}$.

3. Uncompute the third and the fourth registers, and then query the oracles to obtain the state

$$\sum_{i,j=0}^{m-1} \sqrt{p_{ij}|i\rangle|j\rangle} (\cos \theta_{ij}|0\rangle|x_i\rangle + \sin \theta_{ij}|1\rangle|y_j\rangle).$$  

(A4)
4. Apply Hadamard gate to the third register to obtain
\[
\sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle \frac{1}{\sqrt{2}} \left[ |0\rangle (\cos \theta_{ij} |x_i\rangle + \sin \theta_{ij} |y_j\rangle) + |1\rangle (\cos \theta_{ij} |x_i\rangle - \sin \theta_{ij} |y_j\rangle) \right]
\]
+ \sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle (\cos \psi_{ij} |\phi_{ij}\rangle + \sin \psi_{ij} |\phi_{ij}'\rangle).
\]
(\text{A5})

where \(p_{ij}\) is the probability of measuring \(|ij\rangle\) in the \(I_m\) basis.

5. Perform parallel quantum amplitude amplification to get state
\[
\sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle (\cos \psi_{ij} |\phi_{ij}\rangle + \sin \psi_{ij} |\phi_{ij}'\rangle).
\]
(\text{A6})

where \(\psi_{ij}\) is the probability of measuring \(|ij\rangle\) in the \(I_m\) basis.

6. Discard the third register, the state left is
\[
\sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle (\cos \psi_{ij} |\phi_{ij}\rangle - \sin \psi_{ij} |\phi_{ij}'\rangle).
\]
(\text{A7})

where \(\psi_{ij}\) is the probability of measuring \(|ij\rangle\) in the \(I_m\) basis.

We perform a parallel quantum amplitude estimation to obtain the amplitudes of the target states. And then we perform the fixed-point quantum search parallelly to obtain the final state. We defined the Grover operator of the parallel quantum amplitude estimation as
\[
U_1(I_{m^2 \times m^2} \otimes (2|0\rangle \langle 0|^{\otimes (1+\log_2 n)} - I_{2n \times 2n}))U_1^\dagger O. \quad (\text{A8})
\]

The parallel quantum amplitude estimation consists of three steps:

1) Perform quantum amplitude estimation on the quantum state in Eq. \((\text{A5})\) to obtain the estimated values of \(|\sin \psi_{ij}| := \frac{1}{2} \sqrt{p_{ij}} |\cos \theta_{ij} |x_i\rangle - \sin \theta_{ij} |y_j\rangle\rangle \parallel \text{for each } |i\rangle |j\rangle, \text{i.e., obtain the state}
\[
\sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle (\cos ^2 \psi_{ij}|\phi_{ij}\rangle + \sin \psi_{ij} |\phi_{ij}'\rangle) |\sin \psi_{ij}\rangle.
\]
(\text{A9})

2) Let \(L_{ij} = \frac{m}{2} \log_2 (\frac{2\epsilon'}{\sin |\psi_{ij}|})\), prepare the state
\[
\sum_{i,j=0}^{m-1} \sqrt{p_{ij}} |i\rangle |j\rangle (\cos \psi_{ij} |\phi_{ij}\rangle + \sin \psi_{ij} |\phi_{ij}'\rangle) |L_{ij}\rangle, \quad (\text{A9})
\]

where \(\delta' > 0\) is a parameter that related to the final error.

3) Controlled by \(|L_{ij}\rangle\) and \(|i\rangle |j\rangle\), prepare \(S_{L_{ij}} = G(\alpha_1, \beta_1) \cdots G(\alpha_l, \beta_l) = \prod_{k=1}^{l} G(\alpha_k, \beta_k)\) on the third register of the above equation, where \(l_{ij} = \left\lfloor \frac{|L_{ij}|}{2} \right\rfloor\), for all \(k = 1, 2, \ldots, l\),
\[
\alpha_k = -\beta_{l-k+1} + 2 \cot^{-1} \left(\tan(2\pi k/L_{ij}) \sqrt{1 - \gamma^2} \right),
\]

\[
\gamma = T_{1/L_{ij}}(1/\delta'), \quad T_{l}(x) = \cos^l (\cos^{-1}(x)) \text{ is the } l\text{th Chebyshev polynomial of the first kind.}
\]

We can obtain
\[
||\phi_{ij} ||^2 \geq 1 - \delta'.
\]

2. complexity analysis

In step 1, two times of queries are invoked. The complexity of step 2 can be neglected. In step 3, four queries are invoked. The Hadamard gate in step 4 is of complexity \(O(1)\).

As for the step 5, we should amplify the amplitudes \(\sin \psi_{ij}\) that satisfies
\[
\sin \psi_{ij} = \left| \frac{1}{\sqrt{2}} |(\cos \theta_{ij} |x_i\rangle - \sin \theta_{ij} |y_j\rangle)\rangle \parallel \right| \sin \psi_{ij}\rangle.
\]
(\text{A10})

The complexity of one query of the Grover operator in Eq. \((\text{A8})\) is \(O(\text{polylog}(mn))\). According to \((\text{A5})\), we should ensure that \(L_{ij} \geq \frac{\log_2 (2/\delta')}{|\sin \psi_{ij}|}\). We could estimate \(\sin \psi_{ij}\) within error \(\frac{1}{4} |\sin \psi_{ij}|\), then choose \(L_{ij} = 2 \left\lceil \frac{\log_2 (2/\delta')}{|\sin \psi_{ij}|} \right\rceil\) to ensure \(L_{ij} \geq \frac{\log_2 (2/\delta')}{|\sin \psi_{ij}|}\). With the error \(\frac{1}{2} |\sin \psi_{ij}|\), the complexity of the parallel quantum amplitude estimation is \(O(\frac{h}{\epsilon_0} \text{polylog}(mn))\). The complexity of each query of \(G(\alpha_k, \beta_k)\) is \(\text{polylog}(mn)\), thus the complexity of step 3) is \(O(\text{max} \epsilon_{ij} L_{ij} \text{polylog}(mn)) = O(\frac{h}{\epsilon_0} \log_2 (1/\delta') \text{polylog}(mn))\).

The complexity of step 6 can be neglected.

To ensure that the error of \(|\psi\rangle\) is within \(\epsilon\), we could just let \(\epsilon' = O(\epsilon)\). As a conclusion, the complexity of the algorithm is \(O(\frac{h}{\epsilon_0} \text{polylog}(mn/\epsilon))\).

Appendix B: A brief complexity analysis of the first two sub-algorithms of VQNPE

For the first sub-algorithm of VQNPE, i.e., the algorithm to find the \(k\)-nearest neighbors, the authors used
swap test circuits to obtain the square of the inner product of each pair of data points, which was regarded as the distance between data points by the following steps. Here we should mention that the authors implicitly assumed that \(|x_i| = 1\), since they defined \(|x_i⟩ = \sum_j x_{ij} |j⟩\). The complexity of this step should be \(O(n^2 \log_2 n)\), where \(\epsilon\) is the error of the square of inner products. Here we also point out that this method cannot obtain the distance of the vectors such as \((1, 0)^T\) and \((-1, 0)^T\), thus we used a different method to get the distance without this problem.

Let \(x_j^{(i)}, j ∈ \{0, 1, 2, ..., k(i) − 1\}\) denotes the largest \(k(i)\) nearest neighbors of \(x_i\), \(\mathcal{A}_i = (x_i − x_0^{(i)}, x_i − x_1^{(i)}, ..., x_i − x_{k(i)−1}^{(i)})\), \(C_i^{(i)} = \mathcal{A}_i^\dagger \mathcal{A}_i\). Then \(C_i^{(i)}\) is a \(k(i) × k(i)\) matrix which is actually the matrix left by deleting the zero rows and columns of \(C(i)\), i.e. deleting \(j\) rows and \(l\) columns for \(x_j \notin Q_i\).

For the algorithm to obtain \(|w_i⟩\), the authors assumed that there is an oracle to access the element of \(\mathcal{A}_i\) for \(i = 0, 1, ..., m − 1\), that is,

\[ |j⟩|l⟩|0⟩ → |j⟩|l⟩|A_{jl}^i⟩ = |j⟩|l⟩|x_{ij}^{(i)}⟩, \]  

(B1)

where \(A_{jl}^i\) is the \(j\)th row \(l\)th column element of \(\mathcal{A}_i\), \(x_{ij}^{(i)}\) is the \(j\)th element of \(x_i\) and \(x_{ij}^{(i)}\) is the \(l\)th element of the \(j\)th nearest neighbor of \(x_i\).

With the oracle mentioned above, according to quantum singular value decomposition (QSVD) [46], since \(\mathcal{A}_i\) is an \(n × k\) matrix, one could simulate \(e^{i \hat{A}_i t}\) with complexity \(O(\frac{t^2}{\epsilon} \|\hat{A}_i\|_{F})\), where

\[ \hat{A}_i = \begin{pmatrix} 0 & \mathcal{A}_i \\ \mathcal{A}_i^\dagger & 0 \end{pmatrix}. \]  

(B2)

Let \(\lambda_j = \sum_{l=1}^k |\langle \psi_j^{(i)} | \hat{\psi}_j^{(i)} \rangle|\), similar to Eq. (32). According to [47], the necessary condition for this algorithm to be efficient is that \(\sigma_{j±} = \Theta(n + k)\) for \(j \in \{1, 2, ..., k\}\). Let \(\lambda_j, j \in \{1, 2, ..., n + k\}\) denote all of the eigenvalue of \(\hat{A}_i\), it is obvious that \(\sigma_{j±}\) is included by the set of \(\lambda_j\). According to the Gershgorin circle theorem [47], for \(j \leq n\),

\[ |\lambda_j| \leq \sum_{l=1}^k |\mathcal{A}_{jl}| \leq \sum_{l=1}^k |x_{ij} − x_{lj}^{(i)}|. \]  

(B3)

since \(|x_i| = 1\), we have \(|x_{ij}| ≤ 1\), thus \(\lambda_j ≤ \sum_{l=1}^k 2 = 2k\). Similarly, for \(j > n\),

\[ |\lambda_j| ≤ \sum_{l=1}^n |\mathcal{A}_{(j-n)l}| = \sum_{l=1}^n |x_{il} − x_{lj}^{(i)}| ≤ ||x_i − x_j^{(i)}||_1. \]

Since \(|x_i| = 1\), we have \(||x_i − x_j^{(i)}|| = \sum_l |x_{il} − x_{lj}^{(i)}|^2 ≤ 2\), where \(x_j^{(i)}\) is the \(j\)th nearest neighbor of \(x_i\). According to the inequality \(||x_i|| ≤ \sqrt{n} ||x_i||\), we have \(||\lambda_j|| ≤ 2\sqrt{n}\).

Thus we have \(||\lambda_j|| ≤ 2\sqrt{n}\) for all \(j \in \{1, 2, ..., n + k\}\), which means that \(\sigma_{j±} = O(\sqrt{n}) ≠ \Theta(n + k)\).

Since \(\sigma_{j±} ≠ \Theta(n + k)\), the algorithm is not efficient, thus the complexity is of \(\Omega(\text{poly}(n))\).
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