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Abstract—Device identification (DI) is one way to secure a network of Internet of Things (IoT) devices, whereby devices identified as suspicious can subsequently be isolated from a network. In this study, we present a machine-learning-based method, IoTDevID, that recognizes devices through the characteristics of their network packets. As a result of using a rigorous feature analysis and selection process, our study offers a generalizable and realistic approach to modeling device behavior, achieving high predictive accuracy across two public data sets. The model’s underlying feature set is shown to be more predictive than existing feature sets used for DI and is shown to generalize to data unseen during the feature selection process. Unlike most existing approaches to IoT DI, IoTDevID is able to detect devices using non-IP and low-energy protocols.
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I. INTRODUCTION

The Internet of Things (IoT) is a collection of objects with embedded systems that can communicate with each other over a wired or wireless network. The “things” can be any physical items that we have now or will use in the future [1]. IoT contributes to human life in many critical areas, such as smart homes/cities, retail, healthcare, transportation, agriculture, military, and manufacturing [2]. By 2026, the number of IoT devices in the world is expected to reach 80 billion [3], with a total market of U.S. $1.1 trillion [4].

Securing IoT devices with traditional security solutions can be challenging due to limited device resources, such as processor, battery, and bandwidth [5]. Further challenges arise due to device heterogeneity [1]. For example, a device can have many sensors (temperature, humidity, motion, light, etc.), and the channels it uses to communicate with other devices may need very different requirements. Although some research focuses on specialist areas such as home appliances [6] or smart cities [7], many devices have very different characteristics even under this classification. For example, baby monitors and smart kettles are both classified under home appliances [6]. Further, IoT security has the potential to be neglected by users, primarily due to the lack of a familiar interface [6]. However, since today’s IoT devices are widespread and diverse, users cannot be expected to recognize and understand the security implications of all of them. Hence, automatic identification of devices in the network is vital in dealing with potential security problems. A successful device identification (DI) system can detect devices in a network, so necessary measures, such as updating, limiting, or isolating devices with security vulnerabilities, can be taken. In this way, potential security problems caused by IoT devices on the network can be prevented before they arise.

In this article, we introduce a new IoT DI method that models the behavior of the network packets communicated by the devices. With IoTDevID, devices are identified by their behavior, a critical first step to the subsequent detection of anomalous behavior. It classifies device behaviors at the individual packet level using generalizable features. In this way, it can detect all kinds of devices, while offering high detection success with its aggregation method. This work offers the following contributions and differences from previous work.

1) Our method does not strictly depend on identifying features, such as the MAC and IP address, in the feature extraction step. This gives it wider applicability than previous approaches that depended on this information, such as [8]–[10]. Notably, it allows the identification of devices that use non-IP and low-energy protocols, such as Bluetooth, ZigBee, or ZWave.

2) Our DI model uses a feature set that summarizes the network behavior of IoT devices. We carried out a systematic study of packet-level features, using various feature selection techniques to build a feature set that improves on previous approaches. Unlike previous studies [9], [11], [12], we were careful to identify and remove features (such as session IDs and port numbers) that do not generalize between data sets.

3) Our approach was developed using a rigorous experimental process. We took steps to prevent information leaking from the test set into training, and used a second, independent, data set to demonstrate the generality of our approach. Consequently, we believe that our results are more realistic and generalizable than much of the previously published work in this area.

As a consequence, our DI method is more suited to real-world IoT network environments than previous approaches, both because it supports a wider range of environments, but also because we have more confidence that the approach generalizes to environments that were unseen during development.
To promote transparency and repeatability, we have made our data set, scripts, and supplementary material public.\(^1\)

This article is organized as follows. Section II reviews related work. Section III describes the methods we use to model network packets, and the data sets used for evaluation. Section IV gives an overview of our model selection approach, Section V evaluates the selected model, and Section VI compares it against other DI approaches. Limitations are discussed in Section VII, and conclusions are presented in Section VIII.

### II. Related Work

This section reviews previous studies that used fingerprinting to classify IoT devices. Fingerprints are feature sets derived from network packets or statistics to reflect the behavior patterns of devices. There are many studies in the literature on DI using fingerprints, but their applicability to IoT devices is controversial, as these often focus on the physical layer or application layer where IoT has a wide protocol variety [10]. Hence, we focus here on research that is based on network packet behavior, including relevant information from each of the data link, network, and transport layers. Table I summarizes the previous studies in comparison to our study with the IoTDevID method (see Table VII for a comparison of results).

One of the first studies to use network packet features in a fingerprint method to identify IoT devices was IoT Sentinel [8]. This study used a behavior-based fingerprint to identify vulnerable devices and isolate them from the network, using data from Aalto University IoT device captures. The fingerprints specific to each device were created based on 23 features extracted from each of the first 12 packets for each device, resulting in a fingerprint with 276 values. These 12 packets do not exactly represent flow; they are sequential packets from the same MAC address. The features contain information about source and destination, packet properties, and protocols used. However, since it performs packet merging from MAC addresses, it cannot identify non-IP devices. (This situation, which we call the transfer problem, is explored in-depth in Section III-B.) Also, the IP address count feature used in this study is unlikely to generalize beyond the Aalto data set, since it refers to the number of devices each device communicates with, which is environment-dependent. In this study, 17 of 27 device types were detected with an identification accuracy of above 95%, and 10 with an accuracy of around 50%.

Two other notable studies also used data from the Aalto data set. In the first [9], a fingerprint consisting of 67 statistical features was created using information extracted from the headers of Ethernet, IP, UDP, and TCP packets of 20–21 consecutive packets. Unlike the others, this study used network statistics in addition to features obtained from the packets. If a device used in one network is moved to a different network, the features extracted from the network packet will not change, but the network statistics will change. Since the network statistics are based not only on devices but also on their interrelationships, it is unlikely that they will generalize well. This study classified the devices with 90.3% accuracy using various ML methods (see Table I). The second study [11] obtained 95% accuracy using 33 features selected by a genetic algorithm (GA) from 212 features extracted from the headers of individual packets. However, this study selectively presented its results with only part of the data set (25 out of 27 device classes) and it used features that are unlikely to generalize (e.g., IP ID, TCP acknowledgment, TCP sequence, and source and destination port numbers).

IoTSense [10] used selected features of IoT Sentinel based on their own design assessment, namely, 17 protocol-based features which reflect device behavior. They also added three payload-related features, notably payload length and entropy. This feature list was applied to five packets for each device to produce a 100-member fingerprint, as an average of five packets were found to make up a session in this study. The packets are presumably merged according to a common MAC address, though this is not explicitly stated in this article. As a result of this study, per device recall of 93%–100% and an average accuracy of 99% were achieved. While some comparisons are made with the work of IoT Sentinel, the evaluation of IoTSense used a much smaller number of devices (i.e., 10 versus 31). In addition, the IoTSense experiment set began with 14 devices, though only ten devices were used for the evaluation as four devices did not produce sufficient data for the analysis approach that was used.

Sivanathan et al. [12] used the data obtained from a reasonably large variety of 28 IoT devices (such as cameras, lights, plugs, motion sensors, appliances, and health monitors) during six months to classify IoT devices. Eight features were used for the classification: 1) flow volume; 2) flow duration; 3) average flow rate; 4) device sleep time; 5) server port numbers; 6) domain name server (DNS) queries; 7) network time protocol (NTP) queries; and 8) cipher suites. As a result, 28 IoT devices were classified with an accuracy of 99.88%. However, four devices from the data set were not used, and some elements of the feature set were too specific, thereby not focusing on device behavior, e.g., port numbers, DNS queries, and cipher suites.

### III. Materials and Methods

#### A. System Model and Design Goals

IoTDevID analyzes the behavior of IoT devices in order to identify their brand and model. The resulting normal behavior

| Study       | Dataset | Devices | Algorithm(s)          | Key comparators                  |
|-------------|---------|---------|-----------------------|----------------------------------|
| [8]         | Aalto   | 27      | RF                    | Transfer problem                 |
| [9]         | Aalto   | 27      | RF, KK, GB, DT        | Transfer problem, overly specific features |
| [10]        | Private | 10      | GB, DT, NN            | Used partial dataset, overly specific features |
| [11]        | UNSW    | 28      | NB, RF                | Overly specific features         |
| Our Study   | UNSW    | 33      | NB, RF, SVM           | No trans. prob., overly specific features |

\(^1\)Materials available at: github.com/kahramankostas/IoTDevIDv2.
profiles can then be used to secure devices, e.g., by finding devices with known vulnerabilities. More details about the threat model can be found in Section VII. Our approach has similarities to the work reviewed in the previous section, in that we use ML methods to train device fingerprints from information stored in packet headers. However, we approach this in a more systematic way, using feature selection to identify fingerprints that generalize in a meaningful way from the training data, and with an emphasis on developing a model that can be deployed within real network environments.

B. IoT Data Selection

We used two public data sets to measure and compare the performance of our DI approach. Both of these contain real device data. Since our approach is designed for benign networks, the data sets do not contain attack data. First, the Aalto University IoT Devices Captures data set [8] (referred to as Aalto data set) has 31 devices and contains only the device installation data, but this installation process was repeated 20 times for each device to increase the amount of data [8]. While there are a total of 31 devices in this data set, four of these devices are in pairs (see the supplementary material SM-Table I). For example, there are two WeMoSwitches with different MAC/IP addresses. Our purpose is to detect according to device behavior, so these device pairs are considered as a single device, not as two separate devices. Therefore, although the data set contains 31 devices, it contains 27 classes. Another characteristic of the data set is that two devices using low-energy protocols connect to the gateway where the data is collected via other devices. Therefore, these two devices (D-LinkDoorSensor and HueSwitch) do not have identifying features such as their own MAC and IP address. They use the IP/MAC address of the devices they communicate through (D-LinkHomeHub and HueBridge, respectively). We refer to this as “the transfer problem” in this article (related device MAC addresses and labels are shared in SM-Table I). Notably, when using an individual packet-based approach (which is independent of MAC/IP addresses), our method is able to identify devices that are suffering from the transfer problem.

Second, UNSW IoT Traffic Traces [12] (referred to as UNSW data set) contains the day-to-day network logs of 28 IoT devices, each recorded over a period of 26 weeks. However, only a 60-day portion of this data is publicly available. This limited data does not include the four devices (Ring Door Bell, Hello Barbie, August Doorbell Camera, and Belkin Camera) from the work of Sivanathan et al. [12]. Therefore, we extracted data for these devices from the benign data of another study [13] by the same institution. The data set we use contains a total of 32 IoT devices and 7 non-IoT devices. We gathered non-IoT devices under one class, as the other study [12] working with this data set did, resulting in 33 total labels. Since the size of the UNSW data set is quite large, we used the smaller Aalto data set to formulate our modeling approach and the UNSW data set to measure its broader generality.

C. Individual, Aggregated, and Mixed Method Packets

Creating fingerprints by combining multiple packets is a common strategy [8]–[10], [12], where identifying features such as a MAC or IP address are used to combine multiple packets. These features uniquely identify the device, allowing us to know the source of the data, but do not provide any information about the device type or behavior. Assuming that packets from the same address come from the same device, larger fingerprints are often constructed by combining these packets. However, this assumption is not always correct. In cases where there is a transfer problem (e.g., multiple devices connecting through the same gateway), an IP/MAC address can represent more than one device. Consequently, the packet merging logic will not work, as devices with the same MAC address but different behavior will be considered as a single device. Further, there is no standard for the size of this merging process (number of packets, duration, etc.). Without merging, the use of individual packets is beneficial in terms of speed and efficient use of limited resources [14]. For these reasons, unlike many previous studies [8]–[10], [12], we chose to use individual packets, not merged ones as the basis for discrimination.

However, when viewed individually, some individual packets may be ambiguous and match the behavioral profile of more than one device. Therefore, the success rate from discrimination based on single packets is limited. We address this by introducing an alternative to individual packets, called aggregated method that groups packets based on identifier attribute (MAC address) and ML labels assigned at the individual packet level. In this way, we can increase the success rate by ignoring the mislabeled packets. The difference of this approach from previous work which merged packets is that the behavior analysis in our aggregation is performed before the merging process. In other words, we combine not the packets, but the labels assigned to these packets by the ML algorithm. Since this method does not work for MAC addresses suffering from the transfer problem, we have added an exception to our evaluation phase and followed a mixed method to deal with this issue. This reevaluation process works in parallel with the pseudocode (see SM-Algorithm I for pseudocode and corresponding line numbers mentioned below) as follows.

Our aggregation algorithm takes the device MAC addresses \( M = \{m_1, m_2, \ldots, m_n\} \), the result of the ML algorithm (initial labels) \( \hat{Y} = \{\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n\} \), and group size \( g \) as input. The labels originating from the same MAC address are collected in the same array (lines 4–12). Each array is divided into small pieces of group number size (lines 13–16). Aggregated results are created by assigning the mode (the most frequent element) to the entire group as a new label \( \hat{Y}' = \{\hat{y}_1', \hat{y}_2', \ldots, \hat{y}_n'\} \) (lines 17–23). On the other hand, for creating the exception list of aggregation process, the MAC address corresponding to each label is added to the same array (lines 33–36). If a MAC address is the most frequent element in more than one array, it is added to the exception list (lines 37–41). As mixed result, individual labels \( \hat{y}_i \) are applied for the MAC addresses in the exception list, and aggregated labels \( \hat{y}_i' \) are applied for the remainder (lines 42–47).

However, while the aggregation algorithm works well for DI with benign data, care should be taken in networks with malicious data. Depending on the tolerance of the aggregation algorithm, malicious packets that impersonate an IP/MAC address and are close to the behavior of the benign packets
with the same IP/MAC address may be grouped together (see Section VII).

**D. Feature Extraction**

We performed feature extraction from the packet headers of pcap (packet capture) files. Before this, we separated the pcap files into test and training sets to completely isolate these sets. The Aalto data set has 20 sessions (pcap files) per device. We divided them into two parts: 16 parts training and four parts test data (80%:20%). The UNSW data set consists of a different pcap file for each day’s records. To isolate, we constructed the training and test data from data collected on different days (pcap files) (see SM-Table II for distribution). Section IV-A explains our feature selection process in detail.

In addition to the 111 features extracted from the network packet headers, we included payload entropy [10], protocol (from TCP-IP layers), and source and destination port class [8], which are all features found to be useful in previous studies. While payload entropy gives clues about the characteristic of the payload, the protocol and port class features provide summary information about source and destination ports. Source–destination port class features gather port numbers under 14 classes: No port, 0-Reserved, 53-DNS, 67-BOOTP server, 68-BOOTP client, 80-HTTP, 123-NTP, 443-HTTPS, 1900-SSDP, 5353-mDNS, 49153-ANTLR, 0:1023-well-known ports, 1023:49151-registered ports, and 49151:65535-dynamic (private) ports [8]. The port classification above is ordered so that, for example, a packet with port 53 is not also classified as a well-known port. Section IV-A explains further how port number classes are created.

MAC/IP addresses are source–destination-based identifying features. Although they uniquely identify the source and destination devices, they do not provide information about device behaviors. For example, two devices with the same behavior can have different MAC and IP addresses. Because they are not predictable and generalizable, we do not use them in our feature set (though they are used in our aggregation method).

**IV. MODEL SELECTION**

**A. Feature Selection**

With our initial features extracted, we used a feature-importance-based voting method via the xverse (pypi.org/project/xverse/) package to eliminate unnecessary features. This method calculates the importance scores of all features for each device using six different techniques and then uses voting to decide whether to include them (see Fig. 1 for features and their vote rates). The six scoring techniques used by this method are information value using the weight of evidence, variable importance using RF, recursive feature elimination, variable importance using extra trees classifier, chi-square best variables, and L1-based feature selection. We removed from our feature pool the 26 features that failed to receive votes on any device from any of these six techniques.

A number of the remaining features contain information that is potentially specific to a particular session, and therefore may not be useful for identifying devices more generally. For some features, this is clear, e.g., the initial values of the IP ID, TCP sequence, and acknowledgment numbers are randomly assigned, and the next values are consecutive numbers following this initial value; hence, they do not contain information that is useful for DI beyond their current session. For other features, such as TCP port numbers, their generality is less clear. So, to measure whether or not each of these features is beneficial, we excluded all of them from the feature set and trained an ML model (DT) to determine a baseline level of performance. In turn, we then added each of the features to the baseline set and observed whether this improved or impaired the performance.

The results are shown in Fig. 2. First, it is notable that the results are strongly dependent on whether the models are evaluated using cross-validation or using isolated training and test sets. This is presumably because, when using cross-validation, it is more likely that the training and test data will be sampled from the same session—meaning that session-specific patterns learned in the training set will also generalize to the test set. This may explain why session-specific features were chosen during feature selection and highlight the danger of using off-the-shelf feature selection algorithms on data of this kind. Using isolated training and test sets, by comparison, it is clear that session-specific features such as the IP ID cause overfitting and impair the generality of models.

On the other hand, Fig. 2 shows that port-based features can be useful for building generalizable models. For example,
consider the port numbers used by one of the devices in the Aalto data set which contains multiple device instances. Fig. 3 shows a word cloud built from the data from the two Edimax camera instances. Although a few port numbers (representing the protocols BOOTP, HTTP, SSDP, and mDNS) generalize between the devices, the remaining ports are presumably session-based and do not generalize. To address this, we do not use the raw feature values for port-based features, but rather map them to discrete values representing port classes and protocols (see Section III-D)—in effect, pruning the instance-specific information while preserving the behavioral information they provide.

Finally, after eliminating identifying and redundant features, we used a GA to decide on the most appropriate feature set from the remaining 52-member feature pool. The GA uses a wrapper method and thus tests the usefulness of feature sets in the context of a particular classifier (DT). In this way, we have created a feature subset that detects with higher performance, while decreasing the model complexity by reducing the number of features. Table II shows (highlighted in green) the final list of features selected by the GA.

### B. Algorithm Selection

Based on earlier approaches (see Section II) and surveys of related work [1], [15] which sought to train an ML algorithm to correctly predict a device’s type from extracted features, we considered the following six ML algorithms: RF, kNN, GB, DT, NB, and SVM. We used a random search with nested cross-validation (as implemented by scikit-learn: scikit-learn.org/stable/) to find suitable hyperparameters for each algorithm. Using these algorithms, we trained multiclass classifiers to discriminate the 27 classes from the Aalto data set, training each model 100 times to measure its stability. See Table III for the results.

It can be seen that RF, DT, and GB are the best performing algorithms, in terms of accuracy, they are not practical to use due to their slowness. The SVM algorithm is also not a reasonable option in terms of speed and accuracy. kNN, GB, and SVM are particularly disadvantageous due to their very large inference times. In a real-time device detection system that will operate in a millisecond-level processing environment such as network traffic, inference time in seconds are not acceptable. Based on these observations, we use DT in the remainder of this work, since it offers the best balance between speed and accuracy.

### V. Performance Evaluation

Based on our model selection, we present our results here for the three variations of our method: 1) individual; 2) aggregated; and 3) mixed. First, we looked at the relationship between group size and performance within the context of the aggregation algorithm. From Fig. 4, there is a positive relationship, showing that larger group sizes are generally more effective. However, many of the IoT devices communicate infrequently, so large group sizes would be impractical in some cases. For this reason, we selected a group size of 13, which is approximately the point where performance starts to plateau. Table IV shows the overall results for the two data sets. Using the individual packet approach, an F1 score of 73% was achieved in the Aalto data set and 83% in the UNSW data set. However, a significant increase in the ability to correctly
Fig. 4. Relationship between aggregation group size and performance. The benefit of increasing group size appears to plateau around $g = 13$.

### TABLE IV

| Method     | Dataset  | Accuracy | FI score | Test-t | Alg-t |
|------------|----------|----------|----------|--------|-------|
| Individual | Aalto    | 0.705±0.001 | 0.727±0.001 | 0.004  | 0.000 |
|            | UNSW     | 0.853±0.010 | 0.834±0.012 | 0.008  | 0.000 |
| Aggregated | Aalto    | 0.745±0.011 | 0.809±0.005 | 0.007  | 0.164 |
|            | UNSW     | 0.943±0.012 | 0.937±0.017 | 0.017  | 0.425 |
| Mixed      | Aalto    | 0.833±0.002 | 0.861±0.004 | 0.008  | 0.216 |
|            | UNSW     | 0.941±0.012 | 0.935±0.017 | 0.022  | 0.479 |

identify devices of both data sets was observed by using aggregation. The overall FI score increased to 81% on the Aalto data set and to approximately 94% on the UNSW data set. Since feature selection was done using only the Aalto data set, it is very encouraging to see such a high level of discrimination on the UNSW data set. This is a good indication that the selected feature set will generalize well to other IoT environments.

Table V shows the average discrimination performance of DT models at the device level for the Aalto data set. As Table V also shows, the data set is highly imbalanced, meaning that we need to use a metric that is relatively insensitive to class size imbalance in order to give a meaningful picture of the model’s performance at the device level—hence our use of the FI score. Other works have used accuracy for this, which is an inappropriate metric for imbalanced data sets.

When the device-based results of the Aalto data set are examined, we see that the aggregation algorithm contributes positively to almost all devices, while negatively affecting only four devices. This is because the pairs that make up these four devices suffer from the transfer problem (they share the same MAC address, see SM-Table I). To deal with this, we used our mixed method by adding an exception to our aggregation algorithm. Table IV shows that with the application of the mixed approach, the overall FI score, which was 81% in the Aalto data set, increased to 86%. Since there is no transfer problem in the UNSW data set, this approach does not impact its results significantly (see Table VI).

It is notable that the performance on the Aalto data set is significantly lower than the UNSW data set. This appears to be due to certain device subgroups. A confusion matrix containing only low-performance devices is given in Fig. 5. In this case, the devices in a subgroup have some similarities: they are either similar purpose devices manufactured by the same companies (e.g., yellow, blue, and orange groups in Fig. 5) or different models of the same device (e.g., red and green groups in Fig. 5). It does not seem possible to perfectly separate these devices according to their behavior, at least when observed at the network level. However, it is likely that these devices use very similar hardware and software, and so exhibit similar behavior, as well as similarities in vulnerabilities and their prevention [8]. Consequently, from a DI perspective, it is plausible to consider these devices under a single label. When doing this, the accuracy for the Aalto data set increases from 73% to 88% for the individual method, and from 86% to 97% for the mixed method.

### VI. COMPARISON WITH PREVIOUS WORK

In Table VII, we compare the overall results of our study with previously published results. While, at first glance, our study does not appear to yield higher numeric results than existing work, there are a number of reasons why this is not a fair comparison. First, many approaches use overly specific features that are unlikely to generalize to unseen data sets. As our analysis in Section IV-A showed, this may be a result of information leaking from the test set into the training set, something that is easy to do unintentionally. Second, there is the widespread use of accuracy figures with imbalanced data sets; since IoT device data sets inherently suffer from unbalanced distributions, using accuracy as the sole evaluation
TABLE VI

DEVICE PROPORTIONS OVER THE ENTIRE DATA SET, F1 SCORES PER DEVICE ACCORDING TO DIFFERENT APPROACHES (UNSW DATA SET, AVERAGE 100 REPETITIONS)

| Device name          | Packet statistics |          |          |          |          |
|----------------------|-------------------|----------|----------|----------|----------|
|                      | Packets | Percent | Individual | Aggregated | Mixed   |
| Amazon Echo          | 10000   | 2.831   | 0.882     | 0.985     | 0.983    |
| AugustDoorbellCam    | 10000   | 2.831   | 0.701     | 0.903     | 0.954    |
| AwairAirQualityMon   | 10000   | 2.831   | 0.952     | 0.993     | 0.984    |
| Belkin Camera        | 10000   | 2.831   | 0.890     | 1.000     | 1.000    |
| BelkinWeMoSwitch     | 10000   | 2.831   | 0.803     | 0.988     | 0.988    |
| BelkinWeMoSensor     | 10000   | 2.831   | 0.772     | 0.987     | 0.988    |
| BicicareBPMeter      | 119     | 0.034   | 0.851     | 1.000     | 1.000    |
| Canary Camera        | 10000   | 2.831   | 0.761     | 0.958     | 0.911    |
| Dropcam              | 10000   | 2.831   | 0.998     | 1.000     | 1.000    |
| GoogleChromecast     | 10000   | 2.831   | 0.448     | 0.347     | 0.341    |
| HP Printer           | 10000   | 2.831   | 0.468     | 0.710     | 0.707    |
| HelloBarbie          | 164     | 0.046   | 0.677     | 1.000     | 1.000    |
| InsteonCam           | 10000   | 2.831   | 0.953     | 0.997     | 0.997    |
| LightiLFXSmartBulb   | 10000   | 2.831   | 0.979     | 1.000     | 1.000    |
| NESTPSSmokeAlarm     | 7063    | 1.999   | 0.935     | 1.000     | 1.000    |
| Nest Dropcam         | 10000   | 2.831   | 0.966     | 1.000     | 1.000    |
| NetatmoWelcome       | 10000   | 2.831   | 0.922     | 0.998     | 0.994    |
| NetatmoWeatherSt     | 10000   | 2.831   | 0.896     | 1.000     | 1.000    |
| Non-IoT              | 67295   | 19.05   | 0.872     | 0.929     | 0.929    |
| PDX-STAR-Pframe      | 10000   | 2.831   | 0.587     | 0.928     | 0.885    |
| PhilipsHlightbulb    | 10000   | 2.831   | 0.971     | 1.000     | 1.000    |
| RingDoorBell         | 10000   | 2.831   | 0.856     | 0.999     | 0.995    |
| Samsung&Cam          | 10000   | 2.831   | 0.678     | 0.892     | 0.896    |
| SmartThings          | 10000   | 2.831   | 0.953     | 1.000     | 1.000    |
| TP-LinkCloudCam      | 10000   | 2.831   | 0.979     | 1.000     | 1.000    |
| TP-Link Smart plug   | 10000   | 2.831   | 0.875     | 1.000     | 1.000    |
| TP-LinkRouter        | 10000   | 2.831   | 0.908     | 0.999     | 0.999    |
| TribySpeaker         | 10000   | 2.831   | 0.908     | 0.999     | 0.999    |
| WithingsSipSensor    | 10000   | 2.831   | 0.437     | 0.404     | 0.411    |
| WithingsBabyMon      | 10000   | 2.831   | 0.984     | 1.000     | 1.000    |
| WithingsSScale       | 8279    | 2.344   | 0.973     | 1.000     | 1.000    |
| iHome                | 10000   | 2.831   | 0.958     | 1.000     | 1.000    |
| unknownIoT           | 340     | 0.096   | 0.676     | 0.894     | 0.891    |

Fig. 5. Confusion matrix of devices with poor discrimination. The colored groups show this is mostly due to the difficulty of discriminating between similar devices from the same manufacturer.

criterion can be highly misleading. Third, there is inconsistency amongst the data sets used, with some studies reporting results for only partial data sets. We summarize these points in Section II and Table I. In our work, by comparison, we were careful to filter out data set-specific features, prevent information leakage, use appropriate metrics, and report full results. We also explicitly used a second data set to measure the generality of the approach. Consequently, we believe that our results are unbiased and more likely to indicate likely success on unseen data than those reported in previous studies.

A key contribution of our work is the determination of a feature set that provides good discrimination across data sets and is therefore likely to provide a good basis for DI more generally. To give more insight into this, and to offer a more meaningful comparison against previous approaches, we compared this feature set against the feature sets used in IoTSense [10] and IoT Sentinel [8]. Note we did not include the other methods listed in Table VII in this comparison, either because they were flow-based [9], [12] or their feature set was not shared [10]. We applied all three of our approaches (individual, aggregated, and mixed) using all three feature sets and both data sets. Table VIII shows that, in all cases, our feature set resulted in significantly better device discrimination than the previously published feature sets. It is also notable that the performance metrics we observed when using the feature set from IoTSense are significantly worse than that method’s published figure of 99% accuracy, which again highlights the problem of basing comparisons on published figures alone.
VII. LIMITATIONS

In our study, we used all the IoT DI data sets that were publicly available at the time (see Section III-B). However, IoT technologies are a rapidly developing field and new data is likely to have been released even as we continued our work. We encourage other researchers to use other data sets to further test the generalizability of our results and we provide scripts to make this possible. We used a broad selection of commonly used ML algorithms (see Section IV-B), though this was not exhaustive, and there may be other algorithms that might perform better. However, we have done some preliminary research using deep neural networks (not reported here), and so far our results suggest that more traditional ML techniques work better on this particular problem.

Although IoTDevID identifies devices well, it does not provide solutions for detecting vulnerable devices and taking necessary precautions about these devices. A software-defined networking (SDN)-based network management solution may be useful for this process. Furthermore, IoTDevID is currently intended only for use in benign networks, meaning that there is still a need for an intrusion detection system to protect against attacks. A further consideration is how a DI model would be deployed, trained, and maintained in a particular network. While we focus on the performance of multiclass classifiers, i.e., a single model for discriminating between all devices on the network, this may not be optimal in situations where devices are frequently added and removed. A more practical architecture in this case may be an ensemble of single-class classifiers, since this would not require retraining of the entire model. However, our initial results (not reported here) suggest there may be a tradeoff against performance, with multiclass models offering better discrimination.

VIII. CONCLUSION

In this study, we present an ML-based method for identifying IoT devices. Identifying the IoT devices with a network is important, both for finding and removing rogue devices, and for understanding the security vulnerabilities of a network more generally. A number of previous studies have attempted to use ML in this process. However, we have identified various factors that may limit the generality of their findings, including the use of session-based identifying features, and the use of inappropriate metrics. In this study, we have attempted to go about this process in a rigorous and transparent manner, with the aim of developing a robust method of DI that reliably generalizes beyond the data on which it was trained.

A key contribution of this work is the use of multistage feature selection to determine a set of generalizable packet-level features that can be used for building robust models. Notably, we compared this feature set against those used in previous studies and showed that it supports the training of significantly better ML models. We also demonstrate that the feature set generalizes well to a data set that was unseen during feature selection, giving us confidence that it provides a meaningful basis for the broader discrimination of IoT devices.

We also address the problem of detecting non-IP devices. A limitation of earlier approaches is that they use IP or MAC addresses to merge packets prior to applying an ML model, which means they are not applicable in situations where a device does not have an IP or MAC address. Instead, we apply ML at the packet level, and then use an aggregation algorithm that takes into account both the packet-level classification and, if available, the IP or MAC address. If the latter is not available, it is still possible to carry out identification based upon individual packets alone.

From an ML perspective, we found decision trees to offer the best tradeoff between predictive performance and inference time, the latter being an important consideration for deploying a model to monitor network traffic in real time.

In future work, we plan to develop an IDS that will work with IoTDevID and detect attacks against the network, and an SDN-based network management system that evaluates both DI and intrusion detection outputs. Thus, the aim is to have an IoT security system that avoids the risk of potential vulnerabilities, prevents attacks, and can be used in a real-world setting.
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