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Abstract

We curry the elementary arithmetic operations of addition and multiplication to give monotone injections on \( \mathbb{N} \), and describe & study the inverse monoids that arise from also considering their generalised inverses. This leads to well-known classic inverse monoids, as well as a novel inverse monoid (the ‘arithmetic inverse monoid’ \( A \)) that generalises these in a natural number-theoretic manner.

Based on this, we interpret classic inverse semigroup theoretic concepts arithmetically, and vice versa. Composition and normal forms within \( A \) are based on the Chinese remainder theorem, and a minimal generating set corresponds to all prime-order polycyclic monoids. This then gives a close connection between Nivat & Perot’s normal forms for polycyclic monoids, mixed-radix counting systems, and \( p \)-adic norms & distances.

1 Introduction

A simple but remarkably powerful notion in logic and theoretical computer science is that of currying: replacing a multi-argument function by an indexed family of single-argument functions. Given some data-type \( D \), and a function of type \( f : D \times D \rightarrow D \), we replace the single multi-argument function by a \( D \)-indexed family of single-argument functions \( \{ f_a : D \rightarrow D \} \), defined by \( f_a(\_ \, ) = f(\alpha, \_ \, ) \), for all \( a \) of type \( D \).

The name ‘currying’ comes from Haskell Curry, who used this simple technique to great effect in his work on lambda calculus. As well as its use in computer science, it forms a core part the theory of Cartesian closed categories [17], and under the Curry - Howard - Lambek - Scott correspondence also corresponds to the logical ‘exportation’ rule.

This paper is based around currying the elementary arithmetic operations of addition and multiplication. Doing so gives families of injective functions indexed by either the natural numbers \( \mathbb{N} \), or the positive naturals \( \mathbb{N}^+ \). We study these indexed families of injections together with their generalised inverses, and describe the resulting inverse submonoids of \( \mathbb{I}(\mathbb{N}) \), the symmetric inverse monoid on \( \mathbb{N} \), that they generate.

Some of these are familiar and well-studied (e.g. the bicyclic monoid, the polycyclic monoids, etc.). Others are novel; we recover an inverse
monoid that describes ‘monotone partial injections between congruence classes’. This has a minimal generating set (the generators of all prime-order polycyclic monoids), normal forms (based on mixed-radix number systems), and formulae for composition based on the Chinese remainder theorem.

We also compare & contrast these normal forms with Nivat & Perot’s normal forms for polycyclic monoids. This leads to a characterisation of $p$-adic norms and distances in terms of prime-order polycyclic monoids.

2 Elementary definitions

We briefly reprise some basics of inverse semigroup theory, partly in order to fix notation and terminology. Readers familiar with inverse semigroups are invited to note our slightly non-standard notation for generalised inverses, identities, and zeros, then to skip forwards to Section 3.

We assume familiarity with the definitions of monoids and semigroups. The following is given in order to fix notation:

**Definition 1.** The free monoid $X^*$ on a set $X$ is the set of all finite strings of members of $X$ (including the empty string $\epsilon \in X^*$), with composition given by concatenation. The length homomorphism $\text{len} : X^* \to (\mathbb{N}, +)$ is the monoid homomorphism defined by $\text{len}(x) = 1$, for all $x \in X$. The free monoid construction is functorial, so given a function $\phi : X \to Y$, there exists a corresponding homomorphism of free monoids $\phi^* : X^* \to Y^*$. As a corollary, any free monoid $X^*$ on a finite set $|X| = n$ is isomorphic to $\{0, \ldots, n-1\}^*$. We refer to this as the $n^{th}$ free monoid, and denote it by $F_n \equiv \{0, \ldots, n-1\}^*$.

The following definitions and results on inverse monoids may be found in, for example, [18].

**Definition 2.** A monoid $M$ is inverse when every element $a \in M$ has a unique generalised inverse $a^\dagger \in M$ satisfying $aa^\dagger a = a$ and $a^\dagger aa^\dagger = a^\dagger$. The symmetric inverse monoid on a set $X$, denoted $I(X)$, is the monoid whose elements are partial injections on $X$, i.e. partial functions $f : X \to X$ satisfying $a(x) = a(y) \Rightarrow x = y$ when $a(x)$ and $a(y)$ both exist. Composition is the usual composition of partial functions, and generalised inverses are given by $a^\dagger(y) = x$ iff $a(x) = y$.

A zero element $\epsilon \in M$ is an absorbing element, so $ea = \epsilon = ae$ for all $a \in M$. To avoid a clash of notation with the arithmetic we study, we avoid the more common notation $0 \in M$ for the zero element. Similarly, we denote the identity element by $Id \in M$ rather than the potentially misleading $1 \in M$.

For any inverse monoid $M$, and set $X$, the following are standard:

**Proposition 3.**

1. The generalised inverse is a self-inverse anti-isomorphism on $M$, so $Id^\dagger = Id$, $(ab)^\dagger = b^\dagger a^\dagger$, and $(a^\dagger)^\dagger = a$ for all $a, b \in M$. 
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2. $M$ is isomorphic to a monoid of partial injections (This is the Wagner-Preston representation theorem [24] – the inverse semigroup theoretic analogue of Cayley’s theorem).

3. For arbitrary $a \in M$, the elements $a \dagger a$ and $aa \dagger$ are idempotent (the initial and final idempotents of a respectively), and all idempotents are of this form.

4. Idempotents are self-inverse, and all idempotents commute; $e \dagger = e$ and $ef = fe$, for all $e^2 = e, f^2 = f \in M$.

5. Idempotents may be “passed through” elements; given $e^2 = e, a \in M$ then $f = aea \dagger$ is idempotent, and satisfies $ae = fa$.

6. The idempotents of $M$ form a meet semilattice, denoted $E(M)$, with meet given by composition and the identity as top element.

7. The idempotents of $I(X)$ are precisely the partial identities on $X$, that is $Id_S$ for some $S \subseteq X$ given by $Id_S(x) = \begin{cases} x & x \in S \\ \bot & \text{otherwise.} \end{cases}$ Idempotents compose as $Id_SId_T = Id_{S\cap T}$ for all $S, T \subseteq X$, and the initial and final idempotents of a partial injection are the partial identities on its domain / image respectively.

8. Every symmetric inverse monoid has a zero element $\epsilon$, given by the nowhere-defined partial function $\epsilon = Id_{\emptyset}$.

3 Currying elementary arithmetic

We now introduce the core objects of study: partial injections defined by currying elementary arithmetic operations.

**Definition 4.** Let us denote the natural numbers by $\mathbb{N}$, and the non-zero naturals by $\mathbb{N}^+$. For all $x \in \mathbb{N}$, and $y \in \mathbb{N}^+$ let us denote by $+_x, \times_y \in I(\mathbb{N})$ the injective functions that arise by currying, so **curried addition** and **curried multiplication** are given by, respectively, $+_x(n) = n + x$ and $\times_y(n) = ny$, for all $n \in \mathbb{N}$. Their generalised inverses are the partial injections

$$+_x^{-1}(n) = \begin{cases} n - x & n \geq x \\ \bot & \text{otherwise,} \end{cases} \quad \times_y^{-1}(n) = \begin{cases} n (\text{mod } y) = 0 \\ \bot & \text{otherwise.} \end{cases}$$

which we describe as **non-negative subtraction**, and **whole-number division**, respectively.

Commutativity of addition & multiplication, and the distributivity of multiplication over addition, give the following identities:

1. $+_a + b = +_b + a = +_a(b)$
2. $\times_b \times_a = \times_a \times_b = \times_a \times_b(b)$
3. $\times_x + x = +_x \times_y \times y$

We demonstrate that the inverse submonoids of $I(\mathbb{N})$ generated by $\{+_x\}_{x \in \mathbb{N}}$ and $\{\times_x\}_{x \in \mathbb{N}^+}$ are well-known.
3.1 The bicyclic monoid as curried addition

The following definition was first written down by E. Lyapin in [21], but had previously been studied by other semigroup theorists including Clifford, Preston, & Rees (see [14] for a historical overview).

**Definition 5.** The *bicyclic monoid* \( B \) is the inverse monoid with a single generator \( s \) subject to a single relation \( s^4 s = \text{Id} \) (Note this is a one-sided inverse, so \( \text{Id} \neq ss^4 \)). The elements of \( B \) may be given a normal form as pairs of natural numbers, with composition given by:

\[
(d, c)(b, a) = \left( d + [b - c], [c - b] + a \right) \quad \forall (d, c), (b, a) \in \mathbb{N} \times \mathbb{N}
\]

where the monus \( \bullet \) is defined by \( y \bullet x = \begin{cases} y - x & x \leq y \\ 0 & \text{otherwise} \end{cases} \).

The following is well-known (see, for example, [18]).

**Proposition 6.** The inverse submonoid of \( I(\mathbb{N}) \) generated by \( +1 \) is isomorphic to \( B \).

**Corollary 7.** The inverse submonoid of \( I(\mathbb{N}) \) generated by \( \{ +x \}_{x \in \mathbb{N}} \) is isomorphic to the bicyclic monoid \( B \).

**Proof.** It suffices to note that \(+k = (+1)^k \) for all \( k > 0 \), and \(+0 = \text{Id}\). We may then identify normal forms as \([b, a] = +b +_1^a\). \(\square\)

3.2 Leech’s monoid as curried multiplication

In [20], J. Leech introduced a ‘multiplicative analogue of the bicyclic monoid’ defined as follows:

**Definition 8.** Leech’s *multiplicative monoid* \( L \) is the inverse monoid whose underlying set is \( \mathbb{N}^+ \times \mathbb{N}^+ \), with composition given in terms of greatest common divisors, as:

\[
(m, n)(p, q) = \left( \frac{mp}{\gcd(n, p)} \cdot \frac{nq}{\gcd(n, p)} \right)
\]

generalised inverse given by \((m, n)^t = (n, m)\), and idempotents given by \( \{ [p, p] : p \geq 1 \} \). (Leech denoted this monoid by \( P \) – we have changed notation to avoid confusion with the closely related polycyclic monoids of Definition 13).

**Remark 9.** Using the elementary number-theoretic relationship between greatest common divisor and least common multiple,

\[
np = \gcd(n, p)\text{lcm}(n, p) \quad \forall n, p \in \mathbb{N}^+
\]

we may give an equivalent formula for composition, as

\[
(m, n)(p, q) = \left( \frac{m \text{lcm}(n, p)}{n}, \frac{q \text{lcm}(n, p)}{p} \right)
\]

Leech’s multiplicative monoid has a relationship with multiplication analogous to the relationship between the bicyclic monoid and addition. We first fix some notation.
Definition 10. Given \( a > b \in \mathbb{N} \), we denote the congruence class of \( b \) modulo \( a \) by \( aN + b \overset{\text{def}}{=} \{ an + b \}_{n \in \mathbb{N}} \subseteq \mathbb{N} \), and refer to \( a, b \) respectively as the multiplicative and additive coefficients. We simplify notation to \( aN \) when the additive coefficient is zero, and write \( 1N \) simply as \( N \).

Trivially, each such congruence class is a well-ordered countably infinite subset of \( \mathbb{N} \). They are all therefore in bijective correspondence.

Proposition 11. The map \( \phi : \mathcal{L} \to I(\mathbb{N}) \) given by \( \phi([m,n]) = x_m x_n^\dagger \) is an injective inverse monoid homomorphism whose image is the inverse submonoid of \( I(\mathbb{N}) \) generated by \( \{ x_n \}_{n \in \mathbb{N}^+} \).

Proof. Let us (temporarily) denote the inverse submonoid of \( I(\mathbb{N}) \) generated by \( \{ x_n \}_{n \in \mathbb{N}^+} \) by \( \mathcal{L}' \). Then \( \phi([m,n]) = x_m x_n^\dagger \) is the unique monotone partial injection that maps \( nN \) to \( mN \) and is undefined elsewhere. The idempotents of \( \mathcal{L}' \) are of the form \( x_p x_p^\dagger \) — i.e. partial identities on the subset \( pN \), giving the composition of idempotents as :

\[
x_n x_n^\dagger x_p x_p^\dagger = x_{\text{lcm}(n,p)} x_{\text{lcm}(n,p)}^\dagger \quad \forall \ n, p \in \mathbb{N}^+
\]

Appealing to the alternative formula for composition given in Remark 9

\[
\phi([n, n][p, p]) = \phi([\text{lcm}(n, p), \text{lcm}(n, p)]) = \phi([n, n])\phi([p, p])
\]

Thus \( \phi \) establishes an isomorphism between the semilattices of idempotents of \( \mathcal{L} \) and \( \mathcal{L}' \).

Finally, by monotonicity, elements of both \( \mathcal{L}' \) and \( \mathcal{L} \) are uniquely determined by their initial and final idempotents, giving \( \phi \) as an isomorphism. Thus \( \mathcal{L} \cong \mathcal{L}' \).

Corollary 12.

1. \( \mathcal{L} \) is isomorphic to the inverse monoid of all monotone partial injections between congruence classes of the form \( \{ aN : a \in \mathbb{N}^+ \} \).

2. The set \( \{ [1, p] : p \in \text{primes} \} \) is a minimal generating set for the inverse monoid \( \mathcal{L} \).

4 The arithmetic inverse monoid

The above embedding of \( \mathcal{L} \) into \( I(\mathbb{N}) \) relies solely on mapping between congruence classes whose additive coefficient is zero (i.e. generated by curried multiplication). The embedding of \( \mathcal{B} \) into \( I(\mathbb{N}) \) does not map between congruence classes at all, but is simply curried addition.

We now introduce an inverse monoid that combines both curried addition and curried multiplication to give monotone mappings between arbitrary congruence classes.

By contrast with \( \mathcal{B} \) and \( \mathcal{L} \), this is not a well-known inverse monoid. However, it contains and generalises in a natural manner Nivat and Perot’s polycyclic monoids (Definition 13 below), and may be thought of as being generated by the prime-order polycyclic monoids (Section 4.3).
4.1 Polycyclic inverse monoids

The polycyclic monoids were introduced by Nivat and Perot as a natural generalisation of the bicyclic monoid [22] and have been repeatedly re-discovered in numerous different settings (notably the ‘dynamical algebra’ of the logicians [6, 7, 8], with the equivalence given in [9]), the Cuntz algebras of C$^*$ algebra theory and theoretical physics [15], and the ‘bracketing language’ or ‘stack algebra’ of theoretical computer science & automata theory [26]).

**Definition 13.** For any set $X$ with $|X| > 1$, the polycyclic monoid $P_X$ is the inverse monoid generated by the set $X$, subject to the relations

$$xy^t = \begin{cases} Id & x = y \\ \epsilon & x \neq y \end{cases} \quad \forall x, y \in X$$

**Notation 14** (Free and polycyclic monoids). Given sets $X, Y$, with $|X| = |Y|$, then $P_X \cong P_Y$. We therefore apply the same convention as for finitely-generated free monoids, and define the $k$th polycyclic monoid $P_k$ to be the polycyclic monoid generated by $\{0, \ldots, k-1\}$.

The following key property, taken from [22], determines much of the structure and theory of polycyclic monoids:

**Proposition 15.** All polycyclic monoids are congruence-free – any homomorphic image of $P_k$ is either isomorphic to $P_k$, or is the trivial monoid $\{Id\}$, for all $k > 1$.

4.2 Polycyclic monoids via arithmetic operations

The following arithmetic embeddings of finite polycyclic monoids into $I(\mathbb{N})$ are well-established (see, for example, [9, 15]).

**Theorem 16.** For all $k > 1$, the map $\theta_k : P_k \to I(\mathbb{N})$ defined on generators by $\theta_k(x) = (+x \times k)^t$ is an injective inverse monoid homomorphism.

**Proof.** For all $x, y < k \in \mathbb{N}$, by construction, $\text{dom}(+x \times k)^t = k\mathbb{N} + x$ whereas $\text{im}(+y \times k) = k\mathbb{N} + y$. When $y \neq x$ these have empty intersection, giving $\theta_k(x)\theta_k(y)^t = (+y \times k)^t(+x \times k)^t = \epsilon$.

Conversely, for all $n \in \mathbb{N}$,

$$\theta_k(x)\theta_k(x)^t(n) = (+x \times k)^t(+x \times k)(n) = \frac{(kn + x) - x}{k} = n$$

Therefore, $(+x \times k)^t (+x \times k) = Id \in I(\mathbb{N})$. Hence, for all $x, y < k$,

$$\theta_k(x)\theta_k(y)^t = \begin{cases} Id & x = y, \\ \epsilon & x \neq y, \end{cases}$$

and so $\theta_k : P_k \to I(\mathbb{N})$ is an inverse monoid homomorphism. Finally, $\theta_k(x)^t\theta_k(x) = Id_{k\mathbb{N} + x} \neq Id_\emptyset$, for all $x < k$, so the congruence-freeness property implies injectivity. \qed
Remark 17. For all \( k > 1 \), the embedding \( \theta_k : P_k \hookrightarrow \mathcal{I}(N) \) is a strong embedding in that the identity of \( \mathcal{I}(N) \) arises as the supremum (w.r.t. the natural partial order) of the non-identity idempotents under this embedding, so \( \text{Id}_N = \sup \{ \theta_k(e) : e^2 = e \neq \text{Id} \} \).

Remark 18 (Novelty and historical background). Representations of polycyclic monoids – in particular, the two-generator case – as partial injections on the natural numbers are certainly not novel to this paper. Girard’s representation of the ‘dynamical algebra’ (i.e. \( P_2 \)) found in [7, 8], used precisely the functions \( n \mapsto 2n \) and \( n \mapsto 2n + 1 \), along with their generalised inverse\(^1\). The most general setting was given in [9, 18], where it was observed that any Hilbert-hotel style bijection \( \Psi : N \sqcup N \cong N \) uniquely determines and is uniquely determined by a strong embedding \( P_2 \hookrightarrow \mathcal{I}(N) \).

Based on the above arithmetic realisation of finitely generated polycyclic monoids, we now propose a natural generalisation.

4.3 Une généralisation des monoïdes polycycliques

The monoid we now introduce may be characterised as the inverse submonoid of, “monotone partial injections between congruence classes”. (This intuition is formalised in Corollary 25 below).

It arises in a natural way from the polycyclic monoids; the embeddings \( \{P_k \hookrightarrow \mathcal{I}(N)\}_{k \in \mathbb{N}^+} \) of in Theorem 16 arise via currying the generating set described below.

Definition 19. Given arbitrary \( a > b \in \mathbb{N} \), we denote the unique monotone partial injection whose domain is \( a\mathbb{N} + b \) and whose image is the whole of \( \mathbb{N} \) by \( R_{a,b} = (+b \times a)^\dagger \in \mathcal{I}(\mathbb{N}) \), so

\[
R_{a,b}(n) = \begin{cases} \frac{n-b}{a} & n \pmod{a} = b \\ \perp & \text{otherwise.} \end{cases}
\]

By construction, \( R_{a,b} = \theta_a(b) \), where \( \theta_a : P_a \hookrightarrow \mathcal{I}(\mathbb{N}) \) is as given in Theorem 16; the generating set \( \{ \theta_a(b) : b < a \in \mathbb{N} \} \) of the \( a^{th} \) polycyclic monoid is “The result of currying the partial injection \( R_{a,b} \)”.

The generalised inverse \( R_{a,b}^\dagger \) is the unique (globally defined) monotone injection \( R_{a,b}^\dagger = +b \times a \) that maps \( \mathbb{N} \) to the congruence class \( a\mathbb{N} + b \). Explicitly, \( R_{a,b}^\dagger(n) = an + b \).

\(^1\)As an additional complication, Girard did not explicitly consider partiality. Rather, he worked in an separable infinite-dimensional Hilbert space, using partial isometries with the special property that they mapped elements of some orthonormal basis either to other orthonormal basis vectors, or to the null vector. This corresponds to a slightly disguised version of \( \mathcal{I}(\mathbb{N}) \) where partiality need not be considered; ‘undefined’ results are modelled by the null vector. This is of course an example of a categorical construction – M. Barr’s faithful \( l_2 \) functor\(^2\) that takes partial injections on sets to partial isometries on Hilbert spaces. Numerous authors\(^3\) rapidly realised that the Hilbert space structure was inessential, and rewrote Girard’s work in the significantly simpler setting of inverse semigroups. Ironically, the Hilbert space structure was later re-introduced (by several of the same authors, using Barr’s functor) for applications of Girard’s work to quantum computation (for example [11]).
We then define the **arithmetic inverse monoid** \( A \) to be the inverse subsemigroup of \( I(\mathbb{N}) \) generated by \( \{ R_{a,b} : a > b \in \mathbb{N} \} \). Note that \( R_{1,0} = \text{Id} \in I(\mathbb{N}) \), so \( A \) is a monoid.

The following are immediate from direct calculation, and are relevant for the normal forms we establish in Section 4.3.

**Proposition 20.** Given \( a > b, c > d \in \mathbb{N} \), then

\[
R_{c,d}^1 R_{a,b}(n) = \begin{cases}
c \left( \frac{a-b}{a} \right) + d & n \pmod{a} = b \\
\bot & \text{otherwise}
\end{cases}
\]

When \( R_{c,d}^1 R_{a,b}(n) \) is defined, it is natural to write it in terms of a \((2 \times 2)\) determinant, so

\[
R_{c,d}^1 R_{a,b}(n) = \frac{1}{a} \left( cn + \begin{vmatrix} a & b \\ c & d \end{vmatrix} \right).
\]

**Proof.** These are immediate from the definitions, and very elementary arithmetic manipulation. \( \Box \)

We now establish some embeddings of the inverse monoids described in Section 3.

**Theorem 21.** The arithmetic monoid \( A \) contains:

1. an isomorphic copy of Leech’s \( L \), generated by \( \{ R_{n,0} : n > 0 \} \)
2. for all \( a > 1 \), an isomorphic copy of the polycyclic monoid \( P_a \) generated by \( \{ R_{a,b} : b < a \in \mathbb{N} \} \)
3. countably infinitely many distinct isomorphic copies of the bicyclic monoid \( B \).

**Proof.** These are simple corollaries of previous results.

1. Recall the embedding \( L \hookrightarrow I(\mathbb{N}) \) of Corollary [12] given by \( [m, n] \mapsto \times_m \times_n^1 \), and observe that \( \times_m \times_n^1 = R_{m,n}^1 R_{n,0} \in A \). Thus the inverse submonoid of \( A \) generated by \( \{ R_{n,0} : n > 0 \} \) is isomorphic to \( L \).
2. This is by construction. The embedding \( \theta_a : P_a \hookrightarrow I(\mathbb{N}) \) satisfies \( \theta_a(b) = R_{a,b} \); thus this embedding factors through \( A \).
3. Some subtlety is needed in order to give a suitable embedding. The set \( \mathbb{N} + k \) is not a congruence class, for all \( k > 0 \), so the embedding \( B \hookrightarrow I(\mathbb{N}) \) implicit in Corollary [7] does not factor through \( A \hookrightarrow I(\mathbb{N}) \). Instead, we rely on the ‘exponential’ embeddings, \( p^{(b,a)} : B \to L \) given in Leech’s original paper [20] as \( p^{(b,a)} = [p^b, p^a] \), for arbitrary prime \( p \in \text{primes} \). Composing with the embedding of part 1. above gives our result. \( \Box \)

---

2The result of [20] is given in the case where \( p \) is prime, although the proof does not rely on primality. However, it forms part of a proof of a stronger result on embedding countably infinite products of \( B \) into \( L \) where primality — or at least, a countably infinite set of co-prime naturals — is necessary.
We now give relations between these generators to characterise elements of $A$, and give a minimal generating set, normal forms, and formulæ for composition. These rely on a staple of number theory:

**Theorem 22** (The Chinese Remainder Theorem). Given $a > b, c > d \in \mathbb{N}$, then $(a \mathbb{N} + b) \cap (c \mathbb{N} + d)$ is either

- of the form $\text{lcm}(a, c) \mathbb{N} + y$, for some $y < \text{lcm}(a, c)$ when $|b - d| \in \gcd(a, c) \mathbb{N}$

- the empty set, otherwise.

**Proof.** This is given in every introduction to number theory (e.g. [27]), and the (entirely constructive) procedure for finding $y < \text{lcm}(a, c) \in \mathbb{N}$ when a solution exists is a common component of introductory number theory courses – at least in the simple case where $a, c \in \mathbb{N}$ are co-prime, in which case a solution necessarily exists. 

**Proposition 23.** For all $d < c$ and $b, b' < a \in \mathbb{N}$,

1. All elements $f \in A$ are monotone, so $f(x) \leq f(y)$ iff $x \leq y$, provided $f(x), f(y)$ are defined.
2. $R_{a,b} R_{c,d} = R_{a,c,ad+b}$, and hence $R_{c,d} R_{a,b} = R_{ac,ad+b}$.
3. $R_{c,d} R_{a,b}$ is the unique monotone injection that maps $a \mathbb{N} + b$ to $c \mathbb{N} + d$, and is undefined elsewhere, and as a special case, $E_{a,b} = R_{a,b} R_{a,b}$ is idempotent.

4. 

$$ R_{c,d} R_{a,b} = \begin{cases} 
R_{u,v} R_{a,b} & \text{if } |b - d| \in \gcd(a, c) \mathbb{N} \\
\epsilon & \text{otherwise,}
\end{cases} $$

where, in the non-empty case, $(a \mathbb{N} + b) \cap (c \mathbb{N} + d) = \text{lcm}(a, c) \mathbb{N} + r$, giving

- $u = \frac{r}{\gcd(a, c)}$ and $v = \frac{r - b}{a}$
- $w = \frac{a}{\gcd(a, c)}$ and $x = \frac{r - d}{c}$

**Proof.**

1. We observe all generators to be partial monotone, and note that this property is preserved under both composition and generalised inverses.

2. By definition, for all $n \in \mathbb{N}$,

$$ R_{a,b} R_{c,d}^l (n) = R_{a,b}^l (cn + d) = acn + ad + b = R_{ac,ad+b}^l $$

3. This is essentially by construction; $R_{a,b}$ is the unique monotone injection mapping $a \mathbb{N} + b$ to $\mathbb{N}$, and $R_{c,d}^l$ is the unique monotone injection mapping $\mathbb{N}$ to $c \mathbb{N} + d$. As a special case, $E_{x,y} = R_{x,y} R_{x,y} = \text{Id}_{aN+b}$.
4. This is an appeal to the Chinese Remainder Theorem. The relevant domains and images are \( \text{im}(R^\dagger_{a,b}) = a\mathbb{N} + b \), and \( \text{dom}(R_{c,d}) = c\mathbb{N} + d \). Their intersection is non-empty precisely when \(|b - d| \in \gcd(a,c)\mathbb{N} \), in which case \( R_{c,d} R^\dagger_{a,b} = R_{c,d} E_{\lcm(a,c),q} R^\dagger_{a,b} = R_{c,d} E_{\lcm(a,c),q} R_{a,b} \). Observing that the domain of \( R_{c,d} E_{\lcm(a,c),q} \) is identical to the image of \( E_{\lcm(a,c),q} R^\dagger_{a,b} \), we may pass these idempotents through the elements (Part 5. of Proposition 3), and derive

\[
\text{dom} \left( E_{\lcm(a,c),q} R^\dagger_{a,b} \right) = \frac{\lcm(a,c)}{a} \mathbb{N} + \frac{r - b}{a}
\]

and similarly

\[
\text{im} \left( E_{\lcm(a,c),q} R^\dagger_{a,b} \right) = \frac{\lcm(a,c)}{c} \mathbb{N} + \frac{r - d}{c}
\]

Appealing to the identity \( ac = \lcm(a,c) \gcd(a,c) \) gives that \( R_{c,d} R^\dagger_{a,b} \) is the unique monotone injection whose domain is \( \frac{a}{\gcd(a,c)} \mathbb{N} + \frac{r - b}{a} \) and whose image is \( \frac{c}{\gcd(a,c)} \mathbb{N} + \frac{r - d}{c} \). However, by part 3. above, this is necessarily the partial injection \( R^\dagger_{u,v} R_{a,b} \), as required.

The following characterisation of \( A \), along with normal forms for elements (Section 4.4), follows directly from the above results.

### 4.4 Normal forms for \( A \)

As a corollary of Proposition 23, \( \{ R^\dagger_{c,d} R_{a,b} : a > b, c > d \in \mathbb{N} \} \cup \{ \epsilon \} \) is in fact closed under composition – explicitly, giving normal forms for elements of \( A \). We prove this, and describe composition of elements written in normal form.

**Theorem 24.**

1. Every non-zero element of \( A \) may be written as \( R^\dagger_{c,d} R_{a,b} \) for some \( c > d, a > b \in \mathbb{N} \).
2. Composition of normal forms is given by

\[
\left( R^\dagger_{g,h} R_{e,f} \right) \left( R^\dagger_{c,d} R_{a,b} \right) = \begin{cases} 
R^\dagger_{gw,gx+h} R_{au,av+b} & |d-f| \in \gcd(c,e)\mathbb{N} \\
\epsilon & \text{otherwise},
\end{cases}
\]

where, in the non-empty case, \((c\mathbb{N} + d) \cap (e\mathbb{N} + f) = \lcm(c,e)\mathbb{N} + r\), giving

\[
\begin{align*}
&u = \frac{e}{\gcd(c,e)} & v = \frac{c - d}{e} \\
w &= \frac{d}{\gcd(c,e)} & x = \frac{e - f}{e}
\end{align*}
\]
Explicitly,

\[
\left( R_{g,h}^t R_{e,f} \right) \left( R_{c,d}^t R_{a,b} \right) = R_{\frac{e}{\gcd(c,e)}}^{\frac{e(c-f)}{e} + h} R_{\frac{e}{\gcd(e,c)}}^{\frac{e(c-d)}{e} + b} R_{\frac{e}{\gcd(c,e)}}^{\frac{e}{\gcd(e,c)}}
\]

Using the relationship \( mn = \gcd(m,n) \lcm(m,n) \), we may also write this as

\[
\left( R_{g,h}^t R_{e,f} \right) \left( R_{c,d}^t R_{a,b} \right) = R_{\frac{e}{\gcd(c,e)}}^{\frac{e(c-f)}{e} + h} R_{\frac{e}{\gcd(e,c)}}^{\frac{e(c-d)}{e} + b} R_{\frac{e}{\gcd(c,e)}}^{\frac{e}{\gcd(e,c)}}
\]

Proof.

1. To see that elements may indeed be written in normal form, consider an arbitrary string of generators / generalised inverses thereof. Part 2. of Proposition 23 demonstrates that every pair of generators \( R_{\cdot \cdot} R_{\cdot \cdot} \) may be replaced by a single generator \( R_{\cdot \cdot} \) and similarly for generalised inverses of generators; every \( R_{\cdot \cdot} R_{\cdot \cdot} \) may be replaced by a single \( R_{\cdot \cdot} \). Now consider an adjacent pair of the form \( R_{\cdot \cdot} R_{\cdot \cdot} \). Part 3. of Proposition 23 allows us to replace this either by the zero element \( e \), or by a pair of the form \( R_{\cdot \cdot} R_{\cdot \cdot} \).

Thus we have a confluent, strictly reducing, rewriting schema on strings of generators that will arrive at either the zero arrow, or a (unique) word of the form \( R_{\cdot \cdot} R_{\cdot \cdot} \).

2. To give an explicit formula for composites in normal form, consider \( R_{g,h}^t R_{e,f}, R_{c,d}^t R_{a,b} \in A \). Let us assume that this composite is non-zero : equivalently, \( |d-f| \in \gcd(c,e) \mathbb{N} \), so there exists some \( r \in \mathbb{N} \) such that

\[
(eN + f) \cap (eN + d) = \lcm(c,c)N + r
\]

Part 3. of Proposition 23 gives \( R_{e,f} R_{c,d}^t = R_{w,x}^t R_{u,v} \) where

\[
u = \frac{e}{\gcd(c,e)} , \quad v = \frac{r-d}{e} , \quad w = \frac{c}{\gcd(c,e)} , \quad x = \frac{r-f}{e}
\]

Two applications of Part 2. of Proposition 23 then give

\[
\left( R_{g,h}^t R_{e,f} \right) \left( R_{c,d}^t R_{a,b} \right) = R_{gw,gx+h} R_{wu,av+b}
\]

as required.

\[
\square
\]

Corollary 25. The arithmetic inverse monoid \( A \) may be characterised as the inverse monoid whose non-zero elements map between congruence classes in a monotone manner. Consequently, the non-zero idempotents of \( A \) are precisely partial identities on congruence classes.

This follows from Theorem 24 above, and Parts 1. and 3. of Proposition 23.
4.5 Primes, generators, and mixed-radix systems

We now move on to viewing the arithmetic inverse monoid — and hence, all monotone partial injections between congruence classes — as:

“generated by all prime-order polycyclic monoids”.

The key to this is the following lemma, which demonstrates a close connection between composition in $\mathcal{A}$, and mixed-radix counting systems.

**Lemma 26.** Consider some indexed set of pairs of natural numbers, $\{a_j > b_j \in \mathbb{N}\}_{j=0}^n$. Then $R_{a_n, b_n} R_{a_{n-1}, b_{n-1}} \ldots R_{a_0, b_0} = R_{A, B}$ where

$$A = \prod_{j=0}^n a_j \quad \text{and} \quad B = b_0 + \sum_{j=1}^n \left( b_j \prod_{i=0}^{j-1} a_i \right)$$

**Proof.** This follows by induction; the first step is given by Part 2. of Proposition 23, and the induction step follows by direct calculation. \[\square\]

**Remark 27** (Composition in $\mathcal{A}$ via mixed-radix counting systems). The link between composition within the arithmetic inverse monoid, and mixed-radix counting is then almost immediate.

Let $B \in \mathbb{N}$ be given by treating a string $b_nb_{n-1}b_{n-2}\ldots b_0$ as the representation of a natural number in a mixed-radix counting system, where the respective columns are labelled by $a_n, a_{n-1}, a_{n-2}, \ldots, a_0$, giving

$$B = \begin{array}{|c|c|c|c|}
\hline
\text{Base } a_n & \text{Base } a_{n-1} & \ldots & \text{Base } a_1 & \text{Base } a_0 \\
\hline
b_n & b_{n-1} & \ldots & b_1 & b_0 \\
\hline
\end{array}$$

The well-established formula

$$B = b_0 + \sum_{j=1}^n \left( b_j \prod_{i=0}^{j-1} a_i \right)$$

(commonly attributed to G. Cantor [3]) then makes the interpretation as mixed-radix counting immediate.

This gives a direct route into formalising the intuition that $\mathcal{A}$ is, ‘generated by all prime-order polycyclic monoids’. The following is a relatively straightforward corollary of Lemma 26 above.

**Theorem 28.** Recall the embedding $\theta_k : \mathcal{P}_k \hookrightarrow I(\mathbb{N})$ of Theorem 16. The arithmetic monoid $\mathcal{A}$ is the inverse submonoid of $I(\mathbb{N})$ generated by:

$$GP = \{ \theta_p(a) : a < p \}_{p \in \text{primes}} \subseteq I(\mathbb{N})$$

(i.e. the image of all the generators of the $p$th polycyclic monoid, for all prime $p$), and no proper subset of this set generates $\mathcal{A}$.

**Proof.** By construction, $\theta_p(a) = R_{p, a}$ so the set $GP$ is a subset of the generating set of $\mathcal{A}$. Now consider some generator $R_{x, y}$ of $\mathcal{A}$; we demonstrate that it may be given as a composite of elements of $GP$. If $x$ is prime, there is nothing to prove. Instead, let us assume that $x = p_1 \ldots p_a$ for some indexed family of primes $\{p_j \in \text{primes}\}_{j=1 \ldots a}$ (which is, of course, unique up to re-indexing or some permutation of $\{1, \ldots, j\}$).
As a triviality (based on Part 1. of Theorem 21), when \( y = 0 \), we have \( R_{x,0} = R_{P_1,0}P_{P_2,0} \ldots R_{P_a,0} \), and any permutation of this composite will similarly give \( R_{x,0} \in A \). When \( y \neq 0 \), the ordering assigned to the prime factorisation of \( x \) becomes significant. Let us write the natural number \( y \) in a mixed-radix counting system as

\[
y = \begin{array}{cccc}
\text{Base } P_1 & \text{Base } P_2 & \ldots & \text{Base } P_a \\
q_1 & q_2 & \ldots & q_a 
\end{array}
\]

where \( 0 \leq q_j < P_j \), for all \( j = 1 \ldots a \). We observe that every natural number in \( \{0, \ldots, x-1\} \) can be written in this form.

Direct calculation, based on Part 2. of Proposition 23 then demonstrates that \( R_{x,y} = R_{P_1,q_1}R_{P_2,q_2} \ldots R_{P_a,q_a} \) giving the required factorisation into elements of \( G_P \).

Finally, to demonstrate that \( G_P \) is a minimal generating set, it suffices to consider idempotents. For \( p \in \text{primes} \), and \( 0 \leq x < p \in \mathbb{N} \), the initial idempotent of the corresponding generator satisfies \( R_{P,x}^p R_{P,x} = \text{Id}_{p^{q+1}} \).

We observe that no \( p \in \text{primes} \) may be written as the least common multiple of any set other than \( \{1,p\} \subseteq \mathbb{N} \).

4.6 Nivat & Perot’s normal forms, arithmetically

We have given normal forms, and formulæ for their composition, for \( A \), together with an interpretation as the inverse monoid generated by the prime-order polycyclic monoids. We now compare these normal forms with the usual normal forms for polycyclic monoids with the normal forms for polycyclic monoids.

In [22], Nivat and Perot gave normal forms for elements of polycyclic monoids as pairs of words in the free monoid over the generating set. Their composition was based on ‘cancellation of matching substrings’. The following is taken from [22]:

**Theorem 29.** Consider the polycyclic monoid \( P_k \), for some \( k > 1 \), together with words \( x \wr w, v \wr u \in P_k \) where \( x, w, v, u \in F_k \). The composite \( x \wr w \wr u \in P_k \) is given by one of the following three possibilities:

1. \( w \) is of the form \( w = rv \), for some \( r \in \{P_0, \ldots, P_{k-1}\}^\ast \), in which case

\[
x \wr w \wr u = x^r v^w u = x^r(ru)
\]

2. \( v \) is of the form \( v = sw \), for some \( s \in F_k \), in which case

\[
x \wr w \wr u = x^w(w_s)u = x^w w^s u = x^s u = (sx)^t u
\]

3. Neither 1. nor 2. hold, in which case \( x \wr w \wr u = \epsilon \).

**Proof.** This was first proved in [22]. Parts 1. and 2. are, as shown above, almost immediate. Part 3. follows by an induction argument demonstrating that, when neither 1. nor 2. hold, the composite \( wv^t \) will necessarily contain some \( ij^t \) with \( i \neq j \), giving \( ij^t = \epsilon \).

**Corollary 30.** All elements of \( P_k \) may be written in the form \( v^t u \), for some \( u, v \in F_k \).
Corollary 31. For \( k \geq 2 \), elements of \( \mathcal{P}_k \) have normal forms as members of \( \mathcal{F}_k \times \mathcal{F}_k \), with composition given by, for all \( (x,w),(v,u) \in \mathcal{F}_k \times \mathcal{F}_k \),
\[
(x,w)(v,u) = \begin{cases} 
(x,ru) & w = rv, \\
(sx,u) & v = sw, \\
(\epsilon,\epsilon) & \text{otherwise}.
\end{cases}
\]

We interpret such normal forms arithmetically, via the embeddings \( \theta_k : \mathcal{P}_k \rightarrow \mathcal{A} \), and compare with the normal forms for elements of \( \mathcal{A} \). As a special case of the close connection between the arithmetic inverse monoid and mixed-radix counting systems described in Lemma 26 and Remark 27, we observe a close connection with representations of natural numbers within positional number systems. The following simple corollary / special case of Lemma 26 will be key:

Corollary 32. Given an indexed family natural numbers \( \{x_i < k\}_{i=0..a-1} \), then
\[
R^x_1 R^x_1 \cdots R^x_1 = R^N_1
\]
where \( N = \sum_{i+j=a-1} k^i x_j \).

Remark 33. Our overall claim is that Nivat and Perot’s normal forms correspond to “the special case of mixed-radix counting, where the same base labels each column” — e.g. our familiar decimal system for \( \mathcal{P}_{10} \), and binary or hexadecimal for \( \mathcal{P}_2 \) or \( \mathcal{P}_{16} \) respectively. The above formula simply gives \( N \) as the string \( x_0x_1\ldots x_{a-1} \), considered as a number written out in base \( k \) (possibly with leading zeros). We use this to give alternative equivalent normal forms for elements of polycyclic monoids.

Definition 34. Given some \( k \in \mathbb{N}^+ \), there is an obvious way of interpreting strings over \( \{0,\ldots,k-1\} \) (i.e. elements of the free monoid \( \mathcal{F}_k \) as natural numbers written in base \( k \) (again, possibly with leading zeros). We define the numeric interpretation to be the function \( \text{num} : \mathcal{F}_k \rightarrow \mathbb{N} \) given by
\[
\begin{align*}
\text{num}(\epsilon) &= 0 \in \mathbb{N}, \\
\text{num}(x) &= x \in \mathbb{N}, \\
\text{num}(wx) &= \times_k(\text{num}(w)) + \text{num}(x),
\end{align*}
\]
for all \( x \in \{0,\ldots,k-1\} \) and \( w \in \{0,\ldots,k-1\}^* \). Although the intuition is straightforward, this is not well-behaved in a semigroup-theoretic sense. It is simply a surjective, but not injective, function, and there is no reasonable sense in which it is a monoid homomorphism.

Theorem 35. Let us fix some arbitrary \( k > 1 \), and consider some element in normal form \( v^u \in \mathcal{P}_k \), so \( u,v \in \mathcal{F}_k \). Then
\[
\theta_k(v^u) = R^v_{k\text{len}(v),\text{num}(v)} R^u_{k\text{len}(u),\text{num}(u)}
\]
Proof. This follows directly from Lemma 32 above, and the fact that \( \theta_k : \mathcal{P}_k \rightarrow \mathcal{A} \) is an injective inverse monoid homomorphism.
Corollary 36. The image of \( \theta_k : \mathcal{P}_k \to A \) is the set

\[
\theta_k (\mathcal{P}_k) = \left\{ R^{k^\lambda}_{k^\omega} Y R^{k^\lambda}_{k^\omega} X : Y < k^\lambda, X < k^\lambda \right\} \subseteq I(\mathbb{N})
\]

Proof. This follows directly from Corollary 32 above, and Nivat & Pe rot’s normal forms (Corollary 31).

Based on this, we may give a number-theoretic reinterpretation of Nivat & Perot’s normal forms and formulæ for composition. We first establish some preliminary definitions and notation.

Definition 37. For all \( k > 1 \), we define the monoid of \( k \)-bounded naturals \( \mathcal{N}_k(\omega) \) to have underlying set \( \{(m,n) : n < k^m \in \mathbb{N}\} \cup \{\epsilon\} \) and composition

\[
(d,c) \cdot (b,a) = (d + c, k^d c + a) \quad \text{and} \quad \epsilon g = g = g \epsilon \quad \forall g \in \mathcal{N}_k(\omega)
\]

Direct calculation demonstrates that this is a \( k \)-generator free monoid.

Lemma 38. \( \mathcal{N}_k(\omega) \cong \mathcal{F}_k \).

Proof. Define \( \mu_k : \mathcal{F}_k \to \mathcal{N}_k(\omega) \) by \( \mu_k(w) = (\text{len}(w), \text{num}(w)) \); this is a monoid isomorphism.

The crucial ‘matching substrings’ condition from Nivat & Perot’s composition of normal forms for polycyclic monoids (Corollary 31) interprets arithmetically within \( \mathcal{N}_k(\omega) \).

Definition 39. Given \( (b,a),(y,x) \in \mathcal{N}_k(\omega) \), call \( (y,x) \) a \( k \)-residue of \( (b,a) \) when \( y \leq b \) and \( a \equiv x \mod{k^y} \). Then define the cancellation to be a partial function \( \setminus : \mathcal{N}_k(\omega) \times \mathcal{N}_k(\omega) \to \mathcal{N}_k(\omega) \) where \( (b,a) \setminus (y,x) \) is defined iff \( (y,x) \) is a \( k \)-residue of \( (b,a) \), in which case

\[
(b,a) \setminus (y,x) = \begin{cases} (b - y, \frac{a - x}{k^y}) & b > y \\ \epsilon & b = y \end{cases}
\]

Proposition 40. Given \( w,v \neq \epsilon \in \mathcal{F}_k \), then \( \mu_k(v) \in \mathcal{N}_k(\omega) \) is a \( k \)-residue of \( \mu_k(w) \in \mathcal{N}_k(\omega) \) iff there exists some \( r \in \mathcal{F}_k \) such that \( w = rv \), in which case \( \mu_k(r) = \mu_k(w) \setminus \mu_k(v) \).

Proof.

\((\Leftarrow)\) Consider \( v,r \in \mathcal{F}_k \). As \( \mu_k \) is homomorphic,

\[
\mu_k(rv) = \mu_k(r) \mu_k(v) = (\text{len}(r), \text{num}(r))(\text{len}(v), \text{num}(v))
\]

By definition of composition in \( \mathcal{N}_k(\omega) \),

\[
\mu_k(rv) = \left( \text{len}(r) + \text{len}(v), k^{\text{len}(v)} \text{num}(r) + \text{num}(v) \right)
\]
Trivially, \((k^{\text{len}(v)} \cdot \text{num}(r) + v) \pmod{k^{\text{len}(v)}} = v\), so \(\mu_k(v)\) is a \(k\)-residue of \(\mu_k(w)\). Finally, observe that
\[
\mu_k(w) \setminus \mu_k(v) = (\mu_k(r) \cdot \mu_k(v)) \setminus \mu_k(v)
\]
\[
= \left(\text{len}(r) + \text{len}(v), k^{\text{len}(v)} \cdot \text{num}(r) + \text{num}(v)\right) \setminus \mu_k(v)
\]
\[
= \left(\text{len}(r) + \text{len}(v) - \text{len}(v), \frac{k^{\text{len}(v)} \cdot \text{num}(r) + \text{num}(v) - \text{num}(v)}{k^{\text{len}(v)}}\right)
\]
\[
= (\text{len}(r), \text{num}(r))
\]
as required.

(\(\Rightarrow\)) This follows directly, since \(\mu_k\) is an isomorphism.

\[\text{Corollary 41.}\] The set \(N_k(\omega) \times N_k(\omega)\), equipped with the composition
\[
[([x,X],(w,W)) \cdot ([v,V],(u,U)) =
\begin{cases}
[([x,X],((w,W)\setminus(v,V)) \cdot (u,U)] & \text{if } (v,V) \text{ is a } k\text{-residue of } (w,W),

[[(v,W)\setminus(w,W)) \cdot (x,X), (u,U)] & \text{if } (w,W) \text{ is a } k\text{-residue of } (v,V),

[\epsilon,\epsilon] & \text{otherwise.}
\end{cases}
\]
is isomorphic to \(P_k\).

\[\text{Proof.}\] This follows from Nivat & Perot’s normal forms for polycyclic monoids, and the arithmetic interpretation of string-cancellation given in Proposition 40 above.

The translation into elements of \(A\) is similarly straightforward.

\[\text{Corollary 42.}\] Given elements of \(A\) in normal form, \(R^1_{k^\omega,X} R_{k^\omega,W}\) and \(R^1_{k^\omega,V} R_{k^\omega,U}\), then either
1. \((v,V)\) is a \(k\)-residue of \((w,W)\), in which case
\[
\left(R^1_{k^\omega,X} R_{k^\omega,W}\right) \left(R^1_{k^\omega,V} R_{k^\omega,U}\right) = R^1_{k^\omega,X} R_{k^\omega,S},
\]
where \((s,S) = ((w,W)\setminus(v,V)) \cdot (u,U)\)
2. \((w,W)\) is a \(k\)-residue of \((v,V)\), in which case
\[
\left(R^1_{k^\omega,X} R_{k^\omega,W}\right) \left(R^1_{k^\omega,V} R_{k^\omega,U}\right) = R^1_{k^\omega,T} R_{k^\omega,U},
\]
where \((t,T) = ((v,W)\setminus(w,W)) \cdot (x,X), (u,U)\)
3. \(\epsilon\) when neither 1. nor 2. hold.
4.7 From polycyclics to \( p \)-adics

There appears to be a close connection between the minimal generating set of \( A \) (i.e. all prime-order polycyclic monoids) and \( p \)-adic arithmetic. Comparing the well-established use of polycyclic monoids in studying fractal structures & self-similarity (e.g. \[9\]) with the well-known fractal structure of \( p \)-adic arithmetic e.g. \[25\]), this is perhaps unsurprising.

We give a brief overview of some very basic definitions. The following may be found in many number theory texts, such as \[25\].

**Definition 43.** Given \( p \in \text{primes} \), the \( p \)-order \( \text{ord}_p(n) \) is defined by

\[
\text{ord}_p(n) = \max \left\{ k : n \pmod{p^k} = 0 \right\}
\]

i.e. it is the number of occurrences of \( p \) in the (unique) prime factorisation of \( n \). Using the standard “is a divisor of” relation, \( x \mid y \) iff \( y \pmod{x} = 0 \), we may write this as \( \text{ord}_p(n) = \max \{ k : p^k \mid n \} \).

The order is used to define the \( p \)-adic norm \( \| \cdot \|_p : \mathbb{N} \to \mathbb{Q} \) by, for all \( n \in \mathbb{N}^+ \),

\[
\| n \|_p = p^{-\text{ord}_p(n)} = \frac{1}{\max \{ p^k : p^k \mid n \} \in \mathbb{N}}
\]

and extended to \( \mathbb{N} \) by taking \( \| 0 \|_p = 0 \). As this is a (non-Archimedean) norm on \( \mathbb{N} \), it defines a distance, the \( p \)-adic distance. Assuming w.l.o.g. \( a \leq b \in \mathbb{N} \), this is given by \( \| b - a \|_p = p^{-\text{ord}_p(b-a)} \).

**Remark 44.** All the above definitions may be extended to the integers \( \mathbb{Z} \) by taking absolute values, and rationals \( \mathbb{Q} \) since, for all equivalent fractions \( \frac{a}{b} = \frac{c}{d} \), we have \( \| a \|_p \| b \|_p = \| c \|_p \| d \|_p \). The \( p \)-adic reals are then defined as Cauchy sequences w.r.t. the \( p \)-adic norm on the rationals.

**Remark 45.** Expanding out the above gives the \( p \)-adic distance as

\[
\| b - a \|_p = \frac{1}{\max \{ p^k : a \pmod{p^k} = b \} \in \mathbb{N}} \quad \forall b > a
\]

Writing it in this form makes the similarity with the residue and cancelation of the previous section apparent.

We now relate the above elementary definitions to inverse monoid theory :

**Proposition 46.** Recall the embedding \( \theta_p : \mathcal{P}_p \hookrightarrow A \). For all \( n \in \mathbb{N} \),

\[
n \cdot \| n \|_p = \min \left\{ \theta_p \left( 0^k \right) (n) \right\} \in \mathbb{N}
\]

(Note : we are using \( 0^k = 00\ldots0 \) in the algebraic sense within the free monoid \( \{0, \ldots, p-1\}^* \), as a string of \( k \) copies of \( 0 \)).

**Proof.** By definition, \( \theta_p \left( 0^k \right) = R_{p,0}^k = R_{p^k,0} \), where

\[
R_{p^k,0}(n) = \begin{cases} \frac{n}{p^k} & \text{when } p^k \mid n \\ \bot & \text{otherwise} \end{cases}
\]
Thus \( \{ \theta_p(0^k)(n) \}_{k \in \mathbb{N}} \) = \( \{ \frac{n}{p^k} : p^k | n \} \). The maximum \( k \in \mathbb{N} \) such that \( p^k | n \) gives the minimum of this set; hence \( n \|n\|_p = \min \{ \theta_p(0^k)(n) \}_{k \in \mathbb{N}} \), as required.

**Corollary 47.** The above identity characterises the \( p \)-adic norm on \( \mathbb{N} \) in terms of the \( p \)-th polycyclic monoid, as for all \( n \neq 0 \in \mathbb{N} \)

\[ \|n\|_p = \min \left\{ \frac{\theta_p(0^k)(n)}{n} \right\}_{k \in \mathbb{N}} \]

**Remark 48.** One may wonder what is special about the strings \( \{0, 00, 000, 0000, \ldots \} \subseteq \{0, \ldots, p-1\}^* \) in the above characterisation of \( p \)-adic norms?

Number-theoretically, the classic theorem of Ostrowski \[23\] implies they are very special; algebraically, there is no a priori reason to prefer this subset. Any infinitary prefix-ordered chain of words from \( \{0, \ldots, p-1\}^* \) determines a distinct function from \( \mathbb{N}^+ \) to \( \mathbb{R} \). This motivates the following definition:

**Definition 49.** Let us denote by \( \mathcal{C}_p \) the Cantor space of all one-sided infinite words over the set \( \{0, \ldots, p-1\} \). Given some Cantor point \( \Gamma \in \mathcal{C}_p \), we define, for all \( n \neq 0 \)

\[ \text{eval}_\Gamma(n) = \min \left\{ \frac{\theta_p(w)(n)}{n} : w \text{ is a prefix of } \Gamma \in \mathcal{C}_p \right\} \]

This is always defined, since \( \theta_p(w)(n) = \perp \), for all \( \text{len}(w) \) sufficiently large, so we are taking the minimum of a finite set in every case.

From above, the special case \( \Gamma = 00000 \ldots \) gives the \( p \)-adic norm, so \( \text{eval}_{00000\ldots}(n) = \|n\|_p \). The following is straightforward from Proposition \[46\] and makes the interpretation of the general case clear:

**Corollary 50.** Given a non-zero natural \( a \in \mathbb{N}^+ \), let us define the Cantor point \( \text{cant}(a) \in \mathcal{C}_p \) to be the one-sided infinite string

\[ \text{cant}(a) = a_0a_1 \ldots a_x0000 \ldots \]

where \( n_0a_1 \ldots n_x \) is the base-\( p \) representation of \( n \), and \( 000 \ldots = 0^\omega \in \mathcal{C}_p \) is the constantly zero one-sided infinite string. Then

\[ \text{eval}_{\text{cant}(a)}(n) = \|n - a\|_p \quad \forall n \neq 0 \in \mathbb{N} \]

Thus, considering arbitrary Cantor points leads directly to a curried version of the \( p \)-adic distance.

Although we could continue and consider questions of convergence, Cauchy sequences, limits, etc., our intention is not to re-construct some well-known theory from inverse semigroup theory! Rather, we wish to highlight an important property, relating to the algebraic aspects, that is worthwhile considering.
4.8 An open question

A great deal of the structure of Nival & Perot’s polycyclic monoids is determined by the fact that they are congruence-free — provided $|X| > 1$, any monoid homomorphism $\mathcal{P}_X \rightarrow M$ is either an embedding, or maps the whole of $\mathcal{P}_X$ to the identity $1_M \in M$.

This property was given a categorical interpretation in [10, 12, 13], where it was related to questions of coherence for associativity, and connected to the well-known fact that Richard Thompson’s group $\mathcal{F}$ has non-abelian quotients — which follows for similar categorical reasons.

This raises the following somewhat vaguely stated question:

What is the number-theoretic significance or interpretation of congruence-freeness, and can we describe this categorically?

There is a ‘dual’ to the above question, which if anything is even more speculative. A core result for $p$-adic numbers is undoubtedly Ostrowski’s theorem on the uniqueness of $p$-adic absolute values. Even more speculatively, we may wonder how this should interpret as inverse semigroup theory?

5 Future directions

Although the algebraic inverse monoid does not appear to have been considered in the literature, there does exist a body of closely related group theory. In [16], Stefan Kohl considers a group generated by permutations on $\mathbb{N}$ that interchange two disjoint congruence classes, and act as the identity elsewhere. This is undoubtedly related to the arithmetic inverse monoid, simply by considering the orthogonal closure of $\mathcal{A}$ with respect to the natural partial order (see [19] for the general theory of this technique), then considering the group of units (i.e. globally invertible elements) of the resulting inverse monoid.

At the very least, this provides a decomposition of the elements of his group into inverse-semigroup theoretic primitives, complete with normal forms and formulæ for composition.

A more explicitly topological approach is also worth pursuing; the one-sided infinite strings of the Cantor space $\mathcal{C}_p$ corresponding to currying the $p$-adic norm on $\mathbb{N}^+$ are readily identified as the basic clopen sets of the usual topology on $\mathcal{C}_p$. More generally, the idempotents of $\mathcal{A}$ are the partial identities $\{ Id_{a \leq b} : b < a \} \cup \{ Id_b \}$ — a basis set for the profinite topology on the monoid $(\mathbb{N}, +)$. The connection between semilattices of idempotents of inverse monoids, and topologies & locales, is of course well-established.

Finally, the close connection with John Conway’s congruential functions [5] has not escaped us. Given that a great deal of work on polycyclic monoids has been motivated by their re-discovery as the logicians’

---

3This disjointness requirement is needed in order to ensure his group is well-defined. This is in contrast to the inverse semigroup theoretic approach, where where the normal form $R^{c,d}_{a,b}R_{a,b}$ maps monotonically between arbitrary congruence classes as $a\mathbb{N} + b \mapsto c\mathbb{N} + d$, and is undefined elsewhere.
‘dynamical algebra’, in the context of computationally universal systems (6 7 8 13) there are undoubtedly some interesting but decidedly non-trivial avenues to explore.
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