Visualizing broken symmetry and topological defects in a quantum Hall ferromagnet
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The interaction between electrons in graphene under high magnetic fields drives the formation of a rich set of quantum Hall ferromagnetic (QHFM) phases with broken spin or valley symmetry. Visualizing atomic-scale electronic wave functions with scanning tunneling spectroscopy (STS), we resolved microscopic signatures of valley ordering in QHFM phases and spectral features of fractional quantum Hall phases of graphene. At charge neutrality, we observed a field-tuned continuous quantum phase transition from a valley-polarized state to an intervalley coherent state, with a Kekulé distortion of its electronic density. Mapping the valley texture extracted from STS measurements of the Kekulé phase, we could visualize valley skyrmion excitations localized near charged defects. Our techniques can be applied to examine valley-ordered phases and their topological excitations in a wide range of materials.

Quantum Hall ferromagnets are broken-symmetry states in which the exchange interaction between electrons in Landau levels gives rise to quantum Hall phases with polarized or coherent superposition of spin, valley, or orbital degrees of freedom (1). In the presence of a magnetic field, a variety of two-dimensional electronic systems—including those in semiconductors (1, 2), graphene (2), and an increasing number of moiré flat-band materials—host a diversity of quantum Hall ferromagnetic (QHFM) phases (3–8). Thus far, these interacting and topological phases of matter have been examined macroscopically, usually through study of their transport properties. However, the microscopic features of the electronic wave functions of these phases can directly reveal the nature of their broken symmetry (9, 10) and, more important, can determine the nature of the excitations they host. A particularly interesting aspect of broken-symmetry states is their topological excitations, such as skyrmions (11–13), which determine the stability of such phases, and whose interactions may lead to the formation of more exotic quantum phases, such as the skyrmion superconductivity recently proposed in moiré materials (14–16).

Monolayer graphene’s SU(4) isospin space, consisting of spin and valley, gives rise to a rich array of QHFM phases, which have been studied using transport and thermodynamic measurements (2). Particularly intriguing is the electrically insulating phase at the charge neutrality point at high magnetic fields (17), because with two of four isospin flavors occupied, Pauli exclusion prevents spin and valley from being simultaneously polarized. Theoretical efforts have predicted a rich phase diagram of four possible broken-symmetry QHFM states at charge neutrality (18): a charge density wave (CDW) phase, which is sublattice- and valley-polarized and spin-unpolarized; the spin ferromagnet (FM), which is a quantum spin Hall insulator; the cantled antiferromagnet (CAF), in which spins on different sublattices point in near-opposite directions; and an intervalley coherent (IVC) state with a Kekulé reconstruction, which is spin-unpolarized. A recent theory also proposed the coexistence of CAF and IVC (19). Although transport studies have constrained aspects of the phase diagram (20, 21), the nature of the ground state of graphene at charge neutrality has remained unresolved in the absence of microscopic measurements that probe the order parameter. Also unexplored are the plethora of topological excitations that these phases have been predicted to host, such as a variety of skyrmions, which may have complex flavor textures and may even harbor fractional charge on the scale of the magnetic length (22–25).

Here, we used spectroscopic mapping to visualize the broken-symmetry states in graphene as a function of carrier concentration, including at charge neutrality, where we find evidence for localized valley skyrmions within the Kekulé phase. Our work demonstrates the power of spectroscopic imaging to detect valley ordering and topological excitations of valley orders; the method is applicable to a wide range of two-dimensional materials and their heterostructures.

The monolayer graphene devices used for our studies are fabricated on hexagonal boron nitride (hBN) substrates, with either graphene (devices A and C) or silicon back gates (device B) (see Fig. 1 for the experimental setup and an optical image of device A). All samples show similar spectroscopic properties, except that the fractional quantum Hall features are visible only in the graphite gate samples (devices A and C) (26). Figure 1, B and C, shows measurements of differential conductance $dI/dV$ as function of sample bias $V_g$ measured over a wide range of filling factors $\nu$ ($\nu = 2nqB$), where $q_B = \sqrt{eB}/2B$ is the magnetic length, $n$ is the carrier density, $\epsilon$ is the reduced Planck’s constant, $e$ is elementary charge, and $B$ is the magnetic field; the filling factor is controlled by the back gate voltage $V_g$. The Landau levels (LLs) can be identified by their peaks in $dI/dV$; the energy corresponds to $E_N = ho_B\sqrt{N}$, where $N$ is the LL orbital index and $ho_B\sim110$ mV is the extracted cyclotron energy from fitting Fig. 1D. This cyclotron gap corresponds to that calculated with a renormalized Fermi velocity of $1.26 \times 10^6$ m/s, similar to the values found in previous studies (27). As the filling factor increases, the Fermi energy is pinned within a LL as it is being filled and then jumps to the next LL at $\nu = \pm 2, \pm 6, \pm 10$. For the incompressible states formed at these fillings, we find that energy gaps across the Fermi energy are enlarged by a factor of ~2 relative to the expected cyclotron gap (fig. S1). This effect, which does not depend on setpoint conditions, is likely caused by the graphene’s bulk insulating behavior when the chemical potential lies within these gaps [see discussion in (26)].

Symmetry-breaking states driven by electron-electron interaction are clearly demonstrated in our spectroscopic measurements by gaps at all the intermediate integer fillings (Fig. 1C). The sizes of the gaps in our experiment at symmetry-breaking states and single-particle quantum Hall states were larger than those observed in transport and thermodynamic studies. We find that tip-induced band bending is negligible in most of our measurements, which likely contributes to our ability to observe symmetry-breaking gaps. Although we occasionally find tips that show a signature of band bending in spectroscopic measurements (26) similar to previous studies (27–38), datasets we obtained with improved tip conditions demonstrate the following differences: (i) Our data (Fig. 1C) does not show any Coulomb diamond features associated with a tip-induced quantum dot, as seen in previous studies (34). (ii) Our sample is not doped by impurities and our measurements are not influenced by a tip-sample work function mismatch, as shown by the observation that charge neutrality occurs near zero gate voltage. (iii) $V_g$ does not influence carrier density in the probed area; the dashed lines in Fig. 1C marking incompressible states are nearly vertical, therefore showing that tip gating is negligible. (iv) At partial fillings, the LLs are always pinned to the Fermi energy with their jumps aligned with the occurrence of the...
incompressible states, which suggests that there is no density mismatch between the probed area and the bulk of the sample. It is possible that our tip effective radius is small relative to the magnetic length, so that the work function mismatch between the tip and sample (which would typically lead to band bending) traps at most one electron charge below the tip, rather than producing a well-defined change in filling factor in a larger region.

Beyond resolving the presence of broken-symmetry states, our experiments also show a direct signature of fractional quantum Hall (FQH) phases in spectroscopic measurements. Focusing on the scanning tunneling spectroscopy (STS) properties between \( v = -2 \) and 2, as shown in Fig. 2A, we resolve enlarged gaps at partial filling of the zeroth LL (ZLL) corresponding to the fractional quantum Hall states at \( v = \pm 2/3, \pm 1/3 \). We corroborate the formation of FQH states in our devices by performing transport measurement while the tip height is reduced from the tunneling condition to directly contact the monolayer graphene (Fig. 2B). In this Corbino geometry, measurements of the conductance of our sample show dips at fractional fillings associated with the formation of FQH states. The observation of rich fractional states including \( v = 4/9 \) in our samples, at a modest magnetic field (6 T) and at relatively elevated temperature (1.4 K), attests to their high quality, making them comparable to the fully hBN-encapsulated and dual graphite-gated devices used for the highest-quality transport measurements. Probing FQH phases in scanning tunneling microscope (STM) measurements paves the way to explore these topological phases and their exotic excitations, including realization of methods for imaging anyons (39) or probing fractional edge states locally.

The spectroscopic measurements of the partially filled ZLL (Fig. 2A), including when the sample transitions through the FQH phases, always show splitting of the ZLL with a gap across the Fermi energy. This behavior is indicative of a Coulomb gap commonly observed when tunneling in and out of a two-dimensional electron gas at high magnetic fields (40–42). The strong correlations among electrons in the flat LLS dictate that additional energy is required for addition or removal of electrons from the system, resulting in a gap at the Fermi level that scales with the Coulomb energy \( E_C = e^2/\epsilon d_0 \), where \( \epsilon \) is the effective dielectric constant. The field dependence of this gap at partial filling follows the expected \( \sqrt{B} \) behavior (Fig. 2C), tracing Coulomb energy \( E_C \) with a 0.62 scale factor, which agrees with the value obtained from our exact diagonalization calculations (26).

To directly visualize the broken valley symmetry of graphene's ZLL, we perform spectroscopic mapping of the electron and hole excitations of the ZLL (E-ZLL and H-ZLL, respectively) with \( V_B \) at the split ZLL peaks below or above the Coulomb gap. These spectroscopic \( dI/dV \) maps are performed with the STM tip at a constant height above the graphene, and hence they are directly proportional to the electron/hole excitation probability densities on the graphene atomic lattice. At filling \( v = -2 \), the \( dI/dV \) map of electron excitations shows only graphene's honeycomb lattice, whereas at partial fillings between \( v = -2 \) and \( -1 \), the \( dI/dV \) maps of hole excitations show sublattice polarization. A key feature of graphene's ZLL is that the electron states at the \( K \) or \( K' \) valleys correspond to the A or B sublattice sites, respectively (2, 43). Therefore, the sublattice polarization observed in these maps—for example, for hole excitation at \( v = -1 \)—is indicative of valley polarization in the ZLL, which agrees with the expectation of a spin- and valley-polarized ground state \( |K'\rangle \) at quarter-filling (44). The electron excitation at this filling shows partial polarization of the orthogonal state comprising \( |K\rangle \), \( |K'\rangle \), and \( |\uparrow\rangle \). Our measurements at fillings \(-2 < v < -1\) indicate that the ground state in this range also remains valley-polarized, thereby demonstrating that FQH states in this filling range are single-component and that valley symmetry breaking precedes the formation of FQH states (45).

Although valley polarization in the filling range \(-2 < v \leq -1\) is dictated by interactions, we demonstrate that the sublattice asymmetry energy plays an important role in choosing which valley is occupied. In Fig. 2E, we extract the sublattice polarization \( Z = (I_A - I_B)/(I_A + I_B) \), where \( I_A \) and \( I_B \) are the intensities of \( dI/dV \) signals at the A and B sublattices (26), and plot them for the ZLL as a function of filling.

---

**Fig. 1. Experimental setup and large gate range spectra.** (A) Schematic of the STM measurement setup. The orange cone represents the tip, the light blue plane denotes the graphene, and the gray plane denotes the bottom gate. The bottom gate voltage \( V_g \) tunes the carrier density of graphene; \( V_B \) changes the bias voltage between the tip and graphene. (B) Spectrum of device A at \( v = 1/2 \) showing LL peaks of different orbital numbers \( N \). (C) Tunneling spectra of device A as a function of bias voltage and gate voltage measured at \( B = 6 \text{ T}, T = 1.4 \text{ K} \) at a fixed tip height. Inset: Optical image of device A. The left gold pad contacts the graphite gate; the right contact connects with graphene. (D) The energy of LLS extracted from the data in (B), displaying good agreement with \( E_N = \hbar \omega_c \sqrt{N} \).
Complementary to fillings in the range $-2 < \nu < -1$, where we find full polarization of the hole excitation, we find that for the range $1 \leq \nu < 2$, the electron excitation maps probing the unoccupied states are fully polarized in the A sublattice. We find the occupied states, probed by the hole excitations, to be always polarized in the B sublattice regardless of the filling factor, as is evident from the blue line in Fig. 2E, which is almost entirely below zero. This behavior indicates that although interactions drive the symmetry breaking, the B sublattice is favored by an apparent AB sublattice asymmetry, likely originating from partial alignment with the hBN substrate.

We turn our attention to spectroscopic imaging at charge neutrality to show that electron interactions induce an intervalley coherent electronic state in half-filled ZLL at high fields. Spectroscopic maps of $\nu = 0$ at 6 T (Fig. 3, A and B, device B) show a spatially varying electronic density with a periodicity that is $\sqrt{3}$ larger than that of the graphene lattice. This has been reported previously for graphene multilayers claimed to be decoupled, albeit without gate control (46). Such reconstruction of the unit cell, also referred to as the Kekulé distortion, is expected when an IVC phase forms. This state, which is one of the four anticipated phases at charge neutrality, has a real-space electronic wave function with probability density at both sublattices. To understand the real-space patterns for electron and hole excitations of this phase, we describe its valley order using a vector on a Bloch sphere: $|\psi\rangle = \cos(\theta/2)|K\rangle + \sin(\theta/2)\exp(i\phi)|K'\rangle$, with polar angle $\theta$ and azimuthal angle $\phi$. For states with ordering vector pointing to the poles ($\theta = 0, 180^\circ$), electron densities correspond to full valley and sublattice polarization, forming a CDW state. In contrast, when the ordering vector lies along the equator of the Bloch sphere ($\theta = 90^\circ$), we have equal weight on both sublattices, with the azimuthal angle $\phi$ characterizing the phase coherence of the wave functions between the two sublattices. Computing the probability density $|\langle\psi|\psi\rangle|$, we find that the IVC state as described by $\phi = 0^\circ$ and $180^\circ$ (Fig. 3C) reproduces the Kekulé patterns seen experimentally for hole and electron excitation in Fig. 3, A and B, respectively. Naturally, the hole excitation has a real-space structure and valley polarization orthogonal to those of the electron excitation of the same state.

A more detailed analysis of the ordering vector as a function of the magnetic field reveals a continuous quantum phase transition.
between the IVC Kekulé phase and the valley- and sublattice-polarized CDW state. We study this transition by extracting the ordering vector’s polar angle θ from the Fourier transforms of real-space dI/dV maps and examine it as a function of the magnetic field. With increasing field, θ shows a continuous transition from the CDW phase (θ = 0) to an IVC state with θ approaching 90° in both devices (Fig. 3D). A critical field (2.2 T for device C) can be identified where θ becomes nonzero while intervalley coherence emerges, as detected by the appearance of Kekulé wave vectors in the FFT of dI/dV maps. We find that both the critical field and θ at 6 T measured in the two devices correlate with the influence of sublattice asymmetry imposed by the hBN substrate. The less aligned sample (device B) exhibits a smaller critical field and a lower critical angle than the more aligned device C.

Fig. 3. Intervalle coherent state at the charge neutrality point. (A and B) dI/dV maps at the charge neutrality point, measured at B = 6 T in device B. The hexagons represent the graphene lattice. The dI/dV maps show a Kekulé reconstruction that triples the area of the unit cell. (C) Bloch sphere plot and corresponding simulated probability density of valley polarization for CDW (left) and IVC with θ of 0° (center) and 180° (right). (D) Main panel: Polar angle θ as a function of the magnetic field in devices B and C extracted from dI/dV maps. Plots are shown for θ (E-ZLL peaks) and 180° − θ (H-ZLL peaks). The complementary behavior of H-ZLL and E-ZLL peaks confirms their orthogonal nature. Device B has a 13° misalignment angle between the graphene and the hBN substrate; in device C this angle is 8°. The color shading of the background indicates the transition from CDW to IVC in device C. The mean field (MF) behavior for θ is shown as dashed lines, with critical fields of 2.2 T (device C) and 0.6 T (device B). Top side panels: Fourier transform of the dI/dV maps of the H-ZLL at a few representative magnetic fields in device C. Bottom side panels: Fourier transform of the dI/dV maps in the corresponding top panels. At B = 2 T, only Fourier peaks of the graphene lattice are visible, whereas at B = 2.4 T, Fourier peaks of the Kekulé pattern appear and increase in intensity with increasing magnetic field.
The calculation captures not only the qualitative approach to studying valley ordering can be applied to other two-dimensional systems, such as twisted bilayer graphene.

After submission, we have become aware of background subtracted) and $Z$ more clearly (Fig. 4, F and G). A visual representation of the valley ordering vector texture near this defect is shown in Fig. 4E. This valley texture is consistent with that predicted for a CAF skyrmion excitation of the Kekulé phase (23). This topological excitation forms when the valley polarization of one spin species flips by $180^\circ$ at its center, whereas the other spin species is devoid of any valley texture. The two key signatures of this skyrmion excitation are the dipole behavior in $Z$, which is equivalent to a meron-antimeron pair (Fig. 4I), accompanied by a dipole in $\phi$ oriented perpendicularly to the Z dipole (Fig. 4H). Simulating the valley texture using the nonlinear sigma model (NLSM) (26), we find excellent agreement between the results from the model calculations (Fig. 4, H and I) and our experimental results (Fig. 4, F and G). With our choice of model parameters, the calculation captures not only the qualitative behavior of $\phi$ and $Z$ but also the size of the skyrmion, which is ~10 nm in both theory and experiment. This CAF skyrmion carries an electric charge of $e_\pi$, which is likely what caused their localization near a charged defect of the opposite sign. Our experiments show that besides the CAF skyrmion, other types of valley textures are also possible (fig. S5). Further work can map the zoo of predicted topological excitations in this and other QHFIM phases of graphene (22, 23). From a broader perspective, the microscopic approach to studying valley ordering can be applied to other two-dimensional systems, such as twisted bilayer graphene.

After submission, we have become aware of a related STM study of the $\psi = 0$ state (47).
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