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Abstract—The mining of big data provides new ideas, methods, and technical support for the evaluation of college teachers’ teaching ability. Existing studies generally over-emphasize outcome evaluations and the evaluation methods are not scientific or objective enough, thus the evaluation results are often trapped in large errors and single pattern of manifestation. To overcome such defects, this paper took college English teaching as an example to develop a diagnosis model for college teachers’ teaching ability based on big data and evaluate its feasibility. At first, the evaluation indexes of college teachers’ teaching ability were determined and the entropy weight method was adopted to assign weight values to the evaluation indexes. Then, based on the Gradient Boosted Decision Tree (GBDT), the diagnosis model was constructed and the steps were detailed. After that, an improved Particle Swarm Optimization (PSO) algorithm was adopted to optimize the proposed model. At last, experimental results proved the feasibility of the proposed diagnosis model.
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1 Introduction

The reform of higher education system is progressing in China, and an effective improvement could be seen in terms of the teaching quality of Chinese colleges and universities [1-5]. The teaching ability of college teachers runs through the entire teaching cycle and all aspects of school development, and it is the lifeline of higher education [6-10]. In the context of ever-increasing student enrollment and expanding school scale, the evaluation system of college teachers’ teaching ability should be updated accordingly and continuously [11-14]. The fast advancement of data science, Internet, and information technology has brought novel teaching modes such as Smart Teaching and Internet+ Education, and some of them have been already applied in colleges and universities [15-19]. The multi-type and multi-channel education big data have become an important basis for the comprehensive evaluation of college teachers’ teaching ability, and the mining of massive education big data has turned into a good way to enhance such ability.
Teachers are the backbone force and valuable resource of higher educational schools, and their teaching ability is a guarantee for the teaching level of these schools. However, during the actual evaluation process of college teachers’ teaching ability, data support is still insufficient, which has resulted in defects such as unscientific and unreasonable evaluation process, and it’s difficult to objectively and fairly reveal the true teaching ability of teachers. Scholar Zhao [20] analyzed a comprehensive evaluation model of college teachers’ teaching ability based on the theory of big data, and studied the application effect of this model. Bao and Xu [21] proposed that specialization and diversification of teachers’ teaching ability is the kernel of the development of higher education; combining with big data information analysis and taking teachers of the textile science as subjects, they applied big data to the analysis of teaching, summarized the current status of the teaching ability of these teachers, and figure out its impact on the textile industry. Luo [22] argued that among the indexes that can measure and decide an excellent PE teacher, teaching ability is the most important one, then the study applied big data technology to study countermeasures for enhancing the teaching ability of PE teachers in application-oriented colleges. Jiang [23] discussed the advantages of education informatization and pointed out that educational informatization is the only way to realize education modernization, the paper emphasized that college teachers must be proficient in professional knowledge and make efforts to improve their information technology skills, increase pedagogical wisdom, and cultivate educational critical and reflective abilities.

There are obvious problems with existing evaluation systems of college teachers’ teaching ability. Most relevant literatures ignored process evaluation, the extracted evaluation indexes couldn’t cover every facet, and some of them employed unscientific or non-objective evaluation methods, which eventually led to large errors and single form in evaluation results. The mining of big data provides new ideas, methods, and technical support for the evaluation of the teaching ability of college teachers. Thus, this paper took English teaching as an example to develop a diagnosis model for college teachers’ teaching ability based on big data and evaluate its feasibility. The main contents of the paper are: 1) extract evaluation indexes of college teachers’ teaching ability, and use the entropy weight method to determine the weight values of these evaluation indexes; 2) use GBDT to construct the diagnosis model; 3) use improved PSO to optimize the optimal-searching process of the GBDT model; 4) verify the feasibility of the proposed model using experimental results.

2 Weight value assignment of evaluation indexes

Index weighting is an important step in the comprehensive evaluation of college teachers' teaching ability. The conventional Principal Component Analysis (PCA) relies on the judgment matrix scored by experts and can hardly attain the weight value of a single index. Hence, this paper employed the entropy weight method to determine the weight values of evaluation indexes, including 8 first-level indexes of teaching idea TS1, teaching basis TS2, teaching integration ability TS3, teaching design ability TS4,
teaching implementation ability TS5, teaching organization ability TS6, teaching evaluation ability TS7, and information-based teaching adaptability TS8.

Specifically, teaching idea (TS1) includes: awareness of teaching quality improvement, teaching attitude, and teaching responsibility; teaching basis (TS2) includes: knowledge reserve, teaching resource reserve, teaching skill reserve, and teaching method reserve; teaching integration ability (TS3) includes: knowledge point integration ability, and professional knowledge expansion and integration ability; teaching design ability (TS4) includes: teaching content design, teaching scene design, and teaching process design; teaching implementation ability (TS5) includes: knowledge teaching ability, teaching management ability, guiding and tutoring ability; teaching organization ability (TS6) includes: class teaching ability, group study guiding ability, and individual tutoring ability; teaching evaluation ability (TS7) includes: student evaluation ability, and teacher evaluation ability; information-based teaching adaptability (TS8) includes: autonomous learning ability of information-based teaching, communication and cooperation ability, and research and innovation ability.

Assuming: \( N \) represents the number of evaluation indexes; \( M \) represents the number of study years; \( A_i \) represents the \( i \)-th study year; \( A_j \) represents the \( j \)-th evaluation index; Formula 1 gives the data matrix of evaluation indexes:

\[
A_{ij} = (A_{ij})_{M \times N} = \begin{bmatrix}
A_{11} & \cdots & A_{1N} \\
\vdots & \ddots & \vdots \\
A_{M1} & \cdots & A_{MN}
\end{bmatrix}
\]  

(1)

The specific steps of index weighting of the target problem are elaborated below:

Step 1: Since there are dimensional differences between evaluation indexes, dimensionless processing was performed on the evaluation index data. Assuming: \( \max A_j \) and \( \min A_j \) respectively represent the upper and lower limits of the \( j \)-th index. For positive indexes, the greater the values, the better the results; Formula 2 gives the dimensionless processing formula of positive indexes:

\[
A'_{ij} = \frac{A_{ij} - \min A_j}{\max A_j - \min A_j}, (i = 1,2,\ldots, M, j = 1,2,\ldots, n)
\]  

(2)

For negative indexes, the smaller the values, the better the results; Formula 3 gives the dimensionless processing formula of negative indexes:

\[
A'_{ij} = \frac{\max A_j - A_{ij}}{\max A_j - \min A_j}, (i = 1,2,\ldots, M, j = 1,2,\ldots, N)
\]  

(3)

Formula 4 gives the constructed normalization matrix:

\[
A'_{ij} = (A'_{ij})_{M \times N} = \begin{bmatrix}
A'_{11} & \cdots & A'_{1N} \\
\vdots & \ddots & \vdots \\
A'_{M1} & \cdots & A'_{MN}
\end{bmatrix}
\]  

(4)

Step 2: the proportions of the data of evaluation indexes were calculated using Formula 5:
\[ \Phi_{ij} = \frac{a'_{ij}}{\sum_{k=1}^{M} a'_{kj}}, (i = 1, 2, \ldots, M, j = 1, 2, \ldots, N) \]  

(5)

Step 3: It’s assumed that ln represents the natural logarithm, then Formula 6 gives the calculation formula of the entropy value of the j-th index:

\[ o_j = -\frac{1}{\ln M} \sum_{i=1}^{M} \Phi_{ij} \ln \Phi_{ij}, (j = 1, 2, \ldots, N) \]

(6)

where, the value range of \( o_j \) is [0, 1].

Step 4: based on Formula 7, the coefficient of variation of the j-th index was calculated:

\[ h_j = 1 - o_j, (j = 1, 2, \ldots, N) \]

(7)

The greater the value of \( h_j \), the greater the variation of the evaluation index, the greater its contribution to the teaching ability evaluation of college teachers, and the higher the assigned weight.

— Step 5: based on Formula 8, the weight value of the j-th index was calculated:

\[ \theta_j = \frac{h_j}{\sum_{j=1}^{N} h_j}, (j = 1, 2, \ldots, N) \]

(8)

3 Construction of the diagnostic model

Diagnosing the teaching ability of college teachers is actually a multi-classification problem of evaluation index data, that is, to grade the teaching ability of college teachers. According to the different characteristics of each evaluation index, this paper constructed the GBDT diagnosis model based on the improved PSO. Figure 1 shows a diagram of the principle of GBDT. According to the figure, the basic idea of GBDT is to iteratively train multiple weak learning classifiers and combine them to generate one strong learning classifier.

![Fig. 1. Principle of GBDT](image-url)
This paper applied GBDT to construct the diagnosis model, and its structure is given in Figure 2. The corresponding input evaluation indexes were sample sets of 8 aspects, including teaching idea TS1, teaching basis TS2, teaching integration ability TS3, teaching design ability TS4, teaching implementation ability TS5, teaching organization ability TS6, teaching evaluation ability TS7, and information-based teaching adaptability TS8. The specific steps of the model are detailed as follows:

The input \( \tau \) evaluation index training samples are \( \{\text{TS1, TS2, TS3, TS4, TS5, TS6, TS7}\} \); \( G \) represents the function composed of all trees; \( g_l \) represents a single decision tree; the initial value of \( g_0 \) is 0, then Formula 9 gives the expression of the constructed decision tree model:

\[
b_i = \sum_{l=1}^{L} g_i(a_i) \quad (9)
\]

Assuming: \( \Psi \) represents the complexity of the decision tree; \( \text{loss} \) represents its loss function, then Formula 10 gives the objective function of the model:

\[
PR_j = \sum_{i=1}^{r} \text{loss}(b_i, b_i) + \sum_{l=1}^{L} \Psi (g_l) \quad (10)
\]

\( \Psi \) could be obtained through the formula below:

\[
\Psi (g_\theta) = \beta W + \frac{1}{2} \mu \sum_{j=1}^{m} q_j^2 \quad (11)
\]

Assuming: \( h_i \) and \( f_i \) respectively represent the first-order and second-order derivatives in the loss function, introducing the objective function into the decision tree model, Formula 12 gives the expanded form of Taylor’s formula:

---

Fig. 2. Structure of the GBDT diagnosis model
\[ PR_j^f = \sum_{i=1}^{\tau} \left[ h_i g_{\phi}(a_i) + \frac{1}{2} f_i g_{\phi}^2(a_i) \right] + \beta W + \frac{1}{2} \mu \sum_{j=1}^{w} q_j^2 \]

\[ = \sum_{j=1}^{w} \left[ H_j q_j + \frac{1}{2} (F_j + \mu) q_j^2 \right] + \beta W \quad (12) \]

where, \( H_j = \sum h_i, F_j = \sum f_i \). Let the first derivative of \( PR_j^f \) be equal to 0, then the values of the leaf nodes in the decision tree can be obtained through the following formula:

\[ q_j^* = - \frac{H_j}{F_j + \mu} \quad (13) \]

Formula 14 gives the objective function at this time:

\[ PR_j = - \frac{1}{2} \sum_{j=1}^{w} \frac{H_j^2}{F_j + \mu} + \beta W \quad (14) \]

Then, the \( q_j^* \) value corresponding to leaf nodes was predicted to minimize the objective function value shown in the above formula, and then the newly generated \( g(a) \) was added to the diagnosis model. After that, iteration operation was performed continuously until reaching the maximum number of iterations, and the final diagnosis model was output.

Whether a GBDT performs regression or classification depends on the loss function used. The loss functions used in regression include absolute loss function, mean square error loss function, Huber function, and quantile loss function, which are represented by Formulas 15-18:

\[ SE(b, G(a)) = |b - G(a)| \quad (15) \]

\[ SE(b, G(a)) = \frac{1}{2} (b - G(a))^2 \quad (16) \]

\[ SE(b, G(a)) = \begin{cases} \xi |b - G(a)| - \frac{\xi^2}{2} & |b - G(a)| > \xi \\ \frac{1}{2} (b - G(a))^2 & |b - G(a)| \leq \xi \end{cases} \quad (17) \]

\[ SE(b, G(a)) = \sum_{b \geq G(a)} \sigma |b - G(a)| + \sum_{b < G(a)} (1 - \sigma) |b - G(a)| \quad (18) \]

The negative gradient errors of the absolute loss function and the mean square error loss function are represented by \( sign(b - G(a)) \) and \( b - G(a) \), respectively. The negative gradient errors of the Huber function and the quantile loss function are given by Formulas 19 and 20:

\[ \begin{cases} \xi \cdot sign(b, G(a)) & |b - G(a)| > \xi \\ b - G(a) & |b - G(a)| \leq \xi \end{cases} \quad (19) \]

\[ \begin{cases} \sigma \cdot b \geq G(a) \\ \sigma - 1 \cdot b < G(a) \end{cases} \quad (20) \]

When GBDT is used for classification, the loss functions used include likelihood estimation function and minimized negative logarithmic loss function, corresponding
to binary classification and multi-classification, respectively. In this paper, the problem of diagnosing and evaluating the teaching ability of college teachers was converted into a multi-classification problem, and the adopted minimized negative logarithmic loss function is given by Formula 21:

$$SE([b, G_i(a)]^T) = - \sum_{i=1}^{L} b_i \log U_i(a)$$  \hspace{1cm} (21)

If the output type of an evaluation index sample is $l$, then the value of $b_l$ takes 1, otherwise it takes 0, and there is:

$$G_l(a) = \log U_l(a) - \frac{1}{L} \sum_{k=1}^{L} \log U_k(a)$$  \hspace{1cm} (22)

Its pseudo residual could be expressed as $b_i=b_l-U_{l_{p-1}}(a)$. Formula 23 gives the residual fitting calculation formula of leaf nodes:

$$b_{l|\phi} = \frac{\sum_{k \in R_{l|\phi}} b_i l}{\sum_{k \in R_{l|\phi}} (1-b_i l)}$$  \hspace{1cm} (23)

### 4 Optimization of the diagnosis model

The optimization algorithms of conventional models generally have problems such as high computation load and lack of theoretical guidance for parameter setting. For this reason, this paper adopted the improved PSO to optimize the optimal-searching process of the constructed GBDT model, and the steps of the algorithm are detailed as follows:

- **Step 1**: Initialize model parameters including the number of iterations, initial position and velocity, and particle swarm size, etc., and divide the original evaluation index sample sets into training set and test set.
- **Step 2**: Calculate the fitness of all particles.
- **Step 3**: Determine the individual optimal position and the global optimal position.
- **Step 4**: Assuming $a_i$ represents the position of the particle in the $i$-th iteration, $v_i$ represents the velocity at this time; $P_{best}$ and $G_{best}$ respectively represent the local optimal position and the global optimal position of the particle swarm; $a_1$ and $a_2$ represent two random numbers between (0,1); $\lambda_1$ and $\lambda_2$ represent the learning factors describing the algorithm’s self-learning ability and overall learning ability, $\omega$ represents the weighting factor, the velocity and position of particles could be updated according to Formulas 24 and 25:

$$v_{i+1} = \omega v_i + \lambda_1 a_1 (P_{best} - a_i) + \lambda_2 a_2 (G_{best} - a_i)$$  \hspace{1cm} (24)

$$a_{i+1} = a_i + v_{i+1}$$  \hspace{1cm} (25)

- **Step 5**: Perform algorithm iteration until the termination conditions are met, then output the optimal combination, otherwise return to Step 2 and continue the iteration.
Based on the changes in particle fitness, the algorithm judges whether the output optimal solution is local optimal or global optimal. Assuming: \( t \) represents the size of the entire particle swarm, \( SU_{mean} \) represents the average fitness of the current position of the particle swarm, \( SU_i \) represents the fitness of the \( i \)-th particle, \( SU \) represents the normalization scaling factor used to limit the size of \( FC \), \( FC \) represents the standard deviation of the fitness of the particle swarm, then, the discriminant formula is given by Formula 26:

\[
SU = \begin{cases} 
\frac{\max |SU_{mean} - SU|}{1} & |\max |SU_{mean} - SU|| > 1 \\
1 & \text{otherwise}
\end{cases}
\]  

(26)

The larger the density of the particle swarm, the smaller the \( FC \) value; when particles exhibit premature convergence, \( FC \) value is close to 0; when the particle swarm is in a random search state, \( FC \) value is larger. Therefore, this paper set a threshold, denoted as \( FC_{th} \). If \( FC < FC_{th} \), then the particles show premature convergence. Assuming: \( P_{best} \) represents the global optimal solution of particles in the \( k \)-th iteration, \( RA () \) represents the random number, then, based on Formula 27, the optimal position of the particle swarm is randomly perturbed as:

\[
LO_{best}^{(t)} = LO_{best}^{(t)} + \left( \sum_{i=1}^{t} a_i \right) \times RA( )
\]  

(27)

The weighting factor \( \omega \) characterizes the particle’s ability to inherit previous velocity. Setting a larger \( \omega \) is beneficial to the global search, and setting a smaller \( \omega \) is beneficial to the local search. The algorithm in this paper adopted a more intuitive inertia weighting strategy with better optimal-searching ability. Assuming: \( \omega_{max} \) and \( \omega_{min} \) represent the maximum and minimum inertia weights, \( l \) and \( L \) represent the current number of iterations and the maximum number of iterations of the particles, then Formula 28 gives the adopted inertia weight formula:

\[
\omega = \omega_{max} - (\omega_{max} - \omega_{min}) \frac{l}{L}
\]  

(28)

5 Experimental results and analysis

According to the analysis in the previous section, the YAAHP software was used to test the consistency of the evaluation index system of college teachers’ teaching ability, and the test results are given in Table 1. According to the data in the table, the CR values of the judgment matrices of all selected evaluation indexes were less than 0.1, indicating that all indexes were of satisfactory consistency. Therefore, the entropy weight method can be used to calculate the weight values of the evaluation indexes, and the calculation results are shown in Table 1.

Figure 3 shows the radar map of the distribution of first-level evaluation indexes. It can be seen that: teaching integration ability, information-based teaching adaptability, and teaching implementation ability took up higher proportions, and the proportion of teaching design ability was relatively high as well, while the subject’s degree of recognition of teaching idea and teaching organization ability was not optimistic.
Figure 4 shows the statistical results of the evaluation indexes of all subjects. Overall speaking, in terms of teaching ability, more than 70% of them have a qualified teaching design ability; more than 60% of them have a qualified teaching evaluation ability; less than 40% of them said they could teach the class independently, guide group study, and give individual tutoring; only less than 20% of them could carry out teaching activities by skillfully using electronic whiteboards, mobile terminals, or online open course platforms. These results suggest that, the information-based teaching adaptability of the subjects is not ideal at this stage.

Mean value and standard deviation can reflect the distribution state (concentrated or scattered) of the sample data sets. This paper used mean value to describe the situation of the first-level evaluation indexes, and used the standard deviation to reflect the differences among these first-level evaluation indexes. Figure 5 shows the statistics of the mean value and standard deviation of the subjects’ teaching ability.

Table 1. Consistency test of evaluation indexes

| Matrix | CR   | Matrix | CR | Matrix | CR |
|--------|------|--------|----|--------|----|
| TS     | 0.0428 | M₅₂ | 0 | M₁₁ | 0 |
| TS₁    | 0.0162 | M₅₁ | 0 | M₁₂ | 0 |
| TS₂    | 0.0153 | M₅₀ | 0 | M₁₃ | 0 |
| TS₃    | 0.0748 | M₄₂ | 0.0728 | M₁₄ | 0 |
| TS₄    | 0 | M₄₁ | 0.0395 | M₂₄ | 0 |
| TS₅    | 0 | M₄₀ | 0.0481 | M₂₅ | 0.0482 |
| TS₆    | 0 | M₃₂ | 0.7281 | M₂₆ | 0.0695 |
| TS₇    | 0.0428 | M₃₁ | 0.6182 |
| TS₈    | 0.0728 | M₃₀ | 0 |
Fig. 3. Radar map of the distribution of first-level evaluation indexes

Fig. 4. Statistics of evaluation indexes
According to Figure 5, the standard deviation tended to be stable, indicating that for these subjects, there’re not much differences among the first-level indexes, but the mean value fluctuated greatly, indicating that there’re large differences in the ability levels of different first-level indexes. The mean values of TS3 and TS4 both exceed 3, indicating that most of the subjects have outstanding teaching integration ability and teaching design ability; most of them have a certain level of knowledge integration ability, and professional knowledge expansion and integration ability; at the same time, they have their supervisory opinions for teaching content design, teaching scene design, and teaching process design of the relevant courses of the major. To further verify the effectiveness of the proposed model, this paper compared the experimental results of 3 performance indicators (precision, recall rate, and F1 value) of three models, see Table 2 for details.

**Table 2.** Comparison of experimental results of different models

| Serial number of sample set | 1       | 2       | 3       |
|-----------------------------|---------|---------|---------|
| **CART**                    |         |         |         |
| Precision                   | 85.5%   | 73.4%   | 86.8%   |
| Recall                      | 87.2%   | 75.1%   | 88.5%   |
| F1                          | 85.4%   | 72.3%   | 85.7%   |
| **SVM**                     |         |         |         |
| Precision                   | 77.2%   | 55.1%   | 78.6%   |
| Recall                      | 82.6%   | 66.4%   | 88.5%   |
| F1                          | 78.5%   | 56.8%   | 82.9%   |
| **The proposed model**      |         |         |         |
| Precision                   | 85.7%   | 75.2%   | 92.7%   |
| Recall                      | 89.4%   | 76.6%   | 91.1%   |
| F1                          | 85.6%   | 72.8%   | 88.4%   |
Via comparison, it’s known that the three performance indicators of Support Vector Machine (SVM) fluctuated greatly; while the fluctuation ranges of the three performance indicators of the Classification and Regression Tree (CART) and the proposed model were relatively consistent. The proposed model outperformed the other two models in terms of average effect. As for sample sets from different school types (higher vocational schools, colleges or universities, or secondary vocational schools), the proposed model also exhibited high precision and stability, while the performance of CART and SVM was only average.

6 Conclusion

Taking English teaching as an example, this paper proposed a diagnosis model of college teachers’ teaching ability based on big data and evaluated its performance. At first, the paper extracted evaluation indexes of college teachers’ teaching ability and determined their weights using the entropy weight method; then, based on GBDT, the diagnosis model was constructed and optimized by improved PSO; after that, this paper plotted a radar map of the distribution of these evaluation indexes, gave their statistical results, compared the mean value and standard deviation, and obtained corresponding analysis results; at last, on different sample sets, this paper compared three performance indicators (precision, recall rate, and F1 value) of three models, and the experimental results proved the feasibility of the proposed diagnosis model.
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