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ABSTRACT. We provide rigorous proofs that the Integrated Gradients (IG) attribution method for deep networks satisfies completeness and symmetry-preserving properties. We also study the uniqueness of IG as a path method preserving symmetry.

1. INTRODUCTION

1.1. Integrated Gradients. The Integrated Gradients (IG) attribution method for deep networks is introduced in [5]. A neural network can be interpreted as a function $F : \mathbb{R}^n \to \mathbb{R}$ that maps its inputs $x = (x_1, \ldots, x_n)$ to an output $F(x)$. As an example, assume that the input represents an image, and the $x_i$ are the intensities of its pixels. Assume we want to determine whether the image contains some element, say a dog, or a cat. There are deep networks that have been training with millions of images and can provide an answer by assigning a score (given by the value of $F(x)$) to the presence or absence of the chosen element (see e.g. [4]). If the element is present in the image then the score is high, if not it is low. Each possible element has an associated score function, say $F_{\text{dog}}(x)$, $F_{\text{cat}}(x)$, etc. A problem that IG is designed to solve is to determine the contribution of each of its inputs to the output. In the example where the input is an image, and the network provides scores for the presence of an element (dog, cat,...), the inputs (pixels) that contribute most to the output are expected to be the ones in the area of the image where that element appears. This provides a way to locate that element within the image, e.g. where exactly the dog or the cat appears in the image.

IG was designed requiring it to satisfy a number of desirable properties, particularly sensitivity and implementation invariance. To define sensitivity we will need to establish a baseline input where the element or feature is absent (in image recognition a black image $x^{\text{base}} = (0, \ldots, 0)$ may serve the purpose). Then, the definitions of sensitivity and implementation invariance are as follows.

- An attribution method satisfies Sensitivity if for every input and baseline that differ in one feature but have different predictions then the differing feature should be given a non-zero attribution.
- An attribution method satisfies Implementation Invariance if the attributions are always identical for two functionally equivalent networks (two networks are functionally equivalent if their outputs are equal for all inputs).

The solution proposed in [5] is as follows. Given a baseline $x^{\text{base}}$ and an input $x^{\text{input}}$, then the attribution assigned to the $i$-th coordinate of the input is:

$$
(1)
$$
\[ IG_i = (x_i^{\text{input}} - x_i^{\text{base}}) \int_0^1 \frac{\partial F(\gamma(t))}{\partial x_i} \, dt , \]

where \( \gamma(t) = x_i^{\text{base}} + t (x_i^{\text{input}} - x_i^{\text{base}}) \).

In the next section we will justify this formula, and discuss two additional properties of IG:

- **Completeness.** The attributions add up to the difference between the output of \( F \) at the input \( x_i^{\text{input}} \) and the baseline \( x_i^{\text{base}} \).
- **Symmetry Preserving.** Two input variables are symmetric w.r.t. a function \( F \) if swapping them does not change the function. An attribution method is symmetry preserving, if for all inputs that have identical values for symmetric variables and baselines that have identical values for symmetric variables, the symmetric variables receive identical attributions.

### 1.2. IG Completeness and Symmetry Preserving.

#### 1.2.1. Completeness

The solution proposed by the authors can be understood as an application of the Gradient Theorem for line integrals. Under appropriate assumptions on function \( F \) we have:

\[ F(\gamma(1)) - F(\gamma(0)) = \int_{\gamma} \nabla F(\mathbf{x}) \cdot d\mathbf{x} = \sum_{i=1}^n \int_{\gamma} \frac{\partial F(\mathbf{x})}{\partial x_i} \, dx_i = \sum_{i=1}^n \frac{\partial F(\mathbf{x})}{\partial x_i} \, dx_i , \]

where \( \gamma : [0, 1] \rightarrow \mathbb{R}^n \) is a smooth (continuously differentiable) path, and \( \nabla \) is the nabla operator, i.e., \( \nabla F = \left( \frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_n} \right) \). The attribution \( IG_i \) to the \( i \)-th variable \( x_i \) of the score increase with respect to baseline \( F(x_i^{\text{input}}) - F(x_i^{\text{base}}) \) is the \( i \)-th term of the final sum, i.e., \( IG_i = \int_{\gamma} \frac{\partial F(\mathbf{x})}{\partial x_i} \, dx_i \).

Note that the result is highly dependent on the path \( \gamma \) chosen. The authors of IG claim that the best (in fact canonical) choice of path is a straight line from baseline to input, i.e., \( \gamma(t) = x_i^{\text{base}} + t (x_i^{\text{input}} - x_i^{\text{base}}) \). With this choice we get \( dx_i = (x_i^{\text{input}} - x_i^{\text{base}}) \, dt \), and equation \( (1) \) follows.

If \( (2) \) holds, then it is easy to see that IG also satisfies the completeness property:

\[ F(x_i^{\text{input}}) - F(x_i^{\text{base}}) = \sum_{i=1}^n IG_i . \]

This is Proposition 1 in their paper. However this result depends on the Gradient Theorem for line integrals, which requires the function \( F \) to be continuously differentiable everywhere. This cannot be the case for deep networks, which involve functions such as ReLU and max pooling that are not everywhere differentiable. As a fix the authors restate the Gradient Theorem assuming only that \( F \) is continuous everywhere and differentiable almost everywhere. However this cannot work, the particular case of the Gradient Theorem in 1-dimension is the (second) Fundamental Theorem of Calculus, which does not hold in general under those premises—Cantor’s staircase function provides a well known counterexample. There are also issues concerning allowable paths, e.g. for the function \( f(x, y) = \max(x, y) \) the partial derivatives \( \partial f / \partial x \) and \( \partial f / \partial y \) don’t even exist at the points of the line \( x = y \).

Our Proposition \( (1) \) in the next section states a version of the Gradient Theorem that can be applied to deep networks.
1.2.2. Symmetry Preserving. Theorem 1 of [5] states that IG, with paths that are a straight line from baseline to input, is the unique path method that is symmetry-preserving. However this theorem is not stated in the paper with full mathematical rigor, and the proof provided contains some inconsistencies. Here we will present a completely rigorous formulation of a theorem that we believe captures the original authors’ intention, and provide its full proof.

2. Main Results

Here we state an appropriate generalization of the Gradient Theorem that can be applied to deep networks, and study the symmetry-preserving property of IG with straight-line paths.

First, we need to extend the class of functions to which we want to apply the theorem so that it includes functions implemented by common deep networks. We will do so by introducing Lipschitz continuous functions.

**Definition 1.** A function $F : S \subseteq \mathbb{R}^n \to \mathbb{R}^m$ is Lipschitz continuous if there is a constant $K \geq 0$ such that $||f(x) - f(y)|| \leq K||x - y||$ for every $x, y \in S$, where $|| \cdot ||$ represents Euclidean distance.

For univariate functions, continuity and almost everywhere differentiability is a necessary condition to make sense of the integral of a derivative. The following result ensures that such condition is satisfied for multivariate Lipschitz continuous functions.

**Rademacher’s theorem.** If $U$ is an open subset of $\mathbb{R}^n$ and $F : U \to \mathbb{R}^m$ is Lipschitz continuous, then $f$ is differentiable almost everywhere in $U$.

**Proof.** See e.g. [1], Theorem 3.1.6., or [2] Theorem 3.1. □

Rademacher’s theorem ensures that the function in our proposition that we state next, is differentiable almost everywhere. However that does not mean that such function is differentiable almost everywhere on a given path—e.g. the function $\max(x, y)$ is everywhere continuous, and almost everywhere differentiable on $\mathbb{R}^2$, but is not differentiable at any point of the line $x = y$. So differentiability on the path needs to be included as an additional premise.

**Proposition 1** (Gradient Theorem for Lipschitz Continuous Functions). Let $U$ be an open subset of $\mathbb{R}^n$. If $F : U \to \mathbb{R}$ is Lipschitz continuous, and $\gamma : [0, 1] \to U$ is a smooth path such that $F$ is differentiable at $\gamma(t)$ for almost every $t \in [0, 1]$, then

$$\int_\gamma \nabla F(x) \cdot dx = F(\gamma(1)) - F(\gamma(0)).$$

**Proof.** The path $\gamma$ is continuously differentiable on a compact set (the interval $[0, 1]$), hence it is Lipschitz continuous (because its derivative is continuous and so bounded on $[0, 1]$). The composition of two Lipschitz continuous functions is Lipschitz continuous, hence $t \mapsto F(\gamma(t))$ is Lipschitz continuous, which implies absolutely continuous. By the Fundamental Theorem of Calculus for absolutely continuous functions we have

$$F(\gamma(1)) - F(\gamma(0)) = \int_0^1 \frac{d}{dt} F(\gamma(t)) dt.$$
By the multivariate chain rule we have
\[
\frac{d}{dt}F(\gamma(t)) = \nabla F(\gamma(t)) \cdot \gamma'(t)
\]
wherever \(F\) is differentiable (for almost every \(t \in [0, 1]\) by hypothesis). Hence
\[
\int_0^1 \frac{d}{dt}F(\gamma(t)) \, dt = \int_0^1 \nabla F(\gamma(t)) \cdot \gamma'(t) \, dt = \int_\gamma \nabla F(x) \cdot dx,
\]
and the result follows.

Next, we will look at results intended to capture the symmetry-preserving properties of IG.

**Definition 2.** A multivariate function \(F\) with \(n\) variables is *symmetric* in variables \(x_i\) and \(x_j\), \(i \neq j\), if \(F(x_1, \ldots, x_i, \ldots, x_j, \ldots, x_n) = F(x_1, \ldots, x_j, \ldots, x_i, \ldots, x_n)\).

**Definition 3.** The smooth path \(\gamma : [0, 1] \to \mathbb{R}^n\) is said to be *IG-symmetry preserving* for variables \(x_i\) and \(x_j\) if \(\gamma_i(0) = \gamma_j(0)\) and \(\gamma_i(1) = \gamma_j(1)\) implies \(\int_\gamma \frac{\partial F(x)}{\partial x_i} \, dx_i = \int_\gamma \frac{\partial F(x)}{\partial x_j} \, dx_j\) for every function \(F\) verifying the hypotheses of proposition \(^\square\) that is symmetric in its variables \(x_i\) and \(x_j\).

**Definition 4.** A path \(\gamma : [0, 1] \to \mathbb{R}^n\) is *monotonic* if for each \(i = 1, \ldots, n\) we have \(t_1 \leq t_2 \Rightarrow \gamma_i(t_1) \leq \gamma_i(t_2)\) or \(t_1 \leq t_2 \Rightarrow \gamma_i(t_1) \geq \gamma_i(t_2)\), where \(\gamma_i(t)\) represents the \(i\)-th coordinate of \(\gamma(t)\). The path \(\gamma\) is strictly monotonic if the inequalities hold replacing them with strict inequalities, i.e., \(t_1 < t_2 \Rightarrow \gamma_i(t_1) < \gamma_i(t_2)\) or \(t_1 < t_2 \Rightarrow \gamma_i(t_1) > \gamma_i(t_2)\).

Next theorem is intended to capture the symmetry-preserving properties of IG. The proof follows closely the one given in \(^5\).

**Theorem 1.** Given \(i, j \in \{1, \ldots, n\}, i \neq j\), real numbers \(a < b\), and a strictly monotonic smooth path \(\gamma : [0, 1] \to (a, b)^n\) such that \(\gamma_i(0) = \gamma_j(0)\) and \(\gamma_i(1) = \gamma_j(1)\), then the following statements are equivalent:

1. For every \(t \in [0, 1]\), \(\gamma_i(t) = \gamma_j(t)\).
2. For every function \(F : [a, b]^n \to \mathbb{R}\) symmetric in \(x_i\) and \(x_j\) and verifying the premises of proposition \(^7\) with \(U = (a, b)^n\) we have \(\int_\gamma \frac{\partial F(x)}{\partial x_i} \, dx_i = \int_\gamma \frac{\partial F(x)}{\partial x_j} \, dx_j\) (i.e., \(\gamma\) is IG-symmetry preserving for variables \(x_i\) and \(x_j\)).

**Proof.** Proof of (1) \(\Rightarrow\) (2). Since \(\gamma_i(t) = \gamma_j(t)\) for every \(t \in [0, 1]\), and \(F\) is symmetric with respect to variables \(x_i\) and \(x_j\), we have \(\frac{\partial F(\gamma(t))}{\partial x_i} = \frac{\partial F(\gamma(t))}{\partial x_j}\) for almost every \(t \in [0, 1]\). Hence they have the same integral.

Proof of (2) \(\Rightarrow\) (1). Without loss of generality we will assume that \(\gamma_i\) and \(\gamma_j\) are increasing, so that \(\gamma_i(0) = \gamma_j(0) < \gamma_i(1) = \gamma_j(1)\). Next, assume that (1) is not true. Then, for some \(t_0 \in (0, 1)\) we have \(\gamma_i(t_0) \neq \gamma_j(t_0)\). Assume wlog \(\gamma_i(t_0) < \gamma_j(t_0)\). Let \((u, v)\) be the maximum interval containing \(t_0\) such that \(\gamma_i(t) < \gamma_j(t)\) for every \(t \in (u, v)\). Since \((u, v)\) is maximum, and \(\gamma_i, \gamma_j\) are increasing, then \(\gamma_i(t), \gamma_j(t) < \gamma_i(u) = \gamma_j(u)\) for \(t < u\), and \(\gamma_i(t), \gamma_j(t) > \gamma_i(v) = \gamma_j(v)\) for \(t > v\).

\(^3\)In other words, each \(\gamma_i\) is either increasing, or decreasing. Note that \(\gamma\) could be increasing in some coordinates and decreasing in other
Define $g : [a, b] \to \mathbb{R}$ as follows:

$$
g(x) = \begin{cases} 
0 & \text{if } a \leq x < u \\
x - u & \text{if } u \leq x \leq v \\
v & \text{if } v < x \leq b
\end{cases}
$$

and $F(x) = g(x_i)g(x_j)$. Then $F$ is symmetric in $x_i$ and $x_j$, and verifies the premises of proposition 1. For $t \notin [a, b]$ we have that $F(\gamma(t))$ is constant, hence $\frac{\partial F(\gamma(0))}{\partial x_i} = \frac{\partial F(\gamma(t))}{\partial x_j} = 0$. For $t \in [u, v]$ we have

$$
\frac{\partial F(\gamma(t))}{\partial x_i} = \frac{\partial}{\partial x_i}((x_i - u)(x_j - u)) = (x_j - u) = \gamma_j(t) - u,
$$

$$
\frac{\partial F(\gamma(t))}{\partial x_j} = \frac{\partial}{\partial x_j}((x_i - u)(x_j - u)) = (x_i - u) = \gamma_i(t) - u.
$$

By hypothesis $\gamma_i(t) < \gamma_j(t)$, hence $\int_\gamma \frac{\partial F(x)}{\partial x_i} \, dx_i > \int_\gamma \frac{\partial F(x)}{\partial x_j} \, dx_j$, which is a contradiction. This completes the proof. \qed

**Corollary 1.** Let $p = (p_1, \ldots, p_n)$ and $q = (q_1, \ldots, q_n)$ be two points in the open set $U \subseteq \mathbb{R}^n$, such that $p_i = p_j$ and $q_i = q_j$. Then, the (straight line) path $\gamma(t) = p + t(q - p)$ is IG-symmetry preserving for variables $x_i, x_j$ for every function $F$ that is symmetric in $x_i$ and $x_j$ and verifies the hypotheses of proposition 1. Furthermore, if $p_{j_1} = \cdots = p_{j_r}$ and $q_{j_1} = \cdots = q_{j_r}$, and $\gamma$ is IG-symmetric preserving for (each pair of) variables $x_{i_1}, \ldots, x_{i_r}$ in the sense of definition 3, then $t \mapsto (\gamma_{i_1}(t), \ldots, \gamma_{i_r}(t))$ is a straight line in $\mathbb{R}^r$.

Next, we will look at a simple example illustrating the result stated in theorem 1.

**Example 1.** Figure 1 illustrates the failure to preserve symmetry when the path is not a straight line between baseline and input. The function used is $F(x_1, x_2) = x_1x_2$, which is symmetric, and the path is a curve joining $(0, 0)$ and $(1, 1)$. The attributions from IG are

$$
IG_1 = \int_\gamma \frac{\partial F(x_1, x_2)}{\partial x_1} \, dx_1 = \int_0^1 x_2 \, dx_1,
$$

$$
IG_2 = \int_\gamma \frac{\partial F(x_1, x_2)}{\partial x_2} \, dx_2 = \int_0^1 x_1 \, dx_2.
$$

We have $IG_1 = \text{area under the path } \gamma$, and $IG_2 = \text{area above the path}$. Their sum is

![Figure 1. Example.](image)
the desired results. Using straight line paths in IG, in fact straight lines are still the simplest paths that provide combinations of baseline and input. Note that this should not be taken as an argument against definition of symmetry-preserving but don’t necessarily use straight line paths for all combinations of baseline and input. The premises used to prove the result makes it suitable for functions implemented by common deep networks.

Admittedly this counterexample is an artificial modification of a straight-line. IG (with straight line paths) is a simple path-based symmetry-preserving attribution method, and we see no reason to replace it with a different method using non-straight-line paths without justification.

3. Conclusions

We have rigorously stated and proved that Integrated Gradients has completeness and symmetry preserving properties. The premises used to prove the result makes it suitable for functions implemented by common deep networks.

On the other hand we have shown that IG with straight line paths is not the unique path method that is symmetry-preserving, in fact there are path methods that verify the definition of symmetry-preserving but don’t necessarily use straight line paths for all combinations of baseline and input. Note that this should not be taken as an argument against using straight line paths in IG, in fact straight lines are still the simplest paths that provide the desired results.

\footnote{The sign function is defined $\text{sgn}(x) = \frac{x}{|x|}$ if $x \neq 0$, and $\text{sgn}(0) = 0$.}
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