α-Hypergeometric Uncertain Volatility Models and their Connection to 2BSDEs
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Abstract. In this article we propose a α-hypergeometric model with uncertain volatility (UV) where we derive a worst-case scenario for option pricing. The approach is based on the connection between a certain class of nonlinear partial differential equations of HJB-type (G-HJB equations), that govern the nonlinear expectation of the UV model and that provide an alternative to the difficult model calibration problem of UV models, and second-order backward stochastic differential equations (2BSDEs). Using asymptotic analysis for the G-HJB equation and the equivalent 2BSDE representation, we derive a limit model that provides an accurate description of the worst-case price scenario in cases when the bounds of the UV model are slowly varying. The analytical results are tested by numerical simulations using a deep learning based approximation of the underlying 2BSDE.

1. Introduction

The classical option pricing problem based on the seminal work by Black and Scholes [4] assumes that the volatility of the underlying asset is constant over time. While the Black-Scholes model is still considered an important paradigm for option pricing, there is plenty of empirical evidences that the assumption of constant volatility is not adequate. In order to come up with more realistic models, various strategies have been proposed to treat the volatility of asset prices as a stochastic process [18]. One of the most famous representative of the large class of stochastic volatility models is the Heston model [17] that has become the basis of many other models, such as jump diffusion models [20], α-hypergeometric models [7], or various forms of uncertain volatility models (UVM) such as [2] [11] [15], all of which can be considered as extensions of the Black-Scholes model and which share many features with the model considered in this article.

One of the common feature of all stochastic volatility models is that the volatility process can only be indirectly observed through the asset price, which poses specific challenges for the parameter estimation (or: calibration) of these models. Standard approaches are based on maximum likelihood estimation using (filtered) time series data [1] [19] or fitting of the implied volatility surface [12] [14]. In the Heston model, the price hits zero in finite time unless the Feller condition is imposed. As a consequence, the underlying optimisation problems are typically endowed with constraints, which pose additional problems in model calibration.

Here we use an alternative approach, in which we consider the unknown diffusion coefficient of the stochastic volatility model a bounded random variable. Specifically, we focus on the UVM developed by [2] and consider an α-hypergeometric stochastic volatility model of the form

\[ dX_t = rX_t dt + X_t q e^{V_t} dW_t^1 \]

\[ dV_t = (a - b e^{V_t}) dt + \sigma dW_t^2, \]

where \( W_t^1 \) and \( W_t^2 \) are correlated Brownian motions, with \( d(W_t^1, W_t^2) = \rho dt \) for some \( |\rho| \leq 1 \), and \( b, a, \sigma > 0 \) and \( a \in \mathbb{R} \) are constants; the parameter \( q \) is unknown; the only information available is that \( q \in [\sigma_{\min}, \sigma_{\max}] \) for some \( \sigma_{\max}, \sigma_{\min} \in \mathbb{R}^+ \). This implies that the volatility \( \beta_t \) of the risky asset under the risk-neutral measure \( \mathbb{Q} \),

\[ dX_t = rX_t dt + X_t \beta_t dW_t^1, \]

where \( r \in \mathbb{R} \) is the risk-free interest rate, is stochastic with \( \sigma_t \leq \beta_t \leq \nu_t \), with

\[ \sigma_t = \sigma_{\min} F(V_t), \quad \nu_t := \sigma_{\max} F(V_t) \quad \text{for} \quad 0 \leq t \leq T. \]

Here \( F > 0 \) is a differentiable increasing function that we choose to be \( F(v) = e^v \).
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Our aim is to derive worst-case pricing scenarios for the seller in the spirit of the work [7], without needing to calibrate the model exactly. To this end, we rescale time in the volatility equation in (1) according to $t \mapsto \delta t$, which yields
\begin{align}
(3a) \quad dX_t &= rX_t dt + X_t \sigma e^\gamma dt \, dW^1_t \\
(3b) \quad dV_t &= \delta(a - b e^{\alpha V_t}) dt + \sqrt{\sigma} \sigma dW^2_t
\end{align}

and allows us to smoothly interpolate between an UVM and a fixed volatility model (cf. [11]). The parameter $\delta > 0$ symbolizes the reciprocal of the time-scale of the process $V$, and thus the standard UVM can be formally obtained by sending $\delta \to 0$, in which case $V_t = v$ and
\begin{equation}
(4) \quad dX_t^0 = rX_t^0 dt + q X_t^0 e^\gamma dW^1_t.
\end{equation}

Varying $\delta$ sheds some light on the importance of the stochastic volatility equation for the worst-case scenario: when the variation of the volatility is slow, the market price of the asset is not very volatile, so this price remains stable; in the opposite case, it becomes too volatile and therefore more risky.

The rest of the paper is organised as follows: In Section 2 we formulate the worst-case price scenario and the corresponding fully nonlinear partial differential equation of G-Hamilton-Jacobi-Bellman type (G-HJB equation), and we derive some basic properties such as moment bounds and the convergence of the worst-case price scenario as $\delta \to 0$; the Section also includes some technical results such as convergence of the second derivatives (Greeks). In Section 3, we consider the formulation of the fully nonlinear PDE for the nonlinear expectation of the price process and derive a uniform corrector result for the limit $\delta \to 0$ that complements the analysis of Section 2. We moreover formulate a concrete model that is solved numerically in Section 4, using the deep learning method by Beck et al. [3] and exploiting the link between fully nonlinear G-HJB equations and 2BSDE. The main finding are summarised in Section 5.

2. Worst-case scenario price

Let $\Theta = [\sigma_{\text{min}}, \sigma_{\text{max}}]$. For any $\delta > 0$, the worst-case scenario price at time $t < T$ is defined as
\begin{equation}
(5) \quad P^\delta := P^\delta(t; x, v) = \exp(-r(T - t)) \sup_{q \in \Theta} E_{(t, x, v)}[h(X_T^\delta)].
\end{equation}

If $\delta = 0$, we define
\begin{equation}
(6) \quad P^0 := P^0(t; x, v) = \exp(-r(T - t)) \sup_{q \in \Theta} E_{(t, x, v)}[h(X_T^0)].
\end{equation}

Where $E_{(t, x, v)}[\cdot]$ is the conditional expectation given $F_t$ with $X_t^\delta = x$ and $V_t = v$.

2.1. Moment bounds. Instead of confining ourselves to perturbations of Black-Scholes prices as in [10], we will work with general terminal payoff (neither convex, nor concave ) as in [3]. In this case the Hessian of the resulting option prices is indefinite and we have to impose additional regularity conditions on the payoff function $h$ to do some asymptotic analysis. Specifically, we suppose that the terminal payoff $h$ is $C^4$ and gradient Lipschitz, and we impose the following polynomial growth conditions on the first four derivatives of $h$:
\begin{align}
(7) \quad \begin{cases}
|h'(x)| \leq K_1, \\
|h''(x)| \leq K_2(1 + |x|^m), \\
|h'''(x)| \leq K_3(1 + |x|^n), \\
|h^{(4)}(x)| \leq K_4(1 + |x|^l),
\end{cases}
\end{align}

(K_i for $i \in \{1, 2, 3, 4\}$) $m, n$ and $l \in \mathbb{N}$.

Before we come to the convergence of $P^\delta$ as $\delta \to 0$, the next two propositions show that the processes $X_t$ and $V_t$ have uniformly bounded moments of any order.

**Proposition 1.** Let $0 \leq \delta \leq 1$, for $t \leq T$. The process $V_t$ has uniformly bounded moments of any order
\begin{equation}
\mathbb{E}_{(t, x, v)} \left[ \int_t^T |V_s|^{k} \, ds \right] \leq \mathbb{E}_{(0, v)} \left[ \int_0^T |V_s|^{k} \, ds \right] \leq C_k(T, v),
\end{equation}
where $C_k(T, v)$ independent of $\delta$.

**Proof.** See Lemma 4.9 in [10]. \hfill \Box
Lemma 2. For $\eta \in \mathbb{R}$ independent of $0 \leq \delta \leq \delta_0$, for some sufficiently small $\delta_0 > 0$, and $t \leq T$, the moment generating function of the integrated $\alpha$-hypergeometric process

$$M_\alpha^\delta(\eta) := \mathbb{E}(e^{N(T,v)}\int_0^T V_t ds),$$
for $\eta \in \mathbb{R}$,
is uniformly bounded, that is $|M_\alpha^\delta(\eta)| \leq N(T,v,\eta) < \infty$, where $N(T,v,\eta)$ is independent of $t$.

Proof. Following the reasoning of [21, Sec. 5], we have an explicit form of the moment generating function of the integrated $\alpha$-hypergeometric process:

$$M_\alpha^\delta(\eta) = \Psi(\eta, t)e^{-v \Xi(\eta, t)},$$

where

$$\Psi(\eta, t) = \left( \frac{\gamma e^{\frac{\delta}{2}}}{\beta \cosh(\frac{\delta}{2}) + \delta \sinh(\frac{\delta}{2})} \right)^\frac{2}{\sigma^2},$$

$$\Xi(\eta, t) = \left( \frac{2\eta \sinh(\frac{\delta}{2})}{\beta \cosh(\frac{\delta}{2}) + \delta \sinh(\frac{\delta}{2})} \right)^\frac{2}{\sigma^2},$$

and

$$\sqrt{\tilde{b}^2 - 2\eta \sigma^2} = \sqrt{\delta^2 - 2\eta \sigma^2}.$$

In the following, we are going to show that $|M_\alpha^\delta(\eta)| \leq N(T,v,\eta) < \infty$, where $N(T,v,\eta)$ is independent of $\delta$ and $t$.

To this end, we distinguish two cases:

- If $\delta^2 - 2\eta \sigma^2 \geq 0$, we have $\tilde{b} \geq 0$ and

$$\Psi(\eta, t) \leq \left( \frac{\gamma e^{\frac{\delta}{2}}}{\beta \cosh(\frac{\delta}{2})} \right)^\frac{2}{\sigma^2}, \quad \delta \sinh(\tilde{b}) \geq 0,$$

$$\leq \left( e^{\frac{\delta}{2}} \right)^\frac{2}{\sigma^2}, \quad \cosh(\tilde{b}) \geq 1,$$

$$\leq \left( e^{\frac{\delta}{2}} \right)^\frac{2}{\sigma^2}.$$

Since $\Xi(\eta, t) \geq 0$, we have $e^{-v \Xi(\eta, t)} \leq 1$. Therefore

$$M_\alpha^\delta(\eta) = \Psi(\eta, t)e^{-v \Xi(\eta, t)} \leq \left( e^{\frac{\delta}{2}} \right)^\frac{2}{\sigma^2}.$$

- If $\delta^2 - 2\eta \sigma^2 < 0$, let $\vartheta = \sqrt{2\eta \sigma^2 - \delta^2}$ which is positive. Then

$$M_\alpha^\delta(\eta) = \psi(\eta, t)e^{-v \Xi(\eta, t)},$$

$$\psi(\eta, t) = \left( \frac{i \vartheta e^{\frac{\delta}{2}}}{i \vartheta \cosh(i \vartheta) + \delta \sinh(i \vartheta)} \right)^\frac{2}{\sigma^2} \left( e^{-v \left( \frac{2\eta \sinh(i \vartheta)}{\delta \cosh(i \vartheta) + \vartheta \sinh(i \vartheta)} \right)^\frac{2}{\sigma^2}} \right).$$

Thus, for sufficiently small $\vartheta$, since

$$\left( \frac{2\eta \sinh(i \vartheta)}{\vartheta \cos(i \vartheta) + \delta \sin(i \vartheta)} \right)^\frac{2}{\sigma^2} \geq 0,$$
we have

\[ M^\delta_v(\eta) \leq \left( \frac{\vartheta e^{\delta \vartheta}}{\vartheta \cos(\delta \vartheta) + \delta \sin(\delta \vartheta)} \right)^{\frac{1}{\vartheta^2}}, \]

\[ = \left( \frac{\vartheta e^{\delta \vartheta}}{\vartheta (1 + O(\vartheta^2)) + \delta (\frac{\vartheta^2}{2} + O(\vartheta^3))} \right)^{\frac{1}{\vartheta^2}}, \]

\[ = \left( \frac{e^{\delta \vartheta}}{1 + \frac{\vartheta^2}{2} + O(\vartheta^2)} \right)^{\frac{1}{\vartheta^2}}. \]

As a consequence, there exists \( \vartheta_0 \) independent of \( t \), such that for \( \vartheta < \vartheta_0 \),

\[ M^\delta_v(\eta) \leq \left( \frac{\vartheta}{1 + \frac{\vartheta^2}{2}} \right)^{\frac{1}{\vartheta^2}}. \]

This concludes the proof. \( \square \)

**Proposition 3.** Let \( \delta \geq 0 \) be sufficiently small and for \( t \leq T \). Then the process \( X_t \) has uniformly bounded moments of arbitrary order.

**Proof.** Let \( X_t, V_t \) satisfy (3), with \( q_t \in [\sigma_{\min}, \sigma_{\max}] \). Then, for each finite \( n \in \mathbb{N} \),

\[ X^n_t = x^n \exp \left( nrt - \frac{n^2}{2} \int_0^t (q_s e^{V_s})^2 ds + n \int_0^t q_s e^{V_s} dW_s \right) \]

\[ = x^n \exp \left( nrt + \frac{n^2 - n}{2} \int_0^t (q_s e^{V_s})^2 ds \right) \exp \left( -\frac{n^2}{2} \int_0^t (q_s e^{V_s})^2 ds \right) \exp \left( n \int_0^t q_s e^{V_s} dW_s \right) \]

\[ \leq x^n \exp \left( nrt + \frac{n^2 - n}{2} \int_0^t q_s e^{V_s} dW_s \right) \Lambda_t, \]

where in the last step we assume Novikov’s condition which implies that

\[ \Lambda_t = \exp \left( -\frac{n^2}{2} \int_0^t (q_s e^{V_s})^2 ds + n \int_0^t q_s e^{V_s} dW_s \right) \]

is a martingale.

Using Proposition 3, we find

\[ \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{1}{2} \int_0^t (nq e^{V_s})^2 ds \right) \right] \]

\[ \leq \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 q^2}{2} \int_0^t e^{2V_s} ds \right) \right] \]

\[ = \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} \int_0^t \left( 1 + 2V_s + O((2V_s)^2) \right) ds \right) \right] \]

\[ = \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} \left( \int_0^t ds + 2 \int_0^t V_s ds + \int_0^t O((2V_s)^2) ds \right) \right) \right] \]

\[ = \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} (t + C) + \frac{n^2 \sigma_{\max}^2}{2} \int_0^t V_s ds \right) \right] \]

\[ = \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} (t + C) \right) \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} \int_0^t V_s ds \right) \right] \right] \]

\[ = \exp \left( \frac{n^2 \sigma_{\max}^2}{2} (t + C) \right) \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{n^2 \sigma_{\max}^2}{2} \int_0^t V_s ds \right) \right] \]

\[ = \exp \left( \frac{n^2 \sigma_{\max}^2}{2} (t + C) \right) M^2_v \left( n^2 \sigma_{\max}^2 \right) \]

\[ < \infty. \]
Hence,
\[ E_{(0,x,v)}[X^n_T] \leq x^n \exp(nrt) \mathbb{E}_{(0,x,v)} \left[ \exp \left( \frac{(n^2 - n)\sigma_{\max}^2 t}{2} \right) \right] \int_0^t \exp \left( \frac{(n^2 - n)\sigma_{\max}^2 s}{2} \right) ds, \]
\[ = x^n \exp(nrt) \exp \left( \frac{(n^2 - n)\sigma_{\max}^2 (t + C)}{2} \right) M_v^\delta \cdot (n^2 - n)\sigma_{\max}^2, \]
\[ \leq x^n \exp(nrt) \exp \left( \frac{(n^2 - n)\sigma_{\max}^2 (t + C)}{2} \right) N(T,v,(n^2 - n)\sigma_{\max}^2) := L, \]
where the upper bound \( L \) is independent of \( \delta \) and \( t \).

Therefore,
\[ \mathbb{E}_{(t,x,v)} \left[ \int_t^T |X_s|^k ds \right] \leq \mathbb{E}_{(0,x,v)} \left[ \int_0^T |X_s|^k ds \right] \leq N_k(T,x,v), \]
where \( N_k(T,x,v) \) may depend on \((k,T,x,v)\) but not on \( \delta \). \( \square \)

2.2. Convergence of the payoff. As a consequence of the previous results, we have the following convergence result for the asset process.

**Proposition 4.** Assume there exists \( C_0 > 0 \), independent of \( \delta \), such that \( X^\delta, X^0 \) being the solution of the SDEs \( (\text{M}) \) and \( (\text{H}) \) satisfy
\[ E_{(t,x,v)}(X^\delta_T - X^0_T)^2 \leq C_0 \delta. \]

**Proof.** Since \( X^\delta_t, X^0_t \) solve \( (\text{M}), (\text{H}) \), we have
\[ X^\delta_T = x + \int_t^T rX^\delta_s ds + \int_t^T q^{\delta_s} \cdot X^\delta_s dW^1_s, \]
and
\[ X^0_T = x + \int_t^T rX^0_s ds + \int_t^T q^{0_s} \cdot X^0_s dW^1_s, \]
which can be combined to give
\[ X^\delta_T - X^0_T = \int_t^T r(X^\delta_s - X^0_s) ds + \int_t^T q^{\delta_s} \cdot X^\delta_s - q^{0_s} \cdot X^0_s dW^1_s \]
\[ = \int_t^T r(X^\delta_s - X^0_s) ds + \int_t^T q^{\delta_s} \cdot (X^\delta_s - X^0_s) dW^1_s + \int_t^T q^{\delta_s} \cdot X^\delta_s dW^1_s + \int_t^T q^{0_s} \cdot X^0_s dW^1_s. \]
Now let \( Y_s = X^\delta_s - X^0_s \), then \( Y_t = 0 \) and
\[ Y_T = \int_t^T rY_s ds + \int_t^T q^{\delta_s} Y_s dW^1_s + \int_t^T q^{0_s} \cdot X^0_s dW^1_s. \]
Thus,
\[ E_{(t,x,v)}[Y_T^2] \leq 3E_{(t,x,v)} \left[ \left( \int_t^T rY_s ds \right)^2 + \left( \int_t^T q^{\delta_s} Y_s dW^1_s \right)^2 + \left( \int_t^T q^{0_s} \cdot X^0_s dW^1_s \right)^2 \right] \]
\[ \leq \int_t^T (3Tr^2 + 3\sigma_{\max}^2 2\nu) E_{(t,x,v)}[Y_s^2] ds + 3\sigma_{\max}^2 \int_t^T E_{(t,x,v)} \left[ (q^{\delta_s} - q^{0_s})^2 \cdot (X^\delta_s)^2 \right] ds. \]
We have seen before that \( X_t \) and \( V_t \) have uniformly bounded moments for \( \delta \) sufficiently small. We can therefore show that \( |R(\delta)| \leq C\delta \) for \( C \) independent of \( \delta \). Setting \( q = \sigma_{\max} \) and using Gronwall’s inequality, the previous inequality can be recast as
\[ f(T) \leq \int_t^T \lambda f(s) ds + C\delta \leq \delta \int_t^T C\lambda e^{\lambda(T-s)} ds + C\delta, \]
where \( f(T) = E_{(t,x,v)}(Y_T^2) \) and \( \lambda = 3Tr^2 + 3\sigma_{\max}^2 2\nu > 0 \). As a consequence,
\[ E_{(t,x,v)}(X^\delta_T - X^0_T)^2 = E_{(t,x,v)}Y_T^2 = f(T) \leq C_0 \delta. \]
\( \square \)
Theorem 5. The function $P^\delta$ uniformly converges to $P^0$ with rate $\sqrt{\delta}$ as $\delta \to 0$, where the convergence is uniform on any compact subset of $[0, T] \times \mathbb{R} \times \mathbb{R}^+$.

Proof. Due to the Lipschitz continuity of $h$, the Cauchy-Schwartz inequality and Proposition 4, we get

$$|P^\delta - P^0| = \exp(-r(T-t)) \left| \sup_{q \in \Theta} [E_{(t,x,v)}[h(X_T^\delta)] - \sup_{q \in \Theta} E_{(t,x,v)}[h(X_T^0)]] \right|,$$

$$\leq \exp(-r(T-t)) \sup_{q \in \Theta} |E_{(t,x,v)}[h(X_T^\delta)] - E_{(t,x,v)}[h(X_T^0)]|,$$

$$\leq \exp(-r(T-t)) \sup_{q \in \Theta} E_{(t,x,v)}[h(X_T^\delta) - h(X_T^0)],$$

$$\leq K_0 \exp(-r(T-t)) \sup_{q \in \Theta} E_{(t,x,v)}[X_T^\delta - X_T^0],$$

$$\leq K_0 \exp(-r(T-t)) \sup_{q \in \Theta} \left[ E_{(t,x,v)}(X_T^\delta - X_T^0)^2 \right]^{1/2}.$$

This entails

$$|P^\delta - P^0| \leq C_1 \sqrt{\delta}$$

and concludes the proof. \qed

2.3. Pricing G-PDE. The worst-case scenario price $P^\delta$ is the solution to the following Hamilton-Jacobi-Bellman (HJB) equation with terminal condition $P^0(T; x, v) = h(x)$ (see [22, 23]):

$$-\partial_t P^\delta = r \left( x \partial_x P^\delta - P^\delta \right) + \sup_{q \in \Theta} \left\{ \frac{1}{2} \left( q^2 e^{s^2 t} \partial^2_{xx} P^\delta + \sqrt{\delta q_x e^{s^2 t}} \sigma \partial^2_{xv} P^\delta + \delta \left( \frac{1}{2} \sigma^2 \partial^2_{vv} P^\delta + (a - be^{sv}) \partial_v P^\delta \right) \right\},$$

(8)

Throughout the rest of the paper, we set $r = 0$, i.e. we assume that the return of the asset is zero, but the return of the option depends on the volatility. In other words, even though the financial asset has no return, the option can have it.

Leading order term $P_0$: To approximate the value function $P^\delta$, we use the regular perturbation expansion

$$P^\delta = P_0 + \sqrt{\delta} P_1 + \delta P_2 + \ldots,$$

where $P_0$ the leading order term and $P_1 := P_1(t, x, v)$ the first correction for the approximation of the worst-case scenario price $P^\delta$. Substituting (9) in (10), and using Theorem 5, the leading order term $P_0$ is found to be the solution to

$$-\partial_t P_0 = \sup_{q \in \Theta} \left\{ \frac{1}{2} q^2 e^{s^2 t} \partial^2_{xx} P_0 \right\}, \quad P_0(T; x, v) = h(x),$$

(10)

2.4. Convergence of the second partial derivative. The gamma $\partial^2_{xx} P^\delta$ represents the convexity of the price of an option according to the price of the underlying asset. It indicates whether the price of the option tends to move faster or slower than the price of the underlying asset. Using the fact that $q \in [\sigma_{\min}, \sigma_{\max}]$, and the regularity results for uniformly parabolic equations which are referenced in [4, 15], we conclude that (9) is uniformly parabolic.

Proposition 6. As $\delta \to 0$, the second partial derivative $\partial^2_{xx} P^\delta$ converges uniformly to $\partial^2_{xx} P_0$ on any compact subset of $[0, T] \times \mathbb{R} \times \mathbb{R}^+$ and with rate $\sqrt{\delta}$.

Proof. The function $h \in C^4$ is gradient Lipschitz and satisfies polynomial growth conditions in its first four derivatives. By [13, Thm. 5.2.5], we conclude

- $P^\delta(t, \ldots) \in C_{p}^{1,2,2}$ for $\delta$ fixed
- $\partial_x P^\delta(t, \ldots)$ and $\partial^2_{xx} P^\delta(t, \ldots)$ are uniformly bounded in $\delta$

The assertion thus follows from Theorem 5. \qed

Optimal controls: Following [8], we define $S^0_{t,v}$ to be the zero level set of $\partial^2_{xx} P_0$ and the set $A^\delta_{t,v}$ to be the set on which $\partial^2_{xx} P^\delta$ and $\partial^2_{xx} P_0$ have different signs, i.e.

$$S^0_{t,v} := \{ x = x(t, v) \in \mathbb{R}^+ | \partial^2_{xx} P_0(t; x, v) = 0 \}$$

and

$$A^\delta_{t,v} := \{ x = x(t, v) | \partial^2_{xx} P^\delta(t; x, v) > 0, \partial^2_{xx} P_0(t; x, v) < 0 \}.$$
Lemma 7. Call
\begin{equation}
q^\ast,\delta(t; x, v) := \arg\max_{q \in \Theta} \left\{ \frac{1}{2} t^2 e^{2v} x^2 \partial_{xx}^2 \mu^\delta + \sqrt{\delta} (q \rho \sigma e^v x \partial_{xv}^2 \mu^\delta) \right\},
\end{equation}
for \( x \notin S^0_{t,v} \) and \( \delta > 0 \) sufficiently small, and
\begin{equation}
q^\ast,0(t; x, v) := \arg\max_{q \in \Theta} \left\{ \frac{1}{2} t^2 e^{2v} x^2 \partial_{xx}^2 \mu^0 \right\},
\end{equation}
for \( \delta = 0 \). Moreover, let \( \mathcal{E}_2 \) and \( \mathcal{E}_3 \) denote the optimal controls in the G-PDE \( \mathcal{E}_2 \) for \( \mu^\delta \) and in the G-PDE \( \mathcal{E}_3 \) for \( \mu^0 \), respectively. Then the limiting optimal control as \( \delta \to 0 \) is given by
\begin{equation}
q^\ast,0(t; x, v) = \begin{cases} \sigma_{\max}, & \partial_{xx}^2 \mu^0 \geq 0, \\
\sigma_{\min}, & \partial_{xx}^2 \mu^0 < 0. \end{cases}
\end{equation}
Proof. Let
\[ f(q) := \frac{1}{2} t^2 e^{2v} x^2 \partial_{xx}^2 \mu^\delta + \sqrt{\delta} (q \rho \sigma e^v x \partial_{xv}^2 \mu^\delta). \]
and suppose that the maximiser \( q^\ast,\delta \) is in the interior of the interval \( [\sigma_{\min}, \sigma_{\max}] \). Then, for \( x \notin S^0_{t,v} \), we have
\[ q^\ast,\delta = \sigma_{\max} 1_{(\partial_{xx}^2 \mu^\delta \geq 0)} + \sigma_{\min} 1_{(\partial_{xx}^2 \mu^\delta < 0)}. \]
Lemma 7 allows us to rewrite the G-HJB equation \( \mathcal{E}_2 \) as
\begin{equation}
\partial_t \mu^\delta = \frac{1}{2} (q^\ast,\delta)^2 e^{2v} x^2 \partial_{xx}^2 \mu^\delta + \sqrt{\delta} (q^\ast,\delta \rho \sigma e^v x \partial_{xv}^2 \mu^\delta) + \sqrt{\delta} (\frac{1}{2} \sigma^2 \partial_{vv}^2 \mu^\delta + (a - b e^v) \partial_v \mu^\delta),
\end{equation}
with terminal condition \( \mu^\delta(T; t, v) = h(x) \) and with \( q^\ast,\delta \) as given above.

2.5. First-order corrector for the limit payoff. We will now derive a corrector result for the difference \( \mu^\delta - \mu^0 \). To this end, recall that \( P_1 \), the first order correction term of \( \mu^\delta \), is the solution to the linear equation
\begin{equation}
- \partial_t P_1 = \frac{1}{2} (q^\ast,0)^2 e^{2v} x^2 \partial_{xx}^2 P_1 + q^\ast,0 \rho \sigma e^v x \partial_{xv}^2 P_0, \quad P_1(T, t, v) = 0,
\end{equation}
where \( q^\ast,0 \) is given by \( \mathcal{E}_3 \). Further recall that vanna \( \partial_{xx}^2 \mu^\delta \) is a second order derivative of the option, once to the underlying asset price and once to volatility. It is the sensitivity of the option delta with respect to change in volatility, or, alternatively, the it is the sensitivity of vega \( \partial_v^2 \mu^\delta \) with respect to the underlying asset price. For more details see section 4.2.4 in \( \mathcal{E}_3 \).

In the following part we will exploit results from \( \mathcal{E}_3 \) and \( \mathcal{E}_2 \) to show that, under the regularity conditions imposed on the derivatives of \( h \), the pointwise approximation error \( |\mu^\delta - \mu^0| \) is indeed of order \( \mathcal{O}(\delta) \).

Theorem 8. \( \forall (t; x, v) \in [0, T] \times \mathbb{R}^+ \times \mathbb{R}^+ \), \( \exists C > 0 \), such that
\[ |E^\delta(t; x, v)| := |\mu^\delta(t; x, v) - \mu^0(t; x, v) - \sqrt{\delta} P_1(t; x, v)| \leq C \delta, \]
where \( C \) may depend on \( (t; x, v) \) but not on \( \delta \).
Proof. Adopting the arguments of Secs. 1.9.3 and 4.1.2 in \( \mathcal{E}_3 \), we define the following linear parabolic differential operator
\begin{equation}
L^\delta(q) := \partial_t + \frac{1}{2} q^2 e^{2v} x^2 \partial_{xx}^2 + \sqrt{\delta} q \rho \sigma e^v x \partial_{xv}^2 + \delta (\frac{1}{2} \sigma^2 \partial_{vv}^2 + (a - b e^v) \partial_v),
\end{equation}
where \( L_0(q) \) contains the time derivative and the Black-Scholes operator, \( L_1(q) \) contains the mixed derivative due to the covariation between \( X_t \) and \( V_t \), and \( \delta L_2 \) is the infinitesimal generator of the volatility process \( V_t \).
We can recast equation (15) as

\[ \mathcal{L}^\delta(q^{*,\delta})P^\delta = 0, \]
\[ P^\delta(t; x, v) = h(x). \]

Equivalently, equation (16) reads

\[ \mathcal{L}_0(q^{*,0})P_0 = 0, \]
\[ P_0(T; x, v) = h(x). \]

and (19) can be expressed by

\[ \mathcal{L}_0(q^{*,0})P_1 + \mathcal{L}_1(q^{*,0})P_0, \]
\[ P_1(T; x, v) = h(x). \]

Now, applying the operator \( \mathcal{L}^\delta(q^{*,\delta}) \) to the error term \( E^\delta = P^\delta - P_0 - \sqrt{\delta}P_1 \), we obtain

\[ \mathcal{L}^\delta(q^{*,\delta})E^\delta = \mathcal{L}^\delta(q^{*,\delta})(P^\delta - P_0 - \sqrt{\delta}P_1) \]
\[ = -(\mathcal{L}_0(q^{*,\delta}) + \sqrt{\delta}\mathcal{L}_1(q^{*,\delta}) + \delta\mathcal{L}_2(q^{*,\delta}))(P_0 + \sqrt{\delta}P_1) \]
\[ = -\sqrt{\delta}\mathcal{L}_0(q^{*,\delta})P_1 + \sqrt{\delta}\mathcal{L}_1(q^{*,\delta})P_0 - \delta\mathcal{L}_2(q^{*,\delta})P_0 - \delta\mathcal{L}_1(q^{*,\delta})P_1 + \delta^{3/2}\mathcal{L}_2(q^{*,\delta})P_1 \]

Using the terminal condition

\[ E^\delta(T; x, v) = P^\delta(T; x, v) - P_0(T; x, v) - \sqrt{\delta}P_1(T; x, v) = 0 \]

and the continuity of the solution to the parabolic equation (16), we conclude that \( |E^\delta(t; x, v)| = O(\delta) \). \( \square \)

**Feynman-Kac representation of the error term:** Now recall that the asset price in the worst-case scenario is governed by (5a) with \( r = 0 \) and \( q = q^{*,\delta} \):

\[ dX_t^{*,\delta} = q^{*,\delta}e^{V_s}X_t^{*,\delta}dW_t^1, \]

where, by Lemma 7, the optimal control \( (q_t) = (q^{*,\delta}) \) is explicitly given for sufficiently small \( \delta \). (It is straightforward to establish the existence and the uniqueness of the solution of (21) \( X_t^{*,\delta} \).)

We can apply the Feynman-Kac formula to get probabilistic representation of \( E^\delta(t, x, v) \), namely,

\[ E^\delta(t, x, v) = I_0 + \delta^{1/2}I_1 + \delta I_2 + \delta^{3/2}I_3, \]

where

\[ I_0 = E(t, x, v) \left[ \int_t^T \frac{1}{2} \left( (q^{*,\delta})^2 - (q^{*,0})^2 \right) e^{2V_s}(X_s^{*,\delta})^2\partial_{xx}P_0(s, X_s^{*,\delta}, V_s)ds \right], \]
\[ I_1 = E(t, x, v) \left[ \int_t^T (q^{*,\delta} - q^{*,0})\rho\sigma e^{V_s}X_s^{*,\delta}\partial_{xv}P_0(s, X_s^{*,\delta}, V_s) \right. \]
\[ + \left. \frac{1}{2} (q^{*,\delta})^2 - (q^{*,0})^2 \right) e^{2V_s}(X_s^{*,\delta})^2\partial_{xx}P_1(s, X_s^{*,\delta}, V_s)ds \right], \]
\[ I_2 = E(t, x, v) \left[ \int_t^T q^{*,\delta}\rho\sigma e^{V_s}X_s^{*,\delta}\partial_{xv}P_1(s, X_s^{*,\delta}, V_s) + \frac{1}{2} \sigma^2\partial_{vv}P_0(s, X_s^{*,\delta}, V_s) \right. \]
\[ + \left. (a - be^{\alpha V_s})\partial_vP_0(s, X_s^{*,\delta}, V_s)ds \right], \]
\[ I_3 = E(t, x, v) \left[ \int_t^T \frac{1}{2} \sigma^2\partial_{vv}P_1(s, X_s^{*,\delta}, V_s) + (a - be^{\alpha V_s})\partial_vP_1(s, X_s^{*,\delta}, V_s)ds \right]. \]

Noting that

\[ \{q^{*,\delta} \neq q^{*,0}\} = \mathcal{A}_{t,v}, \]
\[ q^{1,*}_t - q^{*,0} = (\sigma_{\max} - \sigma_{\min})(1_{\{\partial_{x^+}P^{*,\delta}_0 \geq 0\}} - 1_{\{\partial_{x^+}P_0 \geq 0\}}), \]
\[ (q^{*,\delta})^2 - (q^{*,0})^2 = (\sigma_{\max}^2 - \sigma_{\min}^2)(1_{\{\partial_{x^+}P^{*,\delta}_0 \geq 0\}} - 1_{\{\partial_{x^+}P_0 \geq 0\}}), \]

the next theorem shows that \( I_0, I_1 \) are indeed of order \( O(\delta) \) and \( O(\sqrt{\delta}) \).
Theorem 9. There exist constants $M_0, M_1 > 0$ depending on $(t, x, v)$, but not on $\delta$, such that
\[ |I_0| \leq M_0 \delta, \quad \text{and} \quad |I_1| \leq M_1 \sqrt{\delta}. \]

Proof. The proof follows the same method as in [8]. \qed

3. Second-order BSDE representation of the worst-case scenario

We recall the definition of 2BSDE, and we will explain how it is linked to our G-HJB equation; for details, we refer to [6].

Definition 10. Let $(t, x) \in [0, T) \times \mathbb{R}^d$, $(X^t_x, x) \in [t, T]$ a diffusion process and $(Y_s, Z_s, \Gamma_s, A_s) \in [t, T]$ a quadruple of $\mathbb{F}^T$-progressively measurable processes taking values in $\mathbb{R}$, $\mathbb{R}^d$, $\mathbb{S}^d$ and $\mathbb{R}^d$, respectively. The quadruple $(Y, Z, \Gamma, A)$ is called a solution to the second order backward stochastic differential equation (2BSDE) corresponding to $(X^t_x, f, g)$ if
\[
\begin{align*}
    dY_s &= f(s, X^t_x, Y_s, Z_s, \Gamma_s) ds + Z^s_s \circ dX^t_x, \quad s \in [t, T), \\
    dZ_s &= A_s ds + \Gamma_s dX^t_x, \quad s \in [t, T), \\
    Y_T &= g(X^t_x), \\
\end{align*}
\]
where $Z^s_s \circ dX^t_x$ denotes Fisk–Stratonovich integration, which is related to Itô integration by
\[ Z^s_s \circ dX^t_x = Z^s_s dX^t_x + \frac{1}{2} d \langle Z, X^t_x \rangle = Z^s_s dX^t_x + \frac{1}{2} \text{Tr}[\Gamma_s \sigma(X^t_x) \sigma(X^t_x)^\prime] ds. \]

The last definition furnishes a fundamental relation between 2BSDE like \[22\] and fully nonlinear parabolic PDEs. To understand this relation, let $f : [0, T) \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{S}^d \rightarrow \mathbb{R}$ and $g : \mathbb{R}^d \rightarrow \mathbb{R}$ be continuous functions. Further assume that $u : [0, T) \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a continuous function with the properties
\[ u_t, Du, D^2 u, \mathcal{L} Du \in C^0([0, T) \times \mathbb{R}^d), \]
that solves the PDE
\[ -u_t(t, x) + f(t, x, u(t, x), Du(t, x), D^2 u(t, x)) = 0 \quad \text{on} \quad [0, T) \times \mathbb{R}^d, \]
with terminal condition
\[ u(T, x) = g(x), \quad x \in \mathbb{R}^d. \]
Then, it follows directly from Itô’s formula that for each pair $(t, x) \in [0, T) \times \mathbb{R}^d$, the processes
\[ Y_s = u(s, X^t_x), \quad s \in [t, T), \\
Z_s = Du(s, X^t_x), \quad s \in [t, T), \\
\Gamma_s = D^2 u(s, X^t_x), \quad s \in [t, T), \\
A_s = \mathcal{L} Du(s, X^t_x), \quad s \in [t, T), \]
solve the 2BSDE corresponding to $(X^t_x, f, g)$. Conversely, the first component of the solution of the 2BSDE \[22\] at the initial time is a solution of the fully nonlinear PDE \[25\] satisfies $Y_t = u(t, x)$. Note that the representation of \[25\] by a 2BSDE is not unique, even though its solution is (cf. [16]).

The representation of fully nonlinear parabolic PDEs, such as \[15\], allows to solve them numerically by solving the corresponding 2BSDE, e.g. by using the techniques described in [3].

3.1. 2BSDE representation of the payoff. Here we specifically use the link between our G-HJB equation and 2BSDEs to improve the convergence rate of the convergence $P^s \rightarrow P^0$. To this end we write the 2BSDE for $P^s$ (resp. $P_0$) as follows: for all $s \in [t, T)$ it holds that
\[
\begin{align*}
    dY^s_{\delta,t,x} &= f^s(s, X^t_x, Y^s_{\delta,t,x}, Z^s_{\delta,t,x}, \Gamma^s_{\delta,t,x}) ds + (Z^s_{\delta,t,x})_s \circ dX^\delta_{\delta,t,x}, \\
    dZ^s_{\delta,t,x} &= A^s_{\delta,s} ds + \Gamma^s_{\delta,s} dX^\delta_{\delta,t,x}, \\
    Y^s_{\delta,t,x} &= h \left( X^\delta_{\delta,t,x} \right),
\end{align*}
\]
where $\tilde{X}$ is the solution to the SDE
\[ d(X^t_x, V_t) = d\tilde{X}_t = dW_t, \quad d\tilde{W}_t = d(W^1_t, W^2_t), \quad \tilde{X}_0 = \tilde{x} \]
Similarly,

\begin{align}
  \frac{dX^0_{t,x}}{dt} &= f^0(s, X^0_{s,t,x}, Y^0_{s,t,x}, Z^0_{s,t,x}, \Gamma^0_{s,t,x}) ds + (Z^0_{s,t,x})_s \circ dX^0_{s,t,x}, \\
  \frac{dZ^0_{s,t,x}}{dt} &= A^0_s ds + \Gamma^0_s dX^0_{s,t,x}, \\
  Y^0_{s,t,x} &= h(X^0_{s,t,x}),
\end{align}

where \( X^0_t \) is the solution to

\[ dX^0_t = dW^1_t, \quad X_0 = x \]

. Here \( h \) denotes the payoff function (specified below), and

\[
f^0(s, x, y, z, S) = -\frac{1}{2} x^2 e^{2v} |\bar{\sigma}(S_{1,1})|^2 S_{1,1} \]

\[
f^\delta(s, \tilde{x}, y, z, S) = -\frac{1}{2} \tilde{x}^2 e^{2v} |\bar{\sigma}(S_{1,1})|^2 S_{1,1} - 2\sqrt{\delta} \tilde{x}^2 e^{v} \sigma |\bar{\sigma}(S_{1,2})| S_{1,2} - \delta \left( \frac{1}{2} \sigma^2 S_{2,2} + (a - be^{av}) z_2 \right),
\]

where,

\[
\bar{\sigma} = \begin{cases} 
\sigma_{\text{max}} & x \geq 0 \\
\sigma_{\text{min}} & x < 0. 
\end{cases}
\]

Note that the nonlinear diffusion coefficient has been moved to the drift terms (or: drivers) \( f^0 \) and \( f^\delta \), which is why the SDE dynamics is trivial. Then from the link between G-PDEs and 2BSDEs we have \( Y^\delta_{t,x} = P_{\delta}(t, x) \) and \( Y^0_{t,x} = P_0(t, x) \).

We will now use this link to revisit the convergence result for \( P_\delta \to P_0 \).

**Theorem 11.** \( P_\delta \) converges to \( P_0 \) as \( \delta \to 0 \), uniformly on compact sets and at rate \( \delta \).

**Proof.** We have

\[
Y^\delta_{t,x} = h(\bar{X}^\delta_{t,x}) + \int_t^T f^\delta(r, \bar{X}^\delta_{r,x}, \bar{Y}^\delta_{r,x}, \bar{Z}^\delta_{r,x}, \bar{\Gamma}^\delta_{r,x}) dr - \int_t^T (Z^\delta_{r,x})' \circ d\bar{X}^\delta_{r,x},
\]

\[
(Z^\delta_{r,x})' \circ d\bar{X}^\delta_{r,x} = (Z^\delta_{r,x})' d\bar{X}^\delta_{r,x} + \frac{1}{2} \text{Tr} [\Gamma^\delta_{r,x} \sigma(\bar{X}^\delta_{r,x}) \sigma(\bar{X}^\delta_{r,x})'] dr,
\]

\[
(Z^\delta_{r,x})' d\bar{X}^\delta_{r,x} = (Z^\delta_{r,x})' dW^1_r + (Z^\delta_{r,x})' dW^2_r,
\]

and thus

\[
Y^\delta_{t,x} = h(\bar{X}^\delta_{t,x}) + \int_t^T f^\delta(r, \bar{X}^\delta_{r,x}, \bar{Y}^\delta_{r,x}, \bar{Z}^\delta_{r,x}, \bar{\Gamma}^\delta_{r,x}) dr - \int_t^T ((Z^\delta_{1,x})' dW^1_r + (Z^\delta_{2,x})' dW^2_r)
\]

\[
- \int_t^T \frac{1}{2} \text{Tr} [\Gamma^\delta_{r,x} \sigma(\bar{X}^\delta_{r,x}) \sigma(\bar{X}^\delta_{r,x})'] dr.
\]

\[
Y^0_{t,x} = h(X^0_{t,x}) + \int_t^T f^0(r, X^0_{r,x}, Y^0_{r,x}, Z^0_{r,x}, \Gamma^0_{r,x}) dr - \int_t^T (Z^0_{r,x})' \circ dX^0_{r,x},
\]

\[
(Z^0_{r,x})' \circ dX^0_{r,x} = (Z^0_{r,x})' dX^0_{r,x} + \frac{1}{2} \text{Tr} [\Gamma^0_{r,x} \sigma(\bar{X}^0_{r,x}) \sigma(\bar{X}^0_{r,x})'] dr.
\]

Calling \( \bar{Z}_{r,x} = (Z^0_{r,x}, 0) \)

\[
(Z^0_{r,x})' d\bar{X}^0_{r,x} = (Z^0_{r,x})' dW^1_r + 0,
\]

we obtain

\[
Y^0_{t,x} = h(X^0_{t,x}) + \int_t^T f^0(r, X^0_{r,x}, Y^0_{r,x}, Z^0_{r,x}, \Gamma^0_{r,x}) dr - \int_t^T (Z^0_{r,x})' dW^1_r
\]

\[
- \int_t^T \frac{1}{2} \text{Tr} [\Gamma^0_{r,x} \sigma(\bar{X}^0_{r,x}) \sigma(\bar{X}^0_{r,x})'] dr.
\]
Now let $y_t = Y_t^{\delta,t} - X_t^{0,t}$. Then

$$y_t = h(X_T^{\delta,t}) - h(X_T^{0,t}) + \int_t^T f^0(r, X_r^{\delta,s,x}, Y_r^{\delta,s,x}, Z_r^{\delta,s,x}, \Gamma_r^{\delta,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, \Gamma_r^{0,s,x}) dr$$

$$- \int_t^T ((Z_1^{\delta,s,x})'_r dW_1^r + (Z_2^{\delta,s,x})'_r dW_2^r) - (Z_1^{0,s,x})'_r dW_1^r - (Z_2^{0,s,x})'_r dW_2^r$$

$$= h(X_T^{\delta,t}) - h(X_T^{0,t}) + \int_t^T f^0(r, X_r^{\delta,s,x}, Y_r^{\delta,s,x}, Z_r^{\delta,s,x}, \Gamma_r^{\delta,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, \Gamma_r^{0,s,x}) dr$$

$$- \int_t^T ((Z_1^{\delta,s,x})'_r - (Z_1^{0,s,x})'_r) dW_1^r + (Z_2^{\delta,s,x})'_r dW_2^r$$

$$- \int_t^T \frac{1}{2} \left( \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] - \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] \right) dr,$$

where

$$f^0(r, X_r^{\delta,s,x}, Y_r^{\delta,s,x}, Z_r^{\delta,s,x}, \Gamma_r^{\delta,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, \Gamma_r^{0,s,x})$$

$$= - \frac{1}{2} \left( x^2 e^{2\sigma} - x^2 e^{2\sigma} \right) |\sigma(G_1)|^2\Gamma_1 - 2\sqrt{\delta} \sigma \rho \tilde{x} e^{\sigma} |\sigma(G_1)| \Gamma_1 - \delta \left( \frac{1}{2} \sigma^2 \Gamma_2 + (a + b e^{\sigma}) z^2 \right).$$

Applying Itô’s formula to $e^{\alpha t} |y_t|^2$ for some $\alpha > 0$ then yields

$$d(e^{\alpha t} |y_t|^2) = \alpha e^{\alpha s} |y_s|^2 ds$$

$$- 2 \alpha e^{\alpha s} |y_s|^2 \left\{ f^0(s, X_s^{\delta,t}, Y_s^{\delta,t}, Z_s^{\delta,t}, \Gamma_s^{\delta,t}) - f^0(s, X_s^{0,t}, Y_s^{0,t}, Z_s^{0,t}, \Gamma_s^{0,t}) \right\} ds$$

$$+ 2 \alpha e^{\alpha s} |y_s|^2 \left( (Z_1^{\delta,s,x})'_s - (Z_1^{0,s,x})'_s \right) dW_1^s + (Z_2^{\delta,s,x})'_s dW_2^s$$

$$+ e^{\alpha s} \left( \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] - \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] \right) ds$$

$$+ e^{\alpha s} \left\{ \left( (Z_1^{\delta,s,x})'_s - (Z_1^{0,s,x})'_s \right)^2 + (Z_2^{\delta,s,x})'_s \right\} ds.$$

Therefore,

$$e^{\alpha t} |y_t|^2 + \int_t^T e^{\alpha r} \left\{ \left( (Z_1^{\delta,s,x})'_r - (Z_1^{0,s,x})'_r \right)^2 + (Z_2^{\delta,s,x})'_r \right\} dr$$

$$+ \int_t^T e^{\alpha r} \left( \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] - \text{Tr}[\Gamma^0_r \sigma(X_r^{0,s,x}) \sigma(X_r^{0,s,x})'] \right) dr,$$

$$= h(X_T^{\delta,t}) - h(X_T^{0,t}) + \int_t^T e^{\alpha r} (-\alpha |y_s|^2) dr$$

$$+ \int_t^T 2|y_s|^2 \left\{ f^0(r, X_r^{\delta,s,x}, Y_r^{\delta,s,x}, Z_r^{\delta,s,x}, \Gamma_r^{\delta,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, \Gamma_r^{0,s,x}) \right\} dr$$

$$- \int_t^T 2e^{\alpha r} |y_s|^2 \left\{ (Z_1^{\delta,s,x})'_s - (Z_1^{0,s,x})'_s \right\} dW_1^s + (Z_2^{\delta,s,x})'_s dW_2^s.$$
Therefore, setting α = \frac{1}{ɛ}, we conclude
\[
e^{αt}|y|^2 + \int_t^T e^{αr} \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr
\]
\[
+ \int_t^T e^{αr} \left( \text{Tr}[Γ^δ_1 σ(\tilde{X}_r^{δ,s,x})σ(\tilde{X}_r^{δ,s,x})'] - \text{Tr}[Γ^0_1 σ(\tilde{X}_r^{0,s,x})σ(\tilde{X}_r^{0,s,x})']) \right) dr
\]
\[
\leq h(\tilde{X}_r^{δ,t,x}) - h(X_0^{0,t,x})
\]
\[
+ \varepsilon \int_t^T \left\{ f^δ(r, X_r^{δ,s,x}, Y_r^{δ,s,x}, Z_r^{δ,s,x}, Γ_r^{δ,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, Γ_r^{0,s,x}) \right\}^2 dr
\]
\[
- \int_t^T 2e^{αr} |y| \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr.
\]

(34)

Because $X_t$ and $V_t$ have finite moments of any order, the imposed regularity condition on $h$, together with [13, Thm. 5.2.2], Theorem 5, Proposition 4, and Proposition 6 in this paper, imply
\[
E(h(\tilde{X}_r^{δ,t,x}) - h(X_0^{0,t,x})) \leq Cδ,
\]
and
\[
E((f^δ(r, X_r^{δ,s,x}, Y_r^{δ,s,x}, Z_r^{δ,s,x}, Γ_r^{δ,s,x}) - f^0(r, X_r^{0,s,x}, Y_r^{0,s,x}, Z_r^{0,s,x}, Γ_r^{0,s,x}))^2) \leq C₀δ.
\]

Hence
\[
E \left[ \sup_{t ≤ s ≤ T} e^{αt} |y|^2 \right]
\]
\[
≤ Cδ + C₀δ + C₁E \left[ \int_t^T e^{2αr} |y|^2 \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr \right]^\frac{1}{2}
\]
\[
≤ Cδ + C₀δ + C₁E \left[ \sup_{t ≤ s ≤ T} e^{αt/2} |y| \left( \int_t^T e^{αr} \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr \right)^\frac{1}{2} \right],
\]
which together with the inequality $ab ≤ a^2/2 + b^2/2$ yields
\[
E \left[ \sup_{t ≤ s ≤ T} e^{αt} |y|^2 \right]
\]
\[
≤ Cδ + C₀δ + \frac{1}{2} E \left[ \sup_{t ≤ s ≤ T} e^{αt} |y|^2 \right] + \frac{C₂}{2} E \left[ \int_t^T e^{αr} \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr \right].
\]

As a consequence of the inequality [31], we thus obtain
\[
E \left[ \sup_{t ≤ s ≤ T} e^{αt} |y|^2 \right] + \int_t^T e^{αr} \left( \left( (Z_1^{δ,s,x})_r' - (Z_0^{0,s,x})_r' \right)^2 + \left( (Z_2^{δ,s,x})_r' \right)^2 \right) dr
\]
\[
+ 2 \int_t^T e^{αr} \left( \text{Tr}[Γ^δ_1 σ(\tilde{X}_r^{δ,s,x})σ(\tilde{X}_r^{δ,s,x})'] - \text{Tr}[Γ^0_1 σ(\tilde{X}_r^{0,s,x})σ(\tilde{X}_r^{0,s,x})']) \right) dr
\]
\[
≤ Cδ + C₀δ + C₂,
\]
which entails the final result:
\[
E \left[ \sup_{t ≤ s ≤ T} e^{αt} |y|^2 \right] ≤ δ\tilde{C}_ɛ
\]
for some $\tilde{C}_ɛ > 0$ independent of $δ$. 

\[\square\]

4. Numerical illustration

We conclude with a numerical demonstration of the theoretical results to confirm that $|P_δ - P_0| = O(δ)$. To this end, note that the valuation of financial derivatives based on our UV model requires solving the G-HJB equation [8], which is typically not analytically solvable.

In low dimension, we can implement a finite difference scheme; here we follow a different route and take advantage of the link between G-PDE and 2BSDE. To be specific the payoff function is chosen as
\[
h(x) = (x - 90)^+ - 2(x - 100)^+ + (x - 110)^+
\]
We consider the following parameters:

\[ \tilde{x} = (\tilde{x}_0, k_0) = (100, -1), \sigma_{\min} = 0.1, \sigma_{\max} = 0.2, \alpha = 2, T = 0.15, a = 0.6, b = 0.5, \rho = 0.5. \]

For these parameters, we compute the difference between \( P_\delta \) and \( P_0 \), the solutions of the G-PDE (8) and (10), using the deep learning 2BSDE solver introduced by Beck et al. [3]. More specifically, we numerically solve the 2BSDEs (27)-(29) and (30)-(32) with the Python code provided in [3].

The result is shown in Table 1 and Figure 1. Neglecting the error invoked by the numerical approximation of the deep neural network, which is difficult to assess, the numerical calculation confirms that \( |P_\delta - P_0| \simeq O(\delta^{0.7}) \), which is in agreement with the predictions of Theorem 5 and Theorem 11.

### Table 1.

| \( \delta \) | 0.5 | 0.2 | 0.001 |
|-------------|-----|-----|-------|
| error(\( \delta \)) | 1.2 | 0.6 | 0.02 |

"Figure 1. The error \( \varepsilon^{0.5, x}(\delta) = P_\delta(0, x) - P_0(0, x) \) in doubly logarithmic scale; the slope is roughly 0.7"
5. Conclusion and outlook

In this work we have studied α-hypergeometric stochastic models with uncertain volatility (UV). The idea is to connect the UV model with a nonlinear expectation framework to derive a worst-case price scenario, avoiding the complicated and numerically expensive model calibration step. We have studied the asymptotic behaviour of the worst-case scenario option prices in the case when the time scale at which the stochastic volatility process varies tends to infinity (i.e. when the volatility process becomes infinitely slow). As we have shown, the limit model is an accurate simplified description of the UV model in the regime of the slow variable of the uncertain volatility bounds. The method presented here can be applied also for other models such as the Heston model.

We have illustrated our results by a numerical example. The numerical solution of our problem is based on the known link of fully nonlinear second order partial differential equations that describe the worst-case price scenario and second-order backward stochastic differential equations (2BSDEs). We should emphasize that the numerical algorithm we use for solving 2BSDEs even works when the terminal cost that determines the payoff is non-differentiable. Although this paper is only giving a proof of concept, we expect that the ideas can be applied also in the case of UV models when, for example, there is only partial information from the market.
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