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Hamiltonian simulation is a promising application for quantum computers to achieve a quantum advantage. We present classical algorithms based on tensor network methods to optimize quantum circuits for this task. We show that, compared to Trotter product formulas, the classically optimized circuits can be orders of magnitude more accurate and significantly extend the total simulation time.

I. INTRODUCTION

Quantum computers are expected to produce novel insights into quantum chemistry and materials [1–4] as they are believed to have an advantage over classical computers in performing Hamiltonian simulation, since powerful quantum algorithms for this task were discovered [5–9]. To make this type of simulation more efficient, there has been significant progress on the theoretical quantum algorithmic side [10–13] as well as on the more applied side of variational quantum algorithms [16–25]. However, the theoretical approaches can lead to deep quantum circuits and the variational approaches can require a large number of circuit runs in the optimization. Therefore Hamiltonian simulation is still challenging for current quantum devices [26–28].

In this article, our goal is to reduce the quantum hardware requirements for Hamiltonian simulation by performing quantum circuit optimization on a classical computer. To that end, we propose and analyze specific classical algorithms to approximate the time evolution operator by shallow quantum circuits. A previous proposal for this task focused on translationally invariant quantum systems and circuits [29]; we design our approach to be applicable to more general Hamiltonians and quantum circuits. We make use of tensor network techniques [30–32]. More specifically, we write the quantum circuits needed for the optimization in terms of products of matrix product operators (MPOs) [33, 34] and evaluate them by contracting the corresponding tensor networks. For the gate optimization, we compare the coordinatewise approach in [22] to the Newton method.

These techniques enable us to efficiently work with various shallow ansatz circuits, e.g. of brickwall and sequential structure [19], as well as with a large class of Hamiltonians, e.g. with open and periodic boundary conditions and with local and nonlocal interactions. Additionally, the algorithms are hardware-agnostic and can handle any set of native quantum gates. To illustrate the approach, we choose a brickwall circuit for the ansatz and an open quantum Ising chain with both transverse and longitudinal fields for the Hamiltonian. The performance of some of our algorithms is shown in Fig. 1.
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**FIG. 1.** Classically optimized Hamiltonian simulation (thick lines) vs. Trotter product formulas (thin lines) for a brickwall circuit of depth (a) one, (b) two, and (c) three. The approximation error, defined in Sec. II, of the approximate evolution operator $U_{\text{approx}}$ with respect to the exact one $\exp(-itH)$ is shown as a function of time $t$. We consider $H = 2 \sum_{k=1}^{8} Z_k Z_{k+1} + \sum_{k=1}^{8} X_k + \sum_{k=1}^{8} Z_k$. For the Trotter results $U_{\text{approx}}$ is a Trotter product formula of 1st (dotted), 2nd (dashed) and 4th (solid) order. For the classically optimized results $U_{\text{approx}} = U(\theta)$ is the circuit with parameters $\theta$ after two optimization procedures: The first procedure minimizes the approximation error to the exact operator $\exp(-i\tau H)$ (solid); the second procedure cuts the total time into $S = 100$ (dashed), 200 (dash-dotted) and 300 (dotted) slices of equal time $\tau = 1/S$ and then optimizes using a 1st order Taylor approximation of $\exp(-i\tau H)$ and $S$ iterations thereof. We observe that by increasing $S$ the results of the Taylor approach converge to the ones obtained via $\exp(-i\tau H)$. Additionally we see that the classically optimized two- and three-layer circuits are two orders of magnitude more accurate than the Trotter formulas. Further details are in Sec. III.

* conor.mckeever@quantinuum.com
We see in Fig. 1 that the Hamiltonian simulation for short times, i.e., \( \exp(-itH) \) for small values of \( t \), is accurately represented by shallow circuits which can be efficiently run on classical computers. To realize Hamiltonian simulation for longer times \( T \), i.e., \( \exp(-iT\hat{H}) \) for a large value of \( T \), we string together \( T/t \) copies of the shallow circuit optimized for small \( t \) and run them on a quantum computer, since \( \exp(-itH)^{T/t} = \exp(-iT\hat{H}) \).

This procedure can be seen as an unconventional variant of hybrid quantum-classical algorithms. Traditionally, in hybrid quantum-classical approaches the quantum computer is used many times during the circuit optimization to evaluate the cost function and other quantities required for the optimization [35]. We emphasize that in the traditional version of hybrid quantum-classical methods the quantum part can dominate the computational cost. In our unconventional version, however, the quantum computer is used only once after the circuit optimization to run the circuits that were optimized entirely on a classical computer.

The article is structured as follows. Section II presents the algorithms and we analyze the results of our numerical experiments in Sec. III. A concluding discussion is given in Sec. IV. The appendices provide additional information.

II. METHODS

To approximate the time evolution operator \( \exp(-itH) \) by a quantum circuit, we split the total evolution time \( t \) into \( S \) slices of equal size \( \tau = t/S \) and then compute the circuit \( \hat{U}(\theta) \) for slice \( s \) by minimizing the cost function \( ||\hat{U}(\theta) - \exp(-i\tau H)U_{s-1}||_F^2 \) over the variational parameters \( \theta = (\theta_1, \theta_2, ..., \theta_K) \). Here \( || . ||_F \) is the Frobenius norm, \( U_{s-1} \) the final circuit after optimization of the previous slice and \( U_0 = 1 \). The minimization of this cost function is equivalent to the maximization of the objective function

\[
F(\theta) = \text{Re}\{\text{tr}[U(\theta)\exp(-i\tau H)U_{s-1}]\} \tag{1}
\]

where \( \text{Re}\{\cdot\} \) denotes the real part, \( \text{tr}[\cdot] \) the trace and \( U(\theta) \) is the adjoint of \( U(\theta) \). We approximate \( \exp(-i\tau H) \) by a truncated Taylor series and in our simulations use the MPO representation thereof [36]. This allows us to express the objective function as a product of MPOs, see App. A for details. To quantify the circuit performance, we define the approximation error

\[
\epsilon_{\text{approx}} = \sqrt{1 - \text{Re}\{\text{tr}[U(\theta)\exp(-itH)]\}}/2^n \tag{2}
\]

for \( n \) qubits which satisfies \( \epsilon_{\text{approx}} \in [0, \sqrt{2}] \). We also quantify the error in terms of the spectral norm in App. B.

We note that the quantities of interest, i.e. the approximation error (2) and the spectral norm error in App. B, are defined in terms of the exact time evolution operator \( \exp(-itH) \) and therefore their evaluation is exponentially costly in \( n \). The approximation error results presented here are therefore limited to rather small values of \( n \leq 14 \).

For circuits of qubit number greater than \( n = 14 \), we quantify the circuit performance in terms of the (ground state) phase error [37]

\[
\epsilon_{\text{phase}} = |\lambda + ie_0t| \tag{3}
\]

where \( \lambda = \log(\langle \psi_0|U(\theta)|\psi_0 \rangle) \) and \( |\psi_0 \rangle \) is the ground state of the problem Hamiltonian with energy \( e_0 \). We evaluate \( |\psi_0 \rangle \) and \( e_0 \) using DMRG [38] which gives numerically exact results for the Hamiltonian used.

The optimization has two key components: tensor network contraction and gate optimization. Because we are using standard approaches for the tensor network contraction (as explained in App. A), in the following we focus on the gate optimization.

We propose to use a Newton method to maximize the objective function in Eq. (1). This method requires the gradient vector \( \mathbf{G} \) with elements \( G_k = \partial F/\partial \theta_k \) and Hessian matrix \( \mathcal{H} \) with elements \( \mathcal{H}_{j,k} = \partial^2 F/\partial \theta_j \partial \theta_k \) and iterates

\[
\theta^{(i+1)} = \theta^{(i)} - \left( \mathcal{H}^{(i)} \right)^{-1} \mathbf{G}^{(i)}. \tag{4}
\]

For the computation of the inverse of the Hessian matrix, we use that this matrix is Hermitian and that we are only interested in its negative eigenvalues, since our goal is the maximization of the objective function. Therefore we compute the pseudoinverse via the eigendecomposition of the Hessian matrix and by setting all eigenvalues larger than some cutoff \(-\epsilon \) to zero.

As an alternative to the Newton method, we also consider a coordinatewise optimization method which for the type of objective function Eq. (1) was derived in [22]. The coordinatewise procedure updates variational parameters one after another and computes for each parameter:

\[
\theta_k^{\text{new}} = \theta_k^{\text{old}} - 2\text{atan2}(F(\theta_k^{\text{old}}), F(\theta_k^{\text{old}} + \pi)) + 4\pi(p + \frac{1}{4}) \quad \forall p \in \mathbb{Z} \tag{5}
\]

\[
F(\theta_k^{\text{new}}) = \sqrt{(F(\theta_k^{\text{old}}))^2 + (F(\theta_k^{\text{old}} + \pi))^2}. \tag{6}
\]

Here \( \text{atan2}(y, x) \) returns the argument of the complex number \( x + iy \). We use the simplified notation \( F(\theta_k) = F(\theta_1, \ldots, \theta_{k-1}, \theta_k, \theta_{k+1}, \ldots, \theta_K) = F(\theta) \) for the objective function as a function of one specific parameter \( \theta_k \) under the assumption that all other parameters \( \theta_j \) for \( j \neq k \) are fixed. Note that \( F(\theta_k^{\text{new}}) = F(\theta_k^{\text{old}}) \). Therefore, after the first parameter update (for \( k = 1 \)) we only need one evaluation of the objective function at \( \theta_k^{\text{old}} + \pi \) (for \( k > 1 \)) for each parameter update, because we know \( F(\theta_k^{\text{old}}) = F(\theta_k^{\text{new}}) \) from the previous parameter update. Note that the coordinatewise optimization is more efficient than the Newton method but expected to suffer more from getting stuck in local optima.
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gate optimization methods including global and batched Newton methods and the coordinate-wise scheme in App. C. Because the global Newton method performs best, we use this method in the classical optimization of small systems; for example, the results in Fig. 1. For larger circuits with more parameters we find that the quasi-Newton, Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [41] and its limited-memory counterpart L-BFGS [42] produce satisfactory results without requiring explicit calculation of the Hes-

We assess the performance of the classical algorithms by analyzing the results shown in Fig. 1. Let us first explain what is shown in Fig. 1. For the Trotter product formulas, we define $H_Z = J \sum_{k=1}^{n-1} Z_k Z_{k+1} + h \sum_{k=1}^{n} Z_k$ and $H_X = g \sum_{k=1}^{n} X_k$ and use the 1st order (Trotter I), 2nd order (Trotter II) and 4th order (Trotter IV) formulas $e^{-itH_X} e^{-itH_Z}$ (Trotter I), $e^{-itH_X/2} e^{-itH_Z} e^{-itH_X/2}$ (Trotter II), $e^{-i(1-s)tH_X/2} e^{-i(1-2s)tH_Z} e^{-i(1-s)tH_X/2} e^{-i(1-2s)tH_Z} e^{-i(1-s)tH_X/2}$ (Trotter IV) where $s = 1/(2 - \sqrt{2})$ [43]. Note that $e^{-itH_Z} = \prod_{k=1}^{n} e^{-itJZ_k Z_{k+1}}$ and $e^{-iH_X} = \prod_{k=1}^{n} e^{-iZ_k}$ are products of exponentials that have an exact representation using the gates of our ansatz in Fig. 2. Also note that only the exponentials in $\prod_{k=1}^{n} e^{-itJZ_k Z_{k+1}}$ are two-qubit gates and all the other exponentials are one-qubit gates. For a brickwall ansatz of one layer, Trotter I and Trotter II are used for the Trotter results. The same is true for a brickwall ansatz of two layers, whereby two identical Trotter layers, each corresponding to an evolution by a time $t/2$, specify the circuit. Similarly, for a brickwall ansatz of three layers, three identical Trotter layers are composed to specify the circuit. Furthermore, a circuit of three layers allows us to also use Trotter IV for the Trotter product formula. The approximation errors of the Trotter based circuits are plotted in Fig. 1 and facilitate a fair comparison with the classically optimized circuits inasmuch as the depth of two-qubit gates in the circuits considered within each subfigure – Fig. 1 (a), (b) and (c) – are the same.

In order to estimate how well the optimization scheme can exhaust the potential of the brickwall circuits, we first optimize the variational circuit parameters for a cost function which is constructed using the exact unit-


ty exp($-itH$) and is calculated via matrix exponenti-

rection. Supposing that the Newton based optimization scheme finds the global maximum of the objective func-

tion, these results (denoted exact in Fig. 1) give the min-

imum approximation error which can be achieved using the respective circuits. Compared to the Trotter based optimization schemes, the improvement using the exact scheme is small for a brickwall circuit of one layer (Fig. 1 a), however, deeper circuits (Fig. 1 b and c) lead to approximation errors which are orders of magnitude smaller than those obtained using Trotter product formulas.
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cuit approximations as close as possible to the optimum achieved using the exact approach, in a manner which does not require exponentiation of the full Hamiltonian and is therefore scalable to larger system sizes. We find that the classical optimization scheme using a 1st order Taylor approximation is capable of finding variational pa-

parameters which approximate the target unitary with an approximation error equivalent to the exact scheme. This is evident in Fig. 1 where the exact and sliced Taylor ($S = 100$, $S = 200$, $S = 300$) results overlap, indicating that the approximation scheme has saturated the expres-

iveness of the circuit ansatz. Additionally, the time at which this saturation occurs falls earlier if more slices $S$
are used. We have also performed all the above calculations for a system of \( n = 5 \) qubits, see App. D, and the results are quantitatively similar to the \( n = 8 \) results presented here.

The slopes of the data presented in Fig. 1 can be understood by considering the leading error arising from each approximating scheme. The leading errors of the Trotter product formulas are known to be of orders \( O(t^2) \), \( O(t^3) \) and \( O(t^5) \) for the 1st, 2nd and 4th order Trotter product formulas, respectively, and this is apparent in the slope of the corresponding data presented in Fig. 1. For small times, the data for Trotter I, Trotter II and Trotter IV have slopes approximately equal to \( m = 2 \), \( m = 3 \) and \( m = 5 \), respectively.

The approximation errors arising from circuits which have been classically optimized via Taylor (\( S = 100 \), \( S = 200 \), \( S = 300 \)) are based on a 1st order Taylor approximation. These curves are split into two regimes. The first regime occurs before the data overlap with those of the exact method and have a slope approximately equal to \( m = 1 \), indicating a leading error of order \( O(t) \), as expected for the error accumulated by a 1st order Taylor approximation. The second regime occurs at larger times where the Taylor data overlap with the exact data. Here the corresponding slopes reflect the expressiveness of the circuits used.

To examine how the errors scale due to the expressiveness of the ansatz, we calculate the approximation error of circuits optimized using the exact method for several values of \( n \) and \( L \); the results are plotted in Fig. 3. We estimate the error scalings by fitting \( \epsilon_{\text{approx}}(t) = c(n)t^m \) to the data as explained in App. E. The resulting prefactors \( c \) and exponents \( m \) for each circuit size \((n,L)\) are provided in Tab. I alongside those of circuits constructed using Trotter product formulas. We find that the classically optimized circuits can significantly outperform Trotter product formulas in both the prefactors and the exponents. Additionally we see in Fig. 3 that, for a fixed approximation error, the maximum achievable time appears to scale linearly with \( L \) which amounts to the best scaling possible [44].

To illustrate the behavior of the Taylor based optimization with respect to system size, the data in Fig. 4 compare the approximation errors achieved using the (\( S = 200 \)) Taylor based method for systems of \( n = 5 \), \( 6 \), \( 8 \), \( 10 \), \( 12 \) and \( 14 \) qubits. We find that the approximation error has a very similar behavior for all system sizes and when they are normalized by the number of qubits, the data collapse onto a single curve (Fig. 4 (a) inset) indicating a linear scaling of the approximation error with qubit number. Furthermore, the turning point at which the slope changes falls at approximately the same time for all values of \( n \). Note that the turning point of the approximation error tells us where the classical optimization has the largest advantage over Trotter product formulas, cf. Fig. 1. The computation of the approximation error, however, is based on the exact exponential \( \exp(-it\mathcal{H}) \) and, therefore, is not efficient for large systems. Figure 4 suggests that data from small systems may be used to inform the classical optimization of larger circuits where calculation of the approximation error is no longer feasible. In particular, data from small systems may be used to determine the number of slices which should be performed in order to reach the turning point.

To go beyond the limitations imposed by the calculation of the approximation error we also calculate the phase error defined in Eq. (3) for systems of \( n = 20 \), 30,
The total error is that accumulated by repeating the circuit \( r \) times

\[
\epsilon_{\text{total}} = \left\| U_L(T/r) - e^{-iTH} \right\| \\
\leq r \left\| U_L(T/r) - e^{-iTH/r} \right\| \\
= r c_L(n) (T/r)^{m_L}
\]  

where \( U_L(T/r) \) is an \( L \)-layer classically optimized brickwall circuit which approximates the time evolution operator \( \exp(-iTH/r) \). We solve Eq. (8) for the number of circuit repetitions \( r \) which gives, for \( m_L > 1 \)

\[
r \leq \left( \frac{c_L(n)}{\epsilon_{\text{total}}} \right)^{\frac{1}{m_L-n-1}} T^{\frac{m_L}{m_L-n-1}}. 
\]  

The total number of gates \( N_{\text{gates}} \) based on the approximation of \( \exp(-iTH) \) by \( L \) brickwall layers is \( N_{\text{gates}} = r \cdot (n - 1)L \) (neglecting single-qubit gates) and using the previous result for \( r \) becomes

\[
N_{\text{gates}} \leq (n - 1)L \left( \frac{c_L(n)}{\epsilon_{\text{total}}} \right)^{\frac{1}{m_L-n-1}} T^{\frac{m_L}{m_L-n-1}}. 
\]  

The data presented in Fig. 4 indicate that \( c_L(n) \propto n \) giving a gate complexity \( O((nT)^{1+\frac{1}{m_L-n-1}}) \) which is consistent with known asymptotic scalings of product formulas for geometrically local Hamiltonians [47]. Note that by solving Eq. (10) for \( T \) we get

\[
T \geq \left( \frac{N_{\text{gates}}}{(n - 1)L} \right)^{\frac{m_L}{m_L-n-1}} \left( \frac{\epsilon_{\text{total}}}{c_L(n)} \right)^{-\frac{1}{m_L}}, 
\]  

i.e. the total simulation time feasible for given total error and gate count.

To compare \( N_{\text{gates}} \) in Eq. (10) and \( T \) in Eq. (11) of the classically optimized circuits with the corresponding values of Trotter product formulas, we note that the Trotter error has the same functional form as the classically optimized approximation error, i.e. \( \epsilon_{\text{Trotter}}(t) = c_L(n)^{Trotter} t^{m_L^{Trotter}} \). Therefore \( N_{\text{gates}} \) for the Trotter product formulas has the same form as Eq. (10) and \( T \) for the Trotter product formulas has the same form as Eq. (11). So we only need to compare the values of \( c_L(n)^{Trotter} \) and \( m_L^{Trotter} \). We conclude that the classically optimized circuits can lead to a considerable reduction of \( N_{\text{gates}} \) for given \( \epsilon_{\text{total}} \) and \( T \). Additionally we conclude that they can lead to a significant increase of \( T \) for given \( N_{\text{gates}} \) and \( \epsilon_{\text{total}} \).

**IV. DISCUSSION**

In this article we present classical algorithms that reduce the quantum hardware requirements for simulating the time evolution of quantum systems and we illustrate their performance for a local Hamiltonian with 40, 50 and 60 qubits for the same parameters used in Fig. 4 (a) i.e. \( S = 200 \), \( L = 2 \). The resulting data are shown in Fig. 4 (b). The phase error data are qualitatively similar to the approximation error data: at early times the phase error accumulates due to the Taylor approximation error whereas at larger times the error is related to the expressiveness of the ansatz. Furthermore, the phase error data normalized by the number of qubits also collapse onto a single curve (Fig. 4 (b) inset) indicating a linear scaling of the phase error with \( n \).

Let us address the question how many gates are needed to achieve a desired total error \( \epsilon_{\text{total}} \) for a total Hamiltonian simulation time \( T \). We know from our simulations that the approximation error has the form \( \epsilon_L(t) = c_L(n) t^{m_L} \) where \( c_L(n) \) and \( m_L \) are positive real numbers that are determined by the number of brickwall layers \( L \) in the ansatz. In particular, we observe in Fig. 3 that for small approximation errors, the error scales as a polynomial in \( t^{m_L} \) with an exponent which is independent of the qubit number \( n \) while the prefactors \( c_L(n) \) have a dependence on the number of qubits. We realize Hamiltonian simulation for a total time \( T \) by appending \( r = T/t \) circuits each approximating Hamiltonian simulation for \( t \ll T \) with error \( \epsilon_L \).
open boundary conditions using a variational brickwall quantum circuit. These algorithms can readily tackle a wider range of problems and optimize other types of quantum circuits. For example, periodic systems, Hamiltonians with nonlocal interactions or the sequential quantum circuit [19] can be considered. Even shallow two-dimensional quantum circuits, as required by some of the IBM quantum devices, can be handled by making use of tensor network techniques for two-dimensional systems, e.g. [48–52].

To efficiently work with time evolution over long times, we cut the total time evolution into several slices and then represent the shorter time evolution per slice using a 1st order Taylor approximation. It is interesting to study more accurate approximations [53], e.g. a higher-order truncated Taylor series or perhaps a Jacobi-Anger expansion [54], that decrease the number of slices needed for a certain accuracy. Any approximation of the time evolution operator as a finite polynomial \( \exp(-itH) \approx \sum_k a_k H_k \) leads to an objective function that is a finite sum \( F(\theta) = \text{Re}(\text{tr}[U^\dagger(\theta) \exp(-itH)]) = \sum_k a_k \text{Re}(\text{tr}[U^\dagger(\theta) H_k]) \). The question is whether the additional cost of evaluating higher powers of \( H \) can still lead to a reduction of the overall cost due to the smaller total number of slices.

We consider a variety of methods in this article for the numerical optimization of circuit parameters, ranging from a simple coordinatewise update scheme to a more sophisticated global Newton method. The new Newton approach outperformed all the other optimization procedures but is characterized by the largest computational cost per update due to the computation and inversion of the Hessian matrix. We have also analyzed the performance of the more efficient quasi-Newton methods BFGS [41] and L-BFGS [42] which do not need the explicit calculation and inversion of the Hessian matrix. We find that they both perform well and, although their convergence with the number of updates is slower, their advantage over the Newton method becomes apparent as the system size grows. Additionally combining the (quasi-)Newton approaches with automatic differentiation [55] leads to a particularly efficient approach.

Finally, let us also address the question of how do gate errors in current quantum devices affect our results. To model the gate errors, let us apply the two-qubit depolarizing channel [56] after each two-qubit gate so that each two-qubit gate has an error probability \( p \). Then, for \( K \) two-qubit gates and sufficiently small \( p \ll 1 \), the total gate error is approximately \( 1 - (1 - p)^K \approx pK \). To be more specific, we set \( K = (n - 1)L \) according to Fig. 2 and consider the current Quantum computer where \( p \approx 10^{-3} \) [57]. For the problems considered in this article, therefore, the total gate errors are in between \( 10^{-3} \) and \( 10^{-1} \). It is important to emphasize that the gate errors lower-bound the achievable accuracy when the circuits run on real quantum hardware. This implies that, when the comparison is done on actual quantum computers, the advantage of the classically optimized circuits over Trotter product formulas depends on the gate error probability \( p \) and increases for decreasing values of \( p \), which is discussed in more detail in App. F. Because the total gate errors are relatively large compared with the approximation errors, we can further speed up the classical optimization methods by using approximations such as approximate tensor network contractions and relaxed convergence conditions.

After completion of this work we learned about the related study [58].
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Appendix A: Tensor network algorithms

In this appendix we provide further details about the tensor network methods used to efficiently evaluate and optimize the cost function of Eq. (1).

To describe our approach it is convenient to use the diagrammatic notation to represent tensor networks. Figure 5 shows examples of that notation, see [30–32] for additional details.

Since the cost function Eq. (1) contains the circuit ansatz \( U(\theta) \) it is useful to express this circuit as a tensor network. To do this, we start at the level of the individual two-qubit gates of our ansatz shown in Fig. 6. We decompose the two-qubit gate

\[
U_{zz}(\theta) = \exp(-i\theta Z \otimes Z/2) = \cos(\theta/2)1 \otimes 1 - i\sin(\theta/2)Z \otimes Z \tag{A1}
\]
both the presentation of the Hamiltonian $H$ and the one-qubit bond dimension of the MPO representation of the $\tilde{\epsilon}$ error which scales formally as $\exp(-\tau H)$ so-called from [36]. There the authors show how to construct the MPO for some small time step $\tau$ and $\chi$ times, we obtain a MPO for $\chi<4$ using tensor network compression techniques [33]. For $L$ layers of our ansatz, by repeating the procedure in Fig. 8 $L$ times, we obtain a MPO representation that is exact if $\chi = 2^L$ or approximate if $\chi < 2^L$.

To approximate the unitary operator $\exp(-i\tau H)$ as an MPO for some small time step $\tau = t/S$ we use techniques from [36]. There the authors show how to construct the so-called $W^I$ and $W^{II}$ compact MPO approximations to the unitary $\exp(-itH)$ directly using the MPO representation of the Hamiltonian $H$. For a system of size $n$ both the $W^I$ and $W^{II}$ approximations have a total error which scales formally as $O(n^2)$ and a maximum MPO bond dimension $\tilde{\chi} = D - 1$ where $D$ is the maximum bond dimension of the MPO representation of the Hamiltonian.

Let us now discuss the tensor network for Eq. (1) and the computational cost of evaluating it. We have seen above that $U(\theta)$ is a MPO of bond dimension $\chi \leq 2^L$ and $\exp(-i\tau H)$ is a MPO of bond dimension $\tilde{\chi}$. The circuit $U_{s-1}$ is the optimized ansatz from the previous step which we represent by another MPO of bond dimension $\chi \leq 2^L$ equivalent to that of $U(\theta)$. We exactly contract the trace of the product of the three MPOs for $U(\theta)$, $\exp(-i\tau H)$ and $U_{s-1}$ following the steps illustrated in Fig. 9 whereby the network is contracted sequentially from top to bottom. It is straightforward to see that, by performing the contraction one tensor at a time, the computational cost of this procedure scales as $O(n\chi^2\tilde{\chi}^2) + O(n\chi^3)$ which is linear in $n$ and where $\chi \leq 2^L$. We note that for the Hamiltonian of Eq. (7) $\tilde{\chi} = 2$. In all of our optimizations we choose $\chi \leq 2^L$ large enough such that any approximations are negligible.

Gradients of the objective function are computed using the same tensor network contraction by first replacing the $j$th variational Pauli rotation $R_j(\theta_j) = \exp(-i\theta P_j/2)$ by its gradient, i.e. for $\partial F/\partial \theta_j$ replace $R_j(\theta_j)$ with $\partial R_j/\partial \theta_j = -iP_j R_j(\theta_j)/2$. A similar procedure can be used to calculate the Hessian $\partial^2 F/\partial \theta_j \partial \theta_k$. For a circuit with $Q$ parameters, this naive procedure incurs a computational cost which is $Q$ times the cost of contracting the network for $F$ as described in the previous paragraph; similarly for the independent terms in the Hessian matrix. However, the efficiency of calculating gradients and the Hessian can be improved considerably by computing their entries in parallel or by caching and reusing tensor environments rather than performing the full tensor network contraction for each gradient or Hessian term.

Automatic differentiation can also be used to calculate derivatives and may simplify the task significantly [55].

Appendix B: Spectral norm

As an alternative to the approximation error of Eq. (2), in this appendix we study the spectral-norm distance

$$
\epsilon_{\text{spec}} = \| \exp(-i\tau H) - U_{\text{approx}} \| \quad (B1)
$$

where $\| (\cdot) \|$ denotes the spectral norm of $(\cdot)$.
Figure 9. Trace over a product of three MPOs as required for the evaluation of Eq. (1). We first contract the three tensors in the top-most dashed rectangle into one large tensor represented by an oval node with three indices. Then we contract this large tensor with the three adjacent tensors one after another. The procedure is repeated $O(n)$ times until the final contraction with the bottom-most three tensors gives the desired scalar number representing the trace over the MPO product.

Figure 10 shows the spectral-norm distance as a function of time for the same set of circuits $n \in [5, 8, 10]$ and $L \in [1, 2, 3, 4, 5, 6]$ and for the same Hamiltonian considered in Fig. 3. By fitting $\epsilon_{\text{spec}} = ct^m$ to the data, we get the prefactors and exponents given in Tab. II. The exponents of the spectral-norm distance curves are approximately equal to those of the approximation error whereas the prefactors tend to be larger, cf. Tab. I. Further details on the calculations for Fig. 10 and Tab. II are provided in App. E.

Appendix C: Gate optimization methods

In this appendix we assess the performance of the coordinatewise approach and the Newton method by considering the approximation error achieved after successive iterations of the algorithms. For the coordinatewise method, one step of the algorithm corresponds to the update of a single variational parameter, whereas a single step of a global version of the Newton method updates

![Spectral-norm distance](image)

**FIG. 10.** Spectral-norm distance as a function of time for classically optimized brickwall circuits of $L$ layers, $n$ qubits and for the Hamiltonian of Eq. (7) with parameters $(J, g, h) = (2.0, 1.0, 1.0)$. The classical optimization was performed using the exact method outlined in Sec. III. A constant factor increase in the spectral-norm distance is observed as $n$ increases while the error scalings (slopes of the linear parts of the curves) are approximately independent of the system size.

**TABLE II.** Comparison of error scalings $\epsilon_{\text{spec}} = c(n)t^m$ for circuits approximating the unitary $\exp(-itH)$ constructed using Trotter product formulas [45, 46] and via classical optimization. The prefactors $c(n)$ (lower table) and exponents $m$ (upper table) are found by fitting to the spectral-norm distance data (see App. E for details). Note that the $L = 5$ Trotter-Suzuki product formula is constructed using the recursion relation in equation (3.14) of [46].

| $L$ | $n=5$ | $n=8$ | $n=10$ | $n=5$ | $n=8$ | $n=10$
|-----|-------|-------|--------|-------|-------|-------
| 1   | 2.9(1)| 2.9(1)| 2.9(2)| 1.98(4)| 1.97(5)| 1.97(5)
| 2   | 4.4(1)| 4.5(3)| 4.4(3)| -      | -      | -      
| 3   | 6.1(2)| 6.2(2)| 6.2(1)| 4.94(9)| 4.94(9)| 4.94(9)
| 4   | 7.0(1)| 6.8(2)| 6.6(1)| -      | -      | -      
| 5   | 7.9(3)| 8.0(5)| 7.9(2)| 4.98(2)| 4.98(2)| 4.98(2)
| 6   | 9.2(2)| 9.1(3)| 9.0(2)| -      | -      | -      

1. $8.7(7) \cdot 10^{-1}$
2. $3.7(2) \cdot 10^{-2}$
3. $1.8(1) \cdot 10^{-3}$
4. $7.7(9) \cdot 10^{-5}$
5. $5(2) \cdot 10^{-6}$
6. $3(3) \cdot 10^{-7}$
all variational parameters at once. Between these two extremes we also perform the Newton method on a gate-by-gate and layer-by-layer basis, whereby only those variational parameters within a single gate or within a single layer, respectively, are updated simultaneously while all others remain fixed. Additionally we compare the coordinatewise and Newton method with the Adam optimizer [59].

Figure 11 shows the performance of each algorithm. We observe that the global Newton method converges to the lowest approximation error in the fewest number of just ten steps. In contrast, the Newton method on a gate-by-gate basis converges more slowly and produces a circuit with a larger approximation error, whereas the Newton method on a layer-by-layer basis produces results which lie somewhere in between the global and local update methods. Remarkably, after ten thousand iterations, the very efficient coordinatewise update method compares well to both batched Newton methods. Finally, after many iterations spent near local minima, the Adam optimizer with a step size $\alpha = 10^{-4}$ and exponential decay rates $\beta_1 = 0.9$ and $\beta_2 = 0.99$, converges to an approximation error less than $10^{-4}$.

While the global Newton method is the most accurate method, it is also the most computationally expensive since it requires explicit calculation of the Hessian matrix, which, for a circuit with many parameters, becomes cumbersome to evaluate. We have found that quasi-Newton methods such as BFGS[41] and L-BFGS[42] also give satisfactory results without having to calculate the Hessian explicitly.

In the following paragraphs we investigate under which circumstances gradients of the cost function tend to zero such that the optimization landscape of the cost function is said to be in a barren plateau [60, 61] and the circuits therefore cannot be optimized. In particular we investigate the magnitude of the gradients of the normalized cost function

$$F(\theta) = \text{Re}\{\text{tr}[U^\dagger(\theta) \exp(-i\tau H) U_{s-1}]\}/2^n \quad (C1)$$

as a function of the number of qubits $n$ and the time step $\tau$.

To investigate the effect of different circuit initializations, we concentrate on the first step $(s = 1)$ of the Taylor based sequential optimization method where $U_0 = 1$ in the cost function Eq. C1. For a small time step $\tau$, the unitary evolution operator $\exp(-i\tau H)$ is approximated by a Taylor approximation and the absolute values of the gradients of the cost function $|\nabla_\theta F(\theta)|$ are evaluated for a range of $n$ and $\tau$. Importantly, the values of $\theta$ are either chosen randomly, which we call random initialization (Fig. 12), or they are all set to zero such that, initially, $U(\theta) = 1$, which we call identity initialization (Fig. 13). We study the Ising Hamiltonian Eq. (7) with $(J, g, h) = (2.0, 1.0, 1.0)$.

For the random initialization in Fig. 12 we see a clear exponential decay of the mean and median of the absolute values of the cost function gradients as the number of qubits increases. This exponential decay is present for all values of the time step $\tau$ and therefore random initialization leads to barren plateaus. For identity initialization in Fig. 13 we find that both the mean and median of the absolute value of the gradients decay much more slowly as a function of $n$ and furthermore, the rate at which they decay can be reduced by decreasing the time step $\tau$.

Next we examine whether barren plateaus emerge in subsequent steps of the sequential optimization scheme.
in the case where identity initialization is used in the first step. To this end, we again examine the mean and median of the absolute values of the gradients for systems of $n = 10$ and $n = 60$ qubits and brickwall circuits of two layers. More precisely, we examine $|\nabla_{\theta} F(\theta)|$ at the beginning of each slice $s$ of the sequential optimization, i.e. before the first iteration of the classical optimizer. We set the total number of slices in the sequential optimization to $S = 200$ and the total time $tJ = 4.0$ such that $\tau = t/S = 0.01$. The results shown in Fig. 14 demonstrate that we do not encounter barren plateaus. This can be understood as follows. The identity initialization provides a good initialization for the first slice of the sequential optimization. After optimizing the first slice, we are left with a set of optimized parameters $\theta_1$ which provide a good initialization for the second slice of the sequential optimization, after which we are left with $\theta_2$ and so on.

**Appendix D: 5-qubit results**

In this appendix we supplement the data shown in Fig. 1, which is calculated for a system of $n = 8$ qubits, with the equivalent data calculated for $n = 5$ qubits. Figure 15 shows the approximation error as a function of time for brickwall circuits of one (a), two (b) and three (c) layers.
Appendix E: Error scaling

In this appendix we provide further details on the calculation of the data in Figs. 3 and 10 and on the fitting procedure used to find the prefactors and exponents given in Tabs. I and II.

The results in Figs. 3 and 10 are calculated using the exact method and a quasi-Newton optimization scheme. For each value \((n, L)\) we optimize \(S = 40\) slices in sequence and for each slice we demand that the two-norm of the vector of gradients falls below \(10^{-8}\) to achieve convergence. The PastaQ.jl [40] packages were used to calculate the cost function and its gradients.

The choice of scaling function \(\epsilon = c(n)t^m\) is motivated by the empirical observation that the data lie on a straight line in the log-log scale. This choice is further supported by the known error scaling for Trotter product formulas. To estimate the exponent \(m\) from the data we perform a least-squares fit of \(y(x) = \log(c) + mx\) where \(x = \log(t)\) and \(y = \log(\epsilon(t))\), time is rescaled by \(t \rightarrow tJ\) and \(\epsilon(t)\) is either \(\epsilon_{\text{approx}}\) of Eq. (2) or \(\epsilon_{\text{spec}}\) of Eq. (B1). The fit is performed using a subset of \(\kappa\) data points between an initial time \(t_i\) and a final time \(t_f\) chosen such that those data are approximately linear on a log-log scale; below \(t_i\) the data suffer from the finite precision of the optimization while data above \(t_f\) have large errors causing a deviation from the power-law scaling. Multiple fits are performed using the \(\kappa\) data points. First we take each pair of \(l = 2\) consecutive data points and fit the power law using a least-squares routine. We then repeat this for \(l \in [3, 4, \ldots, \kappa]\) such that we are left with a set of prefactors \(\{c_j\}\) and exponents \(\{m_j\}\). The mean values of these sets are calculated to give the \(c\) and \(m\) quoted in Tabs. I and II. The uncertainties of the prefactors and exponents are estimated by the maximum deviation from the mean value.

Appendix F: Experimental noise

To assess how experimental noise affects our results, in this appendix we consider the effect of gate errors as they are present in current quantum devices.

In Fig. 16 we show the infidelity \(I = \langle |\psi_{\text{exact}}| \psi_{\text{approx}}| \rangle^2\) as a function of time between states evolved using the exact unitary operator \(|\psi_{\text{exact}}\rangle = \exp(-itH)|\psi_{\text{init}}\rangle\) and those evolved using approximating circuits \(|\psi_{\text{approx}}\rangle = U_{\text{approx}}|\psi_{\text{init}}\rangle\). The infidelity is averaged over a set of 50 initial states \(|\psi_{\text{init}}\rangle\) which are drawn from the set of random bitstrings.

The approximating circuits \(U_{\text{approx}}\) are constructed by appending multiple circuits found using a second-order Trotter product formula or via classical optimization. More specifically, the six layer circuits in Fig. 16 (a) are composed by appending either six Trotter II layers, six brickwall of one layer circuits, three brickwall of two layers circuits or two brickwall of three layers circuits such that all six layer circuits have the same number of two-qubit gates. In a similar way we construct the twelve layer circuits in Fig. 16 (b).

The infidelity as a function of time for the classically optimized circuits is similar in character to the approximation error, cf. Fig. 1. At early times there is regime where the infidelity increases with a shallow slope due to the Taylor approximation while at larger times the infidelity increases with a larger slope related to the expressiveness of the ansatz. As is also the case for the approximation error, classically optimized circuits can achieve infidelities which are orders of magnitude smaller than Trotter product formulas of the same two-qubit gate count.

We estimate the effect of noise by approximating the total error arising from two-qubit gates. To the lowest-order approximation, the fidelity due to noisy two-qubit gates is given by \((1-p)^K\) where \(p\) is the average error rate of two-qubit gates and \(K\) is the number of those gates in the circuit. In Fig. 16 the approximate infidelity due to
noisy two-qubit gates is indicated by a horizontal line for various values of $p$. The minimum infidelity achievable is set by the noise and therefore the improvement obtained by using classically optimized circuits instead of Trotter product formulas is also limited by noise. We see in Fig. 16 that, as $p$ decreases, i.e. hardware gate fidelities improve, the advantage of using classically optimized Hamiltonian simulation over Trotter product formulas increases.
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