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An intelligent evaluation method is presented to analyze the competitiveness of airlines. From the perspective of safety, service, and normality, we establish the competitiveness indexes of traffic rights and the standard sample base. The self-organizing mapping (SOM) neural network is utilized to self-organize and self-learn the samples in the state of no supervision and prior knowledge. The training steps of high convergence speed and high clustering accuracy are determined based on the multistep setting. The typical airlines index data are utilized to verify the effect of the self-organizing mapping neural network on the airline competitiveness analysis. The simulation results show that the self-organizing mapping neural network can accurately and effectively classify and evaluate the competitiveness of airlines, and the results have important reference value for the allocation of traffic rights resources.

1. Introduction

Traffic rights are the most competitive resources for airlines to enter the international aviation market. According to the convention on the International Civil Aviation (Chicago Convention), civil aviation authorities of each country can sign a bilateral or multilateral air transport agreement, which stipulates the right of each designated airline to operate an agreed flight on a prescribed route. Based on the different agreements, some countries do not limit the number of designated carriers, route list, and capacity quota for airlines. Airlines can arrange flight plans according to route network planning and market demand, such as China and the Association of Southeast Asian Nations (ASEAN) countries. Other countries have set restrictions on the operation rights of airlines, and the resources of traffic rights are relatively scarce. There exists competition for the traffic rights among the airlines. The reasonable allocation of these traffic rights resources is of great significance to the aviation transport market. There are many experiences in the airline management of other countries. The most reasonable allocation basis for the traffic rights resources is based on the competitiveness ranking of the airlines.

The experts and scholars have studied the competitiveness of airlines deeply. The competitiveness of airlines can be measured in terms of some indexes, such as normality [1, 2], safety [3, 4], service [5, 6], productivity [7], on-time performance [8], and market share [9] [10–12]. However, these studies of airlines’ competitiveness are mainly from the perspective of airlines to acquire and retain customers in such a highly competitive market [13–15]. There is little research on the levels and competitiveness from the perspective of management departments, so as to provide a support for the allocation of the traffic rights resources. It is thus the primary purpose of this paper to evaluate and analyze the competitiveness of airlines based on the management organization.

At present, the analysis and evaluation of airline competitiveness mainly focus on the use of the analytic hierarchy process (AHP), fuzzy comprehensive evaluation, factor analysis, Delphi technique, data envelopment analysis (DEA) model, grey clustering analysis, and other methods [16–18]. Among them, Delphi technique is a qualitative method for structuring a group communication process so that the process is effective in allowing a group of individuals, as a whole, to deal with a complex problem [19].
Because the airlines competitiveness can be viewed as a complex problem, Delphi technique was utilized to reach a consensus among the airlines experts. The AHP technique is “a theory of measurement through pairwise comparisons and relies on the judgments of experts to derive priority scales.” It can determine the priority of the key competitiveness indicators and drivers of airlines [20]. Delbari et al. investigated the competitiveness of airlines using Delphi and AHP techniques. The results revealed that the ranking of the key competitiveness drivers with respect to each indicator differs significantly [21]. Yu and Li [22] used the multilevel fuzzy comprehensive evaluation method to carry out the empirical analysis and the competitiveness analysis of network airlines, so as to solve the fuzzy problem of evaluation indexes and evaluation grades. Fu and Wu [23] established a simple fuzzy analytic hierarchy process of the competitiveness evaluation model of airlines and analyzed the changes of the competitiveness level of airlines in different periods. Li et al. [24] chose the entropy weight extension matter-element model to evaluate the competitiveness of airlines. He believed that airlines can cultivate the competitiveness according to the evaluation results. Li and Wu [25] established a two-stage analysis model reflecting the subjective and effective efforts of airline managers and selected 15 domestic airlines as empirical samples to analyze the competitiveness ranking of each airline. Bai et al. used the DEA model to establish an evaluation method to evaluate the airline’s service quality. This method does not need explicit expression of the relationship between input and output, and the result has certain practical value [26, 27]. The abovementioned correlation analysis mainly relies on the model to evaluate the competitiveness of airlines, and the methods mainly rely on the experience and evaluation of experts themselves, which is subjective and lacks the direct reflection of relevant data.

In order to ensure the fairness of the analysis, we use a novel algorithm of self-organizing feature mapping neural network to model and analyze. The self-organization map network has good self-organization, self-adaptation, and robustness [28]. It can learn or simulate the unknown environment or sample space without prior knowledge and can deal with quantitative and qualitative knowledge at the same time [29–31], which avoids the subjective evaluation of the competitiveness of airlines. Due to the use of self-learning without teachers, it is a recognition network based on small sample training, which is different from the traditional neural network that requires a large number of training samples to ensure the accuracy of the analysis [32–36]. It is of certain significance for the analysis of the small sample size of the competitiveness of airlines. In addition, there are many factors in the competitiveness of airlines. The network model has the characteristics of distribution [37, 38], which is quite suitable for the study of the classification mechanism of the competitiveness of the airlines. Therefore, this paper uses the index data of traffic rights as feature samples to input SOM neural network for competitiveness analysis and clustering and uses the index data of typical airlines as an example to verify, so as to determine the level of competitiveness of each airline.

In the subsequent sections, we first analyze the key performance indexes suitable for evaluating competitiveness of the airlines. Next, we develop a self-organizing mapping neural network model and design an algorithm process to evaluate the airlines. We then establish a standard sample library to train the SOM network and utilize the actual data to obtain the airline competitiveness results. Finally, we conduct a discussion to compare the SOM neural network method with the grey clustering analysis so as to verify the effectiveness of the method.

2. Determination of Traffic Right Indexes

In China, the civil aviation transportation industry is a fully competitive service industry. Management organizations mainly evaluate and choose airlines through the dimensions of safety, service, and normality. Here, we mainly stand in the perspective of management organizations to make the safety, normality, and service as the basic indexes to evaluate the level of competitiveness. Among them, safety is the foundation of civil aviation operation, and service and normality are the key links of airline competitiveness. These three dimensions constitute the basic indexes of airline competitiveness evaluation and analysis. Considering the perspective of safety, service, and normality, this paper selects four indexes, namely, the ten-thousand-hour rate of flight accidents, the abnormal rate of flights caused by the airline, the rate of passenger complaints, and the rate of flight plan execution, for the evaluation and analysis of the airline competitiveness.

The ten-thousand-hour rate of flight accidents refer to the events that affect or may affect flight safety in every ten-thousand-hour flight activities. It is the core evaluation index for the safe operation of airlines. The abnormal rate of flights caused by the airline refers to the percentage of abnormal flights caused by airline’s own reasons in the number of scheduled flights in the assessment cycle. It objectively reflects the flight operation organization and enterprise service management level of the airline and is an important index to assess the operation quality of the airline. The passenger complaint rate refers to the percentage between the number of passenger complaints and passenger traffic volume, which is the main measure of passengers’ satisfaction with the transportation services provided by airlines. The rate of flight plan execution refers to the percentage of the actual and planned flight volume of the airline, which reflects the core index of the efficiency of the airline’s flight execution.

3. A Self-Organizing Mapping Neural Network

3.1. SOM Network Model. SOM is a new unsupervised competitive learning feedforward neural network model. Considering the unique attributes of SOM model, self-organization and feature mapping, SOM has its core characteristics, that is, fully and effectively retaining the neuron topology. Due to this feature, the winning neuron of the network model and its neighborhood neuron adjust the weight together, and the neighborhood of the neuron is more sensitive to the specified input. In the analysis competitiveness
of the airlines, the determination of index weight avoids the situation that the weight is easily influenced by personal subjective opinions when the weight is determined artificially. At the same time, it avoids the situation that the weight is easily inconsistent with the actual state when it is determined completely according to the numerical value. The analysis result is more stable and efficient.

Firstly, a self-organizing feature mapping neural network model is constructed, which is composed of input layer and competition layer (output layer). The number of neurons in the input layer is \( n \). Set the characteristic input node, \( x_1, x_2, \ldots, x_n \). The competition layer is the output layer, which is a two-dimensional plane array composed of \( a \times b \) neurons. Each input neuron is connected with all the neurons in the two-dimensional plane array. The training process of SOM network is to constantly adjust the connection weight of network nodes, so that different input types correspond to different neurons in the two-dimensional plane array. Figure 1 shows the structure of the model.

As shown in Figure 1, each node of the competition layer is arranged into a neighborhood mode in some specific form, which specifies the neighborhood structure of each neuron and the location of characteristic nodes belonging to the domain or excluding from the neighborhood. According to the results of the network specific identification and classification, all nodes in the output layer are connected or partially connected. All input nodes and output nodes between input layer and competition layer are connected by weight. This ensures that in the process of SOM neural network training, not only the weights and thresholds corresponding to the winning neuron will be adjusted but also other neurons in the adjacent range will have the opportunity to adjust the weights and thresholds, which guarantees the good learning ability and generalization ability of SOM neural network.

3.2. Algorithm Process. The input of the SOM is the competitiveness index value of each airline. Then, the input sample set is classified. The index component parameter vector corresponds to the neuron weight vector of the output layer one by one. In order to clearly describe the learning process of network model, the flowchart of SOM network model learning algorithm is constructed as shown in Figure 2.

3.2.1. Initialization. Generally, any value in the interval \([0, 1]\) of the weight vector will be given, expressed in \( W \). The weight vector \( W = [w_{i1}, w_{i2}, \ldots, w_{iN}]^T (i = 1, 2, \ldots, N) \). The learning rate is \( \eta, \eta \in [0, 1] \).

3.2.2. Set the Input Vector. The input vector is composed of indicators, that is, the training samples of the network model are

\[
X = [x_1, x_2, x_3, \ldots, x_{N-1}, x_N]^T.
\]

3.2.3. Derive the Euclidean Distance. \( W_{ij} \) represents the weight of the neuron \( i \) in the input layer and the neuron \( j \) in the mapping layer. The Euclidean distance between the input vector and the weight vector is derived to obtain the specific location of the neuron. The Euclidean distance \( d_i \) is calculated by

\[
d_i = \| X - W_j \| = \sqrt{\sum_{t=1}^{n} \left[ x_i(t) - w_{ij}(t) \right]^2}.
\]

3.2.4. Label the Winning Neurons. The position of the winning neuron is the minimum neuron position of Euclidean distance between the input vector and the weight vector. The Euclidean distance between the input vector and the weight vector is expressed by \( \| \cdot \| \). When the input vector is \( X \), the \( t \)-th neuron wins, which needs to meet the following requirements:
\[ \| X - W_i \| = \min_i \| X - W_i \|, \quad i = 1, 2, 3, \ldots, N - 1, N. \]  

(3)

3.2.5. Cooperation of Topological Neighborhood Neurons. The winning neurons are located in the center of the topological neighborhood and consist of single or group neurons. According to the construction of network model, the shape of neighborhood is selected. Common neighborhood geometry includes linear neighborhood, square neighborhood, polygon neighborhood, etc. In order to improve the efficiency of cooperation, this paper chooses hexagon neighborhood as the neighborhood shape of airline competitiveness network model, as shown in Figure 3.

In the process of training, the neighborhood radius and the number of winning neurons gradually increase. As the only index to determine the size of neighborhood, the radius of topological neighborhood is recorded as \( N_i(n) \), which represents the radius of topological neighborhood under \( n \) times of superposition, that is, the area of neighborhood. It changes with time. The rule is described by equation (4), and the neighborhood change under the specified conditions is described in Figure 4:

\[ N_i(n) = \text{INT}\left( N_i(0) \left(1 - \frac{n}{N}\right)\right), \quad n = 1, 2, 3, \ldots, N, \]  

(4)

where \( \text{INT}(\cdot) \) is to round the function, \( N_i(0) \) is the initial value of the topological neighborhood, and \( N \) is the total number of iterations.

3.2.6. Adjust the Weight. The weight vector of all winning neurons in the neighborhood is updated until the recognition results meet the specific requirements of the first set competitiveness level judgment. The updating adopts the Hebb learning method. According to equation (5), the connection weights of input neurons and neighboring neurons are modified:

\[ \Delta w_{ij} = w_{ij}(t + 1) - w_{ij}(t) = \eta(t)\left[ x_i(t) - w_{ij}(t) \right], \]  

(5)

where \( \eta(t) \) is the learning rate at time \( t \), \( \eta(t) \in [0, 1] \). \( \eta(t) \) decreases gradually with the increase of time and is inversely proportional to \( t \), and its expression is

\[ \eta(t) = \frac{1}{t}, \]  

or \( \eta(t) = 0.2 \left(1 - \frac{t}{1000}\right) \).  

(6)

3.2.7. Calculate the Output Value \( O_k \). The calculation output value is given as

\[ O_k = f\left( \min_i \| X - W_i \| \right). \]  

(7)

Then judge whether the output results meet the requirements of the preset competitiveness level. If the result meets the requirements of the competitiveness level, export the competitiveness level; if the result does not meet the requirements of competitiveness level, return to step (2) to continue learning until it meets the results of competitiveness level.

4. Analysis of Airline Competitiveness Results

4.1. Standard Sample Library. Using the factors of competitiveness introduced in Section 1, four main indexes are selected for testing: the ten thousand-hour rate of flight accidents, the abnormal rate of flights caused by the airline, the rate of passenger complaints, and the rate of flight plan execution. In this paper, four linguistic variables are selected, and the evaluation characteristics are divided into “excellent,” “good,” “general,” and “poor.” The index values of the 20th percentile, the 40th percentile, the 60th percentile, and the 80th percentile of each index of airlines are taken as the standard samples of four evaluation characteristics, as shown in Table 1.
4.2. SOM Network Training. The evaluation grade and the four indexes of the corresponding index types (i.e., the ten thousand-hour rate of flight accidents, the abnormal rate of flights caused by the airline, the rate of passenger complaints, and the rate of flight plan execution in Table 1) are taken in the standard sample as the input vector of SOM network \([x_1, x_2, x_3, x_4]\). The competition layer of the network is set as \(6 \times 6 = 36\) neurons; the number of training steps is set as 10, 50, 100, 200, 500, and 1000. The classification effect of different training steps in the SOM network training process is shown in Table 2, where different numbers represent different classification numbers. Figure 5 shows the topology of the winning neurons in different steps.

It can be seen from Table 2 and Figure 5 that, when the number of training steps is 10, excellent and good can be divided into one category and general and poor can be divided into one category. The SOM network only preliminarily classifies standard samples. When the number of training steps increases to 50 and 100, the classification accuracy will be further improved with the gradual increase of training steps, so as to distinguish excellent, good, and general. When the number of training steps reaches 200, the four evaluation levels are completely distinguished. At this time, if we continue to increase the number of training steps to 500 or even 1000, each sample is divided into one category, which has no practical significance. Therefore, 200 steps are the best number of training steps. According to the number of excellent, good, general, and poor neurons corresponding to the 200 step training in Table 2, we can see that the competitive winning neurons in four situations are 7, 26, 30, and 6, respectively, as shown in the grey hexagon in Figure 5 (4). Each neuron has a topological position, that is, \((x, y)\) in the neuron coordinates. It can be seen that the corresponding states of four types of standard samples are clearly distinguished in the two-dimensional array.

| Evaluation characteristics | Ten-thousand-hour rate of flight accidents | Abnormal rate of flights caused by airline | Rate of passenger complaints | Rate of flight plan execution |
|-----------------------------|-------------------------------------------|-------------------------------------------|------------------------------|-------------------------------|
| Excellent                   | 0.0000                                    | 0.1493                                    | 0.2108                       | 0.4049                        |
| Good                        | 0.0072                                    | 0.1542                                    | 0.2273                       | 0.4413                        |
| General                     | 0.0446                                    | 0.1572                                    | 0.2444                       | 0.6811                        |
| Poor                        | 0.1382                                    | 0.1596                                    | 0.2832                       | 0.8124                        |

4.3. Application and Validation. In order to validate the effect of SOM neural network on airline competitiveness evaluation analysis, 20 typical Chinese airlines index data of 2019 are selected. The data are from the transportation department of Civil Aviation Administration of China. The SOM neural network trained in Section 3.2 is input to get airline competitiveness analysis results.

Combining Table 3 and Figure 6, it can be seen that the category label of sample nos. 1, 7, 10, 16, and 19 is 7, which belongs to the excellent category label of clustering results; the category label of sample nos. 6, 8, 9, 11, and 20 is 26, which belongs to the good category label of clustering results; the category labels of sample nos. 2, 5, 13, 17, and 18 is 30, which belongs to the general category label of clustering results; the category labels of sample nos. 3, 4, 5, 12, 14, and 15 is 6, which belongs to the poor category label of clustering results. The evaluation results above are mostly consistent with the actual situation. The above results can accurately predict the competitiveness of different airlines. The results have a certain reference value for the allocation of traffic rights.

Similarly, we select 20 typical Chinese airlines index data of the past 5 years. The index data are input into SOM neural network to analyze the competitiveness evaluation results of the airlines. The evaluation accuracy TP is calculated as follows:

\[
TP = \frac{1}{n} \sum_{i=1}^{n} \frac{X_i - E_i}{X_i}
\]

Among them, \(n\) represents the data year, \(X_i\) represents the total amount of the samples in the \(i\)-th year, \(E_i\) represents the error samples in the \(i\)-th year, and TP represents the evaluation accuracy. According to the calculation of the prediction results, \(TP = 94.8\%\). The evaluation accuracy is within a reasonable range. The above prediction results and evaluation accuracy have a good clustering and evaluation effect for the competitiveness analysis of airlines. It has a certain value for the aviation authority to allocate scarce traffic right resources, so that airlines pay more attention to safety, normality, and service, form a benign competition and ultimately enhance the overall competitiveness of the industry.

5. Discussions

The SOM neural network herein is utilized to conduct a cluster evaluation of the airlines. In the previous studies, the grey clustering analysis is an evaluation method to analyze...
the airlines. As described in reference [39], the operation and service quality of the airlines was evaluated and analyzed based on the grey clustering analysis. The whitening weight function is determined the experience, which has a certain of subjectivity as shown in Figure 7. Through the analysis of index data of 20 typical domestic airlines from July to

| Sample label | Ten-thousand-hour rate of flight accidents | Abnormal rate of flights caused by airline | Rate of passenger complaints | Rate of flight plan execution |
|--------------|------------------------------------------|-------------------------------------------|-----------------------------|-------------------------------|
| 1            | 0.0000                                   | 0.1458                                    | 0.2438                      | 0.9902                        |
| 2            | 0.0230                                   | 0.1472                                    | 0.2042                      | 0.4173                        |
| 3            | 0.1310                                   | 0.1525                                    | 0.8897                      | 0.3492                        |
| 4            | 0.1430                                   | 0.1568                                    | 0.2470                      | 0.4473                        |
| 5            | 0.0000                                   | 0.1587                                    | 0.2290                      | 0.3966                        |
| 6            | 0.0000                                   | 0.1602                                    | 0.2206                      | 0.6667                        |
| 7            | 0.0090                                   | 0.1668                                    | 0.3074                      | 0.8615                        |
| 8            | 0.0680                                   | 0.1677                                    | 0.2859                      | 0.7396                        |
| 9            | 0.0060                                   | 0.1765                                    | 0.3897                      | 0.8258                        |
| 10           | 0.0180                                   | 0.1776                                    | 0.2832                      | 0.8950                        |
| 11           | 0.0000                                   | 0.1793                                    | 0.1958                      | 0.6674                        |
| 12           | 0.1320                                   | 0.1823                                    | 0.7352                      | 0.5384                        |
| 13           | 0.0000                                   | 0.1927                                    | 0.4982                      | 0.8219                        |
| 14           | 0.0000                                   | 0.1953                                    | 0.4810                      | 0.5000                        |
| 15           | 0.0000                                   | 0.1958                                    | 0.2594                      | 0.3418                        |
| 16           | 0.0390                                   | 0.2075                                    | 0.0000                      | 0.8986                        |
| 17           | 0.0000                                   | 0.2139                                    | 0.3597                      | 0.7738                        |
| 18           | 0.0160                                   | 0.2317                                    | 0.3415                      | 0.6035                        |
| 19           | 0.0000                                   | 0.2516                                    | 0.1886                      | 0.7813                        |
| 20           | 0.0210                                   | 0.1817                                    | 0.2958                      | 0.8032                        |

Note: data are from Civil Aviation Administration of China.
December 2019, the rating of each airline’s operating service quality is shown in Table 4.

From Table 4, we can see that the quantity of the excellent level is 9, while the quantity of the poor level is just 2. This is because that the weight of the grey class is determined by the subjective judgment of people. The situation leads to the cluster results where fluctuations exist so that resources cannot be allocated reasonably.

In addition, we also compare the clustering method of the principal component analysis (PCA) from reference [40]. In this existing related work, principal component analysis (PCA) was used to study the index data of samples. The sample index data were standardized. According to the standardized sample index data, the covariance matrix of the factor was obtained, which was the correlation matrix of the original sample index data. Then, the contribution rate of the selected principal components and the cumulative contribution rate of each principal component were calculated. The number of principal components was determined, so as to calculate the comprehensive evaluation value. Finally, the reference obtained the comprehensive score of competitiveness evaluation of five airlines in 2007–2010, as shown in Table 5.
Comparing the PCA method with the proposed method, the PCA can obtain the scores of the airlines, which is more intuitive, while the selected principal components and their number are gained from the expert experience. It has certain subjectivity. The method of SOM neural network is to train and learn the standard sample library, which is more objective. And, the results will not be changed by the human factors. It is more suitable for clustering analysis of airline competitiveness.

6. Conclusions

This paper proposed an analysis method of competitiveness of the airlines based on SOM neural network. This method has a good judgment effect on the classification of competitiveness of the airlines. Considering the perspective of safety, service, and normality, the indexes are determined as the ten-thousand-hour rate of flight accidents, the abnormal rate of flights caused by the airline, the rate of passenger complaints, and the rate of flight plan execution. The SOM neural network is used to train and learn the standard sample library. The multistep setting is utilized to determine the number of training steps for high network convergence speed and high clustering accuracy.

The results show that the SOM neural network algorithm has a good clustering and evaluation effect on the analysis of the airline competitiveness through the verification of examples. Based on small samples of the airlines, the evaluation accuracy reached 94.8%, and it was a relatively accurate evaluation accuracy. It has an important reference application value for the allocation of scarce traffic rights resources and the allocation of other key resources.

In addition, further investigation of the airline competitiveness analysis is needed. On one hand, more comprehensive index parameters on airline competitiveness need to be considered. On the other hand, using scientific calculation methods to rank the airlines competitiveness needs to be explored further. For this purpose, it will conduct reasonable allocation of traffic rights resources effectively.
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