Design and Implementation of 64-bit SRAM and CAM on Cadence and Open-source environment
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Abstract—Low-power IC design has become a priority in recent years because of the growing proliferation of portable battery-operated devices, bringing Static Random-Access Memory (SRAM) and Content Addressable Memory (CAM) into play. In today’s SoCs, embedded SRAM units have become a necessary component. There is a lack of chips in the current world and to manufacture chips there is the requirement of Electronic Design Automation(EDA) tools that can perform better. In this paper, the main motive is to showcase the performance of open-source tools available currently which can still generate the required output with no cost. In this new era of fast mobile computing, traditional SRAM cell designs are power-demanding and underperforming. Rather than lowering manufacturing costs through high-volume production, specialty memory give cost-effective alternatives through architecture. Specialty memory devices enable the designer to address issues like board area, important timing, data flow bottlenecks, and so on in ways that high-volume regular memory devices cannot. Implementation of memory devices on Cadence environment and open-source environment to check the compatibility and compare the power, area, and delay of both 64-bit SRAM and CAM also analysing and validating the results of both the memory devices in this paper. For SRAM in a cadence environment, the calculated power, area, and slack have improved values, namely 0.145mW, 1104.3µm², and positive slack of 6636 for pre-layout analysis. Furthermore, the power for 64-bit CAM in a cadence context is nearly identical to those for an open-source environment -0.8mW. In an open-source environment, the calculated slack for CAM is 4.74.
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I. INTRODUCTION

Computer memory refers to any physical device capable of temporarily storing information, such as RAM (random access memory), or permanently storing information, such as ROM (read-only memory) (read-only memory). Memory devices use integrated circuits (ICs), which are used by operating systems, software, and hardware. A CAM is a memory that implements the lookup-table function in a single clock cycle using dedicated comparison circuitry. CAMs are often found in network routers for packet forwarding and categorization, but they can also be found in a wide range of other applications that require quick table searching. The key CAM design problem is to limit the amount of power consumed by the vast quantity of parallel active circuitry without losing speed or memory density. Large integrated storage is required for image processing and other multimedia applications. Approximate memory has been proposed as a possible energy-efficient solution for such error-tolerant applications in some previous studies. When compared to normal 6-T SRAM cells with the same bit error rate, a single-ended 6-T (SE6T) static random-access memory (SRAM) cell has around 50% less dynamic power [1]. In the XNOR-SRAM bitcell, the ternary XNOR operations are accumulated on the read bit line (RBL) by turning on all 256 rows at the same time, resulting in a resistive voltage divider. The analog RBL voltage is digitized by a column-multiplexed 11-level flash analog-to-digital converter (ADC) at the XNOR-SRAM peripheral [2]. Yosys for Verilog synthesis and nextpnr for placement, routing, and bitstream generation is introduced in the [3] paper as a fully free and open-source software (FOSS) architecture-neutral FPGA framework. A novel task-based parallel incremental timing analysis engine to overcome the performance bottleneck of traditional loop-based methods, a new application programming interface (API) approach to utilize high degrees of parallelism, and improved support for industry-standard design formats to increase user experience [4]. The high dynamic power consumption associated with traditional CAM design's massive and active parallel hardware has long been a problem. However, with multigate devices replacing planar MOSFETs, deeply scaled technology nodes are projected to provide additional tradeoffs to CAM design [5-8]. By increasing the ratio to 4, read stability is improved, and write stability is improved by charging and discharging the storage node using two transistors. The proposed 8T SRAM architecture is compared to standard 6T, decoupled 8T, and 10T SRAM cells. To write data into a cell at 1.2V supply voltage, a 6T SRAM cell required 584.1mV word line voltage, but the suggested SRAM cell requires just only 512mV [9]. The suggested placement tool [10] begins by running a cutting-edge CMOS placer, which arranges rows of fixed-height but variable-width cells on the chip. Each row's cells are then clustered together in groups of at least k cells with the same logic level. Increasing k reduces chip area while also potentially lowering performance. Place-and-route results of a 32-bit Kogge-Stone [10] adder for various values of k is provided to evaluate the effectiveness of the suggested methodology. When compared to the results of a standard CMOS placement with an H-tree clock net, the overall chip size can be decreased by 27% employing this innovative design process. Because of its parallel search accessibility, content addressable memory (CAM) is one of the most promising
HSEs. However, it suffers from significant dissipation, which is exacerbated when several components, such as cells and accompanying match lines (MLs), are accessed during each search [11-14]. A ternary content-addressable memory (TCAM) cell with 12 transistors and two magnetic tunneling junctions (MTJs) is presented. The suggested TCAM cell consumes no static power during the search process, resulting in a very energy-efficient operation. The resistance of an MTJ in the anti-parallel state is compared to that of an MTJ in the parallel state for search operations [15-17].

papers [18-20] discuss the implementation of memory devices and their reaction to internal noise. In the paper [20-22] the authors discuss the various techniques used and the basic memory-based explanations required to understand the GDS flow. The ASIC understanding and its flow has been clearly explained in [23-25] these explanations have been used in this project. Based on the above analysis and understanding, the project has been implemented and exploring of new open-source tools is done.

Through the continuous review of different journals and papers, concluding the behavior of memory architectures in not yet been explored on open-source tools. So, the comparison can be done on cadence environment and open-source environment. The final values are to be expected to have almost nearest value with respect to each other. This validation of the resulting power, area and delay of memory device on open-source environment is the new approach to view the results in a perspective of VLSI EDA tools.

II. VLSI TOOLS

A. Open source VLSI tools

First, the different open source tools available in the market for generating gds2 files from scratch are yosys, magic, gray wolf, qflow, and openSta to calculate the timing, area, and power parameters. The magic tool is used for the placement of the cells also qrouter is to route the cell nets to connect to different parts of the design. The qflow is used to process different backend aspects of design to generate a gds2 file. These are the tools used to produce gds2 for memory design CAM and SRAM.

B. Cadence environment for the development of the design

Cadence's toolkit includes several programs for a variety of tasks, including schematic sketching, layout, verification, and simulation. These programs work on a variety of computer platforms. The open architecture also enables the incorporation of third-party or custom-built solutions. An application named Design Framework II is responsible for integrating all of these tools (DFW). The layout is created using the Virtuoso Layout Editor. A layout is made up of geometrical figures in various colors. It is then feasible to generate the final mask layers that are employed in the production of the design based on the size and color of these figures. Other cells can be included by instantiating their layout views. PNR is the final stage in constructing a huge design. This is when all of the chip's various components are positioned in their proper locations and connected. Because a design can easily have hundreds of connection points, manually connecting them would be difficult and time-consuming. The designer may also want to experiment with other layouts for the components, output buffers, memory structures, amplifiers, and so on.

III. METHODOLOGY

Before implementing the tool, it is of prime importance to first understand the methodology of the design movement from Verilog code to generating synthesized netlist and then from the .sdc file to control the timing parameters. Finally, generating gds2 on both the environment. In the previous section, the learning about SRAM and CAM and also the tools used in both the environments is done. This section demonstration of a better methodology of looking into the flow of the project.

The process of converting a design into manufacturable geometry is known as physical design. Floorplanning, placement, clock tree synthesis, and routing are among the steps involved. The physical design process begins with the creation of a netlist from RTL. The netlist is a diagram that shows how a circuit's components are connected. The first and most important stage is to plan the layout of the space. It entails determining which buildings should be put next to one another while taking into account space constraints, speed, and the numerous constraints imposed by components. Figure 1 shows the flow chart for generating GDSII in a cadence environment. Figure 2 shows the flow chart for generating GDSII in an open-source environment. The open-source tool “qrouter” is used for the placement and detailed routing of the cells. To have a proper layout the tool used is “magic”.
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Fig. 1. The flow of cadence environment to generate gds2 from design.

The “open timer” tool is utilized for the final timing analysis; this tool uses C++ programming because it is an object-oriented technique to solve highly complex numerical problems. In a cadence set, the blocks above illustrate the basic flow of code to the final GDS II of digital design. The Nclaunch tool is used to verify the functionality of a Verilog code with the DUT and testbench as inputs. The Genus tool is used to build a netlist from a design, whereas Innovus is used to build a final GDS II file. “Yosys” tool is used to verify the code, “BliFanout” is used for synthesis, Graywolf is used for placement as shown in fig 2. A chip is partitioned into functional blocks. The location of each component or block on the die is determined by placement, which takes into account timing and connection length. Inserting buffers or inverters into a clock tree allows the clock to be distributed equally across consecutive parts in a design while minimizing skew and latency. The different tools used in the
The cadence environment are as shown in fig 1 i.e., genus and Innovus tools. The genus tool takes few files such as the Verilog design file, testbench file, constraint files to generate synthesis files. This generated netlist from synthesis is then used in the physical design of SRAM and CAM. The generated constraints file from synthesis is also used to clock constraint and liberty files and the lef file is used for floor planning and power planning. From the obtained files from synthesis and physical design to calculate area, power, and timing report. The available open-source tools Icarus Verilog is a simulation and synthesis tool for Verilog. It functions as a compiler, converting Verilog (IEEE-1364) source code to a target format. The compiler can generate an intermediate form called vvp assembly for batch simulation. The vvp command is used to execute this intermediate form. The compiler generates netlists in the desired format for synthesis. Magic is a VLSI layout tool with a long history. Universities and small businesses continue to use Magic VLSI. Even for folks who eventually rely on commercial tools for their product design flow, Magic is frequently rated as the easiest tool to use for circuit designing. Netgen is a program that compares netlists, a process known as LVS (Layout vs. Schematic).

IV. IMPLEMENTATION ON VLSI ENVIRONMENT

A. 64-bit SRAM on cadence environment

In this section, the discussion about the implementation of 64-bit SRAM in a cadence environment. Fig 3 shows the generated netlist for SRAM on the genus tool of cadence environment. Using the innovus tool, the placement of cells and routing of wires for the design are done. Also, the power and clock arrangements of the design will be performed on innovus tools themselves. The 64-bit SRAM has been developed from innovus tool s shown in fig 4 & fig 5. Fig 5 shows the final arrangements and placements of the clock, wires, power grid, input and output location on the floor planning of the allotted area.
The fig 5 shows the final placement and routing defined for the SRAM on cadence environment. The section is ended with the final implementation of SRAM on cadence environment, the final power, area and slack are discussed in the Result section.

B. 64-bit CAM on cadence environment

This section discusses the implementation of 64-bit CAM on cadence environment with the tools shown in the fig1. The 64-bit CAM netlist has been shown in fig 6. The netlist shows the connection of wires, gates, flip flops, lookup tables from input to output of CAM design. The arrangements of clock given to different parts of the design and power grids to connect to different parts to distribute the power equally without any loss of power over the design without changing the functionality have been connected as shown in fig 7 for CAM. Similarly, from fig 8 the placement and routing of the CAM cells have been shown. In this section, the conclusion of the implementation of SRAM and CAM on cadence environment using genus and innovus tool. From the latter and former section implementation of the backend process for the design such as generating a netlist file, sdc file, and placing the cells in the proper place.

Also, generated a gds2 file for both SRAM and CAM. The calculation of power, area, and slack for the design is done on both genus and innovus tools of cadence environment for pre and post-validation. In the upcoming section, a discussion about the implementation of open source tools for both SRAM and CAM is shown.
C. 64-bit SRAM on the open-source environment

Open-source tools are mainly a solution to the new VLSI generation as they can be downloaded free of cost and there is always a community working on the development of the tools. The open-source environment has been a newly emerging tool in the VLSI field to generate gds2 for the design to overcome the commercial problem of money to students and design understanding enthusiasts. In this section the discussion of implementation of 64-bit SRAM on open-source environment using tools such as Yosys, OpenSta, Qflow and Magic.

Fig 9 shows the cell placement of 64-bit SRAM on the GRAYWOLF tool available as an open-source for generating the area layout of the design SRAM. The cell placement is done following the rules of the design so that, it doesn’t encounter any DRC and LVS. Thus, the tool is efficient in understanding of basic tool flow of the design.

The yosys tool is used to generate synth.v file which will later be used to calculate power and area report for SRAM design. The SRAM.ys file should contain a design file, technology file path so that it can generate synth.v file. This file is later used for calculating the power and area of the design.

Fig 10 shows the placement and routing for SRAM on the MAGIC tool. The placement of different cells and routing the wires to proper cells and gates have been shown in fig 10. This tool has explored the new connectivity for the open-source environment and gives easy privilege to users.

Fig 11 shows the QFLOW tool used to generate gds2 for SRAM, the process begins from selecting the design file and technology osu035 to conduct. The process begins from preparation, synthesis, placement, static timing analysis, routing, post-STA, migration, DRC, LVS, and then final generating gds2 file.

D. 64-bit CAM on the open-source environment

Fig. 12. Placement of cells done on Graywolf tool for 64 bit CAM.
The implementation of CAM in an open-source environment is discussed in this section. Fig 12 shows the arrangement of CAM cells in the layout. The arrangement is done using the GRAYWOLF tool for 64-bit CAM. The PnR of CAM is shown in figure 13 using the MAGIC tool of open-source environment.

![Fig. 13. Placement and Routing(PnR) done for 64 bit CAM using a magic tool.](image)

The QFLOW tool is used to process the technology osu035 for the design and then synthesis of the CAM is also done using the same design file. Fig 14 shows the process that happens in the qflow tool to generate the gds2 file for CAM. Once, the placement is done i.e the allotment of the pins on the different sides of the chip to reduce the connectivity and unnecessary bias. The DRC (design rule check) and layout versus schematic are checked if the design is anyway violating. Then as the last step gds2 file is generated.

![Fig. 14. Generation of gds2 for 64 bit CAM using qflow tool.](image)

Qrouter accepts and outputs files in the open standard LEF and DEF formats. It examines the geometry for each cell to detect contact points and route impediments, using cell definitions from a LEF file. It then reads a DEF file for cell location, pin placement, and netlist, runs the detailed route, and outputs an annotated DEF file. Qflow is a complete toolchain for synthesizing digital circuits, from Verilog source through physical layout for a specific fabrication method. Digital synthesis with a goal application of a chip design is frequently incorporated into large EDA software packages like Cadence or Synopsys in the commercial electronics market. Commercial toolchains are becoming increasingly expensive as commercial electronics market. Commercial toolchains are software packages like Cadence or Synopsys in the commercial electronics market. Commercial toolchains are becoming increasingly expensive as commercial electronics market.

V. RESULTS AND DISCUSSION

As in the previous discussion of implementing SRAM and CAM on both cadence and open-source tool, got the values of power, area, and delay. Table I and Table II depicts the values obtained from both the environment for 64-bit SRAM and CAM. The pre-layout values of power, area, and slack for SRAM and CAM are calculated using the GENUS tool of cadence environment. The post-layout is calculated after generating gds2 using the INNOVUS tool from cadence.

For calculating the power, area, and slack from an open-source environment, using OPENSTA tool for calculated the power and slack of the designs. YOSYS tool is used to calculate the area of the chip in µm².

| Sl. No. | SRAM | Cadence environment | Open-source environment |
|--------|------|---------------------|------------------------|
|        |      | Pre-layout          | Post-layout            |
| 1.     | Power(mW) | 0.145               | 0.431                  | 1.78  |
| 2.     | Area(µm²) | 1104.3648           | 1868                   | 55808 |
| 3.     | slack   | 6636                | 5.672                  | 17.84 |

Table I shows the power values in mW for 64-bit SRAM. The power value is comparatively less in the cadence tool with a ~10% saving to that of the open-source tool. Similarly, the area can also be saved by ~50% when cadence tools are used for demonstrating. As both power and area have the upper hand in using cadence tools, therefore it is always preferable to use cadence tools to develop gds2 for 64-bit SRAM for their performance analysis. The osu035 technology is used to generate the report for 64-bit SRAM on the open-source tools. From the report we can conclude that the wires/nets used to connect the internal blocks of SRAM is 1259 and wire bits is 1559. The number of public wires is 6 and the total number of public wire nets is 299. The obtained internal power is 85.0497% of the total obtained power. It is better to reduce the internal power to reduce the total power. Also, the sequential power in the block takes the highest power i.e., 95.98% so reducing the power used by the sequential circuits will definitely be able to reduce the overall power used by SRAM after post-layout on cadence environment. The power obtained for SRAM is 1.78mW which comprises of internal power of 1.5mW and switching power of 0.286mW. The most of the power is used from the internal circuits. So, overall power of the block can be reduced if the internal power is taken care because it takes the power of almost 84% of the total power. Similarly, the power taken from the sequential block is 75% as obtained on open-source tools has the internal power is more. So, it better
to take care of the internal power that is generated from the sequential block.

Table II shows the different values obtained for the parameters such as power, area, and slack for 64-bit CAM. The power values are almost the same for CAM on both the environment with just 2% variation for the post-layout value of cadence environment to that of one obtained from the OpenSta tool. The area of CAM is increased ~18% in open-source tools to that compared to the value obtained using the innovus tool. Also, the timing values that are obtained have met the slack in both the environment. The timing reports for CAM in an open-source environment are measured by the OpenSta tool. The slack is positive as shown i.e., 2. The input delay is 2000ns and the data path delay is 7852ns. Fortunately, the setup time for the system is 136ns. The elements are considered to be on the critical path when the delay between them exceeds the clock cycle time. When the path delay exceeds the clock cycle delay, the circuit will not work, therefore the logic design engineer's responsibility is to redesign the circuit to eliminate the timing failure (and therefore the critical path). The maximum delay in all of the many register-to-register paths is likewise defined by the critical path, and it does not have to be bigger than the clock cycle time. So carefully the paths must be chosen to calculate the timing of the overall circuit.

TABLE II. CAM VALUES COMPARISON OF POWER, AREA, AND SLACK

| Sl. No. | CAM                   | Cadence environment | Open-source environment |
|--------|-----------------------|---------------------|-------------------------|
|        |                       | Pre-layout          | Post-layout             |
| 1.     | Power(mW)             | 0.202               | 0.8287                  | 0.832                   |
| 2.     | Area(µm²)             | 13861.1             | 13814.15                | 152316                  |
| 3.     | slack                 | 2                   | 2.65                    | 4.74                    |

VI. CONCLUSION AND FUTURE SCOPE

After implementing the design on both the environment of VLSI tools concluding the following. The power, area, and slack calculated have better values i.e., 0.145mW, 1104.3µm², and positive slack of 6636 for SRAM in cadence environment. Also, the power values for 64-bit CAM in cadence environment are almost the same as that of open-source environment i.e., 0.86mW. The calculated slack for CAM has a better value on the open-source environment of 4.74 value. Cadence environment has the upper hand when it comes to implementing the design and generating gds2 file as the environment is too old and well-experienced in handling the tough corners of the design irrespective of the number of bits used.

The open-source tool as of today has given good results for the same design. In near future, there is a chance of having better results because of the continuous improvement happening on the open-source tools in the VLSI market. Thus, appreciating the open source tools such as yosys, OpenSta, qflow, Graywolf, and magic tools currently competing with the commercial tools available in the industry.
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