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Abstract

In 1996, Bodlaender showed the celebrated result that an optimal tree decomposition of a graph of bounded treewidth can be found in linear time. The algorithm is based on an algorithm of Bodlaender and Kloks that computes an optimal tree decomposition given a non-optimal tree decomposition of bounded width. Both algorithms, in particular the second, are hardly accessible. In our review, we present them in a much simpler way than the original presentations. In our description of the second algorithm, we start by explaining how all tree decompositions of subtrees defined by the nodes of the given tree decomposition can be enumerated. We group tree decompositions into equivalence classes depending on the current node of the given tree decomposition, such that it suffices to enumerate one tree decomposition per equivalence class and, for each node of the given tree decomposition, there are only a constant number of classes which can be represented in constant space. Our description of the first algorithm further simplifies Perkovic and Reed’s simplification.

1 Introduction

Tree decompositions and treewidth are important concepts in parameterized complexity and are therefore introduced in many textbooks on graph-theory, graph algorithms, or parameterized complexity, e.g., \([8, 11, 7, 6, 10, 5]\). They are even introduced in the basic algorithms book of Kleinberg and Tardos \([9]\). Many NP-hard problems are fixed-parameter tractable in the treewidth – i.e., for a graph \(G = (V, E)\) of treewidth \(tw\), they can be solved in time \(O(f(tw) \cdot \text{poly}(|V|, |E|))\) for a computable function \(f\) and a polynomial \(\text{poly}\). A necessary condition for these algorithms is that a tree decomposition with a similar width as the treewidth of the graph can be computed. In most textbooks, a (rather complicated) algorithm that computes a tree decomposition of width at most \(4tw\) is shown.

Bodlaender \([1]\) proved that an optimal tree decomposition of a graph \(G\) with fixed treewidth can be computed in linear time. Since its publication, this paper has been cited more than 1,500 times. The algorithm, however, does not appear in textbooks, as its presentation is way too complicated. We aim to
give a simpler description in order to make the algorithm accessible to a wider audience.

The algorithm is based on an algorithm by Bodlaender and Kloks \cite{4} that computes an optimal tree decomposition in linear time, if a (non-optimal) tree decomposition of fixed width is given. One can compute the tree width exactly by applying this algorithm to the tree decomposition of width at most $4tw$ that was constructed by the algorithm mentioned above. Since the algorithm to compute the non-optimal tree decomposition is not linear-time, the overall running time is not linear. Bodlaender \cite{1} shows how, given a graph $G$, one can find a graph $G'$ of at most the same treewidth that is a constant factor smaller and it is easy to construct a tree decomposition for $G$ of width $2tw$ from an optimal tree decomposition of $G'$. The algorithm has linear running time. Together with the algorithm of Bodlaender and Kloks, this gives an exact linear time algorithm:

- Compute $G'$.
- Compute an optimal tree decomposition of $G'$ recursively.
- Construct a tree decomposition of $G$ of width at most $2tw$ from the tree decomposition of $G'$.
- Use the algorithm of Bodlaender and Kloks to find the optimal tree decomposition.

Several attempts were made to simplify the construction of an appropriate graph $G'$ (i.e., with the properties mentioned above) from $G$ (see e.g., \cite{12, 7}). Hence, we mainly worked on the algorithm of Bodlaender and Kloks and devoted only a small section of this paper on the overall algorithm, since it basically follows the simplification of Perkovic and Reed \cite{12}.

To simplify the algorithm of Bodlaender and Kloks, we start with an easy algorithm that enumerates all tree decompositions using the given one of bounded width. More precisely, we assume that we are given a nice tree decomposition. We show how to construct all tree decompositions of the subgraphs induced by the vertices in the bags below a node of the given tree decomposition from the ones of the child nodes. We then group tree decompositions into equivalence classes depending on the current node of the given tree decomposition so that it suffices to enumerate one tree decomposition per class. This is done in three steps, coarsening the equivalence classes until only a constant number of classes per node of the given tree decomposition remain. Furthermore, we show that these classes can be represented in constant space and that these representations can be computed directly from the corresponding representations of the child nodes.

The algorithm of Bodlaender has linear time if the treewidth of the given graph is bounded. More precisely, the running time is in $2^{O(tw^3)}|V(G)|$. Since the invention of this algorithm there was a lot of research (see \cite{2} for an overview) on exact and approximate algorithms to improve the dependence on the treewidth as this is the bottleneck in the running time of many FPT-algorithms based on tree decompositions. Notice that if the FPT-algorithm has a running time of $f(tw) \cdot \text{poly}(n)$, the running time increases with a worse approximation ratio as $tw$ has to be replaced by the guaranteed width of the tree decomposition found. Nevertheless, if we have an approximation algorithm with a significantly
better running time dependence on the treewidth, this typically gives a better total running time of the overall algorithm if \( f \in o(2^{tw}) \). Despite the intensive research, only recently Bodlaender et al.\[2\] gave an algorithm which finds a tree decomposition of width at most \( 5tw + 4 \) with a running time that is linear in the size of the graph and single exponential in the treewidth.

2 Definitions and Basic Properties

In this Section, we give some definitions and sketch the proofs of some basic properties that we will use later in the paper. All definitions are standard and the properties are well known (see, e.g., [5]).

For a finite set \( X \) we denote its power set by \( 2^X \) and for a function \( f : X \to 2^Y \), and \( X' \subseteq X \) let \( f(X') = \bigcup_{x \in X'} f(x) \) (and similarly for multivariate functions).

For an undirected graph \( G = (V,E) \), let \( V(G) = V \) be its vertices and \( E(G) = E \) be its edges. Given an edge \( uv \in E(G) \), shrinking the edge means replacing \( G \) by the graph \( G^{uv} \) with \( V(G^{uv}) = V(G) \setminus \{u,v\} \cup \{[uv]\} \), where \([uv] \notin V(G)\) is a new node and \( E(G^{uv}) \) is the set \( E(G) \setminus \{uv\} \) but endpoints \( u \) or \( v \) of the edges are replaced by \([uv]\). A minor of a graph \( G \) is a graph that can be constructed from \( G \) by shrinking or deleting some of the edges. For \( V' \subseteq V \), the induced subgraph of \( V' \), denoted as \( G[V'] \), is the graph with vertex set \( V' \) and edge set \( E' = \{uv \in E \mid u, v \in V'\} \). A tree is a connected undirected graph without simple cycles.

A tree decomposition \((T, (X_t)_{t \in T})\) for a graph \( G \) is a tuple of a tree \( T \) over some set of vertices \( V(T) \) and subsets of vertices \( X_t \subseteq V(G) \) of \( G \), one for each vertex in \( T \), such that the following three properties hold:

(Node coverage) For each \( v \in V(G) \) there is at least one \( t \in V(T) \) such that \( v \in X_t \).

(Edge coverage) For each \( uv \in E(G) \) there is at least one \( t \in V(T) \) such that \( u \) and \( v \) are in \( X_t \).

(Coherence) If \( v \in X_{t_1} \) and \( v \in X_{t_2} \) for \( v \in V(G) \) and \( t_1, t_2 \in V(T) \) then \( v \in X_{t_3} \) for all vertices \( t_3 \) on the unique path in \( T \) from \( t_1 \) to \( t_2 \).

The sets \( X_t \) are called the bags. The width of a tree decomposition \((T, (X_t)_{t \in V(T)})\) is the maximal cardinality of one of the sets \( X_t \) minus one, i.e., \( \max_{t \in V(T)} |X_t| - 1 \). The treewidth of a graph \( G \) is the minimal width of a tree decomposition of \( G \).

To make a clearer distinction between the vertices \( V(G) \) of the graph and those of the tree of the tree decomposition, we call the elements of \( V(T) \) nodes and the elements of \( V(G) \) vertices in the following. Notice that for all \( V' = \{t \in V(T) \mid v \in X_t\} \) for some \( v \in V(G) \) the coherence implies that \( T[V'] \) is a tree (i.e., connected). On the other hand, if \( T[V'] \) is a tree for all of those subsets, this implies coherence. Furthermore, if each node of a graph \( G \) has at least one adjacent edge, the edge coverage implies the node coverage. In particular, this holds for connected graphs.

If \((T, (X_t)_{t \in V(T)})\) is a tree decomposition of \( G \), then it is a tree decomposition of all graphs \((V(G), E')\) for \( E' \subseteq E \). Furthermore, for \( uv \in E \), the tree
decomposition \((T,(X_i)_{i\in T})\) with \(X'_i\) obtained from \(X_i\) by replacing each occurrence \(u\) or \(v\) by \([uv]\), is a tree decomposition of the graph \(G^{uv}\). The width of this tree decomposition is at most the width of \((T,(X_i)_{i\in V(T)})\). Hence a minor of a graph has at most the treewidth of the graph itself. On the other hand, if \((T^{uv},(X_i)_{i\in V(T^{uv})})\) is a tree decomposition of \(G^{uv}\), we can construct a tree decomposition of \(G\) by replacing each occurrence of the vertex \([uv]\) in one of the bags by \(u\) and \(v\). The width of this tree decomposition is at most one larger that the width of \((T^{uv},(X_i)_{i\in V(T^{uv})})\). Hence shrinking an edge can decrease the treewidth at most by one. The same is true, if we shrink all edges of a matching \(M\): If we apply the operation above for each edge of the matching, each node is replaced by two at most once.

If a graph \(G\) has several connected components, the treewidth of \(G\) is the maximal treewidth of one of its connected components, as we argue next. If \((T',(X'_i)_{i\in V(T')})\) are tree decompositions of the connected components, we can construct a tree decomposition \((T,(X_i)_{i\in V(T)})\) of \(G\) as follows. We start with \(V(T) = \bigcup V(T')\) and \(E(T) = \bigcup E(T')\), i.e., the union of all tree decompositions for the connected components. From this forest, we build an arbitrary tree containing it by adding appropriate further edges.

Let \((T,(X_i)_{i\in V(T)})\) be a tree decomposition of a graph \(G\) and \(t' \in E(T)\). If \(X_i \subseteq X_{t'}\) then \((T^{t'},(X'_i)_{i\in V(T^{t'})})\) with \(X'_i = X_i\) for \(i \in V(T^{t'})\setminus\{t'\}\) and \(X'([t']) = X_{t'}\) is a tree decomposition of \(G\), i.e., if the bag of a node is a subset of the bag of an adjacent node, we can shrink this node into the adjacent one keeping the larger bag. If there is such a bag in a tree decomposition, we call the tree decomposition redundant and otherwise non-redundant. We argued that there is always a non-redundant tree decomposition of minimal width. The number of nodes of a non-redundant tree decomposition is at most \(\vert V(G)\vert\). This can be seen by induction on the number of vertices of \(G\). If \(\vert V(G)\vert = 1\), this is obvious. Otherwise consider a non-redundant tree decomposition \((T,(X_i)_{i\in V(T)})\) of \(G\) and a leaf \(t\) of \(T\). Let \(p(t)\) be the node adjacent to \(t\) and \(Y = X_t \setminus X_{p(t)}\). As the tree decomposition is non-redundant, \(Y \neq \emptyset\). Furthermore, \(X_{t'} \cap Y = \emptyset\) for all \(t' \neq t\). If we remove \(t\) from \(T\), we obtain a non-redundant tree decomposition of \(G[V(G) \setminus Y]\). By the induction hypothesis, it has at most \(\vert V(G)\vert - \vert Y\vert\) nodes and hence \(T\) has at most \(\vert V(G)\vert\) nodes.

If the treewidth of a graph \(G\) is \(tw\), the number of edges \(E(G)\) is at most \(tw \cdot \vert V(G)\vert\). This can be proven by a very similar induction. Consider again a non-redundant tree decomposition. As above, we obtain a tree decomposition of \(G[V(G) \setminus Y]\) by removing a single leaf. By induction hypothesis, the number of edges of \(G[V(G) \setminus Y]\) is at most \(tw \cdot (\vert V(G)\vert - \vert Y\vert)\). Each vertex \(v \in Y\) can only have neighbors in \(X_t\) and hence, its degree is at most \(\vert X_t\vert - 1 \leq tw\). Hence, \(G\) has at most \(\vert Y\vert \cdot tw\) edges more than \(G[V \setminus Y]\).

Let \(tw\) be the treewidth of a graph \(G\). If \(u\) and \(v\) have more than \(tw\) common neighbors, there is at least one bag containing \(u\) and \(v\). Assume otherwise and let \(w_1, \ldots, w_{tw+1}\) be common neighbors of \(u\) and \(v\). First, we can transform the tree decomposition into a non-redundant one without changing this property. There is at least one edge \(tt' \in E(T)\) such that \(u \notin X_{T^1}\) and \(v \notin X_{T^2}\) for the subtrees \(T^1\) and \(T^2\) of \(T\) that arise if one removes \(tt'\) from \(T\). As \(w_i\) is adjacent to \(u\), it has to be in at least one bag of \(T^1\). Similarly, it has to be in at least one bag of \(T^2\). Hence \(w_i \in X_t\) and \(w_i \in X_{t'}\) for all \(1 \leq i \leq tw + 1\). As \(X_t \subseteq X\) there is at least one further vertex in \(X_t\) and hence \(\vert X_t\vert \geq tw + 2\), which is a
contradiction.

Choosing an arbitrary node \( r \in V(T) \) of a tree \( T \) as root, we can make a rooted tree out of \( T \) with natural parent-child and ancestor-descendant relations. For a node \( t \neq r \) let \( p(t) \) be the parent of \( t \). Similarly, a tree decomposition \((T, (X_t)_{t \in T})\) can be turned into a rooted tree decomposition by choosing an arbitrary node \( r \in V(T) \) as root. For a rooted tree decomposition \((T, (X_t)_{t \in V(T)})\) and \( t \in V(T) \), let \( X_t^+ \) be the set of all vertices in descendants of \( t \) and \( G_t^+ = G[X_t^+] \) the induced graph of these vertices.

A rooted tree decomposition \((T, (X_t)_{t \in T})\) with root \( r \) is called nice, if the following properties hold:

- \( X_r = \emptyset \) and \( X_t = \emptyset \) for all leaves \( t \) of \( T \), i.e., the bags of all leaves and the root are empty
- Every non-leaf node \( t \in V(t) \) is of one of the following three types:
  - **Join-node**: \( t \) has exactly two children \( t_1, t_2 \) and \( X_t = X_{t_1} = X_{t_2} \).
  - **Introduce-node**: \( t \) has exactly one child \( t' \) and \( X_t = X_{t'} \cup \{v\} \) for some vertex \( v \in V \setminus X_{t'} \). We say that \( v \) is introduced at \( t \).
  - **Forget-node**: \( t \) has exactly one child \( t' \) and \( X_t = X_{t'} \cup \{v\} \) for some vertex \( v \in V \setminus X_{t'} \). We say that \( v \) is forgotten at \( t \).

Given a tree decomposition \((T, (X_t)_{t \in T})\) of width \( tw \) of \( G \), we can compute in time \( O(tw^2(|V(T)| + |V(G)|)) \) a nice tree decomposition of \( G \) of width \( tw \) with at most \( O(tw|V(G)|) \) nodes. This is roughly done as follows: We first make \((T, (X_t)_{t \in T})\) non-redundant and root it at an arbitrary node. Then, we replace each node \( t \) with \( d \geq 3 \) children by a binary tree with \( d \) leaves, make each child adjacent to one of the leaves, and set each bag to \( X_t \). Now, let \( t \) be a node and assume its parent \( p(t) \) has degree two. We replace the edge \( tp(t) \) by a path of nodes, first forgetting the nodes from \( X_t \setminus X_{p(t)} \) one by one and then introducing the vertices \( X_{p(t)} \setminus X_t \) one by one.

Notice that if \( G \) is connected, the leaves and the root are the only nodes with empty bags if the nice tree decomposition is constructed with the algorithm sketched above. Sometimes it is easier to start the construction with the parents of the leaves whose bags consist of a single vertex.

### 3 Computing an Optimal Tree Decomposition from an Arbitrary One

We want to compute an optimal tree decomposition of a graph \( G = (V, E) \). Notice that there is an optimal tree decomposition consisting of at most \( n \) nodes. There are only a finite number of tree topologies with at most \( n \) nodes. Hence we can enumerate all such topologies and all assignments of subsets of \( V \) with a size of at most \( tw \) to the nodes and check the three properties of a tree decomposition to compute the optimal tree decomposition. We now want to improve upon this simple algorithm by using a given tree decomposition of \( G \).
Figure 1: Consider the graph on the left, (a). (b) shows an optimal tree decomposition for it. If we remove the vertices \(a\) and \(b\) from all bags as shown in (c), we obtain a tree decomposition for \(G[\{c,d,e,f\}]\). Assume that the given tree decomposition has a node \(i\) with \(X_i = \{c,d\}\) and \(X_i^+ = \{c,d,e,f\}\). Then the tree decompositions enumerated for \(i\) already covered all edges incident to \(e\) and \(f\) and hence, it does not matter whether a bag contains these vertices, only the current size of the bag matters. Formally, this is captured by the restricted bags depicted in (d).

3.1 Enumerating Tree Decompositions with a Detour

Let \(G = (V,E)\) be the given graph and \(\mathcal{T} = (T, (Y_i)_{i \in V(T)})\) be a nice (and hence rooted) tree decomposition of \(G\) of width \(\text{tw}\). Both the graph \(G\) and the tree decomposition \(\mathcal{T}\) are given to the algorithm and we fix this notation for the remainder of this section. We assume that \(G\) is connected and hence edge coverage implies node coverage.

In order to reduce the number of enumerated tree decompositions, we want to make use of the given (non-optimal) tree decomposition. Notice that given a tree decomposition \(\mathcal{T}\) for \(G\), we obtain a tree decomposition for \(G_i^+\) if we intersect all bags of \(\mathcal{T}\) with \(Y_i^+\) (see Figure 1 part a), b) and c)). For all \(i \in V(\mathcal{T})\), we enumerate all tree decompositions of \(G_i^+\) of width at most \(\text{tw}\) with at most \(n\) nodes bottom up, denoted as \(\mathcal{T}_D_i\). Hence, for the root \(v\) of the given tree decomposition, we enumerate all tree decompositions of width at most \(\text{tw}\) of \(G\) and the problem is solved. Moreover, it is easy to enumerate \(\mathcal{T}_D_i\) from its children as follows:

**Construction 1. (Base Case)**

**Leaves:** For a leaf \(i\) of \(\mathcal{T}\), the set \(\mathcal{T}_D_i\) contains all tree decompositions \((T, (\emptyset)_{t \in V(T_i)})\) for an arbitrary tree \(T\) of at most \(n\) nodes.

**Join-Node:** Consider an arbitrary tree decomposition \(\mathcal{T} = (T, (X_i)_{t \in V(T)})\) in \(\mathcal{T}_D_i\) for a join-node \(i\) with children \(i^1\) and \(i^2\). Notice that \(T^i = (T, (X_i \cap Y_i^+))_{t \in V(T)}\) for \(i \in \{1,2\}\) hence enumerated in \(\mathcal{T}_D_i\). Furthermore the tree \(T\) and \(X_i \cap Y_i\) for all \(t \in T\) are the same on all three tree decompositions. Therefore all tree decompositions in \(\mathcal{T}_D_i\) can be constructed by choosing tree decompositions \(T^1 = (T^1, (X_i)_{t \in V(T^1)})\) and \(T^2 = (T^2, (X_i^2)_{t \in V(T^2)})\) with the same tree, i.e., \(T^1 = T^2\).
and such that \(X_t^1 \cap Y_t = X_t^2 \cap Y_t\) for all \(t \in T^1\) and constructing \(\mathcal{T} = (T^1, (X_t^1 \cup X_t^2)_{t \in V(T^1)}).\) For a join-node \(\hat{t}\), we define \(J_t : \mathcal{T}D_t \times \mathcal{T}D_{\hat{t}} \to 2^{\mathcal{T}D_t}\) by \(J_t(\mathcal{T}^1, \mathcal{T}^2) = \{\mathcal{T}\}\) for \(\mathcal{T}^1, \mathcal{T}^2\) and \(\mathcal{T}\) as above, i.e., \(J_t(\mathcal{T}^1, \mathcal{T}^2)\) is the set containing the tree decomposition constructed from \(\mathcal{T}^1\) and \(\mathcal{T}^2\) as explained above as the single element. \(J_t\) maps to the power set of all tree decompositions as this is consistent with the corresponding definition for introduce- and forget-nodes.

**Introduce-Node:** Consider an arbitrary tree decomposition \(\mathcal{T} = (T, (X_t)_{t \in V(T)})\) in \(\mathcal{T}D_t\) for an introduce-node \(\hat{t}\) with child \(\hat{t}'\) for which the vertex \(v \in V\) is introduced. Notice that \(\mathcal{T}' = (T, (X_t \setminus \{v\})_{t \in V(T)})\) is a tree decomposition in \(\mathcal{T}D_{\hat{t}'}\). Furthermore the nodes \(t\) of \(V(T)\) such that the bag \(X_t\) contains \(v\) form a subtree of \(T\). For each edge \(vw \in E(G_{\hat{t}}^1)\) adjacent to \(v\), there is at least one bag containing \(v\) and \(w\) in \(T\). Hence, we can enumerate all tree decompositions in \(\mathcal{T}D_t\) as follows: We choose a tree decomposition \(\mathcal{T}'\) in \(\mathcal{T}D_{\hat{t}'}\) and a subtree of the tree of \(\mathcal{T}'\) with the properties mentioned earlier. For these choices, we construct the tree decomposition in \(\mathcal{T}D_t\) from \(\mathcal{T}'\) by adding \(v\) into the bags of the selected subtree. We refer to the set that contains all these tree decompositions as \(I_t(\mathcal{T}')\).

**Forget-Node:** Consider an arbitrary tree decomposition \(\mathcal{T} = (T, (X_t)_{t \in V(T)})\) in \(\mathcal{T}D_t\) for a forget-node \(\hat{t}\) with child \(\hat{t}'\) for which the vertex \(v \in V\) is forgotten. Notice that \(\mathcal{T}\) is also a tree decomposition in \(\mathcal{T}D_{\hat{t}'}\) (as \(G_{\hat{t}'}^1 = G_{\hat{t}}^1\)) and hence the tree decomposition in \(\mathcal{T}D_t\) are the same as the ones in \(\mathcal{T}D_{\hat{t}'}\). We define \(F_t : \mathcal{T}D_{\hat{t}'} \to 2^{\mathcal{T}D_t}\) by \(F_t(\mathcal{T}) = \{\mathcal{T}\}\).

We do not argue about the running time to enumerate these tree decompositions (since we will be computing something different anyway), but we notice that the number of enumerated tree decompositions is at most \(T_n \cdot n^{\ell_i-\ell}\), where \(T_n\) is the number of tree topologies with at most \(n\) nodes.

This estimate of the number of enumerated tree decompositions is a function in \(n\) and \(\ell\) and not only in \(\ell\) and \(\ell\). We now reduce the number of enumerated tree decompositions to make it a function in \(\ell\) only. We show that it suffices to store some limited information for a tree decomposition \(\mathcal{T}\) that is enumerated at a node \(t\) of the given tree decomposition \(\hat{T}\). We store only a part of the tree of \(\mathcal{T}\) and only those vertices in the bags of \(\mathcal{T}\) that are in \(Y_t\). Hence, several tree decompositions have the same limited information. We write \(\mathcal{T}^1 \equiv^t \mathcal{T}^2\) if two tree decompositions have the same limited information and call them equivalent. Before defining \(\equiv^t\), we will define finer classes \(\equiv^t_i\) and \(\equiv^t_{\ell_i}\), i.e., we iteratively show that we can ignore some information in the construction of the tree decompositions.

The classes will be such that equivalent tree decompositions have the same treewidth and if one can use one tree decomposition to construct a certain tree decomposition in the parent node of the given tree decomposition, we can use each equivalently to construct an equivalent one. In order do compensate for the removal of nodes of the tree, we allow to add additional leaves whose bags are subsets of the parental bags and copy certain nodes of degree two. The set of all tree decompositions that can be constructed from the limited information of \(\mathcal{T}\) is denoted by \(\mathcal{E}^t(\mathcal{L}^t(\mathcal{T}))\). More formally, the following will hold for the equivalence class \(\equiv^t_i\) and similarly for the classes \(\equiv^t_{\ell_i}\) without possible modifications of the
tree decomposition $T$ and $\equiv^T_c$ by allowing to add additional leaves to $T$.

**Lemma 1.**

**Join-node:** Let $i$ be a join-node with child nodes $i^1$ and $i^2$, $A, A' \in TD_i$, with $A \equiv^T_c A'$ and $B, B' \in TD_{i^2}$ with $B \equiv^T_c B'$. If $C \in J_i(E^T(L^T(A)), E^T(L^T(B)))$ then there is $C' \in J_i(E^T(L^T(A')), E^T(L^T(B'))) \text{ with } C' \equiv^T_c C$.

**Introduce-node:** Let $i$ be an introduce-node with child node $i^1$ and $A, A' \in TD_i$ with $A \equiv^T_c A'$. If $C \in I_i(E^T(L^T(A)))$ then there is $C' \in I_i(E^T(L^T(A'))) \text{ with } C' \equiv^T_c C$.

**Forget-node:** Let $i$ be a forget-node with child node $i^1$ and $A, A' \in TD_i$ with $A \equiv^T_c A'$. If $C \in F_i(E^T(L^T(A)))$ then there is $C' \in F_i(E^T(L^T(A'))) \text{ with } C' \equiv^T_c C$.

**Proof.** As we will see, the limited information of the tree decompositions in $J_i(E^T(L^T(A)), E^T(L^T(B)))$, $I_i(E^T(L^T(A)))$ and $F_i(E^T(L^T(A)))$ can be computed from the limited information of $A$ (and $B$). Therefore, if we replace $A$ by $A'$ (and $B$ by $B'$) in the construction, the construction will lead to tree decompositions with the same limited information.

3.2 **Equivalence classes on bags**

Given a tree decomposition $T = (T, \{X_t\}_{t \in V(T)})$, we define the restricted bags with respect to $i$ to be the tuples $(X_t \cap Y_i, |X_t|)_{t \in V(T)}$, i.e., the vertices of the bag are restricted to the vertices of the current bag of the given tree decomposition and we store the sizes of the bags (see Figure 1 part d)). The restricted bag representation of a tree decomposition $T' = (T', \{X_{t'}\}_{t' \in V(T')})$ consists of the tree $T$ and of the restricted bags for all $t' \in V(T')$. We call tree decompositions $T^1 = (T^1, \{X^1_t\}_{t \in V(T^1)})$ and $T^2 = (T^2, \{X^2_t\}_{t \in V(T^2)})$ in $TD_i$ bag-equivalent, if their restricted bag representations are the same and write $T^1 \equiv^T_c T^2$ in his case. We will now show how we can compute the restricted bag representation of a constructed tree decomposition directly from the restricted bag representation of the tree decompositions used in the construction. We will then conclude that it suffices to enumerate one tree decomposition per equivalence class.

**Construction 2. (Restricted Bags)**

**Join-node:** Let $A = (T^A, \{X^A_t\}_{t \in V(T^A)}) \in T^1$ and $B = (T^B, \{X^B_t\}_{t \in V(T^B)}) \in T^2$ tree decompositions with $T^A = T^B$ and $X^A_t \cap Y_i = X^B_t \cap Y_i$ for all $t \in V(T^A)$. The (unique) tree decomposition $C \in J(A, B)$ has again the same tree and the bags are just the union of the corresponding bags in $A$ and $B$. The restricted bag of a node $t$ of $C$ is $(X^A_t \cup X^B_t) \cap Y_i = (X^A_t \cap Y_i) \cup (X^B_t \cap Y_i) = X^A_t \cap Y_i$ and its size is the sum of the sizes of the restricted bags of $t$ in $A$ and $B$ minus $|X^A_t \cap Y_i|$ (as $X^A_t \cap Y_i$ is the set of nodes shared by $X^A_t$ and $X^B_t$). Notice that the set of vertices of the restricted bags of $C$ and its sizes can be computed directly from the restricted bags of $A$ and $B$.

**Introduce-node:** Assume $C$ is constructed from $A$ if the introduced vertex $v$ is added to the bags of the subtree $T$ of the tree of $A$. $T$ can be used,
if all edges adjacent to \( v \) of \( G^+_i \) are covered. As the other endpoints of these edges have to be in \( Y_i \), we can decide whether \( T \) is valid from the restricted bags. The restricted bags of \( C \) are the same as those of \( A \), but \( v \) is added to the bags of the nodes in \( T \). The sizes of the bags of nodes in \( T \) increase by one, and the other sizes do not change. Hence, we can compute the restricted bag representation of \( C \) directly from the restricted bag representation of \( A \).

Forget-node: As the unique tree decomposition \( C \in F(A) \) is \( A \), the restricted bag representation of \( C \) is the restricted bag representation of \( A \) except that we have to delete the vertex that is forgotten from each restricted bag.

Notice that the restricted bag representation of \( C \in J(A,B) \cup J_i(A) \cup F_i(A) \) can be directly computed from the restricted bag representation of \( A \) (and \( B \)) and hence Lemma \text{H} holds for \( \equiv^s_i \).

### 3.3 The Core of a tree decomposition

In this section, we will use the following fact about tree decompositions: If \( t \) is a node with bag \( X_t \), we can add a new node \( t' \), the edge \( tt' \) and choose \( X_{t'} \subseteq X_t \) to obtain an other tree decomposition of the same width. We call this an addition of a leaf to the tree decomposition.

In the following, we will show that we can assume some structure of the constructed optimal tree decomposition which depends on the given tree decomposition \( T = (\hat{T}, (Y^i_t)_{t \in V(\hat{T})}) \).

**Lemma 2.** Assume \( t \) is a leaf with adjacent node \( p(t) \) in the constructed tree decomposition \( T = (T, (X_t)_{t \in V(T)}) \) such that \( X_t \setminus Y_t \neq \emptyset \) and \( X_t \cap Y_t \subseteq X_{p(t)} \cap Y_t \) for some node \( \hat{t} \in V(\hat{T}) \). Then there is an optimal tree decomposition such that no node from \( V \setminus Y^+_i \) is contained in \( X_t \).

**Proof.** Let the notation be given as stated in the lemma. Assume \( Z := X_t \cap (V \setminus Y^+_i) \) is non-empty. We can remove all vertices in \( Z \) from \( X_t \) and create a new child of \( p(t) \) with bag \( Z \cup (X_t \cap Y^+_i) \) to get another tree decomposition (see Figure \text{2} for an illustration). This transformation cannot increase with the width of the tree decomposition and all edges are still covered. \( \square \)

Informally, a leaf with a bag whose vertices are a subset of the vertices of its parent gets only additional vertices later on in the construction if it does not contain vertices that are already forgotten. Notice that if a node becomes a leaf by the removal of a node, the rule can be applied to this node too.

Given a tree decomposition \( T = (T, \{X_t\}_{t \in V(T)}) \in T\mathcal{D}_i \) we define its \( \hat{t} \)-core as follows: As long as there is a leaf \( t \) in \( T \) such that \( X_t \cap Y^+_i \subseteq X_{p(t)} \cap Y_t \) remove the leaf from \( t \) where \( p(t) \) is the node adjacent to \( t \) (see Figure \text{4} part a) and b)). Since it is possible to remove the largest bag in this way, we store the size of the largest bag with the core. We call two tree decompositions \( T^1 \) and \( T^2 \) \( \hat{t} \)-core-equivalent if their cores are identical (including the restricted bags of the nodes that were not removed from the core and the size of the largest bag), denoted by \( T^1 \equiv^s_i T^2 \). In the following, it is easier if we can assume that \( Y^+_i \neq \emptyset \) and hence, we start the construction with the parents \( p(\hat{t}) \) of the leaves \( \hat{t} \). Their cores consist of a single node whose bag contains the single vertex in \( Y^+_i \).
In order to compensate this removal of bags, we have to allow the adding of additional leaves in the construction. By Lemma 2, we can assume that the bag of a leaf connected to a node \( t \) that contains a node from \( V \setminus Y^+_t \) does not contain nodes from \( Y^+_t \). For a tree decomposition \( T \) let \( \mathcal{L}^t(T) \) be the (infinite) set of all tree decompositions that can be obtained by iteratively adding leaves to nodes of the \( t \)-core of \( T \), whose bags are subsets of \( Y^+_t \). \( \mathcal{L}^t \) depends on the node \( t \) of the given tree decomposition as we have to start the addition on a node of the core. Notice that all elements of \( \mathcal{L}^t(T) \) have the same core as \( T \). Let \( J^t : \mathcal{L}^t(T_1), \mathcal{L}^t(T_2) \rightarrow J(t(\mathcal{L}^t(T_1)), \mathcal{L}^t(T_2)), I^t : \mathcal{L}^t(T) \rightarrow I(t(\mathcal{L}^t(T))) \) and \( F^t : \mathcal{L}^t(T) \rightarrow F(t(\mathcal{L}^t(T))) \).

Notice that each leaf of the core has a unique vertex as otherwise each vertex of the leaf would also be contained in its adjacent node and hence the leaf can be removed. Hence, the number of leaves is at most \( tw \). Furthermore, the number of nodes of the core of degree at least three is at most \( tw \) as the tree has at most \( tw \) leaves. In the following, we give up assumption that the constructed tree decomposition has at most \( n \) nodes, but we assume that each path of nodes of degree 2 in the core has a length of at most \( n \).

Before we show that only one tree decomposition per equivalence class suffices, we will show how we have to adopt the construction to compute \( J^t, I^t \) and \( F^t \).

**Construction 3.** (Construction for all tree decompositions in \( \mathcal{L}^t(T) \))

**Join-node:** Let \( A \in \mathcal{T}D \) and \( B \in \mathcal{T}D \). Notice that there are \( A^c \in \mathcal{L}^t(A) \) and \( B^c \in \mathcal{L}^t(B) \) such that their trees are the same (and hence \( J(A^c, B^c) \) is non-empty) if and only if their cores are the same. Furthermore, the core of the constructed tree decomposition \( C \), i.e., the unique element of \( J(A^c, B^c) \), has the same core as \( A \) and \( B \). The size of the largest bag of \( C \) is the maximum of the largest bag in the core, the maximum in \( A \), and the maximum in \( B \). Hence all such \( J(\mathcal{L}^t(A), \mathcal{L}^t(B)) \) are core-equivalent and can be constructed directly from the cores of \( A \) and \( B \).
Figure 3: Assume we consider a tree with its restricted bags as shown in (a). The nodes shown in red are removed from the core (depicted in (b)) as they are leaves and their restricted bags are subsets of the bags of their adjacent nodes. Notice that we remove the largest bag and hence we store its size with the core. In (c) we show the compact representation of the core, i.e., the path of nodes of degree 2 having equal vertices in the restricted bag are replaced by a single node and the sizes of the original nodes are represented as an integer sequence in the replacement.
Figure 4: The underlying tree is shown in black, its core before the vertex was introduced (the old core) is shown in blue and the vertex that is inserted into the bags of the nodes is shown in red. In part a), the vertex is inserted in at least one node of the old core. All black nodes and all red nodes that were not in the old core can still be removed and hence the new core is the old one. In part b), the vertex is inserted only into bags of nodes that were not in the old core. Let $t_1$ be the last blue node and $t_2$ the first red node on the path from the blue tree to the red tree, shown in green. All red nodes but $t_2$, and all black nodes but those on the path from $t_1$ to $t_2$ can be removed and hence are not in the new core. Hence, the new core consists of the blue nodes, the green nodes and $t_2$. The bags of the green nodes and the bag of $t_2$ without the introduced vertex are a sequence of nested subsets of the bag of $t_1$.

**Introduce-node:** Let $A \in \mathcal{T}D_t$ and consider an $A^L \in \mathcal{L}^t(A)$ which is used when introducing the vertex $v$ and let $C$ be the constructed tree decomposition. If $v$ is contained in at least one bag of the core of $A^L$, the core of $C$ is exactly the same as the one of $A$ (as we can apply the rule to a node before the addition of $v$ if and only if we can apply it after the addition of $v$). This is illustrated in Figure 4 part a). Hence, the core of $C$ can be constructed by selecting a subtree of the core of $A$ and adding $v$ to the bags of the nodes of the subtree.

Otherwise, a new path is added to the core of $A$ at an arbitrary node $t$ with bags that are subsets of $X_t$ such that the path is consistent and the bag of the last node of the path contains $v$ (see Figure 4 part b)). Hence, for the construction, we have to consider all nodes $t$ of the core and add an arbitrary path (of length at most $n$) to $t$. Then we assign a nested sequence of subsets of $X_t$ to the nodes of the path and finally add $v$ to the bag of the last node of the path.

**Forget-node:** For each $A \in \mathcal{T}D_t$ and $A^L \in \mathcal{L}^t(A)$, the single element of $F_t(A^L)$ is $A^L$. Its $t$-core can be obtained by starting with its $t'$-core (which is the $t'$-core of $A$) and potentially removing further leaves since the bags are now intersected with a smaller set.

Notice that the core of $C$ can be directly computed from the core of $A$ (and $B$) and hence Lemma \ref{lem:core-equality} holds for $\equiv_t$. 
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3.4 The compressed core of a tree decomposition

In the following, it is easier to consider a different representation of the cores.

We replace each maximal path of nodes in the tree of degree 2 such that the vertices in the restricted bags are the same by a single node, and assign the sequence of integers of the sizes of the bags of the path with the new node (see Figure 3 part c). We call this the compact representation of the core. Notice that in this representation, the number of nodes becomes bounded in $tw$ since between two nodes $t$ and $t'$ of degree at least three, we have at most $|X_i \setminus X_{t'}| + |X_{t'} \setminus X_i| \leq 2tw$ nodes of degree two. On the other hand, each node has an integer sequence assigned to it of length up to $n$. We define equivalence classes on integer sequences such that the number of equivalence classes becomes bounded in $\hat{t}w$. We call two tree decompositions $T^1$ and $T^2$ sequence-equivalent, if the compact representations of their cores are the same and each pair of integer sequences assigned to a node in the compact representation of the core are equivalent, denoted as $T^1 \equiv_T T^2$.

In this section, we use the following fact about tree decompositions: Assume that $T = (T, (X_t)_{t \in V(T)})$ is a tree decomposition of $G$ and $t'$ is an edge of $T$. If we add a bag $t''$ with $X_{t''} = X_t$ to $T$, remove the edge $t'$ and add edges $tt''$ and $t't''$, we get another tree decomposition of $G$ of the same width. We call the resulting tree decomposition an extension of $T$. In the following, we restrict this operation to edges $tt'$ such that the degree of $t$ is two in the core of $T$.

For a tree decomposition $T$ let $E^t(T)$ be the set of all tree decomposition that can be obtained from $T$ by a series of such extensions. Notice that although $E^t(T)$ is infinite, we will define a finite number of equivalence classes. Notice that the tree of the compact representation of the core is the same for each element of $E^t(\mathcal{L}^t(T))$, but the integer sequences differ.

In the next lemma we show that we may assume that a vertex added to a subpath in $T$ of $t_1, \ldots, t_k$ with integer sequence $(a_1, \ldots, a_k)$ is added up to a node $t_\ell$ such that there are no $i \leq \ell \leq j$ with $\min(a_i, a_j) < a_\ell < \max(a_i, a_j)$.

**Lemma 3.** Consider a node $t$ of the given tree decomposition and the compact representation of the core of a tree decomposition in $TD_t$. Assume $(a_1, \ldots, a_k)$ is the integer sequence of a node and $i < j$ are such that $a_i \geq a_k$ and $a_i \leq a_k$ for all $i \leq k \leq j$. Let $\ell$ be the smallest index such that $a_\ell > a_i$ (if such an $\ell$ exists, set $\ell = j$ otherwise). Let $Z_1, \ldots, Z_j$ be the vertices of $V \setminus Y^+_{t'}$ of bags of the nodes corresponding to $a_i, \ldots, a_j$ in the final tree decomposition. There is an optimal tree decomposition such that $Z_{t'} = Z_j$ for all $\ell \leq t' \leq j$ and no edges adjacent to $a_{t'}$ are added to the core later in the construction. Similarly, if $a_1 \leq a_k$ and $a_1 \geq a_k$, we can assume $Z_{t'} = Z_1$, and no edges adjacent to $a_{t'}$ are added to core for all $i \leq t' \leq \ell$, for $\ell$ being the largest index such that $a_\ell > a_j$.

**Proof.** Consider an arbitrary tree decomposition $T$ and assume it does not have the property. Let $t$ be a node of the compact representation of the core for which the property does not hold for the subsequence $(a_1, \ldots, a_j)$ of its integer sequence and let $t_i, \ldots, t_j$ the nodes of the tree of $T$ corresponding to $a_i, \ldots, a_j$. Notice that we can assume that the edges adjacent to the nodes corresponding to $t_i, \ldots, t_j$ have bags that are either subsets of $Y_i^+ \cap X_t$ or subsets of $(V_i \setminus Y_i^+) \cup X_t$ by Lemma 2.

We extend $t_i$, i.e., the node with the smallest bag, $j-i+1$ times, i.e., instead of a single node $t_i$ for size $a_i$, we now have nodes $t_i^1, \ldots, t_i^{j-i+1}$, all of size $a_i$. 13
Figure 5: Assume we have a path of four nodes in the core such that the sets of vertices of the restricted bags are equal (and hence these and possible further nodes are replaced by a single node in the restricted core), say $X$. Assume furthermore that the first node has the smallest number of vertices and the last has the largest number, and that the sets of vertices $Z_1, \ldots, Z_4$ are added to these nodes later on in the construction. We proved that we may assume that $Z_2 = Z_3 = Z_4$. Otherwise, we could add three copies of the first node in the beginning and give the first three nodes the additional vertices $Z_1, Z_2$ and $Z_3$ and all remaining nodes the additional vertices $Z_4$. By Lemma 2 the bags of nodes incident to the nodes may be assumed to be either subsets of $X \cup Y_i^+$ (shown in red) or subsets of $X \cup (V \setminus Y_i^+)$ (shown in blue). The first kind of edges stay at their original positions whereas the second kind are moved to the front.
We move the sets $Z_i, \ldots, Z_j$ to the nodes $t_{i}, \ldots, t_{i+j+1}$ and with them all edges whose other incident nodes have bags are subsets of $(V \setminus Y^+ \cup X)$. The bags of nodes $t_{i}, \ldots, t_{j}$ are all set to $Z_j$ (see Figure 5 for an illustration).

This results in a tree decomposition of at most the same width (The bags of $t_i$ and $t_j$ are not changed. For the new nodes $t_{i+1}^k$, we have that $|X_{t_{i+1}^k}|$ at most the size of bag of the node that contained the assigned $Z_t$ in the originating tree decomposition. The bags of the nodes $t_{i+1}, \ldots, t_{j-1}$ have at most the size of that of $t_j$ that has the property for $a_1, \ldots, a_j$. We can repeat this construction until all such conditions are satisfied.

Notice furthermore that if we add a vertex $v$ up to the node $t_{\ell}$, we can first extend $t_{\ell}$ and add only up to the first appearance of $t_{\ell}$ such that after the insertion, the first node not containing $v$ is the copy of $t_{\ell}$ and still has size $a_{\ell}$.

For an integer sequence $A = (a_1, \ldots, a_k)$, we define its typical sequence $\tau(A)$ as follows: Apply one of the following two operations until no further such operation is possible (we will show that the resulting sequence is unique and hence it is indeed a definition)

- if $a_i = a_{i+1}$ for $1 \leq i \leq k-1$, replace $(a_1, \ldots, a_k)$ by $(a_1, \ldots, a_i, a_{i+2}, \ldots, a_k)$
- for $1 \leq i < j \leq k$ with $\min(a_i, a_j) \leq a_\ell \leq \max(a_i, a_j)$ for all $i \leq \ell \leq j$ and replace $(a_1, \ldots, a_k)$ by $(a_1, \ldots, a_i, a_j, \ldots, a_k)$.

We will prove in the next section that $\tau(A)$ is a unique subsequence of $A$ (Property P1) and there are at most $2 \cdot 2^{2tw}$ different typical sequences (Property P2). Hence, there are only a bounded number of typical sequences if their integers are bounded by $\hat{w}$. We will call two integer sequences equivalent, if their typical sequences are the same. An extension of an integer sequence $(a_1, \ldots, a_n)$ is a sequence of the form $(a_1, \ldots, a_i, a_{i+1}, \ldots, a_n)$ for $1 \leq i \leq n$, i.e., one integer is repeated. The set of all extensions of an integer sequence $A$ is denoted as $E(A)$. Notice that an extension of a tree decomposition corresponds to an extension of the integer sequence assigned to one of the nodes of the compact core. Notice that all extensions $A' \in E(A)$ of $A$ have the same typical sequence.

Let $T, T' \in TD_t$ with $T' \in E^i(T)$ and assume that we can use $T$ in the construction of a tree decomposition $G$ of width $tw$. Notice that we can also use $T'$ to construct such a tree decomposition $T''$ (if we do not restrict to tree decompositions of at most $n$ nodes) since we can extend all tree decompositions used in the construction of $T''$ at the same nodes as we extended $T$ to obtain $T'$. We call an integer sequence $A$ superior to $B$ if there are $A' \in E(A)$ and $B' \in E(B)$ such that $A' \leq B'$. We will show that $A$ is superior to $\tau(A)$ (Property (P3)) and that $\tau(A)$ is superior to $A$ (Property (P4)). Hence, if we constructed a tree decomposition for which a node of the compact representation has the integer sequence $A$, we can assume that we have a tree decomposition with integer sequence $\tau(A)$ (even if no such tree decomposition exists) since for all tree decompositions that can be constructed from the latter, we can construct a tree decomposition of the same width as the first.

The compressed core of a tree decomposition is the compact representation of its core, where each node is assigned its typical sequence together with the size of the largest bag. We call two tree decompositions sequence-equivalent, denoted as $\equiv_s$, if their compressed cores are the same.
In order to compensate the replacement of an integer sequence by its typical sequence, we allow arbitrary extensions of the compressed core. Formally, we define $J^E_1(T^1, T^2) = J(E^1(L^1(T^1)), E^1(L^1(T^2)))$, $I^E_1(T) = I_1(E^1(L^1(T)))$ and $F^E_1(T) = F_1(E^1(L^1(T)))$.

We now show how the construction in join-, introduce, and forget-nodes changes and that it suffices to enumerate one tree decomposition per equivalence class. In order to do so, we will use further properties on typical sequences, which we will show in the next Section.

**Construction 4. (Construction for all tree decompositions in $E^1(L^1(T))$)**

**Join-node:** Notice that the extensions are operations that only affect the integer sequences assigned to the nodes of the compact representation of the core. Hence, we can consider these integer sequences independently. Consider a node $t$ of the compact representation of the core and let $A$ and $B$ be the integer sequences assigned to it in $\tilde{l}^1$ and $\tilde{l}^2$. In order to compensate extensions in a join, we have to be able compute all typical sequences in $E(A) + E(B) - |X_t \cap Y_t|$, where $E(A) + E(B) := \{A' + B' \mid A' \in E(A), B' \in E(B) \text{ and both have the same length}\}$, which we call property (P5). Notice that we can construct the compressed cores of the elements of $J^E_1(T^1, T^2)$ from the compressed cores of $T^1$ and $T^2$.

**Introduce-node:** As in the last construction, we have two cases: either $v$ is inserted to a bag whose node is in the core, in which case the core does not change, or $v$ is added to a bag whose node is not the core and the corresponding consistent path is now in the core.

In the second case, all nodes on the added path with the same subset of $X_i$ are represented by a single node in the compact representation of the core and the integer sequences of these nodes are of the form $(a_1, \ldots, a)$, where $a$ is the size of the subset. We simply replace this integer sequence by this typical sequence $(a)$.

Now consider the case that $v$ is added to at least one node of the core. Let $t$ be a node of the compressed core that represents one of the nodes where $v$ is added, $(a_1, \ldots, a_f)$ its integer sequence and $(a_i, \ldots, a_i, r)$ its typical sequence. Let $t_1, \ldots, t_f$ be the nodes represented by $t$. Notice that by Lemma 4 we can assume that $v$ is inserted up a node $t_1$ with size $a_1$ such that there are no $i, j$ with $i < \ell < j$ and $a_i \leq a_k$ and $a_j \geq a_k$ for all $i \leq k \leq j$. The remaining indices are part of the typical sequence, i.e. $\ell = i\ell'$ for some $\ell'$. Furthermore, we may assume that $a_{\ell+1} = a_\ell$ before the addition of $v$, as we can add a redundant node with bag $X_{t_\ell} \setminus \{v\}$ as a neighbor of $t$ to the final tree decomposition, and replace the edge $t_\ell t_{\ell+1}$ by the edge between $t_{\ell+1}$ and this new node. Hence, if $v$ is added to an initial subpath, say $(t_1, \ldots, t_\ell)$, the integer sequences of the two nodes of the compact representation of the core are $(a_1 + 1, \ldots, a_\ell + 1)$ and $(a_\ell = a_{\ell+1}, \ldots, a_k)$. The corresponding typical sequences are $\tau(a_1 + 1, \ldots, a_\ell + 1)$ and $\tau(a_{\ell+1}, \ldots, a_k)$. We can argue similarly, if $v$ is added to a general subpath.

Notice that, again, the compressed cores of the constructed tree decompositions can be computed directly from the compressed core of the tree decomposition used in the construction.
3.5 The Necessary Properties of Typical Sequences

In this section, we will show properties (P1) to (P5) of typical sequences, as well as properties \((H1), (H2)\) and \((H3)\), which are used in the proof. We want to mention that typical sequences are also of interest in different contexts (see [3]).

(P1) The typical sequence \(\tau(A)\) of \(A\) is unique.

Proof. Let \((a_1, \ldots, a_k)\) be an integer sequence and assume \((a_1, \ldots, a_i, a_j, \ldots, a_k)\) obtained from \((a_1, \ldots, a_k)\) by one operation. For \(\ell \notin \{i + 1, \ldots, j - 1\}\), we claim that \(a_\ell\) can be removed by an operation from \((a_1, \ldots, a_k)\) if and only if it can be removed by one operation from \((a_1, \ldots, a_i, a_j, \ldots, a_k)\). Using this iteratively, we see that no matter what the order of the operations is, it does not change whether we can remove an integer or not. In order to prove this claim, we have to slightly modify the second operation. If \(\min(a_i, a_j) \leq a_\ell \leq \max(a_i, a_j)\) for all \(i \leq \ell \leq j\), let \(j^*\) be the smallest index such that \(a_j = a_{j^*}\) for all \(j \geq j^*\). We replace \((a_1, \ldots, a_k)\) by \((a_1, \ldots, a_i, a_{j^* + 1}, \ldots, a_k)\), i.e., instead of keeping \(j\), we keep the same integer but another appearance (the first position such that afterwards all integers are the same as \(a_j\)). The modification makes the indices of the integers in the final typical sequence unique (and not just the values).

The claim is obvious if \((a_1, \ldots, a_i, a_j, \ldots, a_k)\) is obtained from \((a_1, \ldots, a_k)\) by an operation of the first type. Hence, consider the operation \(o\) of the modified version of second type replacing \((a_1, \ldots, a_k)\) by \((a_1, \ldots, a_i, a_{j^*}, \ldots, a_j)\). Assume we can remove \(a_\ell\) after \(o\) is applied as \(a_\ell = a_{\ell - 1}\). Since \(j^*\) cannot be \(\ell\) in the operation, the claim follows, since we can still apply the same
operation. Similarly, if $a_\ell$ can be removed before $o$ is applied as $a_\ell = a_{\ell-1}$, we can remove $a_\ell$ after $o$ is applied except if $o$ removes $a_\ell$.

We will now show the claim for the second type of operation.

Assume we can remove $a_\ell$ as there are $i' < \ell < j'$ such that $\min(a_{i'}, a_{j'}) \leq a_\ell \leq \max(a_{i'}, a_{j'})$ after $o$ is applied. As $i'$ and $j'$ are indices of $A$, we can also apply the operation before $o$ is applied.

Assume we can remove $a_\ell$ as there is $i' < \ell < j'$ such that $\min(a_{i'}, a_{j'}) \leq a_\ell \leq \max(a_{i'}, a_{j'})$ before $o$ is applied. If $i'$ and $j'$ are in $(a_1, \ldots, a_i, a_j, \ldots, a_k)$, we can still apply the same rule after $o$ is applied. If $i'$ is removed, one of $a_i, a_j$ is smaller and the other larger as $a_{i'}$. Replacing $i'$ suitably by $i$ or $j$, we can again apply the rule after $o$ is applied. The same is true if $a_j$ was removed.

(H1) If $(a_1, \ldots, a_k)$ is a typical sequence, then $(a_k, \ldots, a_1)$ is a typical sequence.  
Proof: Directly from the definition.

(H2) For an integer sequence $A$ with $\ell$ different values, the length of $\tau(A)$ is at most $2\ell$.

Proof: We first show by induction that the length is at most $\ell$ if the sequence starts with the largest or smallest value and this value appears only once. If there is only one value, the typical sequence can only have one entry as we could otherwise apply the first operation. Assume now that we have at least two different values. We will discuss the case where the sequence starts with the largest value. In this case, the smallest value has to be unique and the second entry of the integer sequence (as we can remove the part between the largest value and the last appearance of smallest value by one application of the second operation). Hence, the sequence that starts with the second entry is an integer sequence that starts with the smallest value, that has at most $\ell - 1$ different values, and where the smallest value appears only once. Using the induction hypothesis, we see that its length is at most $\ell - 1$. Hence, including the first entry, we have a sequence of length at most $\ell$.

Now consider an arbitrary typical sequence $(a_1, \ldots, a_k)$. If all integers are the same, the typical sequence can have only one entry and, hence, a length of 1. Assume now that we have at least two different values. Let $i$ and $j$ be indices of a smallest and largest entry and assume w.l.o.g. $i < j$. It holds that $j - i = 1$ and the smallest and largest integer appear only once, as we can remove all integers between the first appearance of $a_i$ and the last appearance of $a_j$ by one application of the second operation. Hence $(a_1, \ldots, a_k)$ is composed of an integer sequence that ends with the unique smallest value followed by an integer sequence starting with the unique largest value. Using the claim above and (H1), we find that its length is at most $\ell + \ell = 2\ell$.

(P2) There are at most $2 \cdot 2^\ell$ typical sequences with $\ell$ different values.

By the proof of (H2) we know that the largest and the smallest value are neighbored. We show that there are at most $2^\ell$ typical sequences where the smallest value is immediately before the largest value. As the same number can be proven if the largest value is immediately before the smallest, the claim follows.
We count the number of typical sequences up to the smallest value and starting from the largest value, starting with the second term. Again by the proof of (H2) we conclude that in a typical sequence starting with the largest value each value appears at most once. Furthermore, the typical sequence is uniquely determined by the set of values that appear in the sequence, as the following entries have to be alternating the smallest and largest of the remaining values. Hence there are at most $2^k$ such sequences. The same holds for the number of typical sequences ending with the smallest value and hence there are at most $2^k$ typical sequences of where the largest value immediately follows the smallest value.

(P4) The typical sequence $\tau(A)$ is superior to $A$.
Proof: $\tau(A)$ is obtained from $A$ by iteratively removing parts of $A$. We show the claim by induction on the number of removals. Assume $(a_1, ..., a_k)$ is replaced by $(a_1, ..., a_i, a_j, ..., a_k)$. We extend the smaller of $a_i$ and $a_j$ for $j - i - 1$ times to obtain a sequence of length $k$ that is at most $(a_1, ..., a_k)$ (see Figure 4).

(P3) $A$ is superior to its typical sequence $\tau(A)$.
Proof: Similarly to the above, but we extend the larger value of $a_i$ and $a_j$ to obtain a sequence that is at least $(a_1, ..., a_k)$ (see Figure 5).

(H3) The typical sequence of $(a_1 - c, ..., a_k - c)$ is obtained from $\tau(a_1, ..., a_k)$ by subtracting $c$ from each number.
Proof: This property follows directly from the definition of typical sequences.

(P5) We have to show that we can compute $\tau(\mathcal{E}(A) + \mathcal{E}(B) - c)$. Using (H3), it suffices to show how to compute $\tau(\mathcal{E}(A) + \mathcal{E}(B))$. The construction is as follows:
For typical sequences $A = (a_1, ..., a_k)$ and $B = (b_1, ..., b_l)$, let $G_{A,B} = (V_{A,B}; E_{A,B})$ be the directed graph with nodes $v_{i,j}$ for $1 \leq i \leq k$ and $1 \leq j \leq \ell$ and edges $E_{A,B} = \{(v_{i,j}, v_{i',j'}) \mid 1 \leq i \leq i' \leq k, 1 \leq j \leq j' \leq \ell, i' - i \leq 1, j' - j \leq 1, (i,j) \neq (i', j')\}$ and let $w(v_{i,j}) = a_i + b_j$. Let $P(A,B) = \{(w(u_1), ..., w(u_m)) \mid (u_1, ..., u_m) \text{ be the nodes on a path in } G \text{ from } v_{1,1} \text{ to } v_{k,l} \}$ (see Figure 7).

$P(A,B)$ is computable since we can enumerate all paths of a graph. We claim that $\tau(P(A,B)) = \tau(\mathcal{E}(A) + \mathcal{E}(B))$.
Proof: We first show that each sequence of $P(A,B)$ is an element of $\mathcal{E}(A) + \mathcal{E}(B)$. Consider a path $v_{i_1,j_1}, ..., v_{i_m,j_m}$ between $v_{1,1}$ and $v_{k,l}$ in $G_{A,B}$. Let $A' = (a_{i_1}, ..., a_{i_m})$ and $B' = (b_{j_1}, ..., b_{j_m})$. Notice that $A' \in \mathcal{E}(A)$ as $i_1, ..., i_m$ are non decreasing and increase in each step at most by one. Similarly $B' \in \mathcal{E}(A)$. By definition $A' + B' = (w(v_{1,j_1}), ..., w(v_{m,j_m}))$.

Now consider arbitrary extensions $A' = (a_{i_1}, ..., a_{i_m}) \in \mathcal{E}(A)$ and $B' = (b_{j_1}, b_{j_m}) \in \mathcal{E}(B)$ of the same length. If $i_k = i_{k+1}$ and $j_k = j_{k+1}$, we have $(A' + B')_k = (A' + B')_{k+1}$ and we can delete index $k+1$ from $A'$ and $B'$ without changing the typical sequence of $A' + B'$. Hence, we can assume that $i_k \leq j_{k+1} \leq j_k + 1, j_k \leq j_{k+1} \leq j_k + 1$ and $(i_k, j_k) \neq (i_{k+1}, j_{k+1})$. Furthermore, $i_1 = j_1 = 1, i_m = k$ and $j_m = \ell$. Hence $(v_{i_1,j_1}, ..., v_{i_m,j_m})$ is a path in $G_{A,B}$ and $(w(v_{i_1,j_1}), ..., w(v_{i_m,j_m})) = A' + B'$. 
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Figure 7: The graph $G^{AB}$ constructed for the sequences $A = (1, 3, 2, 4)$ and $B = (4, 2, 5)$. The path in red corresponds to the extensions $(1, 3, 2, 2, 4) \in \mathcal{E}(A)$ and $(4, 4, 2, 5, 5) \in \mathcal{E}(B)$.

3.6 Number of equivalence classes and computation time

The number of equivalence classes we enumerate in a bag $Y_t$ of the given tree decomposition is bounded by the number of different compressed cores for the bag. Recall that a compressed core is a tree with at most $2^t w^2$ nodes where a restricted bag assigned to each node and a typical sequence is assigned to each edge. The number of equivalence classes can be bounded by the product of the number of tree topologies, the number of ways to assign subset of vertices to the nodes of the tree and the number of ways to assign typical sequences to the edges of the tree.

Although much better estimates for the number of tree topologies are known, we use the following crude estimate: a tree of at most $2^t w^2$ nodes can be described by a graph over exactly $2^t w^2$ nodes by given the edges of the tree and ignoring the nodes without adjacent edges. The number of graphs over $2^t w$ nodes is $2^{(2^t)w^2} = 2^{4^t w^2}$.

A restricted bag is characterized by the subset of the vertices of $Y_t$ it contains and its size and hence the number of choices for a restricted bags is at most $2^{2^t w^2} \cdot 2^{2^t w} \leq 2^{3^t w}$. Choosing a restricted bag for each node gives $(2^{3^t w})^{2^t w^2} = 2^{4^t w^3}$ possibilities.

In (P2) we proved that there are at most $2 \cdot 2^{2^t w} = 2^{2^t w+1} \leq 2^{3^t w}$ typical sequences with values bounded by $t^w$. Choosing a typical sequence for each edge gives at most $(2^{3^t w})^{2^t w^2} \leq 2^{4^t w^3}$ possibilities.

Hence, in total we can bound the number of compressed cores by $2^{4^t w^2} \cdot 2^{4^t w^3} = 2^{4^t w^2 + 4^t w^3 + 4^t w^3} \in 2^{O(tw^3)}$.

We now want to argue that the running time to construct the compressed cores is polynomial in the bound on their number which then leads to a total running time of $(2^{O(tw^3)})^c \cdot n = 2^{cO(tw^3)} \cdot n$ where $c$ is the exponent of the polynomial. Notice that although many of these estimates seem to be quite
crude, no exact algorithm with a running time bound of the form $2^{o(tw^3)} \cdot n^{O(1)}$ is known.

For a join-node $\hat{t}$, we construct all compressed cores that can build for a pair $C_1, C_2$ of compressed cores of the two children and add it to the enumerated compressed cores if it is not already contained (which can be tested by simply iterating over all compressed cores that are already enumerated). In order to do so, we have to check that the tree topologies and the vertices of the restricted bags match in $C_1$ and $C_2$. We compute the sizes of the restricted bags in the resulting compressed core. Furthermore, for each edge of the tree, we compute all possible typical sequences that can arise by joining the corresponding typical sequences of $C_1$ and $C_2$ by enumerating all path in the graph constructed to prove (P5) and reduce the corresponding integer sequences to typical sequences. Notice that although the number of path is exponential in the size of the graph, it is polynomial in the number of possible compressed cores.

For a forget-node $\hat{t}$, we iterate over all compressed cores enumerated in the child of $\hat{t}$, remove the forgotten vertex of all restricted bags and computing resulting compressed core. If this is not already enumerated, we add it to the enumerated compressed cores.

For an introduce-node $\hat{t}$, the simplest way to describe a construction is to invert the approach of a forget-node. We enumerated all possible compressed cores $C$ for $\hat{t}$. For each, we compute the compressed core $C'$ that results in removing the introduced vertex from all bags in $C$ and test whether we enumerated $C'$ in the child of $\hat{t}$. A constructive approach would select a compressed core $C'$ in the child and then either add the introduced vertex into a subtree of the tree of $C$ or to a single new bag and join this bag by a path of nodes whose bags are strictly nested subsets to one of the nodes of the tree of $C'$. Each integer sequence of a new edge consists of only one entry whose value is the size of the bag.

4 The Algorithm to Compute the Optimal Tree Decomposition

In this section, we will show how we can use the algorithm described above to compute an optimal tree decomposition without a given tree decomposition. We start with a simple variant, leading to an algorithm with quadratic running time (in the number of vertices of $G$ for a graph with an arbitrary but fixed treewidth) and then give a more complicated algorithm with linear running time.

In this section, we give an algorithm to test whether the treewidth is at most $tw$ for a given value $tw$. We can compute the treewidth from such an algorithm by testing increasing values for $tw$ starting with 1 and increasing the value until we find the treewidth. Hence, the algorithm outlined is called exactly $tw$ times until we find the correct value. Let $n = |V|$.

4.1 Simple Version

We use the fact that the treewidth of a minor of a graph is at most that of a graph itself (see Section 2).

We assume that the given graph $G$ is connected since we can otherwise compute tree decompositions for each connected component independently, as
stated in Section 2.

Let again $G = (V, E)$ be the given graph. If $G$ contains only one vertex, we are done. Otherwise there is at least one edge in $G$. Take an arbitrary edge $uv$ and shrink it and let $[uv]$ be the new node and $G^{uv}$ be the resulting graph (which is also connected). Notice that we compute a minor and hence the treewidth of the $G^{uv}$ is at most that of $G$. Recursively compute a tree decomposition of $G^{uv}$ of width $tw$. From the computed tree decomposition, construct a tree decomposition of $G$ of width at most $tw + 1$ by replacing each appearance of the vertex $[uv]$ by the two vertices $u$ and $v$. Using the algorithm of Section 3, we compute a tree decomposition of $G$ of width $tw$.

For every fixed value of $tw$, the running time $T(n)$ is $T(n) \leq T(n-1) + O(n)$ as the running time of the algorithm in Section 3 is $O(n)$ for every fixed value of $tw$.

4.2 Improved Version

The following algorithm is based mainly on ideas from Perkovic and Reed [12] and only slightly simplified.

We use the fact that a pair of vertices $u, w$ with more than $tw$ common neighbors are contained in at least one common bag and, hence, the graph where we add the edge $(u, w)$ has the same treewidth (see Section 2).

We first test if the graph has treewidth 1 (i.e., is a graph without edges) or 2 (i.e., the graph is a tree) in linear time. In the following, we will assume that the treewidth is at least 3.

Assume we want to compute a tree decomposition of width $tw$ of a graph $G = (V, E)$ or show that the treewidth is at least $tw + 1$. We will show how we can find a graph $G'$ of at most $(1 - 1/16tw^2)|V|$ nodes of treewidth at most $tw$, such that we can construct a tree decomposition of $G$ of width at most $2tw$ from a tree decomposition of $G'$ of width $tw$. We compute a tree decomposition of $G'$ of width $tw$ recursively and, from it, construct a tree decomposition of $G$ of width at most $2tw$. Finally, we use the algorithm of Section 3 for a tree decomposition of $G$ of width $tw$.

The total running time for a graph with $n$ nodes can be computed as $T(n) \leq T((1 - 1/16tw^2)n) + O(n) = O(n)$ for every fixed value of $tw$.

We will now show how to find $G'$. In the algorithms, we assume an arbitrary but fixed numbering of the nodes. We first recursively remove all nodes of degree one (since a tree decomposition of the remaining graph can easily be extended to a tree decomposition of the original graph of the same width).

Let $S$ be the nodes of degree at most $4tw$. We compute a maximal matching $M$ in $G$ restricted to the edges, such that at least one endpoint is in $S$. If $|M| \geq |V|/16tw^2$, we shrink the edges obtaining a minor $G'$ of $G$ with at most $(1 - 1/16tw^2)|V|$ nodes and a treewidth of at most $tw$. If $T$ is a tree decomposition of $G'$, we can easily obtain a tree decomposition of $G$ by replacing each occurrence of a node $[uv]$ created when shrinking a matching edge $uv$ by the two nodes $u$ and $v$. The width of this tree decomposition is at most twice the width of $T$.

Assume now that $|M| < |V|/16tw^2$. Let $A$ be the matched nodes of $S$ and $B$ be the nodes in $V \setminus S$ that are matched to a node in $A$. Let $C$ be the neighbors of $A$ within $S$, $D = S \setminus A \setminus C$ and $F = V \setminus S \setminus B$ (see Figure 8). Notice the following:
The nodes $S$ of degree at most $4tw$ are partitioned into the nodes $A$ that are matched, their neighbors $C$, and the remaining nodes $D$. The nodes from $V \setminus S$ are partitioned into the nodes $B$ that are matched, and the remaining nodes $F$.

- $|S| \geq |V|/2$: As the treewidth of $G$ is at most $tw$, the number of edges of $G$ is at most $|V|tw$ and, hence, the number of nodes of degree more than $4tw$, i.e., the number of nodes not in $S$, is at most $|V|/2$.
- $|A| \leq |V|/8tw^2$: since $|M| < |V|/16tw^2$ and each edge in $M$ can enforce at most two nodes in $A$
- $|B| \leq |V|/16tw^2$: since each edge in $M$ can enforce at most one node in $B$
- $|C| \leq |V|/2tw$: since each node in $A$ has at most $4tw$ neighbors (in $C$).
- $|D| = |S| - |A| - |C| \geq |V|/2 - 2 - |V|/8tw^2 - |V|/2tw \geq |V|/5$, where the last estimate uses the fact that $tw \geq 2$.
- All neighbors of a node $u \in D$ are in $B$ since all neighbors are matched (otherwise we could increase the matching), and there are no neighbors in $A$ by construction. As we assume that all nodes have degree at least 2, there are at least 2 neighbors.

For $v \in V$, let $N(v)$ be the neighbors of $v$ in $G$. Now we try to assign each node $w \in D$ to a pair $(u, v)$ of distinct nodes in $N(w)$, such that no pair of nodes has more that $tw + 1$ nodes from $D$ assigned to it. Notice that $N(w) \subseteq B$ for all $w \in D$ and hence we are considering pairs of nodes in $B$ here. We do this greedily until no further assignment is possible, i.e., if $U$ is the set of nodes that is not assigned to a pair, all pairs of neighbors of a node in $U$ already have $tw + 1$ nodes assigned to them. We do this in linear time as follows: We make a list of pairs of nodes of $B$ in which we insert for each $w \in D$ all pairs of neighbors of $w$. As $w$ has at most $4tw$ neighbors, this list will contain $O(|D|tw^2) \subseteq O(|V|)$ pairs of nodes. We sort it lexicographically. We iterate over the list and assign vertices to pairs of the list if they are not assigned yet and the pair has assigned less than $tw + 1$ vertices so far.
As stated in Section 2, we know that for each $w \in U$, we can add edges $(u, v)$ to $G$ for all pairs of neighbors of $w$ without increasing the treewidth of the graph. Let $G^*$ be the graph obtained by adding these edges for all nodes in $U$ and removing the nodes of $U$ and all adjacent edges. The neighbors with respect to $G$ of $w$ form a clique in $G^*$ and hence there will be a bag containing these nodes in each tree decomposition of $G^*$. We can construct a tree decomposition of $G$ from a tree decomposition of $G^*$ by adding a bag for each $w \in U$ that contains $\{w\} \cup N(w)$ and attaching it to an arbitrary bag containing $N(w)$. We will later discuss how we can efficiently find these bags for the nodes in $U$. We will now show that $|U| \geq |V|/8t^2$ and, hence, we can recursively search for a tree decomposition of $G^*$ (as in the case where we have a large matching).

Assume $U$ contains less than $|V|/8t^2$ nodes. Consider the graph $\hat{G}$ obtained as follows: Start with $G[B \cup (D \setminus U)]$ and for each $w \in D \setminus U$ shrink $w$ to either $u$ or $v$ (chosen arbitrarily) if $(u, v)$ is the pair of nodes assigned to $w$. Notice that the nodes of $\hat{G}$ are $B$ and $uv$ will be an edge of $\hat{G}$ if the pair $(u, v)$ was chosen for a node $w \in D \setminus U$. As $|D \setminus U| \geq |V|/8$ and for each pair of nodes $(u, v)$ at most $t^2 + 1$ nodes in $D \setminus U$ are assigned to it, $\hat{G}$ has at least $|V|/8(t^2 + 1)$ edges. As the number of edges of a graph of treewidth $t$ with $n$ vertices is at most $nt^2$, as stated in Section 2, the treewidth of $\hat{G}$ is at least $t^2 + 1$ since $\hat{G}$ has at most $|V|/16t^2$ nodes and at least $|V|/8(t^2 + 1) > |V|/16t^2$ edges. This is a contradiction since $\hat{G}$ is a minor of $G$.

We will now discuss how we find a bag containing $N(w)$ for all $w \in U$ in linear time. We make a list that contains all subsets of vertices of every bag with a link to the originating bag. The size of the list is at most the number of bags times $2^{t^2+1}$, which is in $O(n)$ and each entry is a subset of at most $tw$ nodes and hence has size $O(1)$. We sort this list lexicographically. Furthermore, we lexicographically sort the list containing $N(w)$ for all $w \in U$. We can now find a bag that contains $N(w)$ by iterating over the two lists in parallel (as in the merge of merge-sort).

5 Conclusion

We gave simpler descriptions of two algorithms: The algorithm of Bodlaender and Kloks [4] that computes an optimal tree decomposition for a graph $G$ given a (non-optimal) tree decomposition of bounded width in linear time, and the algorithm of Bodlaender [1] that uses the first algorithm to compute an optimal tree decomposition of a graph with bounded treewidth in linear time.

Although we were able to shorten the text significantly, the description is still too long to become part of textbooks. We hope that even simpler descriptions of the algorithms can be found in the future, which will finally allow these algorithms to be shown in textbooks.
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