Machine learning: Accelerating materials development for energy storage and conversion
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Abstract
With the development of modern society, the requirement for energy has become increasingly important on a global scale. Therefore, the exploration of novel materials for renewable energy technologies is urgently needed. Traditional methods are difficult to meet the requirements for materials science due to long experimental period and high cost. Nowadays, machine learning (ML) is rising as a new research paradigm to revolutionize materials discovery.

In this review, we briefly introduce the basic procedure of ML and common algorithms in materials science, and particularly focus on latest progress in applying ML to property prediction and materials development for energy-related fields, including catalysis, batteries, solar cells, and gas capture. Moreover, contributions of ML to experiments are involved as well. We highly expect that this review could lead the way forward in the future development of ML in materials science.
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1 | INTRODUCTION

Nowadays, many challenges¹ in the 21st century including low carbon energy and sustainability are mainly materials-related issues. Materials with specific chemical and physical properties for efficient energy storage and conversion are urgently needed to achieve sustainable development of human society.

As shown in Figure 1, for a long time, the discovery of novel materials relies on the trial-and-error process, indicating long timeline and high cost, which cannot meet the requirements for more advanced materials. Thanks to the development of theoretical and computational chemistry, quantum mechanics (QM), and molecular mechanics become mature methods to obtain quantitative structure-property relationships before experiments. With rapid progress in high-performance computations, high-throughput computational screening has extremely accelerated the investigations on materials science,²-⁴ making it possible to compute the properties of thousands of compounds. Density functional theory (DFT)⁵,⁶ has widely been used for the computation of...
structures and properties of materials,7 and accelerates the development of materials databases with calculated properties of a huge number of systems, such as Materials Project (MP) database,8 AFLOWLIB consortium,9 Open Quantum Materials Database (OQMD),10 and MaterialGo (MG).11 With state-of-the-art supercomputers and algorithms, researchers can calculate compounds with thousands of interacting ions and electrons on basis of QM methods.12,13 However, the high computational cost of QM-based methods limits the applications to large-scale complex systems. Besides, it is unrealistic to exhaust all possible systems through QM methods.

As Materials Genome Initiative (MGI)14 progresses, the era of big materials data is coming and more efforts have been made to collect materials properties and build more materials databases. The effective management and utilization of big data is the key basis to accelerate materials design. Nowadays, quickly and effectively assessing and analyzing big data to find hidden rules is challenging in current materials science.

The emergence of artificial intelligence (AI) provides a new chance to bring breakthroughs in science and engineering. The combination of AI and big data is hailed as “the fourth paradigm of science.”15 Machine learning (ML) is the core of AI, the fundament to make computers intelligent. Currently, advances in ML have been making great influence on various fields,16 as ML is a powerful tool to find the statistical law hidden behind high-dimensional data. Recently, ML has also been used increasingly in materials science17,18 with the rapid growth of materials databases, the gradual spread of ML toolkits, such as TensorFlow,19 Pytorch,20 and scikit-learn,21 the development of workflow toolkits such as Atomate,22 and the progress of algorithms. Combining with big data,23 ML techniques have successfully made many breakthroughs in the field of energy storage and conversion materials, such as catalysts16,24 and battery materials.25,26

Several early reviews have introduced the applications of ML to materials science, including materials discovery and design,27-32 catalysts,24,33 and structure prediction.34,35 Very recently, ML investigations on energy storage and conversion materials have rapidly increased, which have not been comprehensively summarized. Therefore, in this review, we would focus on various directions where ML have been successfully applied, and hope to promote further developments in the field of energy storage and conversion.

## 2 | BASIC PROCEDURE OF ML IN MATERIALS SCIENCE

Based on ML technology, computers can automatically learn from empirical data (training data) and then determine the linear or nonlinear relationships between feature factors and materials properties. Different from traditional hard-coded approaches, in which the algorithm was preprogrammed by a human expert, ML approaches could learn from the dataset, obtain the rules dominating the dataset and build a model to make predictions. Therefore, sufficient data are very important for ML. Feature engineering, including feature extraction and selection, is the critical step to extract inputs to train a ML model from data, which is the fundamental to ensure the applicability and feasibility of ML models, since only related features could be meaningful for the construction of ML models.30,36 Then the ML algorithms would be selected to build a model and learn from the data. Finally, the model would be evaluated and optimized.

### 2.1 | Data collection

For the applications of ML to materials science, the training data can be obtained from high-throughput computations or experiments. However, these data might be incomplete, inconsistent or even spurious; therefore, data cleaning which means that identifying inaccurate data and then replacing, revising or deleting them plays a key role for the accuracy of ML models.
Fortunately, databases, which contain the materials accumulated in the past century, bring great convenience for ML in materials science. Inorganic Crystal Structure Database (ICSD),37 which contains more than 210 000 crystal structures, is one of the most widely used materials databases. Crystallography Open Database (COD)38 and Pauling File39 are also widely used as data sources, with over 400 000 and 330 000 entries, respectively. There are also several computed materials databases such as MPdatabase,8 the AFLOWLIB consortium,9 OQMD,10 and MG.11 Remarkably, the band structures in MG were calculated by Heyd-Scuseria-Ernzerhof (HSE) hybrid functional,40 which could improve the accuracy of band structures. Besides, there are many materials databases for specific applications, such as MaterialsWeb online database,41 computational materials repository,42 Materials Cloud platform2 for two-dimensional (2D) materials, Harvard Clean Energy Project (CEP) for organic photovoltaics materials,43 and Thermoelectrics Design Lab for thermoelectric materials.44 Data in these databases are generally checked for technical errors; however, there are still systematic or measurement errors which should be identified and removed before training ML models.

The fast access of materials databases is essential for data collection. Therefore, most materials databases provide application programming interfaces (API), such as Materials Project RESTful API, which could make users directly access MP data and query materials information programmatically.

In the past, it was very difficult for non-ML experts to run ML programs and train the model. Nowadays, the advances in ML frameworks, such as TensorFlow (Python),19 Pytorch (Python),20 scikit-learn (Python),21 Torch (Lua),45 Caffe (Protobuf),46 and Deeplearning4J (JAVA), ensure researchers to build high quality ML models more easily. The performances of these frameworks are different in speed and accuracy and researchers can choose one as needed.47

2.2 Feature engineering

When there are enough available data, the transformation of the raw data into some quantitative parameters, which are the most influential for the modeling of targeted properties without redundancy determines the accuracy of ML models. Therefore, choosing an appropriate feature selection method is crucial to obtain a practical ML model.48

Deep understanding of underlying scientific issues and ML algorithms is the foundation to select suitable features. Typically, the features are encoded with structure and property parameters, such as electronic properties (band gap, dielectric constant, work function, electron density, electron affinity, etc), structure properties (atomic radial distribution functions,49 configuration, property-labeled materials fragments,50 Voronoi tessellations,51 etc) and magnetic properties. Reasonable selection of features is difficult and expensive.52 In previous investigations, researchers selected different dimensions and types of features to build different ML models and adopted the model with the best performance.

As high-performance computations and deep learning are developed, automated feature engineering is more widely used. Compared with manual feature engineering, automated feature engineering is more efficient and repeatable, and allows researchers to build a better ML model faster. For deep learning, the function in each layer can transform the input data into another mathematical expression as input data for the latter layer. Deep learning provides an approach for computers to automatically obtain features learned from data and incorporate them into the process of model building, which can reduce the incompleteness of manual feature engineering. Nowadays, deep learning which could handle thousands of features without the need of feature selection is widely applied to various fields such as drug53 and nanomaterials discovery.30

However, the datasets are generally small so that it might be difficult to automatically extract features by deep learning frequently. Moreover, some property features, such as Goldschmidt tolerance factor, which has been widely used to represent the stability of perovskites, is not ideal for accurate prediction due to inherent inaccuracy. Bartel et al54 reported a novel stability tolerance factor $\tau$ for perovskites, and the performance of this new tolerance factor maintains consistent higher accuracy across a wide range of perovskites. Moreover, not limited to perovskites, $\tau$ can also estimate the stability of perovskite-like structures. Ekin et al55 demonstrated that the standard ML approach cannot establish suitable models from small data. To solve the problem of limited data, they created a transfer learning approach which combines structural models and elemental models. The final elemental-structural ML model performs acceptable results with relatively small datasets, compared with the structural model which is only trained by experimental and DFT computational data. Notably, the number of features also influences the establishment of models; the lack of feature quantity cannot describe materials comprehensively, and the redundant feature number will make the establishment of the model more complicated.56

2.3 ML methods

The selection of an appropriate ML model also plays a key role since it significantly affects the predicted performance.57 There is no single best method for all cases. ML
methods can be divided into supervised, semisupervised and unsupervised learning relying on the amount of features (input data) and corresponding labels (output data) of training data. For supervised learning, input data correspond to output ones. By using supervised model, the computer can find the relationship between input and output and predict the output value when giving a specific input value. In semisupervised learning, the amount of input data is larger than that of output ones. The ratio of unlabeled input data and labeled input data is always high. The quality of models mainly relates with the automatic training of unlabeled data. For unsupervised learning, the labels of training data are unknown. Unsupervised learning can be used to reveal the intrinsic regularity of data. The widest application of unsupervised learning is classification, such as K-means algorithm.

Currently, supervised learning is the most widely used effective tool among those methods in materials science. Therefore, we will focus on supervised learning models below.

### 2.3.1 k-Nearest neighbors

k-Nearest neighbors (kNN) algorithm is one of the most theoretically mature and simplest ML methods. The basic principle of this method is that a sample is identified by the majority of its nearest k neighbors in feature space. As shown in Figure 2, for \( k = 1 \), the yellow sample would be classified as a member of green class. For \( k = 3 \), the sample belongs to red class, since red triangles are more. For \( k = 5 \), the sample is identified as a member of green class. kNN could be used in both classification and regression. The distance between samples and training data in feature space is the basis for classification. In n-dimensional real vector space, Euclidean distance is always used in more general cases, and Minkowski distance could also be used. Once the sample positions in the feature space are available, the distance can be calculated and no explicit training phase is needed. In other words, the generalization of training data is delayed until a query is made to the system; therefore, kNN is a lazy learning method. Because of this, the prediction of kNN is time-consuming and memory footprint is large if the training dataset is large. Besides, imbalance of training data could also influence the performance of kNN.

There is no fixed rule on the selection of \( k \). A small value of \( k \) would always be selected according to the distribution of samples and then cross-validation is used to optimize the value of \( k \).

### 2.3.2 Naïve Bayes

Naïve Bayes classifier is a series of classification algorithms based on Bayes’ theorem and the hypothesis that the features are conditionally independent of each other, for example, in Figure 3, the color of feature represented by triangles is not related to feature represented by squares. The sample would be classified into the class with the highest estimated probability. This method is often used to predict biological properties. However, in reality it is difficult to satisfy the assumption that the features are conditionally independent, since the features are always interrelated. Figure 3 represents the main mathematical principle and a simple example of Naïve Bayes classifier. The people are classified into two categories \( y_1 \) and \( y_2 \). Each person has four main features, and the value of each feature is represented by different colors.

\[
f(x) = \arg \max_{y_k} P(y_k) \prod_{i=1}^{n} P(x_i | y_k)
\]

**FIGURE 2** Diagram of k-nearest neighbors algorithm

**FIGURE 3** Mathematical function and a simple example of Naïve Bayes classifier. The blue and green humanoid figures represent two types of samples, and the gray one is an unassorted sample. Four different geometric figures represent the main features of each sample, and the color of geometric figures is the optional value of features
Decision tree (DT)\cite{62} is a ML predictive model which contains nodes and directed edges. The nodes include internal nodes and leaf nodes. The internal nodes represent distinguishing conditions for features while the leaf nodes indicate different classes as shown in Figure 4. However, there are also several limitations on DT, such as sometimes nonrobust of the tree. The biggest weakness is that this method might create over-complex trees, and cause overfitting. In order to avoid overfitting and reduce complexity of trees, pruning is usually used which uses statistical methods to delete unreliable branches to improve the speed and ability of the classification of new data.

In 2001, Breiman\cite{63} proposed Random Forest (RF) technique for classification or regression based on the combination of multiple DTs into “forest.” Each tree in the forest is built on the basis of recursive partitioning. When a new instance enters, each DT would make judgment. The instance would be classified by the majority vote for classification or the average for each DT will be calculated for regression. RF can be used to effectively handle datasets with great quantity of features and reduce overfitting.

Kernel methods are a collection of pattern recognition algorithms. The most widely used kernel methods include support vector machine (SVM),\cite{64} Gaussian process (GP),\cite{65} and kernel ridge regression (KRR).\cite{66} Kernel function is the inner product of mapping relationship, which is used in these methods to transform input data into a higher-dimensional space, reduce computing complexity, and even make impossible calculations possible as shown in Figure 5.

Artificial neural network (ANN),\cite{67} also called neural network (NN), is a mathematical model for ML and pattern recognition based on the principles of neural networks in biology. With understanding and then abstracting the structure of brain and response mechanism, the model simulates the mechanisms for processing complex data in nervous systems on basis of network topology. As shown in Figure 6, a network contains an input layer, an output layer and n hidden layers (n ≥ 1). Each node includes a specific output function, named activation function. The connection between two neurons carries a weight, which is modified during the training phase and then will be evaluated with test datasets. ANN methods exhibit strong ability to capture nonlinear complex relations from large-scale datasets. However, there are still some limitations; ANNs usually require much more training data and are time-consuming. It is difficult to understand why an ANN makes a particular decision, also called “black boxes.” Besides, ANNs are susceptible to overfitting, and this method should be carefully designed.

A good ML model should be predictive. It could not only fit known data, but also generalize unknown data. It is necessary to validate the ML model. In order to evaluate the model, the total dataset is generally divided into two parts: training set and test set. The training set is used to train the model and its output data are known to the model while the test set is applied to evaluate the model and the corresponding output data are not given to the algorithm. Besides parameters of ML models, which are obtained by learning from training set, many ML models possess hyperparameters which can be selected manually, such as the k value in kNN and the number of trees in RF. Models only constructed on basis of training data might have a set of overfitting hyperparameters. Therefore, it is helpful and necessary to take part of training set as the validation set to optimize the hyperparameters for the best prediction. Notably, the test set should be close to the population distribution; therefore, it is necessary to take the test set at random from the whole population.

Cross-validation\cite{68} is a common and effective approach to evaluate ML models. K-fold cross-validation
is a widely used cross-validation method, in which the data are distributed into K separate folds with one fold as the initial test set and the others as the initial training set. Then the process is circulated until each fold serves as the test set once as shown in Figure 7. The process indicates that each sample will be predicted by the model built without the entry of its corresponding output value. Therefore, if the cross-validation error is low, the model could effectively generalize all samples in the whole dataset. A special case is that the number of samples equals to K and the method is called leave-one-out cross-validation, which is used when the data size is very small. Bootstrapping method, sampling with replacement method, is also effective for small datasets. However, bootstrapping method changes the distribution of the dataset, and then potentially introduces estimation bias. Besides, Monte Carlo cross-validation which is an asymptotically consistent method for model selection and exhibits larger probability than leave-one-out cross-validation for selecting models with good prediction ability.

For classification problems, a confusion matrix with the correct and incorrect predictions on diagonal and off-diagonal is introduced, respectively. The model performance can be evaluated by classification accuracy, which is calculated by the sum of diagonal elements divided by the sum of off-diagonal elements. Receiver operating characteristic (ROC) curve, and area under ROC curve (AUC) are also applied to evaluate the accuracy of classifiers. ROC curve can well analyze the classification performance of the classifiers of samples with uneven distribution. The value of AUC implies the ability of models. ROC curve is often used in combination with precision recall (PR) curve. Meanwhile, the mean absolute percent error (MAPE), root mean squared error (RMSE), average absolute error (AAE), correlation coefficient (R²), and cross-validated counterpart (Q²) are
widely used to evaluate the prediction accuracy for regression models.

3 | ACHIEVEMENTS OF ML IN ENERGY STORAGE AND CONVERSION MATERIALS

ML is increasingly used in materials science and has proven effective. Via ML, the properties can be accurately predicted and novel materials with specific functions could be designed. The gap between materials science and computer science has gradually narrowed. In this section, we would introduce the recent advances in applications of ML to the development of materials for energy storage and conversion.

3.1 | Promotion of theoretical chemistry

3.1.1 | Property prediction

Due to the superiority, ML methods have been applied to property prediction for energy storage and conversion materials to overcome the shortcomings of DFT computations, such as high consumption of computational resource. The utilization of ML methods provides effective and novel tools for the domain of materials science. Various ML methods have been proposed to build models for rapid property prediction. The commonly used methods, such as kernel methods (including SVM, GP, and KRR), ANN, DTs and RFs, succeed in predicting various properties of many kinds of systems.

Predicting microscopic properties

It is generally known that the bandgap is one of the most basic but important electronic character for materials. Although traditional computations could provide comparatively accurate results of bandgaps, it is still difficult to gain accurate analysis of large amounts of complex systems. However, this problem can be effectively solved by ML methods. For example, Dong and co-workers\textsuperscript{71} trained the model to simulate different configurations of hybridized graphene and h-BN by convolutional neural networks (CNNs) and SVM for comparison. Those systems have at most \(6 \times 6\) supercells, but many possible atomic configurations still exist and are hard to exhaust all cases through traditional methods. The trained CNN models have high prediction accuracy for bandgaps of any given structure while the SVM ones show relatively low correlation between the predicted results and the DFT computed ones.

Zhou et al\textsuperscript{72} gained an ideal ML model by support vector regression (SVR) for accurately predicting bandgaps of inorganic solids. Interestingly, the establishment of this model only depends on the composition. The selected compositional features and a training set that relies entirely on experimental data bring excellent accuracy, and make the model more reliable. Their prediction model eradicated errors caused by DFT computational bandgap data. Nevertheless, the experimental data are far from enough due to the difficult preparation of high quality single crystals.

Lee et al\textsuperscript{73} used a different expression of bandgaps, quasiparticle (QP) gap, as their predicting property. The difference between QP gap and experimental band gap is subtle. The predicting framework is composed of DFT computations and ML, and demonstrates better practicality toward materials science. Such strategy relies on generous data and then brings a chance for complete utilization of computational data. The final model trained by nonlinear SVR shows low RMSE of 0.24 eV, indicating the potential of this method for further materials screening. Other electronic properties, such as density of states,\textsuperscript{49} band structures,\textsuperscript{74} and optical absorption coefficients,\textsuperscript{75} have also been reported as the target predicted results of ML.

Another significant microscopic property for crystal materials is lattice parameters. Not only can lattice parameters identify materials, but also assist the design of composites. To construct a supercell model for composites, the lattice mismatch related to lattice parameters of all the constituents, has great influence on the product.\textsuperscript{27} ML methods such as SVR, ANN, and linear regression (LR) have been used to predict lattice parameters for crystal materials. Javed et al\textsuperscript{76} combined dataset generation method and SVR model to generate a lattice parameter predicting model for orthorhombic ABO\textsubscript{3} perovskites. Moreover, the resulted model shows better predicting performance on both the training data and testing data, compared with the model learned by ANN, and the SVR model shows better operational efficiency. The average percentage of absolute difference is no more than 1% in this work.

ML methods have also been applied to predict properties of molecular materials. Many models can successfully predict thermodynamic properties such as atomization energies\textsuperscript{77-79} and formation energies\textsuperscript{80} of molecular materials. Wang\textsuperscript{81} proposed a new approach to reduce the prediction error of molecular atomization energies. Such method named stacked generalization approach is composed of multiple algorithms, and those algorithms belong to different types. In this work, the author used five different ML methods, NNs, ridge regression (RR), RF, extremely randomized trees, and gradient-boosting trees to build several stacked generalization approaches. Benefiting from the unique framework, the stacked
generalization model is endowed with advantages of all the constituent algorithms. Notably, molecular crystals are also a kind of materials that cannot be neglected. Due to the various competitive noncovalent intermolecular interactions, computational prediction is necessary for the design of molecular crystals. Musil et al. reported a novel ML framework for high-accuracy property prediction of polymorphs. With Gaussian Process Regression (GPR) built on the SOAP (Smooth Over of Atomic Positions)-REMatch kernel, the model can be applied to predict relative energetics of crystal materials and the transfer integrals that are calculated to predict charge mobility of molecular crystals, and the promise of high accuracy can be satisfied which is demonstrated by cross-validated predictions. Thus, as a reference tool to design molecular crystals, the model can make the design more reliable and economic.

**Predicting macroscopic properties**

In addition to the microscopic properties of crystal materials and molecular structures, ML methods also play the important role in the macroscopic property prediction, such as mechanical properties and other physical functions. For efficient prediction of the thermodynamic stability of cubic perovskites, Schmidt and coworker applied RR, RF, extremely randomized trees and NNs to accelerate their calculations. They associated the predicting accuracy with the information of the periodic table. Another study proposed by Evans et al. discussed the use of gradient boosting regression (GBR) for forecasting the mechanical properties involving bulk (K) and shear (G) modulus. According to the structural characteristics of zeolites, only structural information is selected as the feature. Comparable RMSE was gained with the values of ~0.102 and ~0.0847 for the two property presentations log (K) and log (G). Kim et al. developed a ML model to improve the unsatisfactory accurate predictions for dielectric breakdown strength of complicated systems. Based on their previous work, the model was updated by large database of perovskite materials. Through careful preliminary screening that includes energy band selection, structural reoptimization and dynamic stability determination, 209 structures were screened to compose the dataset. KRR, random forest regression (RFR) and least absolute shrinkage and selection operator methods, were chosen to be trained by a training set of 82 octet crystalline insulator perovskites. By using the model trained with the least absolute shrinkage and selection operator method, boron-containing perovskites were selected due to their excellent performances in high electric environment, and the breakdown fields of two of these materials are ~2 GV/m, which means good feasibility for experiments. Considering the blank of the utilization of ML to energetic property prediction, Elton et al. further broadened the application scope of ML methods in the prediction of detonation pressure, explosive energy and other energetic properties of molecular structures. Even in the case of a small dataset, errors of the results calculated through KRR model are within an acceptable range. Another meaningful and successful example of ML is structure prediction and classification. Pilania and coworkers reported a new crystal structure classification method to fit the relative small dataset. Moreover, the accuracy of the model was effectively improved by a novel material property, which is called excess Born effective charge. Another ML classifier reported by Musil can help researchers to understand the packing and the self-assembly mechanism of molecular materials. Such automatic classification tool shows superiority compared with the heuristic classifications.

**Improvement in property prediction**

The accuracy of the features of the input data, a suitable training set with sufficient data, ideal learning models, and suitable features are necessary for successful ML frameworks of property prediction. There are also many reports concentrated on the steps of design and optimization for predicting ML models. In order to gain the best model to predict properties, researchers always try diverse feature collocations and ML methods. Many property features have been explored during prior time, and the most commonly used features are chemical compositions, structures, Coulomb matrix, chemical environment descriptions, and other complicated features. In order to select the appropriate features, representing compounds intuitively and maintaining the most concise expression on the premise that the basic calculation needs are essential. In the work of Seko et al., they developed a method to generate a feature set which has strong applicability. The procedure based only on compositions and structures of materials, and the strong applicability of this method is given by the great applicability of those features that can represent different element compositions and crystal structures in an identical dimensional form. Through the regression methods (KRR and GP) and the Bayesian optimization, the applications of the approach for three disparate datasets show good performance. Pham et al. reported an advanced representation, “orbital field matrix (OFM),” which shows an excellent fit for data mining. Such novel feature representation is inspired by those previous studies about features generated by the effect between the center atom and neighboring atoms, and it combines the information of the local structure and the valence orbitals of the center atom. OFM focuses on the local environment and
valence atomic configuration that represent the valence orbital structure, and it can be used in predicting the properties of both periodic crystal materials and molecules with high accuracy.

A good set of features needs to be used in conjunction with appropriate data. The size and type of datasets are both important for the construction of ML models and require careful selection. It is well known that exceptional datasets play a crucial role in the success of ML models. Although this standpoint may be one-sided, efforts to optimize datasets are necessary for training models. Generally, in order to gain a universal training result, the random and independent data are favored. However, such purposeless choice may guide the final model to the wrong way. Browning and coworkers \(^97\) gave efforts to optimize the training sets of ML models for molecular property prediction. Genetic algorithms (GA) were applied to create the optimal training dataset from multiple parent and children population iterations. Combining the use of Coulomb matrix representation, models trained by GA-optimized datasets show better performance than those based on randomly selected ones. Moreover, they pointed out that the size of training set can influence the accuracy, relative mean absolute errors (RMAE), and the speed of optimization. For different ML models, each model corresponds to distinct optimal distribution of datasets. Hence, the selection of training datasets is also a multifaceted problem.

The final factor that must be considered for improving property prediction frameworks is the ML model. Researchers always use several different types of ML algorithms for the same target predicting properties, given features and datasets, and compare their performance from a comprehensive perspective. Faber et al \(^98\) not only investigated the influence of the representation choice, but also assessed various regression models, such as Bayesian ridge regression (BR), LR, RF, KRR, and NNs, by out-of-sample errors. They illustrated the selection of ML models from the point of view of matching, which means using the minimum error regression or NNs model for different molecular properties. For example, the best prediction performance to the highest vibrational frequency is gained from RF model while the models of graph convolutions (GC), gated graph networks (GG), and KRR demonstrate high-quality prediction for all the properties mentioned in their study. However, there is no model that can satisfy all the predicted properties in an acceptable precision degree.

From the above discussion, it is obvious that numerous ML methods have been integrated with the investigation on materials properties predicted in various ways, and those technologies were renovated with some new characteristics. A motley variety of properties control abundant applications of materials and contribute to new materials design \(^99\). Hence, the utilization of ML methods plays an important role in the field of materials science, especially energy storage and conversion materials. In order to enlighten the future studies and accelerate the development of energy storage and conversion materials, we will summarize successful cases of ML applications to energy storage and conversion materials in the following sections.

### 3.1.2 Exploring energy storage and conversion materials

#### Catalysts

Since the 1990s, ML tools, especially ANNs, have been used in catalysis. These studies usually focus on the relationship between the catalytic performance and reaction conditions based on experimental data \(^100,101\). Then the synthetic conditions and corresponding compositions of the catalysts were often used as features of ML models to guide the synthesis of catalysts with better performance \(^102,103\). The experimental data need high-throughput experimentation which is time-consuming, high cost and limited, and then make ML models non-general. Compared with experiments, QM methods can be used to obtain larger databases. Recently, researchers have integrated ML and QM methods to overcome the limitations of pure QM methods, accelerating the accurate screening of catalysts \(^24,33\).

For example, QM methods are computationally expensive and therefore limit the applications to large-scale complex systems. Using ML to develop interatomic potentials which are trained by the data obtained from QM methods is an effective method to improve numerical efficiency \(^104\). ML potentials could accelerate computations by orders of magnitude with comparable accuracy to QM methods \(^105\). There are several codes for ML potentials such as AMP \(^106\), AENet \(^107,108\), PROPhet \(^74\), and TensorMol \(^109\). Besides, there are other ML schemes to predict atomic potentials which are generally based on high-dimensional neural networks (HDNNP), GPR, or KRR \(^110-114\).

The need for accurate dynamics of chemical reactions has been growing rapidly in recent years. However, ab initio molecular dynamics (AIMD) simulations are limited to hundreds of atoms and ~10 ps time scale, restricting its applicability. The low time cost of ML potentials can extend applications to more and larger systems at longer time scale compared with QM methods. Shakouri et al \(^115\) developed a high-dimensional neural network potential (HDNNP) for N\(_2\) on Ru(0001) surface from a dataset of 25 000 structures calculated with RPBE
functional. The method can accurately describe the coupling of N₂ and surface atom motion and vibrational properties of the slab model of Ru(0001). Owing to the low reaction probability, a great quantity of trajectories would be required. The HDNNP makes it possible to perform quasi-classical trajectory (QCT) calculations, simulating both molecular and surface atom motion for the accurate computation of reactions with sticking probability as small as 10⁻⁵. Importantly, the sticking probabilities computed by HDNNP are consistent with experimental results.

For complicated practical catalytic systems, many factors influence catalytic performances. For example, the solvent environment plays a major role of catalysis. Combining first-principles computations and Monte Carlo simulations with NN potentials, Artrith et al.¹¹⁶,¹¹⁷ investigated the equilibrium structure and composition of Au/Cu nanoparticles containing several thousands of atoms in water for CO₂ reduction. NN potentials were also applied to investigate the structural and dynamical properties of interfacial water at Cu surface.¹¹⁸

Besides, the structure, size and composition of catalyst nanoparticles or surface are extremely difficult to be considered with QM methods owing to the size of simulations. ML potentials can tackle this problem. Ouyang et al.¹¹⁹ used NN potentials to search for global minima of Au nanoclusters with the basin-hopping method. Sun et al.¹²⁰ employed HDNNP to explore the Pt₁₃ structure under a pressure of hydrogen and the results indicate that low energy metastable structures play a major role of catalytic performance. The method can be used to systematically investigate the impact of isomers, and take reaction conditions into consideration. Moreover, NN potentials were applied to search for global minima of Pt₁₃ and Pt₉ clusters under realistic temperatures.¹²¹ Besides clusters, NN potentials were used for multicomponent alloy surfaces and the predicted mean surface compositions for AuPd alloys showed good agreement with reported experimental results.¹²² Other alloys, such as NbMoTaW, were investigated by ML potentials in combination with Monte Carlo simulations.¹²³ For oxides, Jacobsen et al.¹²⁴ investigated the surface reconstruction of SnO₂(110)-(4 × 1) based on ML potentials. The results indicate that the ML potential energies are meaningful and can greatly speed up the search when the evolutionary search runs. It is an important foundation to reasonably model the catalyst under reaction conditions. These results reveal the value of ML potentials in catalysis.

However, one of the drawbacks of ML potentials is that the combined space of chemical species and atomic coordinates will increase rapidly with the number of chemical species and cause the complexity of ML potentials. To resolve this issue, Artrith et al.¹²⁵ proposed a descriptor with constant complexity. Moreover, the huge demand for training data, usually thousands of conformational geometries, would take a great deal of time. Chmiela et al.¹²⁶ reported a gradient-domain ML approach, which adopts exclusively atomic gradient information instead of atomic energies. The method can reproduce global potential energy surfaces for intermediate sized molecules with a high accuracy by using only 1000 geometries for training. The gradient-domain ML model is three orders of magnitude faster than DFT, enabling long-time scale path integral molecular dynamics simulations.

In addition, ML techniques can be used to predict catalytic properties and screen catalysts with good performance. A representative example is the prediction of d-band center, an extensively used catalytic descriptor for metals and alloys, with ML techniques.¹²⁷ Besides, empirical relationships such as Brønsted-Evans-Polanyi (BEP) relations which relate the activation barrier and enthalpy of reactions¹²⁸ and the scaling relationships for adsorption energies¹²⁹ could simplify computations. Therefore, the adsorption energy is also an important descriptor to evaluate the catalytic performance. Ma et al.¹³⁰ proposed a ML augmented chemisorption model which could describe the adsorbate-substrate interactions with ANNs of ~0.1 eV error and identified promising <100>-terminated Cu multimetallics for electroreduction of CO₂ to C₂ species with low overpotential and high selectivity. Using CO adsorption as a metric, Li et al.¹³¹ presented a ML chemisorption model for rapid screening of transition metal catalysts for electrochemical CO₂ reduction. CO binding energy was adopted as a descriptor to screen active facets since materials with weaker CO binding have lower barriers.¹³² This model exhibited excellent performance for screening <100>-terminated multi-metallic alloys and predicted several promising candidates with low overpotential. Then they further reported a ML framework to rapidly screen bimetallic catalysts for methanol electrooxidation from over 1000 alloy surfaces.¹³³ The ML model was trained with ~1000 model alloys and could describe the adsorbate/metal interactions with a RMSE of ~0.2 eV.

Combining NN models and DFT computations, Ulissi et al.¹³⁴ screened Ni₅Gaₙ bimetallic surfaces for the electrochemical reduction of CO₂. It is difficult to simulate Ni₅Gaₙ surfaces and adsorption configurations through pure DFT computations because several compositions will form and are stable at reducing potentials while each structure has dozens of exposed facets with hundreds of unique adsorption sites. The application of NN models can speed up the calculations by an order of magnitude. The results indicate that NiGa(210), NiGa(110) and
Ni$_2$Ga$_x$(021) would exhibit promising catalytic performance for the electrochemical reduction of CO$_2$ to C1 and C2 products.

Modeling the arrangement of surface atoms with well-defined single crystal surfaces has achieved success in predicting catalytic performance. However, for highly inhomogeneous atomic configurations including nanoparticles with atomic scale defects, this method will be limited. To resolve this problem, Jinnouchi et al$^{135}$ proposed a model based on Bayesian linear regression and BEP relations to predict the catalytic activity of NO decomposition on Rh$_{1-x}$Au$_x$ alloy nanoparticles. A kernel called SOAP$^{136}$ was used in Bayesian linear regression to evaluate the similarity between two local atomic configurations on basis of overlap integrals between three-dimensional atomic distributions. The model could predict energetics of catalytic reactions on alloy nanoparticles with DFT data of single crystals and can give detailed information about the structures of active sites and size- and composition-dependent catalytic performance. Recently, Jäger et al$^{137}$ have evaluated the performance of SOAP, Many-Body Tensor Representation (MBTR),$^{138}$ and Atom-Centered Symmetry Functions (ACSF)$^{139}$ for the prediction of hydrogen adsorption free energy on the surface of nanoclusters to estimate hydrogen evolution reaction (HER) catalytic performance. The results indicate that SOAP performed significantly better and is good choice for adsorption energy predictions. Moreover, the surface phase diagrams involving adsorbates and coverages under varying applied potentials are essential for electrocatalysis. By means of a GPR model, Ulissi et al$^{140}$ predicted the free energy of possible adsorbate coverages for IrO$_2$(110) surface. By using this model, the Pourbaix diagram is reconstructed for the IrO$_2$(110) surface with the adsorption of H, OH, and O.

These investigations indicate that ML models combined with QM methods make it possible to exhaustively screen large catalyst spaces with lower time consumption compared with pure QM calculations. Recently, Ahneman et al$^{141}$ have used high-throughput experimental data instead of QM data to train a RF algorithm. The ML model was successfully applied to predict the specific palladium catalysts with high tolerance to isoxazole during C-N cross-coupling. The results proved the value of ML in complex molecule synthesis.

The intermediates and rate-limiting transition states (TS) are also very important for the design of catalysts. The stable reactants, products and intermediates are in the local or global minima of the potential energy surface (PES) while the TS locates on the first-order saddle points of PES. There are several commonly used computational algorithms to search TS such as climbing-image nudge elastic band (CINEB),$^{142}$ dimer method,$^{143}$ single-ended growing string method$^{144}$ and force reversed method.$^{145}$

The activation barriers can be calculated once the TS is obtained. However, searching for TS is extremely time-consuming due to the complexity of PES. ML technology can be used to accelerate TS search and prediction of activation barriers. Peterson$^{146}$ reported a NN model trained by DFT to reduce the number of intermediates that need ab initio calculations to locate saddle points, therefore greatly accelerating search for saddle points. Besides NN, Koistinen et al$^{147}$ used GPR to speed up NEB calculations to find minimum energy path. This model can reduce the number of necessary energy and force evaluations to a half and has been evaluated in a benchmark involving 13 rearrangement transitions of a heptamer island on a solid surface.

Takahashi et al$^{148}$ revealed the descriptors for determining the activation energy based on 788 activation energies constructed from first-principles computations with ML models. The activation energy can be instantly predicted with high accuracy during cross validation. Choi et al$^{149}$ used thermodynamic and structural properties as input features to establish ML models for the prediction of activation energies of gas phase reactions. The results indicate that the tree boosting algorithm exhibited excellent performance with low errors. However, the reactions involving the change of the number of chemical bonds greater than 4 have large errors due to the complicated reaction mechanisms.

ML technologies could also be used to study reaction mechanisms by reducing the complexity of reaction networks. For a simple reaction network, such as the reaction of syngas over Rh(111) would possess hundreds of reactions and over 2000 potential pathways as shown in Figure 8.$^{151}$ QM methods can be used to investigate the reaction mechanisms, but it is impractical owing to the expensive computations. Ulissi et al$^{151}$ proposed a ML framework based on GPR and DFT computations to accurately and fast predict the reaction networks of syngas over Rh(111) under experimentally relevant thermal conditions (Figure 8). From a few DFT computations of intermediates, the GPR scheme was then used to predict the free energy of the intermediates. The enthalpies of TS were predicted with linear scaling relations$^{152}$ to estimate the activation energy and a simple classifier was applied to determine the rate-limiting step. Then CINEB was used to evaluate the TS energy of the most likely reaction mechanism. Finally, the most likely reaction networks to specific products can be identified.

In addition to heterogeneous catalysts, the ML technology can be used to investigate homogeneous catalysts. An example is that Burello et al$^{153}$ applied NN models to search for Heck cross-coupling catalysts in which a set of steric and electronic descriptors was defined. The models
were used to predict the catalytic performance of 60,000 combinations of virtual catalysts and reaction conditions with high accuracy.

Lithium ion batteries
Currently, Li-ion batteries (LIBs) are commercially successful energy storage devices due to high operation voltage, large energy capacity, long cycle life, and low self-discharge.\textsuperscript{150,154} The cathode, electrolyte and anode are the main components of LIBs. Li is oxidized to Li\textsuperscript{+} in anodes and moves to cathodes through electrolytes. The electrolytes should be both ionic conductors and electronic insulators. For liquid electrolytes, solvation to and desolvation from Li\textsuperscript{+} at the electrolyte/electrode interface play an important role of Li\textsuperscript{+} transport. Therefore, the coordination energy of the solvent to Li\textsuperscript{+} is a key parameter. Besides, the melting point of the electrolyte is extremely important for fast transport under low temperature. Sodeyama et al\textsuperscript{155} predicted the coordination energy and melting point of liquid electrolytes by using three information techniques including exhaustive search with linear regression (ES-LiR), multiple linear regression (MLR) and least absolute shrinkage and selection operator. The results indicate that ES-LiR has the most accurate estimation.

Over the past years, various electrolyte additives have been reported and widely applied to improve the battery performances such as enhancing the ionic conductivity of electrolytes, reducing the irreversible capacity and gas generation, improving the thermal stability of electrolytes and protecting cathode materials from dissolution and overcharging.\textsuperscript{156} Therefore, the development of electrolyte additives is also important. The redox potential is a key measure to evaluate whether the materials can be used as electrolyte additives. Okamoto et al\textsuperscript{157} built regression models from the redox potentials of 149 representative molecules calculated by ab initio molecular orbital calculations. The constituent elements and coordination numbers were used to construct features and GBR exhibited good performance in the prediction of redox potentials.

The traditional liquid organic electrolytes suffer from potential safety problems due to the flammability and volatility. The design of novel solid electrolytes is important since they are generally less flammable and therefore safer than liquid electrolytes. However, insufficient ionic conductivity limits the application of solid electrolytes and the exploration of solid electrolytes with high ionic conductivity has gained increasing attention. Jalem et al\textsuperscript{158} proposed a NN model to predict the Li diffusion
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\caption{(A) Reaction network for the reaction of syngas (CO + H\textsubscript{2}) to CO\textsubscript{2}. (B) The reduced network for syngas reactivity on Rh(111). The green, gray, red and white balls represent Rh, C, O and H atoms, respectively. Reprinted from Reference 150}
\end{figure}
barrier and cohesive energy of olivine-type LiMxOy (M: main group elements, X: group XIV and XV) for solid electrolytes. Then they further used NN models to investigate the structure and Li ion transport of LiM(T célavor system (M**:T** + and M**:T**- pairs, M: non-transition metals) with chemical substitutions at M and T sites for solid electrolytes.159 Several potential solid electrolyte candidates were predicted and the Li migration energy of LiMgSeO4F is only 0.11 eV. Recently, they have proposed a GP model by combining Bayesian sampling to accelerate the exploration of compounds with low ion migration energies.160

Fujimura et al25 used ML technique learning from theoretical and experimental datasets to predict the conductivity of LISICON-type materials at 373 K. Then the transport properties of garnet structured oxides were evaluated by using SVR, revealing the composition-structure-ionic conductivity relationship.161 Understanding Li diffusion mechanism is essential and Chen et al162 reported a density-based clustering method to compute the trajectories by using molecular dynamics for Li2La2Zr2O12 (LLZO). This is a kind of unsupervised learning method which can recognize lattice sites, give the site type and identify Li hopping events. The results indicate that the low vacancy concentration limits Li diffusion in LLZO and substituting cations with higher valence can increase the vacancy concentration, consistent with experimental observations.

High-throughput screening methods have been used to explore ideal solid electrolytes. For small training data, Ekin et al55 revealed a kind of transfer learning methods to screen potential solid lithium-ion conductors. In order to reduce the consumption of DFT calculations, Sokseih and the coworkers163 proposed a new predictor related with high ionic conductivity that can be used in high-throughput screening. They used this novel approach to predict new Li-ion conductors successfully. Combining ML and high-throughput screening based on materials databases is efficient to explore novel materials. Sendek et al26 proposed a large-scale computational screening framework to identify promising candidates for solid state electrolytes for LIBs from MP database. With this framework, 12,831 Li-containing candidate materials were screened. The structural and chemical stability, ionic and electronic conductivity and cost were chosen as screening criteria. Logistic regression was used to build a data-driven ionic conductivity classification model to evaluate the Li conduction based on experimental measurements reported in literature. After screening MP database, 21 best candidates were obtained with robust stability, low electronic conductivity, high ionic conductivity and low cost. For the further exploration of solid state electrolytes, they applied DFT molecular dynamics (DFT-MD) simulations to validate the most potential materials from nominee structures that were screened in previous work. Moreover, they compared the efficacy between the ML-guided search, random selection and artificial work, and the results show obvious superiority of ML-based model.164

In addition to electrolytes, the electrode materials are crucial in LIBs. The crystal system has a major effect on the physical and chemical properties of Li silicate cathodes. Shandiz et al165 predicted three types of crystal systems including monoclinic, orthorhombic and triclinic, of cathode materials with Li−Si−(Mn,Fe,Co)−O compositions. RF and extremely randomized trees exhibited high accuracy. Eremin et al166 employed ridge regression to predict the energy of LiNiO2 (LNO) and LiNi0.8Co0.15Al0.05O2 (NCA) cathode materials. The ML results indicate that the topology of Li layers and relative disposition of Li and dopants in NCA are the most important descriptors in energy balance estimations. Moreover, ML methods have been also applied to predict the potential of electrode materials for other metal-ion batteries.167

Organic electrode materials, which only contain light and earth abundant elements, can be used as an alternative to traditional inorganic materials owing to their low cost and high energy density.168 Allam et al169 combined DFT and ML to establish a high-throughput screening method to predict redox potentials of carbon-based molecular electrode materials. Both electronic properties and structural information were chosen as input variables for ML models. The predicted redox potentials are in good agreement with DFT results, indicating the high accuracy.

Accurately predicting the lifetime of LIBs is important for accelerating the development of LIBs. However, it has remained a challenge due to the complex aging mechanisms and working conditions. By using ML approaches, Severson et al170 developed a data-driven model, which can accurately predict the lifetime of commercial lithium iron phosphate/graphite cells based on early cycle data without prior knowledge of degradation mechanisms. A dataset of 124 commercial cells cycled under fast-charging conditions with cycle life from 150 to 2300 cycles was built. The best models achieve a low test error of 9.1% for predicting cycle life with the first 100 cycles and 4.9% with the first 5 cycles for classifying cycle life into low- and high-lifetime groups. This work provides a promising approach to understand and develop LIBs.

Also, ML methods contribute to the development of LIBs through the advanced data extraction and collection technologies. The first book written by machine was published by Springer in 2019, which helps researchers to quickly and easily understand the current frontiers in the
Solar cells
Photovoltaic solar energy conversion is considered as one of the most promising approaches to resolve the global energy crisis and environment pollution. Perovskites have been attracting wide attention for solar cells owing to their high solar absorption, the ease of fabrication and low non-radiative carrier recombination rates. However, two obvious challenges limit the large-scale commercial applications. One is the toxicity due to the element of Pb and the other is poor environmental stability. Therefore, it is important to search for stable and environmentally friendly perovskites with high power conversion efficiency (PCE). The conversion efficiency relies on multiple factors but the bandgap is widely used as a screening criterion. It is extremely time-consuming to accurately compute bandgaps with QM methods, which is impractical for high-throughput investigations. ML approaches can be a promising alternative. Pilania et al. demonstrated a ML framework to efficiently and accurately predict bandgaps of double perovskites. More than 1.2 million features were evaluated and the lowest occupied Kohn-Sham levels and elemental electronegativity of the constituent atomic species were identified as the most important predictors. Then they proposed a multifidelity co-kriging statistical ML model to predict the bandgaps of double perovskites. The bandgaps were calculated with both the low fidelity (Perdew-Burke-Ernzerhoff, PBE) and high fidelity (HSE). The HSE bandgaps were predicted by considering different numbers of PBE bandgaps in a combined dataset. The results indicate that the prediction accuracy increases as the number of HSE and PBE bandgaps increases in the training set.

High-throughput screening is effective to accelerate the development of perovskites. Allam et al. reported a high-throughput screening method to search for ABX₃ inorganic 2D perovskites. NN model was used to evaluate the importance of parameters with respect to the bandgaps. The results suggest that the oxidation state of anion, the number of layer of perovskite and ionic radii of cations are the most important factors that influence the bandgap. Takahashi et al. built a RF model to predict the bandgaps of perovskites based on 18 physical descriptors. The model was used to predict the undiscovered perovskites with ideal bandgap range for solar light absorption and 9328 perovskites were obtained. Then DFT computations were performed to evaluate the stability. Finally, 10 thermodynamically stable undiscovered perovskites were revealed with ideal bandgaps. Lu et al. developed a high-throughput framework to screen stable Pb-free hybrid organic-inorganic perovskites (HOIPs) with high PCE and sustainable air stability as shown in Figure 9. To achieve this, they built a GBR-based ML model with 212 reported bandgap values as training data to predict the bandgaps of 5158 unexplored. Then the stability was also evaluated with AIMD. Finally, six orthorhombic Pb-free HOIPs were obtained with ideal bandgaps for solar cells and excellent room temperature thermal stability.

Besides bandgaps, the stability of perovskites can be computed by using ML technology. Generally, the stability of materials can be evaluated by the energy above the convex hull ($E_{\text{hull}}$). Li et al. established a ML model to predict $E_{\text{hull}}$ of perovskite oxides learning from over 1900 DFT computed perovskite oxides. Then the model was used to predict 15 novel perovskite compounds. Schmidt et al. applied several ML algorithms to predict the $E_{\text{hull}}$ of cubic perovskites ABX₃, including ridge regression, LASSO, and other methods.

**FIGURE 9** High-throughput screening framework for HOIPs
Reprinted from Reference 179
RF, extremely randomized trees and NN. The results indicate that extremely randomized trees exhibited the lowest mean absolute error (MAE) for 230,000 perovskite structures and 500 thermodynamically stable unreported structures were obtained. Besides, deep neural networks based on only two descriptors, ionic radii and Pauling electronegativity can be used to predict formation energies of ABO₃ perovskites and garnets with low MAEs. Recently, ML technology has also been used to identify and classify perovskites for solar cells, further speeding up the development of perovskite-based solar cells.

In addition to perovskites, organic solar cells have been extensively investigated owing to their easy fabrication, low cost, light weight, and large area. The donor/acceptor bulk-heterojunction structure has been considered as one of the most effective strategies to achieve high solar cell performance due to the good exciton dissociation and charge carrier transport in active layers. Therefore, the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of donors and acceptors are extremely important. Pereira et al trained ML models with over 88,000 molecules to estimate the HOMO and LUMO energies with accuracies of 0.15 and 0.16 eV, respectively. Then Jørgensen et al reported a screening procedure for promising donor-acceptor polymers based on a grammar variational autoencoder model. The model was trained with a dataset of 3989 monomers obtained from DFT computations and could predict LUMO and the lowest optical transition energy for unknown molecules without knowledge of the atomic positions with MAEs of 43 and 74 meV, respectively. Besides, the deep tensor neural network model was also applied and exhibited higher predictive accuracy but the atomic positions calculated by DFT were needed as inputs.

The PCE is an extremely important parameter for solar cells. Troisi and coworkers used various ML approaches, including RF, GBR and NN to predict PCE by using 13 microscopic properties of organic materials as features. Among these models, GBR exhibited an impressive performance with a Person’s coefficient of 0.79. Recently, they used kNN and KRR models to predict photovoltaic efficiency of organic solar cells. When considering both electronic and structural parameters as the input, the KRR model can give good predictive capability with a Person’s coefficient of ~0.7. By using 1000 experimental parameters including molecular weight, PCE and electronic properties as training data, Nagasawa et al built RF and NN models to predict the PCE for organic solar cells. The results indicate that the RF model exhibited better performance and therefore was further used for the design, synthesis and characterization of a conjugated polymer.

The current acceptor materials are generally fullerene derivatives, suffering from high cost and difficult functionalization. To overcome these shortcomings, Lopez et al reported an automated workflow to explore the conformational space of each candidate with molecular mechanics. The QM technology was used to calculate the electronic structure of the molecule and GP was adopted to calibrate the computed HOMO and LUMO to experimentally determined values. The workflow was used to screen over 51,000 molecules to identify potential non-fullerene acceptor materials.

Metal oxides are another choice for solar cells if their PCEs can be improved. Yosipof et al developed a data mining and ML workflow to analyze two solar cell libraries based on titanium and copper oxides. This workflow can effectively highlight the descriptors that most affect the photovoltaic properties and exhibit good predictive ability.

**CO₂ capture**

Anthropogenic CO₂ emission is the key factor for global climate change. The development of materials for CO₂ capture and sequestration from the atmosphere is one of the grand challenges of the 21st century. Metal-organic frameworks (MOFs) with large pore volumes, ultra-high surface areas, and tunable porosities can provide abundant adsorption sites for CO₂ capture. The combination of an extraordinary variety of metal ions or clusters and organic ligands is desirable and can lead to countless combinations. Thus, it is not feasible to evaluate each MOF through QM computations or experiments.

Woo and coworkers made efforts in the field of CO₂ capture based on ML. They reported large-scale quantitative structure-property relationship (QSPR) analysis of gas adsorption of MOFs. The gas adsorption capacity, including methane, N₂ and CO₂, has been investigated. Atomic property weighted radial distribution function (AP-RDF) was introduced to capture the chemical and geometric features. Nonlinear regression models (such as SVM) can give good prediction of the absolute CO₂ capture values under different pressures. QSPR was trained by the database of 32,450 MOFs and then used to screen 292,050 MOFs. This model can capture 945 of the 1000 top MOFs, indicating its accuracy. Very recently, they have further used QSPR models to predict CO₂ working capacity and CO₂/H₂ selectivity in MOFs for precombustion carbon capture. Similarly, Borboudakis et al used Just Add Data to produce ML models to predict the CO₂ and H₂ adsorption properties of MOFs with experimental data of 100 MOFs as the training set. The results indicate that the chemical properties of MOFs are predictable through ML methods with increasing prediction accuracy with the sample size. In
another work, Anderson et al.\textsuperscript{197} trained six ML algorithms, including SVM, DT, RF, NN, GBR and MLR, to investigate the role of pore chemical and topological features in the improvement of CO\textsubscript{2} capture of MOFs. The predictive results suggest that functionalization with hydroxyl, thiol, amino, cyano, or nitro would improve CO\textsubscript{2} capture.

### 3.2 Success in experimental explorations

One of the core problems that has plagued experimenters for many years is unpredictable chemical reaction routes. The quantity of reaction pathways is so large that researchers need to set special conditions to reduce the difficulty of analysis. However, though the compounds can be prepared successfully, the principles are still not understood clearly. For controllable synthesis, computational methods were utilized in assisting experimental processes as early as 1969.\textsuperscript{198} Different from the backward computer technology in the past, the modern computing ability is strong enough to undertake the goal of “big data” learning. Thus, novel programs assisting experiments are more credible.

The success of ML methods for organic materials evokes the research enthusiasm of other materials. Although the early attempts were initiated by organic chemists, computational simulations demonstrate great applied potential for inorganic, or hybrid structures. In particular, there are a large number of nonorganic compounds in the family of energy storage and conversion materials. The urgency of energy shortage and environmental problems makes the fruits of laboratory need to be put into practical application as soon as possible. Computer presimulation accelerates the realization of this expectation. However, generally, larger systems are the most similar systems to practical objects, so it is difficult to maintain the balance between the cost and effectiveness when using the general computational methods such as ab initio methods. Fortunately, the combination of ML methods and materials science has been helping to realize the goal.

For materials design in terms of considering experimental realization, the research intention of the correlative algorithms is different from the ML methods for property prediction. The starting point of the model design should incline to assist experiments. Perovskites, a kind of most potential energy conversion materials, have permeated solar cells, catalysts, batteries and other energy fields.\textsuperscript{174} Balachandran et al.\textsuperscript{199} highlighted the key factor, stability of materials, is critical for constructing meaningful ML and active learning methods for experimental assist. Notably, they also used both the failed and successful experimental data to train their ML models. Moreover, through the approach of classification algorithm combined with regression methods, the model showed superiority because of constrain of classified demarcation. Thus, the candidate structures screened by the process are guaranteed in the possibility of experimental synthesis and application. In addition, the successful results of such complicated kinds of materials, perovskite solid solutions, show the power of ML methods. To another kind of novel and important energy materials, two-dimensional (2D) materials, the successful experimental preparation is also a barrier toward wide applications. Frey and coworkers\textsuperscript{200} used positive and unlabeled (PU) ML method to solve this problem. Considering the large chemical search space and many successfully synthesized examples, the materials with high representativeness at present, 2D transition metal carbides, carbonitrides and nitrides, MXenes, were explored by the trained models. The inputs of simple elemental information are classified by principal component analysis (PCA), isolating the most correlative representations. Based on the data of experiments, the models were verified by k-fold cross-validation, and this kind of validation method ensures the reliability. Other validated methods were also applied to remedy the shortcoming of small positive sample size. 111 MAX structures and 18 MXenes are screened with the possibility of experimental preparation.

Materials characterization is an indispensable part in experiments. Computational methods have been used to simulate the figures of various characterization technologies, such as scanning electron microscope (SEM), solid-state nuclear magnetic resonance (NMR), Infrared spectra (IR),\textsuperscript{201} X-ray absorption near-edge spectroscopy (XANES), and X-ray absorption fine structure spectra (EXAFS).\textsuperscript{202} The utilization of those novel technologies makes materials characterization enter a new era. Moreover, compared with traditional computational methods, the ML methods can provide cheap and highly accurate simulation processes. Paruzzo et al.\textsuperscript{203} reported a ML workflow for simulating the results of chemical shifts in solids which are always gained by NMR. ML models are based on computational data from Cambridge Structural Database (CSD), and the models have acceptable accuracy even though no data of experimental shifts are used for the training step. After greatly shortening calculation time, large molecular crystals with more than 1000 atoms in a unit cell were calculated. Hu et al.\textsuperscript{204} used RF method to assist the signal prediction of surface-enhanced Raman spectroscopy (SERS), which also remedied the drawbacks of ab initio methods in spectroscopy simulations.
The rapid development of science and technology leads to the explosive growth of data, taking MGI as an example, which provides opportunities for further breakthroughs in ML. Especially, combining with computations or experiments, ML technologies have made significant achievements in the development of materials for energy storage and conversion. A major application of ML in this field is to reveal the relationships between structure, property and performance, further guiding the discovery and design of novel materials.

Moreover, ML potentials allow the simulations of larger systems at longer time scale with higher accuracy compared with QM methods. The successful fruits of experiment-assisted ML methods not only encourage the developments of this domain, but such incomplete achievements also challenge researchers. Especially, although ML is data-based science and the quality of models unusually depends on the size of the database, the establishment of ML models trained by relative small size databases is urgent for materials science due to the lack of experimental databases. However, there are still many challenges to face.

Generally, ML requires very large amount of data for learning to guarantee the accuracy. However, in materials science, the data size is usually limited to hundreds or even dozens. With the progress of MGI, several databases have been built but more published data were not embodied by databases and even more “failed data” that can be used to train ML models were not reported. In future, researchers could report the data in a computer readable form to further share data. Another solution to the problem is allowing computers to process and understand human languages. Natural language processing, a branch of AI, is good choice. The text mining technology has been widely used in chemical and materials science.

Besides, machines thirst for the ability of one shot learning, learning a class from a handful or even a single labeled example, which originates in human beings and can solve the problem of limited datasets. The key is learning to learn, also called meta learning, which has been used in image recognition. Several approaches were developed for meta learning and it is worth introducing to materials science for limited datasets. Moreover, the quality of training data is extremely important. If the materials data are collected from different publications, more or less noise or bias would be brought.

The success of ML models heavily relies on the selection of features. Most present feature selection processes are often determined by the experience and intuition of researchers. It is a commonly used method to iterate initial feature sets until the performances become acceptable. However, some useful features might be omitted by artificial selection. Automated feature engineering could help nonexpert users to train models and significantly reduce artificial errors.

Currently, ML models are usually a “black box” which links the inputs and outputs, hindering the physical significance. Therefore, it is difficult to extract the knowledge from ML models and then summarize it into scientific laws for general cases. Up to now, the interpretability of ML models is also a key challenge for several reasons. It is extremely difficult to translate the connection weights in ML models to formulas. Furthermore, the scientific laws beyond the models might be too complex to be understood. Many efforts have been devoted to improving the interpretability of ML models. Developing more interpretable algorithms is an effective method. Taking an example, Yang et al reported an approach that can identify variables for ANNs and the black box mechanics can be significantly illuminated. Besides, it is also possible to extract the physical significance from the results. For example, Suntivich et al reported that the electrocatalytic performance of oxygen evolution reactions is related to the occupancy and then Zhou et al revealed that the physical significance of occupancy controls the electronic conductivity.

Various ML algorithms have been widely used in materials science. There is no single algorithm fitting for all issues. The selection of ML algorithms relies on the internal correlation, distribution and size of the dataset, the linearity or nonlinearity of the issue, and some other important factors. As an example, kNN is a simple and effective method for the situation in which the local data are relevant, while RF and SVM might be effective for nonlocal problems. For linear issues, linear regression might be fast and credible. Moreover, the time consumption should be considered. For example, NN algorithms need very long training time while kNN methods have fast training speed but low test speed. As mentioned above, since the data size in materials science is quite small, the time consumption of ML in materials science is of no great importance presently. However, with the development of MGI, the data size would rapidly increase and the time consumption will be more important. Therefore, the reasonable selection of ML algorithms lies at the center of ML applications. Until now, the ML investigations in materials science primarily rely on supervised learning. Besides supervised learning, semisupervised, unsupervised learning and other novel ML methods also have widespread applications in materials science. For instance, Tran et al applied active learning method to predict the electrocatalytic
performance for CO$_2$ reduction and H$_2$ evolution. Zhang et al$^{18}$ used unsupervised learning to develop a helpful method for investigations with small datasets and successfully propose potential solid electrolytes for Li batteries. Sun et al$^{217}$ applied unsupervised method to classify different ternary nitrides. More effective semisupervised and unsupervised learning algorithms would be developed and widely applied to materials science.

With the development of multidisciplinary fields, such as probability, statistics, computer and materials science, ML technology has the potential to create changes in materials science and a strong AI for the materials development will come true.
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