Analytical and FEM Analyses of High-Speed Impact Behaviour of Al 2024 Alloy
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Abstract: The present work investigates the impact behaviour of Al 2024-T3 alloy using FEM analysis performed through LS DYNA software. Johnson–Cookvisco-plastic model is used to study the ballistic impact resistance of target Al alloy impacted by a rigid steel cylindrical projectile. The tensile properties of Al 2024-T3 alloy reported in the literature are used to estimate the J.C. model parameters. Impact velocities within a range of 50 m/s–900 m/s of the projectile were triggered onto Al alloy target thicknesses in the range of 3.18 mm–6.35 mm. To understand the accuracy of the FEM model, an analytical model proposed by Chen et al. for blunt-nosed projectiles on the ductile targets was used to compare with the obtained residual velocities from FEM simulations. It was observed that the ballistic limit velocities have led to the highest energy absorption behaviour of the Al 2024-T3 alloy for an impact velocity of 183 m/s and a 6.35 mm target thickness. The ballistic limit velocities have increased from 97 m/s to 183 m/s for the considered thickness range of 3.18 mm–6.35 mm. The impact failure was observed to have a petalling formation with two petals for thinner targets, while a full-fledged plugging with no petal formation for the 4.00 mm and 6.35 mm target thicknesses was observed.
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1. Introduction

The Al 2024 alloy is widely used in aerospace structural applications due to its high specific strength, fracture toughness, fatigue resistance, and thermal shock resistance [1]. Aerospace components such as aircraft wings, wing tension members, fuselage components, etc., require a high stiffness, fatigue resistance and surface finish which can be achieved using this alloy [2,3]. The mechanical behaviour of Al 2024 alloy is further improved by precipitate formation via solution treatment followed by ageing [4]. The precipitates undergo different transformations, such as the evolution of the Guinier–Preston–Bagaryatsky (GPB) zone, S′′ and S′, that accounts for the strengthening mechanisms [5,6]. The GPB, S′′ and S′ precipitates formed prior to the S phase contribute to the strength, while the S phase precipitate formation results in a decrease in strength of the Al 2024 alloy [7]. Thus, the imposed heat treatment on the alloy should strike a balance between the strength and ductility of the Al alloy. The fundamental mechanisms governing high-speed impact behaviour need to be thoroughly explored to protect the aerospace structures fabricated using Al 2024 alloy against impacts from birds, ballistics or falling debris. When a collision impact occurs, a momentum transfer between the bodies in contact takes place. This further accompanies the energy transfer between the bodies, occurring as a result of the fundamental mass–energy relation. The energy absorption behaviour of a material, in turn, depends on the failure patterns, and their mechanisms are significant for potential aerospace structural applications [8–10].

The Al 2024-T3 alloy undergoes plastic deformation during impact, leading to changes in the micro-structural morphologies accompanying the typical stress–strain curve. The influence of strains, strain rates and the temperature effects results in large deformations,
heating, and other failure mechanisms when the Al alloy is subjected to impact loading. Additionally, the strain rate sensitivity of the material undergoing impact also affects the energy absorption characteristics [11,12]. In addition, adiabatic thermal expansion, frictional force, or viscous drag at the interface of the target and projectile results in the plastic deformation failure of the target material, and should be considered under impact load [13]. The parameters, such as the residual velocity of the projectile and the energy absorption characteristics of the target material, can be obtained upon removal of material in the form of ejected particles after the high-speed impact of projectile. The mechanisms such as spalling, petalling and plugging of target materials during impact loading are the major contributing factors to understand the ballistic limit of projectile and energy absorption characteristics of structures [14].

P. K. Jena et al. [15] studied the influence of a blunt steel projectile with diameters of 7.62 mm and 12.75 mm on the target thickness 80 mm of different aluminium alloys. They reported that, for the considered projectile diameters and for the impact velocity of 840 m/s, the petalling type of failure was predominant in the Al 2024 alloy. Perfect petalling was observed in the 7.62 mm-diameter projectile case, while a perforation with incomplete petals was observed with 12.7 mm. The anisotropic property of the Al 2024 alloy was studied by Seidt et al. [16], by subjecting the target to an impact velocity range of 190 m/s to 299 m/s. It was reported in their work that the anisotropic effect of the material plays a more crucial role in the thinner plates than the thicker plates (12.37 mm). De Vuyst et al. [17] investigated the effect of varying the projectile shapes of spherical and cubical on the Al 2024 alloy target thickness of 3.175 mm for an impact velocity of 325 m/s. They reported that impact failure in the case of the spherical projectile was found to take the form of radial cracks, whereas, for the cubical projectile, the target underwent triangular plugs with petal formation. Dubey et al. [18,19] have studied the impact behaviour on 1 mm-thick cryo-rolled Al 6082-T6 alloy samples with 50% to 80% thickness reductions for an impact velocity range of 50 m/s–250 m/s with a conical-nose-shaped projectile. They reported that a 75% reduction in thickness predicted the highest ballistic limit of 81.88 m/s, while 66.66% gave the lowest value of 70.8 m/s. Maximum energy absorption was observed to be for 66.66% thickness reductions for the considered impact velocity range. Nirmal et al. [20] have investigated the impact behaviour on additively manufactured AlSi10Mg for 3 mm and 6 mm target thicknesses with hemispherical and blunt projectiles in an impact velocity range of 220 m/s–500 m/s. It was reported in their study that plugging was predominant with blunt projectiles, while a combination of plugging with petalling was observed in case of hemispherical projectiles. The ballistic limit velocities were higher for hemispherical projectiles than for blunt projectiles.

The ballistic response of the Al 2024-T3 alloy with a steel rigid projectile for low strain rates was investigated by Senthil et al. [21]. They reported that, with increasing thickness, the failure in the target was observed to vary from petalling in thinner targets to plugging in thicker targets. The number of petals slowly decreased from thinner to thicker targets for the target thicknesses ranging from 1.27 mm to 12.68 mm. Shamchi et al. [22] have reviewed the behaviour of Al clad on the Al 2024–T3 alloy with strain rate ranging from $10^{-3}$/s to 1150/s in the temperature range of 24 °C to 250 °C. They reported that the ultimate strength remains unchanged up to 100 °C, while the ultimate strength for 250 °C has led to a 15.9% reduction in dynamic tension tests. Y. Kim [23] reported a strain-rate-dependent flow curve for Al 2024 alloys for the strain rates of 0.02/s, 2/s and 10/s at 250 °C and found that stress values increased with the increase in strain rate. However, the influence of temperature at 50 °C, 250 °C, and 450 °C was found to be insignificant on the deformation of the Al alloy. They also reported that the stress values decreased as the temperature increased.

The analytical models for ballistic impact and expansion cavity models are primarily dependent on the law of conservation for mass and momentum [24–26]. Chen et al. [27,28] have investigated the impact of the blunt-nosed projectile on different ductile metallic materials. They demonstrated this with analytic solutions for ballistic impact with the ejection of cylindrical shear plug. They accounted the plate bending, membrane stretching and
local indentation in the target by considering the dynamic cavity model. Walker et al. [29] have studied the ballistic performance of metallic targets with a long, deformable rod. The velocity gradient and the stress profile proposed by them were found to be radial, with a decreasing trend away from the interface of the projectile and target. The estimation of the deceleration by considering the nested elastic plastic regions is most accepted expanding cavity model. Forrestal et al. [30,31] have analysed the penetration depth on Al 6061 alloy targets using rigid, long rods with an ogive nose. They developed closed-form penetration depth equations with different nose shapes for an impact velocity range of 0.4 m/s to 1.4 km/s.

Furthermore, with the advances in computational engineering, finite element modelling offers a remarkable insight into physical phenomena. An analytical understanding of the realistic problems from the graphical output with the given input parameters is still a key focus area of research in impact engineering [32,33]. This could be aided by performing ballistic numerical simulations for probable combinations of inputs, such as material properties, boundary conditions, contact at the interface, element size and type used, etc., that would affect the key parameters such as instantaneous stress, residual velocity of projectile, energy absorption characteristics of the target, failure mechanisms involved by the target, etc., which result from ballistic impact simulations. The accuracy of material property data has a huge influence on the deformation characteristics of the materials under impact load [34,35].

Previous studies have extensively investigated the impact behaviour of the Al 2024-T3 alloy for low impact velocities [21] of up to 305 m/s. In reality, the impact velocities could be higher in space due to the insignificant air drag and other frictional forces. The literature available on ballistic response of the Al 2024 alloy is scarce. Hence, it is essential to understand the impact behaviour of Al alloy under higher strain rates conditions.

The present study is focused to understand influence of the strain, strain rate and the thermal softening effect, using Johnson–Cook plasticity model (J.C. model), on the various target material thicknesses when it is subjected to different impact velocities of projectile. Materials parameters and damage parameters in J.C. model were estimated using the tensile properties and fracture toughness of Al 2024-T3 alloys reported in the literature [2]. These parameters were subsequently used to perform impact simulation using LS DYNA software. The simulation deals with failure in the target (Al 2024-T3 alloy) adopting complete element erosion of the target elements. The target is a disc-shaped geometry, whereas the steel projectile is a cylindrical geometry with blunt nose shape. An eroding surface-to-surface contact is implemented between the target and projectile. The projectile is triggered on to the target with a velocity range of 50 m/s–900 m/s (strain rate in the order of 7895/s). Hexahedral elements are adopted for both target and projectile. The energy absorption characteristics of target and the corresponding residual velocities of projectile for the different target thicknesses varying from 3.15 mm, 4.00 mm and 6.35 mm are studied. The residual velocities of the projectile thus obtained from the simulation studies have been verified and validated with the well-established mathematical model proposed by Chen et al. [27,28] for a range of 50 m/s–900 m/s. The methods such as meshing, solver settings and material settings have been finalised/confirmed only after the state variables such as residual velocity ballistic limit velocity were found to be in agreement with the results obtained from the well-established analytical model. Additionally, the model has been compared and validated with the previously reported experimental results pertaining to Al 2024 –T3 alloy in the velocity range of 50 m/s–305 m/s for the considered target thicknesses. So, it can be inferred that the simulation model would be in conformance with the experimental results. Additionally, it can be considered as a substitute for experimental studies, as the modelling studies can be implemented easily for any structure with different boundary conditions and for different velocities and loads without significant effort.
2. Constitutive Modelling

The accuracy of the Finite Element model depends primarily on the choice of the constitutive models adopted to arrive at the best design and quality parameters. The constitutive model for the projectile impact on target material is a complex phenomenon and hence it is necessary to consider the maximum fit parametric (strain, strain rate, temperature, time) model along with inelastic effect of the target when it is subjected to impact load. To account for the plastic deformation effects, modified Johnson-Cook model is preferred. Among the 276 material models available in LS DYNA, 60 models are related to various materials constitutive behaviour [36]. The modified Johnson-Cook model is used as it accommodates the strain, strain rate effects and temperature influence on the ductile target material undergoing impact. In ballistic impact, target is expected to undergo plastic deformations and, therefore, the MAT_107 Modified_Johnson_Cook Model is considered in the present study.

2.1. Modified Johnson-Cook Model

The large-scale deformation behaviour of metallic material behaviour under high strains, high strain rates and temperature is essential to establish their flow curve and failure mechanisms under impact load. The elementary relation of J.C. model is exhaustive in nature with the incorporation of above parameters [37]. The stress as a function of strains, strain rate and temperature constitute the material constants such as $A$, $B$, $C$, $n$ and $m$ as given in Equation (1).

$$
\sigma(\varepsilon^p, \varepsilon^d, T^*) = \left[ A + B\left(\frac{\varepsilon^p}{\varepsilon_0}\right)^n \right] \left[ 1 + C\ln\left(\frac{\varepsilon^p}{\varepsilon_0}\right) \right] \left[ 1 - T^*m \right] \tag{1}
$$

where $\sigma(\varepsilon^p, \varepsilon^d, T^*)$ is equivalent stress, '$A'$ is the yield stress of the material (MPa), '$B'$ is a strain hardening constant (MPa), '$C'$ is the strain rate strengthening coefficient, '$n'$ is the strain hardening coefficient, '$m'$ is thermal softening coefficient and $T^* = \frac{T - T_0}{T_{\text{melt}} - T_0}$ with $T^*$ as homologous temperature, $T_{\text{melt}}$ as melting temperature, $T_0$ as reference temperature, $T$ is temperature at which experiment is carried out. The reference strain rate $\varepsilon_0$ is taken as 1/s.

When the material is subjected to plastic deformation, the material tends to fracture after attaining ultimate strength. Fracture leads to breakage of materials apart and it becomes predominant when the material is subjected to dynamic loading. The damage for the individual element is computed and a cumulative damage as given in [38] is expressed in Equation (2).

$$
D = \sum \frac{\Delta \varepsilon}{\varepsilon^f} \tag{2}
$$

where $\Delta \varepsilon$ is the incremental plastic strain and $\varepsilon^f$ is the strain to fracture for a particular strain rate, temperature, pressure and equivalent stress.

The general expression for the fracture strain is given by Equation (3).

$$
\varepsilon^f = \left[ D_1 + D_2 \exp D_3\left(\frac{\sigma_m}{\sigma_{eq}}\right)\right] \left[ 1 + D_4 \ln\left(\frac{\varepsilon^p}{\varepsilon_0}\right) \right] \left[ 1 + D_5 T^* \right] \tag{3}
$$

where $\sigma_m$ is the mean stress and $\sigma_{eq}$ is the equivalent stress. $D_1$ to $D_3$ are related to tension, $D_4$ is related to effect of strain rate and $D_5$ is for the effect of temperature.

2.2. Determination of Johnson-Cook Material Parameters

In the Sections 2.2 and 2.3, the performed simulation studies used to obtain the J.C. material and damage parameters are described.
2.2.1. Determination of Parameter $B$ and $n$

Tensile test simulations were carried out with the known Engineering stress–strain graphs obtained from the experiments as reported by Lesuer et al. [2] for Al 2024-T3 alloy. The methodology to determine the parameters of the Johnson–Cook Model is followed, as reported in the literature [39]. The tensile true stress–strain values thus calculated, as shown in Table 1, are used to estimate the Johnson–Cook material and damage parameters. To evaluate the parameters $B$ and $n$, plastic stress–strain values are plotted, and a linear regression technique is implemented using MATLAB.

Table 1. True stress–true strain values given as input to the simulations in present study [2].

| True Stress (MPa) | True Plastic Strain |
|------------------|---------------------|
| 0                | 0.000               |
| 264.50           | 0.028               |
| 273.55           | 0.047               |
| 286.23           | 0.061               |
| 304.33           | 0.074               |
| 320.65           | 0.096               |
| 329.71           | 0.111               |

The shape and dimensions of the specimen for carrying out tensile testing have been obtained from N. K. Gupta et al. [33]. The simulation study was carried out at a room temperature of 298K and reference strain rate of 1/s based on stress–strain plot reported in the literature [2]. The density of the material is 2710 kg/m$^3$, Poisson’s ratio is 0.33 and the Elasticity modulus is 71 GPa. With the known yield stress value—$A = 265$ MPa, $B$ and $n$ parameters are estimated. Neglecting the strain rate and temperature effect, the J.C. model Equation (1) has been reduced to Equation (4).

$$\sigma_{eq} = A + B\varepsilon^n$$

(4)

Rearranging the terms and considering the logarithm on both sides, the equation is as follows:

$$\ln(\sigma_{eq} - A) = \ln B + n \ln \varepsilon$$

(5)

The equivalent plastic stresses and strains hence obtained are depicted in Figure 2, with $\ln(\sigma_{eq} - A)$ on Y-axis and $\ln(\varepsilon)$ on X-axis. The data obtained, thus, are curve-fit through linear regression to obtain a correlation coefficient ($R^2$) of 0.988. Equation (6) is the expression resulted from the regression.

$$\ln(\sigma - A) = 0.34 \ln(\varepsilon) + 6.056$$

(6)

With the slope as the parameter ‘$n$’ and from the intercept, $B$ can be estimated as $n = 0.34$ and $B = 426.66$ MPa, as shown in Figure 1.

2.2.2. Determination of Parameter C

To estimate the parameter ‘C’, Al 2024-T3 alloy simulations were made for 10/s, 1/s and 0.1/s. The 1/s experimental data that has been obtained from literature [2] is utilized to obtain data for higher strain rates simulation on LS DYNA software. On the basis of the expression with strain rate as a function of velocity and the gauge length StrainRate$(\varepsilon) = \frac{\Delta(lchangeinlength)}{l(length)specimen(time)} = \frac{Velocity}{l(length)specimen}$, the velocity has been varied to achieve higher strain rates.

Thus, the J.C. Model Equation (1) is modified as:

$$\sigma(e^{pl}, \dot{e}^{pl}, T^*) = \left[ A + B(e^{pl})^n \right] \left[ 1 + Cln\left( \frac{\dot{e}^{pl}}{e_0} \right) \right]$$

(7)
Rearranging the terms, Equation (7) can be rewritten as:

\[
\frac{\sigma}{A + B(\varepsilon^{pl})} = \left[ 1 + C \ln \left( \frac{\varepsilon^{pl}}{\varepsilon_0} \right) \right]
\] (8)

The plastic stress–strains are plotted for the various strain rates considered and a linear regression curve was plotted and found the C value to be 0.016, as shown in Figure 2.

![Figure 1. Curve fitting of true plastic stress-strain values to obtain B and n.](image1)

![Figure 2. Curve fitting of true plastic stress-strain values at different strain rates to determine C.](image2)

Further, for higher strain rates, SHPB simulation tests were performed with the incident, transmission and striker bars made of steel. The incident and transmission bars were 1500 mm in length with 16 mm diameter, as shown in Figure 3. The size of the specimen considered was 0.2 mm length with 10 mm diameter with slenderness ratio (length/diameter) maintained between 0.5 and 0.8. The velocity of the striker bar was maintained at 11.1 m/s [40].
Further, for higher strain rates, SHPB simulation tests were performed with the incident, transmission and striker bars made of steel. The incident and transmission bars were 1500 mm in length with 16 mm diameter, as shown in Figure 3. The size of the specimen considered was 0.2 mm length with 10 mm diameter with slenderness ratio (length/diameter) maintained between 0.5 and 0.8. The velocity of the striker bar was maintained at 11.1 m/s [40].

The calculated true stress–strain values were utilized from [41], as shown in Table 2, for strain rates in the order of 2220/s and 4500/s, as input into the simulations.

**Table 2. True stress–true strain values given as input to SHPB simulations in present study [41].**

| True Stress (MPa) | True Plastic Strain | True Stress (MPa) | True Plastic Strain |
|-------------------|---------------------|-------------------|---------------------|
| 402.8             | 0                   | 348.2             | 0                   |
| 461.0             | 0.04                | 468.8             | 0.023               |
| 473.2             | 0.056               | 511.8             | 0.045               |
| 513.0             | 0.071               | 492.3             | 0.061               |
| 555.1             | 0.125               | 519.2             | 0.081               |
| 502.6             | 0.139               | 563.7             | 0.112               |
| 603.2             | 0.176               | 607.3             | 0.152               |
| 543.1             | 0.193               | 576.5             | 0.196               |
| 578.9             | 0.238               | 609.4             | 0.215               |

It was observed a very minor change in the slope for the data points obtained drawn between $\sigma_{eq} = \left[ A + B (\varepsilon_{pl})^n \right] \left[ 1 - \frac{\sigma_{eq}}{A + B (\varepsilon_{pl})^n} \right]$ i.e. $\frac{\sigma_{eq}}{A + B (\varepsilon_{pl})^n} \ln(\dot{\varepsilon})$ of 0.00197. It is in tandem with the data reported in the literature [42], that Al 2024 alloy has shown very slight influence of strain rates for the same temperature considered.

### 2.2.3. Determination of Parameter $m$

For determining the parameter $m$ related to different temperatures, the stress–strain curves of Al 2024-T3 alloy at Room temperature, 150 °C, 250 °C and 350 °C are considered. These tests as reported by Coskun et al. [43] were carried out in the quasi-static regime. The stress–strain curves were converted as true stress–strain curves and are fed to LS DYNA software to initiate the plasticity of the material for the temperatures considered. Equation (1) is rearranged ignoring the strain rate effect as given in Equation (9). Thus, a plot between $\ln(T^*)$ and $\ln \left[ 1 - \frac{\sigma_{eq}}{A + B (\varepsilon_{pl})^n} \right]$ is made to obtain the value of $m$.

$$\sigma_{eq} = \left[ A + B (\varepsilon_{pl})^n \right] \left[ 1 - T^* m \right] \quad (9)$$

$$\frac{\sigma_{eq}}{A + B (\varepsilon_{pl})^n} = \left[ 1 - T^* m \right] \quad (10)$$

Rearranging Equation (10) and taking natural logarithm on both sides, we obtain:

$$m \ln(T^*) = \ln \left[ 1 - \frac{\sigma_{eq}}{A + B (\varepsilon_{pl})^n} \right]$$

(11)
Substituting the values of $A$, $B$ and $n$ in Equation (11), we obtain ‘$m$’. Thus, the value of $m$ obtained is 1, by calculating the slope of Equation (11). This could be inferred from Figure 4.

![Curve fitting of true plastic stress-strain values at different temperatures to obtain $m$.](image)

**Figure 4.** Curve fitting of true plastic stress-strain values at different temperatures to obtain $m$.

### 2.3. Determination of Johnson–Cook Damage Parameters

#### 2.3.1. Determination of Parameters $D_1$, $D_2$ and $D_3$

The stress state developed on the material due to fracture is primarily assessed using stress triaxiality. To estimate the damage parameters, notched specimen of different radii is modelled and simulated for the study in LS DYNA software. The literature suggests that there are notch radii and thickness areas on the specimen. The specimen was subjected to the ductile damage failure in LS DYNA, with the values depicted in Table 1 as inputs. Three specimens were considered with varied notch radii of 2.00 mm, 3.00 mm and 4.00 mm along with the un-notched specimen. The fracture strain is obtained from the simulations carried out on tensile stress–strain of the un-notched specimen.

An empirical relation was formulated by Bao and Coworker to evaluate the stress triaxiality knowing the thickness of notched area, $t$ and radius of notch, $R$ [44].

\[
\eta = \frac{1}{3} + \sqrt{2} \ln(1 + \frac{t}{R})
\]  

(12)

Fracture strain($\varepsilon_f$) = 0.074, stress triaxiality = 0.33 and strain rate = 1/s are considered for analysis. Thus, by plotting equivalent plastic strain (PEEQ) with respect to each triaxiality ratio, and drawing a nonlinear regression curve, we obtained $D_1$, $D_2$ and $D_3$ parameters by ignoring the strain rate and temperature effect of Equation (3).

The nonlinear regression was of the form \[D_1 + D_2 \exp D_3 \left(\frac{\varepsilon_f}{\varepsilon_{eq}}\right)\], by obtaining the coefficients, the damage parameters are obtained, as shown in Figure 5.

Thus, $D_1 = 0.013$, $D_2 = 0.013$ and $D_3 = -1.5$.

#### 2.3.2. Determination of Parameters $D_4$

$D_4$ parameter is corresponding to the strain rate effect of the specimen. A dynamic specimen of 35 mm length is considered with true stress–strain data at the 1/s strain rate. The simulations were carried out for different strain rates such as 10/s, 50/s and 100/s. A linear regression curve was drawn between $\frac{\varepsilon_f}{[D_1 + D_2 \exp D_3 \left(\frac{\varepsilon_f}{\varepsilon_{eq}}\right)]}$ and the logarithm of strain rates to obtain the slope as parameter $D_4$. All the simulations inputs were considered at 298 K.
The simulations were carried out for different strain rates such as 10/s, 50/s and 100/s. A specimen of 35 mm length is considered with true stress–strain data at the 1/s strain rate.

An empirical relation was formulated by Bao and coworkers to evaluate the stress triaxiality ratio, and drawing a nonlinear regression curve, we obtained $D_1$, $D_2$ and $D_3$ parameters by ignoring the strain rate and temperature effect of Equation (3).

Table 3.

| Material Parameters for 2024–T3 Alloy | Damage Parameters for 2024–T3 Alloy |
|--------------------------------------|-----------------------------------|
| $A$ (MPa)                            | 265                               |
| $B$ (MPa)                            | 426.66                            |
| $C$                                  | 0.016                             |
| $n$                                  | 0.13                              |

The basic Equation (14) turns to Equation (15).

$$
\frac{ε_f}{[D_1 + D_2 \exp D_3(\frac{\sigma_m}{\sigma_{eq}})]} = 1 + D_4\ln(\dot{ε})
$$

(13)

Thus, $D_4 = 0.011$ is obtained by carrying out a linear regression at various strain rates, as shown in Figure 6.

Figure 6. Determination of $D_4$ at various strain rates for notched specimen.

2.3.3. Determination of Parameters $D_5$

This parameter is with respect to temperature of the notched specimens considered. The basic Equation (14) turns to Equation (15).

$$
e^f = \left[ D_1 + D_2 \exp D_3\left(\frac{\sigma_m}{\sigma_{eq}}\right)\right] \left[ 1 + D_4\ln\left(\frac{\dot{ε}_{pl}}{ε_0}\right) \right] [1 + D_5T^*]
$$

(14)

and

$$
\left(1 - \frac{e^f}{[D_1 + D_2 \exp D_3\left(\frac{\sigma_m}{\sigma_{eq}}\right)]]} \right) T^* = D_5
$$

(15)
The finite element simulations were carried out for different temperatures of 423 K, 523 K and 623 K. The $T^*$ values were 0.21, 0.378 and 0.546 for the corresponding temperatures of 423 K, 523 K and 623 K. With the calculated damage parameters ($D_1$, $D_2$, and $D_3$) and $T^*$, in Equation (15), $D_5$ was found to be negligible and, thus, was considered as 0.

All the obtained J.C. Material and damage parameters are tabulated, as shown in Table 3.

Table 3. J.C. Parameters obtained for AL 2024 T3 alloy.

| Material Parameters for 2024–T3 Alloy | Damage Parameters for 2024–T3 Alloy |
|--------------------------------------|-------------------------------------|
| A(MPa) 265                           | $D_1$ 0.13                          |
| B(MPa) 426.66                        | $D_2$ 0.13                          |
| $n$ 0.34                             | $D_3$ −1.5                          |
| C 0.016                              | $D_4$ 0.011                         |
| $m$ 1                                 | $D_5$ 0                             |

3. Numerical Simulation of Impact

The three-dimensional modelling of Impact behaviour of Al 2024-T3 alloy was carried out in LS DYNA software. The model consisted of a steel blunt projectile with 12.7 mm diameter and a length of 40.25 mm. It was considered as rigid with a total mass of 39.5 gms as projectile density is much higher than the target density. Hence, MAT_ RIGID from the LS DYNA Keyword Manual was accounted for rigidity of the projectile. Al 2024-T3 alloy with a circular disc of diameter 114 mm was considered as target. Several simulations were carried out by varying thickness of the target ranging from 3.18 mm to 6.35 mm in order to understand the influence of thickness on the residual velocity, energy absorption characteristics. Additional simulations were performed by varying the parameters such as $m$, $n$ and $C$ of the J.C. model in order to understand their influence on the impact phenomenon. MAT_107 Modified_Johnson_Cook Model from LS DYNA keyword manager was considered to account for the large deformations of target. The material properties of the target and projectile are shown in Table 4.

Table 4. Material properties of target and projectile used in LS DYNA software.

| Property                           | Target—Al 2024 Alloy | Projectile—Steel |
|------------------------------------|----------------------|------------------|
| Modulus of Elasticity (GPa)        | 71                   | 200              |
| Density (kg/m$^3$)                 | 2710                 | 7850             |
| Poisson’s Ratio                    | 0.33                 | 0.3              |

As an impact is expected with the projectile striking the target, a contact is established between the steel projectile and Al alloy target. As the projectile nose is blunt, a ‘Eroding_Surface_To_Surface’ contact is considered from the keyword manual of LS DYNA with deformable target as master and rigid projectile as slave. The boundaries of the target are fixed at the periphery. The projectile which is a rigid body was allocated variable velocities in the range 50 m/s–900 m/s in order to ensure the momentum and energy transfer occurs from the projectile to target.

A structured mesh was constructed with higher density at the centre of target and gradually grown towards periphery of the target, as shown in Figure 7a. The higher mesh density placed at the centre of the target is to capture the stresses effectively at the region of contact and impact. However, the mesh density reduces towards the boundaries as the propagation of the impact wave is expected to be damped towards the boundary. This was observed in the simulations as well. Material failure depicting plugging, petalling, and spalling was incorporated by using the complete element erosion feature of the software.
The ballistic velocity, $V_{BL}$, and the residual velocity, $V_{r}$, are calculated from Equations (18)–(20):

$$\eta = \rho \pi d^2 H$$

where $\rho$ is density, $\pi$ is the mathematical constant, $d$ is diameter, and $H$ is thickness.

A Summary of computational details used for each of finite element model with reference to their thicknesses is provided in Table 5.

Hexahedral elements were chosen for both projectile and target as a uniform distribution in the plate from the centre to boundary was desired. The density of the mesh has been finalized after performing mesh independent study by monitoring the Von Mises stress at the point depicted in Figure 7b for varied mesh densities. The monitoring point was considered 1 mm away from the area of deformation. A mesh size of approximately 0.01 mm at the impact region of the target is found to be optimal, as shown in Figure 8.

![Representative structured mesh used for the model with 4.00 mm target thickness.](image)

Figure 7. (a) Representative structured mesh used for the model with 4.00 mm target thickness. (b) Enlarged view of the point (Yellow) considered for x-axis stress.

Hexahedral elements were chosen for both projectile and target as a uniform distribution in the plate from the centre to boundary was desired. The density of the mesh has been finalized after performing mesh independent study by monitoring the Von Mises stress at the point depicted in Figure 7b for varied mesh densities. The monitoring point was considered 1 mm away from the area of deformation. A mesh size of approximately 0.01 mm at the impact region of the target is found to be optimal, as shown in Figure 8.

![Mesh independent study with respect to element size and corresponding computational time.](image)

Figure 8. Mesh independent study with respect to element size and corresponding computational time.

A Summary of computational details used for each of finite element model with reference to their thicknesses is provided in Table 5.
Table 5. Details of no. of elements and nodes for the FE model.

| Target Thickness | No. of Elements | No. of Nodes |
|------------------|----------------|-------------|
| 3.18 mm          | 22,041         | 23,152      |
| 4.00 mm          | 30,802         | 35,029      |
| 6.35 mm          | 39,765         | 40,283      |

4. Analytical Model

The penetration of the blunt projectile into Al 2024 alloy target would result in the cylindrical cavity. Chen et al. [27,28] has shown a systematic analysis of the shear plugging of ductile metallic targets with a blunt projectile. They utilized the rigid plastic analysis by considering the effects of bending, shear and plate stretching. Dynamic cavity model was reported for representing the penetration of the target.

A blunt projectile of mass $M$ and diameter $d$ was triggered on to a circular ductile target of thickness $H$ and diameter $D$. $\sigma_y$ and $\rho$ are yield stress and density of the target material parameters, respectively. The analysis is based on the fact that the formation of circular plug occurs at the centre. The ejection of the plug is due to the total compressive force on the projectile being converted to the plastic shear force on the target face. The dimensionless constants with respect to the thickness, $\chi$ and mass, $\eta$ at the interface of the projectile and target are depicted as in Equations (16) and (17):

$$\chi = \frac{H}{d}$$

and

$$\eta = \frac{\rho \pi d^2 H}{4M}$$

The ballistic velocity, $V_{BL}$ and the residual velocity, $V_r$ are calculated from Equations (18)–(20):

$$V_{BL} = 2 \sqrt{2\chi (1 + \eta)(\eta + \theta)} \frac{\sigma_y}{\rho}$$

and

$$V_r = \frac{\theta V_i + \eta \sqrt{V_i^2 - V_{BL}^2}}{(1 + \eta)(\eta + \nu)}$$

where $V_i$ is the Impact velocity of the projectile and $\nu$ is a dimensionless parameter in relation to plate thickness and diameter.

$$\theta = \begin{cases} 
3\left(1 - \sqrt{3}\chi\right)(1 + \eta) & \chi_1 < \chi < \frac{1}{\sqrt{3}} \left[ \left(\frac{D}{d}\right)^2 - 1 \right] \\
2\left(\frac{\xi}{d} - 1\right)\left(\xi + 1\right) & \frac{1}{\sqrt{3}} \left(\frac{D}{d}\right)^2 - 1 \\
3\left(1 - \sqrt{3}\chi\right)(1 + \eta) & 2(D/d - 1)\left(\frac{\xi}{d} + 2\right) > 1 \end{cases}$$

with $\xi$ as a bending hinge in the shear zone.

The assumptions in this model and those considered in our study such as the rigid steel projectile, a cylindrical nose projectile striking a ductile metallic target with the formation of cylindrical cavity formation forms the coherency in considering this analytical model. Thus, the study was further implemented in a mathematical tool, MATLAB, for the calculations for various thicknesses considered and for different impact velocities chosen. The obtained residual velocities from the analytical model are compared to that obtained from simulations.
5. Results and Discussion

Three thicknesses for the target, 3.18 mm, 4.00 mm and 6.35 mm, were considered during impact simulation. Impact velocities for the range 50 m/s–900 m/s were implemented with an incremental step of 50 m/s. The residual velocity of the projectile is considered for evaluating energy transfer from projectile to the target material. This residual velocity is calculated based on the velocity with which the projectile would leave the target surface after impact. The ballistic limit is also found for a particular range of velocities and their corresponding thicknesses, so that the projectile either rebounds or penetrates without complete perforation.

For 3.18 mm-thick target, it was impacted with impact velocity range 50 m/s–900 m/s. The projectile was found to cease its motion through the target at a ballistic limit velocity of 87.30 m/s. The difference between the impact velocity and residual velocity was found to increase from 900 m/s to 87.30 m/s. This is because of the less momentum transfer due to the lesser contact duration at higher impact velocities. Thus, at lower velocities, especially the ballistic limit velocity has the highest velocity difference. However, the literature [41] reported a ballistic limit velocity of 88 m/s for the experimental studies performed. The residual velocity obtained through simulations for an impact velocity of 305 m/s deviates by 2.1% with respect to the residual velocity of 287.56 m/s obtained from experiments as reported by [45]. However, the relative percentage difference has reduced to 0.79% in the case of ballistic limit velocity. It can be inferred that there is a good agreement between the simulations and reported experimental results.

However, the minor deviations in the residual velocities as mentioned above may be due to the yaw angle that developed after the ejection of projectile, air friction and surface of the plate in contact during the experiments, which are not accounted for in simulations. Figure 9a shows the residual velocity versus impact velocity for 3.18 mm target thickness. It was observed that with increase in the impact velocity, the residual velocity has also increased. This could be due to the less energy loss from the projectile to the target. Furthermore, the loss in energy is higher at lower impact velocities. This is due to the fact that more energy is lost from projectile to overcome the resistance offered from the target. Figure 9b shows the energy absorption versus impact velocity for 3.18 mm target thickness. The energy absorption was observed to be highest at the ballistic limit up to a velocity of 350 m/s. This is because of the impact velocity is less and the contact duration is more enabling for the target to resist further. However, with further increase in impact velocity, the Energy absorption was observed to increase linearly. This could be due to the idealizations made in the simulations such as not accounting the thermal effects, neglecting erosion of the projectile, energy unaccounted during the shearing between target and projectile and vibrational energy loss.

\[
VR = \mathcal{F} - \mathcal{R} - \mathcal{V}
\]

where \( E = \) Energy absorbed by target; \( m = \) Mass of the projectile; \( v_0 = \) Initial Velocity; \( v_R = \) Residual Velocity from the fundamental energy transfer relation as shown in Equation (21).

\[
\frac{E}{m} = \frac{1}{2} m v_0^2 - \frac{1}{2} m v_R^2 - \frac{1}{2} m v_0 v_R
\]

\( \mathcal{F} \) is the total kinetic energy of the projectile, \( \mathcal{R} \) is the work done by the target, and \( \mathcal{V} \) is the vibrational energy loss. It can be observed from Figure 10 that for the impact velocity of 200 m/s, the initial energy absorption was 667.6 J. The energy absorption obtained from LS DYNA simulation for 200 m/s impact velocity for 3.18 mm target thickness was 662.07 J. The difference between the experimental studies performed and reported by [45] is 2.1% with respect to the residual velocity of 287.56 m/s obtained from experiments as reported by [45]. However, the relative percentage difference has reduced to 0.79% in the case of ballistic limit velocity. It can be inferred that there is a good agreement between the simulations and reported experimental results.

Figure 9a shows the residual velocity versus impact velocity for 3.18 mm target thickness. It was observed that with increase in the impact velocity, the residual velocity has also increased. This could be due to the less energy loss from the projectile to the target. Furthermore, the loss in energy is higher at lower impact velocities. This is due to the fact that more energy is lost from projectile to overcome the resistance offered from the target. Figure 9b shows the energy absorption versus impact velocity for 3.18 mm target thickness. The energy absorption was observed to be highest at the ballistic limit up to a velocity of 350 m/s. This is because of the impact velocity is less and the contact duration is more enabling for the target to resist further. However, with further increase in impact velocity, the Energy absorption was observed to increase linearly. This could be due to the idealizations made in the simulations such as not accounting the thermal effects, neglecting erosion of the projectile, energy unaccounted during the shearing between target and projectile and vibrational energy loss.

Figure 9. (a) Residual velocity vs. impact velocity. (b) Energy absorption vs. impact velocity—for 3.18 mm target thickness.
It can be observed from Figure 10 that for the impact velocity of 200 m/s, the initial energy developed is 789.36 J. However, after the impact, a constant energy of 662.07 J is recorded with a 127.29 J energy being absorbed by the target. The same energy is obtained from the fundamental energy transfer relation as shown in Equation (21).

\[
\text{Energy Absorption} = \frac{1}{2} \times m \times (v_I^2 - v_R^2)
\]

(21)

where \( E \) = Energy absorbed by target; \( m \) = Mass of the projectile; \( V_I \) = Impact Velocity; \( V_R \) = Residual Velocity

The penetration profile of the target with an impact velocity of 200 m/s of projectile for different time steps with stress values are shown in Figure 11. The projectile leaves the target with a residual velocity of 183.17 m/s. The target was observed to undergo a nominal bulging equivalent to the diameter of the projectile. A coning was formed on the plug cross section of the projectile. There was no petalling found at the interface of target and projectile during the contact. From Figure 11a, it can be observed that the stress value of 550.2 MPa is developed at an immediate time of 0.028 milliseconds and further increased to 570 MPa at 0.04 milliseconds. With further increase in time at 0.145 milliseconds, the stress has decreased to 524.7 MPa as there is no extra energy required for the hole enlargement or in overcoming the elastic stress. Further at 0.332 milliseconds and beyond, an average constant stress of 546.4 MPa is obtained probably due to settlement of the target material after a plastic flow stress.

For a ballistic velocity of 87.3 m/s, an initial small bulging in the target material is noticed, as shown in Figure 11b. With further increment in time, a small coning is initiated with a stress of 518.1 MPa. At the time of coning, the highest stress of 533.6 MPa at a time of 0.35 milliseconds was recorded, probably due to the plug formation and, thus, tearing due to the high tension created at the rear side of the target. With a further increment in the simulation time, at 0.44 milliseconds, a decreased stress of 515.5 MPa was attained due to the relaxation in the material, as no extra energy was required in tampering the target material with the release of plug from the rest of material. With any further increase in time, the projectile did not move further and, thus, penetrated. The stress almost remained constant at 515 MPa, implying the material is purely relaxed with some permanent deformation in the target material. The residual velocity for the impact velocity of 87.3 m/s was observed to be \(-1.92 \text{ m/s}\)~—almost clogged, thus, it was considered to be the ballistic limit.
The penetration profile of the target with an impact velocity of 200 m/s of projectile for different time steps with stress values are shown in Figure 11. The projectile leaves the target with a residual velocity of 183.17 m/s. The target was observed to undergo a nominal bulging equivalent to the diameter of the projectile. A coning was formed on the plug cross section of the projectile. There was no pitting found at the interface of target and projectile during the contact. From Figure 11a, it can be observed that the stress value of 550.2 MPa is developed at an immediate time of 0.028 milliseconds and further increased to 570 MPa at 0.04 milliseconds. With further increase in time at 0.145 milliseconds, the stress has decreased to 524.7 MPa as there is no extra energy required for the hole enlargement or in overcoming the elastic stress. Further at 0.332 milliseconds and beyond, an average constant stress of 546.4 MPa is obtained probably due to settlement of the target material after a plastic flow stress.

![Figure 11](image1.png)

Figure 11. Detailed perforation of the projectile in to 3.18 mm target thickness for an impact velocity of (a) 200 m/s and (b) ballistic limit of 87.3 m/s.

For a ballistic velocity of 87.3 m/s, an initial small bulging in the target material is noticed, as shown in Figure 11b. With further increment in time, a small coning is initiated. A stress fringe plot of the complete ejection of the projectile implementing the complete element removal with pure plugging kind of failure at the periphery of the impact region is shown in Figure 12a. However, there was no prominent coning, but ejection of tiny target particles was observed, as shown in Figure 12b, where the target is impacted by projectile with 900 m/s.

![Figure 12](image2.png)

Figure 12. Failure through plugging of 3.18 mm target thickness for an impact velocity of (a) 200 m/s and (b) 900 m/s.
For 4.00 mm- and 6.35 mm-thick targets, a similar trend was observed, namely, that with an increase in impact velocities, residual velocities also increased, due to the minimal amount of momentum transfer from the projectile to the target. For a target thickness of 6.35 mm and an impact velocity of 305 m/s, a residual velocity of 277.6 m/s was obtained through simulations, while a value of 265.37 m/s was obtained in the experiments, as reported in [45]. Table 6 shows the impact velocities triggered along with the corresponding residual velocities for all the considered target thicknesses.

From Table 6, it can be observed that the higher velocities have higher residual velocities for all target thicknesses. This is because the impact velocity is independent of the same amount of energy that is transferred from the projectile to the target. However, with an increase in target thickness for a particular impact velocity, the residual velocity is comparatively lower for thicker targets than the thinner ones. This is due to coning and resistance due to the material at various levels within the thick target thickness. Thus, it can be inferred that thicker targets attempt to resist the projectile more than the thinner targets.

The difference in residual velocities for a particular impact velocity is increasing with increase in target thickness. This may be due to the fact that the deformation in the lower velocity range is global with the formation of the ductile hole growth and its interference with the surrounding material. However, this is low with localized failures in high impact velocity range resulting in high residual velocities.

A very good agreement was observed between the analytically obtained residual velocities and the FEM simulations for the considered range of impact velocities and for various target thicknesses. Table 5 shows the comparison of the residual velocities for the corresponding impact velocities obtained from analytical and FEM simulations for a representative target thickness of 3.18 mm. The slight variations for the impact velocities less than 200 m/s that were observed could be attributed to the higher contact duration between projectile and the target at lower velocities. The frictional coefficient considered in the simulations resulted in the frictional deceleration which was not considered in the analytical model. This has probably led to the prediction of slightly higher residual velocities in the analytical model.

From Table 7, the energy absorption however has decreased with increase in impact velocity and is found to be highest for the ballistic limit. The energy transferred from the projectile to target was observed to be less due to the less contact duration. Further, at lower impact velocity projectile that would face a higher resistance from the target material and also frictional effects become predominant enough to deteriorate the velocity of projectile. During this time, the target tries to capture the maximum amount of energy and, thus, the ballistic limit velocity has the highest energy absorption capacity up to 350 m/s. This can be verified from the elementary energy transfer formula of the impact as given in Equation (21).
Table 6. Residual velocities obtained from simulations are compared and validated by analytical model for all thicknesses and for various impact velocities for Al 2024-T3 alloy.

| S No. | Impact Velocity (m/s) | Target Thickness | Simulative Residual Velocity (m/s) | Chen et al. [27] Analytical Residual Velocity (m/s) | Relative Percentage Difference between Analytical and Simulation (%) | Simulative Residual Velocity (m/s) | Chen et al. [27] Analytical Residual Velocity (m/s) | Relative Percentage Difference between Analytical and Simulation (%) | Simulative Residual Velocity (m/s) | Chen et al. [27] Analytical Residual Velocity (m/s) | Relative Percentage Difference between Analytical and Simulation (%) |
|-------|-----------------------|------------------|-----------------------------------|-----------------------------------|-------------------------------------------------|-----------------------------------|-----------------------------------|-------------------------------------------------|-----------------------------------|-----------------------------------|-------------------------------------------------|
| 1     | 900                   | 3.18 mm          | 881.84                            | 873.65                            | 0.94                                            | 874.04                            | 866.45                            | 0.87                                            | 891.31                            | 845.08                            | 5.47                                            |
| 2     | 800                   | 4.00 mm          | 782.56                            | 776.16                            | 0.83                                            | 775.55                            | 769.52                            | 0.76                                            | 789.65                            | 749.52                            | 5.35                                            |
| 3     | 700                   | 6.35 mm          | 683.29                            | 678.61                            | 0.69                                            | 677.46                            | 672.48                            | 0.74                                            | 687.59                            | 653.69                            | 5.18                                            |
| 4     | 600                   |                  | 584.12                            | 580.96                            | 0.54                                            | 579.8                             | 575.3                             | 0.78                                            | 584.14                            | 557.47                            | 4.78                                            |
| 5     | 500                   |                  | 485.33                            | 483.16                            | 0.45                                            | 481.96                            | 477.87                            | 0.85                                            | 450.14                            | 460.62                            | –2.27                                           |
| 6     | 450                   |                  | 436.18                            | 434.17                            | 0.46                                            | 432.87                            | 429.01                            | 0.90                                            | 374.15                            | 411.81                            | –9.14                                           |
| 7     | 400                   |                  | 386.93                            | 385.09                            | 0.47                                            | 384.37                            | 380.00                            | 1.15                                            | 327.61                            | 362.60                            | –9.64                                           |
| 8     | 350                   |                  | 337.95                            | 335.88                            | 0.61                                            | 334.89                            | 330.78                            | 1.24                                            | 261.94                            | 312.82                            | –16.26                                          |
| 9     | 305                   |                  | 293.7                             | 291.42                            | 0.78                                            | 290.20                            | 291.95                            | –0.60                                           | 277.6                             | 267.26                            | 3.86                                            |
| 10    | 250                   |                  | 236.70                            | 236.72                            | –0.01                                           | 234.92                            | 238.24                            | –1.40                                           | 207.1                             | 209.87                            | –1.31                                           |
| 11    | 200                   |                  | 183.17                            | 186.36                            | –1.71                                           | 183.36                            | 189.12                            | –3.04                                           | 111.18                            | 154.37                            | –27.9                                           |
| 12    | 183                   |                  | –                                 | –                                 | –                                              | –                                 | –                                 | –                                              | –                                 | –                                 | Ballistic Limit attained |
| 13    | 150                   |                  | 128.79                            | 134.66                            | –4.36                                           | 123.84                            | 139.4                             | –11.16                                          |
| 14    | 100                   |                  | 62.46                             | 78.445                            | –20.37                                          | 38.50                             |                                    |                                   |
| 15    | 97                    |                  | –                                 | –                                 | –                                              | Ballistic Limit attained |
| 16    | 87.3                  |                  | 0.00                              | 73.759                             |                                    | Ballistic Limit attained |

Ballistic Limit attained
Table 7. Energy absorption of Al 2024-T3 alloy obtained from simulations for all thicknesses and for various impact velocities.

| S No. | Impact Velocity (m/s) | Energy Absorption (J) 3.18 mm | Energy Absorption (J) 4.00 mm | Energy Absorption (J) 6.35 mm |
|-------|-----------------------|-------------------------------|-------------------------------|-------------------------------|
| 1     | 900                   | 638.00                        | 909.00                        | 845.08                        |
| 2     | 800                   | 545.00                        | 767.00                        | 749.52                        |
| 3     | 700                   | 456.20                        | 612.70                        | 653.69                        |
| 4     | 600                   | 371.00                        | 470.20                        | 557.47                        |
| 5     | 500                   | 285.30                        | 349.50                        | 460.62                        |
| 6     | 450                   | 241.70                        | 298.50                        | 411.81                        |
| 7     | 400                   | 202.9                         | 241.80                        | 362.60                        |
| 8     | 350                   | 163.6                         | 204.3                         | 333.12                        |
| 9     | 305                   | 132.78                        | 173.80                        | 314.95                        |
| 10    | 250                   | 127.71                        | 144.28                        | 386.9                         |
| 11    | 200                   | 127.23                        | 125.86                        | 545.32                        |
| 12    | 183                   | –                             | –                             | 660.74                        |
| 13    | 150                   | 116.67                        | 141.34                        |                               |
| 14    | 100                   | 120.33                        | 168.06                        |                               |
| 15    | 97                    | –                             | 185.64                        |                               |
| 16    | 87.3                  | 150.37                        | –                             |                               |

Figure 13a shows for a 4.00 mm target thickness, the increase in impact velocity increases the residual velocity due to less contact duration at the target and the projectile interface. For a 4.00 mm target thickness, the highest energy absorption at a ballistic limit of 97 m/s was observed with 185.63 J up to an impact velocity of 350 m/s, while the minimum energy absorption was at 200 m/s impact velocity with 125.86 J, as shown in Figure 13b. With a further increase in impact velocities, as already stated, idealizations in simulations resulted in higher energy absorption values.

For a representative impact velocity of 200 m/s on a 4.00 mm target thickness, at the point of contact between the projectile and target, a bulging was observed with a diameter
higher than that of the projectile. With further increase in time, a coning was noticed which is lesser than the contact area diameter and partial material is ready to tear from the rest of target. This is the point where, the target material attains the highest stress, leading to the projectile with a higher energy to penetrate and move forward. There was no petalling found at the interface of the target and the projectile. With a further increment in time, there was no further hole enlargement required along with frictional effects to overcome and, finally, projectile leaves the target with a residual velocity of 183.36 m/s. A constant stress was observed due to the settlement of the target once the projectile leaves it.

For a ballistic velocity of 97 m/s on a target thickness of 4.00 mm, an initial disturbance in the form of vibration could be noticed at almost three-quarters of the diameter as it was subjected to bending. This could be due to the low velocity with which the projectile hits the target, and providing the material time to propagate the waves until the fixed ends. With the further increment in time, the target material tries to fail and, thus, a plug is removed with a pinching action. At this point, the target would undergo maximum stress to overcome the applied energy from projectile. With any further increment in time, a cycle of vibrations was observed with no movement of the projectile in to target.

A significant amount of bending was observed, irrespective of the projectile impact velocity triggered on the target thickness of 6.35 mm. Bulging was also noticed. However, the plug is same diameter as that of projectile in 200 m/s with no plug formation in the ballistic limit velocity of 183.5 m/s. From Figure 14, it can be observed that the ballistic limit velocity keeps decreasing with the decrease in thickness. This is because the energy lost through thickness is higher for thicker targets.

![Variation in ballistic velocities with target thicknesses.](image)

6. Conclusions

Finite element simulations were performed to understand the influence of Al 2024-T3 alloy target thicknesses and the impact velocity of projectile on a ballistic limit and energy absorption characteristics of a projectile and target, respectively, upon subjecting the target to impact load using blunt projectile. Johnson–Cook material and damage parameters are estimated and are found to be in tandem with the experimental curve fitting of parameters.

The residual velocity of the projectile was obtained by capturing the velocity of the projectile shortly after perforating the target thickness. The residual velocity has increased with the increase in impact velocity, but decreased with the increase in target thickness. Petals were formed for the thinner plate of 3.18 mm, while no petals were observed for the 4.00 mm and 6.35 mm target thicknesses. It was observed that, with increasing target
thicknesses from 3.18 mm to 6.35 mm, the residual velocities have reduced from 183.17 m/s to 154.37 m/s for an impact velocity of 200 m/s, which is in tandem with the literature. Furthermore, we observed that tiny particles were ejected, unlike for the lower velocities where coning and plugging were more evident.

The ballistic limit velocity was noted when there was no further movement in the projectile through the target thickness. The ballistic limits for the 6.35 mm and 3.18 mm Al 2024-T3 alloy targets were found to be 183 m/s and 87.3 m/s, respectively. For all the target thicknesses considered, the projectile has penetrated partially at the ballistic limit.

The analytical model proposed by Chen et al. was used to compare the LS DYN simulation results on residual velocities, and a perfect agreement was observed for the considered impact velocity range and for all thicknesses of target considered. The model has good conformance with the analytical models and experimental results reported in the literature.
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