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Abstract—This paper introduces an Enhanced Boolean version of the Correlation Matrix Memory (CMM), which is useful to work with binary memories. A novel Boolean Orthonormalization Process (BOP) is presented to convert a non-orthonormal Boolean basis, i.e., a set of non-orthonormal binary vectors (in a Boolean sense) to an orthonormal Boolean basis, i.e., a set of orthonormal binary vectors (in a Boolean sense). This work shows that it is possible to improve the performance of Boolean CMM thanks BOP algorithm. Besides, the BOP algorithm has a lot of additional fields of applications, e.g.: Steganography, Hopfield Networks, Bi-level image processing, etc. Finally, it is important to mention that the BOP is an extremely stable and fast algorithm.
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I. INTRODUCTION

A nonlinear associative memory may also be classified as linear or nonlinear, depending on the model adopted for its neurons [1]. In the linear case, the neurons act (to a first approximation) like a linear combiner [2-6]. To be more specific, let the data vectors \( \mathbf{a} \) and \( \mathbf{b} \) denote the stimulus (input) and the response (output) of an associative memory, respectively. In a linear associative memory, the input-output relationship is described by

\[
\mathbf{b} = \mathbf{M} \mathbf{a}
\]  

(1)

where \( \mathbf{M} \) is called the memory matrix. The matrix \( \mathbf{M} \) specifies the network connectivity of the associative memory. Fig.1 depicts a block-diagram representation of a linear associative memory. In a nonlinear associative memory, on the other hand, we have an input-output relationship of the form

\[
\mathbf{b} = \varphi(\mathbf{M};\mathbf{a}) \mathbf{a}
\]  

(2)

where, in general, \( \varphi(\cdot;\cdot) \) is a nonlinear function of the memory matrix and the input vector.

Although this form of matrix was introduced in the 1960s and has been studied intensively since then, see [7-11], and the use of orthogonalization is not new to improve the storage of these networks, see [9, 10], unfortunately, a CMM version doesn’t exist when the key pattern \( \mathbf{a}_k \) and the memorized pattern \( \mathbf{b}_k \) for all \( k \) are binary.

II. METHODS

A. Orthogonality in a Boolean sense

Given a set of binary vectors \( \mathbf{u}_k = [u_{k1}, u_{k2}, \ldots, u_{kq}]^T \) (where \( k = 1, 2, \ldots, q \), and \([,
\ldots, ,\]^T\) means transpose of \([,\ldots, ,\])\), they are orthonormals in a Boolean sense, if they satisfy the following pair of conditions:

\[
\mathbf{u}_k^T \wedge \mathbf{u}_j = 1 \text{ if } k = j
\]  

(3.1)

and

\[
\mathbf{u}_k^T \wedge \mathbf{u}_j = 0 \text{ if } k \neq j
\]  

(3.2)

where the term \( \mathbf{u}_k^T \wedge \mathbf{u}_j \) represents the inner AND operation between binary vectors \( \mathbf{u}_k \) and \( \mathbf{u}_j \), i.e.,

\[
\mathbf{u}_k^T \wedge \mathbf{u}_j = (u_{k1} \wedge u_{j1}) \vee (u_{k2} \wedge u_{j2}) \vee \cdots \vee (u_{kq} \wedge u_{jq})
\]

(3.3)

where \( \vee \) represents the OR operation.

B. Boolean Correlation Matrix Memory

Suppose that an associative memory has learned the memory matrix \( \mathbf{M} \) through the associations of binary key and memorized patterns described by \( \mathbf{a}_k \rightarrow \mathbf{b}_k \), where \( k = 1, 2, \ldots, q \), being \( \mathbf{a}_k \) a p-by-1 binary key pattern vector, i.e., \( \mathbf{a}_k = [a_{k1}, a_{k2}, \ldots, a_{kp}]^T \), and \( \mathbf{b}_k \) a p-by-1 binary memorized pattern vector, i.e., \( \mathbf{b}_k = [b_{k1}, b_{k2}, \ldots, b_{kp}]^T \), i.e., whose values are exclusively 0 or 1.

We may postulate \( \mathbf{M} \), denoting an estimate of the memory matrix \( \mathbf{M} \) in terms of these patterns as follows

\[
\mathbf{M} = \bigvee_{k=1}^{q} (\mathbf{b}_k \wedge \mathbf{a}_k^T)
\]  

(5)

where \( \wedge \) represents the AND operation, and the term \( \mathbf{b}_k \wedge \mathbf{a}_k^T \) represents the outer AND operation between binary vectors of the key pattern \( \mathbf{a}_k \) and the memorized pattern \( \mathbf{b}_k \).
Therefore, \( M \) is a p-by-p binary estimate memory matrix. Where | represents the OR operation, and \& represents the AND operation in MATLAB code, see Fig.2.

\[
M = \text{zeros}(p,p);
\]

\[
\text{for } k = 1:q
M = M | (b(:,k) & a(:,k));
\]

\end}

The term \( M \land a_j \) represents the AND operation between binary memory matrix \( M \) and the key pattern \( a_j \). Substituting Eq.5 in 6, we get

\[
b = M \land a_j = \bigvee_{k=1}^{q} (b_k \land a_k^T \land a_j)
\]

\[
= \bigvee_{k=1}^{q} (a_k \land a_k^T \land b_k)
\]

(7)

where, in the second line, it is recognized that \( a_k^T \land a_j \) is a Boolean element equal to the inner AND operation between binary vectors of the key vectors \( a_k \) and \( a_j \). Moreover, we may rewrite Eq.7 as

\[
b = \left( (a_j^T \land a_j) \land b_j \right) \lor \left( \bigvee_{k=1}^{q} (a_k^T \land a_j) \land b_k \right)
\]

(8)

We now see that if the key vectors have Boolean orthornormality (i.e., perpendicular to each other in a Boolean sense), then the response \( b \) equals \( b_j \). Accordingly, we may state that the Boolean memory associates perfectly if the key vectors form an orthonormal set (in a Boolean sense); that is, they satisfy the following pair of conditions:

\[
a_k^T \land a_j = 1 \quad \text{if } k = j
\]

(9.1)

and

\[
a_k^T \land a_j = 0 \quad \text{if } k \neq j
\]

(9.2)

Suppose now that the key vectors do form an orthonormal set (in a Boolean sense), as prescribed in Eq.9. What is then the limit on the storage capacity of the BAM ? Stated another way, what is the largest number of patterns that can be reliably stored ? The answer to this fundamental question lies the rank of the Boolean Memory Matrix (BMM) \( M \). The rank of a matrix is defined as the number of independent columns (rows) of the matrix, being \( \text{rank} \leq \text{min}(p,q) \). The BMM \( M \) is a p-by-p matrix, where \( p \) is the dimensionality of the input space. Hence the rank of the BMM \( M \) is limited by the dimensionality \( p \). We may thus formally state that the number of patterns that can be reliably stored can never exceed the input space dimensionality.

\[C.\text{Recall}\]

The fundamental problem posed by the use of an Boolean Associative Memory (BAM) is the address and recall of patterns stored in memory, which is similar to non-Boolean Associative Memory [1]. To explain one aspect of this problem, we need to completely learned through its exposure to associative memory [1]. To explain one aspect of this problem, we may use a preprocessor to transform them into an orthonormal set (in a Boolean sense); the preprocessor is designed to perform a Boolean orthonormalization on the key binary vectors prior to association. This form of transformation is described below, maintaining a one-to-one correspondence between the input (key) binary vectors \( a_1, a_2, \ldots, a_q \) and the resulting orthonormal binary vectors \( c_1, c_2, \ldots, c_q \), as indicated here:

\[
\{ a_1, a_2, \ldots, a_q \} \leftrightarrow \{ c_1, c_2, \ldots, c_q \}
\]

where \( c_1 = a_1 \), and the remaining \( c_i \) are defined by

\[
c_{j,k} = a_{j,k} \lor \left( \bigvee_{i=1}^{k-1} (c_{j,i} \land a_{j,k}) \right)
\]

(10)

with \( k = 2, 3, \ldots, q \) and \( j = 1, 2, \ldots, p \), and where \( \lor \) represents the XOR operation.

While, in MATLAB code:

\[\text{First version (by element)}\]

\[
c(1,:) = a(1,:);
\]

\[
\text{for } j = 1:p
\]

\[
\text{for } k = 2:q
\]

\[
\text{acu}(j,k) = 0;
\]

\[
\text{for } i = 1:k-1
\]

\[
\text{acu}(j,k) = \text{acu}(j,k) \lor (c(j,i) \land a(j,k));
\]

\[
\text{end}
\]

\[
c(j,k) = \text{xor}(a(j,k),\text{acu}(j,k));
\]

\[
\text{end}
\]

end
Second version (by vector)

\[ c(:,1) = a(:,1); \]
\[ \text{for } k = 2:q \]
\[ \quad \text{acu(:,k) = zeros(p,1);} \]
\[ \quad \text{for } i = 1:k-1 \]
\[ \quad \\quad \quad \text{acu(:,k) = acu(:,k) | (c(:,i)&a(:,k));} \]
\[ \quad \text{end} \]
\[ \quad \text{c(:,k) = xor(a(:,k),acu(:,k));} \]
\[ \text{end} \]

The associations are then performed on the pairs \((c_k, b_k)\), \(k = 2, 3, \ldots, q\). The block diagram Fig.3 highlights the order in which the preprocessing and association are performed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Extension of Boolean associative memory in MATLAB syntax}
\end{figure}

**E. Simulations Results**

**Simulation of BOP Algorithm**

Based on Fig.4, we have 6 binary vectors (columns) of 7 elements each one, called \(a(:,k)\) set. Applying the BOP algorithm to this set, another set of binary vectors is obtained, called \(c(:,k)\) but whose vectors are orthonormal to each other. Observe that to the right of the first 1 of each row of \(c(:,k)\) set there are 0’s exclusively.

The following routine (in MATLAB code) verifies the orthonormality of \(c(:,k)\) set.

\begin{verbatim}
\text{i = 0;}
\text{for } n = 1:q-1
\text{\quad for } m = n+1:q
\text{\quad \quad i = i+1;
\text{\quad \quad y(:,i) = c(:,n)&c(:,m);}
\text{\quad \quad end}
\text{\quad end}
\end{verbatim}

**Simulation of BCMM**

The simulations demonstrate that the BOP algorithm improves the storage capacity of the BAM to the maximum. Stated another way, the largest number of patterns that can be reliably stored is reached.

**III. CONCLUSIONS**

A Boolean version of the Correlation Matrix Memory (CMM) was introduced, which is very useful to work with binary memories. A novel Boolean Orthonormalization Process (BOP) was presented to convert a non-orthonormal Boolean basis, i.e., a set of non-orthogonal binary vectors (in a Boolean sense) to an orthonormal Boolean basis, i.e., a set of orthonormal binary vectors (in a Boolean sense). The simulation results shows that it is possible to improve the performance of Boolean CMM thanks BOP algorithm. Besides, the BOP algorithm has a lot of additional fields of applications, e.g.: Compression of paletted images by color, Steganography, Bi-level image processing, among others image processing applications, see [12-17], besides, it is very useful in Hopfield Networks [1, 18-23], etc.

It is important to mention that BOP algorithm should be applied element-to-element in the implicated vectors, see
Eq. 10, which produces the desired orthonormality effect in a Boolean sense.

Finally, the BOP demonstrated to be an extremely stable and fast algorithm.

REFERENCES

[1] Haykin, S., *Neural Networks: A Comprehensive Foundation*, Macmillan, New York (2000).
[2] Mastriani, M., “Self-Restorable Stochastic Neuro-Estimation using Forward-Propagation Training Algorithm,” *Proc. of INNS*, Portland, OR, 1, 404-411 (1993a).
[3] Mastriani, M., “Self-Restorable Stochastic Neurocontrol using Back-Propagation and Forward-Propagation Training Algorithms,” *Proc. of ICSPAT*, Santa Clara, CA, 2, 1058-1071 (1993b).
[4] Mastriani, M., “Pattern Recognition Using a Faster New Algorithm for Training Feed-Forward Neural Networks,” *Proc. of INNS*, San Diego, CA, 3, 601-606 (1994a).
[5] Mastriani, M., “Predictor of Linear Output,” *Proc. IEEE Int. Symposium on Industrial Electronics*, Santia-go, Chile, 269-274 (1994b).
[6] Mastriani, M., “Predictor-Corrector Neural Network for doing Technical Analysis in the Capital Market,” *Proc. AAAI International Symposium on Artificial Intelligence*, Monterrey, México, 49-58 (1994c).
[7] Willshaw, D.J. and “et. al”, “Non-holographic associative memory,” *Nature* (London) **222**, 960-962 (1969).
[8] Willshaw, D.J. and C. von der Malsburg, “How patterned neural connections can be set up by self-organization,” *Proc. of the Royal Society of London*, Series B 194, 431-445 (1976).
[9] Kohonen, T., “Correlation Matrix Memories.” *IEEE Trans. on Computers*, **C-21**, 353-359 (1972).
[10] Kohonen, T., “Physiological interpretation of the self-organizing map algorithm.” *Neural Networks* **6**, 895-905 (1993).
[11] Palm, G., *Neural Assemblies: An Alternative Approach*, New York: Springer-Verlag (1982).
[12] Castleman, K.R., *Digital Image Processing*, Prentice-Hall, Englewood Cliffs, New Jersey 07632 (2000).
[13] Faugeras, O., *Three-Dimensional Computer Vision: A Geometric Viewpoint*, The MIT Press, Cambridge MA, London (2001).
[14] Gonzalez, R.C. and R.E. Woods, *Digital Image Processing*, Addison-Wesley Publishing Co, Reading, Massachusetts (2001).
[15] Haralick, R. M. and F. G. Shapiro, *Computer and Robot Vision*, Addison-Wesley Publishing Co, Reading, Massachusetts (2000).
[16] Jähne, B., *Digital Image Processing*, Springer, 4th Edition, New York (2001).
[17] Pratt, W.K., *Digital Image Processing*, John Wiley & Sons, New York (2001).
[18] Anderson, J.A., “A simple neural network generating an interactive memory,” *Mathematical Biosciences* **14**, 197-220 (1972).
[19] Anderson, J.A., “Cognitive and psychological computation with neural models,” *IEEE Trans. on Systems, Man, and Cybernetics* **SMC-13**, 799-815 (1983).
[20] Cooper, L. N., “A possible organization of animal memory and learning”, *Proc. of the Nobel Symposium on Collective Properties of Physical Systems* (B. Lundquist and S. Lundquist, eds.), New York: Academic Press., 252-264 (1973).
[21] Hopfield, J.J., “Neural networks and physical systems with emergent collective computational abilities,” *Proc. of the National Academy of Sciences of the U.S.A.* **79**, 2554-2558 (1982).
[22] Hopfield, J.J., “Neurons with graded response have collective computational properties like those of two-state neurons,” *Proc. of the National Academy of Sciences of the U.S.A.* **81**, 3088-3092 (1984a).
[23] Hopfield, J.J., “Collective processing and neural states,” *Modelling and Analysis in Biomedicine* (C. Nicollini, ed), Singapore: World Scientific, 370-389 (1984b).