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Abstract—Estimation of sensitivity matrices in electrical transmission systems allows grid operators to evaluate in real-time how changes in power injections reflect into changes in power flows. In this paper, we propose a robust low-rank minimization approach to estimate sensitivity matrices based on measurements of power injections and power flows. An online proximal-gradient method is proposed to estimate sensitivities on-the-fly from real-time measurements. The proposed method obtains meaningful estimates with fewer measurements when the regression model is underdetermined, in contrast with existing methods based on least-squares approaches. In addition, our method can also identify faulty measurements and handle missing data. In this work, convergence results in terms of dynamic regret are presented. Numerical tests corroborate the effectiveness of the novel approach and the robustness of missing measurements and outliers.

I. INTRODUCTION

Sensitivity factors play an important role in power systems operations and control. In transmission systems, linear sensitivity distribution factors have traditionally been utilized in power systems analysis—e.g., contingency analysis, generation re-dispatch, and security assessment [1], just to mention just a few. Injection shift factors (ISFs) [2], [3] as well as power transfer distribution factors (PTDFs) allow grid operators to estimate line flows in real-time in response to changes in the (net) power injections. Computation of these sensitivities typically relies on either model-based or measurement-based approaches. As an example of a model-based method, ISFs and the PTDF matrix for transmission systems are typically computed by leveraging the DC approximation [4]. Model-based approaches require accurate knowledge of the network topology (including line impedances and switchgear states), and are not dependent on specific operating points of the network [4]. Measurement-based methods leverage data obtained from phase measurement units (PMUs) or Supervisory Control and Data Acquisition (SCADA) systems, to obtain estimates of the sensitivity matrix using, e.g., a least-squares approach or alternative estimation criteria [3]. Measurement-based methods do not require a knowledge of the topology and impedances, and they do not rely on pseudo-measurements obtained via power flow solutions.

Approaches based on the least-square estimation criterion are effective only if one can collect measurements of the net power injections that are “sufficiently rich”; that is, measurements that lead to a least-square that is well conditioned [3], [5], [6], [7]. In principle, the LS may be well conditioned when the perturbations of the net power injections can be properly designed by the grid operator; for example, by adopting the probing techniques of [8] at some or all of the nodes. However, an underdetermined system may emerge when (i) perturbations may not be performed at a sufficient number of nodes (thus, the power variations are simply due to uncontrollable devices); (ii) changes in the power of uncontrollable loads and generation units located throughout the network may lead to correlated measurements [9]; and, (iii) when the power network is operating under dynamic conditions due to fluctuations introduced by intermittent renewable generation [10], the operator may not have time to collect enough measurements before the operating point of the network changes (and, thus, the sensitivities change). Approaches based on least-squares as [11], [5], [6], [12] do not consider the case where the collected measurements have outliers that might lead to unreliable estimates.

To address these challenges, this paper proposes a robust nuclear norm minimization method to estimate sensitivities from measurements. The proposed approach is motivated by our observation that certain classes of sensitivity matrices—including the PTDFs—can afford a low-rank approximation. Relative to existing methods based on the least-squares approach, the proposed method: (C1) obtains meaningful estimates of the sensitivity matrices with a smaller number of measurements and when the regression model is underdetermined (this is particularly important in time-varying conditions and in case of switches in the topology); (C2) leverages sparsity-promoting regularization functions to identify faulty measurements; and, (C3) utilizes a low-rank approach to handle missing data and measurements collected at different rates.

To adapt to power networks increasingly operating under dynamic conditions (and, hence, having sensitivity matrices that change rapidly over time), the development of real-time algorithms that can estimate the sensitivity matrix on-the-fly from real-time measurements is presented in this paper. In particular, we propose an online proximal-gradient method [13] to solve the nuclear norm minimization problem based on measurements collected from PMUs and SCADA systems at the second or sub-second level. In line with the broad literature on online optimization, convergence results in terms of dynamic regret [14], [15] are offered. We point out that the proposed algorithm is markedly different from the competing alternative [16], and relies on an online proximal-gradient method. Lastly, it is also worth recognizing related works such as [17], where the AC equations are perturbed in order to derive a closed-form expression...
of so-called “generalized” ISFs. An approach to estimate dynamic distribution factors is introduced in [18], where reduced-order models are used to derive dynamic ISFs and generator participation factors. An example of online convex optimization in power systems is presented in [19], for the specific application of estimating load changes in the grid.

To the best of our knowledge, we present the first work that explores nuclear norm minimization methods to estimate sensitivity matrices in power systems. Additionally, we develop an online algorithm based on a low-rank model to solve a robust sensitivity estimation problem in the power systems context.

II. PRELIMINARIES

The proposed approach can be leveraged to estimate various sensitivity coefficients in a power grid. These include, for example, ISFs [2], [3] in transmission systems, and voltage sensitivities (with respect to power injections) in distribution networks [20]. In the following, to clearly and concretely explain the proposed approach, we tailor the exposition to the estimation of the PTDFs matrix in transmission systems 1.

A. System Model

Let \( \mathcal{N} := \{1, \ldots, n\} \) be the set of nodes where generators and/or loads are located, and let \( \mathcal{L} := \{1, \ldots, l\} \) be the set of transmission lines. Towards this, let \( \Delta p_j \in \mathbb{R} \) represent a change in the net active power injection at node \( j \in \mathcal{N} \), around a given point \( p_j \); then, the vector representing the change in the active power flow on the line in response to the change of power \( \Delta p_j \) can be approximated as \( h_j^T \Delta p_j \), where \( h_j \in \mathbb{R}^l \) represent the sensitivity coefficients [2], [3]. Discretize the temporal axis as \( \{t_k = kT, k \in \mathbb{N}\} \), with \( T \) as a given time interval. Let \( \Delta \mathbf{p}_k := [\Delta p_{1k}, \Delta p_{2k}, \ldots, \Delta p_{nk}]^T \) be the vector of net active power changes collected at time instant \( t_k \) at the \( n \) nodes, and define the sensitivity matrix as \( \mathbf{H}_k := [h_{1k}, h_{2k}, \ldots, h_{nk}] \in \mathbb{R}^{l \times n} \). Then, the vector \( \Delta \mathbf{f}_k \in \mathbb{R}^l \) representing the change in the power flow on the lines in the network due to \( \Delta \mathbf{p}_k \) can be expressed by [2]

\[
\Delta \mathbf{f}_k = \mathbf{H}_k \Delta \mathbf{p}_k, \tag{1}
\]

where the entry \( i, j \) of \( \mathbf{H}_k \) represents the sensitivity injection shift factors [3]. Overall, \( \mathbf{H}_k \) can be thought as a proxy for the Jacobian of the map \( \mathbf{f} = \mathbf{F}(\mathbf{p}) \), which yields flows as a function of power injections, calculated at a given point. By considering \( m \) measurements 2 we can define the matrices \( \Delta \mathbf{F}_k = [\Delta \mathbf{f}_{k-m+1} \ldots \Delta \mathbf{f}_k] \in \mathbb{R}^{l \times m} \), and \( \Delta \mathbf{P}_k = [\Delta \mathbf{p}_{k-m+1} \ldots \Delta \mathbf{p}_k] \in \mathbb{R}^{n \times m} \). Then, the following linear system of equations can be written as

\[
\Delta \mathbf{F}_k = \mathbf{H}_k \Delta \mathbf{P}_k. \tag{2}
\]

Based on (2), the following subsection will review existing approaches based on the least-squares method as well as model-based approaches.

B. Existing Methods

1) Least-squares estimation: Assuming that \( \Delta \mathbf{P}_k \) is known and measurements (or pseudo-measurements) of \( \Delta \mathbf{F}_k \) are available, one possible way to estimate \( \mathbf{H}_k \) is via a least-squares criterion. For example, a method similar to [3] can be used, where the injection shift factors for a branch were estimated using PMU measurements obtained in (near) real-time. In particular, borrowing the approach of [3], \( \mathbf{H}_k \) can be obtained at time \( t_k \) by solving:

\[
\mathbf{H}_{LS,k} \in \underset{\mathbf{H} \in \mathcal{H}}{\arg \min} \| \Delta \mathbf{F}_k - \mathbf{H} \Delta \mathbf{P}_k \|_F^2, \tag{3}
\]

where \( \| . \|_F \) denotes the Frobenious norm, and \( \mathcal{H} \) is a compact set ensuring that each entry \( (i, j) \) of the matrix \( \mathbf{H} \) satisfies the constraint \( h_{\text{min}} \leq [\mathbf{H}]_{ij} \leq h_{\text{max}} \); that is, \( \mathcal{H} = [h_{\text{min}}, h_{\text{max}}]^{nl} \) (in this case, \( h_{\text{min}} = -1 \) and \( h_{\text{max}} = 1 \)). Alternatively, a weighted least-squares method can be utilized when the noise affecting \( \Delta \mathbf{F}_k \) is colored or it is not identically distributed across lines. Notice that in (3) there are \( n \mathcal{L} \) measurements and \( ln \) unknowns. With this in mind, existing works such as [3] generally assume that \( m \geq n \) and that, the matrix \( \Delta \mathbf{P}_k \) has full column rank; with these assumptions, one avoids an underdetermined system and, furthermore, (3) has a unique solution. In principle, the matrix \( \Delta \mathbf{P}_k \) can have full column rank when the perturbations \( \{\Delta p_{jk}\} \) can be properly designed by the grid operator [8], or when nodes are perturbed in a round-robin fashion. However, this is impractical in a realistic setting (if not infeasible), because the grid operator may not have access to controllable devices at each node of the network; moreover, changes in the power of uncontrollable loads and generation units located throughout the network contribute to \( \{\Delta p_{jk}\} \), and this may lead to correlated measurements (therefore, system (2) becomes underdetermined). In an underdetermined setting, only a minimum-norm solution would be available using a least-squares criterion, which may provide inaccurate estimates of \( \mathbf{H} \) (as corroborated in the numerical results in Section V). Before presenting the proposed method, we briefly mention a model-based approach.

2) Model-based method: For transmission systems, a widely-used model-based approach to calculate the linear sensitivity distribution factors is based on the DC approximation [4]. In particular, by letting \( \mathbf{B} \in \mathbb{R}^{n \times n} \) represent the matrix of line series susceptances of the transmission system, one can calculate the changes in phase angles \( \Delta \mathbf{\theta} \) by using the following relation:

\[
\Delta \mathbf{p}_k = \mathbf{B} \Delta \mathbf{\theta}_k. \tag{4}
\]

Define \( \mathbf{X} = \text{diag}(\{-x_{ab}\}) \in \mathbb{R}^{l \times l} \), where \( x_{ab} \) represents the line reactance between node \( a \) and \( b \in \mathbb{N} \), and let \( \mathbf{A} \in \mathbb{R}^{l \times n} 
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be the branch-bus incidence matrix. Then, using the DC power flow formulation, \( f_k \) can be expressed as the linear relation
\[
\Delta f_k = X^{-1}A\Delta \theta_k.
\]
If we want to express the active power flow perturbation \( \Delta f_k \) due to a change in the phase angles \( \Delta \theta_k \), we can write \( \Delta f_k \) as \( \Delta f_k = X^{-1}A\Delta \theta_k \). By replacing this equation and (4) in (1) we obtain the model-based relation for the sensitivity matrix as: \( H = X^{-1}AB^{-1} \).

In order to guarantee that the inverse of \( B \) exists, we require that the DC power flow equations for the nodal power balances are linearly independent. Then, taking the node 1 as the slack bus, and denoting as \( B_1 \in \mathbb{R}^{n \times (n-1)} \) and \( A_r \in \mathbb{R}^{l \times n} \) the reduced matrices, the final sensitivity matrix is given by \( H = [0 \ A_1^{-1}B_1^{-1}] \).

In the DC formulation, the sensitivity matrix factors depend only on the topology of the network, and are invariant to changes in the system operation point, such as load and generation perturbations or failures. In this paper, we target sensitivities based on the AC power flows, which depend on the current operating point, as explained in [22]. In the following, a low-rank method will be presented, which does not require knowledge of network topology or reactances.


III. LOW-RANK APPROACH

In this section, we present an approach for the estimation of the matrix \( H \) with the following features: i) it leverages measurements of \( \Delta F_k \) and \( \Delta P_k \) obtained from PMUs, SCADA, or other similar sources, rather than relying on a network model; ii) it allows for obtaining meaningful estimates of \( H \) even when \( m \) is underdetermined by leveraging a low-rank approximation of \( H \); iii) when \( \Delta P_k \) is full column rank, it yields an estimation accuracy similar to the least-squares estimator and, iv) can handle missing measurements of flows on some lines (i.e., some entries of \( \Delta F_k \) may be missing). We recall that at each time \( k \), \( m \) measurements are utilized; consequently the matrices \( \Delta F_k \) and \( \Delta P_k \) processed at time \( k \) are constructed as \( \Delta F_k = [\Delta f_k, m+1 \ldots \Delta f_k] \in \mathbb{R}^{l \times m} \) and \( \Delta P_k = [\Delta p_{k, m+1} \ldots \Delta p_k] \in \mathbb{R}^{n \times m} \), respectively.

For simplicity of exposition, we first consider the case where measurements are error-free (then, we consider noisy measurements and outliers). Based on the model (2), the nearly low-rank property of \( H \) motivates us to consider the following affine rank minimization problem (RMP) [23]:

\[
\min_{H \in \mathcal{H}} \text{rank}(H) \quad \text{s.t. vec}(\Delta F_k) = A(H),
\]

where \( \mathcal{H} \) is the convex compact set (in the simplest case, the Cartesian product of box constraints), \( \text{vec}(\Delta F_k) \in \mathbb{R}^p \) where \( p := ln \) denotes the vectorized \( \Delta F_k \), and the linear map \( A : \mathbb{R}^{l \times n} \to \mathbb{R}^p \) is defined as: \( A(H) = A_{P,k} \text{vec}(H) \), where \( \text{vec}(H) \in \mathbb{R}^d \) and \( d := ln \), and \( A_{P,k} \) is a matrix of dimensions \( p \times d \), appropriately built using the perturbations \( \Delta P_k \). Specifically, matrix \( A_{P,k} \) is the Kronecker product defined by \( A_{P,k} := \Delta P_k \otimes I \), where \( I \) is the identity matrix of dimensions \( l \times l \). Unfortunately, the rank criterion in (5) is in general NP-hard to optimize; nevertheless, drawing an analogy from compressed sensing to rank minimization, the following convex relaxation of RMP (5) can be utilized [23]:

\[
\min_{H \in \mathcal{H}} \|H\|_* \quad \text{s.t. vec}(\Delta F_k) = A_{P,k} \text{vec}(H),
\]

where \( \|H\|_* := \sum_i \sigma_i(H) \) is the nuclear norm of \( H \), with \( \sigma_i(H) \) denoting the \( i \)th singular value of \( H \). Interestingly, it was shown in [23] that, if the constraints of (6) are defined by a linear transformation that satisfies a restricted isometry property condition, the minimum rank solution can be recovered by the minimization of the nuclear norm over the linear space; see the necessary and sufficient condition in [23]. Unfortunately, designing the perturbation matrix \( \Delta P_k \) to satisfy the restricted isometry property may not be possible due to uncontrollable loads.

The proposed methodology leverages the relaxation (6) to estimate the matrix \( H \) from measurements of \( \Delta F_k \) induced by the perturbations in the net power injections \( \Delta P_k \). Assuming that the measurements \( \Delta F_k \) are affected by a zero-mean Gaussian noise, a pertinent relaxation of (6) amounts to the following convex program [24]:

\[
\min_{H \in \mathcal{H}, O \in \mathcal{M}} \|\text{vec}(\Delta F_k) - A_{P,k} \text{vec}(H) - \text{vec}(O)\|_2^2 + \lambda \|H\|_* + \gamma \|\text{vec}(O)\|_1,
\]

where \( \lambda > 0 \) is a given regularization parameter that is used to promote sparsity in the singular values of \( H \) (and, hence, to obtain a low-rank matrix \( H \)).

A. Robustness to outliers

We further consider the case where some measurements of \( \Delta F_k \) may be corrupted by outliers. This can be due to, for example, faulty readings of PMUs, communication errors, or malicious attacks. To this end, we augment the model (2) as \( \Delta F_k = H_k \Delta P_k + O_k + E_k \), where \( E_k \) is a matrix containing (small) measurement errors and \( O_k \) is a matrix containing measurement outliers [25], [26]. When no outliers are present, \( O_k \) is a matrix with all zeros. Based on this augmented model, estimates of \( H_k \) and \( O_k \) can be sought by solving the following convex program [25], [26]:

\[
\min_{H \in \mathcal{H}, O \in \mathcal{M}} \|\text{vec}(\Delta F_k) - A_{P,k} \text{vec}(H) - \text{vec}(O)\|_2^2 + \lambda \|H\|_* + \gamma \|\text{vec}(O)\|_1,
\]

where \( \|\text{vec}(O)\|_1 = \sum_i |\text{vec}(O)_{i}| \) is the \( \ell_1 \)-norm of the vector \( \text{vec}(O) \), \( \gamma > 0 \) is a sparsity-promoting coefficient, and \( \mathcal{M} \) is the box constraints of the form \( o_{\text{min}} \leq [O_k]_{ij} \leq o_{\text{max}} \). Notice that the \( \ell_1 \)-norm is the closest convex surrogate to the cardinality function. Once (8) is solved, the locations of nonzero entries in \( O \) reveal outliers across both lines and time; on the other hand, the amplitudes quantify the magnitude of the anomalous measurement. It is important to notice that the parameters \( \lambda \) and \( \gamma \) control the trade-off between fitting error, rank of \( H \), and sparsity level of \( O \); in particular, when an estimate of the variance of the measurement noise is available, one can follow guidelines for selecting \( \lambda \) and \( \gamma \) similar to the ones proposed in [25].
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**B. Missing measurements**

It is worth pointing out that the proposed methodology applies to the case where some measurements in $\Delta F_k$ in (7) are **missing**. This may be due to communication failures or because measurements are collected at different rates. For the latter, one can take the highest measurement frequency (i.e., the $T$ shortest inter-arrival time) as a reference frame, and treat measurements that are received less frequently (i.e., with a larger inter-arrival time) as missing entries.

In this case, missing measurements are discarded from the least-squares terms in (8) [26]. In particular, let $\Omega_k \subseteq \{1, 2, \ldots, p\}$ be a set indicating which measurements in the vector $\text{vec}(\Delta F_k)$ are available at time $t_k$; for example, if the measurement for the line 1 is missing at time $t_{k-m+1}$ and $t_{k-m+2}$, then, $\Omega_k \subseteq \{2, 3, \ldots, l, l+2, \ldots, p\}$. Let $P_{\Omega_k}$ be a time-varying vector sampling operator, which sets the entries of its vector argument not indexed by $\Omega_k$ to zero and leaves the other entries unchanged. Then, (8) can be written as:

$$\min_{H \in H, O \in M} \left\{ \|P_{\Omega_k} (\text{vec}(\Delta F_k) - A P_{\Omega_k} \text{vec}(H) - \text{vec}(O))\|_2^2 + \lambda \|H\|_s + \gamma \|\text{vec}(O)\|_1 \right\},$$

where, of course, missing measurements are not accounted for in the least-squares term.

**IV. DATA-DRIVEN ONLINE ESTIMATION**

Based on $\Delta F_k$ and $\Delta F_k$, which collect measurements of new power injections and power flows acquired at time steps $k-m+1, \ldots, k$, an estimate of $H_k$ can be obtained by solving the convex problem (8) using existing batch solvers for non-smooth convex optimization problems. When the power network is operating under dynamic conditions, for example, due to swings in the net power due to intermittent renewable generation and uncontrollable loads [10], the sensitivity matrix $H_k$ may rapidly change over time (since, in general, it depends on the current operating points [3], [22]); in these dynamic conditions, it may not be possible to solve (8) sufficiently fast due to underlying computational complexity considerations, and a solution of (8) generated by batch solvers can be outdated. That is, by the time the solution is produced, the operating conditions of the network (and, hence, $H_k$) have changed. This aspect motivates the development of an online algorithm that estimates $H_k$ based on streams of measurements and identifies outliers “on the fly,” as explained in this section.

Measurements are assumed to arrive at times $\{t_k = kT, k \in \mathbb{N}\}$, with $T$ the inter-arrival time (e.g., $T$ could be one second or a few seconds [10]); suppose further that measurements are processed over a sliding window $T_k = \{t_k-m+1, \ldots, t_k\}$. Then, at each instant $t_k$, the matrix $H_k$ can be estimated via (8), which is re-written here as the following time-varying problem [13]:

$$(H_k, O_k) \in \arg \min_{H_k \in \mathbb{R}^{n \times n}, O_k \in \mathbb{R}^{l \times m}} f_k(H_k, O_k), \quad \forall kT$$

where $f_k(H_k, O_k) := s_k(H_k, O_k) + g_k(H_k, O_k), \quad s_k(H_k, O_k) := \|\Delta F_k - H_k \Delta P_k - O_k\|_F^2,$

$$g_k(H_k, O_k) := \lambda_k \|H_k\|_s + \gamma_k \|\text{vec}(O_k)\|_1 + \nu_k(H_k) + \nu_M(O_k),$$

with $\nu_k(H)$ the set indicator function for the compact set $H$ and $\nu_M(O)$ the set indicator function for the compact set $M$. The goal posed here is to develop an online algorithm that can track a solution $\{H_k, O_k\}_{k \in \mathbb{N}}$ and the trajectory of optimal value functions $\{f_k := f_k(H_k, O_k)\}_{k \in \mathbb{N}}$ by processing measurements in a sliding window fashion. In the following, let $\Omega_k = \text{vec}(O_k)$, and $x_k = [\text{vec}(H_k)^T, \Omega_k]^T \in X_k := H \times M$ for brevity. Notice that $s_k(x_k)$ is closed, convex and proper, with a $L_k$-Lipschitz continuous gradient at each time $t_k$; on the other hand, $g_k(x_k)$ is a lower semi-continuous proper convex function. Lastly, the function attains a finite minimum at a certain $x_k^*$. Given this particular structure of (10), we propose to use an online proximal-gradient algorithm [13] to solve (10) under streams of measurements. Assuming that, because of communication delays and computational considerations, one step of the algorithm can be performed within an interval $T$ (which coincides with the inter-arrival rate of the measurements), the online proximal-gradient algorithm amounts to the sequential execution of the following step:

$y_k = x_{k-1} - \alpha \nabla_s s_k(x_{k-1}), \quad x_k = \text{prox}_{\alpha \gamma, X} \{y_k\},$
With the previous definitions in place, the online proximal-gradient algorithm for the robust estimation of the sensitivity matrix is tabulated as Algorithm 1.

**Algorithm 1** Online robust estimation of sensitivity matrices

```plaintext
for k = m, m + 1, \ldots, \text{do}
   [S1] Collect $\Delta f_k$ and $\Delta p_k$
   [S2] Build $\Delta F_k$ and $\Delta P_k$ based on $\{\Delta f_k, \Delta p_k\}_{k \in T_k}$
   [S3] Compute $y_k$ via (11)
   [S4] Update $H_k$ via (15)
   [S5] Update $o_k$ via (17)
   Go to [S1]
```

In order to analyze the estimation accuracy of Algorithm 1 performance, the dynamic regret metric is considered here; see, e.g. [14], [15], [13]. In particular, it is defined as:

$$\text{Reg}_k := \sum_{i=1}^{k} \left[ f_i(x_i) - f_i(x_i^*) \right],$$

where we recall $f_i$ is the cost function in (8) (see also (10)). The dynamic regret is an appropriate performance metric for time-varying problems with a cost that is convex, but not necessarily strongly convex [13]. To derive bounds on the dynamic regret, it is first necessary to introduce a “measure” of the temporal variability of (10). One possible measure is:

$$\omega_k := \|x_k - x_{k-1}\|,$$

along with the so-called “path length”:

$$\Omega_k := \sum_{i=1}^{k} \omega_i, \quad \bar{\Omega}_k := \sum_{i=1}^{k} \omega_i^2.$$  \hfill (19)

Recall that the least-squares term $s_k(x_k)$ is closed, convex and proper, with a $L_k$-Lipschitz continuous gradient at each time $t_k$, and that $g_k(x_k)$ is a lower semi-continuous proper convex function. Then, by using the definitions (19)–(20) and leveraging bounding techniques similar to [28], the following result can be obtained.

**Theorem 1:** Suppose that the step size $\alpha$ is chosen such that $\alpha \leq 1/L$, with $L := \max\{L_k\}$. Then, the dynamic regret of Algorithm 1 has the following limiting behavior:

$$\frac{1}{k} \text{Reg}_k = O\left(1 + k^{-1} \Omega_k + k^{-1} \bar{\Omega}_k\right).$$ \hfill (21)

**Proof:** See the Appendix.

Note that:

- When the sensitivity matrix changes over time, $\Omega_k$ and $\bar{\Omega}_k$ grow as $O(k)$. Therefore, $(1/k)\text{Reg}_k = O(1)$; that is, the sensitivity matrix can be estimated within a bounded error even in the considered online setting [13].
- A no-regret result (i.e., $(1/k)\text{Reg}_k$ asymptotically goes to 0) cannot be obtained in general.
- If the sensitivity matrix is constant, then one trivially has that $\text{Reg}_k$ approaches 0 asymptotically, thus recovering convergence results for the batch proximal-gradient method.

**V. SIMULATION RESULTS**

In this section, the estimation accuracy of the proposed methodology is assessed, for both batch and online implementation. The following transmission networks are considered: i) Western Electricity Coordinating Council (WECC) 3-machine 9-bus transmission system [29], and ii) the synthetic South Carolina 500-bus transmission power system model [30]. In both cases, MATPOWER is used to compute the power-flow solutions [29].

**A. Batch estimation**

Fluctuations in active power injections around a given operating point are simulated as in [3]. In particular, the injection at node $j$, denoted by $p_j$, is given by $p_j[k] = p_j^0[k] + \sigma_{1j}p_j^0[k]\eta_1 + \sigma_{2j}\eta_2$, where $p_j^0[k]$ is the nominal power injection at node $j$ at instant $k$, and $(\eta_1, \eta_2)$ are random values, where $\eta_1 \sim \mathcal{N}(0, \sigma_{1j})$ and $\eta_2 \sim \mathcal{N}(0, \sigma_{2j})$ for standard deviations $\sigma_{1j} = \sigma_{2j} = 0.1$; see [3] for details. For each time $k$, we take the difference between consecutive line flow measurements to obtain $\Delta F_k$. We obtained $\Delta P_k$ by taking the differences between consecutive values of active power injections in each node. The batch optimization problems (7) and (8) can also be solved efficiently using the proximal-gradient method (i.e., a batch version of Algorithm 1); see, for example, [31] (and references therein) for standard computational times of proximal-gradient methods.

The performance of the proposed low-rank based approach is considered for both transmission networks. First, the batch method (7) is evaluated, when a decrease in generation occurs at generator 2 for the 9-bus, and in generator 9 for the 500-bus transmission system. Figure 1 and Figure 2 compare the performance of the proposed method with the least-squares approach [3]. In this case, 10 trials were used, and the relative error (RE) with respect to bus $i$ is defined by $\text{RE}_i = ||\hat{b}_{ik} - b_{ik}||$ (we use this definition to be consistent with [3]), where the actual sensitivity of the lines due to the change of generation in bus $i$ is denoted $b_{ik}$, and $\hat{b}_{ik}$ specifies the column of the estimated sensitivity matrix $H_k$ for the bus $i$ obtained from the DC model-based, least-squares, or low-rank approaches. Figure 1 shows that when the set of measurements is less than 9 (the total number of nodes in this case) the least-squares approach does not give an accurate estimation, because it is underdetermined. In the case of the proposed low-rank method, the median of the relative errors can be just 3% even when we have only 6-7 sets of measurements; the proposed method performs better than the model-based approach via DC approximation once we collect 8 measurements. When more than 9 measurements are collected, the proposed method and the least-squares approach have similar performance as expected. Figure 2 shows similar behavior for the synthetic South Carolina 500-bus transmission systems, where our method is able to estimate the sensitivity matrix from 200 sets of measurements. In both cases, it is evident that the proposed approach provides accurate results with fewer measurements than the least-squares approach.
Fig. 1. Case - 9-bus: Box plot of the relative error (RE) over 10 trials for the estimation of the sensitivity matrix under a different number of measurements: (a) RE for the least square estimator and (b) RE for the low-rank approach.

Fig. 2. Case - 500-bus: Box plot of the relative error (RE) over 10 trials for the estimation of the sensitivity matrix under a different number of measurements: (a) RE for the least-square estimator and (b) RE for the low-rank approach.

Further, in order to assess the performance of (8) in the case of outliers, we replicated the previous case for the 9-bus transmission system but with random outliers in the measurements. Figure 3 presents the results for the proposed method and the least-squares approach. Again, the proposed method outperforms the DC model-based method, and provides better estimates than the DC model-based method. In order to assess the performance of (9) in the case of missing measurements, we replicated the case for the 9-bus transmission network. Figure 4 presents the results for the proposed method and the least-squares approach where the LR method outperforms the LSE approach, in a case when different values of percentages of the data in $\Delta F_k$ are missing.

B. Online Estimation

As an example of an application of Algorithm 1, we consider an online robust estimation of the sensitivity matrix for the 9-bus transmission system. Relative to the test case presented in Section V-A, the nominal power injections at the nodes are now changing over time as in [32]. Figure 5(a) shows the dynamic regret $\left(1/k\right)\text{Reg}_k$, when a window of 18 measurements is used. Based on Theorem 1, in the current setting the limiting behavior of $\left(1/k\right)\text{Reg}_k$ is $O(1)$. Indeed, we can see that an asymptotic error is decreasing with the time index. Figure 5(b) presents the cumulative sum of the relative error (RE) over $k$, i.e., $\left(1/k\right)\sum_{i=1}^{k}\text{RE}_i$, for the online robust estimation of the sensitivity matrix in the 9-bus transmission system, when there are changes of topology. In this case, we change the reactance of line 5 at $k = 400$, and the reactance of line 8 at $k = 700$. 
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This paper proposes a method to estimate sensitivities in a power grid by leveraging a nuclear norm minimization approach and sparsity-promoting regularization functions. The proposed methodology is applicable to the estimation of various sensitivities at the transmission level. Relative to a least-squares estimation approach, the proposed approach and sparsity-promoting regularization functions.

**APPENDIX**

**Proof of Theorem 1.** Since $s_k$ has a $L_k$-Lipschitz continuous gradient, i.e., $L_k \geq \|A_{\mathbf{P}_s,k}^\top A_{\mathbf{P}_s,k}\|$, then:

$$s_k(x_k) \leq s_k(x_{k-1}) + \langle \nabla x s_k(x_{k-1}), x_k - x_{k-1} \rangle + \frac{L_k}{2} \|x_k - x_{k-1}\|^2. \quad (22)$$

Using the convexity of $s_k$ we also have that,

$$s_k(x_{k-1}) \leq s_k(x_k^*) + \langle \nabla x s_k(x_{k-1}), x_{k-1} - x_k^* \rangle. \quad (23)$$

Therefore, putting (22) and (23) together, one arrives at:

$$s_k(x_k) \leq s_k(x_k^*) + \langle \nabla x s_k(x_{k-1}), x_k - x_k^* \rangle + \frac{L_k}{2} \|x_k - x_{k-1}\|^2. \quad (24)$$

On the other hand, for the non-differentiable function $g_k$, we can leverage [27, Theorem 3.36]. Let $\phi_1(z), \phi_2(z): \mathbb{R} \rightarrow (-\infty, \infty]$ be proper convex functions, and let $z \in \text{int}(\text{dom}(\phi_1)) \cap \text{int}(\text{dom}(\phi_2))$. For $\phi(z) := \phi_1(z) + \phi_2(z)$, then $\partial \phi(z) = \partial \phi_1(z) + \partial \phi_2(z)$. Based on [27, Theorem 3.36], we have that,

$$0 \in \partial \left\{ g_k(x_k) + \frac{1}{2\alpha} \|x_k - y_k\|^2 \right\},$$

which implies:

$$-\varphi \in \partial g_k(x_k), \quad \varphi \in \partial \left\{ \frac{1}{2\alpha} \|x_k - y_k\|^2 \right\}.$$

Since $\varphi \in \partial \left\{ \frac{1}{2\alpha} \|x_k - y_k\|^2 \right\}$, the following holds:

$$\frac{1}{2\alpha} \|x_k - y_k\|^2 + \langle \varphi, q - x_k \rangle - \frac{1}{2\alpha} \|q - y_k\|^2 \leq 0 \quad \forall q. \quad (25)$$

Furthermore, since (25) holds for all $q$, we can define $q = y_k + \alpha \varphi$. Then, (25) can be written as

$$\frac{1}{2\alpha} \|x_k - y_k\|^2 + \alpha^2 \|\varphi\|^2 - \langle \varphi, x_k - y_k \rangle \leq 0. \quad (26)$$

Now using (25) and (26) we get that,

$$\frac{y_k - q}{\alpha} \in \partial g_k(x_k). \quad (27)$$

By using the subgradient defined in (27) and the update in (11), the following inequality for $g_k$ can be obtained,

$$g_k(x_k) \leq g_k(x_k^*) - \frac{1}{\alpha} \|x_{k-1} - q, x_k^* - x_k \| + \langle \nabla x s_k(x_{k-1}), x_k^* - x_k \rangle. \quad (28)$$

Adding (24) and (28) we obtained

$$s_k(x_k) + g_k(x_k) \leq s_k(x_k^*) + g_k(x_k^*) + \frac{L_k}{2} \|x_k - x_{k-1}\|^2 + \langle \nabla x s_k(x_{k-1}), x_k^* - x_k \rangle + \langle \nabla x s_k(x_{k-1}), x_k - x_k^* \rangle + \frac{1}{\alpha} \|x_{k-1} - q, x_k - x_k^* \|,$n

and therefore,

$$f_k(x_k) \leq f_k(x_k^*) + \left( \frac{L_k}{2} - \frac{1}{\alpha} \right) \|x_k - x_k^*\|^2 + \frac{L_k}{2} \|x_{k-1} - x_k^*\|^2 + \left( \frac{1}{\alpha} - \frac{L_k}{2} \right) \langle x_{k-1} - q, x_k - x_k^* \rangle. \quad (29)$$

Set $\alpha \leq \frac{\max\{L_k\}}{\frac{\max\{L_k\}}{2} - L_k}$; in particular, let $\alpha = \frac{1}{\max\{L_k\}} - w^2$, for $w \in \mathbb{R}$. Then:

$$\frac{L_k}{2} - \frac{1}{\alpha} \leq \frac{\max\{L_k\}}{2\alpha} - \frac{1}{2\alpha} = -\frac{w^2}{\max\{L_k\}}. \quad (30)$$

Also notice that:

$$\left( \frac{1}{\alpha} - \frac{L_k}{2} \right) \|x_{k-1} - q\| (\|x_k - x_k^*\| + \omega_k) \leq \frac{1}{\alpha} \|x_{k-1} - q\| (\|x_k - x_k^*\| + \omega_k). \quad (31)$$

Based on (25) holds for all $q$, let $R$ be the diameter of $\mathcal{X}$. Therefore,

$$\left( \frac{1}{\alpha} - \frac{L_k}{2} \right) \|x_{k-1} - q\| (\|x_k - x_k^*\| + \omega_k) \leq \Phi R + \omega_k. \quad (31)$$

where $\Phi := \frac{1}{\alpha} - \frac{\min\{L_k\}}{2}$. Then, based on (30) and (31), and neglecting constant terms, we can write (29) as:

$$f_k(x_k) - f_k(x_k^*) \leq -\frac{1}{2\alpha} \|x_k - x_k^*\|^2 + \frac{1}{2\alpha} \|x_{k-1} - x_k^*\|^2 + \Phi R + \omega_k. \quad (32)$$
By adding and subtracting $x_{k-1}^*$ in the last term on the right hand side of (32), and adding it from $i = 1, \ldots, k$, we can write the right hand side of the equation as:

$$
\sum_{i=1}^{k} \left\{ -\frac{1}{2\alpha} \left\| x_i - x_i^* \right\|^2 + \frac{1}{2\alpha} \left\| x_{i-1} - x_i^* + x_{i-1}^* - x_i^* \right\|^2 \right\},
$$

where the second term in (33) can be expanded as:

$$
\sum_{i=1}^{k} \left\{ -\frac{1}{2\alpha} \left\| x_i - x_i^* \right\|^2 + \frac{1}{2\alpha} \left\| x_{i-1} - x_i^* \right\|^2 + \frac{1}{c\alpha} \left\| x_{i-1} - x_i^* \right\| \left\| x_i^* - x_{i-1}^* \right\| + \frac{1}{2\alpha} \left\| x_i^* - x_{i-1}^* \right\|^2 \right\}.
$$

The first two terms in (34) correspond a telescoping series; and, by using the definition of $\omega_k$, (32) can be rewritten as follows:

$$
\sum_{i=1}^{k} \left[ f_i(x_i) - f_i(x_i^*) \right] \leq \frac{1}{2\alpha} \left\| x_0 - x_0^* \right\|^2 - \frac{1}{2\alpha} \left\| x_k - x_k^* \right\|^2 + \frac{1}{\alpha} \sum_{i=1}^{k} \omega_i \left\| x_{i-1} - x_i^* \right\| + \frac{1}{\alpha} \sum_{i=1}^{k} \omega_i \left\| x_i^* - x_{i-1}^* \right\|^2 + k\Phi R^2.
$$

Since $\mathcal{X}$ is compact, we can upper bound $\left\| x_k - x_0^* \right\|$ by $R$, and thus the result follows.

**References**

[1] J. Zhao, A. Gómez-Exposito, M. Netto, L. Mili, A. Abur, V. Terzija, I. Kamwa, B. C. Pal, A. K. Singh, J. Qi, Z. Huang, and A. P. S. Meliopoulos, “Power system dynamic state estimation: Motivations, definitions, methodologies and future work,” *IEEE Trans. on Power Systems*, pp. 1–1, 2019.

[2] J. Peschon, D. S. Pierce, W. F. Tinney, and O. J. Tveit, “Sensitivity in power systems,” *IEEE Trans. on Power Apparatus and Systems*, vol. PAS-87, no. 8, pp. 1687–1696, Aug 1968.

[3] Y. C. Chen, A. D. Domínguez-García, and P. W. Sauer, “Measurement-based estimation of linear sensitivity distribution factors and applications,” *IEEE Trans. on Power Systems*, vol. 29, no. 3, pp. 1372–1382, May 2014.

[4] P. W. Sauer, “On the formulation of power distribution factors for linear load flow methods,” *IEEE Trans. on Power Apparatus and Systems*, vol. PAS-100, no. 2, pp. 764–770, Feb 1981.

[5] J. Zhang, Z. Wang, X. Zheng, L. Guan, and C. Y. Chung, “Locally weighted ridge regression for power system online sensitivity identification considering data collinearity,” *IEEE Trans. on Power Systems*, vol. 33, no. 2, pp. 1624–1634, 2018.

[6] S. Nowak, Y. C. Chen, and L. Wang, “Measurement-based optimal DER dispatch with a recursively estimated sensitivity model,” *IEEE Trans. on Power Systems*, vol. 35, no. 6, pp. 4792–4802, 2020.

[7] J. Zhang, C. Y. Chung, and L. Guan, “Noise effect and noise-assisted ensemble regression in power system online sensitivity identification,” *IEEE Trans. on Industrial Informatics*, vol. 13, no. 5, pp. 2302–2310, 2017.

[8] S. Bhela, V. Kekatos, and S. Veeramachaneni, “Smart inverter grid probing for learning loads: Part I - Identifiability analysis,” *IEEE Trans. on Power Systems*, vol. 34, no. 5, pp. 3527–3536, 2019.

[9] M. A. Abdallah, A. Agalgaonkar, and K. M. Muttaqi, “Probabilistic load flow incorporating correlation between time-varying electricity demand and renewable power generation,” *Renewable energy*, vol. 55, pp. 532–543, 2013.

[10] J. A. Taylor, S. V. Dholke, and D. S. Callaway, “Power systems without fuel,” *Renewable & Sustainable Energy Reviews*, vol. 57, pp. 1322–1336, May 2016.

[11] Y. C. Chen, A. D. Domínguez-García, and P. W. Sauer, “Online computation of power system linear sensitivity distribution factors,” in *2013 IREP Symposium Bulk Power System Dynamics and Control - IX Optimization, Security and Control of the Emerging Power Grid*, Aug 2013, pp. 1–4.