Static video summarization approach using Binary Robust Invariant Scalable Keypoints
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Abstract— The constant demand and generation of digital video information have recently resulted in an increase in the growth of digital video content. Due to the rapid browsing of large amounts of data, content retrieval and indexing of video require an effective and advanced analysis technique. For quickly browsing, indexing, and accessing massive video archives, video summarizing approaches have been proposed. This research presents a new binary descriptor-based method for video summarization. The proposed method extracts key points and descriptors using a Binary Robust Invariant Scalable Key point (BRISK). For matching the binary descriptors between two successive frames, we employ a Brute-force method. And keyframes are extracted from each shot as the middle frame. Experiments were carried out using open video project data sets containing videos of various genres. The Comparison of user summaries (CUS) evaluation metric is used to assess the proposed method by calculating the accuracy and error rates and comparing it to other methods. As demonstrated by the experimental results, the proposed method gives good results when compared with other methods.
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I. Introduction

Due to advancements in multimedia technologies such as smartphones, tablets, digital cameras, and so on, there has been a fast increase in the number of digital videos. There are several difficulties in manipulating large amounts of video data, such as limited memory size for storing video and the time required to watch the video to understand its contents. To provide users with fast video indexing, retrieval, and browsing, while also reducing storage, an effective video management method was required. Many researchers have recently become interested in video summarization due to its benefits in a variety of applications such as video retrieval, information browsing, video indexing, video-on-demand, distance education, digital video libraries, and geographical information systems, etc.[1].

The video summary is a shortened version of the original video, and its purpose is to provide the user with an easily understood summary of the video sequence. There are two types of video summaries: static video summaries (storyboards) and dynamic video skimming. Dynamic video skimming (or a moving storyboard) selects the most pertinent small dynamic portions of video and audio to create the video summary. While a static video summary, or storyboard, contains a series of still images from the video sequence. The main advantage of video skimming is that it is more entertaining and expressive because the final summary contains video and audio; however, the user must watch a small version of a video sequence to understand its content. Otherwise, a static video summary is better suited for indexing, retrieval, and browsing. It is not constrained by synchronization or timing issues, and it allows the user to get a quick overview of the video [2-5].

We concentrate on a static video summarization method that extracts a small but significant number of silent frames (keyframes). These frames represent the entire video's content and are dissimilar to one another as possible. There are two types of transitions between shots: abrupt (cut) shot transitions and gradual shot transitions with video editing special effects (fade-in, fade-out, dissolving, wipe). A cut transition is an abrupt change in visual content between two shots. Lighting variations, object, and camera movement, and so on are some of the challenges that affect transition detection.

In this paper, we present a keyframe video summarization method based on the binary descriptor. The proposed method extracts video frame key points and descriptors using a Binary Robust Invariant Scalable Key points (BRISK)[9]. Then, for feature matching, we use the brute-force method. The Hamming distance is used to specify the distance as a measure of similarity between two descriptors. To detect shot boundaries, the ratio of matched number of key points to the total number of consecutive frames is measured. This ratio prevents false detection caused by too few key points generated from a simple frame or frame with few colors. The middle frame of a shot is chosen to be the keyframe, for generating the final summary.

The remainder of the paper is structured as follows: in section II, we review some video summarization methods. The proposed method for video summarization is presented in Section III. Section IV displays the datasets and evaluation metrics that were used to evaluate the video summary. Section V discusses the experimental results of our proposed method. Section VI shows the paper's conclusion.
II. Related work

A significant amount of research effort has been devoted to video summarization in general. To generate a summary from a long video sequence, various techniques are used. These techniques can be classified based on visual features such as (pixel, edge, motion, etc.); some methods use clustering techniques, while others rely on descriptors. Two types of descriptors are global descriptors like a histogram and local descriptors like scale invariant features transform (SIFT) and speed up robust features (SURF). A brief summary of them is provided below.

A. Pixel based methods:

Pixel based methods refer to Pixel-wise comparison that calculates the difference between the corresponding pixels of intensity or color values in two consecutive frames and compares it to a predefined threshold. Several methods for pixel-wise comparison were used, including the total sum of pixel differences [10], the absolute sum of pixel differences [11], total partial differences of pixels [12], a likelihood ratio [14], and the weighted sum of pixel differences [15]. Pixel-based methods are sensitive to camera and object movement and have a high false alarm rate. The technique [16] is sensitive to global motion because of its dependence on spatial location. Missed detections have occurred [17], although the technique is very sensitive to motion. These methods based on threshold do not take into account the temporal relation of similarity/dissimilarity signal.

B. Edge based methods:

Edge based methods are frame low-level features. The shot boundary is determined by a large difference between the current frame edges and the previous frame edges that have vanished. Edge-based methods such as a Canny edge detector [18], a wavelet transform [19], and a Robert edge detector [20]. Because they are more stable to different lighting changes, these methods can remove false positives caused by the occurrence of a flashlight (sudden lighting changes) [21,22]. Furthermore, edge-based methods are much more computationally expensive, and their performance is inferior when compared to histogram-based methods [23,24].

C. Motion based methods

Motion based methods compute the vectors of motion between consecutive frames by employing a block matching algorithm to differentiate between camera operations and transitions such as zooming and panning. A block matching algorithm [25] and a linear motion [26] extract motion vectors from compressed video sequences. However, these techniques are inconvenient for uncompressed video sequences that require significant computational power to estimate motion vectors [27].

D. Clustering based methods:

The clustering algorithms cluster video frames and then select the centroids of each cluster to generate the final summary. The k-means clustering method [28], a graph-based technique called "modularity" [29], Delaunay Triangulation [30], Farthest Point-First (FPF) algorithm [31], and Density-Based Spatial Clustering (DBSCAN) [32] are all used in video summarization.

E. Descriptor based methods:

The features are represented using two types of descriptors: global descriptors like the histogram and local descriptors like SIFT and SURF. The global descriptors are simple computation, fast execution, and a small amount of memory required. However, it is sensitive to significant motion, cannot distinguish the image foreground from the background, and is susceptible to occlusion and clutter. Otherwise, noise, scale, rotation, and illumination have no effect on the local features. It is useful for several application such as object recognition and images matching, but it requires a large amount of memory.

1) Global descriptor:

Color histograms or gray level of successive frames are computed using histogram-based methods. If the bin-wise difference between the adjacent frames histograms exceeds a certain threshold, the shot boundary is detected. There are several methods for comparing the two histograms, including an absolute difference between the corresponding bins (with or without a color similarity matrix [33]), chi-square comparison [35], histogram intersection [36], and the absolute difference of the histogram of consecutive frames [46]. Histogram based methods are resistant to object and camera motion, but when comparing two images with similar histograms, a shot change is frequently lost.

2) Local descriptors:

Local descriptors are divided into two types: floating-point descriptors and binary descriptors. SIFT, SURF, and KAZE were floating-point descriptors that computed Euclidean distance. Oriented Fast and Rotated BRIEF (ORB), Binary Robust Invariant Scalable Key points (BRISK), and Fast Retina Key point (FREAK) are all binary descriptors. The use of Hamming distance calculation is one of the key advantages of binary descriptors. Because it relies on XOR calculation, it is extremely quick.

Several recent approaches to the problem of video shot detection, segmentation, and keyframe extraction are based on SIFT and SURF. These methods are employed to extract key points and descriptors from a video sequence. The Euclidean distance between key points is calculated to match the descriptors of adjacent frames, then this distance is compared to a predefined threshold and the keyframe is extracted. The authors of [41] summarized the performance evaluations of SIFT and SURF in lecture videos. According to the experimental results, the SIFT detected more key points than the SURF, but at a higher computational cost. The SURF a good performance, fast and requires less time.

Despite this success, there are still significant challenges in segmenting video and extracting keyframes for effective video summarization due to the complexities caused by camera operations, lighting changes, object motions, and high computational cost. As a result, we propose a new method for detecting video shot boundaries based on the ratio of the matched number of key points to the total number of key points in two adjacent frames. This ratio is used to compare the similarity of two consecutive frames. Because of the efficiency and representativeness of the middle frame of the shot, it is chosen as a keyframe.
III. THE PROPOSED FRAMEWORK

In this method, we relied on BRISK[9], which is used for the first time in summarizing the video. The method is distinguished with simple, fast computation since it depends on hamming distance for comparing the bit-string binary descriptors. It is unaffected by rotation, scale, or simple lighting changes.

BRISK detects corners based on the AGAST algorithm and uses the FAST Corner score to filter them while searching for maxima across both the image and scale dimensions. The BRISK descriptor is a bit-string binary descriptor that estimates the patch’s orientation by identifying the characteristic direction of each feature, and the concatenation of simple brightness tests. The BRISK algorithm is unaffected by rotation, scale, simple brightness, or affine changes.

As shown in Fig. 1, the proposed video summarizing approach consists of multiple phases. First, the frames from the input video are retrieved and transformed to grayscale images. Second, using BRISK to derive the descriptor feature vectors, the key points and descriptors are generated for all grayscale frames. Finally, we employ hamming distance to execute Brute-force feature matching between two consecutive frames to find the best correspondence features in the subsequent frames from the set of feature vectors (descriptors). Fourth, we compute the ratio of the matched number of key points to the total number [38,42] to determine the similarity between two consecutive frames as given in equation (1). This ratio is resistant to noise and camera rotation and can avoid false detection caused by a few key points generated from a simple frame or frame with few colors.

\[ \text{avg}(t) = \frac{2 \text{matches}(t)}{KP(t-1) + KP(t)} \]  

(1)

Where \( KP(t-1) \) and \( KP(t) \) is the total number of key points generated from consecutive frames (frame \( t \) and frame \( t-1 \)), \( \text{matches}(t) \) are the matched key points number between consecutive frames.

Sixth, moving average value at frame \( t \) is computed in equation (2):

\[ \text{movavg}(t) = \frac{1}{k} \sum_{i=t-k}^{t-1} \text{avg}(i) \]  

(2)

where \( k \) is the length of frames that are used to compute the moving average value.

The visual features for the frames surrounding the boundary are more different from the frames within a shot. We measure the change in the similarity as the difference between \( \text{avg}(t) \) and \( \text{movavg}(t) \) in equation (3). Cut transition is detected when the difference is greater than a predefined threshold.

\[ \text{dif} = \text{movavg}(t) - \text{avg}(t) \]  

(3)

In the last step, a single frame of a shot is choosing as a keyframe to generate the video summary. In our method, we choose a shot middle frame as a keyframe because it provides an appropriate balance between efficiency and representativeness.

IV. DATASET AND EVALUATION METRIC

This section presents an Open Video Project (OVP) dataset [43] and a Comparison of User Summaries (CUS) evaluation metric[5] that are used to evaluate the proposed method.

All of the videos are MPEG-1 encoded and are divided into several genres (educational, documentary, historical, lecture, ephemeral). The videos cover a variety of colors, motion characteristics, and lengths, with durations ranging from 1 to 4 minutes. The user summaries (ground truth) were created by 50 users, with 5 summaries created by 5 different users for each video. The proposed method’s final video summary is compared to other techniques available in the literature based on the same dataset. The proposed method is assessed using a quantitative metric known as CUS. Several users manually create the video summary from the sampled frames. The user summaries are used as the ground truth against which the summaries of different methods are compared. The proposed summary’s quality is evaluated using two metrics, accuracy rate (CUSA) and error rate (CUSE), as defined in equations (4 and 5).

\[ CUS_A = \frac{n_{mAS}}{n_{US}} \]  

(4)

\[ CUS_E = \frac{n_{mAS}}{n_{US}} \]  

(5)

where \( n_{mAS} \) defines the matched keyframe numbers from automatic summary (AS), \( n_{mAS} \) represents the non-matched keyframe numbers of from AS, and \( n_{US} \) are the keyframe numbers from the user summary (US).
V. EXPERIMENTAL RESULTS

All Experiments were conducted on an Intel(R)Core(TM) i5-2410M CPU 2.30GHz processor and 4 GB of memory. The proposed method was implemented with Python 3.7.6 and OpenCV 4.2.0 platform. We use the OVP dataset and CUS evaluation metric described in section IV to evaluate the proposed method.

We compare the proposed method against 5 different video summarization methods which also employ the OVP dataset. These methods are Delaunay Triangulation (DT) [30], Still and Moving Video Storyboards (STIMO) [31], VSUMM1 [5], VSUMM2[5], and OVP summaries. DT algorithm used to cluster the video frames based on the Delaunay Triangulation method and picked each cluster's centroid to generate the summaries. STIMO generated static and dynamic summaries by using a fast-clustering algorithm called Farthest Point-First (FPF) [43]. VSUMM1 and VSUMM2 were very simple mechanisms that used the K-means clustering algorithm and HSV color histograms. The only difference between VSUMM1 and VSUMM2 is that VSUMM1 chose one keyframe per cluster, whereas VSUMM2 chose one keyframe per key cluster.

Figures 2 and 3 show the video summaries generated by the proposed method for set videos, as well as summaries generated by other summarization algorithms. The summaries are created by five different users manually. In both examples, the proposed method summary included all user-defined content.

Fig. 2 shows that both the proposed method, OV and STIMO generate summary covered all summaries generated manually by 5 different users than other methods. The same happens in the example shown in Fig. 3, where the summary of the proposed method, VSUMM1, and OV is better than the summary of other methods when compared with the users' summaries. Table I shows the accuracy rate and error rate for the proposed method summary and the other compared video summarization methods.

In experiment America's New Frontier, segment 03, the proposed method achieves the best results where increases the accuracy rate (1.0) and decreases the error rate (0.0). The OV and STIMO give very well accuracy rates but increase the error rate. The accuracy rate and the error rate of other methods are mentioned in the table. The same happens in the Voyage of the Lee, segment 15 experiment that is indicated in Table I. The proposed method, VSUMM1, and OV gives the best accuracy rate, however the other methods obtained worse results due to their respective summaries size. The summary of OV covered the user summaries content but gave a bigger size of the final summary led to an increase in the error rate. DT and VSUMM1 generated shorter summaries with less satisfying content. Table I shows that, when the proposed method is compared with some video summarization methods, it produces good results.

![Fig. 2. a) User summaries and b) methods summaries of the America's New Frontier, Segment 03 video.](image)

| Experiment name | Evaluation metrics |
|-----------------|--------------------|
| The America's New Frontier, segment 03 | VSUMM1 0.96, CUS 0.04 | VSUMM2 0.76, CUS 0.04 | OV 1.00, CUS 0.40 | DT 0.96, CUS 0.04 | STIMO 1.00, CUS 0.40 | PROPOSED METHOD 1.00, CUS 0.0 |
| Numbers of Frames: 2,166 | Duration: 1:12m |
| The Voyage of the Lee, segment 15. | VSUMM1 0.93, CUS 0.60 | VSUMM2 0.79, CUS 0.13 | OV 1.00, CUS 1.62 | DT 0.81, CUS 0.29 | STIMO 0.89, CUS 0.86 | PROPOSED METHOD 0.97, CUS 0.56 |
More tests on the OVP dataset and the use of the CUS assessment metric to obtain the accuracy rate are shown in Fig. 4. The accuracy rate findings from analyzing several categories of videos and comparing them to other video summarizing methods are shown in Fig. 4.

In the Great Web of Water, segment 02, the proposed method gives accuracy 0.8 better than the accuracy rate of VSU, VSU, and DT but less than OV and STIMO.

According to the experiment of Exotic Terrane, segment 08 which is indicated in the bar chart, the proposed method gets the best accuracy (0.9) when compared with the accuracy of other methods.

VI. CONCLUSION

This paper describes a method for static video summarization that employs BRISK to extract key points and descriptors from video frames. The methodology pipeline has been designed in such a way that the approach outperforms previous methods and is easier to integrate into a wide range of applications. Experiments were carried out on the OVP dataset using various video types. Fair comparisons are carried out using the same dataset and CUS metric to compare the final video summaries produced by our proposed method with those produced by other methods. Because the proposed method is based on the middle frame of a shot, the keyframes provide adequate coverage of video content.

![Fig. 3. a) User summaries and b) methods summaries of the Voyage of the Lee, Segment 03 video.](image)

![Fig. 4. Accuracy Rate evaluation of the proposed method compared with some video summarization methods.](image)
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