Molecular modelling of supramolecular one dimensional polymers
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Supramolecular polymers exemplify the need to employ several computational techniques to study processes and phenomena occurring at varied length and time scales. Electronic processes, conformational and configurational excitations of small aggregates of chromophoric molecules, solvent effects under realistic thermodynamic conditions and mesoscale morphologies are some of the challenges which demand hierarchical modelling approaches. This review focusses on one-dimensional supramolecular polymers, the mechanism of self-assembly of monomers in polar and non-polar solvents and properties they exhibit. Directions for future work are as well outlined.

1 Introduction

The term supramolecule was introduced by Karl Lothar Wolf et al. in 1937.1 Chemistry beyond the molecule, based on non-covalent interactions is known as supramolecular chemistry.2–4 Supramolecular polymers are large-scale (meso, micro) structures arising out of weak non-covalent interactions between molecules in solution. These interactions are directional and are reversible at near-ambient conditions such as hydrogen bonding, π–π, electrostatic, donor–acceptor, hydrophobic attractions and metal-ion coordination. Such polymers form spontaneously from a solution of monomers beyond a critical concentration and below a particular temperature. Commercial exploitation of supramolecular polymers uses the advantage of reversibility and responsiveness, specifically in adsorptions, printing, cosmetics, personal care, and coatings5–7 and in many bio-medical applications.8–20

The mechanism of self-assembly of molecules in solution can be broadly classified into two categories based on the dependence of the association constant K, between species on oligomer size.21 These are isodesmic and cooperative mechanisms.22,23 As the name suggests, in the isodesmic mechanism (or equal-K model) the association constant is independent of the size of the oligomer.24 The degree of polymerisation is found to be broad in an isodesmic process, even under favourable thermodynamic conditions. On the other hand, the cooperative mechanism of self-assembly also known as the nucleation-elongation process, possesses two or more different equilibrium constants with oligomer size. The formation of the nuclei is associated by a nucleation equilibrium constant (K n), and the elongation process is governed by another equilibrium constant, (K e). Supramolecular polymers formed via such mechanisms can be topologically 1-dimensional,25–27 2-dimensional28–31 or 3-dimensional structures.32–38 In the current review, we limit ourselves to modelling studies of one-dimensional supramolecular polymers as these constitute the majority of theoretical/computational studies in the literature.

Organic molecules which self-assemble to form 1-d supramolecular polymers, in general, have three components, (see schematic in Fig. 1(a)): an aromatic planar core, a self-assembling moiety and the two connected by a linker which can be used to provide functionality to the molecule. The self-assembling moiety will usually contain an alkyl group or groups bulkier than an alkyl (such as, say, cholesterol). The optimal inter-alkyl distance between neighbouring molecules in a 1-dimensional supramolecular polymer is around 4.2 Å, while the corresponding aromatic cores prefer to be located at distances of around 3.5 Å. In order to meet both these needs, the polymer exhibits a helical twist shown in Fig. 1(b).39–43

Chirality is often a central theme in supramolecular polymers, as a preferred helical handedness of the polymer can be used as an experimental probe via circular dichroism spectroscopy.44 While achiral molecules will form 1-d stacks of either handedness in equal proportions, stacks formed out of

Fig. 1 (a) Schematic representation of key moieties of a monomer & its (b) dimer, exhibiting a helical twist.
molecules with a chiral center exhibit a preference of one particular helical sense. The position of the chiral center in the self-assembling moiety is seen to determine not only the helical sense of the supramolecular stack, but also influences its stability. The solvent too plays an important role in the conformation of the molecule in a stack. They can intercalate into the stacks, thereby influencing its conformation. The orientation of functional groups, primarily in the linker moiety, can give rise to several low-lying geometries of the monomer, the existence of which can be obtained from crystallographic studies.

Superstructures formed by 1-d supramolecular polymers are to a large extent, fibers. These fibers show dynamic self-assembly and dis-assembly in response to change in environment, which are the advantages of supramolecular polymers over the traditional ones. Thus, in this review, we focus on modelling studies of one dimensional polymers, a topic which has been reviewed recently by Bochicchio and Pavan recently. The experimental interest in these materials is from optoelectronic applications point of view. UV-Vis absorption and fluorescence spectroscopy are the primary experimental tools employed. These spectra can in turn be calculated for single molecules as well as for very short oligomers in gas phase using quantum chemical calculations. The process of oligomerization can be studied using all-atom molecular dynamics simulations, while nano and meso scale structure and organization can be investigated using coarse grain methods. Formation of fibers from polymers and their morphologies can be studied using continuum methods. The length and time scales associated with these processes and techniques are illustrated in Fig. 2.

2 One dimensional (1D) polymers

2.1 Gas phase calculations

2.1.1 Monomers. Benzene-1,3,5-tricarboxamide (BTA) is a well known molecule in supramolecular polymers, due to its ease of synthesis and wide variety of applications. While its aromatic core is a simple phenyl ring, the linker is an amide group possessing an electric dipole moment arising out of the large electronegativity difference between the N–H hydrogen and the carbonyl oxygen. The structure of the molecule is shown in Fig. 3(a). The core-linker portion of the BTA single molecule has a planar geometry in gas phase. The three amide groups are coplanar and their dipole vectors cancel, thus making the net dipole moment of single molecule BTA to be zero. While BTA is planar, a few other molecules which have been studied for supramolecular polymerization, such as [2.2]paracyclophane (Fig. 3(b)) and pyrene derivative are non-planar in the ground state and exhibit interesting dipole configurations as low-lying geometrically excited states and their dipole moment values are tabulated in Table 1.

2.1.2 Oligomers. In the case of BTA, oligomerization proceeds via the formation of intermolecular amide–amide hydrogen bonds which would necessitate the amide group of each molecule to orient away from the benzene core plane. Three intermolecular hydrogen bonds per molecule are formed and an oligomer thus contains three hydrogen bond helices, each with a pitch of six molecules long. As BTA is achiral, the winding of these helices can be either left- or right-handed and an equal proportion of such stacks are observed in solution. A BTA dimer can be formed in either of two ways – one in which all the three hydrogen bond dipole vectors are oriented in the same direction (3 : 0 state) and another in which any one of the dipole vectors is flipped (2 : 1 state). The latter is the ground state, as can be rationalized on electrostatic grounds and the same has been observed in quantum chemical calculations as well as force field calculations. The 2 : 1 state is also thermodynamically stabilized on entropic grounds, as it can be generated in three distinct ways. The longer the oligomer, the greater is the contribution of this entropic stabilization to the 2 : 1 state. As the net dipole moment of every molecule in a stack is aligned along the same direction, the stack acquires a large electric dipole moment, called the ‘macrodipole’. Furthermore, as the solvent, in general, is non-polar, such macrodipoles of stacks present in solution interact with each other without much dielectric screening. The richness of dipole orientational landscape found in BTA oligomers is further enhanced in oligomers of pCpTA and PCA, as those isolated molecule themselves exhibit many dipole configurations (Fig. 5 and 6).
A wide variety of molecules with different functional groups have been synthesized and studied experimentally for their polymerization mechanism.\textsuperscript{67,68} However, a rationalization of the mechanism exhibited by a given molecule based on its molecular characteristics has eluded researchers for a long time. Based on a careful analysis of molecular functional groups and gas phase quantum chemical calculations of short oligomers, Kulkarni et al.\textsuperscript{107} proposed that molecules which possess functional groups that enable the formation of a macrodipole (or in general, one that leads to a long range interaction) along the stacking direction lead to a cooperative mechanism of self-assembly while those which lack such characteristics self-assemble via the isodesmic mechanism.\textsuperscript{58} Gas phase calculations of binding energies (B.E.) of oligomers for BTA reveal their cooperativity (Fig. 8), where

\begin{equation}
\text{Binding energy} = \frac{E_n - (nE_1)}{n - 1}
\end{equation}

2.1.3 **Optical properties.** Supramolecular polymers are well studied for their optoelectronic properties. Although the experiments which determine the same are carried out either in solution or in thin film forms of the samples, the corresponding computations have been carried out only in gas phase as electronic structure calculations in other media are computationally challenging.

If the system under consideration has electron deficient and electron rich molecules, then they can interact via charge transfer interaction. One of the well known electron deficient molecule is naphthalene diimide (NDI) whose structure is shown in Fig. 9(a). NDI can form ground state charge transfer complexes with electron-rich aromatic solvents such as benzene, o-xylene and mesitylene, one of which is shown in Fig. 9(b).

With an increase in the ability of the solvent molecule to donate electrons, its interaction with NDI increases as exemplified by the vertical transition wavelengths in Fig. 10 calculated through time dependent DFT (TDDFT) methods on clusters of NDI with different solvent molecules. This work demonstrated that care must be taken in the choice of aromatic
solvents for NDI derivatives.69 The energy level diagram and molecular orbitals involved in the CT transition of NDI coordinated by electron rich mesitylene molecules is shown in Fig. 11.

Density functional theory calculations also demonstrated a σ bond formation between Pd metal centres in an oligophenylene-thynylene (OPE) based Pd(II) pyridyl complex which polymerized via both supramolecular and metallophilic interactions.70

While gas phase and cluster calculations can be used to identify intermolecular interactions which contribute to molecular association, the mechanism of self-assembly and larger scale structures can be understood only via calculations carried out including explicit solvent molecules, at finite temperature, under bulk conditions. Due to computational challenges, a full-blown DFT based simulation is not possible and has not been reported in the literature; it is not warranted either. Thus, empirical force field based MD simulations are well suited to answer these questions and these have been carried out with either polar and non-polar solvents.

3 Molecular dynamics simulations

3.1 All atom (AA) simulations

3.1.1 Non-polar solvents. Atomistic MD simulations with realistic interatomic potentials can capture a significant part of the nucleation and self-assembly of organic molecules in solution. MD simulations have shown the self-assembly of BTA in liquid n-nonane to form long stacks wherein the amide dipoles are arranged in the 2 : 1 configuration.49 Using advanced sampling methods, the dimerization free energy of BTA in solution has been calculated to be $-12.81 \text{ kcal mol}^{-1}$.49 The free
energy change involved in the formation of long oligomers from shorter ones has also been calculated using these simulations which demonstrate the cooperative nature of self-assembly of BTA, consistent with experiments. Both BTA and PCA form long fibers in non-polar solvents.

With small modifications in the functional groups, it is possible to have molecules to either polymerize or not. This was exemplified in a system eerily similar to BTA. Three molecules of a ester-based BTA family are shown in Fig. 12. These molecules have both amide (A) and carboxylate (C) functional groups, thus one can have the possibility of forming either three (AA type) or six (AC type) intermolecular hydrogen bonds between a pair of molecules. Gas phase quantum chemical calculations showed that a AC dimer was more stable than a AA one by 20 kcal mol\(^{-1}\). However the AC dimer cannot elongate to form a polymer as it is 'free' hydrogen bonding sites. MD simulations rationalized the experimental observations of the capability of BTA-Met and BTA-Phe to form long polymers and that of BTA-Nle to form just dimers. The oligomers of the former two molecules are further stabilized by weak C–H···S and C–H···π interactions respectively.

Supramolecular polymers have a wide range of applications as they can form gels, nano fibers, rod like structures and liquid crystalline (LC) materials. Both BTA and PCA exhibit a LC phase at room-temperature and have been studied for their ferroelectric behaviour experimentally. Atomistic MD simulations revealed that BTA in its LC phase displays a reversal of handedness of the hydrogen bond helices upon reversal of electric field applied in a fashion akin to that in ferroelectric experiments. However, such a handedness reversal was not observed in the case of PCA: an electric field reversal caused the formation of bifurcated intermolecular hydrogen bonds in the latter. The difference in the behavior of these two systems was attributed to the difference in the rotational symmetry of the core of these two molecules. While BTA is C\(_3\) symmetric, PCA is C\(_2\) symmetric which leads to unequal amide–amide near neighbor distances within a molecule. Thus, we generalize that handedness reversal of hydrogen bond helices in a supramolecular stack in its LC phase upon switching of electric field will happen in systems with either C\(_3\) or C\(_4\) symmetry in their core. Atomistic MD simulations have also revealed yet another interesting difference between BTA and PCA in their LC phases: their dipolar relaxation mechanisms. At equilibrium (zero external field), the asymmetric dipole configuration is the ground state. The approach to this ground state from a dipole excited state proceeds in a sequential fashion (i.e., the dipole of one molecule flips, followed by its neighbor and so on) in the case of a stack of PCA, while it is found to be random in the case of BTA. The difference in behaviour can be attributed to the difference in dihedral barriers of the two molecules. These intricate details are not directly accessible to experiments, making MD simulations a valuable complementary tool. MD simulations were also able to rationalize results of a beautiful experiment on solvent intercalation within the self-assembling moiety which results in the ability to thermodynamically switch the helical sense of a supramolecular stack. Solvent molecules intercalate into the stack’s side chains at low temperature and leave them at higher temperatures leading to a reversal of helical sense of the stack.

The conjecture that long range interactions (such as dipole–dipole) along the stacking direction leads to cooperative self-assembly was convincingly demonstrated in a family of compounds based on Perylene-3,4,5,10-tetracarboxylic acid bisimides (PBIs) which are shown in Fig. 13. The compounds illustrated therein differ either in their linker or in their self-assembling moiety. While molecules 1 and 4 have a carbonate linker (possessing an electric dipole moment), molecule 3 has a polar ether group, devoid of dipole moment. The self-assembling moiety in 1 and 3 are cholesterol, while in 4, it is...
a chiral swallow tail (CST), branched alkyl group. Molecule 1 followed a cooperative mechanism of self-assembly while both 3 and 4 followed an isodesmic pathway. The cholesteric group provides rigidity while the CST in 4 makes the molecule fluxional and occupy a larger volume, thus destroying the helical order required for self-assembly. The presence of a carbonate group provides the needed dipole–dipole interaction for cooperativity which, along with the order-inducing cholesterol group in 1 leads to a large macrodipole moment along the stack direction. These observations from atomistic MD simulations (see Fig. 14) were corroborated from dielectric spectroscopy experiments as well.

Enhanced sampling methods. While atomistic MD simulations are able to exhibit the aggregation of monomers from solution to form short oligomers, they are unable to capture the elongation of such oligomers to longer stacks due to ‘entropic bottleneck’, i.e., the volume of configuration space spanned by dispersed monomers is so vast (in simulations carried out at experimentally realistic concentrations of the chromophore), that longer oligomers are not formed within the timescales of atomistic MD simulations. Furthermore, even the short oligomers (say, of length 6–10 molecules) exhibit defects (metastable states) which would need a long time to reach the more stable, helically ordered state. If one has to retain atomistic interactions and yet obtain thermodynamically stable structures, one needs to employ enhanced sampling methods. 80–86 Replica exchange (or parallel tempering) and replica exchange solute tempering (REST) are some of the methods which have been employed in the area of supramolecular polymer modelling. By utilizing these techniques, one can obtain highly ordered polymer structures with helical H-bonding pattern as shown in Fig. 15. The REST (or REST2) 84,86 methods temper just the solute molecules and not the solvent and thus are more efficient in sampling the configuration space of the chromophore molecules than the simpler replica exchange method (T-REMD). 87

3.1.2 Polar solvents. Supramolecular polymers have been investigated in aqueous solutions as well, whose importance can be gauged by the fact of their use in regenerative medicines. 88 The core of these molecules being aromatic, their water solubility is poor; to enhance the same, the self-assembling moiety is made polar typically by adding ethylene glycol groups. Such molecules with a BTA core are called as BTE and a few of them 89–91 are shown in Fig. 16. While the fibrous morphology of both chiral and achiral water soluble BTA polymers were similar, their UV-Vis absorption spectra showed a difference, arising from the difference in packing of the core in stacks. MD simulations were performed on preformed stacks of both chiral and achiral BTA soaked in water. 92 While the polymer constructed from the chiral molecule retained its helicity, the achiral one did not; the former was attributed to the larger barrier for dihedral rotation arising out of the chiral centre. In the case of the achiral molecule, the intermolecular hydrogen bond broke easily to interact with water, which led to differences in the degree of packing of BTA cores.

The cooperative nature of aggregation of BTE in water was studied using atomistic MD simulations. 92 Intermolecular hydrogen bonding was identified as a major contributor to the
stability of the supramolecular polymer. When the hydrogen bonding ability of the monomer was turned off synthetically (as well as in computation see Fig. 17), the ability to form supramolecular stacks was considerably reduced. Thus, the directional driving force of hydrogen bonding was attributed as the underlying reason for cooperativity. The cooperative nature of self-assembly of BTA in non-polar solvents was demonstrated using two CG models. In both the models Fig. 18, the phenyl ring was constructed out of three CG beads, to enable the representation of an aromatic plane. While three methylene groups on the self-assembling moiety constituted a CG bead, the linker amide was constructed either with one bead or with a bead plus a sticky point dipole in the other model. The sticky dipole on the amide bead contributes to the establishment of a macrodipole on the oligomer. The CG force field parameters were obtained by fitting the solvation and dimerization free energies obtained from atomistic MD simulations of BTA in a non-polar alkane solvent. The change in free energy of oligomers upon the addition of a monomer was calculated using the adaptive biasing force method for both the CG models. Both of them yielded a distinctive change in the slope of this quantity with oligomer size, a strong signature of the downhill cooperative nature of self-assembly of BTA and the size of the nucleus was found to be three. Furthermore, the
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**Fig. 16** Molecular structures of water soluble chiral and achiral BTA.\textsuperscript{91}

---

**Fig. 17** Molecular structures of water soluble BTE. This figure has been reproduced from ref. 92 with permission from the American Chemical Society.

---

**Fig. 18** (a) Coarse grain mapping of BTA and (b) the two CG models; the arrow represents a sticky dipole vector. This figure has been reproduced from ref. 56 with permission from the American Chemical Society.

---

3.2 Coarse grain (CG) modelling

An approach to perform MD simulations at equilibrium to study larger length and longer time scale phenomena than what is accessible via atomistic MD simulations are coarse graining (CG) methods. Herein, individual atoms are done away with and instead a collection of atoms (typically about three non-hydrogen atoms) are ‘glued’ to form a CG bead. Compared to atomistic models, CG models have fewer degrees of freedom, and have softer interactions which enable the use of larger MD timesteps of integration. In the domain of supramolecular polymer modelling, both these characteristics of CG approach enable the computational study of self-assembly at concentrations comparable to that in experiments, and the probing of defect mediated single molecule insertion into pre-organized stacks, without much loss of chemical specificity.

3.2.1 CG modelling in non-polar solvents. The cooperative nature of self-assembly of BTA in non-polar solvents was demonstrated using two CG models.\textsuperscript{26} In both the models Fig. 18, the phenyl ring was constructed out of three CG beads, to enable the representation of an aromatic plane. While three methylene groups on the self-assembling moiety constituted a CG bead, the linker amide was constructed either with one bead or with a bead plus a sticky point dipole in the other model. The sticky dipole on the amide bead contributes to the establishment of a macrodipole on the oligomer. The CG force field parameters were obtained by fitting the solvation and dimerization free energies obtained from atomistic MD simulations of BTA in a non-polar alkane solvent. The change in free energy of oligomers upon the addition of a monomer was calculated using the adaptive biasing force method for both the CG models. Both of them yielded a distinctive change in the slope of this quantity with oligomer size, a strong signature of the downhill cooperative nature of self-assembly of BTA and the size of the nucleus was found to be three. Furthermore, the
3.2.2 Polar solvents. In water soluble monomer units, at least the initial part of self-assembly is largely driven by hydrophobic interactions.93,94 The hydrophobic effects are indicated by calculating the solvent accessible surface area (SASA), which will decrease from the value for dispersed monomers to those for stacks. SASA itself can be used as a reaction coordinate in free energy calculations in a pioneering work, Bochicchio and Pavan95 calculated the free energy surface of a water soluble BTA-CG model with respect to SASA and the number of hydrogen bonds per BTA which is shown in Fig. 19. The case study of dispersed BTA in water reveals the fact that the amplification of the stacking order into long oligomers proceeds at a much lower rate following the fast initial aggregation process. The process of assembly and disassembly was studied from simulations at temperatures 27 °C and 97 °C respectively.96

CG models have also been used to identify the increase in disorder of the supramolecular polymer formed by a fluorine substituted compound in comparison to its hydrogenated counterpart.97 While the latter is shown experimentally to self-assemble in a cooperative fashion, the former does so in an isodesmic manner.

The monomer exchange of molecule in a BTA stack solvated in linear alkane has been studied using a CG model. The free energy required to remove a molecule from the stack is independent of its position.98 The exact mechanism of monomer insertion into a stack in aqueous solution was demonstrated convincingly by Pavan and coworkers to be via defect locations (hot spots) on the stack. BTA exchange is a stepwise process as shown in Fig. 20(a). While the motion of a monomer from a hot spot on the stack to other regions on the stack itself occurs in the μs timescale, its diffusion into bulk water happens in ms timescale, as seen from well tempered metadynamics based coarse grained MD simulations.97 The free energy profile for this process shown in Fig. 20(b) too exemplifies this step-wise behaviour.

As mentioned earlier, chiral molecules form more stable stacks than achiral ones.99 So, it is very important to understand monomer exchange phenomena on chiral molecules. The exchange rates of chiral monomers in corresponding fibers are slower than achiral ones by 1–2 orders of magnitude. The largest monomer movements occur in proximity of the fiber surface, while the internal core of the fibers appears more static. The rate of dynamic monomer exchange can be influenced by changing the monomer–monomer interaction or the H-bonding between the molecules. The change in interaction energy is proportional to the rate of monomer movements, and the lack of hydrogen bond increases monomer movements.97 These monomer exchange can be used for defect control in materials.

4 Conclusions
While supramolecular polymers have been experimentally studied for nearly two decades or more, their atomistic modelling have been attempted only over the past six to seven years or so. Yet, modelling has contributed several significant original results. Some of these include the identification of the 2 : 1 dipole configuration in the classical molecule, BTA, as the ground state, the reversal of helical handedness concomitant with polarization switching in BTA ferroelectrics, and the fine role of defects (hot spots) for monomer insertion into a supramolecular polymer. A variety of molecular modelling techniques, including gas phase quantum chemical methods, atomistic and coarse grained MD simulations have been employed. In view of the long timescales involved in the process of self-assembly, enhanced sampling methods such as adaptive biasing force, well tempered metadynamics, replica exchange solute tempering etc., have been of effectively employed. Yet, mesoscale ordering in terms of fiber formation and their properties have not been modelled. These might require solvent-free models99 and mesoscale methods such as dissipative particle dynamics.100,101

It is also vital to derive transferable CG force fields for various moieties and functional groups used in supramolecular polymers, so that the structure and phenomena exhibited by such assemblies can be computed in near real time to interpret new experiments. This will form one of the immediate tasks in our research group.
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