Ensemble renormalization group for the random field hierarchical model
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The Renormalization Group (RG) methods are still far from being completely understood in quenched disordered systems. In order to gain insight into the nature of the phase transition of these systems, it is common to investigate simple models. In this work we study a real-space RG transformation on the Dyson hierarchical lattice with a random field, which led to a reconstruction of the RG flow and to an evaluation of the critical exponents of the model at $T=0$. We show that this method gives very accurate estimations of the critical exponents, by comparing our results with the ones obtained by some of us using an independent method.

The Renormalization Group (RG) is a fundamental tool to study the changes of a system as observed at different scales, which has been successfully employed both in quantum field theory\textsuperscript{1} and in the theory of second order phase transitions\textsuperscript{2}. This process consists in integrating out small scale details of the physical systems: the original interactions between the fundamental degrees of freedom are replaced by renormalized interactions between effective degrees of freedom. Finally, the critical exponents may be computed repeating this transformation over and over\textsuperscript{2,3}. The renormalization group has two main flavours. On the one hand, the process can be done in momentum space, by slowly integrating out high momenta\textsuperscript{4}. Momentum space RG was first developed in quantum field theory and then it also became a highly developed tool in statistical mechanics, where it is usually performed on a perturbation expansion to compute critical exponents. On the other hand, a technically different approach is to integrate out small distance degrees of freedom in real space\textsuperscript{2}. The advantage of the latter is to provide a more physical picture of the process despite the difficulty to obtain accurate results. In general, both methods need some approximations, but it is possible to find systems with a particular topology for which real space transformations can be performed exactly, such as the two dimensional triangular lattice\textsuperscript{5} and the diamond hierarchical lattice\textsuperscript{6}. These kinds of exactly soluble models could play a very important rôle to test new ideas for systems where the nature of the phase transition is difficult to understand.

In this work, we focus on quenched disorder systems for which the renormalization group approach is still not deeply understood. Following the approach introduced with the diamond hierarchical lattice\textsuperscript{7}, we concentrate our effort on another hierarchical lattice which gave us the opportunity to define an approximate transformation for more realistic systems.

Years ago, Dyson\textsuperscript{8} introduced the so-called Hierarchical Model (HM) to study the problem of phase transitions in one dimensional long-range models. It was later understood that the topology of this model could be used to implement an exact real-space RG transformation\textsuperscript{9}. Therefore, analytical and numerical studies were pursued in this direction\textsuperscript{10,11,12,13}. Among the numerical works, an approximate real space transformation was suggested as a new approach to deal with the RG in disordered systems. In the first numerical approach\textsuperscript{11}, a real-space RG transformation for the Spin Glass (SG) model was implemented using as a basis the transformation for the pure model (see also\textsuperscript{12} for more details). However, on the SG problem the estimation of the critical exponent $\nu$ governing the divergence of the correlation length did not always agree with the values obtained by Monte-Carlo (MC) simulation\textsuperscript{16}. Later on, a different RG transformation was proposed in\textsuperscript{14} for disordered systems leading to values of $\nu$ compatible with MC ones. Still, in order to confirm the validity of this method, large system sizes have to be considered. Thus, to this aim, we adapt this RG transformation to the random field Ising model on the hierarchical lattice (RFHM), for which we can numerically study large system sizes and compute the critical exponents with high accuracy. Our results can be then compared with the ones obtained in\textsuperscript{15}, using an independent method developed in\textsuperscript{14}, and they are found to be in good agreement.

The paper is organized as follows. In the first section we define the HM, and discuss some of the main features of the RF models. In the second section we briefly introduce the RG transformations by defining them for the ferromagnetic model and then generalizing them for the RF model. We directly illustrate our results by reconstructing the complete phase diagram of the RFHM in the $T/J - h/J$ plane, where $J$ is a coupling constant between spins and $h$ the variance of the random field. We show that we do correctly recover the positions of both the transition of the pure model ($h=0, T = T_c$) and of the random field one ($h = h_r, T = 0$), since they agree very well with the results found in\textsuperscript{10,15}. In the third section we discuss the computation of the critical exponents, comparing them with the values found in\textsuperscript{15}.

The Hierarchical model: — The HM is a one-dimensional model where the interaction between spins decreases with the distance defined on a binary tree. The simplest way to define the model is by an iterative con-
straction. First a pair of spins is coupled together with a coupling $0 < J_1$. Then a system of four spins is built by coupling two pairs of spins with a new ferromagnetic coupling $0 < J_2 < J_1$. The operation is then repeated iteratively with these blocks of fours spins using another coupling $0 < J_3 < J_2 < J_1$:

$$H_1 = -JJ_1(s_1 + s_2)^2$$  \(1\)

$$H_k = H^{(L)}_{k-1} + H^{(R)}_{k-1} - JJ_k \left( \sum_{i=1}^{N} s_i \right)^2$$  \(2\)

![FIG. 1. Construction of a system of $n = 3$ levels from two smaller ones.](image)

where $L$ and $R$ stands for “left” and “right” (see Fig. 1). The $J$ and $J_k$ are parameters of the model and $N_n = 2^n$ is the system size. In order to approach the behavior of the straightforward one dimensional long range model, where interaction between spins is $J(i, j) = |i - j|^{-\rho}$, it is common to define $J_k = 2^{-\rho k}$. The variable $J$ sets the type of interaction (ferromagnetic or anti-ferromagnetic) and its strength. In the following we will always consider $J > 0$. The variable $\rho$ controls the strength of the interaction: for $\rho \in [1/2]$ the model has a ferromagnetic phase transition. When $1 < \rho < 3/2$ the transition is mean field like whereas when $3/2 < \rho < 1$ it is non-mean field [10]. Thus, HM can be used to study phase transitions in non-mean field systems, alike to $D$-dimensional short range models, with $D$ smaller than the upper critical dimension (i.e. $D_c^I = 4$ for the pure Ising model, $D_c^R = 6$ for the RF Ising model and the SG model). Here the rôle of the dimension is played by the continuous parameter $\rho$, which control the decay of the interaction at large distance. The main advantage of these models is that it is possible to write an exact recursive relation computing the partition function \[11-13, 15\] in polynomial time with the system size, which can be used to compute correlation functions and other observables.

In this work we consider the random field model on the hierarchical lattice. The RFHM is naturally defined by taking eqs. \[11\] and adding a random magnetic field of zero mean and variance $h^2$ in the Hamiltonian. The random field is added only to the first level of the interactions (i.e. in eq. \[11\]) and therefore relation \[2\] still holds. As a consequence, the computation of the partition function and of the correlation functions is still tractable. We can therefore use the same algorithm of the pure model, the only difference being that we have to average over the disorder which increases a bit the complexity. For this model, a simple domain-wall argument suggests that there is has a ferromagnetic phase transition when $\rho \in [1; 3/2]$. The situation for $\rho = 3/2$ is still not clear. This transition is mean field-like for $\rho < 4/3$ and non mean-field for $\rho > 4/3$, [13] [15] [17]. As for the pure ferromagnet, similar results hold for the straightforward long range model with random fields, which has been recently investigated in [18] [19]. In this work, we show that our transformation is suitable to study the random field transition both at $T = 0$ and for $T \neq 0$. Indeed the complete phase diagram is characterized by a critical line starting from the pure model and ending in the true critical point at $T = 0$. By our method we explain how to recover the full phase diagram of the system in the $T/J - h/J$ plane and how to compute the critical exponent of the true critical point.

**The Ensemble RG transformation:** — Real space RG transformations can be defined as in [5]. These transformations connect a system $A$ to a decimated system $B$ whose fundamental degrees of freedom can be obtained from the ones of the system $A$ via a coarse-graining procedure. They are the effective degrees of freedom we mentioned in the introduction. It must be noted that the observables we compute in each system depend on their respective parameters. For simplicity, consider a single parameter $J$. If we compute an observable in the decimated system, we can use its dependence on $J_B$ and the relation between new spins and the old ones to write an equation $J_B = f(J_A)$. Suppose that this equation has a fixed point $J^*$, then, this equation can be used to compute the critical exponent $\nu$. In fact, as usual in RG theory, $\partial f(J)/\partial J |_{J = J^*} = b^{1/\nu}$, where $b$ is the ratio between the size of the system $A$ and the size of the system $B$. This mapping depends on the parameters of both systems. At the critical point, if the chosen transformation is correct, $J_B = J_A = J^*$. This fixed point will be unstable respect to small perturbations from the fixed point value $J^*$: if $J_A < J^*$, then $J_B < J_A$, while for $J_A > J^*$, $J_B > J_A$.

This method works very well in the ferromagnetic hierarchical model, even for small system sizes [11] [12]. In spin glasses, sample-to-sample real-space RG have been tried as in [11] [12] but didn’t always get satisfying results. Indeed, after obtaining an estimate of the critical exponents, the comparison with Monte-Carlo measures clearly indicate that the method fails in the non-mean field regime. Recently, Angelini et al. [13] proposed a new RG transformation called Ensemble Renormalization Group (ERG). The main difference between this approach and the previous ones came from the order in which the average over disorder and the mapping between the two systems are made. The general procedure can be described as follows. First we define $N$ observables $O^s_{A,B}$ for systems $A$ and $B$, where $s$ runs over different observables and $N$ is the number of parameters to be determined. Second, we compute $O^s_A \forall s = 1, \ldots, N$. Third, we find the new parameters for the system $B$ such
that $\overline{\rho}^{\rho} = \overline{\rho}^{\rho} \forall s = 1, \ldots, N$.

We can better describe this method in the hierarchical model. First let us consider the ferromagnetic case where for each level $k = 2, \ldots, n - 1$ of the system $A$ (containing $2^n$ spins) we compute

$$ O_k = \frac{\langle m_{L,k} m_{R,k} \rangle}{\sqrt{\langle m_{L,k}^2 \rangle \langle m_{R,k}^2 \rangle}} \tag{3} $$

where $m_{L(R),k}$ is the magnetization of the first (second) block made by $2^n$ spins at the level $k$. Then, for each level $k = 1, \ldots, n - 2$ of the system $B$ (containing $2^{n-1}$ spins) we compute the same observables. From the equations $O_{B,k-1}(J_B) = O_{A,k}(J_A)$ for $k = 2, \ldots, n - 1$ we obtain the mapping $J_B = f(J_A)$. In principle we just need one observable to determine $J_B$. In practice we observed that the results are much more robust if we enforce that corresponding observables match at each level. In general, this is an impossible requirement since we have more equations than unknowns. Thus, this condition can be replaced by the weaker one

$$ J_B = \arg \min_{J} \sum_{k=2}^{n-1} \left[ O_{B,k-1}(J) - O_{A,k}(J) \right]^2 \tag{4} $$

For disordered systems the observables have to be averaged over the many realization of the disorder. We have considered here Gaussian distributed random fields for both systems $A$ and $B$, parametrized by the variance $h^2$ (the mean being zero). Equality between corresponding observables is found by fine tuning $h$ and $J$. For the HRFM we consider the two following observables:

$$ O_k^1 = \frac{\langle m_{L,k} \rangle \langle m_{R,k} \rangle}{\sqrt{\langle m_{L,k}^2 \rangle \langle m_{R,k}^2 \rangle}} \tag{5} $$

$$ O_k^2 = \frac{\langle m_{L,k} m_{R,k} \rangle - \langle m_{L,k} \rangle \langle m_{R,k} \rangle}{\sqrt{\langle m_{L,k}^2 \rangle \langle m_{R,k}^2 \rangle}} \tag{6} $$

corresponding to both disconnected and connected correlation functions. Similarly to eq. (4), $J_B$ and $h_B$ can be inferred from

$$ (J_B, h_B) = \arg \min_{J, h} \sum_{k=1}^2 \left[ d_k(J, h; J_A, h_A) \right]^2 \tag{7} $$

where we defined

$$ d_k(J_B, h_B; J_A, h_A) = O_{B,k-1}^{\rho}(J_B, h_B) - O_{A,k}^{\rho}(J_A, h_A) \tag{8} $$

This method has been proven to work better than the sample-to-sample RG transformations in the field of SG [13]. In fact, sample-to-sample RG transformations tend to reduce the frustration introduced by the disorder, respect to the ERG method, where they are automatically taken into account. Here we exploit this transformation on the HRFM where large system sizes are accessible.

Our method is able to capture the whole phase diagram, as is illustrated on Fig. 2. In order to compute the RG flow, we first we pick a point in the $(T/J, \sigma/J)$ plane, corresponding to the parameters of a system $A$. We then implement a one-step transformation and get a new point $(T/J', \sigma'/J')$ for the system $B$. The temperature acts just as a multiplicative factor. The RG flow is then defined by a vector whose application point corresponds to the initial condition, and whose direction is given by the arrival point (magnitudes have been rescaled to obtain a nicer plot). This procedure may be repeated all over the plane $(T/J, \sigma/J)$ and allows us to characterize the entire phase space as illustrated for $\rho = 1.4$ on Fig. 2. Even for modest sizes (i.e. $n = 5$) the phase diagram that we obtain is quite good, and the critical line gives the expected values for $h_c$ and $T_c$, apart from finite size corrections [10, 15] (see [20]).

**Estimation of the critical exponent $\nu$:** — We now describe how to compute critical exponents. In the region $1 < \rho < 4/3$ the critical exponent $\nu$ takes its mean-field value $\nu = 1/(\rho - 1)$ [17]. In another work [15], numerical estimates for the region $4/3 < \rho < 3/2$ has been computed using an algorithm developed in [14]. This algorithm provides the ground state configuration of a RFHM sample and can be used to compute the critical exponents by mean of the Finite Size Scaling method.

Our goal here is to both give a quantitative validation of the ERG method by applying it in a disordered system where it is possible to study numerically large system...
sizes and to estimate the critical exponents of this system in the non-mean field regime. Therefore we finally compare the estimations of the critical exponents given by the ERG method with the values obtained in [15], see Fig. 4. We studied the $T \to 0$ limit of the ERG transformations [21] and computed the critical exponent $\nu$ and the critical point $(h/J)_c$ for different values of $\rho$. We describe hereafter the details of our method. Given a value of $\rho$, we considered different transformation sizes. Let’s consider a size $n$. We first took $M$ samples of such a system and for each, we compute the observables of eq. (6). This is the main non–trivial observable in this limit, since the averaged connected correlation function, eq. (5), goes to zero as $T \to 0$. We then average over the $M$ samples (typically, $M = 10^5$ for $n = 4$ and $M = 10^6$ for $n = 11$) and we computed $\mathcal{O}^2_{A,k}$ for $k = 2, \ldots, n - 1$. Starting from the initial values $(J_A, h_A)$, we found the values $(J_B, h_B)$ using eq. (7). This has been done thanks to the C++ open source library Dlib [22]. These transformations have been done for size up to $n = 11$.

In order to measure the dispersion of $(J_B, h_B)$ around their mean values, at a given $(J_A, h_A)$ and $n$, we ran $M'$ times the algorithm (typically $M' = 10^3$), each time getting independent estimations of $(J_B, h_B)$. Since we are making the transformation at $T = 0$, we only care about the ratio $R_y = h/J$; thus we have to compare $h_A/J_A$ and $h_B/J_B$. If $R^B_y > R^A_y$ the flow is directed toward the paramagnetic region, while if $R^B_y < R^A_y$, it is directed toward the totally ordered fixed point. At the critical point, linearization of the transformation $R^B_y = f(R^A_y)$ allows to measure the critical exponent $\nu$ by using the relation $\partial R^B_y/\partial R^A_y |_{R_y^c} = s^{1/\nu}$ where here $s = 2$ since the system B is twice smaller than the system A. At a given $n$, we obtained curves as the one shown in Fig. 3. The error bars on $\nu$ and $(h/J)_c$ have been obtained by a bootstrap resampling method: the $M'$ pairs of $R^A_B$ are divided into a finite number of groups and for each group, an estimate of $\nu$ and $(h/J)_c$ is computed. Their dispersions characterize the error bars on $\nu$ and $(h/J)_c$. We studied the ERG transformation $n \to (n - 1)$ for $n = 4, \ldots, 11$ and studied finite size corrections like in Fig. 3 in order to extrapolate the infinite size limit of the critical ratio $R^c_y$ and the critical exponent $\nu$, see Fig. 4.

**Conclusion and Acknowledgements:** — We developed an RG treatment of the RF problem on the hierarchical topology. The RG technique we used has been first proposed in [13] where they applied it to study spin glasses and dilute magnets. Here, we finally confirm the validity of the method thanks to the possibility to study big systems. In addition, we show that it was possible to recover the whole phase diagram of the model. This study also demonstrates how well the method works, as can be seen on the excellent agreement for the value of the critical point and for the critical exponent. As a perspective it would be interesting to find a SG model for which the ERG can be implemented for large system sizes. This would also be useful in order to confirm the choice of observables taken in [13]. Another development would be to find a possible implementation for other topologies like the Euclidean one.
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