Analyzing Uncivil Speech Provocation and Implicit Topics in Online Political News
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Abstract
Online news has made dissemination of information a faster and more efficient process. Additionally, the shift from a print medium to an online interface has enabled user interactions, creating a space to mutually understand the reader responses generated by the consumption of news articles. Intermittently, the positive environment is transformed into a hate-spewing contest, with the amount and target of incivility varying depending on the specific news website in question. In this paper, we develop methods to study the emergence of incivility within the reader communities in news sites. First, we create a dataset of political news articles and their reader comments from partisan news sites. Then, we train classifiers to predict different aspects of uncivil speech in comments. We apply these classifiers to predict whether a news article is likely to provoke a substantial portion of reader comments containing uncivil language by analyzing only the article’s content. Finally, we devise a technique to “read between the lines” — finding the topics of discussions that an article triggers among its readers without frequent, explicit mentions of these topics in its content.

Introduction
Digital news media has been growing at a rapid pace. The Pew Research Center reported a 20% increase in the “Average number of monthly unique visitors for the highest-traffic digital-native news outlets” between the years of 2014 and 2016 (Shearer and Gottfried 2017). It is important to study this rich, growing web platform of online news media and to understand the implications of the human connections they forge. For this purpose, we construct a database of articles about the 2016 presidential election to lay the foundations of our analysis.

Furthermore, since the respective audience of these digital platforms aggregate to support a certain set of ideologies, they also contribute significantly to aggressively criticizing the opposing point of view. The toxic environments that form present new opportunities to study the spread of incivility and hatred. Our work focuses on predicting whether an article will generate substantial uncivil comments using only the article’s content as input.

In general, it is difficult to pinpoint a unanimously agreed upon definition of incivility since it can vary across cultural contexts. Various interpretations of civil and uncivil behavior have been discussed in previous works (Papacharissi 2004). For the purposes of this work, we use the definition of incivility provided by (Anderson et al. 2014) who state incivility to be “a manner of offensive discussion that impedes the democratic ideal of deliberation”.

It is important to note that although the concept of uncivil speech overlaps with the concept of hate speech, they are not the same thing. Hate speech “attacks a person or group on the basis of attributes such as race, religion, ethnic origin, national origin, sexual orientation, disability, or gender” (Nockleby 2000; Davidson et al. 2017). The two concepts coincide, as is often the case, when insulting language is used to attack a protected group or member of a protected group. Uncivil speech is not hate speech, however, when it is directed toward a non-protected group or its members. For example, both “Liberals are perverts” and “Trump is an idiot” are uncivil speech but not hate speech. On the other hand, hate speech can be expressed in superficially civil language. For example, the statement “Our nation’s social harmony would be improved if persons who did not follow the Christian faith were barred from immigrating” is hate speech but not uncivil speech. In this paper, any use henceforth of the word “hate” means incivility or insult.

An important dimension of digital news media that has escaped mainstream attention is the aspect best described as “reading between the lines”: do news websites contain latent content that trigger topics of discussion among their readers that are not explicit in their articles’ contents? Is it possible for an article to appear neutral in its coverage of an event while invoking biased reactions from its readers? For instance, can an article raise uncivil discussions towards Muslims without mentioning them at all, such as, when simply covering news about terrorism? In our paper, we explore a method to winnow out the latent content in articles through sequential topic modeling analysis of first the articles themselves and then their respective comments.

Related Work
A number of work in the past have studied the impact of politics on the internet. Adamic and Glance (2005) analyze the network of liberal and conservative blogs online, and they
find an extreme tendency of blogs to link within their respective communities (liberal to liberal, or conservative to conservative). Others have explored the extent of media bias and how it affects the world (Gentzkow and Shapiro 2006; Groseclose and Milyo 2005). Researchers have also directly analyzed the relationship between media bias and voting (Della Vigna and Kaplan 2007).

Recently, the problem of hate speech has started gaining widespread attention. This is largely due to deeper internet penetration in the past few years and an exponential rise in the use of social media, facilitating the spread of propaganda. Many approaches have been described, most of which use machine learning to predict hateful content (Burger and Williams 2015; Davidson et al. 2017). Others have addressed instances of hate speech where the hate is only indirectly implied in order to get past banned word filters using code-words to represent particular racial slurs (Magoni, Joshi, and Luo 2017).

One of the most relevant work for our context is a collaborative work between Google’s Jigsaw and the Wikimedia Foundation (Wulczyn, Thain, and Dixon 2017) which classified content on talk pages of Wikipedia along the dimensions of aggression, personal attack and toxicity. We make use of the same Wikipedia dataset, used in their research, to train a classifier that can predict whether an article from our news sources data provokes uncivil language from readers.

Datasets

News Data

We collected a dataset of articles written on the conservative news website Breitbart and the liberal leaning website Politico for a time period ranging between April 2015 to September 2016, coinciding with the developments towards the 2016 US Presidential Elections. In order to work within the overarching theme of politics, we restricted ourselves to articles containing at least one of the following relevant keywords: Trump, Clinton, Obama, Hillary, President, Election, and Immigration.

We sampled approximately 15,000 articles from both datasets for our analyses. The data contained the articles themselves, along with fields such as date, title, and reader comments.

Wikipedia Detox Project Dataset

In order to train a classifier that can detect uncivil language, we make use of the publicly available talk page comment corpus made publicly available as part of the Wikipedia Detox project that contains over 100,000 comments by Wikipedia users on talk pages (Wulczyn, Thain, and Dixon 2017). Each comment has been annotated for the following three conditions, each of which can model certain aspects of uncivil conduct:

1. Toxicity: Does the comment have a healthy or a toxic contribution to the discussion? Does it make you want to leave the discussion or to continue a healthy discussion? (Annotators rated on an integer scale of 1 to 5, with 3 being neutral)
2. Aggression: Is the comment friendly or aggressive? (Annotators rated on an integer scale of 1 to 5, with 3 being neutral)
3. Personal attack: Does the comment contain a personal attack or harassment? (Annotators were allowed to choose multiple check-boxes, each differing from the others on the target and the recipient of the attack)

In civility in News Comments

To proceed with our analysis of uncivil language, we require the comments in our news dataset to have labels indicating how uncivil they are. The Wikipedia comments dataset provides us with the relevant data for this task since the labels toxicity, aggression, and personal attack are collectively exhaustive in indicating incivility. We create three Logistic Regression classifiers, and using data from this dataset, we train each classifier to identify one of the three aspects of incivility labeled in the dataset. All predictors obtain strong classification performance, as shown by the area under the ROC curve (Bradley 1997) in Table 1.

We consider a piece of text to consist of uncivil language if it satisfies any of the above three conditions. Therefore, for any comment $C$, we define its incivility score $I_C$ as the maximum of the comment’s aggression, personal attack, and toxicity scores.

It is important to recognize a limitation of our approach. We expect to obtain a non-trivial number of inaccurate incivility scores for some comments in our dataset. This is because the three classifiers we use were originally trained on a different domain of comments (that of Wikipedia interactions) while our data consists of comments in political news articles. Nevertheless, this is a fast and freely available good alternative to the expensive task of manually annotating the dataset of news comments for uncivil language which we shall explore in future work.

Articles Provoking Uncivil Speech

By their very nature, news media websites invite fired-up, exaggerated discussions. This is particularly true for the political context where there is a clear divide within people. There are two main reasons why this might happen. First, the ability to have an anonymous online presence removes any social barriers that may otherwise prevent someone from fully expressing their opinion (Rieder 2010). This provides a fertile ground for trolling. Second, there remains the risk of the emergence of a vicious cycle of sorts beginning by

|                | Toxicity | Aggression | Personal Attack |
|----------------|----------|------------|-----------------|
| AUC            | 0.963    | 0.951      | 0.957           |
| Precision      | 0.919    | 0.898      | 0.915           |
| Recall         | 0.590    | 0.548      | 0.552           |
| F1 score       | 0.719    | 0.681      | 0.688           |
| Accuracy       | 95.6%    | 93.4%      | 94.1%           |

Table 1: Performance of Wikipedia Corpus classifiers. AUC is the Area Under the ROC Curve.
websites attracting audiences that mostly agree with the underlying ideology of the media house. This can further lead to the formation of a vocal community of users who would frequently use the platform. To satisfy the user base, these websites would therefore gravitate further towards the extreme of the political spectrum that this vocal community represents. As this cycle develops, the comments on different political articles by these users can become more and more aggressive. Both these factors contribute in allowing for the spread of incivility on news websites.

Our goal is to predict whether a news article will attract an unusual amount of reader comments that contain uncivil language. We now describe our sequence of steps to achieve this objective visualized in Figure 1.

We randomly sample a set of news articles from Breitbart and from Politico. Then, for any article $A$ having $c_1, c_2, \ldots, c_n$ comments, we compute its incivility weight $W_A$ as follows:

$$W_A = \frac{1}{n} \sum_{i=1}^{n} I_{c_i}$$

Then, for source $S$, we find the median incivility weight $M_S$ of all articles sampled from the source. We use this median as a threshold to compute a binary label $U_A$ which is true for an article if the incivility weight of the article is greater than the median. That is,

$$U_A = \begin{cases} 1, & \text{if } W_A > M_S \\ 0, & \text{otherwise} \end{cases}$$

In other words, articles with a incivility weight above the source’s median incivility weight are labeled “uncivil speech provoking” articles. We expect any article predicted to be in this class to trigger a substantial amount of uncivil behavior by commenters of the article.

$M_{\text{Politico}}$ and $M_{\text{Breitbart}}$ were found to be 0.089 and 0.081 respectively. It is important to note that the median scores do not necessarily indicate the occurrence of more hate speech in one community in comparison to another. It only informs us about uncivil speech as defined by the classifiers trained on the Wikipedia dataset.

Using median incivility weight as the threshold has the advantage that it avoids class imbalance, since both classes now have equal numbers. In addition, the median, as a relative measure, serves as a replacement of an absolute threshold value in absence of ground truth.

We next train separate logistic regression classifiers to predict the uncivil speech provoking class of news articles from our two sources. We split our sampled dataset of articles into 80% for training and 20% for testing, and we use TF-IDF of bigrams from the article’s content data as features.

Results from running the two classifiers are shown in Table 2 which suggest that these classifiers predict whether an article would trigger substantial incivility in its comments much better than chance (50% accuracy). Further, the results also indicate that based on their linguistic contents, such as the topics they explore and the manner in which they are structured, articles can more or less likely provoke uncivil language from commenters. This has far reaching consequences because it opens the space for studies on the need for news agencies to explore more responsible methods of reporting, so as to minimize the spread of hatred.

**Subtext Mining: Finding Implicit Topics**

In this section, our goal is to devise a way to capture latent topics that are relatively restricted in use within article contents but more freely discussed within the community, that is, we wish to extract the subtext from the data. In other words, we would like to figure out: what topics of discussions does an article elicit from its readers that are not explicit during a reading of the article? It is important to note that any analysis directly on the content of the articles would not yield desired results. In stark contrast, commenters have no incentive to self-censure. In fact, as long as they do not violate abuse policies, site visitors can and do express opinions much more aggressivly. Such aggressive remarks not only take the form of strong language, but also use terms and ideas that would be otherwise less frequently appear within the contents of articles. However, these phrases can be mixed with much of the terminology re-used from the articles themselves. Therefore, in order to mine the subtext from the surrounding context, we require a way to segregate content unique to the user base.
For our analysis, we use the Breitbart dataset of articles. To avoid mixing different themes, we need to filter articles belonging to a common theme. Conveniently, all articles in the data are associated with tags. We focus on news regarding the topic of immigration, and therefore, we select every article which has Immigration as one of its tags.

To segregate the subtext, we carry out topic modeling in the form of Latent Dirichlet Allocation (LDA) ([Blei, Ng, and Jordan 2003]). First, we run LDA on the contents of articles in our Breitbart dataset using trigram word features. We collect the top five topics and the associated top five terms (n-grams) for each topic. From this, we extract all unique phrases and store them in a list which we call the **Content Topic Phrases**. Next, we run LDA (using the same conditions) on all the comments associated with articles, passing this list as a list of stop words to ignore. Effectively, we achieve topic phrases unique to commenters that are not explicit parts of the article’s contents, thus forming the subtext. We call this set the **Comment Topic Phrases**. The set of these topic phrases are shown in Table 3.

Immediately, we observe a noticeable difference in the kinds of phrases that emerge from article contents when compared to the comments. The content phrases are straightforward and non-controversial, for example, “undocumented immigrants”, “immigration reform”, “border patrol”, etc. However, in the comments we find instances like “build wall” (the popular conservative phrase “build the wall” implies requests for the construction of a physical wall between the United States of America and Mexico to control immigration) along with “white people” and “western civilization”, probably made in the context of the white race and the western world being under threat from immigrants. These are instances of ideas often talked about within right wing circles, yet not commonly explicitly discussed in conservative news pieces. Hence, we were able to extract a notion of the subtext of our data.

### Conclusions

In this paper, we analyzed online political news using data from conservative (Breitbart) and relatively liberal (Politico) news websites to discover the use of uncivil language within their reader communities. We created classifiers to predict how uncivil a user’s comment is on a given news article using three measures of incivility. With the help of incivility labels for comments, we predicted whether a given article would generate substantial incivility within its comment section by only looking at the article’s content. The accuracy of this prediction was about 64%, which is far superior to chance (50% accuracy) and a satisfactory result given the difficult nature of the task. Furthermore, we devised a method to mine the subtext from a set of articles, and we applied this method on articles covering the topic of immigration. This allowed us to find implicit, latent content in immigration-related articles via the reader comments. There are limitations of our work that can be addressed in future research. We annotated the incivility of our news comments using classifiers trained on data belonging to a non-similar context (Wikipedia comments). This can affect results since comments considered civil in one context can be uncivil in another (and vice-versa). Therefore, creating a thoroughly labeled dataset of news comments using crowd-sourcing and then training a classifier on this dataset will most likely result in a much better performance.

Applications of our subtext mining model include comparing the degree of implicit topics in articles across different partisan news sources and studying the differences between various ideological communities.

Finally, our approaches for detecting uncivil speech provoking content and for subtext mining, when combined, can potentially influence both media houses and as well as their reader communities towards more fruitful and responsible political discourse online.
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