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Abstract

Ultra pure metals have various applications, e.g. as electrical conductors. Crystallization from the melt, e.g. via zone melting, using the segregation of impurities at the solidification front is the basic mechanism behind different technical processes for the refining of metals and semi-metals. In this paper, we focus on a crystallization methodology with a gas cooled tube (“cooled finger”) dipped into a metallic melt in a rotating crucible. The necessary requirement for purification in a solidification process is a morphologically stable solidification front. This is the only way to enable macroscopic separation of the impurities, e.g. by convection. For cellular or dendritic solidification morphologies, the segregated impurities are trapped into the interdendritic melt and remain as microsegregations in the solidified metal. Morphological stability depends on the temperature gradient $G$ at the solidification front, the solidification front velocity $V_{\text{front}}$ and thermodynamic alloy properties like the segregation coefficients of the impurity elements. To quantify the impact of these parameters on the morphological evolution, especially on the planar/cellular transition and thus on microsegregation profiles, phase field simulations coupled to a thermodynamic database are performed for an aluminium melt with three impurities, Si, Mn and Fe. In particular, we have investigated the morphology evolution from the start of solidification at the cooled finger towards a stationary growth regime, because in the technical process a significant fraction of the melt solidifies along the initial transient. To solve the transient long range temperature evolution on an experimental length scale, the temperature field has been calculated using the homoenthalpic approach together with a 1D temperature field approximation. The simulations provide the process window for an energy efficient purification process, i.e. low thermal gradients, and elucidate the benefit of melt convection.
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Introduction

Pure and ultra pure aluminum has various applications in the electronic industry (Curtolo et al. 2021). Pure aluminum is used as foils for the production of electrolytic capacitors. Ultra pure aluminum is used for computer storage hard disk or used as a sputtered coating of integrated circuits.
Hence, an energy efficient method (efficient by low energy consumption) for further purification of metallic aluminum is of technical interest. Zone melting and its different technological variants are commonly used methods to produce ultra pure semiconductors or metals (Zhang et al. 2018). Its limit is defined by the thermo-dynamic properties of the alloy system, in particular by the segregation coefficients of the different elements. In this paper, we will investigate the potential of a so called “cooled finger” solidification device (see Fig. 1, the explanation of its operation is given further in “Cooled finger” section) for the purification of aluminum with multiple impurities via phase-field simulations. A necessary requirement and thus central for an efficient purification process is to maintain a planar, morphologically stable solid/liquid interface in a multicomponent system (Guillemot and Gandin 2021, Lahari and Choudhury 2017). Only in this case, the theoretical limit of a solidification based purification method as given by the segregation coefficient can be achieved. Therefore, the physical phenomenon to be investigated is the morphological stability of a moving solid/liquid interface. A second requirement is an efficient, long range transport of the impurity in the melt, e. g. by convection. Hence, the interrelation between the diffusive boundary layer in the liquid close to the solidification front and the morphological stability will be investigated as well. The solidification process can be divided into two stages. The first stage is characterized by a dynamic temperature evolution while cooling down of the melt triggers the nucleation of fcc-Al on the cooled finger. The second stage can be fairly well approximated by a rather stationary temperature field, i. e. by a constant temperature gradient and cooling rate resulting in a constant velocity of the liquidus isotherm. Both stages are investigated using individual simulation scenarios.

The objective of this work is to investigate the process conditions of a cooled finger device which is in operation for laboratory scale experiments (Curtolo et al. 2017), i.e. simulating solidification on the length scale of a few cm with pulling velocities up to 25 μm s\(^{-1}\). We will consider the system layout as a Bridgemann type problem of directional solidification. In a first part, we will present results for constant temperature gradients \(G\) between 1 and 10 K cm\(^{-1}\) and constant pulling velocities \(V_{\text{pull}}\) up to 12 μm s\(^{-1}\). This allow us to follow the microstructure evolution from the initial state to a quasi stationary growth situation which depends on the process parameters. In a second part, we will present simulation results for non-stationary temperature fields using an integrated macroscopic 1D-temperature solver. The temperature field solution is governed by heat fluxes at the system boundaries. This approach is closer to the real experimental process with temperature gradients up to 50 K cm\(^{-1}\) and solidification velocities up to 25 μm s\(^{-1}\) and is described in detail for the first time. In particular, it takes into account the dynamical evolution of the temperature field at the start of the solidification. We have used a 2D phase field model, because dynamical phase field simulations can treat the problem of morphological stability and describe the segregation also for a cellular solidification front, whereas results from analytic 1D models are limited to a morphological stable planar front.

**Cooled finger**

The technical device is based on a rotating, internally gas cooled crystallization unit (so-called “cooled finger”), which is immersed into the melt as shown in Fig. 1. The initial aluminum melt temperature typically is around 700°C. On the cooled finger sur-
face, solidification will start when the temperature of the melt drops below the liquidus temperature. As already mentioned, the necessary requirement for purification is a morphologically stable, planar solidification front. For a cellular or dendritic solidification front morphology, impurities will be trapped in the intercellular or interdendritic liquid, leading to microsegregations in the solidified metal. The morphological stability of the growth front (Dantzig and Rappaz 2009) depends on the temperature gradient $G$ at the solidification front, the velocity of the solidification front $V$, the solidification interval $\Delta T_0$, the diffusion length $l_D$, and the diffusion coefficient in the melt $D_l$. The interface is morphologically stable if the relation for constitutional undercooling holds:

$$\frac{G}{V} \geq \frac{\Delta T_0}{D_l} \quad \text{or} \quad G \geq \frac{V}{D_l} \cdot \Delta T_0 = \frac{\Delta T_0}{l_D}$$

(1)

It can be seen that a high temperature gradient and a low velocity of the solidification front have a stabilizing effect on the interface, a large solidification interval and small diffusivities have a destabilising effect on the interface. However, a high temperature gradient is associated with a large heat flow and would be energetically unfavorable, also low solidification velocities are unproductive due to long process times. In Fig. 2, a schematic plot of the concentration profile at the interface during solidification is shown. The rejected impurity elements are creating a solutal pileup at the interface with an exponential decay from the concentration at the interface $C_L(x)$ to the far field concentration in the melt $C_L$. The region represented by $\delta$ is the diffusion boundary layer. The melt in
Fig. 2 Concentration pileup ahead of the solidification front (Friedrich et al. 2017)

this zone is in an undercooled state if the temperature gradient $G$ in the liquid at the interface is smaller than the gradient of the concentration dependent liquidus temperature in the solutal pile up which is the concentration gradient ($G_c$) multiplied by the liquidus slope $m$ (Kurz and Fisher 1998).

$$G < mG_C$$

In this area, solute transport is diffusive, and ahead the transport is mainly governed by convection. For the cooled finger device, convection is mainly driven by the rotation of the cooled finger (Porter and Easterling 1992; Chatelain et al. 2015; Wilson 1978). Convection leads to a long range mixing of the melt and therefore decreases the solutal pileup thus stabilizing the planar interface even for smaller temperature gradients.

In the lab scale experiments, the thickness of the solidified material reaches a few centimeters, then the solidification is stopped by pulling the cooled finger out of the melt. Typical growth rates observed experimentally are between $1 \mu m s^{-1}$ to $25 \mu m s^{-1}$ (Curtolo et al. 2017).

**Modeling**

**Phase field model**

The simulations shown in this work are based on the multiphase field model linked to thermodynamic databases (Böttger et al. 2015; Eiken et al. 2006) as implemented in the phase field software MICRESS (2018). A finite-difference correction was used to improve the accuracy of the results (Eiken 2012). Furthermore, an anti-trapping current and mobility correction according to the thin interface limit is considered (Carré et al. 2013). This phase field model has already been used to study the evolution of a mushy zone in Al-alloys in more detail (Boussinot et al. 2020, Boussinot and Apel 2017).
Integrated 1D temperature solver

For advanced coupling of microstructure simulation to macroscopic temperature problems on the process scale, a 1D-macro model has been integrated into the phase-field software (MICRESS 2018), allowing for direct coupling between the global heat flow and the local release of latent heat due to phase transformation (Böttger et al. 2009). Such coupling is especially strong in case of low temperature gradients like e.g. in technical casting processes, as has been demonstrated in (Böttger et al. 2009). The 1D-approximation is formulated in Cartesian, spherical or cylindrical coordinates and thus well adapted to the process geometry in most cases.

As shown in Fig. 3, the 1D-temperature field is aligned with the z-coordinate of the 2/3D-microstructure domain such that it fully overlaps and optionally further extends above the top and/or below the bottom boundary of the microstructure domain. In the part overlapping with the microstructure domain, latent heat is calculated using enthalpy and heat capacity data obtained online from the Calphad database, while otherwise tabulated data of \( H(T) \) and \( C_p(T) \) are used. For solving the 1D-thermal conduction equation, a fixed grid explicit approach is used which is based on the heat source method (Lewis et al. 1996) where the latent heat \( dL \) is released in each control volume \( V \):

\[
\frac{dT}{dt} = \frac{1}{\bar{C}_p} \left( \frac{d^2 T}{dx^2} dt - dL \right) \text{ with } \bar{C}_p = \frac{1}{V} \int_V \sum_a C_{p,a} \phi_a dV. \tag{2}
\]

The thermal conductivity \( \lambda \) is approximated in the region of the microstructure domain by volume averaging as \( \lambda = \sum_a \lambda_a \) and tabulated as \( \lambda(T) \) otherwise. In general, the isothermal change of the enthalpy \( dH(\phi_a, c_k) \) due to changes of phase fractions \( \phi_a \) and composition \( c_k \) define the latent heat \( dL \) inside the volume \( V \):

\[
dL = dH(\phi_a, c_k) = \frac{1}{V \bar{C}_p} \int_V \sum_a \left( \phi_a \sum_k \frac{\partial H_{a,k}}{\partial c_k} dc_k + H_{a} d\phi_a \right) dV. \tag{3}
\]

Thus, \( dL \) can be evaluated from the total change of the average enthalpy \( H \) in the control volume \( V \) if the temperature contribution is subtracted:

\[
dL = dH(\phi_a, c_k) - \bar{C}_p^* dT^*. \tag{4}
\]

In an explicit solver scheme \( \bar{C}_p^* \) and \( dT^* \) correspond to the average heat capacity and the temperature change from the last time step. In the parts of the 1D-temperature field where no microstructure information is available, latent heat can be evaluated in the

![Fig. 3 Schematic view of the 1D-temperature solver and the calculation of latent heat in the different regions](image-url)
same way from tabulated data of \( H(T) \) and \( C_p(T) \). The described method for solving the temperature change in the simulation domain is quite simple, but has the disadvantage of introducing an additional stability criterion: if the enthalpy change with temperature \( dH/dT \) is steep, fluctuations can occur because the latent heat attributed to a temperature change \( dT \) is released instantaneously. Therefore, an artificial kinetic equation is introduced which slightly delays latent heat release. The effectively realized enthalpy change per time step is calculated as:

\[
dT^{eff} = k \Delta L^{acc}
\]

with \( \Delta L^{acc} \) being the locally accumulated enthalpy change which has not yet been released in the previous time steps. The kinetic constant \( k=0.01 \) is chosen such that latent heat release is not retarded significantly.

**Aluminum model alloy**

For our parametric study, we consider aluminum with the common impurity elements manganese, iron and silicon. The choice of the composition is rather arbitrary, but should be a step beyond a simple binary model towards technical metallurgical grade aluminum, e. g. from secondary sources. Of course, the efficiency of the purification, i. e. also the morphological stability of the solid/liquid interface, depends on the amount of impurities, however this will not be investigated further in this paper. The alloy composition is given in Table 1a. For this composition, the thermodynamic equilibrium calculation yields a liquidus temperature \( T_{liq} = 933.4 \text{ K} \) and a solidus temperature \( T_{sol} = 931.5 \text{ K} \), hence a solidification interval of 1.9 K, whereas a Scheil-Gulliver calculation leads to a solidification interval of 4.9 K. The thermodynamic calculations, also within the phase field simulations are based on Thermo-Calc using the database TCAL6. The segregation coefficients \( k \) in Table 1a have been derived from a thermodynamic equilibrium calculation at 933 K. The element partitioning in the phase field calculations are computed locally during runtime according to the quasi-equilibrium approach with a link to the thermodynamic database (Eiken et al. 2006). Hence, the segregation coefficients are not necessarily constant in the simulations, but due to the low impurity content, the conditions are those for a dilute solution with negligible variations of the segregation coefficients. The diffusion coefficients as used in the simulations are listed in Table 1b. The value for the interface energy of the solid/liquid interface is \( 2.5 \cdot 10^{-5} J cm^{-2} \) with 1.92% cubic anisotropy.

### Table 1

| Alloy composition and diffusion coefficients |
|---|
| (a) Nominal alloy composition \( C_0 \) and segregation coefficients \( k \) of the impurity elements. |
| Element | Mn | Fe | Si |
| \( C_0 \) [%wt] | 1.14e-2 | 4.8e-3 | 4.6e-3 |
| \( k \) | 0.64 | 0.022 | 0.1 |
| (b) Diffusion coefficient in liquid for the impurity elements in terms of Arrhenius law \( D_0 = D_0 \exp \left( -\frac{E}{RT} \right) \) |
| Element | Fe | Mn | Si |
| \( D_0 \) [cm² s⁻¹] | 2.34e-3 | 1.93e-3 | 1.34e-3 |
| \( E \) [Jmol⁻¹] | 4e4 | 3.1e4 | 3e4 |
| \( l_0 \) [cm] | 0.067 | 0.177 | 0.1395 |

(Sun et al. 2013). Diffusion length \( l_0 = \frac{D_0}{V} \) with \( V = 2 \mu m s^{-1} \) and \( T = 932.5 \text{ K} \).
Simulations with constant temperature gradient and pulling velocity

Simulation parameters

Simulations are performed in a rectangular domain of $1 \times 1.5 \text{mm}^2$, the simulated time period is 400 s. Initially, a 1 mm thick solid fcc-Al layer with a planar interface is set at the bottom of the domain. The crystallographic orientation is rotated by $10^\circ$ from the $z$-direction which causes the asymmetry in the cellular growth pattern shown later (see Fig. 8). The initial layer circumvents the problem of nucleation. The initial bottom temperature was set to $T_0 = 932.5 \text{K}$, 0.9 K below the liquidus temperature. Hence, the initial interface is slightly undercooled as it would be also the case for nucleation of fcc-Al on the graphite cooled finger. Consequences will be discussed in more detail in the following.

The boundary conditions are set to be periodic in $x$-direction for concentration and phase field. For each impurity element a fixed concentration equal to its initial concentration specified in Table 1a is set on the top boundary. The computational domain moves with the solid/liquid interface to maintain a constant distance of 500 $\mu\text{m}$ between the most advanced point of the interface and the top boundary. This length can be considered as the diffusion boundary layer, and the Dirichlet condition at the top mimics perfect mixing of the far field melt. We studied a range of pulling velocities from $1 \mu\text{ms}^{-1}$ to $12 \mu\text{ms}^{-1}$ and temperature gradients from $1 \text{Kcm}^{-1}$ to $10 \text{Kcm}^{-1}$. Here, the pulling velocity is the constant velocity of the straight isotherms imposed by the predefined cooling rate and temperature gradient. The interface or growth velocity is the velocity of the evolving solid/liquid interface which is not constant at early stages but equal to the pulling velocity at steady state.

![Fig. 4](image_url)

Fig. 4 Top: Spatiotemporal plot at 400 s of the Mn-concentration field for case (a) $G = 1 \text{Kcm}^{-1}$ and $V_{\text{pull}} = 2 \mu\text{ms}^{-1}$, (b) $G = 4 \text{Kcm}^{-1}$ and $V_{\text{pull}} = 6 \mu\text{ms}^{-1}$, (c) $G = 10 \text{Kcm}^{-1}$ and $V_{\text{pull}} = 8 \mu\text{ms}^{-1}$. The green rectangle represents the size of the moving calculation domain. Bottom: Mn-concentration field in the simulation domain for case (a) at 2 s, 7 s, 20 s, 200 s; for case (b) at 50 s and 150 s; for case (c) at 20 s.
The initial transient

The transient stage of the microstructure evolution has already a crucial impact on the refining process if the growth conditions lead to a destabilization of the planar front. In the upper part of Fig. 4, we have plotted the spatiotemporal evolution of the Mn-concentration field for three different process parameter sets. The maps combine the moving computation domain (marked by the green rectangle) with the frozen concentration field which are moved out line by line at the bottom of the domain. Altogether, they represent the solidified aluminum after the first 400 s of growth. Remarkably, the final length of the spatiotemporal plot is more than 1 cm for case (a), although this is the case with the lowest steady state pulling speed, i.e. $V_{\text{pull}} = 2 \, \mu m s^{-1}$ and $G = 1 \, K \, cm^{-1}$. Almost immediately, the planar interface evolves into a cellular morphology and remains cellular until the end of the simulation. As a consequence, there is no purification effect as the impurities are trapped within the intercellular channels, i.e. instead of a long range transport of impurities into the melt (“macrosegregation”) only short range transport (“microsegregation”) takes place. At the bottom of Fig. 4, the Mn-concentration in the calculation domain is shown at different times for the three process parameter sets.

The morphology for case (a) at 2 s is already cellular with an average cell spacing of 28 $\mu m$. At 7 s, the growth velocity slows down and growth selection leads to an increasing cell spacing, but remains cellular until the end of the simulated time period. For case (b) with $G = 4 \, K \, cm^{-1}$ and $V_{\text{pull}} = 6 \, \mu m s^{-1}$, the microstructure evolves from planar to cellular and becomes planar again. The cellular spacing for case (b) already starts increasing to an average spacing of approx. 45 $\mu m$ at 2 s. At 50 s, the growth front has become planar with a strong solute pileup in the liquid and remains planar for the rest period of time. The comparison of the composition in the solid and liquid in front of the pileup proofs the refinement, however growth is still transient as discussed later. For case (c) with $G = 10 \, K \, cm^{-1}$ and $V_{\text{pull}} = 8 \, \mu m s^{-1}$, the solid/liquid interface remains planar over

![Fig. 5 Interface position as a function of time for case (a), (b) and (c) from Fig. 4](image_url)
the whole time. The concentration map shows an increasing Mn-concentration in the solidified aluminum.

In order to further investigate the initial transient, the position of the solid/liquid interface, i.e. the foremost advanced point in the simulation domain, is plotted over time in Fig. 5. In case (a), the interface velocity is approx. 1300 $\mu m s^{-1}$ during the first 6 seconds. After 20 s, the interface velocity converges to the steady state pulling velocity of only 2 $\mu m s^{-1}$, which corresponds to the slope of the linear part after the kink. This behavior reflects the choice of the initial conditions. Initially, as mentioned above, the interface is off-equilibrium, at a temperature $T_{i0} \approx 0.9$ K below the liquidus temperature $T_{liq}$. This corresponds to a length

$$l_{trans} = \frac{(T_{liq} - T_{i0})}{G} \approx \frac{0.9 K}{1 K cm^{-1}} = 0.9 cm$$ (6)

for the growing interface until it reaches the equilibrium liquidus temperature. Because of the low impurity content, the growth restriction caused by solute diffusion is small, and the initial growth rate can be large, rather controlled thermally than by the solutal undercooling. The high velocity promotes the destabilization of the planar front. It is the same for case (b), but with a shorter “out of equilibrium” distance. For case (c), the initial interface position is already close to $T_{liq}$ (please be aware that $T_0$ is not exactly the initial interface temperature but the temperature at the bottom of the simulation domain) and thus, the interface velocity corresponds to the pulling velocity right from the beginning. The length of the initial growth period $l_{trans}$ is 7.9 mm, 1.1 mm and 0.2 mm for case (a), (b) and (c), respectively. These values agree well with the position of the kink in plot Fig. 5.

In Fig. 6, the normalized concentration profile of manganese along the z-axis is plotted for the three cases by averaging the concentration $C_{Mn}(x,z)$ over x (see Fig. 4). One can see directly that during the fast initial growth in case (a) and (b), the normalized concentration oscillates around unity, indicating that no refinement takes place. When the growth front remains, case (c), or becomes, case (b), planar, the concentration profile is smooth and the concentration in the solidified aluminum is smaller than the initial concentration in the melt. The concentration profile in the liquid also interferes with the Dirichlet boundary condition at the top of the moving simulation domain, this will be further discussed in Effect of the boundary layer thickness section.

A central conclusion from the results so far is that the nucleation undercooling, i.e. the starting point for solidification, has a large impact on the refinement process. Even when the temperature gradient and growth velocity lead to a planar growth front in steady state, a large nucleation undercooling results in a cellular growth pattern in the first part of the solidified material with no refinement. This reduces the efficiency of the process with respect to purification, as the total fraction of purified aluminum is reduced. This is illustrated by the Fig. 4 where a large zone of cellular patterns is observed in case (a) and less in case (b).

**Comparison with analytic 1D models**

The steady state solution for a diffusion controlled planar solidification front is characterized by an exponential decay of the solutal pileup in the melt. Mass balance requires $c_s = c_0$ and thermodynamic equilibrium $c_s = k_0 \cdot c_t$ at the interface. The formation of this
pileup corresponds to the initial transient towards steady state. Along this initial transient, the concentration distribution in the solid can be described by (Dantzig and Rappaz 2009; Kurz and Fisher 1998), if the initial undercooling is neglected:

\[ c_s = c_0 \left( 1 - \left(1 - k_0 \right) \exp \left(-\frac{vk_0}{D}z\right) \right). \]  

(7)

The length corresponding to this initial period is determined by the diffusion length \( v/D \) and the segregation coefficient \( k_0 \). The equation shows that a diffusion limited planar front solution will only lead to purification during this initial period as \( c_s = c_0 \) for \( z \to \infty \). Hence, the solutal pileup has to be removed, e.g. by convection which is the major argument for rotating the cooled finger. The limiting case is perfect mixing of the liquid and therefore no concentration gradient ahead of the solid/liquid interface. This is described by the Scheil-Gulliver model (Kurz and Fisher 1998) with

\[ c_s = k_0 c_0 \left(1 - f_s\right)^{k_0 - 1} \]

\[ f_s = \frac{z}{L_z}. \]

(8)

The solidified fraction can be expressed by the length of solidified material \( z \) divided by the total length \( L_z \). In a closed system, the Scheil-Gulliver equation defines the best purification possible.

In Fig. 7, we have compared the solutions of Eqs. 7 and 8 with the concentration profiles from the phase field simulations. We can observe that for the case with \( G = 1 \text{ Kcm}^{-1} \) and \( V_{\text{pull}} = 2 \text{ } \mu\text{ms}^{-1} \) the concentration profiles from the simulations are far from the transient planar front predictions based on Eq. 7 because the initial stage of the transformation is highly cellular. For the case \( G = 4 \text{ Kcm}^{-1} \) and \( V_{\text{pull}} = 6 \text{ } \mu\text{ms}^{-1} \), in the first \( \approx 0.25 \text{ cm} \) the morphological evolution is also cellular, but the concentration in the solid decreases gradually when the front evolves towards planar growth. The concentrations tend to values between Gulliver-Scheil and initial transient predictions. For the third case,
Fig. 7 Impurity concentrations in solid as function of z, z = 0 corresponds to the bottom of the simulation domain. Solid lines: results from phase field simulation. Dotted-dashed: Scheil-Gulliver model (Eq. 8). Dashed lines: initial transient according to Eq. 7. Impurity elements Fe in red, Si in green and Mn in magenta, respectively.

G = 10 Kcm\(^{-1}\) and \(V_{\text{pull}} = 8 \mu\text{ms}^{-1}\), the interface remains planar right from the beginning. Initially, the concentrations are slightly above the transient solutions, which is due to the initial undercooling not considered in Eq. (7). But eventually the concentrations reach stationary values between \(c/c_0 = 1\) and the values from Gulliver-Scheil. This is an indication that the solutal pileup interferes with the boundary condition, i.e. the diffusion length is of the same order as the length of the diffusion boundary layer. This aspect will be further discussed in Effect of the boundary layer thickness section.

Steady state morphologies

In Figs. 8, 9, a morphology diagram is shown with concentration maps obtained at 400 s for different temperature gradients and pulling velocities. The solidification front morphology is represented on a diagram with increasing velocities on the horizontal axis and increasing temperature gradients on the vertical axis. The diagram shows a transition from planar to cells with decreasing temperature gradients and increasing pulling velocities. In fact a high temperature gradient \(> 8\) Kcm\(^{-1}\) and low front velocity \(< 4\) \(\mu\text{ms}^{-1}\) promotes planar growth, but is less efficient in terms of energy consumption and processing times for a technical refinement process. For the alloy composition in this case study, a temperature gradient of 8 Kcm\(^{-1}\) would require a velocity below 9 \(\mu\text{ms}^{-1}\) for the planar growth.

In order to evaluate the efficiency of the refinement for the different combinations of \(V_{\text{pull}}\) and \(G\) including the transient behavior at the beginning, the concentration fields in the spatiotemporal domains, e.g. shown in Fig. 6, are averaged over the solidified portion. The data from all parameter sets are compiled in the 3D plot shown in Fig. 10. The 3D plane has a “cuvette”-like shape, showing the best refining efficiency for low front velocities and large temperature gradients. The steep increase with higher velocities \(> 8\) \(\mu\text{ms}^{-1}\) reflects the transition from planar to cellular steady state morphologies. The smoother increase with decreasing gradients reflects also the impact of the initially cellular growth before the front becomes planar and the solidification velocity reaches its steady state.

Effect of the boundary layer thickness

Ahead of the diffusive boundary layer, convection adds to the impurity transport in the melt. As already mentioned, long range transport by melt convection is essential for the
refinement in the cooled finger process. An accelerated impurity transport is equivalent to a larger effective diffusion length $l_D$ and according to Eq. 1 this improves the morphological stability, i.e. allows a stable solidification front for lower thermal gradients $G$. To investigate the effect of the boundary layer thickness in the phase field simulations, we have varied the moving frame distance, i.e. the distance between the interface and the
top boundary of the moving simulation domain. Results are shown in Fig. 11. Here, steady state concentration profiles are plotted for different moving frame distances.

With decreasing moving frame distance, the maximum concentration at the solid/liquid interface decreases and, because of $c_s = k \cdot c_l$, the concentration in the solid decreases as well, leading to a better refinement. In practice, the effective boundary layer thickness can

**Fig. 10** Averaged Fe-concentration within the solidified material in the first 400 s of growth as a function of temperature gradient $G$ and pulling velocity $V_{pull}$.

**Fig. 11** Mn-concentration profiles for different moving frame distances. Simulations with $G = 10 \text{ Kcm}^{-1}$ and $V_{pull} = 6 \text{ μm s}^{-1}$.
be controlled by the rotation speed of the cooled finger. It has to be lower than the diffusion length to have an effect on the interfacial pileup. An optimum refinement according to Gulliver-Scheil would require $\delta \to 0$.

**Energy consumption**

The energy efficiency of the process can be estimated by the heat flux through the cooling finger device. The heat flux $\lambda_s \cdot G$ multiplied by the surface $S$ equals to the necessary power $P$ to maintain the thermal gradient.

$$P = -\lambda_S S G.$$  

$-\lambda_S$ is the solid thermal conductivity already defined in “Simulation parameters” section and equal to $\lambda_s = 1.9 \text{ Wcm}^{-1}\text{K}^{-1}$. For $S$, a cylindrical surface in the middle of the crucible can be used for the approximation. For the lab scale device shown in 1 we obtain $S = 2\pi r \cdot h$ with radius $r=10 \text{ cm}$ and height $h=18 \text{ cm}$. The process time $t$ is the thickness of the solidified cylindrical shell divided by the pulling velocity, hence the total energy consumption $Q$ is

$$Q = P \cdot t = \lambda_S G 2\pi r^2 h / V_{\text{pull}}$$  \hspace{1cm} (9)$$

The plot in Fig. 12 shows the energy consumption depending on temperature gradient and pulling speed. For the best refining parameters (high gradient and low velocity, point 6 in Fig. 12), the energy needed is around 300 kWh. For other parameter sets (point 1 to 5) where the interface is also planar at the end of transformation (see Fig. 8), the energy consumption can be reduced by a factor of 5 to 10 on the cost of the average purity of the refined aluminum. Here, the amount of residual Fe, Si and Mn is higher compared to the process conditions belonging to point 6 (see Fig. 10).
Simulations with a dynamical temperature field

Simulation parameters

In the technical process, the temperature field is controlled by the heat removal via the cooled finger and by the heater at the outside of the crucible. Therefore, the temperature field evolves dynamically over time depending on the cooling and heating rates and the latent heat release from solidification. In order to approximate the temperature evolution on the scale of the device, the approach presented in “Integrated 1D temperature solver” section has been used. The 1-dimensional macroscopic temperature field has a total length of 10 cm, corresponding to the geometry of the experimental device in Fig. 1. The microstructure simulation domain had again a size of $0.5 \times 1.5 \text{ mm}^2$ with a grid resolution of $\Delta x = 1 \mu\text{m}$. Initially, the simulation domain is aligned to the bottom of the 1D-temperature field, which corresponds to the graphite surface of the cooled finger. By applying a co-moving frame, the domain was allowed to follow the solidification front with a fixed distance of 0.5 mm between the solid/liquid interface and the upper domain boundary. Therefore, it is a similar simulation as before, with the difference that the temperature field is now computed by the 1D approximation with a coupling between latent heat release from the moving solidification front and the temperature field calculations. In this setting, the solidification velocity and temperature gradients can be determined indirectly via the heat flux densities $j_T$ and $j_B$ at the bottom and top boundary of the 1D-temperature field, respectively, see Fig. 3. While the steady state solidification front velocity $V_{\text{front}}$ can be directly calculated from the energy balance between heat flux densities and latent heat $L$ per volume $L = 1070 \text{ J cm}^{-3}$ (Thermocalc 2019)

$$V_{\text{front}} \cdot L = j_B - j_T,$$

the average temperature gradient $\langle G \rangle$ cannot be determined in a simple way. This is because the heat conductivity of the liquid and solid phase are significantly different ($\lambda_s = 1.9 \text{ W cm}^{-1} \text{ K}^{-1}$, $\lambda_l = 1.0 \text{ W cm}^{-1} \text{ K}^{-1}$), and the region where latent heat is released

![Fig. 13 Mn-concentration map (top) and temperature profile (bottom) for a state with $\langle G \rangle = 8.3 \text{ K cm}^{-1}$ and $V_{\text{front}} = 11.4 \mu\text{m s}^{-1}$]
Fig. 14 Growth pattern (Mn-concentration) at $t = 400\, s$, simulated with 1D temperature field calculations. Results are arranged according to the front velocities $V_{\text{front}}$ and average temperature gradients $\langle G \rangle$. 
Fig. 15 Temporal evolution (Mn-concentration) for simulations with (a), (c): initial planar front and constant G and V and (b), (d) 1D temperature field calculation with nucleation of a small nucleus. (a) $G = 10 \, \text{Kcm}^{-1}$, $V_{\text{pull}} = 6 \, \mu\text{ms}^{-1}$, (b) $\langle G \rangle = 10.5 \, \text{Kcm}^{-1}$, $V_{\text{front}} = 6.5 \, \mu\text{ms}^{-1}$, (c) $G = 2 \, \text{Kcm}^{-1}$, $V_{\text{pull}} = 6 \, \mu\text{ms}^{-1}$, (d) $\langle G \rangle = 2.7 \, \text{Kcm}^{-1}$, $V_{\text{front}} = 5.8 \, \mu\text{ms}^{-1}$

depends on the microstructure, see Fig. 13. Thus, to compare with the results obtained from the simulations with constant temperature gradient and pulling speed, the average gradient was obtained individually from each simulation run for the last time step close to stationary growth. The corresponding steady state morphologies are plotted in Fig. 14.

Instead of starting with a planar interface like in “Steady state morphologies” section, solidification is here initiated by a small nucleus of size $r = \Delta x$ at the bottom of the domain when a local melt undercooling of 2 K is reached. The preferential crystallographic growth orientation of the nucleus is aligned to the z-direction.

**Interface morphologies**

Figure 14 shows a morphology diagram for the solidification pattern at 400 s for the simulations with the 1D temperature field calculation. The simulation conditions have been varied by selecting different values for $j_B$ and $j_T$. The interface morphologies are arranged in the diagram with the growth front velocity $V_{\text{front}}$ on the horizontal axis and the average
temperature gradient \( \langle G \rangle \) on the vertical axis, similar to Fig. 8. It shows the demarcation between planar and cellular growth pattern with decreasing \( G \) and increasing \( V_{\text{front}} \).

In comparison to simulations with constant \( G \) and \( V \), the temporal evolution of the growth front morphology is represented in Fig. 15. The growth sequences compare simulations with similar \( G \) and \( v \) values, with and without 1D temperature field calculations, which results in either a planar or a cellular growth front. The values for (a), constant gradient \( G = 10 \text{ Kcm}^{-1} \) and constant velocity \( V_{\text{pull}} = 6 \mu\text{ms}^{-1} \), and for (b), 1D temperature field, \( \langle G \rangle = 10.5 \text{ Kcm}^{-1} \) and \( V_{\text{front}} = 6.5 \mu\text{ms}^{-1} \) lead both to a planar growth front, the combinations (c), constant gradient \( G = 2 \text{ Kcm}^{-1} \) and constant \( V_{\text{pull}} = 6 \mu\text{ms}^{-1} \) and (d), 1D temperature field, \( \langle G \rangle = 2.7 \text{ Kcm}^{-1} \) and \( V_{\text{front}} = 5.8 \mu\text{ms}^{-1} \) to cellular growth.
The corresponding temperature fields for the simulations (b) and (d) are plotted in Fig. 16 and Fig. 17. Heating on the right side, which is the upper domain boundary corresponding to the crucible, leads to an increase of the initially constant melt temperature. Cooling on the left side, the position of the cooled finger, decreases the local melt temperature until the nucleation undercooling is reached. Then, fcc-Al nucleates and solidification starts. The latent heat release from solidification fixes the temperature in the solid/liquid mushy region to the interval \([T_{\text{sol}}, T_{\text{liq}}]\), see Fig. 13. Therefore, the position of the growth front at later times can be identified by a kink in the temperature profiles.

The position of the interface for the four cases is plotted in Fig. 18. The initial position is different for case (a) and (c) than for (b) and (d) as one can directly see in Fig. 15. Simulations (a) and (c) start with a planar, preexisting solid layer with a thickness around 800 \(\mu\)m, (b) and (d) with nucleation at the domain bottom. In case (a), the interface reaches a stationary growth velocity with a morphologically stable planar front after a few seconds. In case (b), there is a transient stage of \(\approx 30\) s where the microstructure evolves from cellular to planar. For the cases (c) and (d), the microstructure evolves either from planar into the cellular steady state morphology or remains cellular right from the beginning with a transient time around 150 s. The evolution of the cellular growth front in Fig. 15 shows for (c) spacing selection, starting with a fine cellular spacing during the fast initial growth and ending up with deep cells with a spacing of 333 \(\mu\)m.

The morphologies of the solidification front 400 s after start of the process have been compiled in Fig. 19 as a kind of morphology diagram sorted by \(G\) and \(V_{\text{pull}}\). We like to emphasize that the growth patterns at this stage are not necessarily steady state morphologies but those at a certain point of time during the initial stage of the cooled finger process. Hence, these morphologies may still reflect the process history. In addition, the results are obtained for “moving frame” simulations with a finite distance \(\delta\) between the solidification front and the domain boundary, and at the boundary the composition has been fixed to the initial impurity composition. This means that the ratio between \(\delta\) and
the diffusion length $D/v$ varies for the different growth velocities which has an impact on the morphological stability, the duration of the initial stage and thus on the demarcation between planar and cellular.

As a whole, the transition between planar and cellular morphologies is clearly visible in Fig. 19. The dashed red line is derived from the constitutional undercooling criteria according to Eq. 1, using a solidification interval of 2 K and a diffusion coefficient of $4 \cdot 10^{-5} \text{cm}^{-1}\text{s}^{-1}$. It roughly approximates the planar/cellular transition for our dynamical multicomponent simulations. However, for lower values of $G$ and $V$, e.g. $V_{\text{pull}} \leq 10 \mu\text{m/s}^{-1}$ planar morphologies emerge beyond the stability line which is an indication of the stabilizing effect when the length of the pileup is in the order of $\delta$ and interferes with the upper domain boundary.

**Conclusion**

In this paper, we demonstrate how phase field simulations can be used to investigate a solidification based refinement process for aluminum on experimental length and time scales by combining microstructure simulations on a mesoscopic scale with a macroscopic temperature field calculation using a 1D approximation. We have applied the model to investigate the initial growth period of the so-called “cooled finger” process, i.e. the first 400 s of solidification. The solidification front morphology has been studied depending on the process parameters “thermal gradient” and “solidification velocity”. Aluminium with the impurity elements Fe, Si and Mn has been used for the example case study.

The results demonstrate the impact of the initial transient on the refinement, hence on the process efficiency. The nucleation undercooling leads to larger initial growth velocities compared to the final steady state and thus may lead to a morphological instability.
in the early stages, in particular to cellular growth which prevents the refinement. Phase field simulations now support the identification of process conditions for a stable planar growth front which is a necessary condition for the refinement. The morphological stability criteria from solidification theory suggests large temperature gradients and low solidification velocities for a planar front, however, both conditions are inefficient in terms of energy consumption and process time. Therefore, phase field assisted process simulations in future could propose a time dependent adjustment of the heating and cooling power at the outer rim of the crucible and the cooled finger for time and energy efficient processing schemes, considering real multicomponent alloy compositions. This offers the opportunity to identify the limits for stable growth even for transient conditions. A time dependent process control is of special value, in particular to prevent cellular growth pattern in the early stages of the process.
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