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Abstract: In this study, simulation work has been carried out to investigate the impact of a demand-side management control strategy in a residential nZEB. A refurbished apartment within a multi-family dwelling representative of Mediterranean building habits was chosen as a study case and modelled within a simulation framework. A flexibility strategy based on set-point modulation depending on the energy price was applied to the building. The impact of the control strategy on thermal comfort was studied in detail with several methods retrieved from the standards or other literature, differentiating the effects on day and night living zones. It revealed a slight decrease of comfort when implementing flexibility, although this was not prejudicial. In addition, the applied strategy caused a simultaneous increase of the electricity used for heating by up to 7% and a reduction of the corresponding energy costs by up to around 20%. The proposed control thereby constitutes a promising solution for shifting heating loads towards periods of lower prices and is able to provide benefits for both the user and the grid sides. Beyond that, the activation of energy flexibility in buildings (nZEB in the present case) will participate in a more successful integration of renewable energy sources (RES) in the energy mix.
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1. Introduction

The urgently needed decarbonization of our energy systems will require an ever increasing proportion of energy coming from renewable sources (RES). The latest published Energy Strategy of the EU aims, for example, for a 27% share of RES in the energy consumption by 2030 [1]. Among those, solar and wind power have shown the most dynamical development over the last decade, their combined installed capacity having been multiplied by 10 between 2005 and 2015 [2]. While this rapid growth is a source of satisfaction for all the countries committed by the Paris Agreement to increase their share of RES [3], the variable nature of solar and wind power also poses certain threats to the stability of the electricity grids. Indeed, these two power sources highly depend on climatic conditions, which can result in possible mismatch between this variable production and the demand when the penetration of RES is high. To tackle these issues, demand-side management has been identified as a promising set of methods to help balance energy production and demand at any time [4,5]. In particular, buildings with embedded thermal mass (which can be used as thermal storage) represent great potential for energy flexibility [6], given that they already account for around 33% of the final energy consumption worldwide [2].
The trend for increasing the energy flexibility of the demand side will soon reach the building sector. The European Union already requires its member states to only construct nearly zero energy buildings (nZEB) by 2020, which means they should achieve a nearly annual zero energy balance [7]. In the future, buildings not only will need to be energy-efficient and reach the nZEB target, they will also have to be energy-flexible. In fact, buildings are becoming micro-energy hubs, including production units, storage, demand response possibilities, and flexible loads. Taking into account this evolution, the nZEB 2.0 of the future will be an interactive player in the energy grids and could even play an important role as such in the transformation of the European energy market [8].

However, to succeed in this transition towards smarter buildings, appropriate control strategies are required. The flexibility of heating or cooling loads can be controlled in different manners. The first group of methods consists of simple rule-based controls (RBC), which aim at avoiding peak periods with fixed schedules [9], reducing the peak power exchange between buildings and the grid [10], reducing the energy cost [11] or increasing the consumption of RES [12]. More advanced control strategies revolve around model predictive control (MPC), which consists of an optimization problem, most commonly used for decreasing the energy bills when variable electricity tariffs are applied [13–15]. However, the implementation of this second group of control strategies remains difficult due to the need of models (for the controller) and the high computation efforts [16]. In this paper, a rule-based control reacting to the electricity price is implemented and its impact is evaluated.

Furthermore, these control strategies often include comfort constraints in order to not let the flexibility objective jeopardize the satisfaction of the building’s occupants. For this reason, the evaluation of comfort (or discomfort) in such a scenario becomes even more crucial, since the flexibility control strategies will often aim at operating the building systems close to the boundaries. The present article thus proposes to compare different methodologies to evaluate the long-term comfort conditions of the occupants and to use them to check whether the implemented control strategy creates discomfort at some periods. In particular, the methods presented in ISO standard 7730 [17] and by Carlucci [18] are utilized. Special attention is drawn to the differences between the dayzone and the nightzone; the indoor temperature is lowered at night through a setback function, but it is supposed that comfort is still maintained when the occupants are sleeping. One objective of the paper therefore consists in studying how the different long-term comfort indices comprehend the comfort conditions at night.

In the present study, the first section details the utilized methods. Building simulation work was performed; therefore the different assumptions on the building characteristics, simulation boundaries, and implemented control are presented. Three methods are chosen for the evaluation of comfort; their calculation process is also detailed. In the Results section, thirteen study cases are analyzed in terms of comfort, flexibility, energy use and costs, and load cover factor. Finally, discussion and conclusions are drawn based on the observed results.

2. Materials and Methods

2.1. Building Study Case

2.1.1. Description of the Building and Its Occupancy

The dwelling used as a pilot site is representative of a multi-storey building typology of the period from 1991 to 2007 [19]. This typology is built under the Catalán building regulation NRE-AT-87 [20]. The building typology was analyzed previously [21] from the point of view of the energy efficiency renovation, considering the thermal comfort, the energy savings, and the economic evaluation. For this study, a deep refurbishment of the building has been considered in order to achieve a nearly zero energy building and implement flexible strategies.

The dwelling is on the first floor of the building, with two external façades oriented to the north and west, as Figure 1 shows. The building geometry is introduced in the simulation by a multizone 3D model, using the plugin TRNSYS3D for SketchUp. The flat is divided into actual rooms, and every room has been classified according to its use, including night and day zones. The building is modelled
in TRNSYS, including the external environment and its corresponding shadings. The dwelling is occupied by a family with two adults and two children. Their occupancy profile has been adapted according to the habits of the family during a typical week (an example can be seen in Figure 5). Table 1 describes the building characteristics before and after the retrofit. More details about the building model hypothesis are described in [22,23].

![3D model, photo, and floor plan of the study case building.](image)

Table 1. Main characteristics of the building before and after the retrofit.

| Parameter          | Unit          | Before Retrofit | After Retrofit |
|--------------------|---------------|-----------------|----------------|
| Location           | -             | Spain           |                |
| Building date      | -             | 1991–2007       |                |
| Floor area         | m²            | 108.5           | 19.6           |
| Window area        | m²            | 263.6           |                |
| Protected volume   | m³            | 0.6             | 0.2            |
| U-value walls      | W/m².K        | 0.6             | 0.2            |
| U-value windows    | W/m².K        | 2.5 to 5.7      |                |
| g-value windows    | -             | 0.5 to 0.76     |                |
| Infiltration n₅₀   | h⁻¹           | 7.5             | 5.0            |
| Heating and DHW    | Natural gas boiler (η = 0.75) | Heat Pump |
| Lighting system    | Fluorescent   |                |                |
| PV system          | kWp           | -              | 1.4            |

2.1.2. Heating and DHW System

The hot water for space heating (SH) and Domestic Hot Water (DHW) is produced by an air-to-water heat pump, which is modelled by a performance map considering the water inlet temperature and the outside air temperature. In standard conditions (leaving water at 35 °C and outside air at 7 °C), the constructor of the modelled heat pump claims a COP of 5.25 [25]. The scheme of the heating system is presented in Figure 2.

Heating is provided in the indoor space by eight radiators (four in each zone). They are modelled as dynamic radiators, which means that once the water flow is stopped, the radiator continues to emit heat until the water it contains cools down. The heating power thus follows an exponential decay when the radiator stops, which is a more realistic behavior. The radiators’ flow is controlled by a unique thermostat placed in the living room and whose settings are further explained in Section 2.3; the water supply temperature is calculated with the heat pump performance map model.

DHW is stored in a water tank of 250 L, which is normally kept around 60 °C and has a heat loss coefficient of 0.75 W/m²·K. The DHW extractions follow the tapping programme No. 2 from standard EN 15316-1 [26]. When DHW is tapped, the heat pump is entirely dedicated to this task; therefore space heating is interrupted.
The electric consumption of the appliance stock has been obtained using the stochastic model described in [23].

2.1.3. PV System

A PV system is installed on the roof of the building to reduce the energy balance of the dwelling and reach the nZEB target. Ten modules of 140 Wp are installed, summing up to 1.4 kWp. The sizing was realized so that the PV system approximately provides half of the annual electrical energy consumption of the apartment (regardless of the concurrence between production and demand).

The percentage of the electrical load covered by on-site generation is analyzed using the load cover factor described in [27].

2.2. Comfort Criteria

As recalled in the introduction, the evaluation of comfort is an imperative aspect to take into account when designing control strategies that play with the indoor temperature set-points. Some indicators provide instantaneous evaluation of the general comfort conditions, such as the operative temperature, the PMV/PPD from Fanger [17], or percentages of people dissatisfied from various local thermal discomfort situations (asymmetry, vertical differences or draught for instance) [28]. Plotting their time series can provide a first comprehension of the comfort conditions indoors, but these indicators remain localized, both in space and time. For this reason, long-term indices are needed to evaluate comfort on larger time and space scales. These sorts of indicators provide a single value, or a set of a few values, that represent the comfort or discomfort conditions occurring over a certain time period and thus enable the comparison of different study cases in a more practical manner.

Three main different methods are used in the present study to calculate long-term comfort evaluation. The first two methods come from the standard EN 15251 (Annex F) [28], while the last one was retrieved from Carlucci [18]. All methods rely on the thermal comfort model developed in the 70s by Fanger; this model represents the thermal balance between the internal heat of the body and its thermal losses to the environment. The parameters that take part in this heat exchange are environmental parameters (air temperature, humidity, air velocity), human body parameters (heat generation and skin temperature and surface, among others), and clothing level. The three methods are described below and will later be compared with each other.

2.2.1. Method A: Percentage outside the Range

This method consists in calculating ‘the percentage of occupied hours when the PMV or operative temperature is outside a specified range’. To define the range, the different comfort categories as presented in Table 2 can be used, which correspond to different acceptance levels of PMV. The standard
provides nominal values for residential buildings; however, it does not account for the changing conditions over night, when the occupants have a lower activity level and a higher clothing insulation (blanket for instance). For this reason, the temperature ranges were recalculated, differently for the day and night zones. The percentages in the ranges of Category I to IV can be represented as a ‘foot-print’ of the thermal environment.

In Method A1, the ranges from the standard are used (third column), and the monitored operative temperature is the one of the living room (where the thermostat is placed). In method A2, the calculated ranges for day and night zone (columns 4 and 5 from Table 2) are used instead of the constant ranges from the standard.

Table 2. Operative temperature ranges for the different categories. For the calculations, the following assumptions are taken: 1.2 met, 1 clo, 0.1 m/s for the day range and 0.8 met, 2.5 clo, 0.1 m/s for the night range.

| Category | PMV | PPD | EN 15251 for Residential | Own Calculation |
|----------|-----|-----|--------------------------|-----------------|
|          |     |     | Day Range                | Night Range |
| Cat. I   | PMV | < 0.2 | PPD < 6%             | 21–25            | 20.6–22.5 | 19.3–21.3 |
| Cat. II  | PMV | < 0.5 | PPD < 10%            | 20–25            | 19.2–23.8 | 17.8–22.7 |
| Cat. III | PMV | < 0.7 | PPD < 15%            | 18–25            | 18.3–24.7 | 16.8–23.7 |
| Cat. IV  | PMV | > 0.7 | PPD > 15%            | <18 and >25     | <18.3 and >24.7 | <16.8 and >23.7 |

2.2.2. Method B: Degree Hours Criteria

In this method, ‘the time during which the operative temperature exceeds the specified range during the occupied hours is weighted by a factor depending on by how many degrees the range has been exceeded’. The calculation method is described in the standard [28] and results in a value which has the unit of hours. The ranges from the standard are used in method B1, and the calculated ranges for the day and night zones are used in method B2. For simplification and clarity issues, the results are only presented for Category II.

2.2.3. Method C: Long-Term Percentage of Dissatisfied (LDP)

This long-term index was developed by Carlucci [18]. LDP is a symmetric index that is able to evaluate the overheating and the overcooling of the building. It is normalized over the total number of people inside the household, over all the zones and over all the time corresponding to the calculation period (annual, warm or cold season). An advantage of the calculation period is to detect the weaknesses and strengths of the building. The LDP is calculated following Equation (1):

\[
LDP = \frac{\sum_{i=1}^{T} \sum_{z=1}^{Z} (p_{z,i} \cdot LD_{z,i} \cdot h_i)}{\sum_{i=1}^{T} \sum_{z=1}^{Z} (p_{z,i} \cdot h_i)}
\]

where \( t \) is the counter of the time step of the calculation period, \( T \) is the calculation period, \( z \) is the counter for the zones of the household, \( Z \) is the total of zones of the household, \( p_{z,i} \) is the zone occupation rate at certain time step, \( h_i \) is the duration of a calculation time step, and \( LD_{z,i} \) is the Likelihood of Dissatisfied inside a certain zone \( z \) at a certain time step \( i \). The LD depends on the comfort model and is a function of the short-term index. In the present case, the LD is the PPD derived from Fanger’s model.

2.3. Control Strategy

The reference control strategy here consists in applying fixed set-points for the production of domestic hot water (DHW) and space heating (SH) by the heat pump. A set-point of 60 °C is maintained in the DHW tank to guarantee comfort and avoid the spread of legionella. For the room thermostat,
the reference set-points for day and night are chosen based on the limits recommended for the different comfort categories, as presented in Table 2. The calculated operative temperature limits are represented with grey lines in Figure 3a. Given these limits and anticipating the set-point modulation implemented later, the reference set-points are fixed to 20.2 °C for daytime and 18.8 °C for nighttime or unoccupied periods. These values were chosen so that the set-point of the operative temperature stays within comfort Category II (normal level of expectation), even in cases of downwards set-point modulation, as shown in Figure 3b.

Starting from this reference, a control strategy aimed at improving the energy flexibility is implemented. It consists in modulating the reference heating set-points for DHW and SH, depending on the current price of electricity, and was partly inspired by [29].

Firstly, thresholds representing the limits of the high and low prices are defined. The data of the varying electricity price of the prior 24 h is collected. It is supposed that smart meters enable easy communication with the Distribution System Operator (DSO) and facilitate this data collection. In fact, the European Union plans to replace at least 80% of electricity meters with smart meters by 2020 wherever it is cost-effective to do so [30], and in Spain this deployment will even be implemented by 2018 [31]. The access to the varying electricity price profiles of the past day is therefore considered as given. These data are treated as follows: the 30th percentile of the distribution constitutes the threshold for low price \( E_{low,t} \), and the 70th percentile \( E_{high,t} \) constitutes the threshold for high price. The values of the percentiles have been selected based on a prior parametric analysis [32], which showed that the 30th and 70th percentiles give the best compromise between flexibility, comfort, and energy savings. At every time step, the calculation of \( E_{low,t} \) and \( E_{high,t} \) is repeated, and the current electricity price \( E_t \) is compared with the thresholds; if it falls below \( E_{low,t} \), the set-point \( T_{sp} \) is increased to store thermal energy in the mass of the building while energy is cheap. If the current price is above \( E_{high,t} \), the set-point is decreased to discharge the stored thermal energy instead of using active systems while energy is expensive. To realize these variations, a modulation factor \( m \) is introduced, as shown in Equation (2) and in Figure 4. The calculation of the SH and DHW temperature set-points is summarized in Equations (3) and (4). The amplitude of the modulation is \( \Delta T_{SH} = 1 \) or 2 °C for SH and \( \Delta T_{DHW} = 5 \) °C for DHW, realized over the reference case aforementioned. It should be noted that the flexibility control strategy can be applied only to the SH set-point or for both the DHW and SH set-points at the same time. Overall, the strategy aims at shifting the loads towards periods with lower energy prices. The resulting set-point profile for room temperature is presented in Figure 3b.

\[
m = \begin{cases} 
+1 & \text{if } E_t < E_{low,t} \\
0 & \text{if } E_{low,t} < E_t < E_{high,t} \\
-1 & \text{if } E_t > E_{high,t}
\end{cases}
\]  

(2)
\[ T_{sp,\text{room}} = \begin{cases} 20.2 ^\circ \text{C} & \text{if occupancy of dayzone} \\ 18.8 ^\circ \text{C} & \text{otherwise} \end{cases} + m \cdot \Delta T_{SH} \] (3)

\[ T_{sp,\text{DHW}} = 60 ^\circ \text{C} + m \cdot \Delta T_{DHW} \] (4)

Figure 4. Electricity price for end-users contracted on the PVPC tariff [33] in Spain in January 2015 for graphs (a,b); April 2015 for graphs (c,d); and January 2017 for graphs (e,f). On graphs (a,c,e), the default tariff is shown, while on graphs (b,d,f), the two-periods tariff is shown. The yellow curves show the modulation factor \( m \), equal to \(-1\) in the case of a high price, to \(1\) in the case of a low price, and equal to \(0\) otherwise. This factor is multiplied afterwards by the amplitude \( \Delta T \) to obtain the final set-point modulation (see Equations (3) and (4)).
To evaluate the impact of the strategy on load-shifting, a flexibility indicator is introduced [29]. It is calculated according to Equation (5), and the resulting value varies between $-1$ and $1$, $-1$ meaning no energy was consumed during low-price hours and $1$ meaning that no energy was consumed during high-price hours.

$$
\text{Flexibility} = \frac{\int_{\text{low}} P_{hp} dt - \int_{\text{high}} P_{hp} dt}{\int_{\text{low}} P_{hp} dt + \int_{\text{high}} P_{hp} dt}
$$

where $P_{hp}$ is the electrical power of the heat pump, integrated over the lower or higher price periods defined with the 30th and 70th percentiles, as previously described.

### 2.4. Simulation Boundaries

The pilot site is located in Terrassa (Barcelona, Spain) in a residential urban area. The weather data used for the simulation are retrieved from a weather station located in the city centre of Terrassa for 2015 and from another station situated in the centre of Barcelona for 2017. The price data used in the control strategy are retrieved from the Spanish Transmission System Operator (TSO) [33] and are synchronized with the corresponding weather data. The applied tariff corresponds to the active energy invoicing price, an hourly tariff implemented in Spain since 2014 for small consumers with a contracted power of less than 10 kW [34]. Two different tariffs exist; the default one, which varies hourly but in a limited range, and the two-period tariff, which includes larger variations between day and night. The price input for both tariffs is presented in Figure 4a,c,e for the default tariff and Figure 4b,d,f for the two-periods tariff. The two-period tariff presents higher potential for benefiting financially from the load-shifting, given its lower valleys and higher peaks. In fact, its standard deviation is significantly higher than the default tariff (38 to 44 €/MWh against 10 to 21 €/MWh for the default tariff).

The different cases simulated are presented in Table 3. Cases 1 to 6 test the different control strategies with the weather input from January 2015; the default tariff is used in Cases 1 to 3 and the two-period tariff in Cases 4 to 6. Given the higher potential of the two-period tariff, it is chosen for the remaining of the cases. Cases 7 to 9 carry out a similar analysis but in mid-season (April 2015), therefore with reduced space heating needs. These two periods were chosen since they are the most representative of different configurations within the heating season. Cases 10 to 12 test the robustness and repeatability of the control strategy with a different price and weather profile (taken from January 2017). Finally, Case 13 studies the influence of changing the amplitude of the set-point modulation; it is set to ±2 °C instead of ±1 °C, as in the other cases.

### Table 3. List of simulation cases.

| Case | Weather Input | Price Tariff | Flexibility Control Strategy (Set-Point Modulation) | Modulation Amplitude |
|------|---------------|-------------|-----------------------------------------------------|----------------------|
| 1    | January 2015  | Default     | Reference (m = 0)                                   | $\Delta T_{SH}$ 0 $\Delta T_{DHW}$ 0 |
| 2    | January 2015  | Default     | Flexibility on SH                                   | 1 $\Delta T_{SH}$ |
| 3    | January 2015  | Default     | Flexibility on SH + DHW                             | 1 $\Delta T_{SH}$ |
| 4    | January 2015  | 2-periods   | Reference (m = 0)                                   | 0 $\Delta T_{SH}$ |
| 5    | January 2015  | 2-periods   | Flexibility on SH                                   | 1 $\Delta T_{SH}$ |
| 6    | January 2015  | 2-periods   | Flexibility on SH + DHW                             | 1 $\Delta T_{SH}$ |
| 7    | April 2015    | 2-periods   | Reference (m = 0)                                   | 0 $\Delta T_{SH}$ |
| 8    | April 2015    | 2-periods   | Flexibility on SH                                   | 1 $\Delta T_{SH}$ |
| 9    | April 2015    | 2-periods   | Flexibility on SH + DHW                             | 1 $\Delta T_{SH}$ |
| 10   | January 2017  | 2-periods   | Reference (m = 0)                                   | 0 $\Delta T_{SH}$ |
| 11   | January 2017  | 2-periods   | Flexibility on SH                                   | 1 $\Delta T_{SH}$ |
| 12   | January 2017  | 2-periods   | Flexibility on SH + DHW                             | 1 $\Delta T_{SH}$ |
| 13   | January 2015  | 2-periods   | Flexibility on SH + DHW                             | 2 $\Delta T_{SH}$ |
3. Results

The results of the thirteen simulated cases are primarily obtained in the form of time series. A sample is presented in Figure 5 for Cases 4 and 6. The load shifting can be observed; the heat pump is operated more often during the valleys of the price profile and less often during the price peaks, when comparing Figure 5b,d. It can also be observed that the indoor temperature stays most of the time within the limits of Cat. II. The operative temperature is generally lower in the nightzone, notably due to the position of the bedrooms in the dwelling (more surfaces adjacent to the outside, resulting in higher heat losses). The time series give a first apprehension of the effects of the flexibility strategy, which will be quantified in detail using the proposed indicators in the following, Sections 3.1–3.3.

Figure 5. Example of results in the form of time series for two selected days. Graphs (a,b) respectively present the indoor temperature and the heat pump power for Case 4 (reference); Graph (c) shows the common electricity price for Cases 4 and 6 for 30 January 2015 and 31 January 2015 (two-periods tariff); Graphs (d,e) respectively present the heat pump power and the indoor temperature for Case 6 (flexibility case); In Graphs (a,e), the temperature curve is shown according to the occupancy; when the occupants are present in the dayzone (dark grey areas), the temperature of the living room is shown (in blue), while, when they occupy the nightzone (light gray areas), the temperature of one bedroom is shown (in orange). When the occupants are not present (white background), the temperature of the living room is shown.
3.1. Comfort Evaluation

The impact of the rule-based control strategy on thermal comfort is investigated in detail, since increasing the flexibility of heating loads potentially induces risks of discomfort. The different study cases presented in Table 3 are analyzed using the methods of Section 2.2, resulting in the data of Table 4. Cases 2, 5, 8, and 11 respectively present very similar results to Cases 3, 6, 9, and 12, with regards to thermal comfort (the additional activation of the DHW tank barely affects the indoor environment). They are therefore not presented in Table 4. For all methods, the different zones are taken into account in the analysis only when they are occupied, hence the distinction of dayzone and nightzone for Methods A and B.

The first clear conclusion drawn from this table is the importance of differentiating the temperature ranges for day and night comfort evaluation. If one considers only the fixed ranges of the standards (method A1, equal for the day and nightzone), discomfort seems to occur in the night zone, as can be seen in Table 4. In fact, all the occupancy time of this zone is spent outside Category II for certain cases (1, 4, 7, and 10 notably). However, when one considers the different occupant behavior at night (lower metabolic rate and higher clothing insulation due to resting), the results then reveal a maintenance of the comfort level, despite the lower operative temperature observed. When using these adapted ranges (method A2, different for the day and the night zones), the comfort conditions in terms of PMV are very similar between the day and the night zone. Therefore, Methods A2 and B2 are preferred to Methods A1 and B1. From this point, these methods with the adapted ranges will be used when analyzing the comfort conditions.

Table 4. Results of the comfort indicators for the different study cases.

| Case | Method A1 (Fixed Range) | Method B1 (Fixed Range) | Method A2 (Calculated Range) | Method B2 (Calc. Range) | Method C [%] |
|------|-------------------------|-------------------------|-----------------------------|-------------------------|--------------|
|      | Dayzone [%]             | Nightzone [%]           | Day [h]                     | Night [h]               |              |
|      | 0% 25% 50% 75% 100%     | 0% 25% 50% 75% 100%     | 13.0 115.2 6.8%            | 16.1 64.5 6.9%         |              |
| 1    |                         |                         | 13.0 115.2 6.8%            | 16.1 64.5 6.9%         |              |
| 3    |                         |                         | 13.0 115.2 6.8%            | 16.1 64.5 6.9%         |              |
| 4    |                         |                         | 18.3 68.1 7.1%            | 21.1 58.4 9.4%         |              |
| 6    |                         |                         | 6.7 85.1 5.7%             | 21.1 58.4 9.4%         |              |
| 7    |                         |                         | 6.4 66.7 6.0%             | 21.1 58.4 9.4%         |              |
| 9    |                         |                         | 6.4 66.7 6.0%             | 21.1 58.4 9.4%         |              |
| 10   |                         |                         | 11.8 125.1 6.5%           | 21.1 58.4 9.4%         |              |
| 12   |                         |                         | 24.2 87.9 7.3%            | 21.1 58.4 9.4%         |              |
| 13   |                         |                         | 21.1 58.4 9.4%            | 21.1 58.4 9.4%         |              |

The table shows the percentage of time spent in each comfort category (I, II, III, IV) for both day and night zones, along with the total hours spent in each category. The methods A1 and B1 use fixed ranges, while methods A2 and B2 use calculated ranges. The comfort conditions are represented in Category II, with methods A2 and B2 providing a more realistic assessment of comfort conditions.
Secondly, Table 4 presents a comparison of the different methods A, B, and C. Method A gives a fairly graphic overview of the comfort conditions, especially the repartition of the time spent in the different comfort categories. However, this analysis must be made separately for the day zone and the night zone, since the percentages are calculated at a single point. The differences between rooms can thus be observed. The results of Method B (degree hours) are consistent with those of Method A.

If Method A indicates how much time is spent outside a comfort range, it does not provide information about the gravity or amplitude of this violation, which is the purpose of Method B. However, the degree-hours criterion is more difficult to interpret when no point of comparison is available. In the present study, different cases are simulated, so the values of degree-hours can be compared across the cases, but Method B would not be suited to the analysis of a single case without prior reference of the degree-hours value (no threshold values are mentioned in the standards). In particular, the results depend on the duration of the simulation: the degree-hours are here presented for simulations of one week, but the order of magnitude of the results would completely change when simulating a whole year, for example.

Method C presents the advantage of lumping the comfort conditions into one single value, making possible a direct ranking between different study cases. For instance, comparing Cases 10 and 12 with Method B leads to the following analysis: from Case 10 to 12, the comfort is slightly degraded in the day zone (from 1.3 to 3.0 degree hours) and slightly improved in the night zone (from 6.1 to 4.7 degree hours). No clear conclusion can be drawn from this analysis, while the LPD reveals an overall higher discomfort in Case 12 (7.3%) than in Case 10 (6.5%). Method C therefore leads to a clearer distinction between the different cases, weighing the different rooms of the dwelling according to their occupancy. However, if a single room shows discomfort issues, this problem might not be revealed by the sole analysis of the LPD. For these reasons, it is recommended to utilize different methods in combination (Methods A2 and C, for example) when investigating flexibility scenarios and their impact on comfort, since they provide complementary information.

From Table 4, a generally slightly negative impact of energy flexibility on thermal comfort can be observed. To carry out this analysis, the flexibility cases 3, 6, 9, and 12 are compared with their respective reference cases 1, 4, 7, and 10. The LPD index increases from 0.1% to 0.8% when the flexibility control strategy is activated. However, the amplitude of this increased discomfort is rather minimal, and the comfort conditions are maintained, with a LPD well below the limit of 10%. In January 2015, the flexibility has a rather low impact (LPD increased of only +0.1%) with the default tariff, while it is more pronounced with the two-period tariff (+0.3%). In April 2015, the LPD also increases by 0.3%, but the general comfort is better than in winter: the degree-hours criterion is null and all the occupancy time is spent within Category II. January 2017 presents the worst increase of LPD (+0.8%) and the highest discomfort, due to colder outdoor temperatures during this period.

Furthermore, it can be seen from the graphs of Method A that the time spent in both Categories I and III is increased for the flexibility cases. This expresses the variations due to the set-point modulations; more time is spent with improved comfort but also more time with degraded comfort. Finally, it should be noted that the flexibility strategy generally improves comfort in the night zone but degrades it in the day zone. This effect is due to the profile of the electricity price; energy is generally cheaper at night, which triggers an upwards set-point modulation from the control strategy, hence a comfort improvement, and acts reversely during daytime.

The last lesson learnt from the comfort evaluation relates to Case 13, in which a higher modulation of the indoor set-point was implemented (±2 °C instead of ±1 °C). This strategy provokes higher amplitude of the indoor temperature variations, leading to higher discomfort; the LPD changes from 6.8% to 9.4% from reference Case 4 to Case 13. Furthermore, 4.4% of the occupancy time is then spent in Comfort Category IV, while there was no time spent in this category in the corresponding reference case. Based on these conclusions, it is recommended not to exceed a modulation of ±1 °C in the set-point when activating energy flexibility indoors.
3.2. Energy Flexibility Evaluation

The different study cases are analyzed in terms of energy flexibility in Figure 6. It can first be observed that the reference cases 1, 4, 7, and 10 all have a neutral or negative flexibility factor. This reveals that the dwelling normally uses more electricity at times of higher prices than at times of lower prices. It is particularly true for DHW consumption, with flexibility factors always lower than −0.5 when no specific strategy is implemented, thus leaving room for improvements.

The positive impact of the proposed flexibility rule-based control is visible on all the cases in which it is implemented. In January 2015, the total flexibility factor of the heat pump is increased from −0.11 to 0.76 (default tariff) or from −0.28 to 0.70 (2-periods tariff); in April 2015 it is increased from −0.28 to 0.63 and in January 2017 from −0.17 to 0.75. Overall, the strategy functions well and enables an important part of energy use to be shifted towards periods with lower electricity prices.

In spring season (April 2015, cases 7, 8, and 9), the demand for space heating is lower and thus more flexible. For this reason, the entire heat pump operation for space heating can be shifted to low-price hours, resulting in the maximum value of the SH flexibility factor being equal to 1 in Cases 8 and 9. For DHW, the flexibility factor starts at a very low value in the reference cases and therefore cannot reach the maximum of 1. A fraction of the demand cannot be shifted, despite the flexibility control strategy implemented and the storage tank. The demand for DHW is nearly constant throughout the year, so no clear difference is visible between the spring and winter cases.

Overall, the additional flexibility provided by DHW has a low impact on the total HP flexibility factor in the winter cases. For instance from Case 2 to Case 3, the HP flexibility factor is further improved only from 0.62 to 0.76; from Case 5 to Case 6, it is improved from 0.59 to 0.70; and from Case 11 to Case 12, it is improved from 0.64 to 0.75. The low impact of DHW flexibility is due to the relative importance of the DHW needs compared to space heating in winter. On the other hand in spring season, the additional flexibility provided by DHW improves the flexibility factor from...
0.30 to 0.63. This more important increase is due to the larger relative importance of DHW needs in mid-season.

3.3. Impact on Energy Use, Operational Costs and Load Cover Factor

The energy use, associated costs, and load cover factor for every studied case are summarized in Table 5. Two values of heat pump electricity use are presented: the total consumption, and the electricity needed from the grid (i.e. after subtracting the available electricity production from the PV panels). The same trend can be observed in most sets of cases; the flexibility control strategy leads to a reduction of the operational costs while increasing the electricity use. This latter effect is attributable to what can be identified as ‘storage losses’; heat is stored in the thermal mass of the building (or the DHW tank) during low-price periods for use later on when the price decreases. Like any form of storage, energy losses thus occur. In the studied cases, the electricity use of the heat pump is increased by 3% to 12%.

Table 5. Results of the different cases in terms of electricity use and corresponding costs. HP_Tot corresponds to the total heat pump electricity consumption (DHW and space heating), and HP_Grid is calculated removing the PV production when available (hence it represents the electricity that the user needs to purchase from the grid to operate the heat pump). The percentages of variations are calculated with regards to the reference cases 1, 4, 7, and 10 (for Case 13, Case 4 is used as a reference).

| Case | Electricity Use | Electricity Cost |
|------|----------------|-----------------|
|      | HP_Tot [kW·h] | Var/ref [%] | HP_Grid [kW·h] | Var/ref [%] | HP [€] | Var/ref [%] |
| 1    | 105.0          | -            | 100.0          | -            | 12.0   | -            |
| 2    | 112.2          | 6.8%         | 108.2          | 8.3%         | 12.2   | 1.3%         |
| 3    | 112.7          | 7.3%         | 108.7          | 8.8%         | 12.1   | 0.8%         |
| 4    | 105.0          | -            | 100.0          | -            | 10.1   | -            |
| 5    | 111.9          | 6.6%         | 108.9          | 8.9%         | 8.2    | -18.7%       |
| 6    | 112.1          | 6.7%         | 109.6          | 9.7%         | 7.9    | -21.4%       |
| 7    | 48.1           | -            | 43.9           | -            | 3.8    | -            |
| 8    | 49.9           | 3.9%         | 46.9           | 6.7%         | 3.5    | -8.1%        |
| 9    | 51.0           | 6.1%         | 48.4           | 10.3%        | 3.2    | -16.6%       |
| 10   | 102.8          | -            | 99.7           | -            | 14.1   | -            |
| 11   | 105.6          | 2.7%         | 104.7          | 5.0%         | 12.1   | -14.5%       |
| 12   | 106.8          | 3.9%         | 106.3          | 6.6%         | 11.9   | -16.0%       |
| 13   | 118.1          | 12.4%        | 116.1          | 16.1%        | 7.9    | -21.9%       |

When examining the last week of January 2015 (Cases 1 to 6), it can be observed that the two-period tariff amplifies the effects of the control strategy, compared with the default tariff. In fact, even without any flexibility control, the energy costs are already reduced by 16% (between Cases 1 and 4) by choosing the two-period tariff over the default one. With the default tariff and the flexibility control, the heat pump energy use is increased by up to 7.3% and the associated costs are stable (slight increase of up to 1.3%). The two-period tariff enables the cost saving to actually be realized further (−21.4%), although with an electricity use increased by 9.7%. As anticipated, the lower valleys in the price profiles of the two-period tariff enable larger savings when energy is shifted to these low-price periods.

Case 13 (with higher amplitude of the set-point modulation) also amplifies the effect of the control strategy. The cost savings reach 21.9%; hence they are not substantially more than in Case 6. However, the amount of electricity spent increases by 12.4%, which could start to affect negatively the nZEB energy balance targeted by this building. Taking also into account the impact on thermal comfort already discussed, it is advised to avoid modulations of ±2 °C in the indoor temperature set-point.
Cases 6 and 12 can be compared to analyze the performance of the strategy in similar conditions (winter season) but in different years. The flexibility scenario in January 2017 is less efficient, with cost savings of 16% compared to 21.4% in 2015 for the energy spent in operating the heat pump. The electricity price range used in Cases 10 to 12 in 2017 (from 80 to 190 €/MWh) was considerably higher than in Cases 4 to 6 in 2015 (from 30 to 160 €/MW·h), leaving less room for monetary savings. This situation was due to higher stress on the national electricity markets in January 2017.

Case 9 presents the highest increase in grid electricity use among the cases, with a ±1 °C set-point modulation (+10.3%). This case is simulated in spring season, with the heat pump only operating punctually for space heating. The upwards modulation of the set-point thus forces the heat pump to operate, storing energy in the thermal mass of the building although it is not necessarily needed afterwards and leading to higher storage losses. The use of upwards modulation should therefore be used with care in the context of mid-season and reduced heating loads.

The chosen flexibility control strategy also impacts the load cover factor, as can be seen in Table 6. This indicator gives information on how much of the energy consumed by the building is covered by the local PV. The proposed price-based strategy generally tends to move the operation of the heat pump towards periods of lower prices, which usually occur at night, when the PV production is inexistent. This effect is visible on the load cover factor; when implementing the flexibility strategy, this indicator decreases by 2% to 3%. This impact is not negligible, but overall the effect of the flexibility strategy on the self-consumption of the building is limited.

Table 6. Results of the load cover factor. The total electricity use includes the heat pump, the appliances, and lighting. The load cover factor is calculated according to [27] (hence it should be noted that it is not a direct ratio between the production and consumption of the dwelling).

| Case | Total Dwelling Electricity Use kW·h | PV Production kW·h | Load Cover Factor [%] |
|------|-----------------------------------|-------------------|----------------------|
| 1    | 136.0                             | 35.9              | 10.9%                |
| 2    | 144.3                             | 35.9              | 9.7%                 |
| 3    | 144.8                             | 35.9              | 9.7%                 |
| 4    | 136.0                             | 35.9              | 10.9%                |
| 5    | 144.9                             | 35.9              | 9.2%                 |
| 6    | 145.7                             | 35.9              | 8.8%                 |
| 7    | 68.5                              | 59.1              | 23.2%                |
| 8    | 71.5                              | 59.1              | 21.5%                |
| 9    | 73.1                              | 59.1              | 20.7%                |
| 10   | 135.2                             | 22.4              | 8.4%                 |
| 11   | 140.2                             | 22.4              | 6.8%                 |
| 12   | 141.8                             | 22.4              | 6.5%                 |
| 13   | 152.1                             | 35.9              | 8.2%                 |

4. Discussion

When analyzing the simulation results in terms of comfort, the threshold ranges in temperature for the different comfort categories have been lowered for the night zone. This process is backed by serious assumptions concerning the occupants’ behavior at night (lower metabolic rate and higher clothing insulation) and the space heating habits in Mediterranean countries. The indoor set-point always stays within the recommended limits for health [35]. However, adapting the comfort temperature ranges should always be realized with care since it will incite the control strategy to operate the systems at lower temperatures at night, closer to the boundaries. Even though it was demonstrated that thermal comfort is still maintained in terms of PMV under the considered assumptions, several local discomfort situations might occur. These local discomforts were not accounted for the present work since the simulation tools do not allow such detailed analysis. They include, for instance, draught risk, vertical air temperature differences or radiant temperature asymmetry [36], parameters which could become more critical if the air temperature is already lowered. Further analysis should be carried out to
guarantee the absence of such localized discomfort situations when the indoor temperature set-point is lowered for energy flexibility purposes. However, it is expected that such issues would not occur, especially in a nZEB with high insulation levels.

The present work has compared different methods to evaluate long-term thermal comfort (over periods of one week in this case). The percentages within the ranges (Method A) provide a graphic overview of the occupancy time within the different comfort categories. The degree-hour criterion (Method B) provides insights on the amplitude of the comfort boundaries violations, but can only be calculated for a single comfort category (Cat. II presented here). These two methods are computed at a single measurement point; therefore they only give indications of the comfort at that particular location. Method C averages the percentage of people dissatisfied (PPD) in the different rooms when they are occupied and thus results in a single output value for the whole building. This indicator is therefore convenient for the comparison of different cases or different buildings, and it is advised to utilize it when carrying out thermal comfort analysis after the implementation of energy flexibility strategies. If a more detailed analysis is required to understand the comfort discrepancies between different rooms, then Methods A or B might represent more suitable tools. A combination of different methods is always in order to obtain a detailed analysis.

Analyzing the results of the flexibility scenarios enables the formulation of different recommendations with regards to a foreseen implementation, especially in the context of Mediterranean countries. Firstly, it was shown that contracting the hourly ‘two-periods’ tariff enables cost savings thanks to the flexibility control strategy, which was not the case with the default tariff. The two-period profile presents larger daily variations, which makes more profitable the load-shifting towards low-price periods. Secondly, a set-point modulation of ±2°C was tested; it resulted in similar cost savings and flexibility but also in increased electricity use and the appearance of several discomfort situations. It is thus advised to keep the indoor set-point modulation within a ±1°C boundary. Thirdly, the results of the simulation carried out in Spring revealed that the upwards set-point modulation should be used with care when the heat pump operation is sparse: the heat stored during low-price periods can be entirely dissipated through losses before it is needed later on during high-price periods. Finally, nZEBs present an interesting potential for flexibility due to their reduced heating needs, even though the magnitude of the displaced energy use is lower. These conclusions should be taken into account when considering larger implementations of energy flexibility in residential buildings in Spain or the Mediterranean area.

It is important to analyze the final objective of the implemented energy flexibility. The presented control strategy is strictly aiming to reduce the operational energy costs of the dwelling through load shifting. As was previously mentioned, the adopted strategy also has side effects and notably a non-negligible increase in the electricity consumption. This could be seen as contradictory when a nZEB intends to lower its energy consumption as much as possible. However, with the overall picture in mind, the control strategy could enable the integration of more RES in the energy mix, which participates in the global goal of the decarbonization of our energy systems. The nZEB of the future might emphasize and reward energy flexibility more than the strict reduction of its demand since it will benefit the whole grid [8,37]. A slight increase in the energy consumption of buildings due to storage losses could be a ‘necessary evil’ in order to enhance the demand-side flexibility and thus achieve the shares of RES targeted by the national regulations.

An nZEB can play an important role in this regard. This type of building generally presents higher insulation levels than do standard constructions. As a result, the embedded thermal mass is able to retain heat for longer periods, leading to higher flexibility, even though the shifted loads have a lower amplitude (hence also less interest for the grid side) [29,38]. In this paper, the proposed control strategy has demonstrated that efficient load shifting is possible when applying a time-varying price structure. If this price profile is designed in a smart manner, the periods of cheaper energy price could coincide with periods of high production of RES, for instance [39]. In this way, the goal of cost savings would go along with an improvement in RES consumption. Along the same lines, Klein et al. [40] propose to
utilize the residual load at the national scale as an input signal to activate the energy flexibility; these data could, for example, be used to design a price profile, applied in combination with the control strategy presented here. Similar methods could be developed to increase the consumption of on-site RES (such as local PV production). This would present different challenges since the on-site production currently does not coincide with periods of cheaper energy prices, as was shown with the load cover factor analysis.

5. Conclusions

In the present work, a flexibility control strategy was implemented in a Mediterranean nZEB and analyzed through simulation studies. The rule-based control reacts on thresholds of the electricity price, adjusting the temperature set-point indoors or in the DHW tank, depending on the current cost of electricity. This control strategy is easy to implement and logically leads to monetary savings of up to around 20% (on the energy purchased to operate the heat pump) in the studied periods. These savings are realized through the shifting of the heat pump operation towards periods of lower prices, hence storing energy in the thermal mass of the building or in the DHW water tank. This process also results in storage losses and an increase in the electricity consumption of up to 7%. The impact on thermal comfort is generally limited, even though the set-point modulation generally causes an increase of the LPD by 0.3% to 0.8%. The heat pump flexibility factor, which quantifies the load-shifting, is improved by around 0.9 in the studied cases. The control strategy also leads to a reduction of the load cover factor by 2% to 3%. The results obtained in Winter 2015 are globally consistent with the ones obtained in Winter 2017, which reveals the robustness of the adopted control and its usability in different contexts.

From these conclusions, it can be observed that the proposed control strategy affects several aspects of the dwelling operation and use; comfort, flexibility, energy cost, energy use, and load cover factor. Some of these parameters benefit the user (comfort, costs), while the others affect the grid side or the energy provider (energy use, flexibility). These features cannot all be improved at the same time since they can be conflicting. For instance, improving energy flexibility results in a degradation of the load cover factor. In fact, the energy loads are shifted to periods of cheaper energy prices, which mostly occur at night, when the PVs cannot cover the demand. Energy flexibility should thus always consist of a trade-off between those different aspects in order to create a situation that is beneficial for both parties. Designers of control strategies for improving the demand-side flexibility should keep this rule in mind to foster user acceptance and sustainable business models.

Further work includes the development of optimal control strategies and not only rule-based controls. Notably, Model Predictive Control (MPC) can deal with several weighted objectives and optimize the operation of a heating system considering information on the predicted future price or weather. In this way, the problem of balancing the energy use increase versus the cost savings could be managed in an optimal manner. The aggregation potential of flexibility should also be studied, since one building or nZEB has only a low impact alone but a larger cluster can provide more interesting features for the grid.
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### Nomenclature

| Abbreviations      | Subscripts | Symbols          |
|---------------------|------------|------------------|
| COP                 |            |                  |
| DHW                 |            |                  |
| DSO/TSO             |            |                  |
| LDP                 |            |                  |
| MPC                 |            |                  |
| nZEB                |            |                  |
| PMV                 |            |                  |
| PPD                 |            |                  |
| PV                  |            |                  |
| PVPC                |            |                  |
| RBC                 |            |                  |
| RES                 |            |                  |
| SH                  |            |                  |
| COP                 | high       |                  |
| DHW                 | low        |                  |
| DSO/TSO             | sp         |                  |
| LDP                 | t          |                  |
| MPC                 | z          |                  |
| nZEB                | Symbols    |                  |
| PMV                 | El         | Electricity price|
| PPD                 | h          | Duration of time step |
| PV                  | LD         | Likelihood Dissatisfied |
| PVPC                | m          | Modulation factor  |
| RBC                 | p          | Zone occupation rate |
| RES                 | P          | Electrical power   |
| SH                  | T          | Zone temperature   |
|                   | ∆T         | Temperature modulation |
|                   | Z          | Total number of zones |
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