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Abstract—Future wireless access networks need to support diversified quality of service (QoS) metrics required by various types of Internet-of-Things (IoT) devices, e.g., age of information (AoI) for status generating sources and ultra low latency for safety information in vehicular networks. In this paper, a novel inner-state driven random access (ISDA) framework is proposed based on distributed policy learning, in particular a cross-entropy method. Conventional random access schemes, e.g., p-CSMA, assume state-less terminals, and thus assigning equal priorities to all. In ISDA, the inner-states of terminals are described by a time-varying state vector, and the transmission probabilities of terminals in the contention period are determined by their respective inner-states. Neural networks are leveraged to approximate the function mappings from inner-states to transmission probabilities, and an iterative approach is adopted to improve these mappings in a distributed manner. Experiment results show that ISDA can improve the QoS of heterogeneous terminals simultaneously compared to conventional CSMA schemes.

I. INTRODUCTION

The design principle for previous generations of wireless networks, e.g., 3G, 4G or even 5G Phase-1 cellular systems and Wi-Fi networks, was mostly throughput-focused. However, with the emergence of new applications in Internet-of-Things (IoT) systems, more diversified quality-of-service (QoS) requirements for future wireless networks need to be considered. Aligning with this goal, the 5G Phase-2 standard and foreseeable future wireless systems will try to address QoS of—in addition to enhanced mobile broadband—ultra-reliable and low latency communications (URLLC) and massive IoT access with heterogeneous types of terminals. Specifically, new IoT applications in e.g., vehicular networks, industrial IoT may have distinctive QoS requirements on wireless networks, while they co-exist in a single system. How to provide services with such diversified QoS guarantees remains a critical challenge for future systems.

Most existing approaches to address diverse QoS requirements focus on network slicing techniques, whereas research on wireless multi-access protocol design is limited. The multiple access (MA) scheme has been the research focus of wireless access networks for decades; in fact, the main distinguishing technology advances of 1G to 4G have been known for their multi-access schemes—from time/frequency division multiple access (T/FDMA), code-DMA (CDMA) to orthogonal frequency-DMA (OFDMA). On the other hand, Wi-Fi networks implement carrier sensing multiple access (CSMA) schemes wherein a contention-based random access principle is adopted. With their each pros and cons, the MA schemes of the cellular system and Wi-Fi system are evolving to be more and more converged, that is, future cellular systems adopt random access schemes to reduce the initial access delay in massive IoT systems and Wi-Fi systems also use scheduled access in certain scenarios to mitigate congestions. Nonetheless, almost all of the MA schemes in the literature are designed throughput-oriented, and not suitable for a system with diversified QoS requirements from heterogeneous types of terminals.

In this paper, we generalize our previous work on age-of-information (AoI) optimization in multi-access networks to address the issue that how to deal with general, diversified QoS requirements. We develop a distributed policy learning based state-driven MA scheme wherein the QoS of terminals is optimized by defining the internal state of each terminal at every time slot and prioritizing the terminal with the most urgency in the MA process based on their individual internal states, i.e., inner-state-driven. Since the abstraction from internal state to transmission urgency cannot be exhaustively derived for each application, a distributed policy learning based approach is leveraged whereby each terminal learns its transmission policy (a generalized p-CSMA scheme with parameters to be learned) and carries it out in a decentralized manner, in order to avoid prohibitively high signaling overhead in massive IoT systems.

A. Related Work

Extensive work has been dedicated to optimizing different QoS objectives in wireless access networks for IoT applications. Aside from the conventional throughput QoS considera-
different QoS requirements. Many works have been proposed, most evidently in [8]. Other QoS metrics such as inter-delivery time [9] have also been discussed in cyber-physical systems. However, very few work has considered diversified QoS requirements.

This paper focuses on random access schemes, more specifically a generalized $p$-CSMA scheme is based upon. Conventional analysis and generalizations of CSMA schemes all focus on throughput optimization. Ref. [10] derived the optimal transmission probability in $p$-CSMA schemes given greedy sources. Considering realistic traffic patterns, authors in [11] proposed the queue-CSMA scheme which measures the transmission urgency of terminals by their queue lengths. For general QoS requirements, the transmission urgency is difficult to express explicitly, and hence we adopt a distributed policy learning approach [12] that can adapt to various QoS requirements automatically; as far as we know, this is the first work to do so.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The considered system model is shown in Fig. 1. There is an information fusion center, or cloud server, which is responsible for collecting information from heterogeneous terminals. The time is slotted and we assume the terminals are synchronized. Although synchronization is a critical issue in this setting, it is clearly out of the scope of the paper. The wireless access network is modeled by a multi-access channel, wherein the transmissions are subject to the protocol interference model, i.e., one transmission at a time. We assume reliable transmissions if no collision happens, although the learning-based approach can be easily generalized to unreliable transmissions. The transmission frame is structured as follows.

A data slot (with length $T_s$) is prefixed by several contention mini-slots (with length $\delta$). As in the $p$-CSMA scheme [10], terminal-$i$ transmit with a probability $p_i$ in each contention mini-slot; unlike the $p$-CSMA scheme but similar with the Q-CSMA scheme [11], the transmission probability $p_i$ is different among terminals, reflecting the transmission urgency. In the Q-CSMA scheme, $p_i$ is determined by the queue length of each terminal, which however only applies to throughput optimizations. After the contention period, the terminals that, based on their $p_i$, have won the contention transmit, subject to possible collisions. However, it is known that as long as the ratio $T_s/\delta$ is relatively large, the overhead of possible collisions and contention period is asymptotically approaching zero [10]. After the data slot, the receiver feeds back an ACK/NACK to let the terminals know whether their transmissions succeed.

Therefore, it is clear that the problem is how to select the transmission probability $p_i$ for each terminal such that the overall system performance is optimized. In addition, an important aspect is that each terminal should determine its transmission probability based solely on its own inner-state (defined later), i.e., making the scheduling implementation decentralized. This is especially important in future massive IoT systems, in order to avoid the prohibitive high signaling overhead otherwise.

III. INNER-STATE-DRIVEN RANDOM ACCESS FOR DIVERSIFIED QoS REQUIREMENTS

The decentralized selection of transmission probabilities is hence the problem of interest. For single QoS requirement, e.g., throughput and AoI optimization, this problem has been addressed separately; Ref. [3] derived Whittle’s index and mapped it to transmission probability based on a heuristic threshold-based policy for AoI optimization; Ref. [11] optimized throughput by designing a queue-based CSMA scheme based on the Glauber dynamics. However, there is significant difficulty in designing the random access scheme for diversified QoS requirements, due to the fact that it is almost impossible to theoretically derive the index-type transmission urgency indicator for each QoS requirement, and additionally it is unclear how to determine the transmission priority when different types of QoS are jointly considered.

For concreteness, we consider the following three types of QoS requirements in this paper, representing the typical application scenarios in future IoT systems. Note that more QoS types can be readily plugged into the learning-based approach.

1) AoI minimization for status update systems. The AoI is formally defined as

$$\text{AoI at time } t \triangleq t - \mu(t),$$

where $\mu(t)$ is the generation time of the most up-to-date packet at the receiver side until time $t$. AoI is particular useful to characterize the data freshness from a destination perspective, and hence useful in control systems wherein the control action stringently depends on timely status information from sensors, whose data are collected through a wireless network. At each terminal, the status generation is determined by the status variation, e.g., temperature variation, and a sampling scheme; in this work, we assume the status packets arrive randomly at the terminal. When a packet first arrives, its AoI is one and increases afterwards. We adopt the optimal packet management at terminal that only keeping the freshest packet [3]. The inner-state of terminal-$i$ for AoI optimization is defined as

$$S_{\text{AoI},i} = (a_i, h_i),$$

where $a_i$ is the age of packet at the terminal queue, and $h_i$ denotes the AoI at destination which the terminal knows by
keeping track of the receiver feedbacks. The AoI evolution can be formulated by
\[ h_i(t + 1) = h_i(t) + 1 - x_i(t)(h_i(t) - a_i(t)), \]
where the binary variable \( x_i(t) \) denotes whether the update is successful. The QoS objective for this kind of terminal is to minimize the long-time average AoI, which is defined as
\[ V_{\text{Ad}} \triangleq \lim_{\tau \to \infty} \sup_{\tau} \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{n=1}^{N} E[h_n(t)], \]

2) Inter-delivery time minimization with energy harvesting transmitters. In future IoT systems, it is envisioned that transmitters with energy harvesting capabilities are ubiquitous. This poses a challenge in the random access scheme design that not only the transmission urgency of each terminal should be considered as in the AoI minimization case, the transmission capability should also be taken into account. The energy harvesting transmitters are modeled by energy buffers with size of \( B \). The energy packets arrive randomly at the energy buffers, and each energy packet can provide the energy to transmit one data packet in one data slot; note that we have neglected the energy consumption of contention period in this work. The terminal cannot transmit when there is no packet in its energy buffer, and packet arrivals when the buffer is full are dropped due to battery capacity limitations. In addition, we consider in this case the inter-delivery time for the terminal, representing the time gap between successive packet deliveries, which is also equivalent to AoI with packet arrival rates of one. Based on the aforementioned energy harvesting transmitters and inter-delivery time consideration, the inner-state of terminal-\( i \) is defined as
\[ S_{\text{IDT-EH},i} = (d_i, e_i), \]
where \( d_i \) denotes the current time elapsed since the last packet delivery, and \( e_i \) denotes the energy buffer queue length. The inter-delivery time evolution is
\[ d_i(t + 1) = d_i(t) + 1 - x_i(t)d_i(t), \]
where the binary variable \( x_i(t) \) denotes whether the update is successful. The QoS objective is to minimize the average long-time average inter-delivery time with the energy constraint.

3) Throughput maximization. Finally, we also consider terminals with the objective to maximize their throughput. For these terminals the inner-state is the traditional queue length:
\[ S_{\text{R},i} = q_i, \]
and its evolution is formulated by
\[ q_i(t + 1) = \max(q_i(t) + a_i(t) - x_i(t), 0), \]
where \( a_i(t) \) is binary representing whether there is a packet arrival at time \( t \). It is well known that scheduling based on the queue length, i.e., the max-weight scheduling, is throughput optimal and therefore is used to consider throughput maximization.

Fig. 2. Framework of ISDA wherein the inner-state is mapped to transmission probability for each terminal.

A. Inner-State-Driven Random Access
The three types of QoS requirements described previously are not restrictive, and in general, as long as the inner-state of the terminal can be described as a real-valued vector, i.e.,
\[ \text{Inner state of terminal-}i \triangleq S_i \in S_i \]
as in [2][5][7], where \( S_i \) is the state space of terminal-\( i \), the following framework applies.

We describe the inner-state-driven random access (ISDA) framework in Fig. 2. For each terminal, its inner-state \( S_i \) is mapped to a transmission probability \( p_i \), where the mapping function is to be discussed in the next section. After each terminal decides its transmission probability thereby, a contention-based random access protocol is implemented; the frame structure is described in Section [4]. Only the packet from one terminal can be transmitted in each time slot, with probability of collision, to the information fusion center. The fusion center collects packets and feeds back evaluations of the mapping functions implemented at each terminal, and the terminals iteratively improve their respective mapping functions based on the feedback, supposing that the mapping functions are constructed in such a way that can be improved, such as a parameterized neural network.

The proposed ISDA framework has the advantage of self-optimizing networks, i.e., it can not only adapt to diversified QoS requirements given universal mapping functions construction which is discussed in the next section, it also adapts to environmental changes such as channel error changes or the dynamics of terminals, as long as the iterative improvements converge.

IV. DISTRIBUTED POLICY LEARNING BASED MAPPING FUNCTION OPTIMIZATION
The design of the inner-state to transmission probability mapping functions at terminals faces two critical challenges. First, diverse QoS and inner-state descriptions pose significant difficulty to derive the mapping functions explicitly for every scenario, and also quite challenging to be adaptive to environmental changes. Secondly, the transmission protocol should be carried out in a decentralized manner to save signaling overhead, thus making it challenging to optimize the mapping functions due to lack of state information of other terminals.
To tackle these challenges, we adopt a distributed policy learning based approach with infrequent feedback from the receiver as shown in Fig. 2. Before presenting the main algorithm, some preliminaries are formulated to better understand the problem. By leveraging the learning framework for the sake of better adaptiveness, the problem is, by nature, a reinforcement learning problem due to lack of supervised expert providing the optimal action; in particular, the problem can be seen as a partially observable identical payoff stochastic game (POIPSG) [14] which is used to model a problem wherein multiple agents learn simultaneously with a single objective and observations of only local state information. The notion of game represents the involvement of multiple agents, not necessarily meaning playing against each other.

For brevity, we neglect the details of denotations in POIPSG, and simply denote the entire state as \((S_1, S_2, \cdots, S_N)\) and the observation for terminal-\(i\) is \(S_i\); the action of each terminal is whether to transmit, i.e., \(a_i \in A = \{0, 1\}\), with the transmission probability \(p_i\); we further denote \(T : S_1 \times \cdots \times S_N \times \mathcal{A}^N \rightarrow \mathcal{P}(S_1 \times \cdots \times S_N)\) as the system transition mapping. The reward for each terminal can only be observable at the receiver side and hence is decided by the receiver subject to certain credit assignment algorithm; this is different with traditional POIPSG settings wherein the reward signal is assumed to be known to all agents, thus posing a challenge which is to be addressed in this section later. The objective is set to optimize the weighted average QoS objectives of all the terminals, i.e.,

\[
\bar{V} = \sum_{n=1}^{N} \omega_n \bar{V}_{QoS,n},
\]

where \(\omega_n\) is the weight, and \(\bar{V}_{QoS,n}\) denotes the QoS objective function of terminal-\(n\), e.g., in [4]. We consider the set of stochastic reactive policies wherein the action of the terminal only depends on the current inner-state, and the dependence can be probabilistic.

In general, there are two categories of reinforcement learning algorithms, i.e., policy optimization methods, e.g., cross-entropy methods and policy gradient methods, and value-function based methods, e.g., Q-learning and SARSA methods [15]. It is well known that, although value-function based methods achieved some tremendous results for completely observable case, they are problematic when applied to partially observable problems, as in our considered problem, due to the fact that the value functions are insufficient to describe the value of each state given partially observable states. In this regard, we adopt a policy optimization method, in particular a cross-entropy based approach [15], to accomplish the task. The detailed algorithm is described as follows.

### A. Episodic Setting

An episodic setting is considered to facilitate the interaction between terminals and the receiver, which will be discussed in the following subsections. Each episode lasts \(T_{\text{epi}}\) data slots. The receiver maintains the records of the weighted QoS metric \(\bar{V}\) of each episode. After \(M_{\text{fb}}\) episodes, the receiver evaluates the terminals’ policies by collecting the episodic QoS metrics during the \(M_{\text{fb}}\) episodes, and feeds back policy improvement directions to each terminal, wherein the detailed feedback information is given in the following subsections. We denote the \(t\)-th episode \((1 \leq t \leq T_{\text{epi}})\) in the \(m\)-th evaluation iteration \((1 \leq m \leq M_{\text{fb}})\) in the subscript of all denotations.

#### B. Feedback from Receiver

The receiver should send feedback to terminals to reflect the evaluations of their policies. In this work, we adopt the cross-entropy method whereby the receiver obtains the transmissions of \(M_{\text{fb}}\) episodes and selects the best \([\rho M_{\text{fb}}]\) episodes, where \(\rho\) is a hyper-parameter denoting the selection ratio. Then the receiver feeds back the index set of the selected episodes, which is denoted by \(I_m\).

**Remark 1:** Note that the overall performance of all terminals is selected as the evaluation metric by our design. An alternative is to use the performance (AoI, queue length and etc.) of each terminal to evaluate them respectively, making the problem a multi-agent stochastic game with conflicting goals. Usually that would result in divergence and hence a common goal is selected. However, the proposed approach with a common goal faces the problem of credit assignment among terminals, which is identified as the main problem for multi-agent learning. We have not addressed this problem completely and the current approach seems to work in the considered scenario.

#### C. Action Selection at Terminals

We adopt neural networks (NNs) as approximation function mappings from terminal inner-states, e.g., \(S_i\) as input, to actions. The output of the NN for terminal-\(i\) is the transmission probability of terminal-\(i\) in the contention period. Denote the parameter vector of the NN for terminal-\(i\) as \(w_i\) with length \(L_i\). In the \(t\)-th episode, \(w_{i,t,m}\) is generated by drawing a sample from a Gaussian distribution \(w_{i,t,m} \sim N(\mu_{i,t,m}, \Sigma_{i,t,m})\), where \(\Sigma_{i,t,m} = \text{diag}(\sigma_{i,t,m,1}^2, \ldots, \sigma_{i,t,m,L_i}^2)\). The policy in the \(t\)-th episode is determined by using \(w_{i,t,m}\). In the next episode \((t + 1)\) of the same evaluation iteration, the parameters are re-drawn from the same distribution.

After obtaining the feedback from the receiver, each terminal updates its NN parameters generating distributions by

\[
\mu_{t,m+1} = \frac{\sum_{t \in I_m} w_{i,t,m}}{|I_m|},
\]

where \(|·|\) denotes the cardinality of the set, and

\[
\sigma_{i,t,m+1}^2 = \frac{\sum_{t \in I_m} (w_{i,t,m} - \mu_{t,m+1})^T (w_{i,t,m} - \mu_{t,m+1})}{|I_m|}.
\]

In other words, a Gaussian distribution is fit to the selected episode and is used to generate NN parameters in the next evaluation iteration.
Fig. 3. The AoI comparisons between ISDA and pure-CSMA in the 3-terminal case.

Fig. 4. The queue-length comparisons between ISDA and pure-CSMA in the 3-terminal case.

Fig. 5. The inter-delivery time comparisons between ISDA and pure-CSMA in the 3-terminal case.

Table I

| T | Aq | Iq |
|---|---|---|
| Pure-CSMA | 26.9 ms | 2.28 ms | 15.5 ms |
| ISDA | 20.1 ms | 1.41 ms | 12.6 ms |

V. Experiments

We test our proposed ISDA framework by a computer simulation, with a simplified system setting wherein 3 terminals are considered. The first one is to optimize its AoI with status packets arriving based on a discrete Bernoulli process with mean rate of 0.1 packets/ms; the optimal packet management for AoI optimization is considered wherein older packets are dropped whenever there is a new packet arrival. The second is a video streaming terminal whose packets arrive based on a discrete Bernoulli process with mean rate of 0.1 packets/ms and they are served by a first-come-first-served (FCFS) discipline; the performance metric is the average queue length, which corresponds to the average queuing delay based on Little’s Theorem, and more importantly, it is well-known that queue-weighted scheduling optimizes throughput [13]. The third is an energy harvesting terminal that tries to minimize its inter-delivery time; the energy buffer size is assumed to be one and the energy arrivals obey a discrete Bernoulli process with arrival rate 0.2 packets/ms.

The duration of a data slot is assumed to be $T_s = 1$ ms, in line with the current LTE subframe length. Each contention mini-slot is assumed to be $\delta = 0.25$ ms. In the cross-entropy based ISDA scheme, the NN consists of one hidden layer with 5 neurons; the activation function of the hidden layer is ReLu, and that of the output layer is Softmax. The number of data slots in each episode is set to be $T_{ep} = 100$, and the number of episodes for evaluation at the receiver is $M_{fb} = 100$. We select the best $10\%$ episodes for feedback, i.e., $\rho = 0.1$. In addition, we adopt the cross-entropy method with decreasing noise which is a well-known method to avoid premature convergence to a sub-optimum, that is, the noise variance of the generating Gaussian distribution is re-written as

$$
\sigma^2_{t,m+1} = \sum_{t \in I_m} (w_{i,t,m} - \mu_{t,m+1})^T (w_{i,t,m} - \mu_{t,m+1}) \frac{|I_m|}{z_{m+1}}
$$

where $z_{m+1} = z_0/(m+1)$, and $z_0$ is an initial noise variance. We set the terminal weights as $\omega_1 = \omega_2 = \omega_3 = 1$.

In Fig. 5, we compare our proposed ISDA framework with the pure-CSMA scheme. In pure-CSMA scheme, every terminal gets equal probability to transmit, regardless of their inner-state variation. The time-average performance after ISDA converges is shown in Table 1. It is observed that the performances of all terminals with different QoS requirements can be improved by ISDA, due to the fact that ISDA takes advantage of the inner-states of each terminal. In the figures, it is also observed that the convergence time is about 200 s; this is reasonably acceptable when the terminals in IoT systems...
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**Fig. 6. The AoI comparisons between ISDA and the (near-)optimal solution in the 3-terminal case.**

are relatively static, and hence it is affordable for the network to take several minutes to self-optimize.

### A. Comparisons with Near-Optimal Solution

In general scenarios, there is no known optimal solution. However, it is important to understand the extend of sub-

![Image of AoI comparisons between ISDA and the (near-)optimal solution in the 3-terminal case.](image.png)

optimality of our proposed ISDA, and thus we consider a scenario wherein 3 terminals all try to optimize their AoI. The reason we adopt this scenario is that in our previous work [3], we have theoretically derived the (near)-optimal random access scheme in this setting based on the Whittle’s index approach. In particular, the Whittle’s index is given by

$$m(a_n, b_n, \lambda_n) = \frac{1}{2} x_n^2 + \left( \frac{1}{a_n} - \frac{1}{b_n} \right) x_n, \text{ if } b_n > \frac{\lambda_n}{2} (a_n^2 - a_n) + a_n; \text{ and } b_n = \frac{\lambda_n}{2} (a_n^2 - a_n) + a_n$$

otherwise, where $x_n \triangleq b_n + \frac{\lambda_n (a_n^2 - a_n)}{b_n - a_n}$, the age of the packet at buffer of terminal-$n$ is denoted by $a_n$, the current AoI of terminal-$n$ is denoted by $b_n$, and $b_n \triangleq b_n - a_n$, the packet arrival probability is $\lambda_n$. It is well-known that the Whittle’s index approach is asymptotically optimal. The transmission probability is chosen by mapping the index to a scalar value based on a threshold-based function mapping. It is observed from Fig. 6 that the ISDA performance is close to the optimum achieved by [3] after convergence. Also the convergence time is much smaller compared with the previous case with heterogeneous types of terminals.

## VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose an inner-state driven random access framework for future wireless access networks with heterogeneous QoS requirements. Based on distributed policy learning, in particular a cross-entropy based approach, the transmission opportunity is scheduled among terminals by mapping the inner-states of each terminal to a transmission probability and letting them participate in the random access contention. Experiment results show that, in a simplified case with 3 heterogeneous terminals, the QoS of all terminals can be improved simultaneously by ISDA compared to conventional CSMA schemes. Furthermore, by comparing with our previous work, it is shown that ISDA performs close to optimum when only AoI is considered.

The ISDA framework is very versatile in the sense that it is applicable as long as the state of each terminal can be described by a real-valued vector. However, we note that there are several open issues that need to be addressed in future work. The policy optimization method needs further improvement, regarding convergence rate and performance. The scalability problem is also significant considering the application scenarios.
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