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Abstract

A spectral wall is a surface in a moduli space of classically BPS solitons where an internal excitation crosses the continuum mass threshold. It has recently been shown that spectral walls in classical field theory repel solitons whose corresponding internal excitations are excited. We investigate, for the first time, the fate of spectral walls in a quantum theory, calculating the instantaneous acceleration of a wave packet of classically BPS antikinks in the presence of an impurity. We find that, in the quantum theory, the antikinks are repelled even when the bound mode is not excited. Perhaps due to this repulsive force, the dramatic classical effects of the spectral wall are not seen in our quantum calculation.

1 Introduction

Topological solitons are stable, localized, particle-like solutions of nonlinear partial differential equations which carry a quantized amount of the pertinent topological charge. In $(1+1)D$ the best studied solitons are kinks. The first modern study of kinks as solitons was done in the sine-Gordon model by Skyrme and Perring, as a toy model of the eponymous $(3+1)D$ Skyrme model [1]. Since then, kinks have served as a simple tool to study difficult problems in solitonic systems. Even in these simple kink systems, highly complicated classical dynamics has been seen [2, 3, 4]. For instance, kinks and antikinks can either annihilate or separate after colliding. These two possibilities form a fascinating fractal pattern depending on the parameters (e.g., velocity) of the initially colliding solitons [5, 6, 7]. This phenomena has only recently been understood in an effective collective coordinate approximation [8].

Recently, an intriguing phenomenon called a spectral wall has been discovered [9]. It affects the dynamics of solitons in BPS theories, where classically there is no force between static solitons (or between a soliton and an impurity). In these rather rare and important models, topological solitons can be placed at any distance from each other [10, 11, 12]. This leads to a nontrivial moduli space of the energetically equivalent solutions whose lowest order dynamics can be accurately described in terms of geodesic flow on the canonical moduli space [13, 14]. However, even though the classical solutions possess the same energy, the spectrum of their small perturbations can differ. That is to say that, depending on the mutual distance between the kink and impurity, the structure of the normal modes changes. At a given distance one of the massive bound modes can reach the mass threshold, at which the continuous spectrum begins, where it transmutes into a non-normalizable threshold mode [9]. We call this point the spectral wall. Importantly, this mode
transmutation acts as an obstacle in the solitonic dynamics [9]. At the spectral wall the soliton can: form a stationary state, be reflected or pass through the spectral wall with a temporal distortion. The outcome depends on the value of the amplitude of the mode which enters the continuum. In any case, the spectral wall seems to play a critical role in the dynamics of excited BPS solitons. This new dynamical phenomena should be a generic feature of soliton dynamics but was first discovered using kinks.

Kink systems are also a fertile place to study quantum corrections to solitons, which have proven immensely difficult to calculate in more than one dimension. Over the years, many techniques have been introduced to calculate one-loop corrections to kinks, beginning with the semiclassical approach of Ref. [15]. At one loop, kinks are described by a free theory and so the dynamics becomes more rich at two loops [16]. The multiloop dynamics is usually treated using the collective coordinate approach of Ref. [17]. This approach is very powerful, but requires a nonlinear canonical transformation which is so complicated that it has hindered progress in the field.

In Ref. [18], a much more economical approach to multiloop calculations has been introduced, building upon the manifestly finite, Hamiltonian, one-loop approach of Refs. [19, 20]. In this approach, the quantum field is expanded about a classical solution at a fixed base point in moduli space. Besides being manifestly UV finite, the main advantage is that the treatment is fully linear, allowing access to problems [21, 22] which would be prohibitively difficult with traditional methods. The limitation is that it can only treat kinks near a base point, which is arbitrary but fixed in each calculation. Thus instantaneous accelerations can be computed, but following the motion of a kink over a macroscopic distance would require a gluing of results obtained at distinct base points.

In this paper we use this new approach to loop calculations to investigate the fate of spectral walls when one-loop quantum corrections are taken into account. Looking from a wider perspective we also want to understand the consequences, if any, of a transition of a normal mode to the continuum spectrum in the quantum version of a BPS theory. We use the formalism of Refs. [18, 20]. After introducing our model in Sec. 2, the generalization of this formalism to theories with impurities is introduced in Sec. 3, where it is applied to compute one-loop corrections to kink energies. Unlike previous applications of this formalism, due to the lack of translation invariance in this model, it is essential that kinks are treated properly as wave packets, as is described in Sec. 4. Finally these results are assembled in Sec. 5 to describe the quantum dynamics of kinks in these theories, culminating in the calculation of the instantaneous acceleration caused by the impurity.

2 The BPS Kink-Impurity Model

In this section we will introduce the simplest field theoretical model which admits spectral walls [9]. However, we underline that this phenomenon occurs in a large variety of field theories including ones with no impurity.

2.1 The BPS solutions

Let us begin with the standard scalar field model in (1+1) dimensions with at least a double vacuum potential $V(\phi)$

$$L = \int_{-\infty}^{\infty} \left( \frac{1}{2} (\partial_{\mu} \phi)^2 - V(\phi) \right) dx.$$  

(2.1)
The BPS sector of the classical theory consists of field configurations which satisfy one of the two static Bogomolny equations

\[
\frac{d\phi}{dx} = \pm \sqrt{2V}.
\]  

(2.2)

Generally, these equations admit solutions with topological charge \(\pm 1\) called (anti)kinks which we denote \(\Phi(x)\). These are the lowest energy field configurations with topological charge \(\pm 1\). By studying the field structure or the energy density of the (anti)kink, we can associate a position \(x_0 \in \mathbb{R}\) to any solution \(\Phi_{x_0}(x)\). In the numerical calculations below we define the \(x_0\) label of each solution to be the unique zero of that solution

\[
\Phi_{x_0}(x_0) = 0
\]  

(2.3)

and we will always choose parameters such that there is only one zero. Due to the translation invariance of the Lagrangian (2.1) we can shift the position of the (anti)kink by applying the transformation

\[
\Phi_{x_0}(x) \to \Phi_{x_0+c}(x) = \Phi_{x_0}(x - c).
\]  

(2.4)

Hence, there is a one dimensional moduli space of energetically equivalent BPS solutions. There are also trivial solutions to (2.2), the topologically trivial vacua.

Typically the addition of an impurity \(\sigma(x)\), i.e. a background, non-dynamical field, introduces an interaction in the single soliton sector. This means that there is a static force between the (anti)kink and impurity. As a consequence, there is a preferred position of the soliton with respect to the impurity where the energy takes its minimal value. Hence, the symmetry (2.4) is broken and the BPS sector trivializes to only one (or perhaps a finite number of) solutions. This resembles the case of a kink-antikink pair, which is typically not a member of any BPS sector as it does not solve any static Bogomolny equation. As a result, kinks and antikinks feel a mutual static force.

It has recently been demonstrated that it is possible to couple a scalar field to an impurity in a BPS-preserving manner [9, 23]. This works for Lagrangians of the form

\[
L = \int_{-\infty}^{\infty} \left( \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi, x) + \sqrt{2} \phi \partial_x \sigma(x) \right) dx,
\]  

(2.5)

where

\[
V(\phi, x) = (W(\phi) + \sigma(x))^2
\]  

(2.6)

is the impurity-deformed potential. For other possibilities see [24, 25, 26, 27]. Then, although (2.4) remains broken, there is nonetheless one Bogomolny equation

\[
\frac{d\phi}{dx} = -\sqrt{2}(W(\phi) + \sigma(x)),
\]  

(2.7)

which admits infinitely many, energetically equivalent solitonic (here, antikink) solutions, \(\Phi_{x_0}(x)\), parametrized again by the continuous real parameter \(x_0\), which can be interpreted as the position of the antikink. Since all solutions have the same energy, there is no static force between the antikink and the impurity. The two can be located any distance from each other. It is straightforward to show that solutions of the Bogomolny equation obey the full Euler-Lagrange equation of motion arising from (2.1).

For an explicit example, consider the Lagrangian

\[
L = \int_{-\infty}^{\infty} \left( \frac{1}{2} (\partial_\mu \phi)^2 - \frac{m^2}{4\lambda} (W(\phi) + \sigma)^2 + \frac{m}{\sqrt{2\lambda}} \phi \partial_x \sigma(x) \right) dx,
\]  

(2.8)
with
\[ W(\phi) = \frac{(1 - \lambda \phi^2)}{\sqrt{2}}, \quad \sigma(x) = \alpha \text{sech}^2(l x) \] (2.9)
which is a BPS-impurity deformation of the $\phi^4$ model.

Note that $\lambda^{-1}$ has dimensions of action, and so $\hbar \lambda$ is the dimensionless constant. A power series expansion in this parameter can be interpreted as a semiclassical expansion in $\hbar$ or a perturbative expansion in $\lambda$. In the presence of an impurity there are other dimensionless quantities, such as $m/l$ and $\alpha$ which will play important roles below.

Specifically, in our numerical computations the parameters take the values $m = 2$, $\lambda = l = 1$ and $\alpha = 0.3$ or $\alpha = 3.0$. Then, the BPS antikink solution has the classical energy $Q_0 = 4/3$. We plot the BPS solutions in Fig. 1. Note that, although the basic translation symmetry (2.4) is broken, we still label the solutions by $x_0$ and interpret this as the position of the antikink. When the antikink center is far from the impurity, the configuration looks like an antikink-without-impurity superposed with the vacuum solution near the impurity. Near the impurity, the antikink is deformed.

Figure 1: Antikinks $\Phi_{x_0}(x)$ at $\alpha$ equal to 0.3 (left) and 3.0 (right) for several values of $x_0$.

The one-parameter family of energetically equivalent antikink-impurity solutions $\Phi_{x_0}(x)$ forms the canonical moduli space, which describes the simplest dynamics of an antikink passing through the impurity. Concretely, the static BPS solutions $\Phi_{x_0}(x)$ are inserted into the original Lagrangian with the modulus $x_0$ promoted to a time dependent variable. Then, we arrive at the following collective coordinate model
\[ L(x_0) = \frac{1}{2} M(x_0) \dot{x}_0^2, \] (2.10)
where the dot denotes the time derivative and $M(x_0)$ is the metric on a 1-dimensional moduli space
\[ M(x_0) = \int_{-\infty}^{\infty} (\partial_{x_0} \Phi_{x_0}(x))^2 dx. \] (2.11)
This function can also be interpreted as a generalized mass of the soliton, which changes in the vicinity of the impurity. Asymptotically, as $x_0 \to \pm \infty$, it tends to the mass of the soliton in the $\phi^4$ model
\[ M_0 = \frac{m}{\sqrt{\lambda}} \int_{-1}^{1} d\phi W(\phi) = \frac{2}{3} m \] (2.12)
which, for our choice of parameters, is $M_0 = 4/3$ and equals the energy of the soliton $Q_0 = M_0$. More generally, due to the presence of the impurity, $M(x_0) \neq Q_0$. In this approximation, $x_0$ is the kinetic degree
of freedom of the BPS antikink. The resulting time dependence of $x_0$ models the collision of the antikink with the impurity very well, provided no internal modes are excited and the initial velocity is small, $v \ll 1$ \cite{23}.

The Bogomolny equation also supports two topologically trivial solutions, i.e., vacua with vanishing classical energy $Q_0 = 0$. For the assumed impurity they are isolated solutions, which do not span any nontrivial moduli space. Formally, the vacuum moduli space is just a point in each vacuum sector.

### 2.2 The Mode Structure

A soliton can also store energy in internal degrees of freedom, which are typically identified with the massive normal modes that arise in the linear perturbation theory. Concretely, we perturb the static BPS solutions, $\Phi(x)$, which include both antikink and topologically trivial states, by a small perturbation

$$\phi(x, t) = \Phi_{x_0}(x) + e^{-i\omega t}g(x)$$

which, when inserted into the equation of motion, leads to the small mode equation

$$0 = \left(\omega^2 - V^{(2)}(\Phi(x), x)\right)g(x) + \partial^2_x g(x)$$

where we have defined

$$V^{(n)}(\Phi(x), x) = \frac{\delta^n}{(\delta \phi(x))^n} V(\phi(x), x)|_{\phi(x) = \Phi(x)}.$$\quad(2.15)

Assuming that $\omega \in \mathbb{R}$ and imposing a normalization condition on the mode (wave) function $g$ leads to three possibilities. First of all, there can be a solution with zero frequency referred to as the zero mode. This solution exists when there is a continuous family of energetically equivalent solutions, for example the BPS antikink solutions $\Phi_{x_0}(x)$. Hence, the zero mode is intimately related to a nontrivial moduli space. Furthermore, its excitation corresponds to a kinetic motion of the soliton. In our case, the zero mode is just

$$g_B = \frac{1}{\sqrt{M(x_0)}} \partial_{x_0} \Phi_{x_0}(x),$$ \quad(2.16)

which obeys the normalization condition

$$\int dx g_B^2(x) = 1.$$ \quad(2.17)

The vacuum solutions do not support any zero modes as the moduli space is discrete.

In addition there may be a set of discrete massive (bound) modes, which we call shape modes $g_S(x)$ with $0 < \omega_S < m$, where $m^2$ is the mass threshold defined as the asymptotic value of $V^{(2)}(\Phi(x), x)$ at $x = \pm\infty$ \footnote{If these asymptotic values are not equal, the one-loop vacuum energies will differ on the two sides of the kink \cite{28}. As a result the kink, being a wall separating the true and false vacua, will accelerate \cite{29, 30} and so its mass is difficult to define.}.

Here $g_S(x)$ is real and fulfills the same normalization as the zero mode (2.17).

Finally, there are also continuum solutions at each $\omega \geq m$, describing radiation. For each $\omega > m$, let $k = \sqrt{\omega^2 - m^2} > 0$. There are two real, linearly independent solutions at each frequency $\omega_k$. At large $|x|$ or $|k|$ these tend to sine-waves of wave number $k$. Let the $\psi_1(x)$ and $\psi_2(x)$ be an orthonormal basis of the space of real frequency $\omega_k$ solutions, chosen to have amplitude 1 at $x \to \pm\infty$. Then define

$$g_{\pm k}(x) = \psi_1(x) \pm i\psi_2(x).$$\quad(2.18)
These will also be orthonormal and satisfy the normalization condition

\[ \int dx g^*_k(x) g_{k_2}(x) = 2\pi \delta(k_1 - k_2). \] (2.19)

The space of linear perturbations is even richer if the normalization condition or the \( \omega \in \mathbb{R} \) condition is relaxed. There is a non-normalizable threshold mode with \( \omega = m \), whose wave function approaches a constant asymptotically. There may also be antibound modes, which are non-normalizable modes with purely real frequency and an exponentially growing wave function at spatial infinity. Finally, there can be genuine quasi-normal modes (resonances) which are solutions of the linear mode equation with complex frequencies \( \Omega = \omega + i\Gamma \) and purely out-going boundary conditions

\[ \lim_{x \to -\infty} \partial_x \text{Arg}(g(x)) > 0 > \lim_{x \to +\infty} \partial_x \text{Arg}(g(x)). \] (2.20)

Physically, \( \Gamma \) encodes information about the decay of this mode. All these modes may actively participate in the dynamics of kinks.

Equation (2.14) is a special case of the Sturm-Liouville equation. Therefore, on any finite interval, the normal modes are a basis of the space of functions. We are interested in the entire real line, not a finite interval. Here the space of normal modes \( g_B(x), g_S(x) \) and \( g_k(x) \) is a basis of all \( \delta \)-function normalizable functions. Quasi-normal modes are not in this space. The corresponding completeness relation is

\[ g_B(x)g_B(y) + g_S(x)g_S(y) + \int dk g^*_k(x)g_k(y) = \delta(x - y). \] (2.21)

Note that if there are multiple shape modes \( S_i \), one should simply sum over them \( \sum_i g_{S_i}(x)g_{S_i}(y) \). Similarly, if there are no zero modes or shape modes, the corresponding term should be omitted from the sum.

An important feature of the BPS-impurity model is that, although the BPS solutions \( \Phi_{x_0}(x) \) are energetically equivalent, they do not have the same spectrum of linear perturbations. Indeed, the structure of the linear modes depends on the parameter \( x_0 \), which characterizes the soliton-impurity distance. This property occurs in more complicated BPS systems, e.g., multi-scalar BPS models and vortices in the Abelian Higgs model at critical coupling. However, the BPS-impurity systems are the simplest field theoretical set-ups with a flow of the spectral structure. In Fig. 2, left panel, we plot the normal mode structure for our example (2.8)-(2.9). If the impurity is small, \( \alpha = 0.3 \), the frequency of the unique shape mode is only moderately changed as the antikink approaches the impurity. On the other hand, for a stronger impurity, \( \alpha = 3 \), there is a dramatic change in the spectral structure at \( |x_0| = x_{sw} = 1.650231 \). When \( |x_0| < x_{sw} \) there is no shape normal mode in the spectrum. The point \( x_{sw} \) defines the position of the spectral wall, a phenomenon which we explain below.

A detailed study reveals a rather involved mode structure as we pass through the spectral wall, shown in Fig. 2, right panel. We see the following behavior: at the spectral wall the shape mode becomes a non-normalizable threshold mode with frequency \( \omega = 2 \). As \( |x_0| \) decreases, it transmutes into an antibound mode. There is another antibound mode with lower frequency, which also exists in the region outside the spectral wall \( |x_0| > x_{sw} \). As \( x_0 \) further decreases the antibound modes meet and combine into a quasi-normal mode. Now, both \( \omega \) and \( \Gamma \) grow as \( |x_0| \) decreases. Our detailed analysis goes beyond the initial study of this model in [9].
Figure 2: The structure of normal modes in the BPS impurity kink model (2.8)-(2.9) for the BPS antikink solution $\Phi_{x_0}(x)$. Left: Change of the frequency of the normal modes for two values of impurity strength as a function of modulus $x_0$. There is always a zero mode, while the shape mode may reach the mass threshold, $\omega^2 = 4$, above which the continuum spectrum of scattering modes (radiation) begins. Right: The linear modes in the vicinity of the spectral wall for $\alpha = 3.0$.

Figure 3: Classical dynamical evolution of $x_0$, the position of the antikink, with an impurity near the critical normal mode excitation $A_{crit}$ for $\alpha = 3$ (left) and $\alpha = 0.3$ (right). A spectral wall only exists for the $\alpha = 3$ system. The dynamics is heavily influenced by the spectral wall at $x_{sw} = 1.65$ (dotted line, left).
2.3 The Spectral Wall

The fact that a shape mode reaches the mass threshold is not only a mathematical peculiarity of the model but has a profound effect on the dynamics of the BPS antikink, known as the spectral wall phenomenon [9]. The transition of the shape mode creates an obstacle to an excited soliton’s motion at \( x_{sw} \). This is seen in Fig. 3 where the dynamics of an excited antikink for \( \alpha = 3 \) (when a spectral wall exists, left panel), and \( \alpha = 0.3 \) (when there’s no spectral wall, right panel) is presented. Strictly speaking, if the amplitude of the shape mode is excited at the critical amplitude, \( A = A_{crit} \) then the antikink forms a stationary, arbitrary long lived state at \( x_0 = x_{sw} \). If \( A < A_{crit} \), it passes the spectral wall and its motion is less and less affected as the amplitude decreases. If \( A > A_{crit} \), the soliton is reflected and the reflection point occurs sooner, i.e., at bigger distance, as the amplitude grows. This behavior was also observed in a BPS two-scalar field model [31] and is expected in any BPS system provided there is a mode crossing the mass threshold, e.g., [32]-[37].

The spectral wall can be studied in an extended version of the moduli space approximation where, together with the BPS solutions, shape modes are included. This is sometimes referred as a vibrational moduli space and it describes the motion of a soliton where both kinetic (zero modes) as well as internal (shape modes) degrees of freedom are taken into account. The resulting vibrational moduli space has an essential singularity at the location of the spectral wall, reflecting the transmutation of the shape mode into a non-normalizable threshold mode.

In the subsequent sections we will study one-loop quantum corrections to the BPS-impurity model, hoping to understand the quantum spectral wall phenomenon. As the transition of a normal mode to the continuous spectrum has a rather big impact on classical soliton dynamics, one may hope to see such an impact on the quantum dynamics too.

3 One-Loop Corrections to the BPS Antikink-Impurity Bound State

To calculate the one-loop correction to the antikink, we will need to generalize the formalism developed in Ref. [18]. This is because our system does not have simple translation invariance and the small-fluctuation potential is not symmetric in \( x \). We will deal with these technical issues in Subsects. 3.1-3.5 before applying the formalism to the antikink-impurity model in Subsec. 3.6.

3.1 The Kink Hamiltonian

Let us start with the Hamiltonian of the BPS-impurity model (2.1), with an arbitrary (two vacuum) \( W \) and impurity \( \sigma(x) \)

\[
H = \int dx : H(x) : \quad H(x) = \frac{1}{2} \left[ \pi^2(x) + (\partial_x \phi(x))^2 \right] + V(\phi, x) - \sqrt{2} \phi(x) \partial_x \sigma(x)
\]  

(3.1)

where \( \pi(x) \) is the conjugate momentum, and the plane-wave normal-ordering \( :a_\gamma : \) will be defined in Subsec. 3.2. Choose any time-independent classical solution \( \phi(x) = \Phi(x) \) of the static equation of motion

\[
\partial_x^2 \Phi(x) = V^{(1)}(\Phi(x), x) - \sqrt{2} \partial_x \sigma(x).
\]  

(3.2)

Let us define the unitary displacement operator

\[
D_{\phi} = \exp \left( -i \int dx \Phi(x) \pi(x) \right)
\]  

(3.3)
and the similarity-transformed Hamiltonian

\[ H' = \mathcal{D}_\Phi^\dagger H \mathcal{D}_\Phi. \]  \hspace{1cm} (3.4)

We will see that perturbation theory using \( H' \) can be used to build the Fock space of perturbative excitations above the ground state of the sector of the quantum field theory corresponding to the classical solution \( \Phi(x) \). We refer to the space of such states as the \( \Phi(x) \)-sector. Following the usual convention, we will refer to \( H' \) as the \textit{kink Hamiltonian} because we will usually be interested in the case in which \( \Phi(x) \) is a BPS antikink solution \( \Phi_{x_0}(x) \), and so \( H' \) will be used to construct antikink sector states. However in Appendix C we will apply this formalism to the case when \( \Phi(x) \) is a topologically trivial solution, in which case \( H' \) can be used to construct vacuum sector states.

The similarity transformation (3.4) commutes with any normal ordering prescription [20]. As \( H \) and \( H' \) are similar, they have the same spectra. Therefore for every eigenvector \( |\Psi\rangle \) of \( H \) with energy \( E \), \( \mathcal{D}_\Phi^\dagger |\Psi\rangle \) is an eigenvector of \( H' \) with the same energy

\[ H'\mathcal{D}_\Phi^\dagger |\Psi\rangle = E\mathcal{D}_\Phi^\dagger |\Psi\rangle. \]  \hspace{1cm} (3.5)

In other words, the energy \( E \) is an eigenvalue of both \( H' \) or \( H \), and so it may be obtained by solving the eigenvalue problem for either operator. The reason that one introduces a kink Hamiltonian \( H' \) is that its eigenvectors corresponding to \( \Phi(x) \)-sector states, and their eigenvalues, can be obtained in perturbation theory.

This situation can be summarized as follows. The theory is defined by a Hamiltonian \( H \) and a Hilbert space of states. Finding (anti)kink states directly in this space would be a difficult, nonperturbative problem. Thus one first transforms the Hilbert space using the unitary operator \( \mathcal{D}_\Phi^\dagger \), where \( \Phi(x) \) is the classical solution corresponding to the sector of interest. Intuitively, this removes the classical part from the field \( \phi(x) \), leaving only the quantum fluctuations \( \phi(x) - \Phi(x) \). Then one diagonalizes \( H' \) perturbatively, which yields the Fock space of \( \Phi \)-sector states. Finally, to obtain the corresponding states in the original Hilbert space, one acts with \( \mathcal{D}_\Phi \).

Now, we expand

\[ H' = \sum_{j=0} H'_j, \quad H'_j = \int dx H_j(x) \]  \hspace{1cm} (3.6)

where \( H_j(x) \) contains all terms of order \( j \) in the fluctuations when normal-ordered using \( ::_a \). The first term \( H'_0 \) is just the classical energy \( Q_0 \) of the solution \( \Phi(x) \). The tree-level tadpole \( H'_1 \) vanishes by the classical equations of motion

\[ H_1(x) = \left[ -\partial^2 \Phi(x) + V^{(1)}(\Phi(x), x) - \sqrt{2}\partial_x \sigma(x) \right] \phi(x) = 0. \]  \hspace{1cm} (3.7)

The next contribution yields the one-loop quantum correction to the energy of the \( \Phi(x) \)-sector ground state. It is determined by the free Hamiltonian \( H'_2 \), according to the dimensional analysis of Ref. [15]. The free Hamiltonian density is

\[ H_2(x) = \frac{1}{2} : \left[ \pi^2(x) + (\partial_x \phi(x))^2 + V^{(2)}(\Phi(x), x)\phi^2(x) \right] :_a, \]  \hspace{1cm} (3.8)

which leads to the equation (2.14) satisfied by small fluctuations (linear modes).
3.2 From Plane-Wave to Normal-Mode Normal-Ordering

We will work in the Schrödinger picture, so that the fields \( \phi(x) \) and \( \pi(x) \) are independent of time and satisfy the canonical commutation relations
\[
[\phi(x), \pi(y)] = i\delta(x - y).
\] (3.9)
Together the operators \( \phi(x) \) and \( \pi(x) \) generate the operator algebra of a scalar theory. We will need several different bases of this algebra. A decomposition in terms of plane waves yields the basis
\[
\phi_p = \int dx \phi(x)e^{ipx}, \quad \pi_p = \int dx \pi(x)e^{ipx}
\] (3.10)
while a decomposition in normal modes yields
\[
\phi_k = \int dx \phi(x)g_k^*(x), \quad \pi_k = \int dx \pi(x)g_k^*(x)
\] (3.11)
where \( k \) runs over all real numbers representing continuum states as well as the discrete values \( S \) representing shape modes. For the zero-mode we will use the standard notation
\[
\phi_0 = \int dx \phi(x)g_B^*(x), \quad \pi_0 = \int dx \pi(x)g_B^*(x).
\] (3.12)
These bases can be distinguished because we will always use \( p \) and \( q \) to label plane waves and \( k \) to label normal modes. The commutation relations (3.9) imply the relations
\[
[\phi_p, \pi_q] = 2\pi i\delta(p - q), \quad [\phi_k_1, \pi_k_2] = 2\pi i\delta(k_1 + k_2), \quad [\phi_I, \pi_J] = i\delta_{IJ}
\] (3.13)
where \( I \) and \( J \) run over bound states \( B \) and \( S \). The decompositions may be inverted using the completeness of the plane waves and the normal modes (2.21)
\[
\phi(x) = \int \frac{dp}{2\pi} \phi_p e^{-ipx} = \phi_0 g_B^*(x) + \phi_S g_S^*(x) + \int \frac{dk}{2\pi} \phi_k g_k^*(x)
\] (3.14)
\[
\pi(x) = \int \frac{dp}{2\pi} \pi_p e^{-ipx} = \pi_0 g_B^*(x) + \pi_S g_S^*(x) + \int \frac{dk}{2\pi} \pi_k g_k^*(x)
\]
where for concreteness we have considered a single shape mode.

These bases can be rearranged as usual to construct creation and annihilation operators. In the case of the plane wave basis
\[
A_p^+ = \frac{\phi_p}{2} - i\frac{\pi_p}{2\omega_p}, \quad A_{-p} = \frac{\phi_p}{2} + i\frac{\pi_p}{2\omega_p},
\] (3.15)
Note that \( A_p^+ \) and \( A^- \), so normalized, are only Hermitian conjugate after a rescaling. One can easily check that these satisfy the Heisenberg algebra
\[
[A_p, A_q^+] = 2\pi\delta(p - q).
\] (3.16)
Similarly the normal mode basis can be used to construct
\[
B_k^+ = \frac{\phi_k}{2} - i\frac{\pi_k}{2\omega_k}, \quad B_{-k} = \frac{\phi_k}{2} + i\frac{\pi_k}{2\omega_k}, \quad B_S^+ = \frac{\phi_S}{2} - i\frac{\pi_S}{2\omega_S}, \quad B_{-S} = \frac{\phi_S}{2} + i\frac{\pi_S}{2\omega_S}
\] (3.17)
and this basis satisfies
\[
[B_{k_1}, B_{k_2}^+] = 2\pi\delta(k_1 - k_2), \quad [B_S, B_S^+] = 1, \quad [\phi_0, \pi_0] = i.
\] (3.18)
Any operator in the operator algebra may be expressed in either the \( \{ A_p, A_p^\dagger \} \) basis or the \( \{ B_k^\dagger, B_k, B_S^\dagger, B_S, \phi_0, \pi_0 \} \) basis. We will define, correspondingly, two normal orderings. Plane-wave normal-ordering \( \langle : \rangle \) places all \( A \) to the right of \( A^\dagger \). Normal-mode normal-ordering \( \langle \rangle \) places all \( B \) and \( \pi_0 \) to the right of all \( B^\dagger \) and \( \phi_0 \). Our defining Hamiltonian and the kink Hamiltonian found above are plane-wave normal-ordered. However it will be convenient to normal-mode normal-order the kink Hamiltonian. This can be done using the commutation relations and decompositions above.

Combining the various decompositions above, one can derive the Bogoliubov transformation that relates the two bases

\[
A_p^\dagger = \tilde{g}_B(p) \left( \frac{\phi_0}{2} - i\frac{\pi_0}{2\omega_p} \right) + \tilde{g}_S(p) \left[ \frac{1}{2} \left( \frac{1 + \omega_S}{\omega_p} \right) B_S^\dagger + \left( \frac{1 - \omega_S}{\omega_p} \right) B_S \right] + \int \frac{dk}{2\pi} \tilde{g}_k(p) \left[ \frac{1}{2} \left( \frac{1 + \omega_k}{\omega_p} \right) B_k^\dagger + \left( \frac{1 - \omega_k}{\omega_p} \right) B_k \right]
\]

\[\text{where we have defined the inverse Fourier transform} \]

\[
\tilde{g}(p) = \int dx g(x) e^{ipx}.
\]  

Below we will also encounter the simpler combinations

\[
A_p^\dagger + \frac{A_{-p}}{2\omega_p} = \tilde{g}_B(p) \phi_0 + \tilde{g}_S(p) \left[ B_S^\dagger + \frac{B_S}{2\omega_p} \right] + \int \frac{dk}{2\pi} \tilde{g}_k(p) \left[ B_k^\dagger + \frac{B_k}{2\omega_p} \right]
\]

\[
A_p^\dagger - \frac{A_{-p}}{2\omega_p} = -i\tilde{g}_B(p) \frac{\pi_0}{\omega_p} + \omega_S \tilde{g}_S(p) \left[ B_S^\dagger - \frac{B_S}{2\omega_p} \right] + \int \frac{dk}{2\pi} \omega_k \tilde{g}_k(p) \left[ B_k^\dagger - \frac{B_k}{2\omega_p} \right].
\]

### 3.3 The Kink Hamiltonian

Now we convert \( H_2 \) from plane-wave to normal-mode normal-ordering. The calculation can be found in Appendix A. The result consists of the sum of a c-number term \( Q_1 \), which depends on the normal modes and so the choice of classical solution \( \Phi_{x_0}(x) \), and a normal-mode normal-ordered operator \( \hat{H}_2' \)

\[
H_2' = Q_1 + \hat{H}_2'.
\]

Specifically,

\[
Q_1 = -\frac{1}{4} \int \frac{dp}{2\pi} \left[ |\tilde{g}_B(p)|^2 \omega_p + |\tilde{g}_S(p)|^2 \left( \frac{\omega_S - \omega_p}{\omega_p} \right)^2 + \int \frac{dk}{2\pi} |\tilde{g}_k(p)|^2 \left( \frac{\omega_k - \omega_p}{\omega_p} \right)^2 \right]
\]

and the operator is

\[
\hat{H}_2' = \frac{\pi_0^2}{2} + \omega_S B_S^\dagger B_S + \int \frac{dk}{2\pi} \omega_k B_k^\dagger B_k.
\]

The first term in (3.24) is a nonrelativistic kinetic term for a free particle, in this case the (anti)kink center of mass, where the eigenvalue of \( \phi_0 \) is identified with the particle’s position times the square root of its mass.
The other terms are harmonic oscillators for each normal mode. Therefore the lowest eigenvalue eigenstate of $H'_2$ is $|0\rangle_0$ defined by

$$\pi_0|0\rangle_0 = B_S|0\rangle_0 = B_\pi|0\rangle_0 = 0. \quad (3.25)$$

If there is no zero-mode, for example if $\Phi(x)$ is a vacuum solution, then one obtains the same expressions as above but with all terms containing $g_B$ or $\pi_0$ dropped. Similarly in the absence of a shape mode, the $g_S$ and $B_S$ terms are dropped.

What is $|0\rangle_0$? It is an eigenstate of $H'_2$ and, since $H'^{1}_1 = 0$ and $H'_0 = Q_0$ is a scalar, it is an eigenstate of $H'$ expanded out to quadratic order in the fields. In a perturbative approach to the $H'$ eigenvalue equation,

$$H'|0\rangle = Q|0\rangle, \quad \text{where} \quad H' = \sum_{i=0}^{\infty} H'_i, \quad |0\rangle = \sum_{i=0}^{\infty} |0\rangle_i, \quad Q = \sum_{i=0}^{\infty} Q_i, \quad (3.26)$$

$H'_2$ contributions will be suppressed with respect to those of $H'_0$ by one power of $\hbar$. In this sense, $D_\Phi|0\rangle_0$ is the one-loop approximation to the $(H$ eigenstate) ground state $D_\Phi|0\rangle$ of the $\Phi(x)$-sector. This situation is summarized in Table 1. In the BPS impurity model (2.8) the expansion parameter is $\lambda$ and one could rewrite the perturbative expansions as

$$H' = \sum_{i=0}^{\infty} \lambda^{i/2} \hat{H}'_i, \quad |0\rangle = \sum_{i=0}^{\infty} \lambda^{i/2} |\hat{0}\rangle_i, \quad Q = m \sum_{i=0}^{\infty} \lambda^{i-1} \hat{Q}_i, \quad (3.27)$$

where the factors of $\lambda$ have been pulled out of all terms on the right hand sides and $\hat{Q}_i$ are dimensionless. However we do not adopt this convention.

The topological sector including $\Phi_{x_0}(x)$ may contain other classical solutions. However, $H'$ depends on the choice of $\Phi_{x_0}(x)$ via (3.3) and so $|0\rangle_0$ will also depend on this choice. A different choice would lead to a different $|0\rangle_0$, although presumably, in the sense of an asymptotic series, after performing the perturbative summation one would arrive at the same $H$ eigenstate $D_\Phi|0\rangle.$

### 3.4 $\phi_0$ and the Antikink’s Position

Let us restrict our attention to the case of BPS antikinks $\Phi(x) = \Phi_{x_0}(x)$. What does Eq. (3.25) tell us about the ground state? How is the location of the quantum antikink related to $x_0$?

The algebra of operators is generated by $\phi_0$, $\pi_0$, $B_k$ and $B^\dagger_k$. The first two commute with the others, and generate the canonical algebra. As a result the space of states factorizes into a tensor product of a representation of the canonical algebra and a representation of the various Heisenberg algebras. As is customary in quantum mechanics, the representation of the canonical algebra may be expanded in terms of wave functions $\psi : \mathbb{R} \to \mathbb{C} : y \mapsto \psi(y),$

$$|\psi\rangle = \int dy \psi(y)|y\rangle, \quad \phi_0|\psi\rangle = \int dy y\psi(y)|y\rangle, \quad \pi_0|\psi\rangle = -i \int dy \frac{\partial \psi(y)}{\partial y}|y\rangle. \quad (3.28)$$
On the other hand, this expansion is meaningless at large $y$. In this sense, the observable $x_0$ chosen close to $x_1$ if $y$ is to be small, and so (3.32) usefully constrains $x_1$. It may appear that the definition (3.32) of $x_1$ also depends on $x_0$. Our point of view will be as follows. One first fixes a localized quantum state corresponding to a kink smeared about some point $x_1$ in the classical moduli space. Then, for any given choice of $x_0$, one will see that the eigenvalues $y$ of $\phi_0$ that dominate $\psi(y)$ depend on both $x_0$ and $x_1$. In this sense, the observable $x_1$ is independent of the arbitrary choice of $x_0$.

Summarizing, we have two distinct sets of coordinates which describe the position of the quantum antikink in the classical moduli space. First, the coordinates $x_1$ yield the classical solution $\Phi_{x_1}(x)$ closest to the

| Variable | Meaning | Definition |
|----------|---------|------------|
| $Q_0$ | Classical antikink mass | $H_0^2 = Q_0$ |
| $Q_1$ | One-Loop antikink mass | $H_0^2|0\rangle_0 = Q_1|0\rangle_0$ |
| $\Phi_{x_0}(x)$ | Classical antikink solution at modulus $x_0$ | $\phi(x, t) = \Phi_{x_0}(x)$ |
| $D_{\Phi_{x_0}}$ | Displacement operator by $\Phi_{x_0}$ | $\phi(x)D_{\Phi_{x_0}} = D_{\Phi_{x_0}}(\phi(x) + \Phi_{x_0}(x))$ |
| $x_0$ | Point in moduli space where $H'$ is defined | $H' = D_{\Phi_{x_0}}^\dagger H D_{\Phi_{x_0}}$ |
| $x_1$ | Centroid of antikink wave packet | $\langle y|D_{\Phi_{x_0}}^\dagger \phi(x)D_{\Phi_{x_0}}|y\rangle \approx \Phi_{x_1}(x)$ |
| $y$ | Eigenvalue of $\phi_0$ | $\phi_0|y\rangle = |y\rangle|y\rangle$ |

Table 2: Wave Packet Notation

Tensoring $|y\rangle$ with the ground state of the oscillators, one arrives at $|y\rangle_0$. It satisfies

$$\phi_0|y\rangle_0 = y|y\rangle_0, \quad B_k|y\rangle_0 = 0$$

where $k$ ranges over all real numbers and also includes any possible shape mode $S$. The one-loop ground state $|0\rangle_0$ of $H'$ is annihilated by $\pi_0$ and so corresponds to a nonnormalizable, flat superposition of all $|y\rangle_0$

$$|0\rangle_0 = \int dy|y\rangle_0.$$  

How is $y$ related to the moduli space of classical solutions of Eq. (3.2)? Let $x_0$ be a point on the classical moduli space corresponding to the classical position of the solution $\Phi_{x_0}(x)$. Then, in the state $D_{\Phi_{x_0}}|y\rangle_0$, the expectation value of $\phi(x)$ is

$$\frac{\phi_0(y)|\Phi_{x_0}\rangle D_{\Phi_{x_0}}|y\rangle_0}{\phi_0(y)|\Phi_{x_0}\rangle D_{\Phi_{x_0}}|y\rangle_0} = \phi_0(y)(\phi(x) + \Phi_{x_0}(x))|y\rangle_0 \phi_0(y)|y\rangle_0 = \Phi_{x_0}(x) + yg_B(x)$$

$$= \Phi_{x_0}(x) + \frac{y}{\sqrt{M(x_0)}} \partial_{x_0} \Phi_{x_0}(x) = \Phi_{x_0+y/\sqrt{M(x_0)}}(x) + O(y^2).$$  

So while one might be tempted to identify $\Phi_{x_0}(x)$ with the expectation value of the scalar field $\phi(x)$, this is not quite right. At small $y$, the expectation value approaches $\Phi_{x_1(y)}(x)$ where

$$x_1(y) = x_0 + \frac{y}{\sqrt{M(x_0)}}.$$  

At $y = 0$ one immediately sees that $x_1(0) = x_0$. This is the zeroth order term in the expansion (3.31). On the other hand, this expansion is meaningless at large $y$. However, for small $y$, it tells us that $x_1(y)$ is the expected position of the quantum antikink in the classical moduli space.

It is unsurprising that $x_0$ is not the expected position, as $x_0$ was chosen arbitrarily. However, $x_0$ must be chosen close to $x_1$ if $y$ is to be small, and so (3.32) usefully constrains $x_1$. It may appear that the definition (3.32) of $x_1$ also depends on $x_0$. Our point of view will be as follows. One first fixes a localized quantum state corresponding to a kink smeared about some point $x_1$ in the classical moduli space. Then, for any given choice of $x_0$, one will see that the eigenvalues $y$ of $\phi_0$ that dominate $\psi(y)$ depend on both $x_0$ and $x_1$. In this sense, the observable $x_1$ is independent of the arbitrary choice of $x_0$.
expectation value of the scalar field. Second, if we fix $x_0$, then the eigenvalue $y$ of $\phi_0$ provides a second set of coordinates for the antikink position. With $x_0$ fixed, these two coordinates on the moduli space are related by the function $x_1(y)$.

In the case of a BPS antikink with no impurity, $\Phi_{x_0}(x)$ is a function only of $x - x_0$ and so

$$\sqrt{M(x_0)g_B(x)} = \frac{\partial \Phi_{x_0}(x)}{\partial x_0} = -\frac{\partial \Phi_{x_0}(x)}{\partial x}. \tag{3.33}$$

Inserting this into the BPS condition

$$Q_0 = \int dx \left( \frac{\partial \Phi_{x_0}(x)}{\partial x} \right)^2 = M(x_0) \int dx g_B^2(x) = M(x_0). \tag{3.34}$$

Therefore we find that in the absence of an impurity, the moduli space metric $M(x_0) = M_0$ is simply the classical kink mass $Q_0$. The impurity modified $M(x_0)$ is plotted in Fig. 4. As expected from (3.34), when $|x_0|$ is sufficiently large, so that the antikink and impurity are well separated, the function tends to $Q_0 = 2m/3\lambda = 4/3$.

![Figure 4](image_url)

Figure 4: The moduli space metric $M(x_0)$ evaluated numerically at $\alpha = 3$, $m = 2$, $\lambda = l = 1$. Notice that, at $|x_0| > 3$ the antikink and the impurity are well separated and the expression tends to $Q_0 = 4/3$, in agreement with Eq. (3.34).

More generally, Eq. (3.32) relates the classical moduli space, parametrized by $x_1$, to the eigenvalue $y$ of the operator $\phi_0$. In the example treated below $x_1$ will be a global coordinate on the moduli space, however since $y$ is only defined once $x_0$ is fixed, $y$ will be in a neighborhood of 0 with a value depending on $x_0$. One may apply this construction to a general multidimensional moduli space, in which case $y$ is a point in the total space of the tangent bundle of the moduli space, in the fiber over the point $x_0$.

When the eigenvalues $y$ of $\phi_0$ are large, the corrections at higher loops will also be large. These corrections are of course suppressed by powers of the coupling, and so the semi-classical expansion can only converge in the sense of an asymptotic series for eigenvalues which are much smaller than order $1/\sqrt{Q_0}$.

This leads us to a complication. The equation $\pi_0|0\rangle_0 = 0$ means that the wave function $\psi(y)$ is independent of $y$, and so eigenvectors $|y\rangle_0$ with all eigenvalues $y$ appear in the ground state (3.30). The states
are in fact dominated by eigenvalues beyond the range in which our perturbative expansion of the states is valid. For a translation-invariant Hamiltonian, such as one with no impurity, this is a problem for finding the states but not for finding the energy $Q$ since translation-invariance implies that the energy is anyway independent of the antikink location. However in the case of an impurity, we will see that $Q_1$ depends on the value of $x_0$ even within a classically-degenerate moduli space. This will prevent us from finding states that are Hamiltonian eigenvectors, even in the sense of an asymptotic series. Indeed, in the example treated below we will see that the impurity is repulsive and so, just like the case of a particle in a repulsive potential in quantum mechanics, there are no reasonable eigenstates.

Our goal is to study the dynamics of quantum antikinks near an impurity. For this we are interested in antikinks that are spatially localized, not in exact Hamiltonian eigenstates, which would anyway be stationary and so have no dynamics. This motivates us to study spatially localized wave packets, centered at some small eigenvalue $y = y_1$. We will always take the width to be sufficiently small that the support of the wave packet is within the perturbative regime, avoiding the problem described above.

### 3.5 One-Loop Energy

Summarizing, we will not study exact Hamiltonian eigenstates, but rather spatially localized wave packets. These wave packets are centered on some value $y_1$ of $y$. We have argued that each value $y_1$ corresponds to a classical solution $\Phi_{x_1(y_1)}(x)$, and so equivalently each wave packet describes configurations close to some classical solution.

Now our perturbative expansion will involve a power series in $y_1$ which, for a given wave packet, is most convergent if we fix $x_0 = x_1$ so that $y_1 = 0$. With this choice, $Q_1$ depends on $\Phi_{x_0}(x)$ and so on $x_0$. If there is no impurity, then translation-invariance guarantees that any choice of modulus leads to the same $Q_1$ and so this initial choice of $x_0$ does not affect the one-loop energy.

With this caveat in mind, the energy of our wave packet state is simply given by $Q_1(x_0)$, with $x_0$ chosen near the center $x_1$ of the wave function, and the width of the energy depends on the variation in $Q_1(x_0)$ over the width of the wave function $\psi(y)$. The energy $Q_1$ is given by summing the $c$-number contributions from Subsec. 3.2

$$Q_1(x_0) = -\frac{1}{4} \int \frac{dp}{2\pi} \left[ |g_B(p)|^2 \omega_p + |g_S(p)|^2 \left( \frac{\omega_S - \omega_p}{\omega_p} \right)^2 + \int \frac{dk}{2\pi} |g_k(p)|^2 \left( \frac{\omega_k - \omega_p}{\omega_p} \right)^2 \right]. \quad (3.35)$$

We recognize this as the Cahill, Comtet, Glauber formula [19, 38] for the mass of a (anti)kink in the absence of an impurity. We note that the normal modes and their frequencies also implicitly depend upon $\Phi_{x_0}(x)$ and hence upon $x_0$.

The interpretation now is somewhat different from that of Ref. [19]. The mass of a (anti)kink is the difference between the ground state energy of the (anti)kink sector and the vacuum sector. $Q_1$ is the one-loop energy of the ground state of the $\Phi(x)$-sector. In the absence of an impurity, as a result of the plane-wave normal-ordering of the defining Hamiltonian, the vacuum energy would vanish at this order. However, in the presence of an impurity, it is not even guaranteed that there are any Hamiltonian eigenstates in the vacuum sector. Of course, given a choice of $\sigma(x)$ one can determine whether the vacuum sector has a ground state and calculate its energy using old fashioned perturbation theory. This energy is independent of the modulus $x_0$ that we choose for our antikink, and so the result of this calculation will simply subtract a $x_0$-independent constant from $Q_1(x_0)$ calculated using the BPS antikink solution $\Phi_{x_0}(x)$. Therefore the antikink mass is, up to corrections resulting from the width of the wave packet, equal to $Q_1(x_0)$ plus a $x_0$-independent constant.
This means that the energy equivalence of BPS solitonic solutions is lifted at the one-loop quantum order. Classically, the BPS (anti)kink in our BPS-impurity model can be located at any distance from the impurity. In other words, there is no static force between the soliton and impurity. This is no longer true if the quantum corrections are taken into account. Depending on its position, \( x_1 \), the energy of the soliton-impurity system changes leading to appearance of a force. This is no surprise, such a lifting of the classical degeneracy has already been observed in a two field model [39].

The derivation above may be repeated for the one-loop correction to the energy of any state. In some cases, such as a vacuum sector in a model with possible impurities, the moduli space contains only discrete classical solutions. In that case the derivation proceeds as above except there is no zero mode in the decomposition of the fields. Completing the derivation as above, one finds that in such a case the energy is given by (3.35) without the zero mode term \( \tilde{g}_B \). In Appendix C we present the calculation in the vacuum sector, with an approximate analytical result.

3.6 The BPS impurity \( \phi^4 \) model

Now we analyze the system introduced in Sec. 2, which is a BPS-impurity deformation of the well-known \( \phi^4 \) model. The impurity is chosen in the form (2.9). As described earlier, fluctuations around the antikink \( \{g_i\} \) satisfy the Sturm-Liouville equation

\[
-\frac{d}{dx}g_i(x) + \frac{m^2}{2} (3\lambda \Phi_{x_0}(x)^2 - 1 - \sqrt{2} \sech(lx)^2)g_i(x) = \omega_i^2 g_i(x). \tag{3.36}
\]

We solve (3.36) numerically for \( m = 2, \lambda = l = 1 \) with a weak (\( \alpha = 0.3 \)) and strong (\( \alpha = 3 \)) impurity. This is performed in two ways, which are described in Appendix B. The resulting mode structure is shown in Fig. 2. Then, we calculate \( Q_1(x_0) \) using (3.35).

For a moment, let the \( \alpha \)-dependence of \( Q_1 \) be explicit. Then \( Q_1(x_0, \alpha) \) is the one-loop correction as a function of the modulus \( x_0 \) and the impurity strength \( \alpha \). There are some consistency checks: \( Q_1(0, 0) = -m/3 = -2/3 \), the one-loop antikink correction to the long-understood [15] \( \phi^4 \) model and \( Q_1(\infty, \alpha) = Q_1(0, 0) + Q_1^{\text{vac}} \), saying that when the antikink is far from the impurity their contributions decouple.

We plot \( Q_1(x_0, 0.3) \) in Fig. 5 and \( Q_1(x_0, 3.0) \) in Fig. 6. Note that the consistency checks are satisfied, showing that the numerical methods presented in Appendix B appear to work. The two methods also give the same result, confirming consistency between them. Overall, we see that the classical degeneracy is lifted and the BPS property is destroyed by quantum corrections. The energy is lower when the antikink and impurity are separated, suggesting that the interaction is repulsive. The size of the correction and the difference between vacuum and antikink masses both grow with \( \alpha \), as expected.

In Sec. 5.1 we will show that the force exerted on the antikink by the impurity is proportional to \( Q_1' \) and so the derivative of \( Q_1 \) is physically important. Since the classical dynamics are dramatically altered near the spectral wall, it is worth looking at \( Q_1 \) and \( Q_1' \) carefully near this point. In Fig. 7 we show the various contributions to \( Q_1 \) close to the \( \alpha = 3 \) wall. We find a corner in the shape mode contribution \( Q_{1}\text{S}^\alpha \), leading to a discontinuous contribution to the force \( -Q_1' \). However, there is a corresponding corner\(^2\) in the continuum contribution \( Q_{1}\text{C}^\alpha \) which cancels that of the shape mode within our numerical accuracy. Thus our results are consistent with a differentiable energy \( Q_1 \), and so a continuous force \( -Q_1' \).

\(^2\)Such a corner may be expected as, outside the wall, the continuum modes are restricted by the condition that they must be orthogonal to the shape mode while inside the wall there is no such condition.
Figure 5: The zero mode (top-left), shape mode (top-right) and continuum (bottom-left) contributions to the one-loop mass correction $Q_1$ (bottom-right) as a function of $x_0$ for $\alpha = 0.3$. Note that it asymptotes to the sum of the vacuum energy (-0.016) in this model plus the one-loop mass (-0.666) in a model with no impurity [15].

Figure 6: The zero mode (top-left), shape mode (top-right) and continuum (bottom-left) contributions to the one-loop mass correction $Q_1$ (bottom-right) as a function of $x_0$ for $\alpha = 3$. Note that it asymptotes to the sum of the vacuum energy (-1.0) plus the one-loop mass (-0.666) in a model with no impurity [15].
Figure 7: As in Fig. 6 but zoomed in close to the wall. One sees that the shape mode contribution $Q_1^S$ has a nonvanishing derivative at the wall, and so yields a nondifferentiable contribution to $Q_1$. However the continuum contribution $Q_1^C$ has a corner that, to within the precision of our computation, cancels the corner in $Q_1^S$. As a result we find no evidence that $Q_1$ fails to be differentiable, and so the force exerted by the impurity appears to be continuous at the wall.

4 Wave Packets and Energy Smearing

In Sec. 3 we argued that, in the case of a Hamiltonian without translation invariance, the Cahill-Comtet-Glauber formula (3.35) for the one-loop correction to the antikink energy depends on an a priori arbitrary choice of modulus $x_0$ and, as a result, is not part of a convergent expansion of the energy of a Hamiltonian eigenstate. Rather, the interpretation is that it should be thought of as a potential $Q_1(x_0)$ in the moduli space. We explained that we were interested in antikink wave packets which are localized in moduli space, in the sense that the $x$-intercepts $x_0$ of the corresponding classical solutions $\Phi_{x_0}(x)$ are supported in some small region.

In Sec. 3.6 we numerically calculated $Q_1(x_0)$. It is the goal of the present section to estimate the size of the energy smearing and to determine when $Q_1(x_0)$ is a reasonable proxy for the energy of a wave packet localized near $x_0$. These wave packet states are not Hamiltonian eigenstates, nor even eigenstates of $H_2'$, because they are not annihilated by $\pi_0$. Instead they have an energy width arising from two sources. First, from the spread of values of $Q_1(x_0)$ in the range of $x_0$ in the wave packet, leading to a smeared position. Second, from the $\pi_2^2$ term in Eq. (3.24) for $H_2'$; this does not vanish for a wave packet state, leading to a smeared momentum.

For any positive $\rho$ define the wave packet

$$|\rho\rangle = \frac{1}{\pi^{1/4} \sqrt{\rho}} \int dy \exp \left( - \frac{(y - y_1)^2}{2\rho^2} \right) |y\rangle_0. \quad (4.1)$$

Fixing the normalization condition

$$\langle y_1 | y_2 \rangle_0 = \delta(y_1 - y_2) \quad (4.2)$$
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Table 3: Various coordinates on moduli space

| Variable | Meaning | Definition |
|----------|---------|------------|
| $x_0$    | Point in moduli space where $H'$ is defined | $\phi(x,t) = \Phi_{x_0}(x)$, $H' = \mathcal{D}_{\Phi_{x_0}}^\dagger H \mathcal{D}_{\Phi_{x_0}}$ |
| $x_1(y_1)$ | Centroid of antikink wave packet | $(y|\mathcal{D}_{\Phi_{x_0}}^\dagger \phi(x) \mathcal{D}_{\Phi_{x_0}}|y) \approx \Phi_{x_1}(x)$ |
| $y$      | Eigenvalue of $\phi_0$ | $\phi_0|y\rangle_0 = |y\rangle_0$ |
| $y_1$    | Centroid of wave packet in $y$ coordinates | $|\rho\rangle \sim \int dy \exp \left(-\frac{(y-y_1)^2}{2\rho^2}\right) |y\rangle_0$ |

one finds that the wave packet satisfies

$$\langle \rho|\rho\rangle = 1, \quad \langle \rho|\phi_0|\rho\rangle = y_1.$$ (4.3)

Summarizing, we have two kinds of coordinates on our one-dimensional classical moduli space, $x$ and $y$, with an arbitrary base point $x_0$ ($y = 0$ in the $y$ coordinates) and an antikink wave packet centered at $x_1(y_1)$ ($y = y_1$ in the $y$ coordinates). This situation is summarized in Table 3. Following (3.31) and using (4.3) one can show that the wave packet (4.1) has the property

$$\langle \rho|\mathcal{D}_{\Phi_{x_0}}^\dagger \phi(x) \mathcal{D}_{\Phi_{x_0}}|\rho\rangle = \Phi_{x_1(y_1)}(x) + O(y_1^2).$$ (4.4)

Therefore the wave packet is centered at $x_1(y_1)$.

We can now consider the contribution to the energy width arising from the smeared position and momentum. First, consider the smeared position. The state $\rho$ is not an eigenvector of $\phi_0$, but rather it has eigenvalues $y$ smeared with a standard deviation of

$$\Delta y = \rho.$$ (4.5)

Each eigenvalue of $y$ corresponds to a classical modulus $x_1(y)$ according to the definition (3.32). Therefore the standard deviation of the modulus $x_1$ is

$$\Delta x_1 = \Delta y \left|_{y=y_1} \frac{\partial x_1(y)}{\partial y} \right| = \frac{\rho}{\sqrt{M(x_0)}}.$$ (4.6)

Our one-loop estimate, based on the base point $x_0$, of the antikink mass is $Q_1(x_0)$. We recall that this estimate is most reliable when $y = 0$ or equivalently $x_0 = x_1$, where we expect the fastest convergence of the semiclassical expansion. Therefore the derivative of the one-loop antikink mass with respect to the modulus is $\partial Q_1(x_0)/\partial x_0$. This smearing leads to a contribution of

$$\Delta Q_1 = \Delta x_1 \left|_{y=y_1} \frac{\partial Q_1(x_0)}{\partial x_0} \right| = \rho \left|_{y=y_1} \frac{\partial Q_1(x_0)}{\partial x_0} \right| = \frac{\rho}{\sqrt{M(x_0)}} \frac{\partial Q_1(x_0)}{\partial x_0}.$$ (4.7)

to the energy width of the antikink. This expression is somewhat unappealing for the following reason. The quantity $x_1(y_1)$ is the centroid of the wave packet in moduli space. It is an observable quantity. However $Q_1$ is a function of the arbitrarily chosen modulus $x_0$, which was used to define the kink Hamiltonian $H'$ via $\mathcal{D}_{\Phi_{x_0}}$. Thus this expression depends strongly on our choice of $x_0$.

As we have noted above, the series expansion for the antikink energy converges more rapidly if we choose $x_0$ to be equal to the wave packet centroid $x_1(y_1)$, which implies $y_1 = 0$. We will make this choice. In other words, the kink Hamiltonian $H'$ is defined by conjugating the defining Hamiltonian $H$ by $\mathcal{D}_{\Phi_{x_0}}$ where $x_0$ is
the centroid of the classical modulus of the wave packet considered. With this convention understood, in the sequel we will often abuse our notation and replace $x_1$ with $x_0$.

Next, consider the smeared momenta. The states $|\rho\rangle$ are not eigenstates of the $\pi_0^2/2$ term in $H_2$. To evaluate the corresponding contribution to the energy, one may Fourier transform into a basis of $\pi_0$ eigenstates. Now the coefficient is a Gaussian with standard deviation $1/\rho$. The expectation value of $\pi_0^2/2$ is just half of the variance, and so contributes

$$\Delta Q = 1/(2\rho^2)$$

(4.8)

to the expectation value of the energy. The variance of the energy is then $1/(2\rho^4)$ and so the momentum smearing contributes $1/\sqrt{2}\rho^2$ to the energy width.

In all, the width of the energy is

$$\Sigma = \sqrt{\frac{\rho^2}{M(x_0)} \left( \frac{\partial Q_1(x_0)}{\partial x_0} \right)^2 + \frac{1}{2\rho^4}}$$

(4.9)

which simplifies, far from an impurity, to

$$\Sigma = \sqrt{\frac{\rho^2}{Q_0} \left( \frac{\partial Q_1(x_0)}{\partial x_0} \right)^2 + \frac{1}{2\rho^4}}.$$  

(4.10)

Recall that, up to factors of order unity, and letting $\alpha \sim 1$ and $l \sim 1/m$

$$Q_0 \sim \frac{m}{\lambda}, \quad Q_1 \sim m, \quad \frac{\partial Q_1(x_0)}{\partial x_0} \sim m^2.$$  

(4.11)

Therefore the energy width is minimized for a wave packet of width

$$\rho \sim \lambda^{-1/6} m^{-1/2}, \quad \Sigma \sim \lambda^{1/3} m.$$  

(4.12)

For the range of validity of the semiclassical expansion, $\lambda << 1$, this implies that the energy smearing is smaller than the one-loop correction to the antikink mass, but necessarily larger than the two-loop correction $Q_2 \sim m\lambda$ when $\alpha \sim 1$.

Recalling that $x \sim y/\sqrt{Q_0} \sim \sqrt{\lambda/m} y$ far from an impurity, a width of the wave packet of $\rho \sim \lambda^{-1/6}/\sqrt{m}$ in the $y$ coordinate corresponds to a wave packet of coordinate width $\Delta x \sim \lambda^{1/3}/m$. This is much larger than the kink’s de Broglie wavelength $\lambda/m$, but it is fortunately much smaller than its classical size $1/m$. Thus, in the semiclassical limit $\lambda << 1$, such a wave packet indeed resembles a classical kink.

The function $Q_1(x_0)$ is only a reasonable approximation to the one-loop correction to the energy if $Q_1(x_0) >> \Sigma$, which requires, far from an impurity

$$\frac{\sqrt{Q_0 Q_1(x_0)}}{(\partial Q_1(x_0)/\partial x_0)} >> \rho >> \frac{1}{\sqrt{Q_1(x_0)}}.$$  

(4.13)

Such an interval only exists if the length scale $Q_1/(\partial Q_1(x_0)/\partial x_0)$, which is determined by $m$ and the width of the impurity, is greater than the reciprocal of the geometric mean of $Q_0$ and $Q_1(x_0)$. Any fine structure in $Q_1(x_0)$ smaller than this length scale cannot be probed by antikinks of any $\rho$. For example, if the impurity is small and $\alpha \sim 1$, then $1/\sqrt{Q_0 Q_1} \sim \sqrt{\lambda/m}$ and $Q_1/(\partial Q_1(x_0)/\partial x_0) \sim 1/m$. At weak coupling $\lambda << 1$ this inequality is indeed satisfied.
More generally, if we allow the length scale of the impurity to differ parametrically from that of the kink $l \sim \lambda^{-n}/m$, for some $n$ then

$$\frac{\partial Q_1(x_0)}{\partial x_0} \sim \frac{m}{l} \sim m^2 \lambda^n, \quad \rho \sim \lambda^{-n/3-1/6}m^{-1/2}, \quad \Sigma \sim \lambda^{(2n+1)/3m}. \quad (4.14)$$

Therefore, for a thin or fat impurity with $n = 3k/2 - 2$, the wave packet smearing affects the energy at the same order as the $k$-loop perturbative correction.

5 Dynamics

5.1 Acceleration

We have seen that $Q_1$ depends on the position modulus $x_0$, which is intuitively the intercept of the antikink solution at the centroid of the wave packet. In the case of a BPS antikink, considered in this note, $Q_0$ is independent of $x_0$ but $Q_1$ continues to depend on $x_0$. This dependence describes the energy of a wave packet whose center is sufficiently localized about some $x_0$ so that $dQ_1/dx_0$ can be ignored in a leading approximation, and yet sufficiently delocalized that to a leading approximation it may be usefully treated as a Hamiltonian eigenstate. In this regime, we can consider the dynamical evolution of the antikink and will now calculate its instantaneous acceleration.

States in our antikink basis evolve via the action of the evolution operator

$$|\rho(t)\rangle = e^{-iH't}|\rho(0)\rangle. \quad (5.1)$$

Since we are trying to calculate the instantaneous acceleration of the antikink, we need only consider the second order evolution

$$|\rho(t)\rangle - |\rho(0)\rangle \supset -\frac{t^2}{2}H'^2|\rho(0)\rangle \quad (5.2)$$

The kink Hamiltonian consists of many terms which annihilate $|\rho(0)\rangle$, as well as the following two terms

$$H' \supset \frac{\pi_0^2}{2} + Q_1(x_1(y_1)). \quad (5.3)$$

So when we act on the ground state, we need only consider those two terms. We may promote the position of our wave packet $y_1$ to the operator $\phi_0$. This is allowed since, up to corrections coming from the width of the wave packet, the eigenvalue of $\phi_0$ is $y_1$ and so for all functions $F(\phi_0)|y_1\rangle = F(y_1)|y_1\rangle$ holds. In a multiloop calculation, we expect that the one-loop correction $Q_1(y_1)$ will be promoted to an operator $Q_1(\phi_0)$. In that case, this approximation will become exact. Using this approximation, and only keeping terms which will lead to a change in the instantaneous acceleration, we find that

$$|\rho(t)\rangle - |\rho(0)\rangle \supset -\frac{t^2}{2} \left( \frac{\pi_0^2}{2} + Q_1(\phi_0) \right)^2 |\rho(0)\rangle$$

$$\supset -\frac{t^2}{2} \left( \frac{\pi_0^2}{2} Q_1(\phi_0) + Q_1(\phi_0) \frac{\pi_0^2}{2} \right) |\rho(0)\rangle. \quad (5.4)$$

Intuitively, only these terms contribute to the acceleration since the force on the antikink must come from translations of the antikink. Since the wave packet is concentrated around $y_1$, we can approximate (5.4) by taking a Taylor Series

$$|\rho(t)\rangle - |\rho(0)\rangle \supset -\frac{t^2}{4} \left( Q_1(y_1)\pi_0^2 + \frac{1}{4} \frac{\partial Q_1}{\partial y_1} \{\phi_0, \pi_0^2\} \right) |\rho(0)\rangle \quad (5.5)$$
Once again, the first term in (5.5) doesn’t contribute to the acceleration and can be ignored, giving
\[ |\rho(t)| \approx |\rho(0)| \geq \frac{t^2}{4\sqrt{\pi}} \frac{\partial Q_1}{\partial y_1} \{ \phi_0, \pi_0^2 \} \int dy \exp \left( -\frac{(y-y_1)^2}{2\rho^2} \right) |y_0| \]
\[ = \frac{1}{\rho \sqrt{\pi}} \frac{\partial Q_1}{\partial y_1} \int dy \frac{t^2 y^2}{2\rho^2} \exp \left( -\frac{(y-y_1)^2}{2\rho^2} \right) |y_0| + O(\hbar). \tag{5.6} \]

We have used the commutation relations (3.18) to simplify the anti-commutator to \( \{ \pi_0^2, \phi_0 \} = 2\pi_0^2 \phi_0 + O(\hbar) \).

We can then move \( |\rho(0)| \) to the right hand side to find
\[ |\rho(t)| = \frac{1}{\rho \sqrt{\pi}} \int \left( 1 - \frac{\partial Q_1}{\partial y_1} \frac{t^2 y^2}{2\rho^2} \right) \exp \left( -\frac{(y-y_1)^2}{2\rho^2} \right) |y_0| \]
\[ \approx \frac{1}{\rho \sqrt{\pi}} \int \left( 1 - \frac{\partial Q_1}{\partial y_1} \frac{t^2 y^2}{2\rho^2} - \frac{(y-y_1)^2}{2\rho^2} \right) |y_0| \]
\[ \approx \frac{1}{\rho \sqrt{\pi}} \int \exp \left( -\frac{(y-y_1)^2}{2\rho^2} \right). \tag{5.7} \]

where we have expanded and contracted the exponential function. Completing the square, one finds that
\[ y_t = y_1 - \frac{\partial Q_1}{\partial y_1} \frac{t^2}{2}. \tag{5.8} \]

We are thus tempted to identify \( -Q_1'(y_1) \) with the instantaneous acceleration of the antikink. Actually this is the second time derivative not of the center of mass \( x_1(t) \) of the antikink, but rather of the eigenvalue \( y_1 \) of \( \phi_0 \). Recall from Eq. (3.32) that \( x_1(y_1) \) and \( y_1 \) are related by a factor of \( 1/\sqrt{M(x_0)} \) and so the acceleration is \( -Q_1'(x_0)/M(x_0) \).

To understand the physics behind this result, let us consider an antikink which is well separated from the impurity. Then, by Eqs. (3.32) and (3.34), the derivative of the wave packet centroid \( x_1(y_1) \) with respect to \( y_1 \) is \( 1/\sqrt{Q_0} \), and so the acceleration is \( -Q_1'(y_1)/\sqrt{Q_0} \). Similarly
\[ \frac{\partial Q_1(x_1(y_1))}{\partial y_1} = \frac{\partial Q_1(x_1(y_1))}{\partial x_1} \frac{\partial x_1(y_1)}{\partial y_1} = \frac{1}{\sqrt{Q_0}} \frac{\partial Q_1(x_1(y_1))}{\partial x_1}. \tag{5.9} \]

Combining these results
\[ \frac{d^2 x(t)}{dt^2} = -\frac{1}{\sqrt{Q_0}} \frac{\partial Q_1(x_1(y_1))}{\partial y_1} = -\frac{1}{Q_0} \frac{\partial Q_1(x)}{\partial x}. \tag{5.10} \]

We have recovered Newton’s second law \( a = F/m \), where \( Q_0 \) is the leading contribution to the mass and \( -Q_1'(x) \) is the force. Note that close to the impurity this formula breaks down as \( Q_0 \) is no longer a good approximation to the effective mass \( M(x_0) \) of the antikink. Evidently, in the presence of an impurity the inertial mass should be identified with \( M(x_0) \). As further evidence for this, we note that the identification of the kinetic term \( \pi_0^2/2 \) in \( H_1 \) with the nonrelativistic \( p^2/2M \) implies that the \( \phi_0 \)-eigenvalue \( y_1 \) is related to the position \( x_1 \) by a factor of \( \sqrt{M} \).

Overall, we see that the repulsive potential \( Q_1(x_0) \) leads to a repulsive force which pushes the antikink away from the impurity. The dramatic classical effects of the spectral wall are seen in models without forces. Hence just the existence of this repulsion suggests that spectral wall will be less pronounced once quantum corrections are included. Understanding the link between quantum corrections and classical forces is difficult, and we have used many approximations in this section. However, our formalism does provide the first steps needed to begin a more careful treatment of these ideas.
5.2 Exciting the Shape Mode

So far we have studied the antikink ground state. We found that the impurity model considered here, which hosts a spectral wall for sufficiently large \( \alpha \), yields an \( x_0 \)-dependent one-loop contribution to the energy of an antikink in its ground state. This causes a ground state antikink to be repelled from such impurities. On the other hand, the classical energy \( Q_0 \) of a BPS antikink is independent of the modulus \( x_0 \) and so classical there is no such repulsion. The spectral wall phenomena arises from the observation that, when the shape mode is excited, a classical antikink is repelled from an impurity. If the shape mode is not excited, the antikink can pass through the wall. In the present section we will try to understand how exciting the shape mode affects the dynamics of the antikink.

Let us reconsider our model

\[
L = \int_{-\infty}^{\infty} \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{m^2}{4\lambda} \left( \frac{1 - \lambda \phi^2}{\sqrt{2}} + \alpha \text{sech}^2(lx) \right)^2 + \frac{m}{\sqrt{2\lambda}} \phi \partial_x \phi \text{sech}^2(lx) \right) dx, \tag{5.11}
\]

again with the choice \( x_0 = x_1 \) so that \( y_1 = 0 \). We will start by introducing the quantum state corresponding to the classical antikink with an excited shape mode.

The operator \( B_+^\dagger S \) excites the shape mode. Let us define the coherent state \( |\beta \rangle \) to be the normalized state

\[
|\beta \rangle = \exp \left[ \beta \left( \sqrt{2\omega_S} B_+^\dagger S - \frac{B_+ S}{\sqrt{2\omega_S}} \right) \right] |y_0\rangle, \quad |K\rangle_\beta = D_{\Phi x_0} |\beta \rangle. \tag{5.12}
\]

Using the identification \( B_+ S |\beta \rangle = \sqrt{2\omega_S} \beta S |\beta \rangle \), \( \langle \beta |B_+ S = \langle \beta | \beta \frac{B_+ S}{\sqrt{2\omega_S}} \), \( \langle \beta |\phi(x)|\beta \rangle = \beta \sqrt{2 \omega_S} g_S(x) \), one finds

\[
\beta \langle K|\phi(x)|K\rangle_\beta = \Phi_{x_0}(x) + \beta \sqrt{2 \omega_S} g_S(x). \tag{5.13}
\]

This is our master formula for the normalization of quantum shape modes.

Using the \( \omega_S B_+^\dagger S B_S \) term in \( H_2' \), the one-loop expectation value of the energy of the shape mode is

\[
\langle \beta |\omega_S B_+^\dagger S B_S |\beta \rangle = \beta^2 \omega_S. \tag{5.14}
\]

Substituting the second term in (5.14), interpreted as the classical field, into the Hamiltonian of the classical field theory and using the linearized classical wave equation satisfied by \( g_S(x) \), one finds that the classical energy is \( \beta^2 \omega_S \).

How does this compare to the moduli space approach of Ref. [9]? As the shape mode \( g_S \) here is normalized identically to the collective coordinate \( \eta \) there, one may identify \( \beta \sqrt{2 / \omega_S} \) with the amplitude of oscillation of the collective coordinate \( A(t) \). In Eq. (5) of Ref. [9] it was found that in the moduli space approximation, the system is described by the Hamiltonian

\[
H = \frac{1}{2} \left( \dot{A}(t)^2 + M_{x_0}(t) \dot{x}_0^2(t) + \omega_{S,x_0}^2 A(t)^2(t) \right), \quad M_{x_0}(t) = \int dx \left[ \partial_{x_1} \left( f_{x_1}(x) + A(t) g_{S,x_1}(x) \right) \right]_{|x_1=x_0}^2 \tag{5.15}
\]

\[
= \int dx \left[ \partial_{x_1} \left( f_{x_1}(x) + A(t) g_{S,x_1}(x) \right) \right]_{|x_1=x_0}^2 \tag{5.16}
\]

\[\text{Recall our convention that the adjoint of } B_S \text{ is } 2\omega_S B_+^\dagger S.\]
where we have made the dependence of \( g_S(x) \) and \( \omega_S \) on the modulus \( x_0 \) explicit. In the case of a stationary antikink with constant shape mode amplitude, the energy contribution of the shape mode to a stationary antikink is just equal to the first plus last term

\[
H = \frac{1}{2} \left[ \dot{A}^2(t) + \omega_S^2 A^2(t) \right] = \frac{1}{2} \left[ \omega_S^2 \left( \frac{\beta \sqrt{2}}{\sqrt{\omega_S}} \right)^2 \right] = \beta^2 \omega_S. \tag{5.17}
\]

Thus, all three expressions for the classical energy agree.

What about the instantaneous acceleration \( \ddot{x}_0(t) \)? If the antikink begins at rest, then \( \dot{x}_0(t) = 0 \). Therefore, the \( A \) equation of motion from (5.16) yields

\[
\ddot{A}(t = 0) = -\omega_S^2 x_0 A(t = 0). \tag{5.18}
\]

Therefore, any change in \( x_0 \) only affects \( A(t) \) at order \( O(t^3) \), and so does not contribute to the instantaneous acceleration. The equation of motion for the modulus \( x_0 \) derived from (5.16) is just Newton’s Second Law

\[
M_{x_0}(t) \ddot{x}_0(t) = -\frac{\partial M_{x_0}(t)}{\partial x_0} \dot{x}_0^2(t) - \dot{M}_{x_0}(t) \dot{x}_0(t) - \omega_S \frac{d\omega_S}{dx_0} A^2(t) \tag{5.19}
\]

where the right hand side is the force. Our initial condition, that the antikink is at rest, means that the first two terms initially vanish, leaving an instantaneous force at time zero of

\[
F = -\omega_S \frac{d\omega_S}{dx_0} A^2. \tag{5.20}
\]

This is plotted numerically in Fig. 8. We see that this is a repulsive force, meaning that the kink is further repelled from the impurity when the shape mode is excited. Note that the force appears to vanish at the wall \( x_{sw} = 1.65 \), and attains its maximum just outside of the wall. Inside of the wall there is no shape mode and so no corresponding force. The leading contribution to the acceleration is the force divided by the classical energy of the excited solution, which consists of all three mass terms in Eq. (5) of Ref. [9].

![Figure 8: The force constant \(-\omega_S \frac{d\omega_S}{dx_0}\) at \( \alpha = 3 \), \( m = 2 \) and \( l = \lambda = 1 \), which determines the force exerted on a quantum antikink whose shape mode is described by a coherent state, or equivalently on a classical antikink with an excited shape mode. This describes the contribution to the force resulting from the excited shape mode and does not include the contributions from zero-point energies which were described in previous sections.](image)
It may be unexpected that the force is the derivative of \( \omega_S^2 \) and not \( \omega_S \), as it would be were \( \beta \) fixed instead of the amplitude of \( A \). As \( \beta \) is the dimensionless expected quantum number of the shape mode of the excitation, one might think that during acceleration \( \beta \) should be fixed rather than the dimensionful collective coordinate \( A \). The fact that the amplitude of \( A \) is fixed up to order \( t^2 \) implies that as an antikink approaches a spectral wall, and so as \( \omega_S \) grows, the quantum number of the shape mode excitation grows too. Thus we see that the excitation number and the energy cost per excitation both grow linearly in \( \omega_S \), resulting in an energy proportional to \( \omega_S^2 \). This surprising behavior may result from the fact that, near the wall, the shape mode is very delocalized and any classical profile at fixed mode number is similarly delocalized. Thus if one fixes a classical profile for the shape mode, then as it approaches the wall its mode decomposition requires higher and higher modes.

6 Conclusion and Future Directions

We have studied a single, stationary quantum antikink in the presence of an impurity. We have found that, for the values of the impurity strength \( \alpha \) considered and perhaps more generally for \( \alpha > 0 \), the antikink always is repelled by the impurity. This repulsion exists whether or not the shape mode is excited, although it is stronger when the shape mode is excited.

We have found that nothing unexpected happens at the spectral wall, \( x_{sw} \). The classical dynamics is greatly affected by the spectral wall and the Hamiltonian (3.24) naively looks like it changes discontinuously across the wall. However, we found that the one-loop correction is continuous across \( x_{sw} \). A possible explanation for this fact is that the quantum effect induces a force on the moduli space, breaking the BPS feature of the model. Classically, when the model is not BPS the spectral walls become thick walls [40] which exist across a finite interval of space and whose position depends on the velocity of the incoming antikink. These features naturally smooth out any discontinuous behaviour at the spectral wall.

Our calculation was performed using the general framework of kink sector perturbation theory in Refs. [20]. This framework still has some quite serious limitations. For example, it is only reliable in the vicinity of some chosen base point in moduli space. This base point can be chosen arbitrarily, but once it is chosen it is fixed. Therefore it is not yet possible to follow a moving kink, or to consider the dynamics of multiple kinks. This is the reason that only instantaneous acceleration can be computed. That said, if one knows the instantaneous acceleration for each kink position and each kink momentum, then the acceleration can be integrated to yield a trajectory and so in principle it would be possible to study kink-impurity scattering even in the quantum theory.

It would also be possible to follow an excited quantum antikink as it passes a wall, observing how the shape modes transform into continuum modes. Using the explicit state and Hamiltonian constructed here, such an evolution is quite straightforward. One merely applies \( e^{-iHt} \) to the initial state. The interplay between the momentum and zero mode and also the shape and continuum modes may be simplified by considering a stationary antikink and a quench in which the shape mode dissolves into the continuum. This is quite similarly straightforward with Hamiltonian evolution. The study of kinks in quenched theories has recently received attention in Ref. [41].

Beyond one loop, using the formalism of Ref. [18], the different normal modes couple to one another. One can therefore expect a much richer phenomenology in these systems, considering that the momentum of moving kinks can also be transferred into their normal modes. Higher excitations of shape modes also
decay into continuum modes beyond one loop, which will render the dynamics of excited quantum kinks yet more interesting.

The focus of this method on time-independent Hamiltonian eigenstates also limits the systems to which it may be applied at present. While this manuscript was in preparation, Ref. [42] appeared which studied a one-loop time-dependent nontopological soliton, building upon the studies of such normal modes in Ref. [43]. A systematic approach to higher-loop corrections in such cases would be interesting to pursue.
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Appendix A From Plane-Wave to Normal-Mode Normal-Ordering

1 Zero Modes

We will convert $H_2$, defined in (3.8), from plane-wave to normal-mode normal-ordering, one term at a time. First consider the $\pi^2$ term

$$\int dx \frac{\pi^2(x)}{2} = \int \frac{dp}{2\pi} \frac{\pi \pi - \pi}{2} = \int \frac{dp}{2\pi} \frac{\omega}{2} \left[ -A_p^\dagger \left( A_p^\dagger - \frac{A_p}{2\omega_p} \right) + \left( A_p^\dagger - \frac{A_p}{2\omega_p} \right) A_p \right]. \quad (A.1)$$

The zero mode contribution is

$$\int dx \frac{\pi^2(x)}{2} \supset \int \frac{dp}{2\pi} \frac{\tilde{g}_B(p) \tilde{g}_B(-p)}{4} \left( 2\pi^2 - i\omega_p[\pi_0, \phi_0] \right) = \frac{\pi^2}{2} - \int \frac{dp}{2\pi} |\tilde{g}_B(p)|^2 \left( \frac{\omega_p}{4} \right) \quad (A.2)$$

where we used

$$\int \frac{dp}{2\pi} \tilde{g}_B(p) \tilde{g}_B(-p) = \int \frac{dp}{2\pi} \int dx \int dq \frac{e^{-ix(p+q)}}{2\pi} V^{(2)}(\Phi(x), x) g_B(x) g_B(y) = \int dx g_B^2(x) = 1 \quad (A.3)$$

and

$$\tilde{g}_B(p) = \tilde{g}_B(-p). \quad (A.4)$$

Next consider the term

$$\int dx V^{(2)}(\Phi(x), x) \frac{\phi^2(x)}{2} \quad (A.5)$$

$$= \int dx \int \frac{dp}{2\pi} \int \frac{dq}{2\pi} e^{-ix(p+q)} V^{(2)}(\Phi(x), x) \left[ A_p^\dagger \left( A_q^\dagger + \frac{A_q}{2\omega_q} \right) + \left( A_q^\dagger + \frac{A_q}{2\omega_q} \right) A_p \right].$$
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The zero mode contribution is
\[
\int dx V^{(2)}(\Phi(x), x) \frac{\phi^2(x)}{2} \quad (A.6)
\]
\[
\supset \int dx \int \frac{dp}{2\pi} \int \frac{dq}{2\pi} e^{-ix(p+q)} \frac{V^{(2)}(\Phi(x), x)}{4} \bar{g}_B(p) \bar{g}_B(q) \left[ \frac{\phi_0^2}{\omega_p} - \frac{i}{\omega_p} \pi_0, \phi_0 \right]
\]
\[
= \int dx \int \frac{dp}{2\pi} e^{-ixp} V^{(2)}(\Phi(x), x) g_B(x) \bar{g}_B(p) \left[ \frac{\phi_0^2}{\omega_p} - \frac{1}{\omega_p} \right] = \int dx \int \frac{dp}{2\pi} e^{-ixp} \frac{\partial^2 g_B(x)}{4} \bar{g}_B(p) \left[ \frac{\phi_0^2}{\omega_p} - \frac{1}{\omega_p} \right] .
\]

The last term in \( H_2 \) is
\[
\int dx : (\partial_x \phi(x))^2 : \quad (A.7)
\]
\[
= \int dx \int \frac{dp}{2\pi} \int \frac{dq}{2\pi} e^{-ix(p+q)} \frac{q^2}{2} \left[ A_p^A \left( A_{-q}^A + A_{-q}^A \right) + \left( A_{-q}^A + A_{q}^A \right) A_{-p}^A \right]
\]
whose zero mode part is
\[
\int dx : (\partial_x \phi(x))^2 : \quad (A.8)
\]
which exactly cancels the zero mode contribution in Eq. (A.6).

Therefore the zero mode contribution to \( H_2 \) is given by Eq. (A.2). Note, if the connected component of the moduli space under consideration consists of isolated points, as we will see below in a vacuum sector, then there is no zero mode and so there is no such contribution.

2 Shape Modes

Next we will calculate the shape mode contributions to these three terms. First, inserting the Bogoliubov transformation into Eq. (A.1), we find
\[
\int dx \frac{\pi^2(x)}{2} \supset \int \frac{dp}{2\pi} \bar{g}_S(p) \bar{g}_S(-p) \quad (A.9)
\]
\[
\times \left[ -\omega_S B_S^2 + 2 \omega_S B^S \frac{B_S}{2 \omega_S} - \omega_S \left( \frac{B_S}{2 \omega_S} \right)^2 + \left( \omega_S - \frac{\omega_p}{2} \right) \right] .
\]

Next, the shape mode contribution to the potential term is
\[
\int dx V^{(2)}(\Phi(x), x) \frac{\phi^2(x)}{2} \quad (A.10)
\]
\[
\supset \int dx \int \frac{dp}{2\pi} e^{-ixp} \frac{V^{(2)}(\Phi(x), x) g_S(x)}{2} \bar{g}_S(p) \left[ B_S^2 + 2 B_S \frac{B_S}{2 \omega_S} + \left( \frac{B_S}{2 \omega_S} \right)^2 + \left( \frac{1}{2 \omega_S} - \frac{1}{2 \omega_p} \right) \right]
\]
\[
= \int dx \int \frac{dp}{2\pi} e^{-ixp} \left( \omega_S^2 + \partial_S^2 \right) g_S(x) \frac{\bar{g}_S(p)}{2} \left[ B_S^2 + 2 B_S \frac{B_S}{2 \omega_S} + \left( \frac{B_S}{2 \omega_S} \right)^2 + \left( \frac{1}{2 \omega_S} - \frac{1}{2 \omega_p} \right) \right] .
\]
Again the $\partial_x^2$ term cancels the contribution from $(\partial\phi)^2/2$, leaving

$$
\int \frac{dp}{2\pi} \frac{\hat{g}_S(p)\hat{g}_S(-p)}{2} \left[ \omega_S^2 B_S^1 \omega_S^2 B_S^1 B_S^2 + \omega_S^2 \left( \frac{B_S}{2\omega_S} \right)^2 + \left( \frac{\omega_S}{2} - \frac{\omega^2}{2\omega_p} \right) \right].
$$

(A.11)

The first and third terms cancel those in (A.9), leaving a shape mode contribution to the kink Hamiltonian of

$$
\omega_S B_S^1 B_S - \int \frac{dp}{2\pi} |\hat{g}_S(p)|^2 \left[ \frac{(\omega_S - \omega_p)^2}{4\omega_p} \right].
$$

(A.12)

Again, it is often the case that there are no shape modes, in which case there is no such contribution.

### 3 Continuum Modes

The calculation for the continuum modes is very similar, although now the $g_k(x)$ are complex as each describes two normal modes. The continuum contribution to the $\pi^2$ term is

$$
\int dx \frac{\pi^2(x)}{2} \propto \int \frac{dp}{2\pi} \int \frac{d^2k}{(2\pi)^2} \hat{g}_k(p)\hat{g}_k(-p) \omega_{k_1} \left[ \omega_{k_2} \right] B_{k_1}^1 B_{k_2} + \omega_{k_2} \left( B_{k_1}^1 \frac{B_{k_2}}{2\omega_{k_2}} + B_{k_2}^1 \frac{B_{k_1}}{2\omega_{k_1}} \right)
$$

$$
- \omega_{k_2} \frac{B_{k_2}^1 B_{k_2}}{4\omega_{k_1}\omega_{k_2}} + \left( -\omega_p + \omega_{k_2} \right) \left( \frac{2\pi\delta(k_1 + k_2)}{2\omega_{k_2}} \right).
$$

(A.13)

Using

$$
\int \frac{dp}{2\pi} \hat{g}_k(p)\hat{g}_k(-p) = \int dx \int dy \int \frac{dp}{2\pi} e^{ip(x-y)} g_k(x)g_k(y) = 2\pi\delta(k_1 + k_2)
$$

(A.14)

the $\pi^2$ contribution simplifies to

$$
\int \frac{dk}{2\pi} \omega_k^2 \left[ B_k^1 B_{-k} + 2B_k \frac{B_k}{2\omega_{k}} - \frac{B_{k}^1 B_{-k}}{4\omega_{k}^2} \right] + \int \frac{dp}{2\pi} \int \frac{d^2k}{(2\pi)^2} \hat{g}(p)\hat{g}(-p) \left( \frac{\omega_k}{4} - \frac{\omega_p}{4} \right).
$$

(A.15)

Again the contribution from the kinetic and potential terms cancel the first and third terms, double the second and modify the last, leaving

$$
\int \frac{dk}{2\pi} \omega_k^2 \left[ B_k^1 B_k - \int \frac{dp}{2\pi} |\hat{g}(p)|^2 \left( \omega_k - \frac{\omega_p}{4} \right)^2 \right].
$$

(A.16)

### Appendix B Numerical Techniques

All numerics in this paper are done using the Lagrangian (5.11) with parameters $\lambda = l = 1$ and $m = 2$.

**Gradient flow on a finite interval**

This method is based on [44]. It is useful as it can be applied to solitons in dimension greater than one [45]. We put the system on a finite box of length L and equally discretize space with a lattice spacing $\Delta x$. Instead of solving (3.36) directly, we take a random initial perturbation $\epsilon_0$ and evolve it using

$$
\dot{\epsilon} = - \left( -\frac{d^2}{dx^2} + V^{(2)}(\Phi_{x_0}(x), x) \right) \epsilon.
$$

(B.1)
Writing the initial perturbation as a linear combination of eigenvectors \( \{ g_i \} = \{ g_B, g_S, g_k \} \) of the operator, its evolution with time becomes obvious:

\[
\epsilon_0 = \sum_i a_i g_i \quad \Rightarrow \quad \epsilon(t) = \sum_i a_i g_i e^{-\omega_i t} \tag{B.2}
\]

where \( \omega_i \) are the eigenvalues of the eigenvectors. Hence, after a long time the lowest frequency mode dominates the dynamics. At this point we extract this mode and repeat the process while projecting out the extracted mode. After extracting the second, we repeat while projecting out the first two modes. And so on. This builds a library of \( N \) perturbations ordered by frequency. Since the box has a finite length, there is a discrete set of modes, rather than a continuum as there is on \( \mathbb{R} \). On the same grid, we build a library of \( N' \) plane waves with frequency \( \omega_p \). As this is computationally simple, we take \( N' \) very large.

To calculate the one-loop correction (3.35) we discretize the integrals

\[
\int dp \to \sum_{i}^{N'}, \quad \int dk \to \sum_{i}^{N} \tag{B.3}
\]

Denote the one-loop correction including \( N \) modes as \( Q_1^{(N)} \). This gives us the one-loop correction up to frequencies of \( \omega_N \). The large frequency contribution can be found using a WKB approximation. This shows that

\[
Q_1^{(N)} \sim \frac{1}{\omega_N} \tag{B.4}
\]

and we fit this tail to our numerically generated density \( Q_1^{(n)} \). This density, and a fitted tail is displayed in Figure 9. The calculations in this paper are done on a box with grid length 24 and a lattice spacing of 0.04. A total 60 modes are generated for each classical configuration whose mass is calculated.

**Uncompactified Approach**

We also used an approach in which no compactification was imposed. At each value of \( k > 0 \), there is a two dimensional space of continuum modes. A grid of values of \( k \) was selected. For each, we began at a point with two distinct sets of real initial conditions for the field and its first spatial derivative. Then the
linearized equation of motion was numerically integrated to generate the solution out to the region where the potential is flat, where the contribution of the kink and impurity are both negligible. In this region, each solution is a sine wave.

We considered two such solutions and determined the amplitude of the sine waves at large $x$ and $-x$ for each solution. Then we constructed two linearly independent, linear combinations of the two solutions which each have the same amplitude at large $x$ and $-x$. Finally we constructed two linear combinations of those solutions which are orthonormal with respect to integration. More precisely, the amplitude is unity at large $x$ and $-x$ for each function, and the integral of the product over a sufficiently large interval of positive $x$ values is negative that same integral over negative $x$ values. The function $g_k(x)$ is defined to have its real and imaginary parts equal to those two functions.

The Fourier transform is performed by first multiplying $g_k(x)$ by a small exponential damping factor, and taking the limit that this damping factor goes to zero. This limit is taken analytically, as the high $|x|$ region is just a sine wave.

The bound normal modes are treated differently. For a trial value of the frequency, the eigenvalue equation for normal modes is discretized and written as a matrix equation, which is solved by inversion. The result does not satisfy the boundary conditions that $g(x)$ should tend to zero at infinity. To improve the situation, a new value of the frequency is guessed, even in the case of the zero-mode, and this is repeated a fixed number of times, usually a few hundred or thousand until the boundary conditions are satisfied out to large $|x|$.

Appendix C  The Vacuum Sector

Here we present an approximated analytical computation of the one-loop energy in the vacuum sector when the impurity is small. Consider a vacuum sector of a model with an impurity. For a fixed impurity and sufficiently large $k$, the amplitude of the normal modes will be approximately constant. We will now derive a simple formula for the contribution to $Q_1$ arising at such large $k$, or equivalently at fixed $k$ for a small impurity.

Let the interval $[0,x_f]$ be the spatial support of $V^{(2)}(\Phi(x),x)$. In this approximation, the impurity is reflectionless and each normal mode may be divided into three parts

$$g_k(x) = \begin{cases} 
e^{-ikx} & \text{if } x < 0 \\ e^{-i\int_0^x dk' \delta(k')} & \text{if } 0 < x < x_f \\ e^{-i(\delta(k)+kx)} & \text{if } x > x_f \end{cases} \quad \text{(C.1)}$$

where

$$\delta(k) = \int_0^{x_f} dx (k'(k) - k) \quad \text{(C.2)}$$

An analogous expression may be written for the $e^{ikx}$ mode.

For now, let us make the crude approximation that $V^{(2)}(\Phi(x),x)$ is equal to $V$ in the middle interval and $m^2$ elsewhere. Then the linearized equations of motion (2.14) obeyed by the normal modes yield

$$k' = \sqrt{k^2 + m^2 - V} \sim k + \frac{m^2 - V}{2k} \quad \text{(C.3)}$$
where we have used our approximation $k^2 > |m^2 - V|$. Thus we find

$$\delta(k) = x_f \frac{m^2 - V}{2k}.$$  \hfill (C.4)

We calculate $\tilde{g}_k(p)$ one region at a time. The first region contributes

$$\int_{-\infty}^{0} dx g_k(x)e^{ipx} = \frac{i}{k-p} e^{-i(k-p)x} \bigg|_{-\infty}^{0} = \frac{i}{k-p}.$$ \hfill (C.5)

In the last equality we have dropped the contribution from $x = -\infty$. This is because it yields a quantity which rapidly oscillates in $p$ at large $|x|$, and so when folded into any continuous function in $p$ it will vanish by the Riemann-Lebesgue Lemma. This is not true at $p = k$, leading to a $2\pi \delta(p-k)$ which we ignore here as it does not contribute to $Q_1$ [38]. The last equality may alternatively be derived from the usual prescription of including an exponential damping in the integrand, integrating and then taking the damping factor to zero after the integration.

Similarly the third region contributes

$$\int_{x_f}^{\infty} dx g_k(x)e^{ipx} = -i \frac{1 - e^{-i(k'(k)-p)x_f}}{k' - p}.$$ \hfill (C.6)

The second contributes

$$\int_{0}^{x_f} dx g_k(x)e^{ipx} = -i \frac{1 - e^{-i(k'(k)-p)x_f}}{k' - p}. \hfill (C.7)$$

Combining these contributions we find

$$\tilde{g}_k(p) = i \left(1 - e^{-i(k'(k)-p)x_f}\right) \frac{k'(k) - k}{(k-p)(k'(k) - p)}.$$ \hfill (C.8)

Inserting this and (C.3) into (3.35) yields

$$Q_1 = -\frac{1}{4} \int \frac{dk}{2\pi} \int \frac{dp}{2\pi} (\omega_k - \omega_p)^2 g_k(p)\tilde{g}_{-k}(-p) = -\int \frac{dk}{2\pi} (k'(k) - k)^2 \frac{k^2}{\omega_k^2} \int \frac{dp}{2\pi} \sin^2 \left(\frac{(k'(k)-p)x_f}{2}\right)$$

$$= -x_f \frac{1}{4} \int \frac{dk}{2\pi} (k'(k) - k)^2 \frac{k^2}{\omega_k^2} = -x_f \frac{16}{16\pi m^2} (m^2 - V)^2 \frac{1}{2\pi \omega_k^2} = -x_f \frac{(m^2 - V)^2}{16\pi m^2}.$$ \hfill (C.9)

where, going from the second expression to the third, we have used $k \sim p$ to approximate

$$(\omega_k - \omega_p)^2 = \left(k + \frac{m^2}{2k} - p - \frac{m^2}{2k} - \frac{1}{k - (k-p)}\right) \left(k - p - \frac{m^2 k - p}{k^2}\right)^2$$

$$= (k-p)^2 \left(1 - \frac{m^2}{2k^2}\right)^2 = (k-p)^2 \frac{k^2}{\omega_k^2}. \hfill (C.10)$$

The fact that this is linear in $x_f$ suggests that we may drop the restriction that $V^{(2)}(\Phi(x), x)$ be constant

$$Q_1 = -\int dx \frac{(m^2 - V^{(2)}(\Phi(x), x))^2}{16\pi m^2}. \hfill (C.11)$$

We remind the reader that we have approximated $|k|$ to be large, and so we do not expect the small $k$ contribution to $Q_1$ to be well-approximated by this formula. That said, in any example one can determine just which values of $k$ are reliable by observing the position-dependence of the amplitude in a numerically evaluated normal mode.
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