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The thermal evolution of the axial anomaly of quantum chromodynamics (QCD) at finite temperature remains to be understood theoretically. It is well established that at high enough temperature, due to the exponential damping of the instanton density, the anomalous breaking of the \( U_A(1) \) subgroup of chiral symmetry has to recover \[1\]-\[3\], but it is virtually unknown what happens around and below the (pseudo)critical temperature \( T_c \). There have been experimental indications that the anomaly might get restored already around the critical temperature of chiral symmetry restoration \[4\], which was also backed by independent theoretical calculations \[5,6\], but the issue is not settled as recent lattice approaches (based on the eigenvalue spectrum of the Dirac operator) show a different scenario \[7,8\] and argue that the anomaly is still visible up to \( 1.5T_c \).

Earlier, theoretical studies concerning the axial anomaly were performed using effective theories of QCD, in particular the Nambu–Jona-Lasinio model \[9,10\], where thermal properties of the quark condensate were included at the mean field level. Effective restoration of the chiral anomaly has also been discussed in nuclear medium in Ref. \[11\], and is under recent experimental interest at hadron-nuclear facilities \[12,13\]. In this paper, we focus our attention on the thermal properties of mesons and their effect on the anomaly with mesonic fluctuations taken into account.

Recently, there has been development in the linear sigma model approach, concerning the thermal behavior of the \( U_A(1) \) factor. In Ref. \[14\], using the so-called chiral invariant expansion technique, it was shown that mesonic fluctuations can have an important contribution in the finite-temperature behavior of the anomaly. They not only produce an anomaly coefficient that is condensate dependent, but depending on region of the parameter space, they can either strengthen or weaken the \( \text{‘t} \) Hooft determinant term, which describes the anomaly in the effective theory approach. Results pointed in a direction where the corresponding determinant coefficient was increasing with the temperature, but no final conclusions could be drawn without proper parametrization of the model, including explicit symmetry-breaking terms representing finite quark masses.

The finite-temperature behavior of the anomaly has consequences on the order of the chiral transition and thus e.g. on the Columbia plot \[15\]. In the two-flavor chiral limit (i.e., when quark masses satisfy \( m_s \to \infty, m_u,d \to 0 \)) the presence or absence of the anomaly determines whether an \( O(4) \) or \( U(2)\times U(2) \) symmetric effective theory describes the phase transition. Traditionally it is argued that the latter produces a first-order transition \[16\], while the former is well known to describe a second-order one. Therefore, the anomaly has an important role in drawing the top-left region of the Columbia plot. We note for completeness that recently there were indications that even in the latter \( [U(2)\times U(2) \text{ model}] \) renormalization group flows can produce an infrared-stable fixed point after all, and thus the transition could be second order anyway \[17–20\], though it might belong to a different universality class than had been thought. This issue still represents an active area of study.

We also mention that there have been finite-temperature investigations in the so-called extended linear sigma model, where scalar mesons are accompanied by vector meson degrees of freedom, the latter being also of importance from a low-energy dynamics point of view. A mean field treatment for \( N_f = 3 \) was presented in Ref. \[21\], and a renormalization group study for \( N_f = 2 \) in Ref. \[22\].

In this paper we carry out a physical parametrization of the 2 + 1-flavor linear sigma model, and calculate numerically the functional form of the effective potential (with the inclusion of explicit breaking terms and the \( \text{‘t} \) Hooft determinant (with a field-dependent coupling). The method we are using is the leading order of the derivative expansion (i.e., local potential approximation) of the functional renormalization group (FRG) approach, combined with the chiral invariant expansion technique \[23\], which turned out to reduce numerical costs, allowing
the investigation of a nonperturbative effective potential (i.e., without employing Taylor expansion in terms of couplings) and the corresponding anomaly function.

The FRG technique has a huge body of literature [24–26], and approximate solutions have been very successful in solving low-energy effective theories of QCD in a nonperturbative fashion [27–32]. We note, however, that concerning the linear sigma model with $2 + 1$ flavors and the axial anomaly, there are relatively few works that employ FRG. For earlier studies the reader is referred to Refs. [5, 14, 33–35]. This paper wishes to serve as an improvement and extension along these directions.

The bare coupling of the ‘t Hooft determinant (being a parameter of the linear sigma model) is in principle determined by QCD dynamics, and thus can be temperature dependent. In this paper, however, we treat this coefficient in a similar fashion as the mass parameter and assume that it is given a fixed value and determined by QCD dynamics, and thus can be temperature dependent. In this paper, however, we treat this coefficient in a similar fashion as the mass parameter and assume that it is given a fixed value and determined by the FRG method. It generalizes the concept of the conventional Wilsonian RG in the sense that instead of reducing the FRG method, the model, and the correspond-

The paper is organized as follows. In Sec. II we introduce the FRG method, the model, and the corresponding renormalization group flows. Section III is dedicated to explaining the numerics used and some details of the parametrization. The reader can find all numerical results with figures in Sec. IV, while Sec. V is dedicated to conclusions.

II. RENORMALIZATION GROUP FLOWS

A powerful way to incorporate quantum and thermal fluctuations in quantum field theories is the application of the FRG method. It generalizes the concept of the conventional Wilsonian RG in the sense that instead of deriving flow equations for individual coupling constants, one has an exact evolution equation for the effective action itself. Through a momentum-dependent mass term – which is defined with the help of an IR regulator function $R_k$, where $k$ plays the role of the flow parameter – one suppresses modes with momenta $q \lesssim k$, and gradually integrates them out by taking the $k \to 0$ limit. This idea leads to a one-parameter family of quantum effective actions $(\Gamma_k)$ obeying the so-called Wetterich equation [24]:

$$\partial_t \Gamma_k = \frac{1}{2} \text{STr} \left[ (\Gamma_k^{(2)}) + R_k \right]^{-1} \partial_t R_k,$$

where $\Gamma_k^{(2)}$ is the second functional derivative of $\Gamma_k$ and the STr operation has to be taken in both the functional and matrix sense. If $k$ is large (practically equal to a UV cutoff $\Lambda$), no fluctuations are included in $\Gamma_k$ and it takes the form of the classical action $S$. On the other hand, at $k = 0$ the IR regulator vanishes and one obtains the usual one-particle-irreducible (1PI) effective action, $\Gamma_{k=0} = \Gamma_{1PI}$. In practice, one considers a theory at the highest scale $\Lambda$ and sets up the RG flow initial condition as the classical expression for the action, and integrates it down to $k = 0$. It has to be noted that the evolution equation (1) is an exact relation and has to be approximated for practical purposes.

The effective model of the strong interaction we employ here is the three-flavor linear sigma model. In accordance with Lorentz symmetry and renormalizability, we assume that at the UV scale the action is of the following form:

$$S = \int_x \left( \text{Tr} \left( \partial_\mu M^\dagger \partial_\mu M \right) - \mu^2 \text{Tr} \left( M^\dagger M \right) - \frac{g_1}{9} \left[ \text{Tr} \left( M^\dagger M \right) \right]^2 - \frac{g_2}{3} \text{Tr} \left( M^\dagger M M M^\dagger M \right) - \text{Tr} \left( H(M^\dagger + M) - a(\det M^\dagger + \det M) \right) \right),$$

where $M = T^b (\sigma^b + i \pi^b)$ is a $3 \times 3$ matrix [element of the $U(3)$ Lie algebra generated by $T^b$, $\text{Tr} \left( T^b T^c \right) = \delta^{bc}/2$], playing the role of the order parameter of chiral symmetry breaking. Its fluctuations correspond to scalar and pseudoscalar mesons $a_0, \kappa, f_0, \sigma$ and $\pi, K, \eta, \eta'$, respectively. In [2], terms in the first two lines are invariant under $M \to LMR^\dagger$ chiral symmetry (where $L$ and $R$ are unitary matrices with parameters $\theta_{L/R}$), the fourth term breaks it explicitly, while the last one corresponds to the $U_A(1)$ anomaly (i.e., ‘t Hooft determinant). Note that the chiral transformations can also be expressed in terms of vector- and axialvector transformations, with the transformation parameters $\theta_{V/A} = (\theta_L^0 \pm \theta_R^0)/2$. Since we are describing spontaneous breaking of chiral symmetry, the mass parameter is negative, $\mu^2 < 0$, and the stability conditions imply $g_1 + g_2 > 0$, $g_2 > 0$ [36]. We choose the explicit breaking matrix $H$ to be $H = h_0 T^0 + h_8 T^8$ (no isospin breaking), which leads to

$$\text{Tr} \left( H(M^\dagger + M) \right) = h_0 s^0 + h_8 s^8.$$

As announced already, $\Gamma_k$ has to be approximated to solve Eq. (1). We choose to employ the derivative expansion at leading order (this is also called the local potential approximation),

$$\Gamma_k = \int_x \left( \text{Tr} \left( \partial_\mu M^\dagger \partial_\mu M \right) - V_k(M) \right),$$

where we have neglected the wave-function renormalization and introduced the following chiral invariants:

$$I_1 = \text{Tr} \left( M^\dagger M \right),$$

$$I_2 = \text{Tr} \left( M^\dagger M - \text{Tr} \left( M^\dagger M \right)/3 \right)^2,$$

and the ‘t Hooft determinant

$$I_{\det} = \text{det} M^\dagger + \text{det} M.$$

$$\Gamma_k = \int_x \left( \text{Tr} \left( \partial_\mu M^\dagger \partial_\mu M \right) - V_k(M) \right),$$

where $V_k = U_k(I_1) + C_k(I_1) I_2 + (h_0 s^0 + h_8 s^8) + A_k(I_1) I_{\det},$
The latter only breaks the $U_A(1)$ subgroup, and note that in the ansatz Eq. (4a) we have left out higher order $U_A(1)$ breaking Lorentz scalar operators, such as $(\text{det} M^3 \pm \text{det} M)$, $i \geq 2$, and $(\text{det} M^3 \pm \text{det} M^2)$, $j \geq 1$, even though they are in principle generated by Eq. (1). Matching Eqs. (4a)–(4b) with Eq. (2) shows

$$U_\Lambda = \mu^2 I_1 + \frac{g_1 + g_2}{9} I_1^2, \quad C_\Lambda = \frac{g_2}{3}, \quad A_\Lambda = a.$$  

(7)

In obtaining the specific form of Eq. (4b), we have also made use of the chiral invariant expansion technique which exploits the fact that - besides the explicit symmetry breaking terms - the effective action has to be invariant under chiral symmetry. The reader is referred to Ref. 24. Note that the explicit breaking of chiral symmetry via $\text{Tr} \left( H(M^\dagger + M) \right)$ does not change with respect to the RG flow. This is due to the fact that on the right-hand side of Eq. (1) the $\Gamma_k$ function enters only via its second functional derivative and thus terms linear in the fields do contribute to the flow equation. As a consequence, there is no way to generate any kind of explicit symmetry breaking terms on the right-hand side of Eq. (1) at a given scale $k$, and therefore they are uniquely determined by the UV action through parametrization.

If one plugs Eq. (4a) into Eq. (1), using Litim's optimal regulator 37, $R_k(q_0, q) = (k^2 - q^2)\Theta(k^2 - q^2)$, and evaluating the loop integral at finite temperature one gets the following evolution equation for the $k$-dependent effective potential:

$$\partial_k V_k = \frac{k^4 T}{6\pi^2} \sum_{j=-\infty}^{\infty} \sum_{a=s,\pi} \sum_{i=0}^{8} \frac{1}{\omega_j^2 + k^2 + m_{auj}^2(k)}, \quad (8)$$

where $\omega_j = 2\pi j T$ are bosonic Matsubara frequencies, and $m_{auj}^2(k)$ denote the eigenvalues of the scalar and pseudoscalar mass matrices (defined as $\partial^2 V_k/\partial s_i \partial s_j$ and $\partial^2 V_k/\partial \pi_i \partial \pi_j$), respectively, evaluated at scale $k$. Note that the applied regulator is three dimensional in the sense that it has no cutoff in the timelike direction ($q_0$), leading the Matsubara sums to run all over the possible values of $\omega_j$.

The way to translate Eq. (8) into the flows of $U_k$, $C_k$, and $A_k$ is the following. First we set the anomaly to zero and consider a background field that consists of two independent condensates. Using the notation $\tilde{s}_i = v_i$ for constant mean fields, we write $\tilde{M} = v_0 T^0 + v_8 T^8$. In this two-component background, the invariants take the following form:

$$I_1 = \frac{v_0^2 + v_8^2}{2}, \quad I_2 = \frac{v_8^2}{24} (v_8 - 2\sqrt{2} v_0)^2, \quad I_{\text{det}} = \frac{1}{3\sqrt{6}} (v_0^3 - 3 v_0 v_8^2 - \frac{1}{\sqrt{2}} v_8^3), \quad (9)$$

and their field derivatives that are necessary for calculating the masses can be found in the Appendix. After calculating the right-hand side of Eq. (8) in this background field, it is easy to combine terms into the invariant tensors above (expanding the expression around $v_0 \approx 0$ helps) and thus first one identifies the flow of $U_k(I_1)$, and then the coefficient of $I_2$, which is nothing but the flow of $C_k(I_1)$. As a second step, one includes the anomaly and Taylor expand the right-hand side of Eq. (8) around the zero anomaly configuration up to next-to-leading order. This leads to the appearance of the 't Hooft determinant $I_{\text{det}}$ and its coefficient provides the flow of $A_k(I_1)$. The obtained equations are 13.
Here we have introduced the following shorthand notations: $E^2_\pi = k^2 + U'_\pi (I_1)$, $E^2_\eta= k^2 + U'_\eta (I_1) + \frac{1}{2} I_1 C_\eta (I_1)$, $E^2_\eta'= k^2 + U''_\eta (I_1) + 2I_1 U''_\eta (I_1)$, which are energies of the $\pi$, $\eta$, and $\eta'$ mesons, respectively, in a background satisfying $I_1 \neq 0$, $I_2 = 0$ (e.g., $v_0 \neq 0$, $v_8 = 0$). We also note that all Matsubara sums can be performed analytically, thus the integro-differential nature of the Wetterich equation reduces to coupled (functional) differential equations of the $U_k$, $C_k$, $A_k$ coefficient functions.

### III. NUMERICS AND PARAMETRIZATION

The coupled equations (10a), (10b), and (10c) are solved by the grid method. Calculations are carried out in GeV units, which is also the UV cutoff $\Lambda$, from which the equation system is integrated. We set up one-dimensional grids in the interval $[0:2]$ with a step size of $10^{-2}$ (i.e., 10 MeV) and solve the field equations at each point. Field derivatives are calculated with the seven-point formula, except close to the boundaries, where the five- and three-point formulas are used. Using suitable initial values for $\mu^2$, $g_1$, $g_2$, $a$, $h_0$, $h_8$ (note again that the latter two do not change with $k$) we integrate the functions from $k = \Lambda$ down to $k = 0$, using the Runge-Kutta algorithm.

We note that the anomaly coefficient $a$ defined in Eq. (2) has to be negative for physical parametrizations. This stems from the fact that in the case when no explicit symmetry breaking terms are present, it is easy to show that the pseudoscalar spectrum takes the following form at the minimum point of the effective potential:

$$m^2_{\pi,0} = \frac{3a(3a - \sqrt{-24\mu^2(g_1 + g_2) + 9a^2})}{4(g_1 + g_2)},$$

$$m^2_{\pi,i} = 0 \quad (i = 1, \ldots, 8),$$

where $m^2_{\pi,0}$ corresponds to the $\eta'$ meson and it is positive if and only if $a < 0$. This is expected to remain true when the explicit breaking terms are introduced, and also after fluctuations are included. It will be confirmed by numerics in the next section.

First the values of $h_0$ and $h_8$ are fixed. We use the partially conserved axial-vector current (PCAC) relations, i.e., \cite{34}

$$\partial_\mu J^{(a)}_b = m^2_{\pi,b} f_b \pi_b \quad (b = 0, \ldots, 8),$$

where $J^{(a)}_b$ is the flavor nonet axial-vector current, and $f_b$ denotes corresponding decay constants. In the case when explicit symmetry breaking terms are present, the divergence of the current is explicitly given by

$$\partial_\mu J^{(a)}_b = -\frac{\partial}{\partial \theta^A_b} \text{Tr} \left( H (M + M^1) \right).$$

Calculating the right-hand side of Eq. (13) and then combining Eq. (12) with Eq. (13), we get the following, separately for $b = 1, 2, 3$ and $b = 4, 5, 6, 7$:

$$m^2_{\pi} f_\pi = \sqrt{\frac{2}{3}} h_0 + \frac{1}{\sqrt{3}} h_8,$$

$$m^2_{K} f_K = \sqrt{\frac{2}{3}} h_0 - \frac{1}{2 \sqrt{3}} h_8,$$

where now $m_{\pi}$ and $m_{K}$ denote the physical pion and kaon masses, respectively, and $f_\pi$, $f_K$ are decay constants, for which we employ $f_\pi \approx 93$ MeV and $f_K \approx 113$ MeV. This determines the explicit breaking parameters:

$$h_0 = (286 \text{ MeV})^3, \quad h_8 = -(311 \text{ MeV})^3.$$  (15)

For the remaining four undetermined parameters (i.e., $\mu^2$, $g_1$, $g_2$, $a$) we use the $\pi$, $K$, $\eta$, $\eta'$ mass values listed in Table I. Solving Eqs. (10a), (10b) and (10c) in a way that reproduces these masses at zero temperature selecting an appropriate choice of parameters at the UV scale. Note that if we set $a = 0$ in advance, obviously the physical value of the $\eta'$ mass cannot be maintained, and also $\eta$ gets degenerated with the pions. In this case, besides the pion and kaon masses, we used the $\sigma$ mass for parametrization. After all parameters are fixed, one is free to solve the equations at any given temperature, at which the ground state and the mass spectrum will be predictions. A list of the obtained values can be found in Table II.

For the scalar sector, it is convenient to work in the ideal mixing basis $[s$: strange; $ns$: nonstrange, see Eqs. (10) and (17)] rather than the flavor one. They are related by the transformation

$$\begin{pmatrix} \sigma_{ns} \\ \sigma_s \end{pmatrix} = \frac{1}{\sqrt{3}} \begin{pmatrix} \sqrt{2} & 1 \\ 1 & -\sqrt{2} \end{pmatrix} \begin{pmatrix} \sigma_0 \\ \sigma_8 \end{pmatrix}.$$  (16)
and similarly for the explicit symmetry breaking parameters:

\[
\begin{pmatrix}
  h_{ns} \\
  h_s
\end{pmatrix} = \frac{1}{\sqrt{3}} \begin{pmatrix} \sqrt{2} & 1 \\ 1 & -\sqrt{2} \end{pmatrix} \begin{pmatrix} h_0 \\
  h_s
\end{pmatrix}.
\]

(17)

This leads to

\[
h_{ns} = (121 \text{ MeV})^3, \quad h_s = (336 \text{ MeV})^3,
\]

(18)
in agreement with Ref. [6]. Once the functions \(U_{k\to 0}(I_1)\), \(C_{k\to 0}(I_1)\), and \(A_{k\to 0}(I_1)\) are determined, the full effective potential \(V_{k\to 0}(I_1)\) is also in our possession. Its minimum determines the ground state of the system, which is obtained by simply taking the field derivatives (numerically) with respect to \(v_0\) and \(v_8\) and finding their zeros; see also the Appendix.

**IV. RESULTS**

In this section we discuss the results that can be extracted from solving the coupled equation system for \(U_k\), \(C_k\), and \(A_k\). First of all, Fig. 1 and Fig. 2 show the mass spectrum as a function of the temperature (in units of the corresponding critical temperature) for the zero and nonzero anomaly case, respectively. At \(T = 0\) and without anomaly (Fig. 1), even if one tries to fix the parameters using the masses of the lightest mesons (\(\pi\), \(K\), and \(\sigma\)) as inputs, one cannot reproduce the physical spectrum very accurately. In particular, pions and the \(\eta\) meson are degenerate due to the ideal mixing associated with the SU(3) flavor breaking, \(m_u = m_d < m_s\). Turning on the anomaly (Fig. 2), however, the spectrum improves significantly, and due to large \(U_A(1)\) breaking the physical \(\eta\) and \(\eta'\) get closer to the \(\pi_0 \equiv \eta_0\) and \(\pi_8 \equiv \eta_8\) pseudoscalars, respectively. Generally, the model achieves fair agreement with experimental data within an unce-
tainty of the order of 10%, except for the $\kappa$ meson. Our prediction for its mass lies slightly above 1 GeV, which shows that a better identification would probably be the $K_0^*(1430)$ meson. This points in the direction that the conventional identification of light scalar mesons with excitations in the linear sigma model might not be accurate, and some of these particles are predominantly four-quark states [21]. Nevertheless, e.g. the least known $\sigma$ mass is found to be around 450 MeV, consistent with the Particle Data Group [38]. We also note that the patterns of the spectra at high temperature corresponds to symmetry breakings where the nonstrange condensate has already evaporated, but the strange one still carries significant contribution.

Turning to finite temperature, an important observation is that (unlike predictions of earlier works) we observe no drop in the $\eta'$ mass around $T_c$. This points in the direction that the $U_A(1)$ factor might not even be partially restored toward the critical temperature. One still observes a reduction in the $\eta$ and $\eta'$ mass difference, and thus the safest way to draw conclusions on the issue is to explicitly check the temperature dependence of the fluctuation-corrected anomaly function. Figure 3 shows the anomaly function $\{A_{k \to 0}(I_1)\}$ as the temperature increases. As suggested by the mass spectrum, the anomaly strengthens everywhere with the temperature, and furthermore it produces a nontrivial structure as a function of the condensates. This clearly reveals the fate of the $U_A(1)$ factor, and predicts that mesonic quantum and thermal fluctuations are indeed of importance, concerning on the one hand the condensate dependence of the 't Hooft coupling, and on the other hand its thermal evolution.

The phase transition itself can be seen in Fig. 4. We plot both the strange and nonstrange condensates normalized to their $T = 0$ value. The pseudocritical temperature of the transition is defined as the inflection point of the non-strange condensate. If the anomaly is turned off, we get $T_c \approx 175$ MeV, which is in decent agreement with lattice data; however, when the anomaly is turned on, it goes up to $T_c \approx 350$ MeV. This clearly signals that the current setup is not capable of being extended toward the critical temperature. It might be related to the fact that even though the transition temperature should be independent of the number of colors, in the linear sigma model one has $T_c \propto \sqrt{N_c}$ [40], which is not cured by the FRG method. Another possibility is that the high value for $T_c$ is caused by the absence of quark degrees of freedom and/or gauge effects, and by introducing the former through Dirac fermions and the latter via the Polyakov loop, $T_c$ is pursued to a lower value. In spite of all these, we see no obstacle in drawing qualitative conclusions on mesonic fluctuation effects on the $U_A(1)$ anomaly, but it is, however, important to note that there are indications that mesonic fluctuations can be considerably smaller than quark and gauge contributions [40].

It is also worth noting that the actual strength of the anomaly in the ground state of the system has both explicit and implicit temperature dependence. The explicit dependence comes from the change of the shape of the $A_{k \to 0}(I_1)$ function, and the implicit one arises from the fact that as the temperature rises, the $I_1$ value corresponding to the ground state changes. One may define two anomaly strengths as

$$A(T) = A_{k \to 0}(I_1(T); T),$$
$$A_0(T) = A_{k \to 0}(0; T),$$

which are shown in Fig. 5. With this one can keep track of how explicit and full temperature dependences contribute to the $U_A(1)$ factor.

Finally, let us come back to the $\eta - \eta'$ system. We noted already that we observe no drop in the $\eta'$ mass around the critical temperature. In Fig. 6 it is shown that this is indeed due to the field and temperature dependence of the anomaly function. We plot both the $\eta$ and $\eta'$ masses with the inclusion of the temperature-dependent $A_{k \to 0}(I_1)$ function, together with a hybrid
method, where the anomaly is set to a temperature- and field-independent constant arising from parametrization (i.e., the value of the anomaly coefficient in the ground state at \( T = 0 \)). One observes that without thermal effects of the anomaly, we indeed get a drop in the state at \( T \) (i.e., the value of the anomaly coefficient in the ground field-independent constant arising from parametrization method, where the anomaly is set to a temperature- and field-dependent, and increases with the temperature, or in other words, mesonic fluctuations strengthen the anomaly toward \( T_c \). It also turned out that these effects lead to the smoothening of the temperature dependence of the \( \eta' \) mass, and no drop can be observed anymore around the critical temperature. These are in agreement with recent lattice simulations [7, 8], which argue that the anomaly does not restore until around 1.5\( T_c \). It remains an important question whether the temperature dependence of the ‘t Hooft parameter that arises from instanton effects can compete with mesonic fluctuations.

If the anomaly is turned off, we observe good agreement with lattice data concerning the critical temperature, while the mass spectrum is of course nonphysical. If the anomaly is turned on, the critical temperature gets unreasonably high, but the mass spectrum is in good agreement with experimental data. This points out that explicit quark degrees of freedom and/or the Polyakov loop have to be introduced to get a lower value for \( T_c \) with the spectrum remaining physical. These – together with investigating the effect of the instanton-induced temperature dependence of the ‘t Hooft parameter, and extending the results to finite density – represent future studies to be reported in the near future.
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**Appendix A. FIELD DERIVATIVES OF THE EFFECTIVE POTENTIAL**

The ground state of the system belongs to the minimum of the effective potential (4b) at \( k \rightarrow 0 \). One obtains the corresponding \( v_0 \) and \( v_8 \) condensates by requiring the respective first derivatives to be zero (the others are identically zero in a background of \( v_0, v_8 \)):

\[
\begin{align*}
\frac{\partial V_k}{\partial s_0} & \bigg|_{v_0, v_8} = (U'_k(I_1) + C'_k(I_1) + A'_k(I_1)) \frac{\partial I_1}{\partial s_0} \bigg|_{v_0, v_8} + C_k(I_1) \frac{\partial I_2}{\partial s_0} \bigg|_{v_0, v_8} + A_k(I_1) \frac{\partial I_{\text{det}}}{\partial s_0} \bigg|_{v_0, v_8} + h_0 \equiv 0, \\
\frac{\partial V_k}{\partial s_8} & \bigg|_{v_0, v_8} = (U'_k(I_1) + C'_k(I_1) + A'_k(I_1)) \frac{\partial I_1}{\partial s_8} \bigg|_{v_0, v_8} + C_k(I_1) \frac{\partial I_2}{\partial s_8} \bigg|_{v_0, v_8} + A_k(I_1) \frac{\partial I_{\text{det}}}{\partial s_8} \bigg|_{v_0, v_8} + h_8 \equiv 0.
\end{align*}
\]

(A1a)

(A1b)

The required field derivatives of invariants are as follows:

\[
\begin{align*}
\frac{\partial I_1}{\partial s_0} & \bigg|_{v_0, v_8} = v_0, \quad \frac{\partial I_1}{\partial s_8} \bigg|_{v_0, v_8} = v_8, \quad \frac{\partial I_2}{\partial s_0} \bigg|_{v_0, v_8} = v_8 \left( \frac{2v_0}{3} - \frac{1}{3\sqrt{2}} v_8 \right), \quad \frac{\partial I_2}{\partial s_8} \bigg|_{v_0, v_8} = v_8 \left( \frac{2v_0}{3} - \frac{v_0v_8}{\sqrt{2}} + \frac{v_8^2}{6} \right), \\
\frac{\partial I_{\text{det}}}{\partial s_0} & \bigg|_{v_0, v_8} = \frac{2v_0^2 - v_8^2}{2\sqrt{6}}, \quad \frac{\partial I_{\text{det}}}{\partial s_8} \bigg|_{v_0, v_8} = -\frac{v_8(2v_0 + v_8)}{2\sqrt{3}}.
\end{align*}
\]
Similarly, the masses of the scalar and pseudoscalar particles needed to evaluate \( \partial^2 \) are the following:

\[
m^2_{s,ij} = \frac{\partial^2 V_k}{\partial s_i \partial s_j} = \delta_{ij} \left( U'_k(I_1) + I_2 C'_k(I_1) + A'_k(I_1) \right) + \frac{\partial^2 I_2}{\partial s_i \partial s_j} C_k(I_1) + \frac{\partial^2 I_{\text{det}}}{\partial s_i \partial s_j} A_k(I_1) + \frac{\partial^2 I_{\text{det}}}{\partial s_i \partial s_j} A_k(I_1),
\]

\[
m^2_{\pi,ij} = \frac{\partial^2 V_k}{\partial \pi_i \partial \pi_j} = \delta_{ij} \left( U'_k(I_1) + I_2 C'_k(I_1) + A'_k(I_1) \right) + \frac{\partial^2 I_2}{\partial \pi_i \partial \pi_j} C_k(I_1) + \frac{\partial^2 I_{\text{det}}}{\partial \pi_i \partial \pi_j} A_k(I_1),
\]

where we have already identified all first field derivatives with respect to \( \pi_i \) are zero in a background field defined by \( v_0, v_8 \). The remaining nonzero derivatives are

\[
\left. \frac{\partial^2 I_2}{\partial s_i s_j} \right|_{v_0, v_8} = \begin{cases} \frac{2}{\sqrt{3}} v_0^2, & \text{if } i = j = 0 \\ \frac{v_0^2}{\sqrt{3}} + \frac{3}{2} v_0 v_8, & \text{if } i = 0, j = 8 \text{ or } i = 8, j = 0 \\ \frac{v_0^2}{\sqrt{3}} + \frac{3}{2} v_0 v_8, & \text{if } i = j = 8 \\ \frac{v_0^2}{\sqrt{3}} + \frac{3}{2} v_0 v_8, & \text{if } i = j = 1, 2, 3 \\ \frac{v_0^2}{\sqrt{3}} - \frac{1}{\sqrt{2}} v_0 v_8, & \text{if } i = j = 4, 5, 6, 7 \\ 0, & \text{else} \end{cases}
\]

\[
\left. \frac{\partial^2 I_2}{\partial \pi_i \pi_j} \right|_{v_0, v_8} = \begin{cases} 0, & \text{if } i = j = 0 \\ -\frac{v_0^2}{3\sqrt{2}} + \frac{3}{2} v_0 v_8, & \text{if } i = 0, j = 8 \text{ or } i = 8, j = 0 \\ -\frac{v_0^2}{3\sqrt{2}} - \frac{3}{4} v_0 v_8, & \text{if } i = j = 8 \\ -\frac{v_0^2}{3\sqrt{2}} + \frac{3}{4} v_0 v_8, & \text{if } i = j = 1, 2, 3 \\ -\frac{v_0^2}{3\sqrt{2}} + \frac{1}{3\sqrt{2}} v_0 v_8, & \text{if } i = j = 4, 5, 6, 7 \\ 0, & \text{else} \end{cases}
\]

and furthermore,

\[
\left. \frac{\partial^2 I_{\text{det}}}{\partial s_i s_j} \right|_{v_0, v_8} = \begin{cases} \sqrt{\frac{2}{3}} v_0, & \text{if } i = j = 0 \\ \frac{-v_0}{\sqrt{6}}, & \text{if } i = 0, j = 8 \text{ or } i = 8, j = 0 \\ \frac{-v_0}{\sqrt{6}} - \frac{v_0}{\sqrt{3}}, & \text{if } i = j = 8 \\ \frac{-v_0}{\sqrt{6}} + \frac{v_0}{\sqrt{3}}, & \text{if } i = j = 1, 2, 3 \\ \frac{-v_0}{\sqrt{6}} - \frac{v_0}{2\sqrt{3}}, & \text{if } i = j = 4, 5, 6, 7 \\ 0, & \text{else} \end{cases}
\]

\[
\left. \frac{\partial^2 I_{\text{det}}}{\partial \pi_i \pi_j} \right|_{v_0, v_8} = \begin{cases} \sqrt{\frac{2}{3}} v_0, & \text{if } i = j = 0 \\ \frac{v_0}{\sqrt{6}}, & \text{if } i = 0, j = 8 \text{ or } i = 8, j = 0 \\ \frac{v_0}{\sqrt{6}} - \frac{v_0}{\sqrt{3}}, & \text{if } i = j = 8 \\ \frac{v_0}{\sqrt{6}} + \frac{v_0}{\sqrt{3}}, & \text{if } i = j = 1, 2, 3 \\ \frac{v_0}{\sqrt{6}} + \frac{v_0}{2\sqrt{3}}, & \text{if } i = j = 4, 5, 6, 7 \\ 0, & \text{else} \end{cases}
\]
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