On non-commutative operator graphs generated by covariant resolutions of identity
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Abstract
We study non-commutative operator graphs generated by resolutions of identity covariant with respect to unitary representations of a compact group. Our main goal is searching for orthogonal projections which are anticliques (error-correcting codes) for such graphs. A special attention is paid to the covariance with respect to unitary representations of the circle group. We determine a tensor product structure in the space of representation under which the obtained anticliques are generated by entangled vectors.
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1 Introduction
We study operator systems [1] also known as non-commutative operator graphs [2]. These are subspaces \( \mathcal{V} \) in the algebra of all bounded linear operators in a Hilbert space \( H \) closed under operator conjugation and containing the identity operator,

\[
I \in \mathcal{V}, \ A \in \mathcal{V} \Rightarrow A^* \in \mathcal{V}.
\]

The theory of non-commutative operator graphs is closely related to the theory of quantum error-correcting codes [3]. In [2], operator graphs are offered as a non-commutative analogue of the confusability graph of a communication channel. An
operator graph $\mathcal{V}$ is said to be satisfying the Knill et al. [3] condition if there is an orthogonal projection $P_{H_0}$ on a subspace $H_0 \subset H$ such that

$$P_{H_0}AP_{H_0} = c_A P_{H_0},$$

with constants $c_A \in \mathbb{C}$ depending on $A \in \mathcal{V}$.

The subspace $H_0$, $\dim H_0 \geq 2$, is said to be a quantum error-correcting code. The projection $P_{H_0}$, $\dim P_{H_0} \geq 2$, was called a quantum anticlique in [4], and we will adhere to this terminology. There is a connection between the dimension of $\mathcal{V}$ and the ability to find anticliques [4,5]. Recently, it was revealed [6] that non-commutative operator graphs can be constructed by means of covariant resolutions of identity [7]. The construction of codes attracts the attention of researchers who offer codes that are stable with respect to errors produced by specific quantum channels (see, e.g. [8] for amplitude damping quantum channel). In parallel, the general theory is developed. We point to the work [9], where the concept of code entropy is introduced. We suppose that our work can be incorporated to the general theory of non-commutative operator graphs.

In quantum information theory, an essential place is given to the entanglement phenomena. Physically, entanglement could be interpreted as an inability to describe a partial state of one particle in a system of several particles separately from other particles in this system. Mathematically, with loosing some of the details [10], an entangled vector (a pure entangled state) is a unit vector $\psi \in \mathbb{C}^d \otimes \mathbb{C}^n$ which cannot be factorized into a tensor product of vectors in the factors, i.e., $\psi \neq \psi_1 \otimes \psi_2$, $\forall \psi_1 \in \mathbb{C}^d$, $\psi_2 \in \mathbb{C}^n$. Application of the entanglement helps us to get incredible results in quantum computing and information theory. The most popular example of such results is the exponential quantum speed up in some computational problems. Quantum error-correcting schemes are build with a wide usage of the entanglement [11,12]. The entanglement is the cause of the superactivation effect [13,14].

The paper is organized as follows. In Sect. 2, we explain how non-commutative operator graphs can be constructed from the resolutions of identity covariant with respect to a projective unitary representation of some compact group in a finite-dimensional Hilbert space $H$. It is shown that anticliques can be found among spectral projections of unitary operators determining the representation. Sections 3 and 4 are devoted to the case of special unitary representations of the circle group $\mathbb{T}$. In Sect. 3.1, we introduce a tensor structure in the four-dimensional $H$ such that the anticliques obtained are generated by entangled vectors. The same results are given in Sect. 4.1 for higher dimensions of $H$.

## 2 Graphs generated by covariant resolutions of identity

Let $G$ be a compact group with the Haar measure $\mu$ normalized by the condition $\mu(G) = 1$. Denote $\mathcal{B}$ the $\sigma$-algebra generated by compact subsets of $G$. The map $B \in \mathcal{B} \rightarrow M(B)$ from $\mathcal{B}$ to the cone of all positive operators in a Hilbert space $H$ is said to be a generalized resolution of identity if

$$M(\emptyset) = 0, \quad M(G) = I$$

 Springer
and
\[
M(\bigcup_j B_j) = \sum_j M(B_j), \quad \text{for } B_j \cap B_k = \emptyset, \ j \neq k,
\]

where the sum in the last equation converges in weak operator topology. Consider a projective unitary representation \( g \rightarrow U_g \) of the group \( G \) in \( H \). A resolution of identity \( M \) is said to be covariant with respect to the action of \( G \) if for each \( g \in G \) and \( B \in \mathcal{B} \)
\[
U_g M(B) U_g^* = M(gB).
\]

Suppose that \( H \) is finite dimensional, then any covariant resolution of identity is known to have the form \([7]\)
\[
M(B) = \int \int_G U_g M_0 U_g^* d\mu(g)
\]
where \( M_0 \) is some positive operator. Taking into account the condition \( M(G) = I \), we conclude
\[
\int \int_G U_g M_0 U_g^* d\mu(g) = I.
\]

Let us define a linear map \( \mathbb{E} \) on the algebra of all bounded operators \( B(H) \) in the Hilbert space \( H \) as follows
\[
\mathbb{E}(A) = \int \int_G U_g A U_g^* d\mu(g), \ A \in B(H).
\]

Then, \( \mathbb{E} \) is a projection (a conditional expectation) to the algebra of fixed elements \( \mathcal{S} \) with respect to the action \( A \rightarrow U_g A U_g^* \).

The non-commutative operator graph \( \mathcal{V} \) is said to be generated by a covariant resolution of identity \( M \) if \([6]\)
\[
\mathcal{V} = \text{span}\{M(B), \ B \in \mathcal{B}\}.
\]

Since \( H \) is a finite dimensional by hypothesis, all linear subspaces of operators have finite dimensions. Thus, they are closed in any topology. It turns out that we do not need to take a closure in (4). If the non-commutative operator graph \( \mathcal{V} \) is generated by a covariant resolution of identity, then
\[
U_g \mathcal{V} U_g^* = \mathcal{V}, \ \forall g \in G.
\]

It implies that such a graph is invariant with respect to the action of a group \( G \).
Consider the spectral decomposition of a unitary operators \( U_g \)
\[
U_g = \sum_{j \in J_g} a_j(g) P_j^g.
\]
Proposition 1 Suppose that given \( g \in G \) there exists \( j_g \in J_g \) such that \( P_{j_g}^g = P \) and \( \dim P \geq 2 \). Then, \( P \) is an anticlique for \( \mathcal{V} \).

Proof It follows from (2) that

\[
I = \int_G U_g M_0 U_g^* d\mu(g) = \int_G \left( \sum_{j \in J_g} a_j(g) P_j^g \right) M_0 \left( \sum_{k \in J_g} \overline{a_k(g)} P_k^g \right) d\mu(g) =
\]

\[
PM_0P + \int_G \sum_{j,k \in J_g \times J_g \backslash \{j_g,j_g\}} a_j(g) P_j^g M_0 \overline{a_k(g)} P_k^g d\mu(g) = PM_0P + W
\]

Since \( (P_j^g) \) are spectral projections for a fixed \( g \) we get \( PWP = 0 \). It results in \( PM_0P = P \Rightarrow PM(B)P = P, B \in \mathcal{B} \). \( \square \)

3 A representation of the circle group in the four-dimensional Hilbert space

Suppose that \( G \) is the circle group \( \mathbb{T} = [0, 2\pi] \) with the operation \(+/2\pi\). Let us define a unitary representation of \( \mathbb{T} \) in the four-dimensional Hilbert space \( H \). Choose orthonormal basis \( \{e_+, h_+, e_-, h_-\} \) in \( H \). Consider two two-dimensional subspaces \( H_+ = \text{span}\{e_+, h_+\} \) and \( H_- = \text{span}\{e_-, h_-\} \), correspondent projections \( P_+ \) and \( P_- \) satisfy the condition \( P_+ + P_- = I \). Let the unitary representation of \( \mathbb{T} \) be defined by the formula

\[
U_\varphi = e^{i\varphi} P_+ + e^{-i\varphi} P_-,
\]

\( \varphi \in \mathbb{T} \). If the matrix \( A \) represented in ordered basis \( \{e_+, h_+, e_-, h_-\} \) in such form of \( 2 \times 2 \) blocks

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}
\]

then the action of the group results in following

\[
U_\varphi AU_\varphi^* = \begin{pmatrix} A_{11} & e^{2i\varphi} A_{12} \\ e^{-2i\varphi} A_{21} & A_{22} \end{pmatrix}
\]

Lemma 1 The algebra \( S \) consisting of stationary points under the action \( A \rightarrow U_\varphi AU_\varphi^* \) has the form

\[
S = \{ A : A = P_+ AP_+ + P_- AP_- \}.
\]

Proof By the definition of stationarity \( U_\varphi AU_\varphi^* = A, \forall \varphi \) we obtain from (7) that the blocks \( A_{12}, A_{21} \) must be zero. It follows that \( S \) is the algebra of block-diagonal matrices. \( \square \)
Remark 1 It immediately follows from Lemma 1 that the map $E(A) = P_+AP_+ + P_-AP_-$ is a conditional expectation to the algebra $S$.

Let us consider the operator space

$$A = \{ A : A = P_-AP_+ + P_+AP_- \}$$

Every matrix $M_0$ can be represented as a sum

$$M_0 = S + A, \ S \in S, \ A \in A.$$ 

The following two simple statements are given without proofs.

Proposition 2 For a positive operator $M_0$ consider the graph $V = \text{span}\{I, U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\}$, then $P_+$ and $P_-$ are ant cliques for $V$ iff

$$M_0 = c_1 P_+ + c_2 P_- + A, \ A \in A.$$ \hspace{1cm} (8)

Remark 2 For operators of form (8) $\text{span}\{I, U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\} = \text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\}$ iff $c_1 = c_2$.

Corollary 1 Suppose that a positive operator $M_0 = cI + A_0$, $A_0 \in A$ and $c \neq 0$, then $V = \text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\}$ is the graph with ant cliques $P_+$ and $P_-$. 

Proof At first, we need to prove $I \in A$. Taking into account (7), we obtain

$$2cI = M_0 + U_\varphi^* M_0 U_\varphi \in \text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\}.$$ 

A positivity of $M_0$ results in $W \in V \Rightarrow W^* \in V$. \hfill $\square$ 

Remark 3 All graphs generated from $M_0$ having the form defined in Corollary 1 are subgraphs of

$$V = \{ hP_+ + qP_- + A : h, q \in \mathbb{C}, \ A \in A \}.$$ 

Proposition 3 If $M_0 = cI + S_0, \ c \neq 0, \ S_0 \in A$ then $\text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\} = \text{span}\{I, F_0, G_0\}$ for $F_0 = P_+S_0P_-, \ G_0 = P_-S_0P_+$. 

Proof Given a vector $A \in \text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\}$ we get

$$A = \sum_{j=1}^d \alpha_j U_{\phi_j} M_0 U_{\phi_j}^* = c \left( \sum_{j=1}^d \alpha_j \right) I + \left( \sum_{j=1}^d \alpha_j e^{i\phi_j} \right) F_0 + \left( \sum_{j=1}^d \alpha_j e^{-i\phi_j} \right) G_0.$$ \hspace{1cm} (9)

Thus, $\text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in \mathbb{T}\} \subseteq \text{span}\{I, F_0, G_0\}$. 

Substituting $(\alpha_1 = \alpha_2 = 1, \ \varphi_1 = 0, \ \varphi_2 = \pi)$, $(\alpha_1 = -\alpha_2 = 1, \ \varphi_1 = 0, \ \varphi_2 = \pi)$ and $(\alpha_1 = 1, \ \alpha_2 = i, \ \varphi_1 = 0, \ \varphi_2 = \pi)$ to (9) we get $A = 2cI, \ A = 2(F_0 + G_0)$ and $A = (1 + i)cI + 2G_0$, respectively. The result follows. \hfill $\square$
Remark 4 It immediately follows from Proposition 3 that

$$V = \text{span}\{U_\varphi M_0 U_\varphi^*, \varphi \in T\}$$

is a non-commutative operator graph iff \(G_0 = hF_0^*\) for some \(h \in \mathbb{C}\).

Proposition 4 Let \(M_0 = Q\) be an orthogonal projection for which \(V = \text{span}\{U_\varphi QU_\varphi^*, \varphi \in T\}\) is a graph and it has the anticliques \(P_+\) and \(P_-\). Then, in the ordered basis \(\{e_+, h_+, e_-, h_-\}\) either \(Q = I\) or

$$Q = \begin{pmatrix}
\frac{1}{2} & 0 & \tau e^{iz_1} & \sqrt{\frac{1}{4} - \tau^2 e^{iz_2}} \\
0 & \frac{1}{2} & \sqrt{\frac{1}{4} - \tau^2 e^{iz_3}} & \tau e^{iz_4} \\
\tau e^{-iz_1} & \sqrt{\frac{1}{4} - \tau^2 e^{-iz_3}} & \frac{1}{2} & 0 \\
\sqrt{\frac{1}{4} - \tau^2 e^{-iz_2}} & \tau e^{-iz_4} & 0 & \frac{1}{2}
\end{pmatrix}$$

\(z_1, z_2, z_3, z_4 \in \mathbb{R}, 0 \leq \tau \leq \frac{1}{2},\)

\(z_3 - z_1 = z_4 - z_2 + \pi + 2\pi k.\)

Remark 5 If \(Q\) satisfies the conditions of Proposition 4, then the same holds true for \(I - Q\).

Remark 6 Let \(Q \neq I\), put

$$\xi_Q = \begin{pmatrix} \frac{1}{2}, 0, \tau e^{-iz_1}, \sqrt{\frac{1}{4} - \tau^2 e^{-iz_2}} \end{pmatrix}^T,$$

$$\eta_Q = \begin{pmatrix} 0, \frac{1}{2}, \tau e^{-iz_1}, \sqrt{\frac{1}{4} - \tau^2 e^{-iz_2}} \end{pmatrix}^T,$$

$$\xi_{I-Q} = \begin{pmatrix} \frac{1}{2}, 0, \sqrt{\frac{1}{4} - \tau^2 e^{-iz_3}}, \tau e^{-iz_4} \end{pmatrix}^T,$$

$$\eta_{I-Q} = \begin{pmatrix} 0, \frac{1}{2}, \sqrt{\frac{1}{4} - \tau^2 e^{-iz_3}}, \tau e^{-iz_4} \end{pmatrix}^T.$$

Then,

$$H_Q = QH = \{\lambda \xi_Q + \mu \eta_Q, \lambda, \mu \in \mathbb{C}\},$$

$$H_{I-Q} = (I - Q)H = \{\lambda \xi_{I-Q} + \mu \eta_{I-Q}, \lambda, \mu \in \mathbb{C}\},$$
Proof It follows from Corollary 1 that \( Q \) should have the following form

\[
Q = \begin{pmatrix}
c & 0 & a & d \\
0 & c & q & b \\
\bar{a} & \bar{q} & c & 0 \\
\bar{d} & \bar{b} & 0 & c
\end{pmatrix}.
\]

Since \( Q = Q^2 \), we get

\[
\begin{pmatrix}
c & 0 & a & d \\
0 & c & q & b \\
\bar{a} & \bar{q} & c & 0 \\
\bar{d} & \bar{b} & 0 & c
\end{pmatrix} = \begin{pmatrix}
c^2 + |a|^2 + |d|^2 & a\bar{q} + d\bar{b} & 2ca & 2cd \\
\bar{a}q + d\bar{b} & c^2 + |b|^2 + |q|^2 & 2cq & 2cb \\
2ca & 2cq & c^2 + |q|^2 + |a|^2 & \bar{a}d + \bar{q}b \\
2cd & 2cb & \bar{a}d + \bar{q}b & c^2 + |b|^2 + |d|^2
\end{pmatrix}
\]

If some of the entries \( a, b, d, q \) are not equal to 0, then \( c = \frac{1}{2} \). By this way,

\[
|a|^2 = |b|^2 = c - c^2 - |d|^2 = \frac{1}{4} - |d|^2
\]

\[
|d|^2 = |q|^2 = c - c^2 - |a|^2 = \frac{1}{4} - |a|^2.
\]

Denote \( \tau = |a| \) and let \( z_1, z_2, z_3, z_4 \) be the arguments of \( a, d, q, b \). Equations

\[
\bar{a}q + \bar{d}b = 0 \\
ad + q\bar{b} = 0
\]

take the form

\[
\tau \sqrt{\frac{1}{4} - \tau^2} (e^{i(z_3 - z_1)} + e^{i(z_4 - z_2)}) = 0 \\
\tau \sqrt{\frac{1}{4} - \tau^2} (e^{i(z_1 - z_2)} + e^{i(z_3 - z_4)}) = 0
\]

It holds without constraints on the arguments if \( \tau = 0 \) or \( \tau = \frac{1}{2} \). Otherwise

\[
z_3 - z_1 = z_4 - z_2 + (2k + 1)\pi \\
z_1 - z_2 = z_3 - z_4 + (2l + 1)\pi
\]

with arbitrary parameters \( k, l \in \mathbb{Z} \). Note that the two last claims are equivalent. \( \square \)

3.1 A tensor product structure

It follows from Proposition 4 that if an orthogonal projections \( Q \neq I \) it generates the graph only under the condition \( \dim Q = 2 \). Let us split \( H = \mathbb{C}^4 \) into two tensor factors \( H = \mathbb{C}^2 \otimes \mathbb{C}^2 \) in such way that the subspace \( H_Q = QH \) contains only separable vectors

\[
H_Q = x \otimes \mathbb{C}^2.
\]
Then, there exists \( y \in \mathbb{C}^2, (x, y) = 0 \), such that

\[
H_{I-Q} = (I - Q)H = y \otimes \mathbb{C}^2 \tag{11}
\]

**Proposition 5** If \( \tau \neq 0 \) or \( \frac{1}{2} \) all possible bases of \( H_\pm = P_\pm H \) consist of entangled vectors. Moreover, if \( \tau = \frac{1}{2\sqrt{2}} \) they are maximally entangled.

**Proof** It follows from Remark 7 that

\[
\begin{align*}
\xi_Q &= e_+ + \tau e^{-i\zeta_1} e_- + \sqrt{\frac{1}{4} - \tau^2 e^{-i\zeta_2}} h_-,
\eta_Q &= h_+ + \tau e^{-i\zeta_1} e_- + \sqrt{\frac{1}{4} - \tau^2 e^{-i\zeta_2}} h_-,
\xi_{I-Q} &= e_+ + \sqrt{\frac{1}{4} - \tau^2 e^{-i\zeta_3}} e_- + \tau e^{-i\zeta_4} h_-,
\end{align*}
\]

and

\[
\begin{align*}
\eta_{I-Q} &= h_+ + \sqrt{\frac{1}{4} - \tau^2 e^{-i\zeta_3}} e_- + \tau e^{-i\zeta_4} h_-.
\end{align*}
\]

Identifying the elements by the rule \( \xi_Q = x \otimes x, \eta_Q = y \otimes y, \xi_{I-Q} = y \otimes x, \eta_{I-Q} = y \otimes x \), we get

\[
\begin{align*}
e_+ &= \frac{2}{\sqrt{\frac{1}{4} - \tau^2 e^{i\zeta_3}} + \tau e^{i\zeta_4}} \left( \sqrt{\frac{1}{4} - \tau^2 e^{i\zeta_3}} x \otimes x + \tau e^{i\zeta_4} y \otimes y \right),
h_+ &= \frac{2}{\sqrt{\frac{1}{4} - \tau^2 e^{i\zeta_3}} + \tau e^{i\zeta_4}} \left( \sqrt{\frac{1}{4} - \tau^2 e^{i\zeta_3}} x \otimes y + \tau e^{i\zeta_4} y \otimes x \right).
\end{align*}
\]

\[\blacksquare\]

**4 A generalization for higher dimensions**

In this section, the dimension \( d \) supposed to be at least 2. Let \( P_s, 1 \leq s \leq d \), be orthogonal projections of the dimension \( \text{dim} P_s = d \) acting on \( \mathbb{C}^d \otimes \mathbb{C}^d \) and \( \sum_{s=1}^d P_s = I_d \otimes I_d \). A multidimensional analogue of representation (5) for the circle group \( \mathbb{T} \) is the following

\[
\varphi \rightarrow U_\varphi = \sum_{s=1}^d e^{i\varphi_s} P_s. \tag{12}
\]
Consider two operator spaces

\[ S_d = \left\{ A : A = \sum_s P_s A P_s \right\} \]

and

\[ A_d = \left\{ A : A = \sum_{s \neq k} P_k A P_s \right\} . \]

Following the same way as in Lemma 1, we see that the algebra of stationary points with respect to the action \( A \rightarrow U_\psi A U_\psi^* \) is \( S_d \). Moreover, the following theorem holds true.

**Theorem** Given a positive operator \( M_0 = cI + A_0, \ c > 0, \ A_0 \in A_d \) the operator space \( V = \text{span}\{U_\psi M_0 U_\psi^*, \ \varphi \in \mathbb{T}\} \) is a non-commutative operator graph. Moreover, the projections \( \{P_s, \ 1 \leq s \leq d\} \) are anticliques for \( V \).

**Proof** Consider the conditional expectation \( \mathbb{E} \) to the algebra of stationary points \( S \) defined by the formula

\[ \mathbb{E}(A) = \sum_{s=1}^d P_s A P_s. \] (13)

The same projection can be represented as (3)

\[ \mathbb{E}(A) = \frac{1}{2\pi} \int_0^{2\pi} U_\psi A U_\psi^* d\varphi \] (14)

Substituting \( A = M_0 \) to (14), we get

\[ \mathbb{E}(M_0) = cI. \]

It results in \( I \in V \). On the other hand, \( A \in V \Rightarrow A^* \in V \) by a construction of \( V \). Now the result follows from Proposition 1. \( \square \)

### 4.1 A tensor product structure

Suppose that \( H = \mathbb{C}^d \otimes \mathbb{C}^d \). Let \( |k\rangle, \ 1 \leq k \leq d \) denote elements of some orthonormal basis in \( \mathbb{C}^d \). Consider the generalized Bell states [15] in \( H \) defined by

\[ |\psi_{sn}\rangle = \frac{1}{\sqrt{d}} \sum_{k=1}^d e^{2\pi i nk/d} |k\rangle |k - n \text{ mod } d\rangle, \] (15)
$1 \leq s, n \leq d$. Let $P_s, 1 \leq s \leq d$ be the projections on the subspaces

$$H_s = \text{span}\{|\psi_{sn}\rangle, \ 1 \leq n \leq d\}.$$ 

In order to find an analogue of the projection determined in Proposition 4 consider a set of projections in $H = \mathbb{C}^d \otimes \mathbb{C}^d$ of the form

$$Q_j = \sum_{k=1}^{d} |j\rangle \langle j - k \mod d| \langle j - k \mod d| \langle j|,$$

$1 \leq j \leq d$.

**Corollary 2** Given $j, 1 \leq j \leq d$, the projection $Q_j$ generates the graph $V_j = \text{span}\{U_{\varphi} Q_j U_{\varphi}^*, \varphi \in \mathbb{T}\}$ for which the projections $\{P_s, 1 \leq s \leq d\}$ are antycliques.

**Proof** The subspace $H_{Q_j} = Q_j H$ is a linear envelope of unit vectors

$$\eta^j_k = |j\rangle |j - k \mod d\rangle, \ 1 \leq k \leq d.$$ 

Hence,

$$\langle \psi_{sn} | \eta^j_k \rangle = 0$$
for $k \neq n$ and

$$\langle \psi_{sn} | \eta^j_n \rangle = \frac{1}{\sqrt{d}} e^{-\frac{2\pi i sj}{d}},$$

$1 \leq s, j \leq d$. Thus,

$$P_s | \eta^j_k \rangle = \frac{1}{\sqrt{d}} e^{-\frac{2\pi i sj}{d}} |\psi_{sk}\rangle.$$ 

Applying (13) to $Q_j$ and taking into account that

$$\sum_{s,k=1}^{d} |\psi_{sk}\rangle \langle \psi_{sk}| = I$$

we obtain

$$\mathbb{E}(Q_j) = \frac{1}{d} I.$$ 

Now the result follows from Theorem. \hfill \Box
5 Conclusion

We consider non-commutative operator graphs generated by resolutions of identity covariant with respect to finite-dimensional projective unitary representations of compact groups. The principal example is given by different unitary representations of the circle group. The representations resulting in the entanglement of separable vectors are constructed. In the case, it is shown that the spectral projections of unitary operators generating the representation become anticliques (error-correcting codes) for the graph. We plan to extend our construction to the non-commutative case. The first candidate should be the discrete Heisenberg–Weyl group for which the codes were constructed in [5].
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