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Abstract

This paper investigates downlink transmission over a quasi-static fading Gaussian broadcast channel (BC), to model delay-sensitive applications over slowly time-varying fading channels. System performance is characterized by outage achievable rate regions. In contrast to most previous work, here the problem is studied under the key assumption that the transmitter only knows the probability distributions of the fading coefficients, but not their realizations. For scalar-input channels, two coding schemes are proposed. The first scheme is called blind dirty paper coding (B-DPC), which utilizes a robustness property of dirty paper coding to perform precoding at the transmitter. The second scheme is called statistical superposition coding (S-SC), in which each receiver adaptively performs successive decoding with the process statistically governed by the realized fading. Both B-DPC and S-SC schemes lead to the same outage achievable rate region, which always dominates that of time-sharing, irrespective of the particular fading distributions. The S-SC scheme can be extended to BCs with multiple transmit antennas.
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I. INTRODUCTION

In downlink transmission, a centralized transmitter needs to simultaneously communicate with multiple receivers. Each receiver can only decode its message from its own received signal, without access to the other receivers’ signals. Such systems are usually modeled as broadcast channels (BC) with Gaussian noises, which have been studied extensively since the development of superposition coding [1]; see also [2] and references therein for an overview of early results on BCs.

For a Gaussian BC with scalar inputs and outputs, superposition coding achieves a rate region which dominates that of time-sharing [3], and in fact yields the capacity region [4]. If the transmitter and receivers are equipped with multiple antennas, the resulting vector Gaussian BC is generally non-degraded, and superposition coding turns out to be suboptimal, and dirty paper coding (DPC), originally proposed in [5] for single-user Gaussian channels with Gaussian interference non-causally known at the transmitter, can be utilized to maximize the throughput [6]. This observation has stimulated a series of work on vector Gaussian BCs [6]-[10], and it has recently been shown that DPC achieves the capacity region of vector Gaussian BCs [10].

A central assumption in the aforementioned results is that the transmitter has perfect knowledge of the channel state information (CSI), namely, the channel gains, be they constant or random (say, due to fading). For scalar Gaussian BCs with fading, if the transmitter and all the receivers have perfect CSI, both the ergodic capacity region and the outage capacity region are known [11], [12]; however, without transmit CSI, neither is known. For ergodic fading BCs without transmit CSI, an achievable rate region has been obtained in [13].

In this paper, we investigate quasi-static fading Gaussian BCs without transmit CSI. The motivation is to model downlink transmission in delay-sensitive applications over slowly time-varying fading channels, and the lack of transmit CSI serves as the worst case for practical systems in which an adequate feedback link may not be available. Due to the non-ergodic nature of quasi-static fading, it is generally impossible for a coding scheme to achieve any strictly positive information rate under all fading realizations. We therefore focus on outage achievable rate regions, as will be formally introduced in Section [II].

Lack of transmit CSI seems to pose a fundamental difficulty in broadcast settings. If the transmitter has CSI, the standard BC model is stochastically degraded conditioned upon the
fading realizations, because the transmitter can sort the receivers according to their realized signal-to-noise ratios (SNR). Superposition coding is thus optimal for each channel realization, and achieves the outage capacity region when combined with dynamic power allocation [12]. However, without transmit CSI, the transmitter has no way to predict the ordering of the received signals. Conventional superposition coding therefore would not appear to be effective for this model. Generally speaking, a quasi-static fading Gaussian BC without transmit CSI belongs to the class of “mixed channels” [14], for which no computable, single-letter characterization of the $\epsilon$-capacity region, i.e., outage capacity region, has been obtained (cf. [15]).

Even though conventional superposition coding is not effective, there exist efficient approaches in terms of outage achievable rate region. In this paper, we identify two such coding schemes, and show that they both lead to the same outage achievable rate region, which always dominates that of time-sharing, irrespective of the particular fading distributions. The first scheme is called blind dirty paper coding (B-DPC), which utilizes a robustness property of DPC to perform precoding at the transmitter. The second scheme is called statistical superposition coding (S-SC), in which each receiver adaptively performs successive decoding with the process statistically governed by the realized fading.

B-DPC is a transmit-centric approach, because the transmitter needs to invoke dirty paper codes $K$ times in a progressive way, while each receiver only needs to decode its own message directly. In contrast, S-SC is the more a receive-centric approach, because the transmitter simply adds up $K$ independently coded streams as in conventional superposition coding, while each receiver (except the $K$th one) needs to execute a successive interference cancellation procedure.

The remainder of this paper is organized as follows. Section II presents the channel model and problem formulation. Section III gives the main result which characterizes the outage achievable rate region, and shows that it always dominates that of time-sharing. Sections IV and V show how the region of Section III is achieved by B-DPC and S-SC, respectively. Finally, Section VI concludes the paper.

II. CHANNEL MODEL AND PROBLEM FORMULATION

In this section, we summarize the $K$-user scalar Gaussian BC model with quasi-static fading. The input-output relationship of the channel satisfies

$$Y_k[n] = H_k X[n] + Z_k[n], \quad k = 1, \ldots, K, \quad n = 1, \ldots, N. \quad (1)$$
At discrete-time index $n$, the channel takes a scalar input $X[n] \in \mathbb{C}$ from the transmitter, and produces a scalar output $Y_k[n] \in \mathbb{C}$ at the $k$th receiver. The channel input $X[\cdot]$ has an average power constraint $P$, given as

$$\frac{1}{N} \sum_{n=1}^{N} |X[n]|^2 \leq P$$

over the coding block of length $N$. The channel noise samples $Z_k[\cdot]$ are independent, identically distributed (i.i.d.) and circularly symmetric complex Gaussian, with mean zero and variance $N_0$, denoted $Z_k[\cdot] \sim \mathcal{CN}(0, N_0)$. For scalar fading channels with perfect receive CSI, as will be assumed in this paper, there is no loss of generality to consider only fading magnitudes. So we assume that the squared channel fading coefficient $A_k := |H_k|^2$ has a probability density function (PDF) $f_k(a)$ for $a \in [0, \infty)$, and remains constant over the entire coding block so that the resulting BC is called quasi-static. We denote the cumulative distribution function (CDF) of $A_k$ by $F_k(a) := \mathbb{P}[A_k \leq a]$, and the corresponding inverse cumulative distribution function (ICDF), or, the so-called quantile function, by $G_k(t)$. For every $t \in [0, 1]$, $G_k(t)$ is the supremum of the set $\{a : F_k(a) = t\}$.

We assume that, for each coding block, the realization of $H_k$ is known perfectly at the $k$th receiver, but not at the transmitter or any other receiver. Such a situation may arise in practical systems in which receivers are able to estimate their channels with satisfactory accuracy, but the transmitter does not for lack of an adequate feedback link. Although in practice the receivers’ estimate of channels is noisy due to limited channel training, we assume the receive CSI is prefect, in order to simplify analysis and provide useful insights into the more general case.

In the sequel, we will frequently make use of the average SNR defined as $\rho := P/N_0$, and without loss of generality normalize the channel equation (1) such that $P = \rho$ and $N_0 = 1$.

For one coding block, the encoder maps $K$ mutually independent messages, each for one individual user, altogether into a codeword of length $N$, i.e.,

$$\{X[n]\}_{n=1}^{N} = \varphi^{(N)} \left( \{M_k\}_{k=1}^{K} \right).$$

(3)

Note that the encoding function $\varphi^{(N)}(\cdot)$ does not depend upon the realization of the fading coefficients $\{A_k\}_{k=1}^{K}$. The $k$th message, $M_k$, is uniformly chosen from $\{1, \ldots, \lceil \exp(NR_k) \rceil \}$ where $R_k \geq 0$ is the target rate for the $k$th user. The $k$th decoder maps its received signal along
with its fading coefficient into a message index in \( \{1, \ldots, \lceil \exp(NR_k) \rceil \} \), as
\[
\hat{M}_k = \psi_k^{(N)} \left( \{Y_k[n]\}_{n=1}^N, A_k \right).
\]

For a sequence of encoder-decoders tuples \( \{\varphi^{(N)}(\cdot), \psi_1^{(N)}(\cdot), \ldots, \psi_K^{(N)}(\cdot)\} \), indexed by the coding block length \( N \), and an outage probability vector \( \epsilon = (\epsilon_1, \ldots, \epsilon_K) \in [0,1]^K \), we say that a rate vector \( \mathbf{R} = (R_1, \ldots, R_K) \) is \( \epsilon \)-outage achievable if the outage probability for the \( k \)th user
\[
\limsup_{N \to \infty} \mathbb{P} \left[ \hat{M}_k = \psi_k^{(N)} \left( \{Y_k[n]\}_{n=1}^N, A_k \right) \neq M_k \right] \leq \epsilon_k,
\]
simultaneously for \( k = 1, \ldots, K \). The \( \epsilon \)-outage capacity region \( \mathcal{C}(\rho, \epsilon) \) is then defined as the closure of the set of all the \( \epsilon \)-outage achievable rate vectors for all possible encoder-decoders tuples, under the input power constraint (cf. [12]).

### III. An Outage Achievable Rate Region

For the channel model introduced in Section II, we have the following result.

**Proposition 1:** For the \( K \)-user quasi-static fading scalar Gaussian BC without transmit CSI, and a given outage probability vector \( \epsilon \), sorting the indexes of the \( K \) receivers such that \( G_1(\epsilon_1) \geq G_2(\epsilon_2) \geq \ldots \geq G_K(\epsilon_K) \), an \( \epsilon \)-outage achievable rate region is given by
\[
\mathcal{R}^*_{\epsilon}(\rho) := \left\{ \mathbf{R}^* \in [0,1]^K : \sum_{k=1}^K \gamma_k = 1, \text{s.t. } R_k < R_k^* (\rho, \gamma, \epsilon_k), \forall k = 1, \ldots, K \right\},
\]
where
\[
R_k^* (\rho, \gamma, \epsilon_k) := \log \left( 1 + \frac{G_k(\epsilon_k)\gamma_k \rho}{G_k(\epsilon_k) \cdot (\sum_{i=1}^{k-1} \gamma_i) \rho + 1} \right).
\]

**Proof:** We provide two different proofs of the achievability of \( \mathcal{R}(\rho, \epsilon) \) in Sections IV and V, respectively. Q.E.D.

We emphasize that, in Proposition I, the \( K \) users are sorted based upon the values of \( G_k(\epsilon_k) \), \( k = 1, \ldots, K \). This is a crucial condition. As will be demonstrated in Section IV, for any arbitrary ordering of the \( K \) users, we can obtain an \( \epsilon \)-outage achievable rate region given by (5). However, the resulting region is largest only for the particular ordering specified here.
Comparison with Time-Sharing

If we employ time-sharing to decompose a BC into $K$ non-interfering, single-user channels with time-sharing vector $\mu = (\mu_1, \ldots, \mu_K) \in [0, 1]^K$, $\sum_{k=1}^K \mu_k = 1$, and further allow power allocation among these $K$ channels with power allocation vector $\eta = (\eta_1, \ldots, \eta_K) \in [0, \infty)^K$ such that $\sum_{k=1}^K \mu_k \eta_k = 1$, then it follows that we can achieve an $\epsilon$-outage achievable rate region given by

$$R_{td}^d(\rho, \epsilon) := \left\{ R : \exists \mu, \eta, \text{s.t. } R_k < R_{td}^d(\rho, \mu_k, \eta_k, \epsilon_k), \forall k = 1, \ldots, K \right\},$$

where

$$R_{td}^d(\rho, \mu_k, \eta_k, \epsilon_k) := \mu_k \cdot \log (1 + G_k(\epsilon_k) \eta_k \rho).$$

In order to compare $R^*(\rho, \epsilon)$ and $R_{td}^d(\rho, \epsilon)$, it is useful to introduce the following memoryless Gaussian BC without fading,

$$\tilde{Y}_k[i] = \sqrt{\tilde{G}_k(\epsilon_k)} \tilde{X}[i] + \tilde{Z}_k[i], \quad k = 1, \ldots, K, \quad i = 1, \ldots, n,$$

with $\tilde{Z}_k[\cdot] \sim \mathcal{CN}(0, 1)$, and with the same average power constraint $\rho$ as in the original quasi-static fading BC. We then notice that $R^*(\rho, \epsilon)$ coincides with the capacity region of this Gaussian BC, while $R_{td}^d(\rho, \epsilon)$ corresponds to its rate region achieved by time-sharing. Therefore we conclude that $R^*(\rho, \epsilon) \supseteq R_{td}^d(\rho, \epsilon)$, and note that the two regions coincide if and only if $G_1(\epsilon_1) = G_2(\epsilon_2) = \ldots = G_K(\epsilon_K)$ (cf. [3]). That is, Proposition 1 yields an $\epsilon$-outage achievable rate region that always contains that of time-sharing.

For illustration, let us examine an example with two receivers. Both receivers experience Rayleigh fading, i.e., $A_1, A_2$ are exponential random variables. We assume that the two receivers are under a near-far situation, with $\mathbb{E}[A_1] = 10$ and $\mathbb{E}[A_2] = 1$. The target outage probability vector is $\epsilon = (0.01, 0.01)$, and the average power constraint $\rho$ is 20dB. From these parameters, we find that $G_1(\epsilon_1) = 10 \times \log(1/0.99) \approx 0.1$ and $G_2(\epsilon_2) = \log(1/0.99) \approx 0.01$, respectively. Figure 2 depicts the $\epsilon$-outage achievable rate regions $R^*(\rho, \epsilon)$ and $R_{td}^d(\rho, \epsilon)$, from which it is clear that $R^*(\rho, \epsilon)$ contains $R_{td}^d(\rho, \epsilon)$.

IV. BLIND DIRTY PAPER CODING (B-DPC)

In this section, we present the first coding scheme that achieves $R^*(\rho, \epsilon)$ in Proposition 1. We first introduce a variant of the “writing on dirty paper” (WDP) problem and observe a robustness property of B-DPC, then utilize this property to establish the achievability of $R^*(\rho, \epsilon)$. 
A. Blind DPC and a Robustness Property

Consider a variant of the WDP problem illustrated in Figure 3. The channel law satisfies

\[ Y[n] = \sqrt{A} \cdot (X[n] + S_1[n] + S_2[n]) + Z[n], \quad n = 1, \ldots, N, \tag{10} \]

with i.i.d. additive noise \( Z[\cdot] \sim \mathcal{C}\mathcal{N}(0, N_0) \), and i.i.d. interference signals \( S_1[\cdot] \sim \mathcal{C}\mathcal{N}(0, Q_1) \) and \( S_2[\cdot] \sim \mathcal{C}\mathcal{N}(0, Q_2) \). The input \( X[\cdot] \) has an average power constraint \( P \). The transmitter has full access to \( S_1 \) non-causally, but neither the transmitter nor the receiver has access to \( S_2 \); thus \( S_2 \) acts as a (faded) noise. The fading, or resizing, random variable \( A \) has a PDF \( f(a) \) for \( a \in [0, \infty) \), and remains constant over the entire coding block. Furthermore, \( A \) is known at the receiver but not at the transmitter.

We note that, (10) reduces to the original WDP problem if and only if \( A \) is a constant with probability one. For general distributions on \( A \), the channel SNR \( AP/(AQ_2 + N_0) \) is a random variable unknown to the transmitter due to its lack of knowledge of \( A \). Therefore it is impossible for the transmitter to dynamically adapt its DPC scheme according to the channel realization. Nevertheless, we can still apply DPC, with a linear precoding coefficient \( \alpha \) chosen independent of \( A \), to generate the auxiliary random variable \( U = X + \alpha S_1 \). We call this approach “blind” dirty paper coding (B-DPC).

Following the DPC encoding and decoding procedures in [5], and noting that the channel fading only affects the noise variance at the decoder, we can find that the achievable rate conditioned on \( A \) is the random variable

\[ J(\alpha, A) := \log \frac{P[A(P + Q_1 + Q_2) + N_0]}{(1 - \alpha)^2 APQ_1 + (P + \alpha^2 Q_1)(AQ_2 + N_0)}. \tag{11} \]

For every target rate \( R \geq 0 \), (11) thus enables us to evaluate the outage probability \( \mathbb{P}[J(\alpha, A) \leq R] \), i.e., the probability that the realization of \( A \) makes the achievable rate \( J(\alpha, A) \) insufficient to support the target rate \( R \). We further adjust the linear precoding coefficient \( \alpha \) to minimize the outage probability. After manipulations, we find that the minimizer of \( \mathbb{P}[J(\alpha, A) \leq R] \) is

\[ \alpha^* = 1 - e^{-R}, \tag{12} \]

and that the corresponding minimum outage probability is

\[ \min_{\alpha} \mathbb{P}[J(\alpha, A) \leq R] = \mathbb{P}[R \geq \log \left( 1 + \frac{PA}{Q_2 A + N_0} \right)]. \tag{13} \]
From (13), we observe that the minimum outage probability of B-DPC coincides with the minimum outage probability if the receiver also knows $S_1[.]$ and thus can eliminate $\sqrt{A}S_1[.]$ from the received signal. Therefore B-DPC is outage-optimal, regardless of the specific distribution of $A$. It is also interesting to note that the optimal choice of $\alpha$ depends upon the target rate $R$. We may introduce a virtual channel SNR $\rho^*$ satisfying $R = \log(1 + \rho^*)$, and rewrite (12) as $\alpha^* = \rho^*/(1 + \rho^*)$. So for a given target rate $R$, the optimal strategy for the transmitter is to treat the channel as if it is realized to just be able to support this rate.

The optimality of B-DPC can be explained by a coincidence argument as follows. The conditional achievable rate (11) is a function of two variables, $\alpha$ and $A$, and is monotonically increasing with $A$ for every $\alpha$. On the other hand, for $A$ known to the transmitter, the choice of $\alpha$ maximizing $J(\alpha, A)$ is given by $\alpha^{\text{DPC}}(A) := AP/(AP + AQ_2 + N_0)$. Therefore, for a given target rate $R$, if we solve the equation $J(\alpha^{\text{DPC}}(A), A) = R$ which has the unique solution $A = a^*$, and choose $\alpha^* = \alpha^{\text{DPC}}(a^*)$ in B-DPC, we can guarantee that for every fading realization $A < a^*$, the target rate $R$ is always achievable.

**B. Proof of Proposition 1 via B-DPC**

We now proceed to proving Proposition 1 using B-DPC. For every fixed $\gamma$, we need to show that all rate vectors $\bar{R}$ satisfying (5) are achievable. Consider the $k$th receiver, and rewrite its channel as

$$Y_k[n] = \sqrt{A_k}X_k[n] + \sqrt{A_k} \sum_{l>k} X_l[n] + (\sqrt{A_k} \sum_{m<k} X_m[n] + Z_k[n]), \quad n = 1, \ldots, N. \quad (14)$$

In (14), the encoder function $\varphi^{(N)}(\{M_k\}_{k=1}^K)$ is additive such that

$$\{X[n]\}_{n=1}^N = \sum_{k=1}^K \varphi_k^{(N)}(\{M_i\}_{i=k}^K), \quad (15)$$

and we denote

$$\{X_k[n]\}_{n=1}^N = \varphi_k^{(N)}(\{M_i\}_{i=k}^K), \quad k = 1, \ldots, K. \quad (16)$$

We encode $M_k$ into $\{X_k[n]\}_{n=1}^N$ following B-DPC with average power $\gamma_k \rho$, by treating $\sum_{l>k} X_l[.]$ as the non-causally known interference, and by treating $(\sqrt{A_k} \sum_{m<k} X_m[.] + Z_k[.])$ as noise. The encoded signal $\{X_k[n]\}_{n=1}^N$ thus contains i.i.d. $\mathcal{CN}(0, \gamma_k \rho)$ components, which are further mutually independent with any other $X_{k'}[.]$, $\forall k' \neq k$. From the discussion in Section IV-A if
we choose the linear precoding coefficient in B-DPC as \( \alpha_k^* = 1 - e^{-R_k} \) for a target rate \( R_k \), the resulting outage probability of the \( k \)th receiver is

\[
\mathbb{P}^{(\text{out})}_k := \mathbb{P} \left[ A_k \leq \frac{e^{R_k} - 1}{\gamma_k \rho - (e^{R_k} - 1) \sum_{m<k} \gamma_m \rho} \right].
\] (17)

Alternatively, for a given target outage probability \( \epsilon_k \) for the \( k \)th receiver, it follows from (17) that the maximum achievable rate \( R_k \) should satisfy

\[
\frac{e^{R_k} - 1}{\gamma_k \rho - (e^{R_k} - 1) \sum_{m<k} \gamma_m \rho} < G_k(\epsilon_k),
\]

which gives rise to

\[
R_k < \log \left( 1 + \frac{G_k(\epsilon_k) \gamma_k \rho}{G_k(\epsilon_k) \sum_{m<k} \gamma_m \rho + 1} \right),
\] (18)

corresponding to (6) for the fixed \( \gamma \). As we exhaust all the possible \( \gamma \), we obtain the rate region \( \mathcal{R}^*(\rho, \xi) \) as given by (5). This concludes the proof of Proposition 1.

C. Extension to Receivers with Multiple Antennas

Proposition 1 readily extends to the case in which each receiver has multiple antennas. This stems from the fact that DPC [5] can be extended (by directly applying the general results in [16]) to single-input, multiple-output (SIMO) Gaussian channels. Analogously, B-DPC still attains robustness without transmit CSI, and the steps in Sections IV-A and IV-B carry through.

Consider a \( K \)-user quasi-static fading scalar-input Gaussian BC without transmit CSI, with the \( k \)th receiver equipped with \( m_k \) receive antennas receiving

\[
Y_{k,m}[n] = H_{k,m}X[n] + Z_{k,m}[n], \quad m = 1, \ldots, m_k, \quad n = 1, \ldots, N.
\] (19)

The i.i.d. additive noise vector \( [Z_{k,1}[\cdot], \ldots, Z_{k,m_k}[\cdot]]^T \sim \mathcal{CN}(0, I_{m_k \times m_k}) \). The input \( X[\cdot] \) satisfies average power constraint \( \rho \). The complex-valued random variable \( H_{k,m} \) denotes the fading coefficient for the \( m \)th receive antenna of the \( k \)th receiver. Here note that for vector fading channels, we need to take into consideration the complex-valued fading coefficients. We have the following result.

**Corollary 1:** For the channel model (19), B-DPC achieves an \( \epsilon \)-outage achievable rate region identical to that described by \( \mathcal{R}^*(\rho, \xi) \) for the \( K \)-user quasi-static fading scalar Gaussian BC model (1), with \( A_k \) replaced by \( \sum_{m=1}^{m_k} |H_{k,m}|^2 \).

**Case Study: Receivers with Two Antennas of Spatially Correlated Rayleigh Fading**
In practical downlink systems, the physical size of receivers is usually limited. Consequently, the number of receive antennas is typically small and spatial correlation exists among them. Here we examine the case of two receivers, each equipped with two antennas experiencing Rayleigh fading. For each receiver, the fading coefficients of the two receive antennas are correlated with correlation coefficient $\zeta \in [-1, 1]$. We assume that the two receivers are under a near-far situation, with the mean of each fading coefficient of the first receiver being 10 and that of the second being 1. The target outage probability vector is $\epsilon = [0.01, 0.01]$, and the average power constraint $\rho$ is 20dB. Figure 4 depicts the $\epsilon$-outage achievable rate regions $R^*(\rho, \epsilon)$, for different values of the spatial correlation coefficient $\zeta$. It is clearly illustrated that multiple receive antennas, even moderately correlated, substantially enlarge the outage achievable rate region.

V. STATISTICAL SUPERPOSITION CODING (S-SC)

As we know, and the robustness property of B-DPC exemplifies, outage probability relates more to the fading statistics rather to individual realizations. We therefore are motivated to revisit superposition coding, focusing on its statistical properties in the context of quasi-static fading. As will be shown in this section, a modified superposition coding scheme, called statistical superposition coding (S-SC), also achieves the $\epsilon$-outage achievable rate region $R^*(\rho, \epsilon)$ given by Proposition 1.

A. Encoding and Decoding Procedures for S-SC

**Encoding:** The encoding part of S-SC is identical to conventional superposition coding for a scalar Gaussian BC [1]. Fix a power allocation vector $\gamma = (\gamma_1, \ldots, \gamma_K) \in [0, 1]^K$ satisfying $\sum_{k=1}^{K} \gamma_k = 1$. The channel inputs are again generated as $X[.] = \sum_{k=1}^{K} X_k[.]$, where the i.i.d. $X_k[.] \sim \mathcal{C}\mathcal{N}(0, \gamma_k \rho)$ encodes the message $M_k$ for the $k$th receiver. We note that, however, the $K$ signal components $\{X_k[.}\}_{k=1}^{K}$ are generated independently, with no dependence as in B-DPC.

**Decoding:** Consider the decoding procedure at the $k$th receiver, with its channel written as

$$Y_k[n] = \sqrt{A_k} \sum_{k=1}^{K} X_k[n] + Z_k[n], \quad n = 1, \ldots, N.$$  \hspace{1cm}(20)

- In the first step, the decoder attempts to decode $M_K$, the message for the $K$th receiver, by treating $\sqrt{A_k} \sum_{l=1}^{K-1} X_l[.]$ as noise. Due to the quasi-static nature of the channel, the
decoder may either successfully decode $M_K$, and thus reliably reconstruct $\{X_K[n]\}_{n=1}^N$, or experience an outage at this stage.

- The second decoding step has two possibilities. If $M_K$ has been decoded successfully, the decoder subtracts $\sqrt{A_k}X_K[\cdot]$ from $Y_k[\cdot]$, and proceeds to decode $M_{K-1}$ by treating $\sqrt{A_k} \sum_{l=1}^{K-2} X_l[\cdot]$ as noise; otherwise, the decoder attempts to decode $M_{K-1}$ by treating $\sqrt{A_k} \sum_{l=1}^{K-2} X_l[\cdot]$ together with $\sqrt{A_k}X_K[\cdot]$ as noise.

- Continuing the step-wise decoding procedure, when the decoder at the $k$th receiver turns to decode its own message $M_k$, it has already successfully decoded the messages for a random subset of the other receivers with indexes larger than $k$. The decoder thus subtracts from $Y_k[\cdot]$ the signals for these other receivers, and decodes $M_k$ by treating all the remaining undecoded signals as noise.

We note that, in the described decoding procedure, the decoder can only cancel the interfering signals of a random subset of receivers, rather than those of all the “more degraded” receivers as in conventional superposition coding. This is why we call the scheme statistical superposition coding.

**B. Proof of Proposition 1 via S-SC**

In the proof, it suffices to show that for any fixed power allocation vector $\gamma$, the $k$th receiver employing S-SC achieves an outage probability no larger than $\epsilon_k$, $k = 1, \ldots, K$, if the target rate vector $\underline{R}$ satisfies

$$R_k < \log \left( 1 + \frac{G_k(\epsilon_k) \gamma_k \rho}{G_k(\epsilon_k) \sum_{m<k} \gamma_m \rho + 1} \right).$$  \hspace{1cm} (21)

We prove this statement by induction.

First, the statement obviously holds true for the $K$th receiver.

Next, assuming that the statement holds true for all receivers with indexes larger than $k$, consider the $k$th receiver with $k \leq K - 1$. Let us introduce a decoding-indicator for the $k$th receiver, which is a length-$(K-k+1)$ random vector $\underline{D}^{(k)} \in \{0,1\}^{K-k+1}$, with $l$th element $D_l^{(k)} = 1$ if the decoder at the $k$th receiver has successfully decoded $M_{K+1-l}$, and $D_l^{(k)} = 0$ otherwise. For example, consider a three-user BC with the first receiver ($k = 1$) obtaining $\underline{D}^{(1)} = [1 \ 0 \ 1]$ in one particular channel realization. This means that the first receiver has first successfully decoded the message $M_3$, then experienced an outage in attempting to decode...
M_2, and finally decoded its own message M_1 successfully. In general, any \((0, 1)\)-vector of appropriate length can be realized as a valid decoding-indicator due to the randomness of the fading; however, the situation is considerably simplified under the condition in Proposition 1, namely, the indexes of the \(K\) receivers are sorted such that \(G_1(\epsilon_1) \geq G_2(\epsilon_2) \geq \ldots \geq G_K(\epsilon_K)\).

Under the condition of Proposition 1, we claim that, if \(D_i^{(k)} = 1\) for some \(l\), then \(D_{l'}^{(k)} = 1\) for all \(l' \geq l + 1\). In words, if the \(k\)th receiver successfully decodes the message for the \(l\)th (\(l \geq k\)) receiver, then it must have successfully decoded the messages for all the receivers with indexes larger than \(l\). For example, the decoding-indicator \(D^{(1)} = [1 0 1]\) is impossible in this case, but \(D^{(1)} = [1 1 1], [1 1 0], [1 0 0],\) or \([0 0 0]\) are possible decoding-indicators.

We prove the claim by contradiction. Let us assume that there exists an execution of S-SC at the \(k\)th receiver with \(D_i^{(k)}\), in which \(D_{l'}^{(k)} = 0\) is the first zero element scanning from left to right, and \(D_i^{(k)} = 1\) for some \(l > l'\) is located to the right of \(D_{l'}^{(k)}\) in \(D^{(k)}\). Since \(D_{l'}^{(k)} = 0\) is the first zero element in \(D^{(k)}\), all the messages for the receivers with index larger than \((K + 1 - l')\) have been successfully decoded and thus eliminated from the received signal, before decoding \(M_{K+1-l'}\). We therefore have

\[
\log \left( 1 + \frac{A_k \gamma_{K+1-l'} \rho}{1 + A_k \sum_{j=1}^{K-l} \gamma_j \rho} \right) \leq R_{K+1-l'},
\]

(22)

Meanwhile, since our induction assumes that the target rate of the \((K + 1 - l')\)-th receiver satisfies \(21\), i.e.,

\[
R_{K+1-l'} < \log \left( 1 + \frac{G_{K+1-l'}(\epsilon_{K+1-l'}) \gamma_{K+1-l'} \rho}{1 + G_{K+1-l'}(\epsilon_{K+1-l'}) \sum_{j=1}^{K-l} \gamma_j \rho} \right).
\]

(23)

Comparing (22) and (23), we find that the channel fading realization \(A_k\) must satisfy \(A_k < G_{K+1-l'}(\epsilon_{K+1-l'})\).

On the other hand, \(D_i^{(k)} = 1\) implies

\[
\log \left( 1 + \frac{A_k \gamma_{K+1-i} \rho}{1 + A_k \sum_{j=1}^{K-i} \gamma_j \rho + A_k \sum_{j=1}^{i} \gamma_{K+1-j}(1 - D_j^{(k)}) \rho} \right) > R_{K+1-i},
\]

(24)

where \(A_k \sum_{j=1}^{i} \gamma_{K+1-j}(1 - D_j^{(k)}) \rho \geq 0\) accounts for the effect of those undecoded messages subject to outage in the previous S-SC decoding steps. So we further get

\[
\log \left( 1 + \frac{A_k \gamma_{K+1-i} \rho}{1 + A_k \sum_{j=1}^{K-i} \gamma_j \rho} \right) > R_{K+1-i}.
\]

(25)
Meanwhile, since the induction should hold true for any rate vector satisfying (21), we can choose an arbitrarily small $\delta > 0$ such that

$$R_{K+1-l} > \log \left( 1 + \frac{G_{K+1-l}(\epsilon_{K+1-l})l_{K+1-l\rho}}{G_{K+1-l}\sum_{j=1}^{K-l} \gamma_j l_{j\rho} + 1} \right) - \delta. \quad (26)$$

Comparing (25) and (26), we find that $A_k$ must satisfy $A_k \geq G_{K+1-l}(\epsilon_{K+1-l})$. Combining the two bounds on $A_k$, we obtain

$$G_{K+1-l}(\epsilon_{K+1-l}) \leq A_k < G_{K+1-l'}(\epsilon_{K+1-l'}),$$

which is in contradiction with the condition $G_1(\epsilon_1) \geq G_2(\epsilon_2) \geq \ldots \geq G_K(\epsilon_K)$. So the claim is proved.

Having established the claim regarding the structure of decoding-indicators, we are ready to complete the proof of Proposition 1 by evaluating the probability that the $k$th receiver does not experience an outage in decoding its own message $M_k$. From our claim, the occurrence of this event implies that the messages $\{M_K, M_{K-1}, \ldots, M_{K+1}\}$ all have been successfully decoded. It is then follows that for every $R_k$ satisfying (21), the outage probability for decoding $M_k$ is no larger than $\epsilon_k$. By induction, this concludes the proof of Proposition 1.

C. Extension to a Transmitter with Multiple Antennas

As with B-DPC, S-SC can be extended to BCs with SIMO links, yielding Corollary 1 again. Furthermore, S-SC can also be extended to BCs with multiple-input, single-output (MISO) links. In contrast, it is unclear how to accomplish this with B-DPC, because DPC is generally suboptimal in multiple-input Gaussian channels without utilizing the channel gain vector for precoding [6].

Consider a $K$-user quasi-static fading Gaussian BC without transmit CSI, with the transmitter equipped with $m_t$ antennas. The $k$th receiver output is given by

$$Y_k[n] = \sum_{m=1}^{m_t} H_{k,m}X_m[n] + Z_k[n], \quad n = 1, \ldots, N. \quad (27)$$

The i.i.d. additive noises $Z_k[\cdot] \sim \mathcal{CN}(0, 1)$. The vector inputs $[X_1[\cdot], \ldots, X_m[\cdot]]^T$ have an average power constraint $\rho$, i.e.,

$$\frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{m_t} |X_m[n]|^2 \leq \rho. \quad (28)$$
over the coding block of length $N$. The complex-valued random variable $H_{k,m}$ denotes the fading coefficient for the link from the $m$th transmit antenna to the $k$th user. We have the following result.

**Corollary 2:** For the channel model (27), S-SC achieves an $\varepsilon$-outage achievable rate region identical to that described by $R^*(\rho, \varepsilon)$ for the $K$-user quasi-static fading scalar Gaussian BC model (1), with $A_k$ replaced by $(1/m_t) \sum_{m=1}^{m_t} |H_{k,m}|^2$.

**Case Study: Multiple Transmit Antennas of Spatially Uncorrelated Rayleigh Fading**

Unlike receivers in a typical downlink system, the physical size of the transmitter is usually less constrained. Consequently, multiple transmit antennas without spatial correlation may be deployed. Here we examine the case of two receivers each equipped with a single antenna, and with each link experiencing Rayleigh fading independent of the others. We assume that the two receivers are under a near-far situation, with the mean of each fading coefficient of the first receiver being 10 and that of the second being 1. The target outage probability vector is $\varepsilon = [0.01 \ 0.01]$, and the average power constraint $\rho$ is 20dB. Figure 5 depicts the $\varepsilon$-outage achievable rate regions $R^*(\rho, \varepsilon)$, for different values of the number of transmit antennas $m_t$. It is clearly illustrated that multiple transmit antennas substantially enlarge the outage achievable rate region.

**VI. CONCLUDING REMARKS**

In this paper, we consider downlink transmission modeled as a quasi-static fading Gaussian BC without transmit CSI. We identify a non-trivial outage achievable rate region which always dominates that of time-sharing. We show that there exist two distinct coding schemes, namely B-DPC and S-SC, both achieving this outage achievable rate region. The analysis of these coding schemes highlights the statistical nature of the communication problem under an outage criterion. That is, in order to be outage-efficient, it is not the performance for individual channel realizations, but instead the performance statistics, that play a key role.
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