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Information transfer is an essential factor in determining the robustness of biological systems with distributed control. The most direct way to study the mechanisms ruling information transfer is to experimentally observe the propagation across the system of a signal triggered by some perturbation. However, this method may be inefficient for experiments in the field, as the possibilities to perturb the system are limited and empirical observations must rely on natural events. An alternative approach is to use spatio-temporal correlations to probe the information transfer mechanism directly from the spontaneous fluctuations of the system, without the need to have an actual propagating signal on record. Here we test this method on models of collective behaviour in their deeply ordered phase by using ground truth data provided by numerical simulations in three dimensions. We compare two models characterized by very different dynamical equations and information transfer mechanisms: the classic Vicsek model, describing an overdamped noninertial dynamics and the inertial spin model, characterized by an underdamped inertial dynamics. By using dynamic finite-size scaling, we show that spatio-temporal correlations are able to distinguish unambiguously the diffusive information transfer mechanism of the Vicsek model from the linear mechanism of the inertial spin model.

1. INTRODUCTION

Collective behaviour is a widespread phenomenon in the living world, occurring over vastly different scales of space and time, and in a great variety of biological systems\textsuperscript{[1–3]}. In recent years a strong interest has emerged in studying collective behaviour through the principles of statistical physics\textsuperscript{[1–7]}. Following a paradigm typical of condensed matter, the first steps in this direction have been moved along two main paths: understanding how the motility of individuals, combined with the features of the interaction, determines the nature of the ordering transition\textsuperscript{[6, 8]} and studying what are the hydrodynamic properties at very large scales\textsuperscript{[4, 7]}. A related, although distinct, question is that of how information propagates across the system and how it affects the collective response to perturbations. In many biological systems an efficient propagation of information across the group is a key to survival. Flocks of birds are a paradigmatic example in this respect: they are continuously subject to predatory attacks and yet they manage to respond very swiftly, changing collective direction of motion on very short timescales, still maintaining cohesion. This type of phenomenon suggests that the mechanism to transmit information across the group must be particularly efficient.

Recent experimental observations have shown that information propagates across flocks of starlings linearly and with very weak damping\textsuperscript{[9]}. More precisely, the collective change of heading of a flock originates locally in space (from one bird) and it propagates to the rest of the flock as a wave, with a wavefront moving linearly in time with speed $c_s$. Linear information transfer is about the most efficient mechanism we can imagine. Former models models\textsuperscript{[10–11]} and hydrodynamic theories\textsuperscript{[4]} fail to reproduce such behaviour, both at the analytic and at the numerical level\textsuperscript{[12]}.

In\textsuperscript{[9, 12]} it has been formulated a novel theory which revolves around the concept of \textit{behavioural inertia}, thus changing the dynamical differential equations for the velocities from first-order in time, to second-order. In its polarized phase – the correct one to describe flocks – the new theory reproduces well the experimental data of bird flocks, showing that when inertia is taken into account the system can sustain information transfer through linear waves: if the heading of one individual changes, this change propagates quickly to the rest of the flock causing a collective turn, while keeping cohesion of the whole group; previous first-order models of flocks do not sustain linear information transfer, so that a change of heading of one individual led to global disruption of the group (see the simulations of\textsuperscript{[12]}). These results emphasize the relevance of second-order inertial terms in the dynamical equations of polarized systems, that is systems displaying long-range order. Even though inertial terms are asymptotically irrelevant over very large hydrodynamic scales\textsuperscript{[4, 5, 13]}, they are in fact indispensable to explain the behaviour of finite-size real flocks\textsuperscript{[14]}.

It is therefore important to find a way, given an experimental data set, to assess whether inertial dynamics rules the system or not. For bird flocks this has been done through the direct experimental observation of the propagation of a wavefront across the group due to some spontaneous change of direction recorded on camera\textsuperscript{[9]}. 
For large groups in the field this is, in general, a cumbersome way to proceed, as one needs to capture on record a collective change of state due to some uncontrolled perturbation. For example, in the study reported in [9] only 12 such events were captured in over four years of data-taking. Moreover, unlike in lab studies, in the field the possibilities to actively perturb the system are very limited. It seems therefore desirable to develop a more practical and effective approach to the problem.

We discuss here a general method capable of learning whether or not inertial second-order dynamics rules a system directly from its unperturbed, spontaneous fluctuations. In this way we are able to tell whether or not a system is inertial by a sampling of its dynamics, rather than by manipulating it. The key tool of the method is the spatio-temporal correlation function: the behavioural changes of individual $i$ at time $t_0$ influence that of individual $j$ at a later time $t_0 + t$. The form of this correlation, which extends in both space and time, bears the fingerprint of the dynamical equations ruling the system. We test this general method through numerical simulations of models with very different dynamical equations, namely with and without inertial terms. We find that spatio-temporal correlation successfully distinguish the different types of dynamics.

In the present work we will focus only on the ordered phase of the models of collective motion that we will analyze. In the language of the renormalization group, this means that we will only be dealing with the zero temperature fixed point, rather than with the critical point. In biological terms we may say that the results we present are directly applicable only to polarized, ‘flock-like’, groups, rather than unpolarized, ‘swarm-like’, systems. Even though the analysis based on the spatio-temporal correlations has general validity, the results of such analysis (most importantly, the dynamical critical exponents) may depend on such distinction. We will consider swarm-like systems in a future separate study.

The paper is organized as follows. In Section II we introduce two archetypical model of self-propelled particles encoding non-inertial and inertial dynamics, and study their natural time scales on the basis of simple dimensional analysis. In Section III we define the spatio-temporal correlation function and discuss its general properties in Fourier space. In Sec. IV we use dynamic finite-size scaling to predict how the correlation behaves in systems with finite size in the two cases of non-inertial and inertial dynamics. In this Section we also test our theoretical results against numerical simulations in three dimensions of the two models. In Sec.V we calculate the explicit form of the spatio-temporal correlation function under an approximate scheme. We discuss our conclusions in Section VI.

## 2. TWO DIFFERENT MODELS OF COLLECTIVE MOTION

### 2.1. Non-inertial dynamics: the Vicsek model

The most important physics-inspired model of collective motion is the Vicsek model (VM) [10]. It describes a system of self-propelled particles with constant speed $v_0$, which interact through mutual imitation: each particle $i$ adjusts the direction of its velocity $v_i$ by making it as close as possible to the mean direction of its neighbours. This effect of the neighbours is sometimes called social force. Several versions of the Vicsek model have been introduced and studied in the course of time (see, for example, [8] [11] [15] [16]). Here we will consider its most basic form and, for the sake of analytic simplicity, we will write the dynamical equations in continuous time. In order to keep the speed $v_0$ of each particle constant, each velocity vector $v_i$ is changed only by the component of the social force orthogonal to $v_i$. To this purpose, we introduce the following notation to indicate the projection of a generic vector $w$ onto the plane orthogonal to $v_i$.

$$w^\perp \equiv w - \left( w \cdot \frac{v_i}{v_0} \right) \frac{v_i}{v_0}$$

We can thus write the Vicsek model in the following way,

$$\eta \frac{dv_i}{v_0} = \frac{1}{v_0} \left( J \sum_j n_{ij} v_j \right)^\perp + \zeta^\perp$$
$$\frac{dr_i}{dt} = v_i$$

where $\eta$ is a generalized friction coefficient and $\zeta_i$ is a random white noise, whose variance is given by,

$$(\zeta_i(t) \cdot \zeta_j(t')) = (2d) \eta T \delta_{ij} \delta(t - t')$$

We use the standard convention of expressing the amplitude of the noise as the product of the ‘temperature’ $T$ times the friction coefficient $\eta$ [17]. Both the social force due to the neighbors and the noise contribute to changing the flight direction of the particle, but not its speed, thus ensuring that $|v_i| = v_0$. This formulation of the VM is slightly different from the one usually found in the literature, but fully equivalent. In particular, the friction $\eta$ could be eliminated in (2) and (4) by a rescaling of time $1/\eta T$, but this would make the comparison with the inertial model of the next Section (where $\eta$ cannot be rescaled away) much less transparent.

The adjacency matrix $n_{ij}$ is 1 if $i$ and $j$ are interacting neighbors and 0 if they are not, and it encapsulates the different kinds of interaction rules. If we consider, as in the original Vicsek model [10] metric interactions, then $n_{ij} = 1$ if $r_{ij} \leq r_c$ and $n_{ij} = 0$ if $r_{ij} > r_c$, where $r_c$ is the metric interaction range. If, on the other hand, interactions are topological, as it is the case in bird flocks...
then \( n_{ij} = 1 \) if \( j \) is within the first \( n_c \) neighbors of \( i \) and \( n_{ij} = 0 \) otherwise, where \( n_c \) is the topological interaction range. The adjacency matrix depends on time, \( n_{ij} = n_{ij}(t) \): particles do not sit on a fixed lattice, they are self-propelled, so that the neighborhood of each particle evolves in time. This time-dependence is what makes self-propelled particles models intrinsically different from standard equilibrium statistical mechanics models.

Finally, we emphasize a very important fact: the Vicsek model has no inertial term. Even though one may be tempted to identify the l.h.s. of equation (2) as an inertial second-order term (it is, after all, an acceleration), this is not its correct interpretation. The fundamental degree of freedom of the model is the velocity, not the position, and indeed the social force at the r.h.s. of (2) is the derivative with respect to the velocity of a generalized Hamiltonian, function of the velocities, not of the positions, \( H = - \sum_{ij} n_{ij} v_i \cdot v_j \). The overtones of ferromagnetic physics are evident. Hence, the Vicsek equation describes a non-inertial, first-order, overdamped dynamics for the velocity and for this reason the coefficient of \( \chi \) is friction, not mass [12].

2.2. Inertial dynamics: the inertial spin model

The Inertial Spin Model (ISM) was introduced in [9] and in [12] to describe linear information transfer in natural flocks of birds. It correctly reproduces the way starling flocks perform collective turns and it provides the right dispersion law in these groups. The ISM is described by the following equations,

\[
\frac{dv_i}{dt} = \frac{1}{\chi} s_i \times v_i \tag{5a}
\]

\[
\frac{ds_i}{dt} = \frac{v_i}{v_0} \times \left[ \frac{J}{v_0} \sum_j n_{ij} v_j - \frac{\eta}{v_0} \frac{dv_i}{dt} + \zeta_i \right] \tag{5b}
\]

\[
\frac{dv_i}{dt} = v_i \tag{5c}
\]

with \( v_i \cdot s_i = 0 \). The dynamic state of each particle is now described by two variables: the velocity \( v_i \) (again with fixed modulus \( v_0 \)) and a new variable \( s_i \) called ‘spin’. As it can be seen from Eq. (5a), the spin describes how quickly the particle changes its direction of motion. The fact that, contrary to the Vicsek model, the social force \( J \sum_j n_{ij} v_j \) and the noise act on the spin, rather than directly on the velocity, indicates that the model is inertial, so that the instantaneous update of the velocities is smooth. The new parameter \( \chi \) is the behavioral inertia; it is not the real mass, nor the mechanical moment of inertia. Rather, \( \chi \) is an effective parameter describing the resistance of a bird to change the radius of curvature of its trajectory [12]. If we take a further derivative of equation (5a) and exploit (5b), we get a closed equation for the velocity,

\[
\frac{\chi}{v_0} \frac{d^2 v_i}{dt^2} + \frac{v_i}{v_0} \left( \frac{d v_i}{dt} \right)^2 + \frac{\eta}{v_0} \frac{d v_i}{dt} = \frac{1}{v_0} \left( J \sum_j n_{ij} v_j \right)_\perp + \zeta_i^\perp . \tag{6}
\]

The ISM describes different dynamical regimes depending on the values of the parameters [12]. In particular, by tuning the friction \( \eta \) with respect to the behavioural inertia \( \chi \), we can explore both the overdamped regime (large \( \eta^2/\chi \)), where the model behaves as the Vicsek model, and the underdamped regime (small \( \eta^2/\chi \)), where the model displays the behaviour and dispersion law observed in natural flocks [9]. The Vicsek model of Eqs. (2-3) is exactly recovered when \( \chi/\eta^2 \rightarrow 0 \). In the opposite limit, i.e. when \( \eta^2/\chi \rightarrow 0 \), we obtain instead a fully reversible dynamics, where the spins - which represent the generators of the rotational symmetry of the velocities - are strictly conserved quantities [12].

2.3. Natural time scales of the two models

In order to work out the natural time scales of the dynamical equations introduced above, it is convenient to introduce the (positive-definite) discrete Laplacian matrix,

\[
\Lambda_{ij} = \delta_{ij} \sum_k n_{ik} - n_{ij} , \tag{7}
\]

which approximates in a discrete system the second-order derivative in space [19]. Notice that in a topological model the diagonal element of the Laplacian is a constant, \( \sum_k n_{ik} = n_c \), while in a metric model it fluctuates; in both cases, thus, the amplitude of \( \Lambda_{ij} \) is proportional to the mean number of interacting neighbours. By using the discrete Laplacian we can rewrite the non-stochastic part of the Vicsek models in the following way,

\[
\eta \frac{dv_i}{dt} = - \left( J \sum_j \Lambda_{ij} v_j \right)_\perp , \tag{8}
\]

where we have used the obvious relation: \( (v_i)_\perp = 0 \). From this equation we can derive a time scale by mere dimensional analysis. As we have said, the Laplacian \( \Lambda_{ij} \) is a discrete version of the second-order derivative in space, hence it is dimensionally equivalent to a term \( k^2 a^2 \), where \( a \) is the mean interparticle distance and \( k \) is the momentum in Fourier space. We use a Fourier representation as this will be the space in which we will work for most of the paper. We have also seen that the discrete Laplacian is proportional to the mean number \( n_c \) of interacting neighbours, so that, dimensionally, \( \Lambda_{ij} \sim n_c a^2 k^2 \).
We therefore conclude that the natural time scale of the Vicsek model is given by,

$$\tau_{\text{VM}} \sim \frac{\eta}{Jn_c a^2 k^2}.$$  \hfill (9)

This is a damping time scale expressing the collective relaxation time of the velocities in the Vicsek model. The fact that it diverges for $k \to 0$ is a consequence of the fact that the theory has a diverging correlation length \[^{20}\]. The origin of this divergence and how it is tamed for finite size will be discussed in the next Section.

For the inertial spin model, equation (6), the situation is more complicated because this is a second-order equation and we expect to have two time scales, rather than one. As in the Vicsek case, the term $(\sum_i n_i \mathbf{v}_i) \times$ can be substituted with the discrete Laplacian, $(\sum_i \Lambda_i n_i \mathbf{v}_i)\perp$. Hence, the purely dimensional version of equation (6) reads,

$$\chi/t^2 + \eta/t - Jn_c a^2 k^2 = 0.$$  \hfill (10)

To simplify this expression it is convenient to introduce the reduced friction coefficient, $\gamma$, and the second sound speed, $c_s$,

$$\gamma \equiv \frac{\eta}{2\chi}, \quad c_s \equiv \sqrt{\frac{Jn_c a^2}{\chi}}.$$  \hfill (11)

The parameter $c_s$ (which indeed has the physical dimensions of a velocity) is the speed of propagation of a signal in the inertial case \[^{12}\]. Using $\gamma$ and $c_s$ into (10) and multiplying by $t^2$, we get,

$$(c_s k)^2 t^2 - \gamma t - 1 = 0,$$  \hfill (12)

which, on merely dimensional grounds, provides the two obvious time scales,

$$\tau_{1}\text{ISM} \sim \frac{1}{\gamma}, \quad \tau_{2}\text{ISM} \sim \frac{1}{c_s k}.$$  \hfill (13)

The damping scale is the one containing the friction coefficient, that is $\tau_{1}\text{ISM}$: larger friction $\gamma$ (but not ‘too large’, otherwise one recovers the Vicsek model – see below) produces a shorter (quicker) damping time. As expected, this dissipative time scale accompanies the linear term in $t$, which breaks the time-reversal symmetry. At variance with the non-inertial case, the damping time is now independent of $k$. The second time scale of the inertial case contains the signal propagation speed, $c_s$, hence it is naturally associated to the period of oscillation of mode $k$. Indeed, when the friction is small, $\gamma \ll c_s k$, that is when $\tau_{1}\text{ISM} \gg \tau_{2}\text{ISM}$, the ISM equation becomes time-reversible and propagation emerges \[^{12}\]. It is important to notice that the inertial time scale $\tau_{2}\text{ISM}$ does depend on $k$, although with exponent 1, rather than 2 as in the non-inertial case. This linear dependence on $k$ is responsible for linear information transfer in the inertial case \[^{13, 14}\].

In the limit of large damping and low inertia we expect to recover the Vicsek model. This overdamped limit is obtained when the signal gets damped before it can propagate, which corresponds to having $\gamma \gg c_s k$, that is $\tau_{1}\text{ISM} \ll \tau_{2}\text{ISM}$. Notice that this limit can be also written as, $k \ll \gamma/c_s$; the overdamped limit is therefore a limit of small momentum $k$ and it is in fact nothing else than the hydrodynamic limit, in which inertia is always subdominant with respect to damping \[^{17}\]. If we rewrite \[^{12}\] as,

$$\left(\frac{t}{\tau_{1}\text{ISM}}\right)^2 - t/\tau_{1}\text{ISM} - 1 = 0,$$  \hfill (14)

we see that when $\tau_{1}\text{ISM} \ll \tau_{2}\text{ISM}$, the discriminant of this equation simplifies and we are left with just one time scale, namely $(\tau_{2}\text{ISM})^2/\tau_{1}\text{ISM} = \eta/(Jn_c a^2 k^2)$, which is the same time scale of the Vicsek model, as expected.

The important conclusion of this Section is that the two different dynamics are ruled \textit{at the naive dimensional level} by time scales that have a very different dependence on $k$. The time scale of the non-inertial Vicsek case decays as $1/k^2$, while in the inertial case the period goes as $1/k$ and the damping time does not depend on $k$. These exponents need not be exact, of course, as this was mere dimensional analysis, and they can change because of renormalization and off-equilibrium effects \[^{4}\]. However, dimensional analysis is helpful, as it unveils a deep, intrinsic difference between the natural time scales of the two models, suggesting that it should be quite possible to detect such difference in the data, both at the numerical and at the experimental level. We will see in the next Sections how to practically do that.

### 3. THE SPATIO-TEMPORAL CORRELATION FUNCTION

We will introduce in this Section the velocity correlation function in space and time, which will be our main tool of analysis. Before entering into the details, though, we need to discuss a preliminary issue.

#### 3.1. The issue of anisotropy

As we stated in the Introduction, we will deal in this work with systems in their ordered phase, that is systems in which the rotational symmetry is spontaneously broken. In this case two kind of anisotropies arise in the correlation, and we shall briefly discuss them here. First, the velocity field has far stronger fluctuations in the transverse than in the longitudinal direction. \[^{1}\] This

\[^{1}\] In what follows, we call \textit{longitudinal} the mean direction of motion of the flock, whereas \textit{transverse} are all directions belonging to the plane orthogonal to the mean direction of motion.
is a well-known fact, also present in equilibrium systems \[^{21}\]; it implies that when one computes the correlation of the full velocity vector \(\mathbf{v}_i\), one is actually measuring the transverse correlation. In fact, transverse and longitudinal fluctuations are connected to each other and it was first demonstrated in \[^{22}\] that the longitudinal susceptibility in the broken-symmetry is slave to the transverse susceptibility, \(\chi_\parallel \sim \chi_\perp^{1/2}\). Non-equilibrium effects induced by the self-propulsion change this exponent, as recently discovered in \[^{23}\], but the fact remains that longitudinal fluctuations are highly suppressed with respect to transverse ones. Secondly, it has been demonstrated in \[^{13, 24}\] that in active systems with spontaneously broken symmetry, the feedback between velocity and position produces also a spatial anisotropy in the decay of the correlation; more precisely, the critical exponents along the longitudinal and transverse directions are different from each other. This effect is absent in equilibrium systems and it is therefore quintessential of active matter; in two dimensions it explains the suppression of fluctuations and the stabilization of long-range order \[^{13, 24}\].

It therefore seems that to give a thorough characterization of the correlation in an active system one should use the anisotropic pairs, \((\mathbf{v}_\parallel, \mathbf{v}_\perp)\) and \((\mathbf{k}_\parallel, \mathbf{k}_\perp)\), rather than the full isotropic vectors, \(\mathbf{v}\) and \(\mathbf{k}\). A detailed anisotropic characterization, though, is not our aim here. Rather, what we want to do is to distinguish different types of dynamics (inertial vs non-inertial), from the correspondingly different forms of the correlation function. As we shall see, an isotropic study, which does not distinguish between longitudinal and transverse directions, is sufficient to this purpose, as it provides a very strong signal able to pick up different dynamical rules. This is fortunate, as in most real biological data sets it is quite difficult to have enough statistics to be able to separate the correlation into longitudinal and transverse components \[^{25}\]. Considering that we want to set a backdrop for future comparisons between theory and simulations on one side, and experiments on the other, we believe that an isotropic study is a first necessary step to take in order to distinguish inertial from noninertial systems.

### 3.2. The connected correlation function

The connected velocity correlation, \(C_{ij}\), between individuals \(i\) and \(j\), measures how much a change of direction of \(i\) influences (and is influenced by) a change of direction of \(j\),

\[
C_{ij} \equiv \langle \delta \mathbf{v}_i \cdot \delta \mathbf{v}_j \rangle , \tag{15}
\]

where the velocity fluctuation \(\delta \mathbf{v}_i\) is the deviation of the velocity of \(i\) from the mean velocity of the group,

\[
\delta \mathbf{v}_i \equiv \mathbf{v}_i - \frac{1}{N} \sum_k \mathbf{v}_k . \tag{16}
\]

The systems we are studying are in the polarized phase, hence the mean velocity is strongly different from zero; it would therefore make no sense to compute the correlation of the full velocities (non-connected correlation), as this would be completely dominated by the mean velocity; the only physically and biologically relevant correlation is that between the fluctuations. However this fluctuation is a dimensional quantity; therefore, in order to have a more suitable quantity to make a comparison between natural and numerical systems, we prefer to work with the dimensionless velocity fluctuation,

\[
\delta \hat{\mathbf{v}}_i \equiv \frac{\delta \mathbf{v}_i}{\sqrt{\frac{1}{N} \sum_k \delta \mathbf{v}_k \cdot \delta \mathbf{v}_k}} . \tag{17}
\]

We now need to define the connected correlation in both time and space, between individual \(i\) at time \(t_0\) and individual \(j\) at time \(t_0 + t\). Following van Hove \[^{26, 27}\], we define the spatio-temporal correlation function as,

\[
C(\mathbf{r}, t) = \left( \frac{1}{N\rho} \sum_{i,j} N \delta \hat{\mathbf{v}}_i(t_0) \cdot \delta \hat{\mathbf{v}}_j(t_0 + t) \right) \delta^{(3)}[\mathbf{r} - \mathbf{r}_i(t_0) + \mathbf{r}_j(t_0 + t)] \left. \right|_{t_0} . \tag{18}
\]

The positions are calculated with respect to the center of mass of the system, that is \(\mathbf{r}_i(t_0) = \mathbf{R}_i(t_0) - \mathbf{R}_{CM}(t_0)\) (and similarly for \(j\)); \(\rho\) is the density; the bracket indicates an average over time,

\[
\langle f(t_0, t) \rangle_{t_0} = \frac{1}{t_{tot} - t} \sum_{t_0=1}^{t_{tot}-t} f(t_0, t) , \tag{19}
\]

and \(t_{tot}\) is the total available time in the simulation or in the experiment. It is important to remark that in \(^{18}\) everything related to particle \(i\) (position and velocity) is evaluated at time \(t_0\), while everything related to \(j\) is evaluated at time \(t_0 + t\). The basic idea of \(^{18}\) is to sum the correlation of all pairs that over time \(t\) are found at distance \(\mathbf{r}\) from each other. Note that, thanks to the normalization \(1/\rho\), the spatio-temporal correlation function defined in \(^{15}\) is dimensionless. We can define the scalar distance between \(i\) and \(j\) at different times,

\[
\hat{r}_{ij}(t_0, t) \equiv |\mathbf{r}_i(t_0) - \mathbf{r}_j(t_0 + t)| \tag{20}
\]

and rewrite the correlation function as,
Notice that for \( t = 0 \) this quantity reduces to the standard static correlation function previously used in the studies of bird flocks \([25]\) and insect swarms \([28, 29]\), because the normalization term, \( N 4\pi r^2 \rho \), represents the number of pairs at distance \( r \), i.e. \( \sum_{i,j} \delta(r - r_{ij}) \). The purpose of \( C(r, t) \) is to measure how much a change of velocity of an individual at time \( t_0 \) influences a change of velocity of another individual at distance \( r \) at a later time \( t_0 + t \).

### 3.3. The correlation function in Fourier space

In order to calculate the collective time scale of the system, namely the longest time scale of relaxation, one normally introduces the space-integral of \( C(r, t) \),

\[
C(t) = \rho \int dr \ C(r, t) \ ,
\]

so as to remain with a purely time-dependent correlation function (we multiply the r.h.s. by a factor \( \rho \) in order to have the same physical dimensions for \( C(t) \) and \( C(r, t) \)).

The integral over \( \cos \theta \) can be performed explicitly and the Dirac’s delta used to collapse the integral in \( dr \), so that we finally obtain,

\[
\begin{align*}
C(k, t) &= \rho \int dr \ e^{ikr} C(r, t) \\
&= \rho \int dr \ 2\pi r^2 C(r, t) \int_{-1}^{1} d(cos \theta) \ e^{ikr \cos \theta} .
\end{align*}
\]

This quantity is far more useful than the mere space integral \((22)\), as by varying the momentum \( k \) we can integrate the correlation over different length scales, making it a useful tool even in presence of the sum rule \((23)\). Moreover, it can be easily measured from the data, both in numerical simulations and in experiments. In the rest of this work we plan to use the spatio-temporal correlation \( C(k, t) \) defined in \((26)\) as the principal instrument of analysis to distinguish inertial from non-inertial dynamics.

However, this prescription cannot work for us, and in general for discrete data in active systems. Remember our definition of velocity fluctuations, equation \((17)\): we subtract to each velocity the space average, rather than the ensemble average. In fact, we have no choice: in active systems individuals move, do not sit on a lattice, hence we need to define averages at any fixed time, and this leaves us with just one choice, the space average. As a result, we inherit the sum rule,

\[
\sum_i \delta \hat{v}_i = 0 \quad - \text{sum rule} \ ,
\]

whose main consequence is the rather unfortunate result,

\[
C(t) = \frac{1}{N} \sum_{i,j} \delta \hat{v}_i(t_0) \cdot \delta \hat{v}_j(t_0 + t) = 0 .
\]

Hence, the sum rule \((23)\) prevents us from defining a collective time correlation integrated in space. This problem can be circumvented by defining the correlation function in Fourier space,

\[
C(k, t) = \frac{1}{N} \sum_{i,j} \frac{\sin(k r_{ij}(t_0, t))}{k r_{ij}(t_0, t)} \delta \hat{v}_i(t_0) \cdot \delta \hat{v}_j(t_0 + t) .
\]

This quantity is far more useful than the mere space integral \((22)\), as by varying the momentum \( k \) we can integrate the correlation over different length scales, making it a useful tool even in presence of the sum rule \((23)\). Moreover, it can be easily measured from the data, both in numerical simulations and in experiments. In the rest of this work we plan to use the spatio-temporal correlation \( C(k, t) \) defined in \((26)\) as the principal instrument of analysis to distinguish inertial from non-inertial dynamics.

### 3.4. The static limit of the correlation function

A particularly important case is the static limit of the correlation function \((26)\), namely the case \( t = 0 \), in which we recover the Fourier transform of the static correlation function,

\[
C_0(k) \equiv C(k, t = 0) = \left\langle \left( \frac{1}{N} \sum_{i,j} \frac{\sin(k r_{ij})}{k r_{ij}} \delta \hat{v}_i \cdot \delta \hat{v}_j \right) \right\rangle_{t_0} \ ,
\]

where now both \( i \) and \( j \) are evaluated at equal time \( t_0 \). What can we say, on general grounds, about the behaviour of \( C_0(k) \)? For \( k \to 0 \) we have \( \sin(k r_{ij}) / k r_{ij} \to 1 \) and the correlation therefore is zero at all times, due to the sum rule \((23)\),

\[
\lim_{k \to 0} C_0(k) = 0 \quad - \text{sum rule} \ .
\]

On the other hand, for a generic nonzero value of \( k \), the sum in \((27)\) is dominated by particle pairs with distance \( r_{ij} < 1/k \), as larger distances are suppressed by the factor \( \sin(k r_{ij}) / k r_{ij} \) becoming a rapidly oscillating term. In
particular, for $k \to \infty$ all terms with $r_{ij} \neq 0$, and therefore with $i \neq j$, get killed in the sum and only the terms $i = j$ survive. This implies that,

$$\lim_{k \to \infty} C_0(k) = \left\langle \frac{1}{N} \sum_i^N \delta^2 r_i \right\rangle_{t=0} = 1 ,$$

(29)

because of definition (17) of the dimensionless velocity fluctuations.

To make further progress we need to introduce a new crucial player, namely the correlation length, $\xi$, which is a measure of the size of the correlated regions in the system [30]. When the momentum $k$ is decreased from $k = \infty$, but it is still larger than $1/\xi$, the factor $\sin(kr_{ij})/kr_{ij}$ is dominated by pairs with $r_{ij} < \xi$: hence, by decreasing $k$ we are adding in the sum (27) more and more correlated pairs. We therefore expect $C_0(k)$ to increase when $k$ is decreased from $k = \infty$. When the momentum arrives at $k \sim 1/\xi$, we have added to the sum in (27) all correlated pairs (that is pairs within one correlation length) and we start adding uncorrelated pairs, which lie beyond $\xi$. Hence, we do not expect $C_0(k)$ to further increase on decreasing $k$ below $1/\xi$. In fact, if we performed ensemble averages, $C_0(k)$ would level; however, we perform spatial averages and we are bound by the sum rule (28). As a consequence, decreasing $k$ below $1/L$ (where $L$ is the system’s size) has the effect to decrease the static correlation $C_0(k)$, until eventually it vanishes for $k = 0$. We therefore expect the static correlation to have a maximum. In a generic system, where there is no relation between $\xi$ and $L$, the position of this maximum is a complicated function of these two scales (e.g. if $\xi \ll L$ the static correlation has – in log scale – a broad plateau between $k \sim 1/\xi$ and $k \sim 1/L$). However, polarized flocks, which are the object of the present study, are scale-free systems, where $\xi \sim L$ (see next section); in this case, the maximum of $C_0(k)$ occurs unambiguously at $k_{\text{max}} \sim 1/\xi \sim 1/L$. This behaviour of the static correlation $C_0(k)$ is confirmed by numerical simulations, see figures 1(a) and 2(a).

In statistical physics, the static correlation at $k = 0$, that is the volume integral of the correlation in r space, is the susceptibility, $\chi_{\text{stat}}$, of the system [30] (we use the ‘stat’ subscript to distinguish this quantity from the generalized inertia of the ISM equations). In our case, though, we have $C_0(k = 0) = 0$ by construction, due to sum rule (23), so this cannot be the susceptibility. However, we have seen that $C_0(k)$ has a maximum at intermediate momentum, $k = k_{\text{max}} \sim 1/\xi$. The value of the static correlation at this maximum, $C_0(k_{\text{max}})$, is equal to the integral of the static real-space correlation up to $r \sim \xi$. Hence, the fact that $C_0(k)$ peaks at $k_{\text{max}}$ indicates that $C_0(k_{\text{max}})$ is a fair estimate of the static susceptibility,

$$\chi_{\text{stat}} \sim C_0(k_{\text{max}}) , \quad \xi \sim 1/k_{\text{max}} .$$

(30)

Notice that evaluating the susceptibility in this way is equivalent to performing the space integral of the real space correlation $C_0(r)$ up to the point where this integral peaks, which is what has been done in [28].

To conclude this Section we notice that in the static limit the Vicsek model and the inertial spin model must have the same behaviour, and therefore the same static correlation function $C_0(k)$. This is a very general consequence of the fact that friction always wins over inertia at steady state [17]. We will show in numerical simulations that this is indeed the case.

4. FINITE SIZE SCALING

Both numerical and real biological systems have finite size. In this Section we will discuss how to take care of finite-size effects and how to exploit them to our advantage in distinguishing inertial from non-inertial dynamics. From now on we will only deal with collective systems in their ordered (i.e. polarized) phase. In physical terms this means that we are far from the ordering transition (be it in temperature, or in density). In biological terms, this means dealing with flocks, rather than swarms. For a finite-size scaling analysis of the dynamics of the Vicsek model close to the ordering transition (low polarization) we refer the reader to the comprehensive work of Baglietto and Albano [31].

4.1. Static correlation

In order to make some predictions about the form of the static correlation function, $C_0(k)$, we start from the classic scaling hypothesis of Widom and Kadanoff [32, 33], which states that, for length scales much larger than the interparticle distance $a$, namely for $k \ll 1/a$, and for large correlation length, $\xi \gg a$, the correlation function depends on the control parameters of the theory only through the correlation length:

$$C_0(k) = \frac{1}{k \gamma/\nu} \tilde{f}_0(k \xi) ,$$

(31)

where $\gamma/\nu$ is the ratio between the susceptibility and correlation length critical exponents [29]; $\tilde{f}_0$ is a scaling function whose explicit form will depend on several nonuniversal factors, including the particular choice of how we perform the statistical averages (space average vs ensemble average). The homogeneous form (31) of the correlation function is one of the cornerstones of the theory of critical phenomena: once we observe the system over scales much larger than the discrete microscopic spatial mesh (that is scales larger than the lattice spacing, or interparticle distance, $a$), the only relevant length scale that remains in the theory is the correlation length, $\xi$. The general aim of a finite-size scaling analysis is to learn the value of the critical exponent $\gamma/\nu$, without the need to know the explicit form of the nonuniversal scaling function $\tilde{f}_0$. 
There is a second ingredient we need to take into account to make progress. Flocks, and polarized natural groups in general, are systems with spontaneously broken continuous symmetry (rotation). For this reason we expect to find some off-equilibrium relic of the Goldstone theorem [34], which states that the static correlation function must be scale-free (or long-range) [21, 35]. In systems with finite size \( L \), this scale-free condition implies that the only intrinsic length scale of the system is the size of the system itself, namely,

\[ \xi \sim L \, . \tag{32} \]

Relation (32) has been consistently verified at the numerical [16] and theoretical [4] level for the Vicsek model, and at the experimental level for bird flocks [25]. In the scale-free case the Widom-Kadanoff scaling form [31] becomes,

\[ C_0(k; L) = \frac{1}{k^{\gamma/\nu}} \hat{f}_0(kL) \, . \tag{33} \]

The scaling function obeys the relation [32],

\[ \lim_{x \to \infty} \hat{f}_0(x) = \text{constant} \, , \tag{34} \]

and therefore, in the infinite-size limit, the correlation function takes the simple power-law form,

\[ C_0(k) \sim \frac{1}{k^{\gamma/\nu}} \, , \quad L = \infty \, . \tag{35} \]

The divergence for \( k \to 0 \) implies that not only the correlation length, but also the static susceptibility, \( \chi = C_0(k = 0) \), is infinite in the \( L = \infty \) limit of a scale-free system [30]. Relation (35) holds irrespective of how we perform the statistical averages, because in a very large system the correlation function is a self-averaging quantity; this is why \( C_0(k) \) does not depend on the scaling function \( \hat{f}_0 \) in the bulk. A naive dimensional analysis of both the Vicsek and the ISM equation gives,

\[ (\gamma/\nu)_{\text{naive}} = 2 \, , \tag{36} \]

because the discrete Laplacian simply translate into a \( k^2 \) term. However, naive dimensional analysis could be corrected by off-equilibrium effects [4], therefore we hold no prejudices on the true value of the exponent \( \gamma/\nu \).

---

2 We emphasize again that all these scaling relations only hold for wavelengths long compared to the interparticle distance, \( k \ll 1/a \). For \( k > 1/a \), on the other hand, the scaling form (33) is not valid, so that we cannot perform the limit \( k \to \infty \) in it; for this reason the limit for \( k \to \infty \) of \( C_0 \) is 1, as expressed by equation (29), rather than 0, as (35) would seem to suggest.
FIG. 2. Static behaviour of the inertial model. Numerical simulation of the inertial spin model in $d = 3$ with topological interaction (metric interaction gives identical results). All panels are the same as in Fig. 1. The best collapse occur for $\gamma/\nu = 2.09$.

Going back to finite-size systems, we can multiply and divide equation (33) by $L^{\gamma/\nu}$, to obtain the following equivalent scaling form of the correlation function,

$$C_0(k; L) = L^{\gamma/\nu} f_0(kL),$$

which is the one we shall test in numerical simulations. From the discussion of the previous Section, we expect $C_0(k; L)$ to have a maximum as a function of $k$ at,

$$k_{\max} \sim 1/\xi \sim 1/L.$$  

Moreover, as we have seen the finite-size susceptibility is given by the value of the static correlation at its maximum,

$$C_0(k_{\max}; L) \sim \chi_{\text{stat}} \sim L^{\gamma/\nu},$$

which is the standard finite-size behaviour of the susceptibility in critical phenomena.\footnote{Equation (39) is only valid when the density and interaction range are kept constant on changing $L$, as in the current work. When these quantities vary one must keep into account some corrections, which are particularly relevant in the metric interaction case; this point is carefully explained in the SI of \cite{28}.

We have checked all the predictions of this Section by performing numerical simulations in $d = 3$ in the ordered phase (polarization $\Phi = 0.9$) of both the Vicsek model and of the inertial spin model (details of the numerics are provided in Appendix A). We have computed in the two cases the static correlation function in Fourier space, $C_0(k, L)$, according to its definition, equation (26), at various values of the size $L$. Results are reported in Figs.1 and 2.

First, we observe that the numerical results are virtually indistinguishable between Vicsek model and ISM: the static phenomenology of the two models is the same, as it should be. This is a nontrivial consistency check; in particular, because the dynamical time scales of the two models are very different, obtaining the same static behaviour is an indication that the simulation has thermalized for both models, so that we are really observing steady-state results, rather than transients. Of course, this result also clearly shows that in order to distinguish the two models we need to go beyond the purely static correlation, which is what we shall do in the following Sections.

To test the static scaling form (37) we notice that this relation implies that by plotting $C_0(k; L)/L^{\gamma/\nu}$ vs $kL$, correlations calculated at different sizes $L$ should all collapse on the same curve, provided that we find the correct value of the exponent $\gamma/\nu$. This is exactly what happens (panel (b) of Figs.1 and 2). The collapse of the correlation functions at different sizes provides an estimate of the exponent $\gamma/\nu$. The data show that this static scaling exponent is very close to 2, the value predicted by naive dimensional analysis; given that the two models
have identical static behaviour, we averaged their exponents, thus obtaining,

$$\left(\frac{\gamma}{\nu}\right)_{d=3} = 2.11 \pm 0.02 . \quad (40)$$

Hence, it seems that, at least in this case of highly ordered phase ($\Phi = 0.9$), off-equilibrium corrections are weak. We notice that this value of the polarization $\Phi$ is not at all uncommon in real biological systems, as bird flocks [25, 39], and fish schools [37]. Notice also that we find a consistent scaling phenomenology up to $N = 2048$ particles, a number definitely not too small for many biological groups. Hence, naive dimensional analysis seems rather robust in the ordered phase of such medium-large systems. We will see that this is also the case at the dynamical level.

Relations [38] and [39] regarding the scaling of the correlation length and of the susceptibility are equally well satisfied by the numerical data (panels (c) and (d) of Figs.1 and 2). Moreover, if we evaluate the static correlation at $k_{\text{max}}$ and plot it as a function of $k_{\text{max}}$ (rather than $L$), we obtain from [37] the pseudo-bulk relation,

$$C_0(k_{\text{max}}(L); L) \sim \frac{1}{k_{\text{max}}} \left(\frac{\gamma}{\nu}\right)_{d=3} , \quad (41)$$

which is the finite-size representation of the infinite-size behaviour [39]. Equation (41) is reported as a dashed line in Figs.1a and 2a.

The results of this Section show that the classic static scaling relations of Widom and Kadanoff, and the scale-free consequences of Goldstone’s theorem, are verified quite accurately in both models of collective motion.

### 4.2. The dynamic scaling hypothesis

In order to study the fully dynamical correlation function we turn to a powerful concept in classical statistical mechanics, namely that of dynamic scaling. The dynamic scaling hypothesis was formulated by Halperin and Hohenberg in [38] and [39] as a generalization of the static scaling relation of Widom and Kadanoff, equation (51).

The dynamic scaling hypothesis makes two assertions: i) the characteristic time scale of the spatio-temporal correlation (or, equivalently, its characteristic frequency) is a homogeneous function of the momentum $k$ and of the correlation length $\xi$,

$$\tau = \frac{1}{k^z} h(k\xi) , \quad (42)$$

a relation that defines the so-called dynamical critical exponent, $z$; ii) the dynamical part of the spatio-temporal correlation function is a function of the product $k\xi$, rather than of these two variables independently,

$$C(k, t; \xi) = C_0(k; \xi) f \left( \frac{k^z t}{h(k\xi)} , k\xi \right) . \quad (43)$$

The dynamic scaling hypothesis is a concept deeply rooted in the renormalization group idea and it basically states that the correlation length is the only relevant length scale in a system, even at the dynamical level, so that the product $k\xi$ is the only way external tuning parameters (as temperature and noise) may enter the spatio-temporal correlation [39]. In the rest of this Section we will use the dynamic scaling hypothesis to distinguish inertial from noninertial model.

#### 4.3. Dynamical correlation: Non-inertial case

In Section II we have derived through naive dimensional analysis the time scale of the Vicsek model,

$$\tau_{\text{VM}} \sim \frac{\eta}{Jn_c a^2 k^2} . \quad (44)$$

The divergence of this relaxation time for $k \to 0$ in the bulk is the dynamical side of the divergence of the correlation length in the same model. At finite size there cannot be any real divergence; following the dynamic scaling hypothesis [12] and considering that in the scale-free case we have $\xi \sim L$, we can write,

$$\tau_{\text{VM}}(k; L) \sim \frac{1}{k^z} h(kL) , \quad (45)$$

where $h$ is a scaling function. From (44) we see that naive dimensional analysis gives for the Vicsek model,

$$\tau_{\text{VM}}^{\text{naive}} \sim 2 . \quad (46)$$

However, as in the static case, the naive dynamical critical exponent can get corrections from renormalization and off-equilibrium effects, so that its value could very well be different from 2.

The second part of the dynamic scaling hypothesis, equation (43), implies that the spatio-temporal correlation function depends on the size $L$ exclusively through the two factors $t/\tau_{\text{VM}}(k; L)$ and $kL$, hence giving,

$$C(k, t; L) = C_0(k; L) f \left( \frac{t}{\tau_{\text{VM}}(k; L)} , kL \right) . \quad (47)$$

Using (45), we obtain,

$$C(k, t; L) = C_0(k; L) f \left( \frac{k^z t}{h(kL)} , kL \right) . \quad (48)$$

As first pointed out in [38], we can now eliminate the dependence on the size $L$ by doing two things: first, we isolate the time-dependent part by defining the normalized dynamical correlation, i.e. the correlation divided by its static value for $t = 0$,

$$\tilde{C}(k, t; L) = \frac{C(k, t; L)}{C_0(k; L)} . \quad (49)$$
Secondly, we recall that the maximum of the static correlation occurs at \( k_{\text{max}} \sim 1/L \) (equations (38) and (52)); therefore, if we evaluate the normalized spatio-temporal correlation at this special momentum of maximal static correlation, we get,

\[
\hat{C}(k_{\text{max}}(L), t; L) = f \left( \frac{k_{\text{max}}^2 t}{h(1)} \right) = \hat{f}(k_{\text{max}}^2 t). \quad (50)
\]

This equation implies that it must exist a dynamical critical exponent, \( z \), such that the spatio-temporal correlation functions calculated at different values of \( L \) collapse onto the same \( L \)-independent master curve, provided that we evaluate each correlation at \( k = k_{\text{max}}(L) \) and plot them as a function of the scaling variable \( k_{\text{max}}^2 t \). This collapse is the most conspicuous and easy-to-test prediction of the dynamic scaling hypothesis [38].

Numerical simulations of the Vicsek model are in very good agreement with this prediction (Figs. 3a and 3b). Dynamical correlations at different sizes \( L \) collapse rather well as a function of the scaling variable \( k_{\text{max}}^2 t \). The best collapse is achieved for,

\[
z_{\text{VM}} = 2.13 \pm 0.02, \quad (51)
\]

very close to the naive value of the dynamical critical exponent, indicating, as in the static case, that corrections to naive dimensional analysis exponents are somewhat weak. Notice that if we keep \( k \) fixed for different values of \( L \), rather than following \( k = k_{\text{max}}(L) \), it becomes impossible to collapse the curves. As stated first in [38], following the peak of the static correlation by keeping \( k \xi \) fixed is indeed necessary to make dynamic scaling work.

### 4.4. Dynamical correlation: Inertial case

In Section II naive dimensional analysis of the inertial dynamics of the ISM provided two time scales,

\[
\tau_1^{\text{ISM}} \sim 1/\gamma, \quad \tau_2^{\text{ISM}} \sim \frac{1}{c_s k}. \quad (52)
\]

Hence, in the naive case \( \tau_1^{\text{ISM}} \) does not depend on \( k \), whereas \( \tau_2^{\text{ISM}} \) does; it is therefore highly probable that the two time scales will have a different dependence on \( k \) also in the general case. This fact has an unpleasant consequence: if we follow the dynamic scaling hypothesis and assume that the normalized spatio-temporal correlation function depends on \( L \) only through its two time scales and through the factor \( kL \), we obtain,

\[
\hat{C}(k, t; L) = g \left( \frac{t}{\tau_1^{\text{ISM}}(k, L)}, \frac{t}{\tau_2^{\text{ISM}}(k, L)} \right) kL, \quad (53)
\]

from which it would seem impossible to scale both time scales and obtain a collapse of the correlation functions at different values of \( L \) as we had in the non-inertial case.
Fortunately, there is a way out of this problem. We are interested in the underdamped regime of the inertial model, which corresponds to having a damping time much larger than the time of propagation of mode $k$,

$$\tau_{k}^{\text{ISM}} \gg \tau_{2}^{\text{ISM}}. \quad (54)$$

If we ask this condition to hold for all physical modes, including the smallest one, which is of order $1/L$, we get,

$$L/c_s \ll \tau_{1}^{\text{ISM}}. \quad (55)$$

whose meaning is clear: the time a signal takes to cross the system ($\sim L/c_s$) must be much shorter than the time the signal takes to get damped ($\sim \tau_{1}^{\text{ISM}}$), which is a rather reasonable definition of the underdamped phase. Notice that (55) can be rewritten as,

$$1/L \gg \gamma c_s \equiv k_0. \quad (56)$$

In other words, there is a threshold momentum, $k_0$, which separates the overdamped phase ($1/L \ll k_0$), from the underdamped phase ($1/L \gg k_0$) [12]. We are interested in a system where information can propagate, hence we consider the underdamped regime [12]. Moreover, we will consider short times, which is the regime in which it is the easiest to obtain the correlation function with good accuracy, especially in real experiments. Hence, we work in the following condition,

$$t \sim \tau_{2}^{\text{ISM}} \ll \tau_{1}^{\text{ISM}}, \quad (57)$$

under which the normalized correlation [53] becomes a function of just one time scale,

$$\hat{C}(k, t; L) = g (t/\tau_{2}^{\text{ISM}}, kL). \quad (58)$$

We can now use the same scaling procedure as in the non-inertial case. We first extend the dynamic scaling hypothesis [12] to the inertial time scale $\tau_{2}^{\text{ISM}},$

$$\tau_{2}^{\text{ISM}}(k; L) \sim \frac{1}{k^z} h(kL), \quad (59)$$

where, again, we have left the dynamical exponent $z$ free to take a value different from that of naive dimensional analysis,

$$z_{\text{naive}} = 1. \quad (60)$$

We then evaluate the dynamical correlation at the maximum of the static correlation, $k = k_{\max} \sim 1/L$, which gives,

$$\hat{C}(k_{\max}(L), t; L) \sim g \left( \frac{k_{\max}^{z} t}{h(1)}, 1 \right) = \hat{g} \left( k_{\max}^{z} t \right). \quad (61)$$

To check this prediction of dynamic scaling we performed three-dimensional simulations of the inertial spin model, Figs. 3c and 3d. Results confirm fully the validity of the scaling equation [61]. We notice that the correlation function has quite a different form from the non-inertial one: there are clear oscillations, a clear fingerprint of the underdamped regime of the inertial dynamics [12]; moreover, the correlation is quadratic, rather than linear, in the limit $t \to 0$. Yet the most clearcut difference with the non-inertial case is provided by the different value of the dynamical exponent; the best collapse of the data is given by,

$$z_{\text{ISM}} = 1.15 \pm 0.02, \quad (62)$$

well distinguishable from the Vicsek value, relation (51). Again, we find an exponent very close to its naive counterpart, indicating that off-equilibrium and renormalization corrections are weak.

![FIG. 4. Times scales of the two models. We computed the time scales of the Vicsek model (orange points) and of the inertial spin model (green points) by crossing the spatio-temporal correlations in Fig. 3 with a fixed value, $C(k_{\max}, \tau) = 1/e$, then we have normalized the values obtained in such a way that in each of the two cases the smallest $\tau$ was equal to 1. The dependence of the time scales with the momentum is rather different in the two models, due to the difference in the two critical dynamical exponents.]

To conclude we test equations [45] and [59] about the scaling behavior with $k$ of the characteristic time scales in the two different models. As usual, to eliminate the dependence on the scaling function, $h(kL)$, we need to work at the maximum of the static correlation, $k = k_{\max} \sim 1/L$. To extract the time scale $\tau$ from Fig. 3a and 3c we use the simple crossing condition,

$$\hat{C}(k_{\max}, \tau) = 1/e. \quad (63)$$

In Fig. 4 we report $\tau(k_{\max})$ vs $k_{\max}$ at various values of the size $L$ in the non-inertial case (orange points) and in the inertial case (green points). As predicted by equations [45] and [59], the characteristic time scale depends on the momentum as a power law. Moreover, the critical dynamical exponents, $z$, obtained by the dynamic scaling, equations [51] and [62], fit rather well the data and differentiate sharply the two cases.
Note that, although the two time scales have been obtained by using exactly the same protocol in the two models - calculating the correlation $C(k, t)$, evaluating it at $k_{\text{max}}(L)$, crossing the correlation with a constant - they have a rather different physical meaning: in the non-inertial case $\tau$ is a damping time of an overdamped correlation function, while in the inertial case $\tau$ is actually the period of an underdamped, oscillating correlation function.

The results of this Section fully demonstrate that a finite-size scaling analysis of the spatio-temporal correlation function successfully distinguishes between the non-inertial dynamics of the Vicsek model and the inertial dynamics of the ISM. The fundamental fact underlying this result is that the intrinsic, merely dimensional, time scales of the two systems depend on the momentum $k$ in such sharply different ways that off-equilibrium corrections are unable to wash out this distinction, at least in the ordered phase we are considering. In the next Section we will compute explicitly the dispersion relations of the two models under an approximate scheme, hence making even more clear the different mathematical structure of inertial and non-inertial models. In the present Section, however, we stress that we have made no particular approximation in the derivation of the finite-size scaling relations. The only simplification that we have adopted has been to neglect the difference between longitudinal and transverse direction (and therefore momentum) and to describe everything as a function of the scalar momentum $k$. Our exact numerical simulations of the actual off-equilibrium, self-propelled models fully confirm the theoretical expectations of dynamic scaling.

4.5. Summary of the method

At this point our procedure may seem rather intricate. In fact, it is not; it simply consists of three steps, let us briefly summarize them here.

4.5.1. Calculate $C(k, t; L)$ from the data

Given a certain dataset, the first thing to do is to compute the spatio-temporal correlation function in Fourier space, $C(k, t; L)$, using definition (26). Clearly, for the method to work it is vital to have data at different sizes $L$. We recall that to compute the correlation function one must perform a time average (average over $t_0$). As always when computing time-correlation functions, the total time of the simulation (or of the experiment) must be much larger than the relaxation time. In experiments, however, this is not always possible. Some help comes from the fact that our scaling relations are particularly strong for short times, which are more experimentally accessible. However, the time averages must be at least long enough to stabilize the static correlation, $C_0(k; L)$.

Regarding the interval in $k$ to be considered when computing $C(k, t)$, we notice that the natural upper limit is the inverse of the mean interparticle distance, $1/a$. Well above this point the $\sin(k_{ij})/kr_{ij}$ factor oscillates very strongly. On the other hand, although a natural scale for the minima value of $k$ is $1/L$, the correlation function must be calculated down to $k = 0$, in order to check that $C(k = 0, t) = 0$ and to clearly see the maximum of the static correlation.

4.5.2. Find the peak of the static correlation $C_0(k; L)$

Once the full spatio-temporal correlation, $C(k, t; L)$, is calculated, one must plot its static limit, namely its amplitude, $C_0(k; L) = C(k, t = 0; L)$, as a function of $k$. This function must be zero at $k = 0$ and (as long as the system has non-negligible correlation length) it has a maximum at some intermediate $k_{\text{max}}$ (Figs. 1 and 2). This maximal momentum corresponds to the inverse correlation length, $k_{\text{max}} \sim 1/\xi$, and in a scale-free system it will scale as $k_{\text{max}}(L) \sim 1/L$. On the other hand, the value of the static correlation at $k_{\text{max}}$ is the best estimate of the susceptibility and it scales as some power of the size, $C_0(k_{\text{max}}) \sim L^{\gamma/\nu}$. Both these relations should be checked for consistency.

4.5.3. Collapse the dynamical correlations at different sizes

For each size $L$, one must evaluate the normalized spatio-temporal correlation function $C(k, t; L)$ at $k = k_{\text{max}}(L)$. All these curves must be plotted against the rescaled time, $k_{\text{max}}^2 t$, and one must find the value of the dynamical exponent $z$ that produces the best collapse of all the curves at different sizes $L$ (Fig. 3). The value of the dynamical exponent $z$ can then be compared in different models to distinguish their dynamics. Our analysis shows that, in the ordered phase, a large exponent, $z \sim 2$, is associated to the non-inertial, overdamped dynamics of the Vicsek type, while a small exponent, $z \sim 1$, is associated to the inertial, underdamped dynamics of the ISM type. As we wrote in the Introduction, an equivalent analysis close to the ordering transition should be conducted to see whether or not a similar change in the dynamical exponent occurs in ‘swarm-like’ collective systems.

5. APPROXIMATE THEORY

In this Section we perform an analytical calculation of the spatio-temporal correlation function, $C(k, t)$, based on an approximate scheme. As we shall see, the results are in line with the general theory describe above.
5.1. Fixed network approximation

The first approximation we adopt is that of fixed network. This approximation has the great advantage of enormously simplifying the computations, but it may seem rather extreme given the very nature of active systems. We briefly discuss here the nature, limitations and range of applicability of this approximation. For a more detailed discussion we refer to [10].

Biological systems displaying collective motion differ from traditional physical systems because they are inherently out of equilibrium: its constituents are particles that move by self-propulsion, constantly compensating for the dissipation effects by injecting energy into the system. The key ingredient of an active system is the rearrangement of the interaction network, a phenomenon that has very important effects [13, 24, 41].

Taking into account the full active nature of these systems at a theoretical level requires a hydrodynamic approach [5, 13, 24, 41], which describes the coupling between velocity and density fields, providing an elegant description of the large scale behaviour of active fluids. In order to select the relevant terms in the continuum equations, this approach focuses on large length scales, i.e. on the so-called hydrodynamic limit \( k \to 0 \). Inertial effects, however, are completely dominated by dissipation in this limit. And yet we know as an experimental fact that inertial effects are essential to reproduce real flock phenomenology: real flocks are finite-size systems, therefore far from the \( k \to 0 \) hydrodynamic limit, and for this reason inertial effects dominate over dissipation, not the other way around. The inevitable conclusion is that in order to describe real, finite-size biological groups, we need to give up the simplifying framework of the hydrodynamic limit. Even though this can still be done in the framework of a continuum theory of the velocity and density fields (see [14]), we take here a different route.

Let us assume that, even though the particles of our system move, the rearrangement of the neighbours' interaction network is slow. By this we mean that there is a separation of timescales: if we consider the scale of local relaxation, \( \tau_{\text{relax}} \), defined as the characteristic time needed to relax locally the order parameter with the interaction network fixed, and the network reshuffling time, \( \tau_{\text{network}} \), that is the average time it takes for an individual to change its interacting neighborhood, then by slow network rearrangement we mean [10],

\[
\tau_{\text{relax}} \ll \tau_{\text{network}} .
\]  

Under this condition of local quasi-equilibrium, the update of the velocity of a particle occurs on a time-scale much faster than that needed to change the matrix of its neighbours, \( n_{ij}(t) \), which can then be considered constant in time,

\[
n_{ij}(t) \sim n_{ij} .
\]  

Natural flocks of birds are precisely in such a state of local quasi-equilibrium [10] and indeed the predictions for the propagation law based on the fixed network analysis work very well [9, 12]. Of course there must be a crossover length scale \( l^* \), beyond which the network rearrangements become relevant and a hydrodynamic approach is mandatory. The fixed network approximation therefore describes all the modes with \( k > k^* = 1/l^* \). However, as we stated above, experimental evidence shows that real flocks are well within this scale, \( L < l^* \), and this is why we adopt approximation [65].

5.2. Spin-wave expansion and continuous limit

In this work we are considering systems in their strongly polarized phase. To fix ideas, we shall assume that the mean velocity of the group is pointing in direction \( x \), i.e. along the unit vector \( n_x = (1,0,0) \). Each velocity \( \mathbf{v} \) can be decomposed into a longitudinal component, let us call it \( v_i^x \), along the direction of motion \( n_x \), and a transverse component, which is a \((d-1)\)-dimensional vector \( \pi_i \) lying on the plane perpendicular to the direction of motion,

\[
\mathbf{v}_i = v_i^x n_x + \pi_i .
\]  

Notice that the transverse components \( \pi_i \) have the physical dimension of a velocity and they satisfy the obvious relation,

\[
\sum_i \pi_i = 0 .
\]  

Given that we are studying models with fixed speed, \( |\mathbf{v}_i| = v_0 \), we can work out the longitudinal component as a function of the transverse one,

\[
v_i^x = \sqrt{v_0^2 - \pi_i^2} .
\]  

When the polarization is large all velocities will be mainly along the mean direction of motion, implying \( \pi_i^x \ll v_0 \). This is the so-called spin-wave approximation, which yields,

\[
v_i^x \sim v_0 \left(1 - \frac{1}{2} \frac{\pi_i^x}{v_0^2} \right) ,
\]  

and,

\[
\mathbf{v}_i = n_x v_0 \left(1 - \frac{1}{2} \frac{\pi_i^x}{v_0^2} \right) + \pi_i .
\]

It is convenient to write the transverse components of the velocity, \( \pi_i \), in terms of dimensionless angles expressing the departure of each \( \mathbf{v}_i \) from the mean direction of motion, \( n_x \),

\[
\pi_i^x = v_0 \sin \phi_i^x \sim v_0 \phi_i^x ,
\]  

\[
\pi_i^y = v_0 \sin \phi_i^y \sim v_0 \phi_i^y .
\]

To understand these relations we must recall that to create a \( y \) component of the velocity one needs to rotate
In both cases $\varphi^v_1$ and $\varphi^v_2$ are the key degrees of freedom in a polarized system and they are called phases. These simply represent the (small) angular deviations of each individual $v_i$ with respect to the mean velocity of the group.

We can now plug equations (70), (71) and (72) into the full dynamical equations describing the models and expand them up to the first order in the phase, so to obtain equations directly for the $\varphi_i$. This is called spin-wave expansion [22]. For the Vicsek model [8] the spin-wave expansion gives the same equation for both $\varphi^v$ and $\varphi^v$, namely,

$$\eta \frac{d\varphi_i}{dt} = -J \sum_j \Lambda_{ij} \varphi_j + \zeta^v_i \quad (73)$$

where $\Lambda_{ij}$ is the Laplacian matrix defined in (7). Similarly expanding the ISM equation (6), we obtain

$$\chi \frac{d^2 \varphi_i}{dt^2} + \eta \frac{d\varphi_i}{dt} = -J \sum_j \Lambda_{ij} \varphi_j + \zeta^v_i \quad (74)$$

From relations (70), (71) and (72) we can also work out an expression of the polarization $\Phi$ in terms of the phase,

$$\Phi \equiv \left| \frac{1}{N} \sum_i v_i \right|^2 = 1 - \frac{(d-1)}{2N} \sum_i \varphi^2_i \quad (75)$$

from which we see that the limit of large polarization, $\Phi \sim 1$, is equivalent to the limit of small phases, $\varphi^2 \ll 1$.

If we look at spatial scales larger than the nearest neighbor distances – and we must do that, lest all of our scaling relations lose their validity – we can approximate the discrete Laplacian with its continuous counterpart (we recall that $a$ is the mean interparticle distance),

$$J \sum_j \Lambda_{ij} \rightarrow -J n_o a^2 \nabla^2 \quad (76)$$

In performing this substitution it is of course crucial the previous fixed-network assumption, that is the fact that $\Lambda_{ij}$ does not depend on time. Similarly, we can substitute the discrete-space phases with continuous fields,$$
\varphi_i(t) \rightarrow \varphi(x, t) \quad (77)
$$

In this way we can rewrite the Vicsek model as,

$$\left( \eta \frac{\partial}{\partial t} - J n_o a^2 \nabla^2 \right) \varphi(x, t) = \zeta(x, t) \quad (78)$$

whereas for the inertial spin model, we obtain,

$$\left( \chi \frac{\partial^2}{\partial t^2} + \eta \frac{\partial}{\partial t} - J n_o a^2 \nabla^2 \right) \varphi(x, t) = \zeta(x, t) \quad (79)$$

In both cases $\zeta$ is a Gaussian white noise,

$$\langle \zeta(x, t) \zeta(x', t') \rangle = 2\eta T a^3 \delta^{(3)}(x - x') \delta(t - t') \quad (80)$$

where the factor $a^3$ is necessary to keep the original physical dimensions once we introduce the spatial Dirac’s delta.

In the highly polarized phase, from the definition of velocity fluctuations (17), and from (71) and (72), we obtain,

$$\delta \dot{v}_i = \frac{1}{\sqrt{1 - \Phi}} (0, \varphi^v_i, \varphi^v_i) \quad (81)$$

up to linear order in the phase. This equation embodies the fact that in a polarized system the fluctuations are strongly dominated by their transverse components. Accordingly, the connected velocity correlation [15] becomes,

$$C_{ij} = \langle \varphi_i \varphi_j \rangle \quad (82)$$

up to a constant factor equal to $(d-1)/(1 - \Phi)$, and where we have taken into account the fact that the statistical correlation of $\varphi^v$ is the same as that of $\varphi^v$, as they satisfy identical stochastic equations. In the light of this result the spatio-temporal correlation function, $C(r, t)$, defined in (18) can be written as,

$$C(r, t) = \left\langle \frac{1}{V} \int dx_0 \varphi(x_0, t_0) \varphi(x_0 + r, t_0 + t) \right\rangle_{t_0} \quad (83)$$

which in $k$-space becomes,

$$C(k, t) = \langle \varphi(k, t_0) \varphi(-k, t_0 + t) \rangle \quad (84)$$

This compact form of the correlation will be particularly useful for the theoretical calculations of the next section.

### 5.3. Theory: Non-inertial dynamics

The linear stochastic differential equations (78) and (79) can be easily solved by using the Green functions method [43], whose details are described in Appendix B. The Green function, $G(k, \omega)$, is essentially the inverse, in Fourier space, of the differential operator ruling a dynamical equation. For the Vicsek model, we have from (78),

$$G(k, \omega) = \frac{1}{i\eta \omega + J n_o a^2 k^2} \quad (85)$$

Once the Green function is known, the correlation function (84) is given by,

$$C(k, t) = \frac{2\eta T a^3}{2\pi} \int d\omega e^{i\omega t} G(k, \omega) G(-k, -\omega) \quad (86)$$
The frequency integral is performed by Cauchy’s residue method, which consists in evaluating the integrand at its simple poles in the complex \( \omega \) plane. For this reason the frequencies at which the Green function has the poles acquire particular importance; these frequencies are defined by the so-called dispersion relation, which in this case of Vicsek non-inertial dynamics reads,

\[ i \eta \omega + \frac{J_n c}{\eta} a^2 k^2 = 0. \]  

The frequency \( \omega \) is purely imaginary with a quadratic (i.e. diffusive) dispersion law,

\[ \omega = i \frac{J_n c a^2}{\eta} k^2. \]  

The integral in \( \frac{86}{86} \) can be easily performed, giving the dynamical correlation function of the Vicsek case,

\[ C_{\text{VM}}(k, t) = C_0(k) e^{-\frac{J_n c a^2 k^2}{\eta} t}. \]  

where the static correlation function is given by,

\[ C_0(k) = \frac{2 T a}{J n c k^2}. \]  

In the non-inertial Vicsek model the correlation function \( \frac{89}{89} \) is therefore a pure exponential, with relaxation time given by,

\[ \tau_{\text{VM}}(k) = \frac{\eta}{J n c a^2 k^2}, \]  

which is the same result that we obtained with naive dimensional analysis, equation \( \frac{91}{91} \).

5.4. Theory: Inertial dynamics

The dynamics of the inertial spin model is given by equation \( \frac{79}{79} \), which gives the Green function,

\[ G(k, \omega) = \frac{1}{-\chi \omega^2 + i \eta \omega + \frac{J_n c a^2 k^2}{\eta}}, \]  

with dispersion law,

\[ -\chi \omega^2 + i \eta \omega + \frac{J_n c a^2 k^2}{\eta} = 0. \]  

This equation has two complex solutions,

\[ \omega = i \frac{\eta}{2} \pm \frac{1}{2} \sqrt{4 \chi J_n c a^2 k^2 - \eta^2}. \]  

The first thing to notice is that in the \( k \to 0 \) limit we recover exactly the same dispersion law as in the non-inertial theory. Indeed, in this limit (that is in the hydrodynamic limit) we obtain two purely imaginary frequencies, the smallest of which is,

\[ \omega(k) \sim i \frac{J_n c a^2}{\eta} k^2, \quad k \to 0, \]  

equal to equation \( \frac{88}{88} \). This fact is a further confirmation that the inertial spin model gives in the hydrodynamic limit \( k \to 0 \) the same results as the Vicsek model \( \frac{12}{12} \).

For generic \( k \) the dispersion relation can be simplified by introducing the reduced friction coefficient, \( \gamma \), and the second sound speed, \( c_s \), previously defined in \( \frac{11}{11} \), and the threshold momentum, \( k_0 \), defined in \( \frac{56}{56} \). In this way we obtain,

\[ \omega = i \gamma \pm c_s k \sqrt{1 - k_0^2/k^2}, \]  

We see that for \( k > k_0 \) the frequency has nonzero real part, so that there is signal propagation, while for \( k < k_0 \) the frequency is purely imaginary and the dynamics is overdamped, as in the Vicsek case. In the deeply underdamped regime, \( k \gg k_0 \), the dispersion relation further simplifies and we get,

\[ \omega = i \gamma \pm c_s k. \]  

In this case each mode \( k \) propagates linearly with the same speed, \( c_s \), and damping \( \gamma \). The two different dispersion relations, \( \frac{88}{88} \) and \( \frac{90}{90} \) are depicted in Fig.5.
By plugging the inertial Green function \( C_{\text{ISM}} \) into (86) and performing the residue integral in the complex \( \omega \) plane, we obtain the spatio-temporal correlation function in the inertial case,

\[
C_{\text{ISM}}(k, t) = C_0(k) e^{-\gamma t} \left[ \frac{\gamma}{c_s k} \sin \left( c_s k t \sqrt{1 - k_0^2/k^2} \right) + \cos \left( c_s k t \sqrt{1 - k_0^2/k^2} \right) \right], \tag{98}
\]

where that the static correlation function, \( C_0(k) \) is the same as in the non-inertial case, equation (90): as we already remarked several times, the static correlation function does not distinguish between different dynamics. In the deeply underdamped regime, \( k \gg k_0 \), the inertial correlation function takes the simpler form,

\[
C_{\text{ISM}}(k, t) = C_0(k) e^{-\gamma t} \left[ \frac{\gamma}{c_s k} \sin (c_s k t) + \cos (c_s k t) \right], \tag{99}
\]

This spatio-temporal correlation is completely different from the non-inertial case: it is an oscillating function of time, characterized by two time scales,

\[
\tau_{1,\text{ISM}} = 1/\gamma, \quad \tau_{2,\text{ISM}} = \frac{1}{c_s k}. \tag{100}
\]

Again, we recover the same time scales as in the naive dimensional analysis, relations (13). The expansion for short times of the normalized correlation function in the inertial case, equation (98), gives,

\[
\hat{C}_{\text{ISM}}(k, t) \sim 1 - \frac{1}{2} (c_s k t)^2. \tag{101}
\]

This result shows that for short times: (i) the inertial correlation function decays quadratically, unlike the linear decay of the non-inertial case; (ii) the inertial correlation function depends on just one time scale, namely the period,

\[
\hat{C}_{\text{ISM}}(k, t) \sim 1 - \frac{1}{2} (t/\tau_{2,\text{ISM}}(k))^2. \tag{102}
\]

which is the result we anticipated in (58), on which is based the finite-size scaling analysis of the inertial case.

The approximate scheme we presented (fixed network, large polarization and continuous limit) gives rise to a linear theory which is essentially the massless Gaussian field theory [30]. From equations (90), (91) and (??) we see the critical exponent are given by,

\[
(\gamma/\nu)_{\text{gauss}} = 2, \quad \gamma_{\text{VM}} = 2, \quad \gamma_{\text{ISM}} = 1 \tag{103}
\]

As usual in critical phenomena, the Gaussian approximation gives the same critical exponents as naive dimensional analysis [30]. We have seen in the previous Sections that numerical simulations give critical exponents very close to the Gaussian/naive ones.

### 5.5. The boundary of the approximate theory

We have seen that in the context of the approximate theory we can work out an exact expression for the polarization, equation (75). In \( d = 3 \) we can rewrite that equation as,

\[
\Phi = 1 - \langle \varphi(x)^2 \rangle, \tag{104}
\]

where we have indicated with a bracket the space average. From (83) we see that the average of the phase squared is simply the static spatio-temporal correlation function evaluated at \( r = 0 \), namely,

\[
\langle \varphi(x)^2 \rangle = C(r = 0, t = 0) = \int_{1/a}^{1/a} \frac{dk}{Jn_c k^2} C_0(k), \tag{105}
\]

where the upper limit of integration keeps into account the discrete nature of the system. From equation (90), we finally obtain an explicit expression for the polarization as a function of the parameters of the model,

\[
\Phi = 1 - \int_{1/a}^{1/a} \frac{dk}{Jn_c k^2} 2 \frac{2 Ta}{Jn_c k^2} = 1 - \frac{8 \pi T}{Jn_c}. \tag{106}
\]

We tested this relation against numerical simulations. The results (which, being static, are identical for the Vicsek model and for the ISM) are shown in Fig.6.

**FIG. 6. Polarization.** We report here the polarization in the topological Vicsek model in \( d = 3 \) as a function of the temperature (results for the ISM and for metric interaction are identical). The full line is the spin-wave prediction (106).

We remark that expression (106) is valid only within the approximate scheme adopted in this Section, namely:
fixed network, large polarization (spin wave) and continuous limit. We have already seen that the critical exponents provided by this approximation agree with those of exact numerical simulations, which were run at $\Phi = 0.9$. One may wonder up to what values of polarizations this will happen. Fig.6 provides an answer: the spin-wave expansion (i.e. the Gaussian model) of the polarization is valid down to $\Phi \sim 0.7 - 0.8$. Below these values the nonlinear corrections become significant. We notice that these values of the polarization are not outrageous: several biological groups display polarization larger than this value, which is therefore well within the range of the spin-wave expansion.

Finally, we stress that the validity of (106) implies that all the approximations used in this section are valid; on the contrary, the break down of (106) does not indicate which one of the approximations - fixed network, spin-wave, continuous limit - breaks down.

6. CONCLUSIONS

We have discussed a method able to distinguish models of collective motion with different dynamical behaviour. The method uses spontaneous fluctuations rather than explicit signal propagation across the system, which is very convenient, especially at the experimental level. The key quantity of the method is the spatio-temporal correlation function in Fourier space, $C(k,t)$, which we have defined in (26), in practical terms, easy to implement numerically and experimentally.

We emphasize that the use of space-time correlations to infer information about the dynamics - more precisely, to work out the dispersion law - is definitely not new. This is a standard procedure in equilibrium statistical physics, and it has also been used in the context of self-propelled particles models by Tu, Toner and Ulm [13], who made a numerical study of first-sound dispersion law in the Vicsek model. Our new contribution here has been to apply the method to inertial dynamics, which had never been made before, and to use it as a tool to distinguish non-inertial from inertial dynamics.

Our simulations indicate that the method is very promising and that it may now be exported to experimental data on real biological systems. We have, however, to be careful. As we have seen, in the limit $k \to 0$ all models (inertial and non-inertial), give the same result, namely the static correlation. Hence, the method we have described is fruitful at non-zero values of the momentum $k$. What does this mean at the quantitative level? The answer depends on the correlation length, $\xi$. We have seen that the crucial scale for the analysis is $k_{\text{max}} \sim 1/\xi$. If the system is strongly correlated, then $\xi$ will be large, so that the method will use information integrated over a large spatial scale (that is, summed over many individuals), thus providing an accurate signal. If, on the other hand, the system is poorly correlated, then $\xi$ is small, and the method integrates information on short spatial scales; this is a problem, because short scales are much more prone to experimental error (mainly, but not solely, due to segmentation errors in the image analysis [44]).

In scale-free systems, which are likely to be all systems where a continuous symmetry is spontaneously broken, we expect $\xi \sim L$, hence the method should work well as long as we manage to gather data on systems which are reasonably large. In generic, non-scale-free systems one should take care in determining the amount of static correlation before proceeding with the full fledged dynamical analysis.

One may ask whether the method is useful in generic biological data sets, for which we have no a priori reason to believe that either the Vicsek model, or the inertial spin model are correct. This is a very pertinent question and we are afraid that our answer may perhaps sound reasonable only to statistical physicists. The two models we have analyzed here are probably the simplest collective motion models with non-inertial and inertial dynamics. This is clear by their mathematical structure: the differential spatial part is a Laplacian in both models, which is a very basic way to implement imitation, while the differential dynamical part is first-order in the Vicsek model and it is second-order in the inertial spin model, which is the minimal way to have the emergence of linear phase waves uncoupled to density waves. Many other models, different from both Vicsek and the ISM, can be envisaged, of course. However, we believe that the essential mathematical difference between inertial and non-inertial dynamics can hardly be represented by something radically different from what we have described here.
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Appendix A: Details of the numerical simulations

To simulate the Vicsek or ISM models means to integrate numerically the corresponding equations. In [12], this was done with an Euler method, but this has the disadvantage that it is not very stable when the friction is low (i.e. when the inertial effects dominate). Also, the constraint $v_i(t)^2 = v_0^2$ is not exactly enforced this way, because the exact equations enforce it by requiring that $dv_i/dt$ be perpendicular to $v_i$, but this is not sufficient when using finite time differences. For these reasons here we have resorted to an integration scheme used in Brownian Dynamics, which allows for exact implementation of the constraint via Lagrange multipliers and which in the underdamped ($\eta \to 0$) case reduces to the velocity Verlet
integrator used in Molecular Dynamics, widely used due to its good energy conservation properties and computational affordability [45]. The only drawback is that the overdamped (Vicsek) case with \( m = 0 \) cannot be integrated this way. We thus have treated the Vicsek model separately, with an Euler integrator, as in simulations of overdamped Brownian motion in liquids [46].

1. Integration of the ISM equations

We start from the second order equation for the velocity, which we rewrite as

\[
\frac{d^2 \mathbf{v}_i}{dt^2} = \frac{v_0^2}{\chi} \left[ \mathbf{F}_i(\{\mathbf{r}_j, \mathbf{v}_j\}) + \mathbf{F}_{v,i} + \mathbf{f}_{c,i} \right],
\]

(A1)

where the first two terms on the r.h.s. include the social interaction, which is function of the positions and velocities of the particles, and the random and viscous forces,

\[
\mathbf{F}_i = \frac{J}{v_0} \sum_j n_{ij} \mathbf{v}_j,
\]

(A2)

\[
\mathbf{F}_{v,i} = -\frac{\eta}{v_0} \frac{d\mathbf{v}_i}{dt} + \xi_i, \tag{A3}
\]

and the term \( \mathbf{f}_{c,i} \) is the constraint force, given by the rest of the terms of eq. (4), but which we compute differently in the discretized equations, so that the constraint is exactly enforced. To obtain the discretized equations we integrate eq. (A1) assuming \( \mathbf{F}_i \) varies linearly in time in a small interval \( \Delta t \) [46][47]. The term \( \mathbf{f}_{c,i} \) is disregarded at first, and later reintroduced as explained below. Defining \( \mathbf{a}_i = d\mathbf{v}_i/dt, \mathbf{b}_i = da_i/dt, \) one arrives at

\[
\mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \Delta t \mathbf{v}_i, \tag{A4a}
\]

\[
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \Delta t c_0 \mathbf{a}_i(t) + (\Delta t)^2 c_2 \mathbf{b}_i(t) + (\Delta t)^2 c_2 \lambda_i(t) + \Xi_i(t), \tag{A4b}
\]

\[
\mathbf{a}_i(t + \Delta t) = c_0 \mathbf{a}_i(t) + (c_1 - c_2) \Delta t [\mathbf{b}_i(t) + \lambda_i(t)] + c_2 \Delta t [\mathbf{b}_i(t + \Delta t) + \mu_i(t + \Delta t)] + \Xi_a(t), \tag{A4c}
\]

\[
\mathbf{b}_i(t + \Delta t) = \frac{v_0^2}{\chi} \mathbf{F}_i(\{\mathbf{r}_j(t + \Delta t), \mathbf{v}_j(t + \Delta t)\}), \tag{A4d}
\]

where \( \lambda_i \) and \( \mu_i \) are related to the constraint (see below) and the other constants result from the integration: \( c_0, c_1, \) and \( c_2 \) are

\[
c_0 = e^{-\eta v_0^2 \Delta t / \chi}, \tag{A5}
\]

\[
c_1 = \frac{\chi}{v_0^2 \eta \Delta t} (1 - c_0), \tag{A6}
\]

\[
c_2 = \frac{\chi}{v_0^2 \eta \Delta t} (1 - c_1), \tag{A7}
\]

and \( \Xi_a \) and \( \Xi_a \) are random variables related to the random force. They are independent for each axis, and each pair of components is drawn from a bivariate Gaussian distribution with zero first moments and second moments given by

\[
\langle \Xi_a^2 \rangle = \frac{T_v \chi}{v_0^2 \eta} \left( \frac{2 \eta v_0^2 \Delta t}{\chi} - 3 + 4 e^{-\eta v_0^2 \Delta t / \chi} - e^{-2 \eta v_0^2 \Delta t / \chi} \right),
\]

(A8)

\[
\langle \Xi_a^2 \rangle = \frac{T_v \chi}{\eta} \left( 1 - e^{-\eta v_0^2 \Delta t / \chi} \right), \tag{A8}
\]

This scheme has the advantage that it reduces to the velocity Verlet integrator for Molecular Dynamics [46][48] in the underdamped \( \eta \to 0 \) limit, which is known to stably reproduce the energy conservation property of Newton’s equations (in our case applying to the conservation of the Hamiltonian in the case \( \eta = 0 \) for metric interactions on a fixed arbitrary lattice).

The constraint is enforced as in the RATTLE algorithm [49], only that since the constraints on each particle are independent, the Lagrange multipliers can be found analytically and there is no need of an iterative procedure. Imposing \( v_0^2 \mathbf{v} + \Delta t \mathbf{v} = v_0^2 \mathbf{v} \) and \( \mathbf{v}(t + \Delta t) \cdot \mathbf{a}_i(t + \Delta t) = 0 \) one obtains

\[
\lambda_i = w_+ - 1 \frac{(\Delta t)^2 c_2}{c_2},
\]

\[
\mu_i = -\frac{\mathbf{v}_i(t + \Delta t) \cdot \mathbf{a}_i(t + \Delta t)}{c_2 v_0^2 \Delta t},
\]

where \( w_+ \) is the positive root of

\[
v_0^2 w^2 + 2 \mathbf{v}_i(t) \cdot \Delta \mathbf{v}_i w + \Delta \mathbf{v}_i^2 = v_0^2,
\]

\[
\Delta \mathbf{v}_i = c_1 \Delta t \mathbf{a}_i(t) + c_2 (\Delta t)^2 \mathbf{b}_i(t), \tag{A9}
\]

and \( \mathbf{a}_i(t + \Delta t) \) is equal to \( \mathbf{a}_i(t + \Delta t) \) as given by eq. (A4c) but without the term proportional to \( \mu_i \).

Each step is performed in two stages, as in the velocity Verlet scheme [46]: First the random variables are drawn, \( \mathbf{r}_i \) is updated, \( \mathbf{a}_i \) is partially updated using only the terms that depend on quantities evaluated at \( t \); the \( \mathbf{v}_i \) are updated, and the constraint terms computed and applied. Then the force at the new positions and velocities is computed, and finally the update of \( \mathbf{a}_i \) is completed.

2. Integration of the Vicsek equations

The Vicsek model (eqs. [2][3]) is the overdamped \( (\chi/\eta^2 \to 0) \) limit of the ISM, but although the above scheme works very well for \( \eta \to 0 \), it is not suitable for the overdamped case, which is equivalent to setting \( \chi = 0 \). We thus use a simple Euler integration [46], derived by integrating eq. (2) over \( \Delta t \) assuming \( \mathbf{F}_i(\{\mathbf{r}_j, \mathbf{v}_j\}) \) constant, and enforcing the constraint as before. Setting \( \eta = 1 \) (which amounts to a rescaling of time), this results in

\[
\mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \Delta t \mathbf{v}_i, \tag{A10}
\]

\[
\mathbf{v}_i(t + \Delta t) = v_0^2 [\Delta t \mathbf{F}_i(t + \Xi_a) + w_i \mathbf{v}_i(t)], \tag{A11}
\]
where \( w_i \) is the smallest solution of
\[
v_0^2 w^2 + 2v_i(t) \cdot \Delta v_i w + \Delta v_i^2 = v_0^2,
\]
\[
\Delta v_i = v_0^2 \Delta \mathbf{f}_i(t) + \Xi_i,
\]
and \( \Xi \) are Gaussian random variables, independent for each axis, of zero mean and variance
\[
\sigma^2_\Xi = \frac{2T}{v_0^2} \Delta t.
\]

3. Parameters and runs

We performed numerical simulations on both Vicsek and ISM models in \( d = 3 \) on a cube with periodic boundary conditions, for systems of different sizes: \( N = 512, 724, 1024, 1448, 2048 \). In all cases the density was fixed, \( \rho = N/L^3 = 0.147 \), corresponding to a mean interparticle distance, \( a \sim 1 \). For both models we choose the following parameters: temperature \( T = 1 \), friction \( \eta = 1 \), strength of the interaction \( J = 1 \). These parameters correspond to polarization \( \Phi \sim 0.9 \).

In the ISM model we fixed \( \chi = 5 \), so that \( \gamma = \eta/2\chi = 0.1 \), \( c_s = \sqrt{Jn_c a^2/\chi} = 1.79 \) and \( k_0 = \gamma/c_s = 0.056 \). This choice of the parameters guarantees that the ISM simulations are in the underdamped regime, because \( k_0 = 0.056 < 1/L \) for all the analyzed systems: \( 2\pi/L \in [0.26 : 0.41] \), while the lower bound corresponds to the biggest system (\( N = 2048 \), \( L = 24 \)) and the upper bound to the smallest system (\( N = 512 \), \( L = 15 \)). In terms of the dispersion relation depicted in Fig. 5, we can see that in all our systems the physical momentum \( k \) is always much larger than the edge of overdamping, \( k_0 \).

We run simulations with both topological and metric interaction. In the topological case the number of interacting neighbours is \( n_c = 16 \); in the metric case the interaction range is \( r_c = 2.95 \), such that, on average, each particle has \( n_c \sim 16 \) interacting neighbours and a fair comparison between topological and metric interaction is possible. We find no significant difference of the scaling laws and critical exponents between the two cases (shown in the figures are topological results).

Systems were initialized in order to have randomly distributed particles with all the velocities directed along the \( x \)-axis, \( v = v_0 (1, 0, 0) \) and \( v_0 = 0.1 \). Vicsek simulations have a total duration \( t_{tot} = 6 \times 10^5 \) time steps, while ISM simulation have a total duration \( t_{tot} = 10^6 \) time steps; in both cases we saved the particles position and velocity at intervals of \( 10^2 \) time steps, we averaged 6 samples of the duration of \( 10^4 \) time steps for each simulation and we averaged the correlation functions on the different samples in order to reduce fluctuations.

Appendix B: Green functions method

To fix ideas we will describe the Green functions method \cite{43} by using as an example the Vicsek model in its continuous limit form,
\[
\left( \frac{\partial}{\partial t} - Jn_c a^2 \nabla^2 \right) \varphi(x, t) = \zeta(x, t)
\]  
(B1)

To solve this linear stochastic equation it is convenient to first find the solution of the following Green equation,
\[
\left( \frac{\partial}{\partial t} - Jn_c a^2 \nabla^2 \right) G(x, t) = \delta^{(3)}(x) \delta(t)
\]  
(B2)

where \( G(x, t) \) is the Green function (or dynamical propagator) associated to the original dynamical equation. Once we know the Green function, we can write the general solution of the original equation (up to a solution of the homogenous problem) as,
\[
\varphi(x, t) = \int d\mathbf{x}' d\mathbf{t}' G(\mathbf{x} - \mathbf{x}', t - t') \zeta(\mathbf{x}', t')
\]  
(B3)

It is convenient at this point to switch to a Fourier representation in terms of momentum \( k \) and frequency \( \omega \),
\[
G(\mathbf{k}, \omega) = \frac{1}{(2\pi)^3} \int d\mathbf{k} d\omega \ e^{i(\mathbf{k} \cdot \mathbf{x} - \omega t)} G(\mathbf{k}, \omega)
\]  
(B4a)

\[
\varphi(\mathbf{k}, t) = \frac{1}{(2\pi)^3} \int d\mathbf{k} d\omega \ e^{i(\mathbf{k} \cdot \mathbf{x} - \omega t)} \varphi(\mathbf{k}, \omega)
\]  
(B4b)

so that the previous equations become polynomial,
\[
(i\eta + Jn_c a^2 k^2) G(\mathbf{k}, \omega) = 1
\]  
(B5)

In this way one obtains a simple algebraic expression for the dynamical Green function,
\[
G(\mathbf{k}, \omega) = \frac{1}{i\eta + Jn_c a^2 k^2}
\]  
(B6)

Clearly, the Green function \( G(\mathbf{k}, \omega) \) contains all the relevant information to infer the dispersion relation, and thus the full dynamical equation ruling the system. The most direct way to access \( G(\mathbf{k}, \omega) \) is to compute the correlation of the field \( \varphi(\mathbf{k}, \omega) \): the solution of the dynamical equation in Fourier space is,
\[
\varphi(\mathbf{k}, \omega) = G(\mathbf{k}, \omega) \zeta(\mathbf{k}, \omega)
\]  
(B7)

so that if we now multiply two fields and average over the noise we get,
\[
C(\mathbf{k}, \omega) \equiv \langle \varphi(\mathbf{k}, \omega) \varphi(-\mathbf{k}, -\omega) \rangle
\]  
(B8)

\[
= 2\eta T a^3 G(\mathbf{k}, \omega) G(-\mathbf{k}, -\omega)
\]  
(B9)

By doing the Fourier integral in the frequency we finally obtain the spatio-temporal correlation function in Fourier space, \( C(\mathbf{k}, t) \),
\[
C(\mathbf{k}, t) = \frac{2\eta T a^3}{2\pi} \int d\omega \ e^{i\omega t} G(\mathbf{k}, \omega) G(-\mathbf{k}, -\omega)
\]  
(B10)

This integral is solved in general by Cauchy residue method, so that the poles of the Green function acquire particular importance. It is for this reason that one needs to write the so-called dispersion relation associated to the original dynamical equation,
\[
i\eta + Jn_c a^2 k^2 = 0
\]  
(B11)
