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Abstract

Newswire text is often linguistically complex and stylistically decorated, hence very difficult to comprehend for people with reading disabilities. Acknowledging that events represent the most important information in news, we propose an event-centered approach to news simplification. Our method relies on robust extraction of factual events and elimination of surplus information which is not part of event mentions. Experimental results obtained by combining automated readability measures with human evaluation of correctness justify the proposed event-centered approach to text simplification.

1 Introduction

For non-native speakers, people with low literacy or intellectual disabilities, and language-impaired people (e.g., autistic, aphasic, congenitally deaf) newswire texts are difficult to comprehend (Carroll et al., 1999; Devlin, 1999; Feng, 2009; Štajner et al., 2012). Making news equally accessible to people with reading disabilities helps their integration into society (Freyhoff et al., 1998).

In news, syntactically complex and stylistically decorated sentences, combining several pieces of information of varying relevance, are frequent. For example, in “Philippines and China diplomatically resolved a tense naval standoff, the most dangerous confrontation between the sides in recent years.” the “resolving of a standoff” is arguably a more relevant piece of information than the “standoff” being “the most dangerous confrontation in years”. However, studies indicate that people with reading disabilities, especially people with intellectual disabilities, have difficulties discriminating relevant from irrelevant information (Pimperton and Nation, 2010), e.g., when sentences are particularly long and complex (Carretti et al., 2010; Feng, 2009). Thus, complex sentences need to be shortened and simplified, and any irrelevant content eliminated in order to reduce complexity of news stories and facilitate their comprehension.

News describes real-world events, i.e., events are dominant information concepts in news (Van Dijk, 1985; Pan and Kosicki, 1993). Although news is made up of event-oriented texts, the number of descriptive sentences and sentence parts relating to non-essential information is substantial (e.g., “The South China Sea is home to a myriad of competing territorial claims”). Such descriptions do not relate to any of the concrete events, but significantly contribute to the overall complexity of news.

Most existing approaches to text simplification address only lexical and syntactic complexity, i.e., they do not apply any content reduction (Carroll et al., 1998; Devlin and Unthank, 2006; Aluísio et al., 2008; Saggion et al., 2011). In this work we present a semantically-motivated, event-based simplification approach. We build upon state-of-the-art event extraction and discard text not belonging to extracted event mentions. We propose two event-based simplification schemes, allowing for different degrees of simplification. We evaluate event-centered simplification by combining automated measures of readability with human assessment of grammaticality and information relevance. Experimental results suggest that event-centered simplification is justified as it outperforms the syntactically-motivated baseline.

2 Related Work

Several projects dealt with automated text simplification for people with different reading difficulties:
people with alexia (Carroll et al., 1998; Devlin and Unthank, 2006), cognitive disabilities (Saggion et al., 2011), autism (Orasan et al., 2013), congenital deafness (Inui et al., 2003), and low literacy (Aluísio et al., 2008). Most of these approaches rely on rule-based lexical and syntactic simplification. Syntactic simplification is usually carried out by recursively applying a set of hand-crafted rules at a sentence level, not considering interactions across sentence boundaries. Lexical simplification usually substitutes difficult words with their simpler synonyms (Carroll et al., 1998; Lal and Ruger, 2002; Burstein et al., 2007).

Existing approaches dominantly rely on lexical and syntactic simplification, performing little content reduction, the exception being deletion of parenthetical expressions (Drndarevic et al., 2013). On the one hand, lack of content reduction has been recognized as one of the main shortcomings of automated systems (Drndarevic et al., 2013) which produce much worse simplification results compared to human. On the other hand, information extraction techniques help identify relevant content (e.g., named entities, events), but have not yet proven useful for text simplification. However, significant advances in event extraction (Ahn, 2006; Bethard, 2008; Llorens et al., 2010; Grover et al., 2010), achieved as the result of standardization efforts (Pustejovsky et al., 2003a; Pustejovsky et al., 2003b) and dedicated tasks (ACE, 2005; Verhagen et al., 2010), encourage event-oriented simplification attempts. To the best of our knowledge, the only reported work exploiting events for text simplification is that of Barlacchi and Tonelli (2013). They extract factual events from a set of Italian children’s stories and eliminate non-mandatory event arguments. They evaluate simplified texts using only the automated score which can hardly account for grammaticality and information relevance of the output.

We follow the idea of exploiting factual events for text simplification, acknowledging, however, that newswire texts are significantly more complex than children’s stories. Moreover, we complement automated readability measures with human assessment of grammaticality and information relevance. Furthermore, given that simplification systems often need to be tailored to the specific needs of a particular group (Orasan et al., 2013), and that people with different low literacy degrees need different levels of simplification (Scarton et al., 2010), we offer two different simplification schemes. To the best of our knowledge, this is the first work on event-based text simplification for English.

3 Event-Centered Simplification
The simplification schemes we propose exploit the structure of extracted event mentions. We employ robust event extraction that involves supervised extraction of factual event anchors (i.e., words that convey the core meaning of the event) and the rule-based extraction of event arguments of coarse semantic types. Although a thorough description of the event extraction system is outside the scope of this paper, we describe the aspects relevant to the proposed simplification schemes.

3.1 Event Extraction
Our event extraction system performs supervised extraction of event anchors and a rule-based extraction of event arguments.

Anchor extraction. We use two supervised models, one for identification of event anchors and the other for classification of event type. The first model identifies tokens being anchors of event mentions (e.g., “resolved” and “standoff” in “Philippines and China resolved a tense naval standoff.”). The second model determines the TimeML event type (Pustejovsky et al., 2003a) for previously identified anchors. The models were trained with logistic regression using the following sets of features:

1 Lexical and PoS features – word, lemma, stem, and PoS tag of the current token and the surrounding tokens (symmetric window of size 2);

2 Syntactic features – the set of dependency relations and the chunk type (e.g., NP) of the current token. Additionally, we use features indicating whether the token governs nominal subject or direct object dependencies.

3 Modifier features – modal modifiers (e.g., might), auxiliary verbs (e.g., been) and negations of the current token. These features help discriminate factual from non-factual events.

The supervised models were trained on the train portion of the EvExtra corpus1, and tested on the separate test portion. The anchor identification model achieves precision of 83%, recall of 77%, and F-score performance of 80%. The model for event-type classification performs best for Reporting events, recognizing them with the F-score performance of 86%.

1http://takelab.fer.hr/data/grapheve/
### Table 1: Some of the patterns for argument extraction

| Name             | Example                          | Dependency relations               | Arg. type   |
|------------------|----------------------------------|------------------------------------|-------------|
| Nominal subject  | “China confronted Philippines”   | nsubj(confronted, China)           | Agent       |
| Direct object    | “China disputes the agreement”   | dobj(disputes, agreement)          | Target      |
| Prepositional object | “Philippines protested on Saturday”; “The confrontation in South China Sea”; “The protest against China” | prep(protested, on) and pobj(on, Saturday); prep(confrontation, in) and pobj(in, Sea); prep(protest, against) and pobj(against, China) | Time, Location, Target |
| Participial modifier | “The vessel carrying missiles”; “The militant killed in the attack” | partmod(vessel, carrying); partmod(militant, killed) | Agent, Target |
| Noun compound    | “Beijing summit”; “Monday demonstrations”; “UN actions” | nn(summit, Beijing); nn(demonstrations, Monday); nn(actions, UN) | Location, Time, Agent |

**Argument extraction.** We implement a rule-based extraction of event arguments, using a rich set of unlexicalized syntactic patterns on dependency parses as proposed in (Glavaš and Šnadjer, 2013). All extraction patterns are defined with respect to event anchor and identify head words of arguments. We focus on extracting arguments of four coarse-grained types – agent, target, time, and location – for which we believe are informationally most relevant for the event. In total, there are 13 different extraction patterns, and their representative subset is presented in Table 1 (in examples, the argument is shown in bold and the anchor is underlined).

Some extraction patterns perform argument detection and classification simultaneously (e.g., a nominal subject is always an agent). Other patterns identify argument candidates, but further semantic processing is required to determine the argument type (e.g., prepositional objects can be temporals, locations, or targets). To disambiguate the argument type in such cases, we use named entity recognition (Finkel et al., 2005), temporal expression extraction (Chang and Manning, 2012), and WordNet-based semantic similarity (Wu and Palmer, 1994). Patterns based on dependency parse identify only the argument heads words. The chunk of the argument head word is considered to be the full argument extent.

The argument extraction performance, evaluated on a held-out set, is as follows (F-score): agent – 88.0%, target – 83.1%, time – 82.3%, location – 67.5%.

### 3.2 Simplification Schemes

We base our simplification schemes on extracted event mentions. The rationale is that the most relevant information in news is made up of factual events. Thus, omitting parts of text that are not events would (1) reduce text complexity by eliminating irrelevant information and (2) increase readability by shortening long sentences. We propose two different simplification schemes:

(1) **Sentence-wise simplification** eliminates all the tokens of the original sentence that do not belong to any of the extracted factual event mentions (event anchors or arguments). A single sentence of the original text maps to a single sentence of the simplified text, assuming that the original sentence contains at least one factual event mention. Sentences that do not contain any factual event mentions (e.g., “What a shame!”) are removed from the simplified text. Algorithm 1 summarizes the sentence-wise simplification scheme.

(2) **Event-wise simplification** transforms each factual event mention into a separate sentence of the output. Since a single phrase can be an argument of multiple event mentions, a single input token may constitute several output sentences (e.g., “China sent in its fleet and provoked Philippines” is transformed into “China sent in its fleet. China provoked Philippines.”). We make three additional adjustments to retain the grammaticality of the output. Firstly, we ignore events of the Reporting type (e.g. said) as they frequently cannot constitute grammatically correct sentences on their own (e.g., “Obama said.”). Secondly, we do not
Algorithm 1. Sentence-wise simplification
input: sentence s
input: set of event mentions E
// simplified sentence (list of tokens)
S = {}
// list of original sentence tokens
T = tokenize(s)
foreach token t in T do
    foreach event mention e in E do
        A = anchorAndArgumentTokens(e)
        if t is part of verbal, non-reporting event
            // set of event tokens
            S = S ∪ {t}
        else if t is gerundive anchor
            if t in A do
                // include token in simplified sentence
                S = S ∪ t
            break
        output: S

Algorithm 2. Event-wise simplification
input: sentence s
input: set of event mentions E
// set of event-output sentence pairs
S = {}
// initialize output token set for each event
foreach e in E do
    S = S ∪ {e, {}}
// list of original sentence tokens
T = tokenize(s)
foreach token t in T do
    foreach event mention e in E do
        a = anchor(e)
        A = anchorAndArgumentTokens(e)
        // part of verbal, non-reporting event
        if t in A & PoS(a) ≠ N & type(t) ≠ Rep do
            // token is gerundive anchor
            if t = a & gerund(a)
                S[e] = S[e] ∪ pastSimple(a)
            else S[e] = S[e] ∪ t
        output: S

transform events with nominal anchors into separate sentences, as such events tend to have very few arguments and are often arguments of verbal events. For example, in “China and Philippines resolved a naval standoff” mention “standoff” is a target of the mention “resolved”. Thirdly, we convert gerundive events that govern the clausal complement of the main sentence event into past simple for preserving grammaticality of the output. E.g., “Philippines disputed China’s territorial claims, triggering the naval confrontation” is transformed into “Philippines triggered the naval confrontation.”, i.e., the gerundive anchor “triggering” is transformed into “triggered” since it governs the open clausal complement of the anchor “disputed”. Algorithm 2 summarizes the event-wise simplification scheme.

Table 2: Simplification example

| Original                                                                 | Sentence-wise simplification                                      | Event-wise simplification                                      | Event-wise with pron. anaphora resolution |
|-------------------------------------------------------------------------|------------------------------------------------------------------|----------------------------------------------------------------|------------------------------------------|
| “Baset al-Megrahi, the Libyan intelligence officer who was convicted in the 1988 Lockerbie bombing has died at his home in Tripoli, nearly three years after he was released from a Scottish prison.” | “Baset al-Megrahi was convicted in the 1988 Lockerbie bombing. Baset al-Megrahi has died at his home. He was released from a Scottish prison.” | “Baset al-Megrahi was convicted in the 1988 Lockerbie bombing. Baset al-Megrahi has died at his home. Baset al-Megrahi was released from a Scottish prison.” | “Baset al-Megrahi was convicted in the 1988 Lockerbie bombing. Baset al-Megrahi has died at his home. Baset al-Megrahi was released from a Scottish prison.” |

It has been shown that anaphoric mentions cause difficulties for people with cognitive disabilities (Ehrlich et al., 1999; Shapiro and Milkes, 2004). To investigate this phenomenon, we additionally employ pronominal anaphora resolution on top of event-wise simplification scheme. To resolve reference of anaphoric pronouns, we use the coreference resolution tool from Stanford Core NLP (Lee et al., 2011). An example of the original text snippet accompanied by its (1) sentence-wise simplification, (2) event-wise simplification, and (3) event-wise simplification with anaphoric pronoun resolution is given in Table 2.

4 Evaluation

The text is well-simplified if its readability is increased, while its grammaticality (syntactic correctness), meaning, and information relevance (semantic correctness) are preserved.

We measure the readability of the simplified text automatically with two commonly used formulae. However, we rely on human assessment of grammaticality and relevance, given that these aspects are difficult to capture automatically (Wubben et al., 2012). We employ a syntactically motivated baseline that retains only the main clause of a sentence and discards all subordinate clauses. We used Stanford constituency parser (Klein and Manning, 2003) to identify the main and subordinate clauses.

Readability. We collected 100 news stories from EMM NewsBrief, an online news clustering ser-
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Table 3: Readability evaluation

| Original vs. | KFL     | SMOG    | SL      | DL      | NS      |
|-------------|---------|---------|---------|---------|---------|
| Baseline    | -27.7% ± 12.5% | -14.0% ± 8.0% | -38.5% ± 12.1% | -38.5% ± 12.1% | 0.0% ± 0.0% |
| Sentence-wise| -30.1% ± 13.9% | -16.3% ± 9.2%  | -44.3% ± 11.1%  | -49.8% ± 11.5%  | -9.9% ± 8.7%  |
| Event-wise  | -50.3% ± 12.6% | -30.8% ± 10.5% | -65.5% ± 9.3%   | -63.4% ± 12.6%  | -10.0% ± 39.7% |
| Pronom. anaphora | -47.8% ± 13.9% | -29.4% ± 10.6% | -63.6% ± 10.3% | -61.2% ± 14.4% | -10.0% ± 39.7% |

Table 3: Readability evaluation

Human Evaluation. Readability scores provide no information about the content of the simplified text. In line with previous work on text simplification (Knight and Marcu, 2002; Woodsend and Lapata, 2011; Wubben et al., 2012; Drndarevic et al., 2013), we let human evaluators judge the grammaticality and content relevance of simplified text. Due to cognitive effort required for the annotation task we asked annotators to compare text snippets (consisting of a single sentence or two adjacent sentences) instead of whole news stories. For each simplification, evaluators were instructed to compare it with the respective original snippet and assign three different scores:

1) **Grammaticality score** denotes the grammatical well-formedness of text on a 1-3 scale, where 1 denotes significant ungrammaticalities (e.g., missing subject or object as in “Was prevented by the Chinese surveillance craft.”), 2 indicates smaller grammatical inconsistencies (e.g., missing conjunctions or prepositions, as in “Vessels blocked the arrest Chinese fishermen in disputed waters”), and 3 indicates grammatical correctness;

2) **Meaning score** denotes the degree to which relevant information from the original text is preserved semantically unchanged in the simplified text on a 1-3 scale, where 1 indicates that the most relevant information has not been preserved in its original meaning (e.g., “Russians are tiring of Putin” → “Russians are tiring Putin”), 2 denotes that relevant information is partially missing from the simplified text (e.g., “Their daughter has been murdered and another daughter seriously injured.” → “Their daughter has been murdered.”), and 3 means that all relevant information has been preserved;

3) **Simplicity score** indicates the degree to which irrelevant information has been eliminated from the simplified text on a 1-3 scale, where 1 means that a lot of irrelevant information has been retained in the simplified text (e.g., “The president, acting as commander in chief, landed in Afghanistan on Tuesday afternoon for an unannounced visit to the war zone”), 2 denotes that some of the irrelevant information has been eliminated, but not all of it (e.g., “The president landed in Afghanistan on Tuesday afternoon for an unannounced visit”), and 3 indicates that only the most relevant information has been retained in the simplified text (e.g., “The president landed in Afghanistan on Tuesday”).

Note that Meaning and Simplicity can, respectively, be interpreted as recall and precision of information relevance. The less relevant information is preserved (i.e., false negatives), the lower the Meaning score will be. Similarly, the more irrelevant information is preserved (i.e., false positives), the lower the Simplicity score will be. Considering that the well-performing simplification method should both preserve relevant and eliminate irrelevant information, for each simplified text we com-

---

2-tailed t-test if both samples are approx. normally distributed; Wilcoxon signed-rank test otherwise.
We simplified these 70 snippets using the two proposed simplification schemes (and additional pronominal anaphora resolution) and the baseline, obtaining that way four different simplifications per snippet, i.e., 280 pairs of original and simplified text altogether. Three evaluators independently annotated the same 40 pairs on which we measured the inter-annotator agreement (IAA). Since we observed fair agreement, the evaluators proceeded by annotating the remaining 240 pairs. Pairwise averaged IAA in terms of three complementary metrics – Weighted Cohen’s Kappa ($\kappa$), Pearson correlation, and Mean Absolute Error (MAE) – is given in Table 4. As expected, IAA shows that grammaticality as well ($\kappa > 0.5$).

Finally, we evaluate the performance of the proposed simplification schemes on the 70 news snippets in terms of Grammaticality and Relevance. The results are shown in Table 5. All simplification schemes produce text which is significantly more relevant than the baseline simplification ($p < 0.05$ for sentence-wise scheme; $p < 0.01$ for the event-wise and pronominal anaphora schemes). However, sentence-wise simplification produces text which is significantly less grammatical than baseline simplification. This is because conjunctions and prepositions are often missing from sentence-wise simplifications as they do not form any event mention. The same issue does not arise in event-wise simplifications where each mention is converted into its own sentence, in which case eliminating conjunctions is grammatically desirable. Event-wise and pronominal anaphora schemes significantly outperform the sentence-wise simplification ($p < 0.01$) on both grammaticality and relevance. Most mistakes in event-wise simplifications originate from change of meaning caused by the incorrect extraction of event arguments (e.g., “Nearly 3,000 soldiers have been killed in Afghanistan since the Talibans were ousted in 2001.” → “Nearly 3,000 soldiers have been killed in Afghanistan in 2001.”).

Overall, the event-wise scheme increases readability and produces grammatical text, preserving at the same time relevant content and reducing irrelevant content. Combined, experimental results for readability, grammaticality, and information relevance suggest that the proposed event-wise scheme is very suitable for text simplification.

## 5 Conclusion

Acknowledging that news stories are difficult to comprehend for people with reading disabilities, as well as the fact that events represent the most relevant information in news, we presented an event-centered approach to simplification of news. We identify factual event mentions with the state-of-the-art event extraction system and discard text that is not part of any of the factual events. Our experiments show that the event-wise simplification, in which factual events are converted to separate sentences, increases readability and retains grammaticality of the text, while preserving relevant information and discarding irrelevant information.

In future work we will combine event-based schemes with methods for lexical simplification. We will also investigate the effects of temporal ordering of events on text simplification, as texts with linear timelines are easier to follow. We also intend to employ similar event-based strategies for text summarization, given the notable similarities between text simplification and summarization.
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