Abstract

We introduce a new interacting particle system on $\mathbb{Z}$, slowed $t$-TASEP. It may be viewed as a $q$-TASEP with additional position-dependent slowing of jump rates, depending on a parameter $t$, which leads to discrete asymptotic fluctuations at large time. If on the other hand $t \to 1$ as time $\to \infty$, we prove

1. A law of large numbers for particle positions,
2. A central limit theorem, with convergence to the fixed-time Gaussian marginal of a stationary solution to SDEs derived from the particle jump rates, and
3. A bulk limit to a certain explicit stationary Gaussian process on $\mathbb{R}$, with scaling exponents characteristic of the Edwards-Wilkinson universality class in $(1+1)$ dimensions.

The proofs relate slowed $t$-TASEP to a certain Hall-Littlewood process, and use contour integral formulas for observables of this process. Unlike most previously studied Macdonald processes, this one involves only local interactions, resulting in asymptotics characteristic of $(1+1)$-dimensional rather than $(2+1)$-dimensional systems.
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1 Introduction

1.1 The model and main asymptotic results.

Consider a configuration of particles on $\mathbb{Z}$ at some positions $x_1 > x_2 > \cdots$, at most one particle per site, evolving in continuous time. Each particle has an independent Poisson clock and jumps 1 unit to the right whenever it rings. The clock of the $i^{th}$ particle from the right has rate $1 - q^{x_i - 1 - x_i - 1}$, often simply written $1 - q^{\text{gap}}$, where $0 \leq q < 1$ and we take $x_0 := \infty$. This is the well-known $q$-TASEP, introduced in [BC14], which reduces to the usual totally asymmetric exclusion process (TASEP) when $q = 0$. The asymptotics of $q$-TASEP and its relatives in various regimes have been the subject of much recent work, for example [Bar15, BCS14, BC15, FV15, OP17, IS19b, IS19a, Vet21]. These asymptotics crucially rely on the exact solvability of the model, which derives from its connection to Macdonald processes [BC14].

An inhomogeneous version of $q$-TASEP, where the $i^{th}$ particle has jump rate $a_i (1 - q^{\text{gap}})$ for some fixed positive real parameters $a_1, a_2, \ldots$, was introduced simultaneously in [BC14]. Such inhomogeneities often yield different asymptotic behaviors: for instance, [Bar15] showed that by tuning the $a_i$ correctly, one may see the Baik-Ben Arous-Peche distributions in the limit, generalizing Tracy-Widom asymptotics established in [FV15].

In this work, we introduce and analyze an integrable particle system, which may be viewed as a $q$-TASEP with inhomogeneous jump rates, which depend not only on the particles but on their positions. Explicitly, the $i^{th}$ particle from the right, which sits at $x_i$, has jump rate $t^{x_i+1} (1 - t^{\text{gap}})$ for a parameter $t \in (0, 1)$. Hence each particle has a base jump rate which is slower for particles further behind the leading particle, but also has a position-dependent slowing $t^{x_i}$ which causes it to slow down as it moves further to the right. We refer to this system as slowed $t$-TASEP. Like $q$-TASEP, slowed $t$-TASEP is related to Macdonald processes—specifically, the special case of Hall-Littlewood processes, see next subsection—and from this connection derives certain exact formulas which allow fine asymptotic analysis.

The position-dependent damping means that slowed $t$-TASEP behaves quite differently, as is already apparent with the rightmost particle. In $q$-TASEP, this particle jumps according to a Poisson process with rate 1, hence has asymptotically (time)$^{1/2}$-order Gaussian fluctuations. By contrast, in slowed $t$-TASEP the rightmost particle’s jump rate $t^{x_1}$ decreases by a factor of $t$ each step, so while its position still goes to $\infty$ as time $\to \infty$, one expects its fluctuations have bounded order, which we show in Section 5 for normalized exponential transforms of particle positions $t^{-(x_1 - \text{const}(\tau))}$ and similarly for other particles. Hence, while particle positions in $q$-TASEP with fixed $q$ exhibit Gaussian fluctuations (for a fixed particle, as above) and Tracy-Widom asymptotics (when particle index is scaled along with time, see [FV15]), such continuous probability distributions will not appear in slowed $t$-TASEP with $t$ fixed.

We therefore study the regime in which time $\to \infty$ and $t \to 1$ simultaneously, which ameliorates but does not obliterate the position-dependent slowing. Our first asymptotic result is that the position of each particle obeys an explicit law of large numbers in this regime.

---

1 We have changed notation from usual $q$-TASEP because this $t$ corresponds to the $t$ in Hall-Littlewood polynomials, see below.
**Theorem 1.1.** Let \((x_1(T), x_2(T), \ldots)\) be the particle positions in slowed \(t\)-TASEP after time \(T\), with \(t = e^{-\tau}\) and packed initial condition \(x_k(0) = -k\). Then for any \(\tau > 0\) and \(k \in \mathbb{Z}_{>0}\),

\[
\epsilon \cdot x_k(\tau/\epsilon) \to \log \left( \sum_{j=0}^{k} \frac{\tau^j}{j!} \right) - \log \left( \sum_{j=0}^{k-1} \frac{\tau^j}{j!} \right) \quad \text{in probability as } \epsilon \to 0^+.
\]

In particular, particles become macroscopically far apart in the limit. In simulations with fixed \(t \approx 1\), one may observe the first particle ‘peeling off’ from the bulk while the second particle barely moves at all due to the \(1 - \frac{t}{\epsilon}\)-TASEP component of its jump rate until the gap becomes large. Then the second particle ‘peels off’, and once it is far away the third begins to move nontrivially, etc.

However, since particles affect those behind them due to this \(1 - \frac{t}{\epsilon}\)-TASEP factor in the jump rates, despite the macroscopic separation they continue to influence one another at the level of fluctuations. In the scaling of time and \(t\) of Theorem 1.1, we have that the rescaled fluctuations

\[
\epsilon^{1/2} (x_k(\tau/\epsilon) - E[x_k(\tau/\epsilon)])
\]

converge to Gaussians \(X^{(k)}_r\) with nontrivial covariances determined by an \((r+s)\)-fold contour integral formula for

\[
\text{Cov}(X^{(1)}_r + \ldots + X^{(r)}_r, X^{(1)}_s + \ldots + X^{(s)}_s),
\]

see Theorem 7.2. These limiting covariances still depend on \(\tau\), but converge without rescaling as \(\tau \to \infty\), a manifestation of the believed convergence to a stationary distribution in the prelimit particle system which is discussed in Section 5.

**Theorem 1.2.** As \(\tau \to \infty\), the random variables \(X^{(k)}_r\) converge in distribution to the fixed-time marginal of the unique stationary solution \((Z^{(1)}_T, Z^{(2)}_T, \ldots)\) to the system

\[
dZ^{(k)}_T = \left((k-1)Z^{(k-1)}_T - kZ^{(k)}_T \right) dT + dW^{(k)}_T \quad \text{for } k = 1, 2, \ldots \tag{1.1}
\]

where \(W^{(k)}_T\) are independent standard Brownian motions. Their covariances furthermore have the explicit form

\[
\text{Cov}(Z^{(r)}_T, Z^{(s)}_T) = \frac{1}{4\pi} \int_{\Gamma_0} \int_{\Gamma_0 \cdot w} \frac{w^{r+s}}{z-w} \frac{e^{z-w}(1-z/r)(1-w/s)}{z^w} dz \, dw
\]

with the \(w\)-contour enclosing 0 and enclosed by the \(z\)-contour.

In addition to reflecting prelimit convergence to stationarity, Theorem 1.2 yields a 2-fold rather than \((r+s)\)-fold contour integral formula, which allows analysis in the bulk regime \(r, s \to \infty\). The proof of this reduction of covariance formulas is by orthogonal polynomial methods inspired by the similar arguments of [BCF18, §5.1], though the interpretation as a stationary solution to a system of SDEs is not present there.

A natural way to study the bulk limit of slowed \(t\)-TASEP is to string the \(Z^{(k)}_0\), which represent asymptotic fluctuations of particle positions, together into a stochastic process \(Y_T, T \in \mathbb{R}_{>0}\) by linear interpolation. Explicitly, set \(Y_0 = 0, Y_T = Z^{(T)}_0\) when \(T \in \mathbb{Z}_{>0}\), and linearly interpolate times between these, see Figure 1. The bulk limit is then encoded by the scaling limit of \(Y_T\) for large \(T\), which we explicitly compute by taking asymptotics of the covariance formula in Theorem 1.2 via steepest descent.

**Theorem 1.3.** The process

\[
R^{(T)}_s := T^{1/4} Y_{T+s\sqrt{T}}
\]
Figure 1: The graph of the process $Y_T$, which is just a piecewise linear interpolation from the (random) points $(T, Z_0(T))$, shown in a window around $T = k$.

converges in finite-dimensional distributions as $T \to \infty$ to the unique stationary Gaussian process $R_s$, $s \in \mathbb{R}$ with covariances

$$\text{Cov}(R_a, R_b) = \int_0^\infty y^2 e^{-y^2 - |b-a|y} dy.$$  

The scaling exponents in Theorem 1.3 are characteristic of the Edwards-Wilkinson universality class in $(1+1)$ dimensions (1 spatial dimension plus time), see [Sep10] for other examples of interacting particle systems in this class. The specific integral form of the covariance is somewhat similar to, but not the same as, covariances for solutions to the $(1+1)$-dimensional additive stochastic heat equation, see for example [Hai09, §2.3.2]. We suspect it may arise from some transform of solutions to this or a similar stochastic PDE, but do not have any results in this direction. However, the fact that the limiting fluctuations are described by a 1-dimensional Gaussian process of any kind is surprising given the algebraic origins of slowed $t$-TASEP, which we discuss next.

1.2 Hall-Littlewood processes.

The main tool in proving the above asymptotic results is an explicit contour integral formula for $t$-moments of the particle positions, see Theorem 4.1. This arises because slowed $t$-TASEP is essentially a reparametrization of a certain Hall-Littlewood process, for which such formulas were proven in [BM18]. These are a special case of the Macdonald processes introduced in [BC14].

Relevant definitions and results will be recalled in Section 2, but briefly, the (skew) Hall-Littlewood polynomials $P_\lambda(x_1, \ldots, x_n; t)$ and $Q_{\nu/\lambda}(x_1, \ldots, x_n; t)$ are a special class of symmetric polynomials in the variables $x_i$, indexed by integer partitions $\lambda$, which feature an extra parameter $t$ which we take to be in $(0, 1)$. The Hall-Littlewood process we consider is a continuous-time, Markovian process $\lambda(\tau)$ on the set $Y_n$ of integer partitions of length $\leq n$, determined by

$$\Pr(\lambda(\tau + \tau') = \nu | \lambda(\tau) = \mu) \propto \lim_{D \to \infty} \frac{Q_{\nu/\mu}(\tau/D_1, \ldots, \tau/D_n; t)}{P_{\mu}(1, t, t^2, \ldots, t^{n-1}; t)} \frac{P_{\nu}(1, t, t^2, \ldots, t^{n-1}; t)}{D \text{ times}}$$  \hspace{1cm} (1.2)

for $\mu, \nu \in Y_n$ and initial condition $\lambda(0) = (0, \ldots, 0)$ (the limit of skew $Q_{\nu/\mu}$ is known as a Plancherel specialization, see Section 3). The dynamics of (1.2) also make sense when the finite geometric progression $1, t, \ldots, t^{n-1}$ is replaced with an infinite one, yielding dynamics on the set of all partitions $\mathbb{Y}$. An integer partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ may be identified with a particle configuration on $\mathbb{Z}$ by taking the position of the $k^{th}$ particle from the right to be

$$x_k = \lambda_k - k$$  \hspace{1cm} (1.3)
for \( k \geq 1 \). When the conjugate partition \( \lambda' \) evolves according to the above Hall-Littlewood process with \( n = \infty \), the particle positions defined in this way evolve according to slowed \( t \)-TASEP, see Theorem 3.3.

1.3 Discussion: Macdonald processes, locality, and dynamics in \((1 + 1)\) and \((2 + 1)\) dimensions.

The dynamics on partitions described above appear naturally as marginals of dynamics on triangular arrays of integers, or Gelfand-Tsetlin patterns, which are simply sequences \( \lambda^{(n)} \in \mathbb{Y}_n, n \geq 1 \) which interlace in the sense that

\[
\lambda^{(n+1)}_1 \geq \lambda^{(n)}_1 \geq \lambda^{(n+1)}_2 \geq \cdots \geq \lambda^{(n+1)}_{n+1}.
\]

These are often visualized as infinite configurations of particles in the plane by placing a particle at each point \((\lambda^{(n)}_i, n)\) as in Figure 2 (middle).

Simple continuous-time dynamics on such arrays, such that the \( n \)th row evolves by the Hall-Littlewood process dynamics of (1.2) for each \( n \), were given in [BBW16, §6]. In such dynamics, the \( n \)th row has a Poisson clock of rate \( a_i \) for every \( i \), where in our setting \( a_i = t^{i-1} \). When a row’s clock rings, one of the particles in that row jumps, specifically the leftmost one whose jump would not violate interlacing with the row below. This jump in turn triggers a particle in the row above to jump by 1 according to certain rules, which triggers one in the row above that, etc., in such a way that interlacing is preserved and the triggering of moves is local.

At least in special cases, such dynamics also exist for more general Macdonald processes, given by replacing the Hall-Littlewood polynomials in (1.2) by Macdonald polynomials \( P_\lambda(x_1, \ldots, x_n; q, t) \) which depend on two parameters \( q, t \in [0, 1) \) and reduce to Hall-Littlewood polynomials when \( q = 0 \). Such dynamics are still local in that particles’ jump rates are only affected by the particles corresponding to adjacent entries of the original Gelfand-Tsetlin pattern, and were studied in depth in [BP16]. For the Schur (\( q = t \)) and \( q \)-Whittaker (\( t = 0 \)) cases with Poisson rates \( a_i \equiv 1 \), it was shown in [BF14] and [BCF18] that global bulk asymptotics of such arrays are governed by the 2-dimensional Gaussian free field, which exhibits logarithmic correlations. We mention also the related works [BF09, BCT17] dealing with similar asymptotics of so-called \((2 + 1)\)-dimensional growth models (i.e. growth models in two spatial and one time dimension). This is in marked contrast to the correlations \( \text{Cov}(R_s, R_{s+d}) \) in the bulk limit Theorem 1.3, which decay like \( \text{const} \cdot |d|^{-3} \) for large \( d \) and do not diverge for small \( d \).

Why this difference? The surprising feature of the Hall-Littlewood case is that not only are the dynamics on 2-dimensional Gelfand-Tsetlin patterns governed by local interactions, but their projection to a given row of the Gelfand-Tsetlin pattern results in \((1 + 1)\)-dimensional dynamics with only local interactions. After the transform (1.3) this becomes the statement, visible in the
definition of slowed $t$-TASEP above, that a particle’s jump rate is independent of the other particles except for the one in front of it. Strictly speaking, projecting to a row of the Gelfand-Tsetlin pattern corresponds to the finite $n$ version of (1.2), which does not yield the full slowed $t$-TASEP. However, the $n = \infty$ case of (1.2), which corresponds to the full slowed $t$-TASEP, can interpreted as the projection of Hall-Littlewood process dynamics to a row ‘at infinity’. A fuller account is given in [VP22], but the basic idea is that with the initial condition where every entry of the Gelfand-Tsetlin pattern is 0, at each time all sufficiently high rows of the Gelfand-Tsetlin pattern will yield the same partition, and the projection of the dynamics to this partition is Markovian and yields the $n = \infty$ case of (1.2). For a precise formulation of this statement in terms of the boundary of a branching graph, see [VP22, Appendix A].

The locality of these dynamics on rows of the Gelfand-Tsetlin pattern is quite special to the Hall-Littlewood case, and does not hold for the general Macdonald dynamics above. Even in the $q = t$ Schur case, which usually is the simplest case of Macdonald processes, a given row of the continuous-time dynamics evolves as $n$ independent Poisson random walks conditioned in the sense of Doob $h$-transform not to intersect for all time. It therefore has highly nonlocal interactions, see [BG13]. In light of this, it makes sense that the asymptotics of slowed $t$-TASEP are characteristic of $(1 + 1)$-dimensional growth models, while the asymptotics observed in e.g. [BF14, BCF18] are characteristic of $(2 + 1)$-dimensional models. Thus the apparent dissonance between our results and those discussed above is explained by the unusual locality of interactions of Hall-Littlewood processes\footnote{Let us clarify a point of potential confusion, which is that ordinary $q$-TASEP features only local interactions but arises as the projection to the leftmost particles in the array (see Figure 2) of the above-mentioned dynamics on $q$-Whittaker processes. The difference is that this projection to a $(1 + 1)$-dimensional system with local interactions is special and occurs only at the edge of the array, while in our Hall-Littlewood case projecting to any row yields only local interactions. It should in fact not be difficult to obtain the same asymptotics as we do in the bulk for Hall-Littlewood dynamics on Gelfand-Tsetlin patterns by considering the dynamics of (1.2) with finite $n$ taken to infinity sufficiently fast along with time, which is very different from the Gaussian free field type asymptotics present in e.g. the $q$-Whittaker case [BCF18].} with one principal specialization $1, t, \ldots, t^{n-1}$. We mention also that this locality, for a slightly different Hall-Littlewood process, was previously exploited in [VP21] in the context of $p$-adic random matrix theory.

1.4 Outline.

In Section 2 we introduce the necessary definitions from symmetric functions and Hall-Littlewood processes. In Section 3 we introduce discrete-time Markovian dynamics on the boundary, and prove that their continuous-time Poisson limit is equivalent to slowed $t$-TASEP. In Section 4 we state a contour integral formula for observables of this process. We use these in Section 5 to justify finiteness of fluctuations at fixed $t$, and in Section 6 to prove the law of large numbers Theorem 1.1 as $t \to 1$. In Section 7 we show Gaussian fluctuations, and the long-time simplification of covariances Theorem 7.4 which is half of Theorem 1.2. The probabilistic justification of this additional limit via the SDEs in Theorem 1.2 is shown in Section 8. In Section 9 we prove the bulk limit to the Gaussian process given in Theorem 1.3.
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2 Hall-Littlewood process preliminaries

In this section we give basic definitions of symmetric functions, Hall-Littlewood polynomials, Hall-Littlewood processes, and associated Markov evolutions. For a more detailed introduction to symmetric functions see [Mac98], and for Macdonald processes see [BC14].

2.1 Partitions, symmetric functions, and Hall-Littlewood processes.

We denote by $\mathcal{Y}$ the set of all integer partitions $(\lambda_1, \lambda_2, \ldots)$, i.e. sequences of nonnegative integers $\lambda_1 \geq \lambda_2 \geq \cdots$ which are eventually 0. We call the integers $\lambda_i$, the parts of $\lambda$, set $\lambda'_i = \# \{ j : \lambda_j \geq i \}$, and write $m_i(\lambda) = \# \{ j : \lambda_j = i \} = \lambda'_i - \lambda'_{i+1}$. We write $\text{len}(\lambda)$ for the number of nonzero parts, and denote the set of partitions of length $\leq n$ by $\mathcal{Y}_n$. We write $\mu \prec \lambda$ or $\lambda \succ \mu$ if $\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots$, and refer to this condition as interlacing. Finally, we denote the partition with all parts equal to zero by $\emptyset$.

We denote by $\Lambda_n$ the ring $\mathbb{C}[x_1, \ldots, x_n]^{S_n}$ of symmetric polynomials in $n$ variables $x_1, \ldots, x_n$. It is a very classical fact that the power sum symmetric polynomials $p_k(x_1, \ldots, x_n) = \sum_{i=1}^n x_i^k$, $k = 1, \ldots, n$, are algebraically independent and algebraically generate $\Lambda_n$. For a symmetric polynomial $f$, we will often write $f(x)$ for $f(x_1, \ldots, x_n)$ when the number of variables is clear from context. We will also use the shorthand $x^\lambda := x_1^{\lambda_1} x_2^{\lambda_2} \cdots x_n^{\lambda_n}$ for $\lambda \in \mathcal{Y}_n$.

One has a chain of maps

$$
\cdots \to \Lambda_{n+1} \to \Lambda_n \to \Lambda_{n-1} \to \cdots \to 0
$$

where the map $\Lambda_{n+1} \to \Lambda_n$ is given by setting $x_{n+1}$ to 0. In fact, writing $\Lambda_n^{(d)}$ for symmetric polynomials in $n$ variables of total degree $d$, one has

$$
\cdots \to \Lambda_{n+1}^{(d)} \to \Lambda_n^{(d)} \to \Lambda_{n-1}^{(d)} \to \cdots \to 0
$$

with the same maps. The inverse limit $\Lambda^{(d)}$ of these systems may be viewed as symmetric polynomials of degree $d$ in infinitely many variables. From the ring structure on each $\Lambda_n$ one gets a natural ring structure on $\Lambda := \bigoplus_{d \geq 0} \Lambda^{(d)}$, and we call this the ring of symmetric functions. An equivalent definition is $\Lambda := \mathbb{C}[p_1, p_2, \ldots]$ where $p_i$ are indeterminates; under the natural map $\Lambda \to \Lambda_n$ one has $p_s \mapsto p_s(x_1, \ldots, x_n)$.

Each ring $\Lambda_n$ has a natural basis $\{p_\lambda : \lambda_1 \leq n\}$ where

$$
p_\lambda := \prod_{i \geq 1} p_{\lambda_i}.
$$

Another natural basis, with the same index set, is given by the Hall-Littlewood polynomials. Recall the $q$-Pochhammer symbol $(a; q)_n := \prod_{i=0}^{n-1} (1 - aq^i)$, and define

$$
v_\lambda(t) = \prod_{i \in \mathbb{Z}} \frac{(t; t)_{m_i(\lambda)}}{(1 - t)^{m_i(\lambda)}}.
$$

**Definition 2.1.** The Hall-Littlewood polynomial indexed by $\lambda \in \mathcal{Y}_n$ is

$$
P_\lambda(x; t) = \frac{1}{v_\lambda(t)} \sum_{\sigma \in S_n} \sigma \left( x^\lambda \prod_{1 \leq i < j \leq n} \frac{x_i - tx_j}{x_i - x_j} \right) \tag{2.1}
$$

where $\sigma$ acts by permuting the variables. We often drop the `$t$' when clear from context.

It follows from the definition that $P_\lambda(x_1, \ldots, x_n, 0) = P_\lambda(x_1, \ldots, x_n)$, hence for each $\lambda \in \mathcal{Y}$ there is a Hall-Littlewood symmetric function $P_\lambda \in \Lambda$. 

**Definition 2.2.** For $\lambda \in \mathcal{Y}$, we define the dual Hall-Littlewood polynomial by

$$Q_\lambda(x; t) = \prod_{i > 0} (t; t)_{m_i(\lambda)} P_\lambda(x; t).$$

These similarly are consistent under maps $\Lambda_{n+1} \to \Lambda_n$ and hence define symmetric functions.

Because the $P_\lambda$ form a basis for the vector space of symmetric polynomials in $n$ variables, there exist symmetric polynomials $P_{\lambda/\mu}(x_1, \ldots, x_{n-\kappa}; t) \in \Lambda_{n-\kappa}$ indexed by $\lambda \in \mathcal{Y}_n, \mu \in \mathcal{Y}_k$ which are defined by

$$P_\lambda(x_1, \ldots, x_n; t) = \sum_{\mu \in \mathcal{Y}_k} P_{\lambda/\mu}(x_{k+1}, \ldots, x_n; t) P_\mu(x_1, \ldots, x_k; t).$$

The definition of $Q_{\lambda/\mu}$ is exactly analogous. As with non-skew Hall-Littlewood polynomials, the skew versions are consistent under the maps $\Lambda_{n+1} \to \Lambda_n$ and hence define symmetric functions in $\Lambda$.

**Definition 2.3.** For $\mu, \lambda \in \mathcal{Y}$ with $\mu \succ \lambda$, let

$$\psi_{\mu/\lambda} := \prod_{i > 0} m_i(\lambda) = m_i(\mu) + 1 (1 - t^{m_i(\lambda)})$$

and

$$\varphi_{\mu/\lambda} := \prod_{i > 0} m_i(\mu) = m_i(\lambda) + 1 (1 - t^{m_i(\mu)})$$

The following branching rule is standard.

**Lemma 2.4.** For $\lambda, \mu \in \mathcal{Y}$, we have

$$P_{\lambda/\mu}(x_1, \ldots, x_k) = \sum_{\mu = \lambda^{(1)} \ll \cdots \ll \lambda^{(k)}} \prod_{i=1}^{k-1} x_i^{[\lambda^{(i+1)}] - [\lambda^{(i)}]} \psi_{\lambda^{(i+1)}/\lambda^{(i)}}$$

and

$$Q_{\lambda/\mu}(x_1, \ldots, x_k) = \sum_{\mu = \lambda^{(1)} \ll \cdots \ll \lambda^{(k)}} \prod_{i=1}^{k-1} x_i^{[\lambda^{(i+1)}] - [\lambda^{(i)}]} \varphi_{\lambda^{(i+1)}/\lambda^{(i)}}.$$  \hspace{1cm}(2.2) \hspace{1cm} (2.3)

Hall-Littlewood polynomials satisfy the skew Cauchy identity, upon which most probabilistic constructions rely.

**Proposition 2.5.** Let $\nu, \mu \in \mathcal{Y}$. Then

$$\sum_{\kappa \in \mathcal{Y}} P_{\kappa/\nu}(x_1, \ldots, x_n; t) Q_{\kappa/\mu}(y_1, \ldots, y_m; t) = \prod_{1 \leq i \leq n} \frac{1 - tx_i y_j}{1 - x_i y_j} \sum_{\lambda \in \mathcal{Y}} Q_{\nu/\lambda}(y_1, \ldots, y_m; t) P_{\mu/\lambda}(x_1, \ldots, x_n; t).$$  \hspace{1cm}(2.4)

For later convenience we set

$$\Pi(x; y) := \prod_{1 \leq i \leq n} \frac{1 - tx_i y_j}{1 - x_i y_j} = \exp \left( \sum_{\ell=1}^\infty \frac{1 - t^\ell}{\ell} p_\ell(x) p_\ell(y) \right).$$  \hspace{1cm}(2.5)

The second equality in (2.5) is not immediate but is shown in [Mac98]. The RHS of (2.5) makes sense as formal series in $\Lambda \otimes \Lambda$, and Theorem 2.5 generalizes straightforwardly with the skew $P$.
and $Q$ functions in $x$ and $y$ replaced by corresponding elements of $\Lambda \otimes \Lambda$.

To get a probability measure on $\mathcal{Y}$ from this identity, we would like homomorphisms $\phi : \Lambda \to \mathbb{C}$ which take $P_\lambda$ and $Q_\lambda$ to $\mathbb{R}_{\geq 0}$. Such homomorphisms are called Hall-Littlewood nonnegative specializations of $\Lambda$. These were classified in [Mat19], proving an earlier conjecture of [GKV14]: all are associated to triples $\{\alpha_n\}_{n \geq 1}, \{\beta_n\}_{n \geq 1}, \gamma$ such that $\gamma \geq 0$, $0 \leq \alpha_n, \beta_n < 1$ for all $n \geq 1$, and $\sum_n \alpha_n, \sum_n \beta_n < \infty$. Given such a triple, the corresponding specialization is defined by

\[
\begin{align*}
  p_1 &\mapsto \sum_{n \geq 1} \alpha_n + \frac{1}{1 - t} \left( \gamma + \sum_{n \geq 1} \beta_n \right) \\
  p_k &\mapsto \sum_{n \geq 1} \alpha_n^k + \frac{(-1)^{k-1} \beta_n^k}{1 - t^k} \quad \text{for all } k \geq 2.
\end{align*}
\]  

(2.6)

We refer to a specialization as

- **pure alpha** if $\gamma$ and all $\beta_n, n \geq 1$ are 0.
- **pure beta** if $\gamma$ and all $\alpha_n, n \geq 1$ are 0.
- **Plancherel** if all $\alpha_n, \beta_n, n \geq 1$ are 0.

Note that the pure $\alpha$ specializations with finitely many nonzero $\alpha_i$ are given by simply plugging in $\alpha_i$ for the variable $x_i$ of the symmetric polynomial.

**Remark 2.6.** Given a specialization $\psi$, we will write $P_\lambda(\psi)$ for $\psi(P_\lambda)$ and similarly for skew functions $\mathit{and} Q$ functions. In the case of a Plancherel specialization with parameter $\tau$, we write $P_\lambda(\gamma(\tau))$. In the case of a pure alpha specialization we write $P_\lambda(a_1, a_2, \ldots)$, which is natural since such a specialization may be seen as plugging in $a_i$'s for the variables as mentioned above. In the case where one variable $a$ is repeated $D$ times, we write $P_\lambda(a[D])$.

Similarly to (2.5), for any two specializations $\theta, \psi$ we let

\[
\Pi(\theta; \psi) := \exp \left( \sum_{\ell=1}^{\infty} \frac{1 - t^\ell}{\ell} \theta(p_\ell)\psi(p_\ell) \right).
\]  

(2.7)

For any nonnegative specializations $\theta, \psi$ with

\[
\sum_{\lambda \in \mathcal{Y}} P_\lambda(\psi) < \infty,
\]  

(2.8)

the analogue

\[
\sum_{\kappa \in \mathcal{Y}} P_{\kappa/\mu}(\theta; t)Q_{\kappa/\mu}(\psi; t) = \Pi(\theta; \psi) \sum_{\lambda \in \mathcal{Y}} Q_{\lambda/\mu}(\psi; t)P_{\mu/\lambda}(\theta; t).
\]  

(2.9)

of (2.4) holds.

The convergence of pure $\alpha$ specializations with small parameters to Plancherel specializations, shown in the following lemma, is standard. The lemma also shows this convergence to be monotonic on Hall-Littlewood polynomials for appropriate $t$, a useful fact for later convergence statements for which we are not aware of a reference.

**Lemma 2.7.** For any $\tau \geq 0$, $t \in [-1, 1)$ and $\lambda, \mu \in \mathcal{Y}$, the sequence

\[
P_{\lambda/\mu}(\tau^{1/D}D), D = 1, 2, \ldots
\]  

(2.10)

is nondecreasing and converges to $P_{\lambda/\mu}(\gamma(\tau))$, and similarly for $Q$. 

Proof. The fact that \( \lim_{D \to \infty} P_{\lambda/\mu} \left( \frac{x - 1}{1 - t} D \right) = P_{\lambda/\mu}(\gamma(x)) \) is standard, and follows because (a) clearly \( p_k \left( \frac{x - 1}{1 - t} D \right) \to p_k(\gamma(x)) \) for each \( k \), and (b) \( P_{\lambda/\mu} \) is a polynomial in the \( p_k \).

Let us now prove the sequence (2.10) is nondecreasing. Specializing Theorem 2.4 to our case,

\[
P_{\lambda/\mu} \left( \frac{x - 1}{1 - t} D \right) = \sum_{\mu = \lambda(1) \prec \ldots \prec \lambda(D) = \lambda} \left( \frac{\tau}{D(1 - t)} \right)^{|\lambda| - |\mu|} \prod_{i=1}^{D-1} \psi_{\lambda(i+1)/\lambda(i)}.
\]

There are many distinct sequences \( \mu = \lambda^{(1)} \prec \ldots \prec \lambda^{(D)} = \lambda \) for which the sets \{\( \lambda^{(i)} \) : \( 1 \leq i \leq D \)\} are the same but the multiplicities of the partitions in the sequence are different, and we wish to group these together. Hence we collect terms according to the set of distinct partitions appearing:

\[
P_{\lambda/\mu} \left( \frac{x - 1}{1 - t} D \right) = \sum_{S \subseteq V} \sum_{\mu = \lambda^{(1)} \prec \ldots \prec \lambda^{(D)} = \lambda} \left( \frac{\tau}{D(1 - t)} \right)^{|\lambda| - |\mu|} \prod_{i=1}^{D-1} \psi_{\lambda^{(i+1)}/\lambda(i)}.
\]

(2.11)

where clearly only sets \( S \) of the form \{\( \mu^{(1)} \), \ldots, \( \mu^{(K)} \)\} with \( \mu = \mu^{(1)} \prec \ldots \prec \mu^{(K)} = \lambda \) contribute. We now fix such an \( S \), and claim that the term

\[
\sum_{\mu = \lambda^{(1)} \prec \ldots \prec \lambda^{(D)} = \lambda} \left( \frac{\tau}{D(1 - t)} \right)^{|\lambda| - |\mu|} \prod_{i=1}^{D-1} \psi_{\lambda^{(i+1)}/\lambda(i)}
\]

in (2.11) is nondecreasing in \( D \). Note first that

\[
\prod_{i=1}^{D-1} \psi_{\lambda^{(i+1)}/\lambda(i)}
\]

is the same for all terms in (2.12), independent of \( D \) (provided \( D \geq |S| \) so the sum is non-empty), and that it is nonnegative because \( t \in [-1, 1] \). The number of summands in (2.12) is \( (\frac{D-1}{|S|-1}) \). Hence

\[
(2.12) = 1(D \geq |S|) \prod_{i=1}^{D-1} \psi_{\mu^{(i+1)}/\mu^{(i)}} \left( \frac{\tau}{D(1 - t)} \right)^{|\lambda| - |\mu|} \frac{D-1}{|S|-1}.
\]

(2.13)

Since the RHS of (2.13) is nonnegative, we need only show it is nondecreasing when \( D \geq |S| \), as otherwise it is 0. The ratio of successive (nonzero) terms is

\[
\frac{\left( \frac{\tau}{D+1} \right)^{|\lambda| - |\mu|} \frac{D}{D-1}}{\left( \frac{\tau}{D} \right)^{|\lambda| - |\mu|} \frac{D}{|S|-1}} = \left( \frac{D}{D+1} \right) \frac{D}{D-|S|+1} \geq \left( 1 - \frac{1}{D+1} \right) \frac{D}{D-|\lambda|+|\mu|+1} + 1 \geq 1.
\]

In the first inequality we used that \( |S| \leq |\lambda|+1 \), as the sizes of the partitions in \( S \) must each differ by at least one. In the second we used the elementary inequality \((1 - x)^n \geq 1 - nx \) for \( x \in [0, 1], n \geq 1 \), which follows by noting equality holds at \( x = 0 \) and the LHS has larger derivative on the interval.
This completes the proof.

We comment that the above result and proof also holds for Macdonald polynomials with \( q, t \in (-1, 1) \). A final useful fact for us is a simple explicit formula for the Hall-Littlewood polynomials when a geometric progression \( u, ut, \ldots, ut^{n-1} \) is substituted for \( x_1, \ldots, x_n \)—this is often referred as a principal specialization. Let

\[
 n(\lambda) := \sum_{i=1}^{n} (i-1) \lambda_i = \sum_{x \geq 1} \left( \frac{\lambda_x}{2} \right). \tag{2.14}
\]

The following formula is standard and may be easily derived from (2.1), and also follows directly from [Mac98, Ch. III.2, Ex. 1].

**Proposition 2.8** (Principal specialization formula). For \( \lambda \in \mathbb{Y}_{n} \),

\[
P_{\lambda}(u, ut, \ldots, ut^{n-1}, t) = u^{n(\lambda)} \frac{(t; t)_n}{(t; t)_{n-\text{len}(\lambda)} \prod_{i \geq 1} (t; t)_{m_i(\lambda)}}. \tag{2.15}
\]

### 2.2 Markov dynamics on partitions and Hall-Littlewood processes.

One obtains probability measures on sequences of partitions using (2.9) as follows.

**Definition 2.9.** Let \( \theta \) and \( \psi_1, \ldots, \psi_k \) be Hall-Littlewood nonnegative specializations such that each pair \( \theta, \psi_i \) satisfies (2.8). The associated ascending Hall-Littlewood process is the probability measure on sequences \( \lambda^{(1)}, \ldots, \lambda^{(k)} \) given by

\[
\text{Pr}(\lambda^{(1)}, \ldots, \lambda^{(k)}) = \frac{Q_{\lambda^{(1)}}(\psi_1)Q_{\lambda^{(2)}}/\lambda^{(1)}(\psi_2) \cdots Q_{\lambda^{(k)}}/\lambda^{(k-1)}(\psi_k)P_{\lambda^{(k)}}(\theta)}{\prod_{i=1}^{k} \Pi(\psi_i; \theta)}. \tag{2.16}
\]

The \( k = 1 \) case of Theorem 2.9 is a measure on partitions, referred to as a Hall-Littlewood measure. Instead of defining joint distributions all at once as above, one can define Markov transition kernels on \( \mathbb{Y} \).

**Definition 2.10.** Let \( \theta, \psi \) be Hall-Littlewood nonnegative specializations satisfying (2.8) and \( \lambda \) be such that \( P_{\lambda}(\theta) \neq 0 \). The associated Cauchy Markov kernel is defined by

\[
\text{Pr}(\lambda \rightarrow \nu) = \frac{Q_{\nu/\lambda}(\psi)P_{\nu}(\theta)}{P_{\lambda}(\theta)\Pi(\psi; \theta)}. \tag{2.16}
\]

It is clear that the ascending Hall-Littlewood process above is nothing more than the joint distribution of \( k \) steps of a Cauchy Markov kernel with specializations \( \psi_i, \theta \) at the \( i \)th step.

### 3 Between the slowed \( t \)-TASEP and Hall-Littlewood processes.

In this section we formally define slowed \( t \)-TASEP, and show in Theorem 3.3 that it is equivalent (in the case of packed initial condition) to a Hall-Littlewood process with one Plancherel specialization and one principal specialization \( 1, t, \ldots \).

**Definition 3.1.** Let

\[
\mathbb{X} := \{(x_1, x_2, \ldots) \in \mathbb{Z}^\mathbb{N} : x_1 > x_2 > \cdots \}
\]

be the space of particle configurations on \( \mathbb{Z} \), where the \( x_i \) is the position of the \( i \)th particle from the right, and

\[
\mathbb{X}_0 := \{(x_1, x_2, \ldots) \in \mathbb{X} : x_i = -i \text{ for all sufficiently large } i\}.
\]

We denote particle configurations \( (x_1, x_2, \ldots) \) by \( \mathbf{x} \), and if \( x_{k-1} > x_k + 1 \) we write \( \mathbf{x}^k := (x_1, \ldots, x_{k-1}, x_k + 1, x_{k+1}, \ldots) \).
**Definition 3.2.** Slowed $t$-TASEP with initial condition $x_0 \in \mathbb{X}$ is the continuous-time stochastic process $x_t(\tau) = (x_1(\tau), x_2(\tau), \ldots)$ on $\mathbb{X}$ in which $x_t(0) = x_0$ and the particles at positions $x_k, k \geq 1$ each have independent Poisson clocks with rates $t^{x_k+k}(1 - t^{x_k-1}x_k^{-1})$, and jump to the right by 1 when they ring. Equivalently, it is defined by the matrix of transition rates

$$
\frac{d}{d\tau} \bigg|_{\tau=0} \Pr(x_t(T + \tau) = y|x_t(T) = x) = \begin{cases} t^{x_k+k}(1 - t^{x_k-1}x_k^{-1}) & y = x^k \text{ for some } k \in \mathbb{Z}_{>0} \\ -1 & y = x \\ 0 & \text{otherwise} \end{cases} \quad (3.1)
$$

We refer to the initial condition $(-1, -2, \ldots)$ as packed.

Recall the notation of Plancherel and infinite alpha specializations from Theorem 2.6.

**Theorem 3.3.** Let $\lambda(\tau), \tau \geq 0$ be the stochastic process on $\mathbb{Y}$ distributed as an ascending Hall-Littlewood process with one specialization $1, t, \ldots$ and the other Plancherel, i.e. with finite-dimensional marginals

$$
\Pr(\lambda(\tau_i) = \lambda^{(i)} \text{ for all } i = 1, \ldots, k) = \frac{\prod_{j=1}^k Q_{\lambda(j)/\lambda(j-1)}(\gamma(\tau_j - \tau_{j-1}); t)}{\exp\left(\frac{\tau_j}{\tau}\right)} P_{\lambda^{(i)}}(1, t, \ldots; t)
$$

Then

$$
x_t(\tau) = (\lambda'_k((1-t)\tau) - k)_{k \geq 1}
$$
in (multi-time) distribution, where $x_t(\tau)$ is a slowed $t$-TASEP with packed initial condition and parameter $t$.

The proof consists of computing the explicit transition dynamics of $\lambda(\tau)$ and verifying that they correspond to those of $x_t(\tau)$, which are already given explicitly. This is done in the following proposition.

**Proposition 3.4.** Let $n \in \mathbb{N} \cup \{\infty\}$ and $\lambda(\tau), \tau \geq 0$ be the stochastic process on $\mathbb{Y}_n$ in continuous time $\tau$ with finite-dimensional marginals given by the Hall-Littlewood process

$$
\Pr(\lambda(\tau_i) = \lambda^{(i)} \text{ for all } i = 1, \ldots, k) = \frac{\prod_{j=1}^k Q_{\lambda^{(j)}/\lambda^{(j-1)}}(\gamma(\tau_j - \tau_{j-1}); t)}{\exp\left(\frac{\tau_j(1-t^n)}{1-t}\right)} P_{\lambda^{(i)}}(1, t, \ldots, t^{n-1}; t)
$$

for each sequence of times $0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq \tau_k$ and $\lambda^{(1)}, \ldots, \lambda^{(k)} \in \mathbb{Y}_n$, where in the product we take the convention $\tau_0 = 0$ and $\lambda^{(0)}$ is the empty partition. Then $\lambda(\tau)$ has the following explicit description: For each $i$, $\lambda_i(\tau)$ has an exponential clock of rate $(1 - t^n)t^{i-1}$, where if $n = \infty$ we take $t^n = 0$. When $\lambda_i$’s clock rings, $\lambda_i(\tau)$ increases by 1, and if this violates the weakly decreasing condition in $(\lambda_1(\tau), \ldots, \lambda_n(\tau))$, then the tuple is reordered to again be weakly decreasing.

**Remark 3.5.** These dynamics can be equivalently interpreted as a Poisson random walk in $\mathbb{Z}^n$ with rates $1, t, \ldots, t^{n-1}$ reflected at the boundary of the positive type $A$ Weyl chamber. We note also that they are continuous-time limits of the $\alpha$ dynamics described previously in [VP21, Proposition 5.3].

**Proof of Theorem 3.4.** Define the $\mathbb{Y}_n \times \mathbb{Y}_n$ matrix $B$, which goes by the name of the generator, $Q$-matrix$^3$, or matrix of transition rates of the Markov process $\lambda(\tau)$, by

$$
B(\mu, \nu) := \frac{d}{d\tau} \bigg|_{\tau=0} \Pr(\lambda(T + \tau) = \nu|\lambda(T) = \mu) \quad (3.2)
$$

$^3$Usually the matrix $B$ would also be called $Q$, but we have chosen $B$ to avoid confusion with the polynomials $Q_{\nu/\lambda}$.
When \( B \) which should be true in general because (this is of course independent of \( T \) by the Markov property). By the equivalence of the Hall-Littlewood process with the Cauchy dynamics of Theorem 2.10 and the explicit formulas (2.5), we have

\[
\Pr(\lambda(T + \tau) = \nu | \lambda(T) = \mu) = \frac{Q_{\nu/\mu}(\gamma(t); t) P_{\nu}(1,\ldots,t^{n-1}; t)}{\exp\left(\frac{t^{n-1}}{1-t}\right) P_{\mu}(1,\ldots,t^{n-1}; t)},
\]

and only the term

\[
\frac{Q_{\nu/\mu}(\gamma(t); t)}{\exp\left(\frac{t^{n-1}}{1-t}\right)}
\]

depends on \( \tau \). When \( \nu = \mu, Q_{\nu/\mu} = 1 \), so

\[
B(\mu, \nu) = \frac{d}{d\tau} \Pr(\lambda(T + \tau) = \mu | \lambda(T) = \mu) = -\frac{1-t^n}{1-t}. \tag{3.3}
\]

In general, \( Q_{\nu/\mu} \) (viewed as an element of the ring of symmetric functions) is a polynomial in the \( p_k, k \geq 1 \) which is homogeneous of degree \( |\nu| - |\mu| \) if we define each \( p_k \) to have degree \( k \). Under the Plancherel specialization, all \( p_k, k \geq 2 \) are sent to 0, hence \( Q_{\nu/\mu}(\gamma(t); t) = O(\tau^{|\nu| - |\mu|}) \) as \( \tau \to 0 \). It follows that

\[
B(\mu, \nu) = 0 \text{ if } |\nu| > |\mu| + 1. \tag{3.4}
\]

When \( |\nu| = |\mu| + 1 \), it follows from Theorem 2.4 that \( Q_{\nu/\mu} = \varphi_{\nu/\mu} p_1 \). Hence

\[
Q_{\nu/\mu}(\gamma(t); t) = \varphi_{\nu/\mu} \frac{\tau}{1-t}
\]

and

\[
\frac{d}{d\tau} \Pr(\lambda(T + \tau) = \nu | \lambda(T) = \mu) = \frac{\varphi_{\nu/\mu} P_{\nu}(1,\ldots,t^{n-1}; t)}{1-t} \frac{P_{\mu}(1,\ldots,t^{n-1}; t)}{t^{n-1}}. \tag{3.5}
\]

Since \( \mu \prec \nu \), all parts in \( \mu \) and \( \nu \) are the same except for one part which differs by 1, so there are some integers \( k, a \geq 0, b \geq 1 \) such that \( \mu = (\ldots,(k+1)[a], k[b],\ldots) \) and \( \nu = (\ldots,(k+1)[a+1], k[b-1],\ldots) \) where we use \( x[c] \) to denote \( x \) repeated \( c \) times in the partition. Let \( \ell \) be the smallest integer \( \ell \) such that \( \mu_\ell = k \). To compute (3.5) we specialize Theorem 2.3 to obtain

\[
\varphi_{\nu/\mu} = 1 - t^{a+1},
\]

and plugging this and Theorem 2.8 into (3.5) yields that in our situation

\[
B(\mu, \nu) = \frac{t^{\ell-1}(1-t^b)}{1-t} = t^{\ell-1} + \ldots + t^{(\ell+b-1)-1}. \tag{3.6}
\]

Combining (3.3), (3.4) and (3.6) yields a complete description of \( B \). As a sanity check, these explicit formulas tell us that for any fixed \( \mu \),

\[
\sum_{\nu \in \mathcal{Y}} B(\mu, \nu) = 0,
\]

which should be true in general because \( B \) comes from a stochastic matrix. We next note that this is exactly the \( Q \)-matrix of the Poisson jump process described in the statement, since if the \( \ell^{th} \) part of the partition has rate \( t^{\ell-1} \), then the rate at which any one of the parts equal to \( k \) jump in the above setup is

\[
t^{\ell-1} + \ldots + t^{(\ell+b-1)-1} = t^{\ell-1} \frac{1-t^b}{1-t}.
\]

It follows by results of [Fel15], see also [BO12, Sec. 4.1], that a continuous-time Markov process on a countable state space is uniquely determined by its \( Q \)-matrix in the case when the diagonal
entries of $Q$ (hence all entries, by stochasticity) are uniformly bounded; in this case, the time-$\tau$ Markov evolution operator is given by $e^{tB}$. The diagonal entries of our matrix $B$ are all the same, in particular uniformly bounded, hence both of our Markov processes are uniquely determined by their (equal) $Q$-matrices and the result follows. \hfill \square

Proof of Theorem 3.3. It suffices to observe that the transition rates (3.1) match those in the proof of Theorem 3.4 after translating between $Y$ and $X_0$ as above. \hfill \square

4 A contour integral formula for $t$-moments

In this section we we prove contour integral formulas for certain $t$-moment observables of this particle system, which will be the main tool in subsequent asymptotic results. We again take $t \in (0,1)$, and denote the Weyl denominator/Vandermonde determinant by

\[
\Delta(z_1, \ldots, z_n) := \prod_{1 \leq i < j \leq n} (z_i - z_j).
\]

**Proposition 4.1.** Let $\lambda(\tau)$ be distributed as a Hall-Littlewood process with specializations $1, 1, \ldots$ and $\gamma(\tau)$ as in Theorem 3.4. Then for any positive integers $r_1, \ldots, r_M,$

\[
E \left[ e^{-\sum_{m=1}^{M} \sum_{j=1}^{r_m} \lambda_j(r)} \right] = \prod_{m=1}^{M} \left( \frac{1}{2\pi i} \right)^{r_m} \prod_{m=1}^{M} \left( \prod_{i=1}^{r_m} \frac{\Delta(z_{1,m}, \ldots, z_{r_m,m})^{r_m}}{z_{1,m}^{r_m}} \prod_{j=1}^{r_m} \frac{e^{t\tau_{s,m} \left( 1 + t^{-1}z_{s,m} \right)}}{z_{s,m}^{r_m}} \right)
\]

\[
\cdot \prod_{1 \leq \alpha < \beta \leq M} \prod_{1 \leq j \leq r_{\beta}} \frac{1 - z_{j,\alpha}}{1 - t^{-1}z_{j,\alpha}} dz_{1,1} \cdots dz_{r_{s,M}, M}. \tag{4.1}
\]

with all contours encircling 0 and satisfying

\[
|z_{j, \beta}| < t|z_{i, \alpha}| \text{ for all } 1 \leq \alpha < \beta \leq M, 1 \leq i \leq r_{\alpha}, 1 \leq j \leq r_{\beta}
\]

\[
|z_{s, \alpha}| < t^{-1} \text{ for all } 1 \leq \alpha \leq M, 1 \leq s \leq r_{\alpha}.
\]

**Proof.** First consider a partition $\mu(D, \tau)$ distributed as a Hall-Littlewood process with alpha specializations $1, 1, \ldots$ and $\left( \frac{\tau_{s,m}}{1 + \tau_{s,m}} \right) [D]$, where again $[D]$ denotes $D$ copies of the same specialization. We recall that this latter specialization is an approximation to the Plancherel specialization $\gamma(\tau)$ and converges to it as $D \to \infty$ by Theorem 2.7. Specializing [BM18, Thm. 2.12] to our case\(^4\) yields

\[
E \left[ e^{-\sum_{m=1}^{M} \sum_{j=1}^{r_m} \mu(D, \tau) \lambda_j} \right] = \prod_{m=1}^{M} \left( \frac{1}{2\pi i} \right)^{r_m} \prod_{m=1}^{M} \left( \prod_{i=1}^{r_m} \frac{\Delta(z_{1,m}, \ldots, z_{r_m,m})^{r_m}}{z_{1,m}^{r_m}} \prod_{j=1}^{r_m} \frac{1 + \tau_{s,m} \tau_{j,m} - \tau_{j,m}^{2}}{1 + \tau_{s,m} \tau_{j,m} + \tau_{j,m}^{2}} \right)
\]

\[
\cdot \prod_{1 \leq \alpha < \beta \leq M} \prod_{1 \leq j \leq r_{\beta}} \frac{1 - z_{j,\alpha}}{1 - t^{-1}z_{j,\alpha}} dz_{1,1} \cdots dz_{r_{s,M}, M}. \tag{4.2}
\]

\(^4\)In the notation of [BM18, Thm. 2.12], we are taking $N = M$, $X_1 = \left( \frac{\tau_{s,m}}{1 + \tau_{s,m}} \right) [D]$, $X_2 = \cdots = X_M = 0$ and $Y_1 = \cdots = Y_{M-1} = 0$, $Y_M = 1, t, \ldots$. Then the product over $1 \leq \alpha \leq \beta \leq M$ in the fourth line of (2.22) of [BM18] only gives nontrivial terms when $\alpha = 1$ or $\beta = M$. 

with all contours encircling 0 and

\[ \frac{\tau}{1 - t D} < |z_{s,\alpha}| < t^{-1} \quad \text{for all} \quad 1 \leq \alpha < M, 1 \leq s \leq r_{\alpha} \]

provided such contours exist. We note that for any fixed \( t \in (0, 1) \) and \( \tau \geq 0 \), such contours exist for all \( D \) sufficiently large. Picking a choice of contours, we have

\[
\lim_{D \to \infty} \text{RHS}(4.2) = \prod_{m=1}^{M} \frac{(-1)^{\binom{r_m}{2}}}{r_m!(2\pi i)^{r_m}} \oint \cdots \oint \prod_{m=1}^{M} (\Delta(z_{1,m}, \ldots, z_{r_m,m})^2 \prod_{s=1}^{r_m} \frac{(1 + t^{-1}z_{s,m}^{-1})e^{\tau z_{s,m}}}{z_{s,m}}) \]

\[
\prod_{1 \leq \alpha < \beta \leq M} \prod_{1 \leq l \leq r_{\alpha}} \prod_{1 \leq j \leq r_{\beta}} \frac{1 - z_{1,\beta}/z_{1,\alpha}}{1 - t^{-1}z_{1,\beta}/z_{1,\alpha}} dz_{1,1} \cdots dz_{r_M,M}
\]

where the limit commutes with the integral because the integrand remains bounded as \( D \to \infty \) and the contours are compact.

It now suffices to show convergence of the left hand side of (4.2) to that of (4.1), i.e. we must show

\[
\lim_{D \to \infty} \frac{1}{\Pi(1, t, \ldots; \frac{\tau}{1 - t D}[D])} \sum_{\lambda \in \mathcal{V}} Q_{\lambda}(1, t, \ldots) P_{\lambda} \left( \frac{\tau}{1 - t D} [D] \right) t^{-\sum_{m=1}^{M} \sum_{j=1}^{r_m} \lambda_j} \]

\[
= \frac{1}{\Pi(1, t, \ldots; \gamma(\tau))} \sum_{\lambda \in \mathcal{V}} Q_{\lambda}(1, t, \ldots) P_{\lambda}(\gamma(\tau)) t^{-\sum_{m=1}^{M} \sum_{j=1}^{r_m} \lambda_j}
\]

(4.4)

It follows simply from the definition by (2.7) that

\[
\lim_{D \to \infty} \frac{1}{\Pi\left(1, t, \ldots; \frac{\tau}{1 - t D}[D]\right)} = \frac{1}{\Pi(1, t, \ldots; \gamma(\tau))},
\]

so it suffices to show that the sum on the LHS of (4.4) converges to the one on the RHS. We may write the sum on the LHS (resp. RHS) as an integral of the function \( f_D(\lambda) = Q_{\lambda}(1, t, \ldots) P_{\lambda}(\gamma(\tau)) \) with respect to the measure on the discrete set \( \mathcal{V} \) determined by \( \text{meas}(\{\lambda\}) = t^{-\sum_{m=1}^{M} \sum_{j=1}^{r_m} \lambda_j} \). By Theorem 2.7, \( f_D(\lambda) \) converges monotonically from below to \( f(\lambda) \), hence the monotone convergence theorem yields the desired convergence of sums, and (4.4) follows.

The limit \( D \to \infty \) also makes the contour condition \( \frac{\tau}{1 - t D} < |z_{s,\alpha}| \) automatic, so combining (4.3) and (4.4) completes the proof.

5 Moment convergence at fixed \( t \)

In this section, as before, we take \( t \in (0, 1) \). While in future sections we will consider a limit as \( t \to 1 \), in this one we prove that joint moments of the exponential transforms \( t^{-\lambda'(\tau) + \log_\tau \tau} \) converge. This supports the claim in the Introduction that the \( \lambda'(\tau) \)—hence the particles \( x_i(\tau) \) in slowed \( t \)-TASEP—have asymptotically finite fluctuations about a mean \( -\log_\tau \tau + O(1) \) as \( \tau \to \infty \) for fixed \( t \).
Proposition 5.1. For any $M \in \mathbb{Z}_{\geq 1}$ and $r_1, \ldots, r_M \in \mathbb{Z}_{\geq 1}$,

$$\lim_{\tau \to \infty} \mathbb{E}\left[t^{-\sum_{m=1}^M \sum_{j=1}^{r_m} (\lambda_j^\tau + \log_i \tau)}\right] = \prod_{m=1}^M \frac{(-1)^{r_m}}{r_m! (2\pi)^{r_m} \tau} \int \cdots \int \prod_{m=1}^M \frac{\Delta(w_{1,m}, \ldots, w_{r_m,m})^2 \prod_{s=1}^{r_m} w_{s,m}^{r_m+\tau}}{w_{s,m}^{r_m+\tau}} \prod_{1 \leq \alpha < \beta \leq M} \prod_{1 \leq i \leq r_\alpha} \prod_{1 \leq j \leq r_\beta} \frac{1 - w_{j,\beta}/w_{i,\alpha}}{1 - t^{-1} w_{j,\beta}/w_{i,\alpha}} \, dw_{1,1} \cdots dw_{r_M,M} \tag{5.1}$$

with all contours encircling 0 and satisfying

$$|w_{j,\beta}| < t|w_{i,\alpha}| \text{ for all } 1 \leq \alpha < \beta \leq M, 1 \leq i \leq r_\alpha, 1 \leq j \leq r_\beta.$$

Proof. Making the change of variables $w_{s,m} = \tau z_{s,m}$, and choosing the $z$-contours of Theorem 4.1 to scale as $\tau^{-1}$ such that the $w$-contours are independent of $\tau$, Theorem 4.1 yields

$$\mathbb{E}\left[t^{-\sum_{m=1}^M \sum_{j=1}^{r_m} (\lambda_j^\tau + \log_i \tau)}\right] = \tau^{-\sum_{m=1}^M \sum_{j=1}^{r_m} \lambda_j^\tau} \mathbb{E}\left[t^{-\sum_{m=1}^M \sum_{j=1}^{r_m} \lambda_j^\tau}\right]$$

$$= \prod_{m=1}^M \frac{(-1)^{r_m}}{r_m! (2\pi)^{r_m} \tau} \int \cdots \int \prod_{m=1}^M \frac{\Delta(w_{1,m}, \ldots, w_{r_m,m})^2 \prod_{s=1}^{r_m} w_{s,m}^{r_m+\tau}}{w_{s,m}^{r_m+\tau}} \prod_{1 \leq \alpha < \beta \leq M} \prod_{1 \leq i \leq r_\alpha} \prod_{1 \leq j \leq r_\beta} \frac{1 - w_{j,\beta}/w_{i,\alpha}}{1 - t^{-1} w_{j,\beta}/w_{i,\alpha}} \, dw_{1,1} \cdots dw_{r_M,M}$$

with contours as in the statement above. The integrand is clearly bounded independent of $\tau$, so by bounded convergence the $\tau \to \infty$ limit passes through the integral. □

In particular, the random variables $t^{-\sum_{j=1}^{r_m} (\lambda_j^\tau + \log_i \tau)}$ have asymptotically bounded variance. We note, however, that the moment convergence above does not imply that these random variables converge in distribution. For instance, suppose $\tau \to \infty$ along the subsequence $r_m^{(n)} = \tau^{-n-\alpha}$ for some $\alpha \in [0, 1)$. Then $t^{-\sum_{j=1}^{r_m} (\lambda_j^{r_m^{(n)}} + \log_i \tau^{r_m^{(n)}})}$ is supported on $t^{\alpha+Z}$ for all $n$, since $\lambda_j^\tau$ takes values in $\mathbb{Z}$. It is therefore clear that for different $\alpha$, these random variables cannot converge to the same limit (except in the case of a trivial limit such as 0, which may be ruled out by Theorem 5.1). Numerically, the moments in Theorem 5.1 may be checked to violate Carleman’s condition, so these nonunique limits are not surprising. We conjecture that random variables $\lambda_j^\tau (t^{-n-\alpha}) - (n + \alpha)$ converge in joint distribution as $n \to \infty$ for any $\alpha \in [0, 1)$, with distinct limits for each $\alpha$, which nonetheless have the same joint moments. However, since our main purpose is the joint $t \to 1, \tau \to \infty$ limit, we do not address this question.

6 Law of large numbers

In this section we establish the law of large numbers for particle positions as $t \to 1$, recalled below.

Theorem 1.1. Let $(x_1(T), x_2(T), \ldots)$ be the particle positions in slowed $t$-TASEP after time $T$, with $t = e^{-\epsilon}$ and packed initial condition $x_k(0) = -k$. Then for any $\tau > 0$ and $k \in \mathbb{Z}_{>0}$,

$$\epsilon \cdot x_k(\tau/\epsilon) \to \log \left( \sum_{j=0}^k \frac{\tau^j}{j!} \right) - \log \left( \sum_{j=0}^{k-1} \frac{\tau^j}{j!} \right) \text{ in probability as } \epsilon \to 0^+. $$

We begin with a straightforward heuristic derivation by taking a continuum limit of jump rates to obtain an ODE for particle positions, then give a rigorous proof using the observables in Theo-
rem 4.1.

First, we wish to see the scaling of \( t = e^{-\epsilon} \), space and time such that both the particle positions and jump rates converge to nontrivial limits. The first particle \( x_1(\tau) \) jumps as a rate-1 Poisson process as \( t \to 1 \), so for it to converge to a nontrivial limit, we should wait a long time (take time to be \( \approx \tau/\epsilon \)) and rescale space by \( \epsilon \), i.e. we should consider \( \epsilon x_1(\tau/\epsilon) \). For the first particle, the law of large numbers guarantees concentration, though arguing for the others would be slightly more involved; however, let us suppose

\[
\epsilon x_k(\tau/\epsilon) \to c_k(\tau)
\]

for some functions \( c_1, c_2, \ldots \).

Then we have convergence of jump rates

\[
it^{x_k(\tau/\epsilon)} + k \left( 1 - t^{x_k(\tau/\epsilon) - x_k(\tau/\epsilon) - 1} \right) \to e^{-c_k(\tau)} \left( 1 - e^{-c_k(\tau)} - e^{-c_k-1(\tau)} \right) = e^{-c_k(\tau)} - e^{-c_k-1(\tau)}
\]

where when \( k = 1 \) we take \( e^{-c_k-1(\tau)} = 0 \). Because we are scaling time as \( \epsilon^{-1} \) and then rescaling space by \( \epsilon \), by concentration of Poisson variables we should have

\[
\lim_{\epsilon \to 0^+} \text{(jump rate of } x_k(\tau/\epsilon) \text{)} = \frac{dc_k(\tau)}{d\tau}.
\]

Hence the functions \( c_k(\tau) \) should satisfy

\[
\frac{dc_k(\tau)}{d\tau} = e^{-c_k(\tau)} - e^{-c_k-1(\tau)} \quad \text{for all } k \geq 1, \quad (6.1)
\]

where when \( k = 1 \) we take \( c_0 = \infty \) so the second term on the RHS is not present. It is easy to verify by inspection that the limits given in Theorem 1.1, namely

\[
c_k(\tau) := \log \left( \sum_{j=0}^{k} \frac{\tau^j}{j!} \right) - \log \left( \sum_{j=0}^{k-1} \frac{\tau^j}{j!} \right), \quad (6.2)
\]

satisfy (6.1), and furthermore have initial conditions \( c_k(0) = 0 \) as they should. This concludes the heuristic derivation of Theorem 1.1, and we move on to the proof.

**Proof of Theorem 1.1.** We first claim that it suffices to show the same limit as in Theorem 1.1 for the slightly different quantity \( \epsilon x_k \left( \frac{\tau}{1 - e^{-\epsilon}} \right) \). Assuming this result and setting \( \hat{\epsilon} = -\log(1 - \epsilon) \) so that \( \epsilon = 1 - e^{-\hat{\epsilon}} \), we have

\[
\epsilon x_k(\tau/\epsilon) \equiv (1 - e^{-\hat{\epsilon}}) x_k \left( \frac{\tau}{1 - e^{-\hat{\epsilon}}} \right) = (\hat{\epsilon} + O(\hat{\epsilon}^2)) x_k \left( \frac{\tau}{1 - e^{-\hat{\epsilon}}} \right),
\]

hence convergence in probability for \( \epsilon x_k \left( \frac{\tau}{1 - e^{-\hat{\epsilon}}} \right) \) implies the same for \( \epsilon x_k(\tau/\epsilon) \). Since

\[
x_k \left( \frac{\tau}{1 - e^{-\hat{\epsilon}}} \right) = \lambda_k(\tau)' - k \quad \text{in distribution}
\]

by Theorem 3.3, it suffices to show that

\[
\epsilon \lambda_k(\tau) \to \log \left( \sum_{j=0}^{k} \frac{\tau^j}{j!} \right) - \log \left( \sum_{j=0}^{k-1} \frac{\tau^j}{j!} \right) \quad \text{in probability as } \epsilon \to 0^+.
\]
It therefore suffices to show the convergence of Laplace transforms

\[ e^{\epsilon \sum_{j=1}^{r} \lambda_j(\tau)} \to \sum_{j=0}^{r} \frac{\tau^j}{j!} \quad \text{in probability as } \epsilon \to 0^+ \]  

(6.4)

for each \( r \), as then \( e^{\epsilon \sum_{j=1}^{r} \lambda_j(\tau)} \) converges in probability, and taking differences yields (6.3). Let \( Y_r(t) = e^{\epsilon \sum_{j=1}^{r} \lambda_j(\tau)} \) (recall \( t = e^{-\epsilon} \)). By Chebyshev’s inequality, to show (6.4) it suffices to show

\[ E[Y_r(t)] \to \sum_{j=0}^{r} \frac{\tau^j}{j!} \]  

(6.5)

and

\[ \text{Var}(Y_r(t)) \to 0 \]  

(6.6)

as \( \epsilon \to 0^+ \).

By Theorem 4.1,

\[ E[Y_r(t)] = \frac{(-1)^{\binom{r}{2}}}{r!(2\pi i)^r} \oint_{C_1} \ldots \oint_{C_r} (z_1 - z_2)^2 \prod_{1 \leq i < j \leq r} \left( \frac{1 + t^{-1} z_i^{-1}}{z_i} \right) e^{\tau z_i} \frac{dz_i}{z_i} \]  

(6.7)

where all contours are circles around the origin of radius \( \leq 1 \), and

\[ \frac{1}{(r!)^2(2\pi i)^{2r}} \oint_{C_1} \ldots \oint_{C_r} \frac{1 - z_{j,1}/z_{i,1}}{1 - t^{-1} z_{j,2}/z_{i,1}} \prod_{1 \leq i < j \leq r} \left( \frac{z_{i,\ell} - z_{j,\ell}}{z_{i,\ell}} \right)^2 \prod_{s=1}^{r} \left( \frac{1 + t^{-1} z_{s,\ell}^{-1}}{z_{s,\ell}} \right) e^{\tau z_{s,\ell}} \frac{dz_{s,\ell}}{z_{s,\ell}} \]  

(6.8)

where we take the \( z_{s,1} \) and \( z_{s,2} \) contours to be circles of radii \( 1 \) and \( R \) respectively, for some \( 0 < R < 1 \) fixed independent of \( \epsilon \) (for all \( \epsilon \) sufficiently small that such contours satisfy the conditions in Theorem 4.1). It follows by combining two instances of (6.7) that

\[ E[Y_r(t)]^2 = \frac{1}{(r!)^2(2\pi i)^{2r}} \oint_{C_1} \ldots \oint_{C_r} \prod_{\ell=1}^{2} \left( \prod_{1 \leq i < j \leq r} \left( \frac{z_{i,\ell} - z_{j,\ell}}{z_{i,\ell}} \right)^2 \prod_{s=1}^{r} \left( \frac{1 + t^{-1} z_{s,\ell}^{-1}}{z_{s,\ell}} \right) e^{\tau z_{s,\ell}} \frac{dz_{s,\ell}}{z_{s,\ell}} \right) \]

(6.9)

with the same contours as in (6.8), and combining with (6.8) yields

\[ \text{Var}(Y_r(t)) = \frac{1}{(r!)^2(2\pi i)^{2r}} \oint_{C_1} \ldots \oint_{C_r} \prod_{1 \leq i < j \leq r} \left( \frac{1 - z_{j,2}/z_{i,1}}{1 - t^{-1} z_{j,2}/z_{i,1}} - 1 \right) \prod_{\ell=1}^{2} \left( \prod_{1 \leq i < j \leq r} \left( \frac{z_{i,\ell} - z_{j,\ell}}{z_{i,\ell}} \right)^2 \prod_{s=1}^{r} \left( \frac{1 + t^{-1} z_{s,\ell}^{-1}}{z_{s,\ell}} \right) e^{\tau z_{s,\ell}} \frac{dz_{s,\ell}}{z_{s,\ell}} \right) \]  

(6.9)

The contours in (6.9) are compact and independent of \( t \), and due to the

\[ \prod_{1 \leq i < j \leq r} \frac{1 - z_{j,2}/z_{i,1}}{1 - t^{-1} z_{j,2}/z_{i,1}} = 1 \]

term the integrand converges to 0 as \( t \to 1 \), which yields (6.6). It remains to show (6.5). Taking all
contours in (6.7) to be the unit circle so $z_i^{-1} = \bar{z}_i$, by rewriting the Weyl denominator

$$\prod_{1 \leq i < j \leq r} (z_i - z_j) = (-1)^{\binom{r}{2}} \prod_{s=1}^{r} z_s^{r-1}$$

we have

$$E[Y_r(t)] = \frac{1}{r!(2\pi i)^r} \oint \cdots \oint \prod_{1 \leq i < j \leq r} |z_i - z_j|^2 \prod_{s=1}^{r} (1 + t^{-1} z_s) e^{\tau z_s} \frac{dz_s}{z_s}$$

(6.10)

It is a classical fact, which follows from the Weyl character formula, Weyl integration formula and character orthogonality (or from the generalization to Macdonald polynomials in [Mac98, Chapter VI.9]), that the Schur polynomials $s_\lambda(z_1, \ldots, z_r) = P_\lambda(z_1, \ldots, z_r; t = 0)$ are orthonormal with respect to the inner product

$$\langle f, g \rangle = \frac{1}{r!(2\pi i)^r} \oint \cdots \oint \prod_{1 \leq i < j \leq r} |z_i - z_j|^2 f(z_1, \ldots, z_r) g(z_1, \ldots, z_r) \prod_{s=1}^{r} \frac{dz_s}{z_s}$$

where the integrals are over the unit circle in $\mathbb{C}$. Hence to compute (6.10) it suffices to expand $e^{\tau \sum_{i=1}^r z_i}$ and $\prod_{s=1}^{r} (1 + t^{-1} z_s)$ in terms of the Schur polynomials. We have

$$\prod_{s=1}^{r} (1 + t^{-1} z_s) = \sum_{k=0}^{r} t^{-k} e_k(z_1, \ldots, z_r)$$

(6.11)

where $e_k(z_1, \ldots, z_r) = s_{(1^k)}(z_1, \ldots, z_r)$ is the elementary symmetric polynomial, and

$$e^{\tau \sum_{i=1}^r z_i} = \sum_{j \geq 0} \frac{\tau^j}{j!} e_1(z_1, \ldots, z_r)^j.$$  

(6.12)

It follows from the classical Pieri rule for Schur functions, see for example [Mac98], that for $1 \leq j \leq r$

$$e_1(z_1, \ldots, z_r)^j = s_{(1^j)}(z_1, \ldots, z_r) + \ldots$$

(6.13)

when expanded in the basis of Schur functions, where the other terms on the RHS of (6.13) are Schur functions $s_\lambda$ where $|\lambda| = j$ and $\lambda \neq (1^j)$. We therefore have

$$\langle e_k, e_1^j \rangle = \delta_{j,k}.$$  

(6.14)

Combining (6.11), (6.12) and (6.14) yields that

$$\text{RHS}(6.10) = \sum_{j=0}^{r} \frac{\tau^j}{j!} t^{-j}.$$  

Sending $t \to 1$ and tracing back the chain of equalities, this shows (6.5) and hence completes the proof. □

### 7 Gaussian fluctuations

In this section we move on from the law of large numbers to study the fluctuations of the particle positions $x_k(\tau)$. Theorem 7.2 uses general machinery of [BG15] to show Gaussian fluctuations for the particle positions $x_k \left( \frac{\tau}{1-t} \right)$ and gives a formula for their covariance, but the number of contour integrals in the formula grows with the particle index, making it intractable asymptotically. Taking
a further $\tau \to \infty$ limit, this covariance converges (without rescaling) to an expression which can be simplified to a double contour integral with the aid of orthogonal polynomial techniques similar to those used in [BCF18, §5.1].

**Definition 7.1.** Letting $x_i$ be the position of the $i$th particle of slowed $t$-TASEP with parameter $t = e^{-\tau}$, we define $X^{(i,\epsilon)}_r$ by

$$x_i \left( \frac{\tau}{1-t} \right) = \mathbb{E} \left[ x_i \left( \frac{\tau}{1-t} \right) \right] + \epsilon^{-1/2} X^{(i,\epsilon)}_r.$$ 

**Proposition 7.2.** For any $n \in \mathbb{Z}_{\geq 1}$, the random vector $(X^{(1)}(r), \ldots, X^{(n)}(r))$ converges in distribution as $\epsilon \to 0^+$ to a mean 0 Gaussian random vector $(X^{(1)}(r), \ldots, X^{(n)}(r))$. The covariances of these Gaussian random vectors are determined by the formula

$$\text{Cov}(X^{(1)}_r + \ldots + X^{(r)}_r; X^{(1)}_r + \ldots + X^{(s)}_r) = \frac{\sum_{1 \leq i < r \leq s} z_{2,i} z_{2,j} F_r(z_{1,1}, \ldots, z_{1,r}) F_r(z_{1,1}, \ldots, z_{1,r})}{\left( \int dz_{2,1} \cdots \int dz_{2,s} F_r(z_{2,1}, \ldots, z_{2,s}) \right) \left( \int dz_{1,1} \cdots \int dz_{1,r} F_r(z_{1,1}, \ldots, z_{1,r}) \right)}, \quad (7.1)$$

for all $r \geq s \geq 1$, where

$$F_r(z_1, \ldots, z_k) = \Delta(z_1, \ldots, z_k)^2 \prod_{i=1}^k \frac{e^{z_i} (1 + z_i)}{z_i^{k+1}} \quad (7.2)$$

and the contours are all positively oriented, encircle 0 and satisfy $|z_{2,j}| < |z_{1,i}|$ for all $1 \leq i \leq r, 1 \leq j \leq s$.

**Remark 7.3.** We note that the integrand in the formula for covariances (7.1) is not symmetric in $r, s$, and in fact the formula is not valid if $r < s$. The same is true of the simplified formula (7.11) which will be derived from it below in Theorem 7.4.

**Proof of Theorem 7.2.** Since $x_i \left( \frac{\tau}{1-t} \right) = \lambda'_i(\tau) - i$,

$$X^{(i,\epsilon)}_r = \epsilon^{1/2} (\lambda'_i(\tau) - \mathbb{E} \{ \lambda'_i(\tau) \})$$

Clearly it suffices to show that the family of random variables $(X^{(1,\epsilon)}_r + \ldots + X^{(r,\epsilon)}_r)_{r \geq 1}$ converge jointly to the Gaussian family $(X^{(1)}_r + \ldots + X^{(r)}_r)_{r \geq 1}$. We will first show that another family of random variables

$$V_r(\epsilon, \tau) := t^{-\lambda'_i(\tau) + \lambda'_i(\tau)}, \quad r \geq 1$$

converges jointly to the Gaussian family $(X^{(1)}_r + \ldots + X^{(r)}_r)_{r \geq 1}$ after appropriate scaling, and then argue this suffices.

Theorem 4.1 gives us contour integral formulas for all joint moments of these random variables, so it is a matter of analyzing these integral formulas. We will use the general Gaussianity lemma given as Lemma 4.2 of [BG15], which has a self-contained presentation in Section 4.3 of the same paper.
Let

\[ \text{Cr}(r_\alpha, z_\alpha; r_\beta, z_\beta) = \prod_{1 \leq i \leq r_\alpha, 1 \leq j \leq r_\beta} \frac{1 - z_{j, \beta}/z_{i, \alpha}}{1 - z_{j, \beta}/z_{i, \alpha}} \]  

(7.3)

\[ \mathcal{F}(r_m, z_m) = \frac{(-1)^{\binom{r_m}{2}}}{r_m!(2\pi)^{r_m}} \Delta(z_{1,m}, \ldots, z_{r_m,m})^{2} \prod_{s=1}^{r_m} \frac{1 + \frac{1}{z_{s,m}}}{z_{s,m}} \]  

(7.4)

where \( z_\alpha \) is shorthand for the tuple of variables \( z_{1,\alpha}, \ldots, z_{r_\alpha,\alpha} \), so that Theorem 4.1 reads

\[ E[V_\epsilon(\epsilon, \tau) \cdots V_{\tau}(\epsilon, \tau)] = \int \cdots \int \prod_{1 \leq \alpha < \beta \leq k} \text{Cr}(r_\alpha, z_\alpha; r_\beta, z_\beta) \prod_{s=1}^{k} \mathcal{F}(r_m, z_m) dz_m. \]  

(7.5)

We have

\[ \text{Cr}(r_\alpha, z_\alpha; r_\beta, z_\beta) = 1 + \epsilon \text{Cr}(r_\alpha, z_\alpha; r_\beta, z_\beta), \]  

(7.6)

and uniform convergence \( \text{Cr} \to \text{Cr} \) and \( \mathcal{F} \to \mathcal{F} \) along the contours of interest, where

\[ \text{Cr}(r_\alpha, z_\alpha; r_\beta, z_\beta) = \sum_{1 \leq i \leq r_\alpha, 1 \leq j \leq r_\beta} \frac{z_{j, \beta}}{z_{i, \alpha} - z_{j, \beta}} \]  

(7.7)

\[ \mathcal{F}(r_\alpha, z_\alpha) = \frac{(-1)^{\binom{r_\alpha}{2}}}{r_\alpha!(2\pi)^{r_\alpha}} \Delta(z_{1,\alpha}, \ldots, z_{r_\alpha,\alpha})^{2} \prod_{s=1}^{r_\alpha} \frac{1 + \frac{1}{z_{s,\alpha}}}{z_{s,\alpha}}. \]  

(7.8)

By [BG15, Lemma 4.2]\(^5\), this implies that the random variables

\[ Y_\epsilon(\epsilon, \tau) := \frac{V_\epsilon(\epsilon, \tau) - E[V_\epsilon(\epsilon, \tau)]}{\sqrt{\epsilon}} \]  

(7.9)

converge jointly to the mean 0, jointly Gaussian family \( \{Y_\epsilon(\tau)\}_{\tau \geq 1} \) having covariance

\[ \text{Cov}(Y_\epsilon(\tau); Y_\epsilon(\tau)) = \int dz_{2,1} \cdots \int dz_{2,2} \int \cdots \int dz_{1,1} \cdots \int \text{Cr}(r, z_1; s, z_2) \mathcal{F}(r, z_1) \mathcal{F}(s, z_2) \]  

\[ \left( \int dz_{2,1} \cdots \int dz_{2,2} \mathcal{F}(s, z_2) \right) \left( \int \cdots \int dz_{1,1} \cdots \int \text{Cr}(r, z_1) \right) \]  

(7.10)

After cancelling the \( \frac{(-1)^{\binom{r_\alpha}{2}}}{r_\alpha!(2\pi)^{r_\alpha}} \) terms in the numerator and denominator this is exactly the RHS of (7.1), hence we indeed have that \( \{Y_\epsilon(\tau)\}_{\tau \geq 1} \) converges jointly to \( \{X_\tau^{(1)} + \cdots + X_\tau^{(r)}\}_{\tau \geq 1} \).

It remains to show that \( \{X_\tau^{(1,\epsilon)} + \cdots + X_\tau^{(r,\epsilon)}\}_{\tau \geq 1} \) also converges jointly to \( \{X_\tau^{(1)} + \cdots + X_\tau^{(r)}\}_{\tau \geq 1} \). At a heuristic level this makes perfect sense by Taylor expanding the exponential in

\[ V_\epsilon(\epsilon, \tau) = e^{\epsilon[E[\lambda_{\epsilon}(\tau) + \cdots + \lambda_{\epsilon}(\tau)] + \epsilon^{1/2}(X_\tau^{(1,\epsilon)} + \cdots + X_\tau^{(r,\epsilon)})]} \]

in (7.9), as the leading-order nonconstant term is const \( \cdot (X_\tau^{(1,\epsilon)} + \cdots + X_\tau^{(r,\epsilon)}) \) and the others are small in \( \epsilon \). To make this rigorous one uses (joint) tightness in \( \epsilon \) of the random variables \( Y_\epsilon(\epsilon, \tau) \) to show joint tightness of the random variables \( X_\tau^{(1,\epsilon)} + \cdots + X_\tau^{(r,\epsilon)} \), which are related by a simple transformation, and then argues using Prokhorov’s theorem, the convergence of \( Y_\epsilon(\epsilon, \tau) \) and the previous Taylor expansion. The details are given in the proof of Proposition 4.1 in [BCF18], where

\(^5\)In the notation of [BG15] one should take \( \epsilon = L^{-1} \) and \( \gamma = 1 \).
our \( Y_\tau(\epsilon, \tau) \) corresponds to their \( Y_\tau^* \), the analogue of the Gaussian convergence for \( Y_\tau(\epsilon, \tau) \) is Lemma 4.4 of [BCF18], and with these two substitutions the proof carries over mutatis mutandis in our setting.

We note that for a family of random variables with an only slightly different integral formula for covariances, the analogue of the above Gaussian convergence argument is written in a self-contained manner in the proof of [BCF18, Proposition 4.1]. For a reader wishing to understand all the details of the proof, this might be easier to read than the proof in [BG15] of the general Gaussianity lemma used in our condensed version.

Returning to our setting, the formula in Theorem 7.2 simplifies greatly upon taking another limit \( \tau \to \infty \). As was argued in the introduction, and will be fleshed out in the next section, this limit reflects convergence to stationarity of the original particle system (with an additional time change).

**Proposition 7.4.** As \( \tau \to \infty \), the random variables \( X^{(i)}_\tau \) converge in distribution to a Gaussian random vector \((\zeta_i)_{i \geq 1}\), with covariances given by

\[
\text{Cov}(\zeta_r; \zeta_s) = \frac{1}{4\pi^2} \oint_{\Gamma_0} \oint_{\Gamma_0} \frac{w}{z-w} \frac{r! s!}{z^r w^s} e^{z+w} (1-z/r)(1-w/s) \frac{dz \; dw}{z \; w}
\]

(7.11)

for each \( r \geq s \geq 1 \).

**Proof.** First note that by symmetry of \( F_\tau \), we may replace

\[
\sum_{1 \leq i \leq r} \sum_{1 \leq j \leq s} \frac{z_{i,2}}{z_{i,1} - z_{j,2}}
\]

by

\[
rs \frac{z_{1,2}}{z_{1,1} - z_{1,2}}
\]

in (7.1). Now, changing variables to \( z_i = \tau z_{i,1}, w_j = \tau z_{j,2} \) and cancelling the factors of \( \tau \) that appear, (7.1) becomes

\[
\text{Cov}(X^{(1)}_\tau + \ldots + X^{(r)}_\tau; X^{(1)}_\tau + \ldots + X^{(s)}_\tau)
= rs \frac{\oint \ldots \oint \Delta(z)^2 \prod_{i=1}^r \frac{e^{z_i(1+z_i/\tau)}}{z_i^{r+1}} \Delta(w)^2 \prod_{j=1}^s \frac{e^{w_j(1+w_j/\tau)}}{w_j^{s+1}} \; dz \; dw}{\left( \oint \ldots \oint \Delta(z)^2 \prod_{i=1}^r \frac{e^{z_i(1+z_i/\tau)}}{z_i^{r+1}} \; dz \right) \left( \oint \ldots \oint \Delta(w)^2 \prod_{j=1}^s \frac{e^{w_j(1+w_j/\tau)}}{w_j^{s+1}} \; dw \right)}.
\]

(7.12)

Since

\[
\Delta(z_1, \ldots, z_r)^2 \prod_{i=1}^r \frac{e^{z_i(1+z_i/\tau)}}{z_i^{r+1}} \to \Delta(z_1, \ldots, z_r)^2 \prod_{i=1}^r \frac{e^{z_i}}{z_i^{r+1}}
\]

uniformly on the contours of integration, the RHS of (7.12) converges as \( \tau \to \infty \) to the same expression with the \((1+z_i/\tau)\) and \((1+w_j/\tau)\) factors removed. In particular, because the \( X^{(i)}_\tau \) are Gaussian, this implies convergence in joint distributions \( X^{(i)}_\tau \to \zeta_i \), where the \( \zeta_i \) form Gaussian
random vectors with covariances given by

\[
\text{Cov}(\zeta_1 + \ldots + \zeta_r; \zeta_1 + \ldots + \zeta_s) = r_\delta \frac{w_1}{z_1 - w_1} \Delta(z_1, \ldots, z_r)^2 \prod_{i=1}^{r_\delta} \frac{e^{z_i}}{z_i+1} \Delta(w_1, \ldots, w_s)^2 \prod_{j=1}^{s_\delta} \frac{e^{w_j}}{w_j+1} \, dz \, dw.
\]

(7.13)

Rewriting the above as

\[
\text{Cov}(\zeta_1 + \ldots + \zeta_r; \zeta_1 + \ldots + \zeta_s) = \frac{1}{(2\pi i)^2} \oint \oint \frac{w_1}{z_1 - w_1} \rho_r(z_1) \rho_s(w_1) \, dz_1 \, dw_1
\]

(7.14)

where

\[
\rho_r(z_1) = \frac{1}{(2\pi i)^{r_\delta}} \oint \oint \Delta(z_1, \ldots, z_r)^2 \prod_{i=1}^{r_\delta} \frac{e^{z_i}}{z_i+1} \, dz_2 \cdots \, dz_r.
\]

(7.15)

we recognize \( \rho_r(z) \) as the 1-point correlation function of the orthogonal polynomial ensemble on the contour \( \Gamma_0 \) with weight \( \Delta(z_1, \ldots, z_r)^2 \prod_{i=1}^{r} \frac{e^{z_i}}{z_i+1} \).

Let \( p_k^n \) be the (monic) orthogonal polynomial of degree \( k \) with respect to the inner product

\[
\langle f, g \rangle_n = \frac{1}{2\pi i} \oint f(z)g(z) \frac{e^z}{z^n} \, dz.
\]

(7.16)

Then by the classical theory of orthogonal polynomials, see e.g. [Dei99], one has

\[
\rho_r(z) = \frac{e^z}{z^{r+1}} \sum_{k=0}^{r-1} \frac{p_k^{r+1}(z)^2}{\langle p_k^{r+1}, p_k^{r+1} \rangle_{r+1}}.
\]

(7.17)

This reduces the computation of (7.14) to understanding the orthogonal polynomials \( p_k^{r+1} \). For the observation above that \( \rho_r(z) \) is a 1-point correlation function we followed a similar argument in [BCF18], and in fact our orthogonal polynomial ensemble is a special case of the one in that paper. They prove\(^6\) the following explicit formulas by relating the \( p_k^n \) to the classical Laguerre polynomials, for which similar explicit formulas are classically known.

**Lemma 7.5** ([BCF18, Lemma 5.3]). Let \( p_k^n \) be as above. Then

\[
p_k^n(z) = \frac{k!}{(n-k-1)!} \sum_{\ell=0}^{k} \frac{(n-1-\ell)!}{(k-\ell)!\ell!} (-1)^\ell z^\ell = \frac{1}{(n-1-k)!} \int_0^\infty (y-z)^k y^{n-1-k} e^{-y} \, dy.
\]

(7.18)

Furthermore

\[
\langle p_k^n, p_k^m \rangle_n = (-1)^k \frac{k!}{(n-k-1)!}.
\]

(7.19)

\(^6\)To be specific, one must specialize \( T = 1 \) in the notation of [BCF18, Lemma 5.3] to arrive at Lemma 7.5.
We rewrite (7.17) as
\[ \rho_r(z) = \left( e^z \sum_{k=0}^{r} \frac{p_k^{r+1}(z)^2}{p_k^{r+1}, p_k^{r+1}} \right) - e^z \frac{p_r^{r+1}(z)^2}{p_r^{r+1}, p_r^{r+1}} \]  \tag{7.20}
and treat the two terms on the RHS separately. We first treat the sum on the RHS of (7.20), which will end up not contributing at all. By Lemma 7.5,
\[
\sum_{k=0}^{r} \frac{p_k^{r+1}(z)^2}{p_k^{r+1}, p_k^{r+1}} = \sum_{k=0}^{r} \frac{(-1)^k}{(r-k)!k!} \int_0^\infty (y-z)^k y^{-k} e^{-y} dy \int_0^\infty (x-z)^k x^{-k} e^{-x} dx
\]
By (7.18),
\[
\frac{e^z}{z^{r+1}} \sum_{k=0}^{r} \frac{p_k^{r+1}(z)^2}{p_k^{r+1}, p_k^{r+1}} = \frac{r+1}{z} + 1 + O(z^r). \tag{7.21}
\]
By (7.18),
\[
p_r^{r+1}(z) = r! \sum_{l=0}^{r} \frac{(-z)^l}{l!} = r! (e^{-z} - f_{r+1}(z)), \tag{7.22}
\]
where \( f_{r+1}(z) := \sum_{l=0}^{\infty} \frac{(-z)^l}{l!} \) is just the sum of terms of degree \( \geq r + 1 \) in the Taylor series for \( e^{-z} \).
Hence
\[
(e^{-z} - f_{r+1}(z))^2 = e^{-2z} - 2e^{-z} f_{r+1}(z) + O(z^{2r+2})
\]
so
\[
\frac{e^z}{z^{r+1}} \frac{p_r^{r+1}(z)^2}{p_r^{r+1}, p_r^{r+1}} = \frac{r!}{(-z)^{r+1}} \sum_{l=0}^{\infty} \frac{(-1)^l (l+1)^{r+1}}{l!} \frac{(-z)^l}{l!} + O(z^{r+1}). \tag{7.24}
\]
Substituting (7.21) and (7.24) into (7.20) yields
\[
\rho_r(z) = \frac{r+1}{z} + 1 - \frac{r!}{(-z)^{r+1}} \sum_{l=0}^{\infty} \frac{(-1)^l (l+1)^{r+1}}{l!} \frac{(-z)^l}{l!} + O(z^r). \tag{7.25}
\]
Recall that
\[
\text{Cov}(\zeta_1 + \ldots + \zeta_r; \zeta_1 + \ldots + \zeta_s) = \frac{1}{(2\pi i)^2} \int_{\Gamma_u} \int_{\Gamma_v} \frac{w}{z-w} \rho_r(z) \rho_s(w) dw dz.
\tag{7.26}
\]
Since \(|w| < |z|\) in the region of integration we may expand \( \frac{w}{z-w} = \sum_{n=1}^{\infty} \left( \frac{w}{z} \right)^n \) in the integrand, and then interpret the integral as the \( \frac{1}{2z} \) term of the resulting Laurent series expansion for the
integrand (this may be justified by applying the residue theorem first to the $z$ integral, then the $w$ integral). Since $n$ is positive in the terms $(\frac{s!}{z^n})$, this yields that only the terms of $\rho_s(w)$ of degree $\leq -2$ in $w$ contribute, and only the terms of $\rho_r(z)$ of degree $\geq 0$ contribute. The terms of degree $\leq -2$ in $\rho_s(w)$ match those of $\frac{s!}{z^n} e^{-w}$, so we may substitute this for $\rho_s(w)$ in (7.26) without changing the integral. Because all terms in the Laurent expansion for $\rho_s(w)$ have degree $\geq -(s+1)$, we additionally have that only the terms of $\rho_r(z)$ of degree $\leq s-1$ contribute. Because $r \geq s$, we may thus ignore the $O(z^r)$ terms in (7.25). The terms of degree $0 \leq d \leq s-1$ in the Laurent expansion for $\rho_r(z)$ in (7.25) are the same as those in the Laurent series expansion of $\frac{1}{z^{s-1}} e^{-z} + 1$. Therefore

$$\text{Cov}(\zeta_1 + \ldots + \zeta_r; \zeta_1 + \ldots + \zeta_s) = \frac{1}{(2\pi i)^2} \oint_{\Gamma_0} \oint_{\Gamma_{0,w}} \frac{w}{z-w} \frac{s!}{(-w)^{s+1}} \left( - \frac{r!}{(-z)^{r+1}} e^{-z} + 1 \right) dwdz. \quad (7.27)$$

Denoting the RHS above by $C(r, s)$, we have $\text{Cov}(\zeta_r; \zeta_s) = C(r, s) - C(r-1, s) - C(r, s-1) + C(r-1, s-1)$. Writing

$$C(r, s) = \frac{1}{(2\pi i)^2} \oint_{\Gamma_0} \oint_{\Gamma_{0,w}} \frac{w}{z-w} \frac{s!}{(-w)^{s+1}} e^{-w} \left( - \frac{r!}{(-z)^{r+1}} e^{-z} \right) dwdz$$

$$+ \frac{1}{(2\pi i)^2} \oint_{\Gamma_0} \oint_{\Gamma_{0,w}} \frac{w}{z-w} \frac{s!}{(-w)^{s+1}} e^{-w} dwdz, \quad (7.28)$$

we see that the second integral on the RHS is independent of $r$, hence its contribution cancels in $C(r, s) - C(r-1, s) - C(r, s-1) + C(r-1, s-1)$. Thus

$$C(r, s) = C(r-1, s) - C(r, s-1) + C(r-1, s-1) - \frac{1}{(2\pi i)^2} \oint_{\Gamma_0} \oint_{\Gamma_{0,w}} \frac{w}{z-w} e^{-z-w}$$

$$\left( \frac{r!s!}{(-z)^{r+1}(-w)^{s+1}} - \frac{(r-1)!s!}{(-z)^r(-w)^{s+1}} - \frac{r!(s-1)!}{(-z)^r(-w)^s} + \frac{(r-1)!(s-1)!}{(-z)^{r+1}(-w)^s} \right) dwdz$$

$$= \frac{1}{4\pi^2} \oint_{\Gamma_0} \oint_{\Gamma_{0,w}} \frac{w}{z-w} \frac{r!s!}{(-z)^{r+1}(-w)^{s+1}} e^{-z-w} (1+z/r)(1+w/s) dwdz. \quad (7.29)$$

Changing variables to $-z, -w$ yields (7.11), completing the proof.

8 Long-time SDEs and stationarity of fluctuations

In the limit $t = e^{-\tau}$, time $= \tau/(1-t)$, we previously derived Gaussian fluctuations $X_i^{(k)}$ for the particle positions, with explicit covariances which simplify in the large-time limit $\tau \to \infty$. In this section, we consider the probabilistic meaning of this limit. For particle systems such as ours, one may rigorously show convergence of the multi-time fluctuations to the solution of a system of SDEs as in [BCT17, Theorem 1], but we will instead give a (simpler and more intuitive) formal derivation of such a system of SDEs which closely follows that of [BCF18, Proposition 4.6]. After making a time change

$$Z_i^{(k)} := X_i^{(k)}(e^{\tau-1}),$$

this yields a system of SDEs for the $Z_i^{(k)}$ with time-dependent coefficients. As $T \to \infty$ these coefficients converge to nontrivial limits, yielding the system of SDEs

$$dZ_i^{(k)} = \left( (k-1)Z_i^{(k-1)} - kZ_i^{(k)} \right) dT + dW_i^{(k)} \quad k = 1, 2, \ldots \quad (8.1)$$

Though the derivation of the SDEs satisfied by the $X_i^{(k)}$ consisted of formal algebraic manipulations and is certainly not a rigorous analytic proof, we will check rigorously in Theorem 8.2 using contour
We now compute the diffusion coefficient, which is the single-time limit of the fluctuations derived in the previous section.

We now proceed to the heuristic derivation of SDEs for $X^{(k)}_\tau$, $k = 1, 2, \ldots$. Because each particle jumps according to an independent Poisson clock with rate depending only on its position and that of the particle in front, the fluctuations should satisfy an SDE of the form

$$dX^{(k)}_\tau = f(\tau, X^{(k-1)}_\tau, X^{(k)}_\tau) d\tau + g(\tau, X^{(k-1)}_\tau, X^{(k)}_\tau) dB^{(k)}_\tau,$$

and it remains to compute the drift and diffusion coefficients. To find the drift $f(\tau, X^{(k-1)}_\tau, X^{(k)}_\tau)$, we take expectations of both sides to eliminate the diffusion part. Hence we must compute the $\epsilon \to 0$ limit of the $O(d\tau)$ term in

$$E \left[ X^{(k, \epsilon)}_{\tau + d\tau} - X^{(k, \epsilon)}_\tau \right] = -\epsilon^{-1/2}(c_k(\tau + d\tau) - c_k(\tau)) + \epsilon^{1/2}E \left[ \lambda'_k(\tau + d\tau) - \lambda'_k(\tau) \right],$$

where $c_k(\tau)$ is the limit of $\epsilon x_k(\tau/\epsilon)$ given explicitly in (6.2). The jump rate of $\lambda'_k(\tau)$ is approximately constant on the interval $d\tau$, and equal to

$$\frac{1}{1 - \ell} \left( \lambda'_k(\tau) - \lambda'_{k-1}(\tau) \right) \sim \epsilon^{-1} \left( e^{-(c_k(\tau) + \epsilon^{1/2}X^{(k, \epsilon)}_\tau)} - e^{-(c_{k-1}(\tau) + \epsilon^{1/2}X^{(k-1, \epsilon)}_\tau)} \right)$$

as $\epsilon \to 0$.

The other term on the RHS of (8.2) is

$$-\epsilon^{-1/2}(c_k(\tau + d\tau) - c_k(\tau)) = -\epsilon^{-1/2}c'_k(\tau) d\tau + O(d\tau^2)$$

by the differential equation (6.1). Combining (8.4) and (8.5) yields a term which converges as $\epsilon \to 0$, hence the drift coefficient is

$$f(\tau, X^{(k-1)}_\tau, X^{(k)}_\tau) = \lim_{\epsilon \to 0} \text{RHS}(8.2) = - \left( e^{-c_k(\tau)} X^{(k)}_\tau - e^{-c_{k-1}(\tau)} X^{(k-1)}_\tau \right).$$

We now compute the diffusion coefficient, which is the $O(d\tau)$ term in

$$\text{Var}(X^{(k, \epsilon)}_{\tau + d\tau} - X^{(k, \epsilon)}_\tau) = \epsilon \text{Var}(\lambda'_k(\tau + d\tau) - \lambda'_k(\tau)).$$

We approximate the jump rate to be constant as before, so that

$$\lambda'_k(\tau + d\tau) - \lambda'_k(\tau)$$

is a Poisson random variable with parameter equal to the time step $d\tau$ times its jump rate approximated earlier in (8.3). Since variance of Pois($r$) is $r$,

$$\text{RHS}(8.7) = \left( e^{-c_k(\tau)} - e^{-c_{k-1}(\tau)} \right) d\tau + o(1).$$

Hence

$$g(\tau, X^{(k-1)}_\tau, X^{(k)}_\tau) = \sqrt{e^{-c_k(\tau)} - e^{-c_{k-1}(\tau)}}.$$
Combining (8.6) with (8.9), we have derived (again, at a heuristic level) that the $\epsilon \to 0$ limits $X^{(k)}_t$ satisfy the system

$$
dX^{(k)}_t = -\left( -c_k(\tau) X^{(k)}_t - e^{-c_{k-1}(\tau)} X^{(k-1)}_t \right) d\tau + \sqrt{e^{-c_k(\tau)} - e^{-c_{k-1}(\tau)}} dB^{(k)}_t \quad k = 1, 2, \ldots \tag{8.10}
$$

where as before we take $c_0(\tau) \equiv \infty$ identically in the case $k = 1$.

Exponentiating the explicit formula (6.2) for $c_k(\tau)$ yields

$$
e^{-c_k(\tau)} = \frac{1 + \ldots + \frac{\tau^{k-1}}{(k-1)!}}{1 + \ldots + \frac{\tau^k}{k!}} \quad \tag{8.11}
$$

Naively taking the $\tau \to \infty$ limit of the diffusion coefficient in (8.10) yields 0, which reflects the fact that particles’ jump rates go to 0 as their positions go to $\infty$ due to the position-dependent slowing. However, the prelimit system also suggests a natural time change to obtain time-independent diffusion rates. The jump rate of $\lambda'_s$ is $t^\lambda_s$, so to make this jump rate independent of time one must speed up time by a factor of $t^{-\lambda'_s}$—which, note, depends on the random position of $\lambda'_s$. More precisely, if $s$ is the time variable in the original particle system, then letting $h(s)$ be the piecewise-linear random function with $h'(s) = t^{-\lambda'_s}(h(s))$, one has that $\lambda'_s(h(s))$ jumps according to a rate 1 Poisson process. Hence its position is a Poisson random variable with mean $s$. Since it concentrates around its mean at large $s$, we have $h'(s) \approx t^{-s}$ and hence

$$
h(s) \approx \frac{t^{-s}}{-\log t}
$$

for large $s$. This suggests that the random time change by $t^{-\lambda'_s}$ can be approximated at large times by a deterministic exponential time change, so we make an exponential time change $\tau = e^{T}$ in the limit SDEs (8.10). For notational convenience let us instead shift slightly and take $\tau = e^{T} - 1$ so that $T$ begins at 0. Setting $Z^{(k)}_T := X^{e^{-1}}_T$ in (8.10), one has $d\tau = e^{T} dT$ and $dB^{(k)}_T = \sqrt{e^{T}} dB^{(k)}_T$ for $W^{(k)}_T$ independent standard Brownian motions, yielding

$$
dZ^{(k)}_T = -\left( -c_k(e^{T} - 1) Z^{(k)}_T - e^{-c_{k-1}(e^{T} - 1)} Z^{(k-1)}_T \right) e^{T} dT + \sqrt{e^{T} \left( e^{-c_k(e^{T} - 1)} - e^{-c_{k-1}(e^{T} - 1)} \right)} dW^{(k)}_T \quad \tag{8.12}
$$

Plugging in (8.11) we obtain

$$
dZ^{(k)}_T = \left( -kZ^{(k)}_T + (k - 1)Z^{(k-1)}_T + o(1) \right) dT + (1 + o(1)) dW^{(k)}_T \quad k = 1, 2, \ldots
$$

which converges to (8.1). This mirrors the convergence of the covariances of particle fluctuations without rescaling as $\tau \to \infty$, shown in Theorem 7.4, and the main result of this section is that the SDEs (8.1) indeed have a stationary solution with the exact covariances of Theorem 7.4.

We note also for concreteness that the SDE for $Z^{(1)}_T$ is exactly that of an Ornstein-Uhlenbeck process, and the mean-reversion reflects the fact that the jump rate of $\lambda'_s$ is smaller when it is further ahead and larger when it is further behind. The dependence of the drift term on $Z^{(k)}_T, Z^{(k-1)}_T$ likewise reflects the prelimit dependence of a particle’s jump rate on its own position and that of the particle in front.

Let us now proceed rigorously. We first check that it makes sense to speak of the solution to (8.1).

**Lemma 8.1.** **Strong existence and uniqueness hold for the system of SDEs**

$$
dZ^{(k)}_T = \left( (k - 1)Z^{(k-1)}_T - kZ^{(k)}_T \right) dT + dW^{(k)}_T \quad T \geq 0, k = 1, 2, \ldots
$$
stated earlier as (8.1).

Proof. Note that for each \( n \geq 1 \), the coefficients in the SDEs (8.1) for \((Z_T^{(k)})_{1 \leq k \leq n}\) depend only on \((Z_T^{(k)})_{1 \leq k \leq n}\), i.e. \((Z_T^{(1)}, \ldots, Z_T^{(n)})\) satisfies an SDE

\[
dZ_T^{(k)} = \left((k - 1)Z_T^{(k-1)} - kZ_T^{(k)}\right) dT + dW_T^{(k)} \quad k = 1, \ldots, n. \tag{8.13}
\]

in \( \mathbb{R}^n \) driven by noise \((W_T^{(1)}, \ldots, W_T^{(n)})\). We claim it suffices to prove strong existence and uniqueness of (8.13) for each \( n \), which we recall means that given \((Z_0^{(k)})_{1 \leq k \leq n}\) and a fixed Brownian motion \((W_T^{(k)})_{1 \leq k \leq n}\), there is a process solving (8.1) which is unique up to almost-everywhere equivalence. The claim holds because the resulting \( n \)-indexed family of solutions is clearly consistent under forgetting the last coordinate \( Z_T^{(n)} \), hence the consistent \( n \)-indexed family defines a solution \((Z_T^{(k)})_{k \geq 1}\) to the infinite system (8.1).

We now argue for fixed \( n \) by applying off-the-shelf existence and uniqueness theorems. To aid in matching notation, let

\[
\begin{align*}
 &b_k(T, x) = (k - 1)x_{k-1} - kx_k \\
 &b(T, x) = (b_1(T, x), \ldots, b_n(T, x)) \\
 &\sigma_{ij}(T, x) = 1(i = j)
\end{align*}
\]

for \( T \geq 0, x \in \mathbb{R}^n \), so that (8.1) takes the form

\[
dZ_T^{(k)} = b_k(T, (Z_T^{(1)}, \ldots, Z_T^{(n)})) dT + \sum_{\ell=1}^n \sigma_{k\ell}(T, (Z_T^{(1)}, \ldots, Z_T^{(n)})) dW_T^{(\ell)}.
\]

For strong uniqueness, by [KS14, Chapter 5.2, Theorem 2.5] it suffices\(^7\) to show the Lipschitz property that there exists \( K \) for which

\[
||b(T, x) - b(T, y)|| + ||\sigma(T, x) - \sigma(T, y)|| \leq K||x - y||. \tag{8.14}
\]

Here the norm is the standard Euclidean one, viewing \( \sigma \) as a vector in \( \mathbb{R}^{n^2} \). For strong existence, by [KS14, Chapter 5.2, Theorem 2.9] it suffices to show (8.14) in addition to

\[
||b(T, x)||^2 + ||\sigma(T, x)||^2 \leq K^2(1 + ||x||^2). \tag{8.15}
\]

A crude bound shows

\[
||b(T, x)||^2 \leq 4n^3||x||^2.
\]

Take \( K^2 = 4n^3 \). Since \( \sigma \) is constant and \( b(T, x) \) is linear in \( x \), (8.14) holds. Since \( ||\sigma(T, x)||^2 = n \), (8.15) holds as well, completing the proof. \( \square \)

We now find that the explicit Gaussian vector derived in Theorem 7.4 describes the stationary distribution of the above system of SDEs.

**Proposition 8.2.** Let \((Z_T^{(1)}, Z_T^{(2)}, \ldots)\) be the vector-valued stochastic process satisfying the system of SDEs

\[
dZ_T^{(k)} = \left((k - 1)Z_T^{(k-1)} - kZ_T^{(k)}\right) dT + dW_T^{(k)} \tag{8.16}
\]

where \( W_T^{(k)} \) are independent standard Brownian motions, with initial distribution \((Z_0^{(k)})_{k \geq 1}\) given

\(^7\)We here state stronger and easier-to-state hypotheses than in [KS14, Chapter 5.2, Theorem 2.5], which suffice for our purposes.
by a Gaussian vector with covariances

\[
\text{Cov}(Z^{(r)}_0, Z^{(s)}_0) = \frac{1}{4\pi^2} \int_{\Gamma_0} \int_{\Gamma_0} \frac{w^{-r!s!} e^{z+w(1-z/r)(1-w/s)}}{z-w} \frac{dzdw}{z w}.
\]

Then \((Z^{(k)}_T)_{k \geq 1}\) is stationary, i.e.

\[
(Z^{(k)}_T)_{k \geq 1} = (Z^{(k)}_0)_{k \geq 1}
\]

in distribution, for any fixed time \(T_0 > 0\).

**Remark 8.3.** A natural further question is whether the finite-\(\tau\) SDEs (8.10) admit a Gaussian solution with fixed-time covariances given by our finite-\(\tau\) formula in Theorem 7.2. This seems more difficult to address without the large-time simplification of Theorem 7.4, and we have not attempted to pursue it in this work.

To prepare for the proof, we first give two computational lemmas, which will be proven at the end of the section.

**Definition 8.4.** For \(r, s \in \mathbb{Z}_{\geq 1}\), let

\[
D(r, s) := \frac{1}{4\pi^2} \int_{\Gamma_0} \int_{\Gamma_0} \frac{w^{-r!s!} e^{z+w(1-z/r)(1-w/s)}}{z-w} \frac{dzdw}{z w}.
\]

By Theorem 7.4, when \(r \geq s\) one has \(D(r, s) = \text{Cov}(\zeta_r, \zeta_s)\), but as noted in Theorem 7.3 this is not true when \(r < s\). This will be important in computations below.

**Lemma 8.5.** For any \(r \geq s \geq 1\),

\[
(r - 1)D(r - 1, s) + (s - 1)D(r, s - 1) - (r + s)D(r, s) = 0.
\]

**Lemma 8.6.** For any \(r \geq 2\),

\[
D(r - 1, r) - D(r, r - 1) = \frac{1}{r - 1}.
\]

**Proof of Theorem 8.2.** It suffices to show

\[
(Z^{(k)}_{T_0})_{1 \leq k \leq n} = (Z^{(k)}_0)_{1 \leq k \leq n}
\]

in distribution (8.21) for each \(n \geq 1\) and \(T_0 > 0\). First note that the solution \((Z^{(k)}_{T_0})_{1 \leq k \leq n}\) is a Gaussian process, so its distribution at time \(T_0\) is determined by its covariance matrix, i.e. it suffices to check

\[
\text{Cov} \left( Z^{(r)}_{T_0}, Z^{(s)}_{T_0} \right) = \text{Cov} \left( Z^{(r)}_0, Z^{(s)}_0 \right)
\]

for each \(1 \leq s \leq r\). Let

\[
A_{r,s}(T) := \text{Cov} \left( Z^{(r)}_T, Z^{(s)}_T \right)
\]

for \(r, s \geq 1\). It follows by applying Itô’s lemma that

\[
\frac{d}{dT} A_{r,s}(T) = 1(r = s) + (r - 1)A_{r-1,s}(T) + (s - 1)A_{r,s-1}(T) - (r + s)A_{r,s}(T)
\]

(this computation can be done for quite general systems of SDEs, see [BCT17, (4.3)]). Hence to check (8.22), it suffices to check that the RHS of (8.23) is 0 when the constant solution

\[
A_{r,s}(T) = D(r, s)
\]
is plugged in. When \( r > s \), this follows directly from Theorem 8.5. When \( r = s \), since

\[ A_{r-1,r} = A_{r,r-1} = D(r,r-1) \]

we have

\[ \text{RHS}(8.23) = 1 + (r-1)D(r-1,r) + (r-1)D(r,r-1) - 2rD(r,r) + (r-1)(D(r,r-1) - D(r-1,r)) \]

which is 0 by Theorem 8.5 and Theorem 8.6. This completes the proof.

**Proof of Theorem 8.5.** We obtain that

\[
\frac{1}{2\pi i} \oint_{\gamma} \oint_{\gamma} \frac{w}{z-w} e^{z+w} \frac{dz}{z} \frac{dw}{w} = \frac{1}{2\pi i} \oint_{\gamma} \oint_{\gamma} \frac{w}{z-w} \frac{(z+w)^{a+b}}{(a+b)!} \frac{dz}{z} \frac{dw}{w} \tag{8.24}
\]

for \( a, b \geq 0 \), by expanding

\[
\frac{w}{z-w} = \left( \frac{w}{z} \right) + \left( \frac{w}{z} \right)^2 + \ldots
\]

(using that \( |w| < |z| \) along the contours) and taking the residue expansion of both sides. Using (8.24) to convert the integral in (8.18) to one with integrand of the form

\[
\frac{w}{z-w} \quad \text{(Laurent polynomial in \( z, w \)),}
\]

and combining the three integrals in (8.19) into a single double contour integral, it is easily verified (by a computer) that the integrand is 0.

**Proof of Theorem 8.6.** One has

\[
D(r-1,r) - D(r,r-1) = \frac{1}{4\pi^2} \oint_{\gamma} \oint_{\gamma} \frac{w}{z-w} (r-1)!(r-2)! e^{z+w} \left( \frac{1}{z^{r-1}w^{r-1}}(r-1-z)(r-w) + \frac{1}{z^{r-1}w^r}(r-z)(r-1-w) \right) \frac{dz}{z} \frac{dw}{w}.
\]

Since

\[
\left( \frac{1}{z^{r-1}w^{r-1}}(r-1-z)(r-w) + \frac{1}{z^{r-1}w^r}(r-z)(r-1-w) \right) = \frac{1}{z^{r-1}}(w-z)((r-z)(r-w) - r)
\]

which cancels the \( \frac{1}{w} \) in the integrand, the only poles in the integrand are at \( w = 0 \) and \( z = 0 \). The result (8.20) now follows by taking this residue.

**Proof of Theorem 1.2.** Uniqueness of the stationary solution to (1.1) was shown in Theorem 8.1. In Theorem 7.4 we showed that the \( X^{(i)}_\tau \) converge to a jointly Gaussian vector with the explicit covariances given in Theorem 1.2, which is the second half of the theorem. In Theorem 8.2 we showed that this jointly Gaussian vector also describes the unique stationary solution to (1.1), which accounts for the first half.

9 Bulk fluctuations

In this section, we gather the random variables \( \zeta_i \) into a single stochastic process, and compute its covariance in Theorem 1.3 by analysis of the contour integral from Theorem 7.4.
We will show (9.2) by steepest-descent analysis of the integral formula for covariances (7.11), and

\[ Y_{n+\alpha} = (1 - \alpha)Y_n + \alpha Y_{n+1} \]

for \( n \in \mathbb{Z}_{\geq 1}, \alpha \in (0, 1) \).

Finally, we recall the main result.

**Theorem 1.3.** The process

\[ R_{a}^{(T)} := T^{1/4} Y_{T+s \sqrt{T}} \]

converges in finite-dimensional distributions as \( T \to \infty \) to the unique stationary Gaussian process \( R_{a}, s \in \mathbb{R} \) with covariances

\[ \text{Cov}(R_a, R_b) = \int_{0}^{\infty} y^2 e^{-y^2 - |b-a|y} \, dy. \]

**Proof.** Before getting to the main computation, we must take care of some technical details. Firstly, we are justified in speaking of the unique Gaussian process with covariances as in the theorem statement, because a Gaussian process is determined by its (jointly Gaussian) finite-dimensional distributions, and these Gaussian vectors are determined by their covariances. \( R_{a}^{(k)} \) is a Gaussian process; when \( k + T \sqrt{k} \in \mathbb{Z} \), \( R_{a}^{(k)} = k^{1/4} \zeta_{k+[a \sqrt{k}]} \) is Gaussian, and for other values of \( T \) \( R_{a}^{(k)} \) is a convex combination of Gaussians and hence also Gaussian. Hence to show convergence of finite-dimensional distributions to \( R_T \), it suffices to show convergence of pairwise covariances of \( R_{a}^{(k)} \) to those of \( R_T \), i.e. we must show

\[ \text{Cov}(R_{a}^{(k)}, R_{b}^{(k)}) \to \int_{0}^{\infty} y^2 e^{-y^2 - |b-a|y} \, dy \text{ as } k \to \infty, \]

(9.1)

where without loss of generality \( a \geq b \).

Since \( R_{a}^{(k)} \) is in general a convex combination \( p(a, k)\zeta_{k+[a \sqrt{k}]} + (1 - p(a, k))\zeta_{k+[a \sqrt{k}]} \) with some \( p(a, k) \in [0, 1] \), and similarly for \( R_{b}^{(k)} \), to show (9.1) it suffices to show

\[ k^{1/2} \text{Cov}(\zeta_{k+[a \sqrt{k}]}, \zeta_{k+[b \sqrt{k}]}) \to \int_{0}^{\infty} y^2 e^{-y^2 - |b-a|y} \, dy \text{ as } k \to \infty, \]

(9.2)

along with the same convergence where one or both floor functions are replaced by ceiling functions.

We will show (9.2) by steepest-descent analysis of the integral formula for covariances (7.11), and the versions with one or both floor functions replaced by ceilings are exactly analogous.

Let \( r = k + [a \sqrt{k}] \), \( s = k + [b \sqrt{k}] \).

First change variables in (7.11) to \( \tilde{z} = z/r, \tilde{w} = w/s \) to obtain

\[ \sqrt{k} \text{Cov}(\zeta_r, \zeta_s) = \frac{1}{4\pi^2} \int_{\Gamma_0} \int_{\Gamma_0} \sqrt{k} \frac{s! \tilde{w}!}{r \tilde{z} - s \tilde{w}} r^{1/2} s^{1/2} \tilde{z}^{a/2} \tilde{w}^{a/2} e^{r\tilde{z} + s\tilde{w}} (1 - \tilde{z})(1 - \tilde{w}) \frac{d\tilde{z}}{\tilde{z}} \frac{d\tilde{w}}{\tilde{w}} \]

(9.3)

Using Stirling’s approximation \( n! = \sqrt{2\pi n}(n/e)^n e^{o(1)} \), the above equals

\[ \frac{1}{4\pi^2} \int_{\Gamma_0} \int_{\Gamma_0} \sqrt{k(2\pi \sqrt{rs})} \frac{s! \tilde{w}!}{r \tilde{z} - s \tilde{w}} (1 - \tilde{z})(1 - \tilde{w}) e^{r\tilde{z} + s\tilde{w}} + o(1) \frac{d\tilde{z}}{\tilde{z}} \frac{d\tilde{w}}{\tilde{w}}, \]

(9.4)

where here and henceforth \( F(z) = z - \log z - 1 \). It is easy to check that \( F(z) \) has a unique critical point at \( z = 1 \) which is second-order, and our steepest descent will consist of zooming in on this critical point.

For the contours \( \Gamma_0 \) and \( \Gamma_{0, \tilde{z} \tilde{w}} \) above, we will use the (counterclockwise-oriented) contours \( C_{\tilde{z}} = C_{\tilde{z}}(k) \) and \( C_{\tilde{w}} = C_{\tilde{w}}(k) \) which are pictured in Figure 3 and which we now describe. First fix any \( \delta \)
with $1/3 < \delta < 1/2$. Let
\[
C_{\bar{z}} = \{ \min(x, 1) + iy : x^2 + y^2 = 1 + k^{-2\delta} \} \\
C_{\bar{w}} = \{ \min(x, 1 - k^{-1/2}) + iy : x^2 + y^2 = (1 - k^{-1/2})^2 + k^{-2\delta} \}.
\]
(9.5) (9.6)

Each contour has two parts, one a subset of a circle and one a vertical line; call the circular parts $C''_{\bar{z}}, C''_{\bar{w}}$ and the vertical parts $C'_{\bar{z}}, C'_{\bar{w}}$.

![Figure 3: The contours $C_{\bar{z}}$ and $C_{\bar{w}}$ (figure not to scale).](image)

We first claim that only the integral with $(\bar{w}, \bar{z}) \in C''_{\bar{w}} \times C''_{\bar{z}}$ contributes asymptotically, i.e.
\[
\oint_{(C_{\bar{w}} \times C_{\bar{z}}) \setminus (C''_{\bar{w}} \times C''_{\bar{z}})} \sqrt{k(2\pi \sqrt{rs})} \frac{s\bar{w}}{r\bar{z} - sw} (1 - \bar{z})(1 - \bar{w}) e^{rF(\bar{z}) + sF(\bar{w}) + o(1)} \frac{dz}{\bar{z}} \frac{dw}{\bar{w}} \to 0
\]
(9.7)
as $k \to \infty$.

It is clear from the definition of the contours that the distance between them is $\text{const} \cdot k^{-1/2} + o(k^{-1/2})$. Since $r \geq s$, we therefore have
\[
\frac{1}{r\bar{z} - sw} \leq \text{const} \cdot k^{1/2}/s.
\]
(9.8)

Hence
\[
\left| \sqrt{k(2\pi \sqrt{rs})} \frac{s\bar{w}}{r\bar{z} - sw} (1 - \bar{z})(1 - \bar{w}) \right| \leq \text{const} \cdot k^2
\]
(9.9)
for some constant, for all large enough $k$. We have
\[
\sup_{\bar{z} \in C''_{\bar{z}}} \text{Re}(F(\bar{z})) \leq -\log |\bar{z}| = -\log \sqrt{1 + k^{-2\delta}} = -\frac{1}{2} k^{-2\delta} + o(k^{-2\delta})
\]
and similarly
$$\sup_{\tilde{w} \in C_\tilde{w}} \text{Re } F(\tilde{w}) \leq -\frac{1}{2} k^{-2\delta} + o(k^{-2\delta}).$$

Hence for such \( \tilde{z} \in C_{\tilde{z}}'' \) and \( \tilde{w} \in C_{\tilde{w}}'' \), we have \( \text{Re}(rF(\tilde{z})) = o(k^{-1}) \) and similarly \( \text{Re}(sF(\tilde{w})) = o(k^{-1}) \). On the vertical segments \( C_{\tilde{z}}' \) and \( C_{\tilde{w}}' \), \( \text{Re } F \) is maximized at the unique real value, so \( \sup_{\tilde{z} \in C_{\tilde{z}}''} \text{Re } F(\tilde{z}) = 0 \) and
$$\sup_{\tilde{w} \in C_{\tilde{w}}''} \text{Re } F(\tilde{w}) = -k^{-1/2} - \log(1 - k^{-1/2}) = O(k^{-1}).$$

Thus if \( \tilde{z} \in C_{\tilde{z}}', \tilde{w} \in C_{\tilde{w}}' \) and at least one of \( \tilde{z} \in C_{\tilde{z}}'' \) or \( \tilde{w} \in C_{\tilde{w}}'' \) holds,
$$e^{rF(\tilde{z}) + sF(\tilde{w})} \leq e^{-\frac{1}{2} k^{-1/2} + o(k^{-1})}.$$

It follows that the integrand in (9.7) is bounded by
$$\text{const. } k^2 e^{-\frac{1}{2} k^{1/2} + o(k^{-1})} \quad (9.12)$$
uniformly in \( k \) over the domain of integration (which, recall, also depends on \( k \)). Since the lengths of the \( k \)-dependent contours \( C_{\tilde{z}}, C_{\tilde{w}} \) are bounded over all \( k \), and the above bound converges to 0 since \( 1 - 2\delta > 0 \), we have established (9.7).

Now we consider the remaining part of the integral,
$$\frac{1}{2\pi} \int_{C'_{\tilde{z}}} \int_{C'_{\tilde{w}}} \sqrt{kr} \frac{sw}{r^2 - sw}(1 - \tilde{z})(1 - \tilde{w})e^{rF(\tilde{z}) + sF(\tilde{w}) + o(1)} \frac{d\tilde{z}}{\tilde{z}} \frac{d\tilde{w}}{\tilde{w}} \quad (9.13)$$

We have \( F'(\tilde{z}) = 1 - 1/\tilde{z} \) and \( F''(\tilde{z}) = 1/\tilde{z}^2 \), so Taylor expanding about 1 we have \( F(\tilde{z}) = (\tilde{z} - 1)^2/2 + O((\tilde{z} - 1)^3) \). Since \( C'_{\tilde{z}} = \{1 + iy : y \in (-k^{-\delta}, k^{-\delta})\} \), for \( \tilde{z} \in C'_{\tilde{z}} \) one has \( |\tilde{z} - 1|^3 < k^{-3\delta} \), and similarly \( |\tilde{w} - 1|^3 < k^{-3\delta} \) for \( \tilde{w} \in C'_{\tilde{w}} \). Because \( \delta > 1/3 \), we have \( |F(\tilde{z}) - (\tilde{z} - 1)^2/2| = o(1) \) as \( k \to \infty \) uniformly over \( C'_{\tilde{z}} \), and similarly for \( \tilde{w} \).

Let us change variables in (9.13) to \( u, v \), defined by \( \tilde{z} = 1 + ik^{-1/2}u \) and \( \tilde{w} = 1 - k^{-1/2} + ik^{-1/2}v \).

The condition that \( z \in C'_{\tilde{z}}, w \in C'_{\tilde{w}} \) translates to \( -k^{1/2-\delta} < u, v < k^{1/2-\delta} \), and by the previous paragraph
$$F(\tilde{z}) = -\frac{1}{2k} u^2 + o_u(1) \quad F(\tilde{w}) = -\frac{1}{2k} (v + i)^2 + o_v(1)$$
where the error terms depend on \( u \) (resp. \( v \)) but are bounded uniformly on the domain of integration. Thus we may write (9.13) as
$$\frac{1}{2\pi} \int_{R} \int_{R} \mathbb{I}(|u|, |v| < k^{1/2-\delta}) \frac{\sqrt{kr}s}{\sqrt{k^2/2}} e^{-u^2/2 - (v+i)^2/2 + o_u(1)} \frac{ik^{-1/2}du}{1 + au + bi - uv + o(1)} \quad (9.14)$$

Recalling that \( r \) and \( s \) are \( k + o(k) \) and \( u, v = o(k^{1/2}) \) in the domain of integration, we see that the
The integrand in (9.14) converges to
\[
\frac{1}{1 + (a - b) + iu - iv} u(v + i)e^{-u^2/2 - (v+i)^2/2}dudv
\]
as \( k \to \infty \), and furthermore that there exists a constant \( C \) such that it is dominated by the integrable function
\[
C \left( \left| u \right|, \left| v \right| < k^{1/2 - \delta} \right) \frac{1}{c + (a - b) + iu - iv} u(v + ic)e^{-u^2/2 - (v+i)^2/2}
\]
for all \( u, v \in \mathbb{R} \) and all large enough \( k \). Hence by dominated convergence, (9.14) converges to
\[
\frac{1}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{1}{1 + (a - b) + iu - iv} u(v + i)e^{-u^2/2 - (v+i)^2/2}dudv.
\]

Note that the convergence above would be exactly the same if \( \lfloor a\sqrt{k} \rfloor \) and/or \( \lfloor b\sqrt{k} \rfloor \) had been replaced by ceiling functions, as mentioned earlier.

Using the identity
\[
\frac{1}{\alpha} = \int_{0}^{\infty} e^{-y\alpha}dy
\]
if \( \text{Re}(\alpha) > 0 \), since \( 1 + a - b \geq 1 \) the above integral is equal to
\[
\frac{1}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \left( \int_{0}^{\infty} e^{-y(1+a-b+iu-iv)}dy \right) u(v + i)e^{-u^2/2 - (v+i)^2/2}dudv
\]
\[
= \frac{1}{2\pi} \int_{0}^{\infty} e^{-y^2-(a-b)} \left( \int_{\mathbb{R}} e^{-\frac{1}{2}(u^2+2iyu-y^2)}du \right) \left( \int_{\mathbb{R}} e^{-\frac{1}{2}((v+i)^2-2iy(v+i)-y^2)}dv \right)dy.
\]
Since
\[
\int_{\mathbb{R}} e^{-\frac{1}{2}(u^2+2iyu-y^2)}du = -\sqrt{2\pi}iy
\]
and
\[
\int_{\mathbb{R}} e^{-\frac{1}{2}((v+i)^2-2iy(v+i)-y^2)}dv = \sqrt{2\pi}iy
\]
(for the latter we must shift contours from \( \mathbb{R} \) to \( \mathbb{R} - i \) before evaluating the Gaussian integral), we have that (9.19) is equal to
\[
\int_{0}^{\infty} y^2e^{-y^2-(a-b)}dy,
\]
completing the proof.
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