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Abstract

This work presents an English-to-Chinese (E2C) machine transliteration system based on two-stage conditional random fields (CRF) models with accessor variety (AV) as an additional feature to approximate local context of the source language. Experiment results show that two-stage CRF method outperforms the one-stage opponent since the former costs less to encode more features and finer grained labels than the latter.

1 Introduction

Machine transliteration is the phonetic transcription of names across languages and is essential in numerous natural language processing applications, such as machine translation, cross-language information retrieval/extraction, and automatic lexicon acquisition (Li et al., 2009). It can be either phoneme-based, grapheme-based, or a hybrid of the above. The phoneme-based approach transforms source and target names into comparable phonemes for an intuitive phonetic similarity measurement between two names (Knight and Graehl, 1998; Virga and Khudanpur, 2003). The grapheme-based approach, which treats transliteration as statistical machine translation problem under monotonic constraint, aims to obtain a direct orthographical mapping (DOM) to reduce possible errors introduced in multiple conversions (Li et al., 2004). The hybrid approach attempts to utilize both phoneme and grapheme information (Oh and Choi, 2006). Phoneme-based approaches are usually not good enough, because name entities have various etymological origins and transliterations are not always decided by pronunciations (Li et al., 2004). The state-of-the-art of transliteration approach is bilingual DOMs without intermediate phonetic projections (Yang et al., 2010).

Due to the success of CRF on sequential labeling problem (Lafferty et al., 2001), numerous machine transliteration systems applied it. Some of them treat transliteration as a two-stage sequential labeling problem: the first stage predicts syllable boundaries of source names, and the second stage uses those boundaries to get corresponding characters of target names (Yang et al., 2010; Qin and Chen, 2011). Dramatically decreasing the cost of training with complex features is the major advantage of two-stage methods, but their downside is, compared to one-stage methods, features of target language are not directly applied in the first stage.

Richer context generally gains better results of sequential labeling, but squeezed performance always comes with a price of computational complexity. To balance cost and benefit for English-to-Chinese (E2C) transliteration, this work compares the one-stage method with the two-stage one, using additional features of AV (Feng et al., 2004) and M2M-aligner as an initial alignment (Jiampojamarn et al., 2007), to explore where the best investment reward is.

The remainder of this paper is organized as follows. Section 2 briefly introduces related works, including two-stage methods and AV. The machine transliteration system using M2M-aligner, CRF models, and AV features in this work is explained in Section 3. Section 4 describes...
experiment results along with a discussion in Section 5. Finally, Section 6 draws a conclusion.

2 Related Works

Reddy and Waxmonskey (2009) presented a phrase-based transliteration system that groups characters into substrings mapping onto target names, to demonstrate how a substring representation can be incorporated into CRF models with local context and phonemic information. Shishtla et al. (2009) adopted a statistical transliteration technique that consists of alignment models of GIZA++ (Och and Ney, 2003) and CRF models. Jiang et al. (2011) used M2M-aligner instead of GIZA++ and applied source grapheme’s AV in a CRF-based transliteration.

A two-stage CRF-based transliteration was first designed to pipeline two independent processes (Yang et al., 2009). To recover from error propagations of the pipeline, a joint optimization of two-stage CRF method is then proposed to utilize n-best candidates of source name segmentations (Yang et al. 2010). Another approach to resist errors from the first stage is split training data into pools to lessen computation cost of sophisticated CRF models for the second stage (Qin and Chen, 2011).

3 System Description

3.1 EM for Initial Alignments

M2M-aligner first maximizes the probability of observed source-target pairs using EM algorithm and subsequently sets alignments via maximum \textit{a posteriori} estimation. To obtain initial alignments as good as possible, this work empirically sets the parameter “maxX” of M2M-aligner for the maximum size of sub-alignments in the source side to 8, and sets the parameter “maxY” for the maximum size of sub-alignments in the target side to 1 (denoted as X8Y1 in short), since one of the well-known \textit{a priori} of Chinese is that almost all Chinese characters are monosyllabic.

3.2 Format of Electronic Manuscript

The two-stage CRF method consists of syllable segmentation and Chinese character conversion CRF models, namely Stage-1 and Stage-2, respectively. Stage-1 CRF model is trained with source name segmentations initially aligned by M2M-aligner to predict syllable boundaries as accurate as possible. According to the discriminative power of CRF, some syllable boundary errors from preliminary alignments could be counterbalanced. Stage-2 CRF model then sees predicted syllable boundaries as input to produce optimal target names. For CRF modeling, this work uses Wapiti (Lavergne et al., 2010).

Using “BULLOUGH” as an example, labeling schemes below are for Stage-1 training.

- B/U/B L/I L/I O/I U/I G/I H/E
- B/S U/B L/I L/I O/I U/I G/I H/E

The first one is the common three-tag set “BIE”. The last one is the eight-tag set “B8”, including B, I-5, E and S: tag B indicates the beginning character of a syllable segment, tag E means the ending character, tag I or I-5 stand for characters in-between, and tag S represents a single character segment. The expectation of the eight-tag set is the finer grained tags we used, the better segmentation accuracy we would gain.

For Stage-2, two labeling schemes are listed in the following.

- B/布 UULLOUGH/洛
- B/布 U/洛 L/I L/I O/I U/I G/I H/I

The former as substring-based labeling scheme are commonly used in two-stage CRF-based transliteration. Syllable segments in a source word are composed from Stage-1 results and then are associated with corresponding Chinese characters (Yang et al. 2009; Yang et al. 2010; Qin and Chen, 2011). The latter is a character-based labeling scheme where tags B or S from Stage-1 will be labeled with a Chinese character and others will be labeled as I. The merit of character-based method is to retrench the duration of the training, while substring-based method takes too much time to be included in this work for NEWS shared task. Section 5 will discuss more about pros and cons between substring and character based labeling schemes.

This work tests numerous CRF feature combinations, for example:

- C_{b,5}, C_{b,4}, C_{b,3}, C_{b,2}, C_{b,1}, C_{b,0}, C_{b,1} and
- C_{b,2}, C_{b,3}, C_{b,4}, C_{b,5}, C_{b,6}, C_{b,7}, C_{b,8}

where local context is ranging from -3 to 3, and C_{i} denotes the characters bound individually to the prediction label at its current position i.
3.3 CRF with AV

AV was for unsupervised Chinese word segmentation (Feng et al., 2004). Jiang et al., (2011) showed that using AV of source grapheme as CRF features could improve transliteration. In our two-stage system, Source AV is used in Stage-1 in hope for better syllable segmentations, but not in Stage-2 since it may be redundant and surely increase training cost of Stage-2.

4 Experiment Results

4.1 Results of Standard Runs

Four standard runs are submitted to NEWS12 E2C shared task. Their configurations are listed in Table 1, where “U” and “B” denote observation combinations of unigram and bigram, respectively. A digit in front of a “UB”, for example, “2”, indicates local context ranging from -2 to 2. P\textsubscript{BIE} stands for “BIE” tag set and P\textsubscript{B8} is for “B8” tag set. To summarize, the 4\textsuperscript{th} (i.e. the primary) standard run exceeds 0.3 in terms of top-1 accuracy (ACC), and other ACCs of standard runs are approximate to 0.3. The 3\textsuperscript{rd} standard run uses the one-stage CRF method to compare with the two-stage CRF method. Experiment results show that the two-stage CRF method can excel the one-stage opponent, while AV and richer context also improve performance.

| ID | Configuration | ACC | Mean F-score |
|----|---------------|-----|--------------|
| 1  | Two-stage, 2UB, P\textsubscript{BIE} | 0.295 | 0.652 |
| 2  | Two-stage, 2UB, P\textsubscript{BIE}, AV | 0.299 | 0.659 |
| 3  | One-stage, 3UB, P\textsubscript{BIE}, AV | 0.291 | 0.654 |
| 4  | Two-stage, 3UB, P\textsubscript{BIE}, AV| 0.311 | 0.662 |

Table 1. Selected E2C standard runs

4.2 Results of Inside Tests

Numerous pilot tests have been conducted by training with both the training and development sets, and then testing on the development set, as “inside” tests. Three of them are shown in Table 2, where configurations I and II use the two-stage method, and configuration III is in one-stage. Table 2 suggests a trend that the one-stage CRF method performs better than the two-stage one on inside tests, but Table 1 votes the opposite. Since the development set includes semi-semantic transliterations that are unseen in both the training and the test sets (Jiang et al., 2011), models of inside tests are probably over-fitted to these noises. Table 3 further indicates that the number of features in the one-stage CRF method is doubled than that in the two-stage one. By putting these observations together, the two-stage CRF method is believed to be more effective and efficient than the one-stage CRF method.

5 Discussions

There are at least two major differences of two-stage CRF-based transliteration between our approach and others. One is that we enrich the local context as much as possible, such as using eight-tag set in Stage-1. The other is using a character-based labeling method instead of a substring-based one in Stage-2.

Reasonable alignments can cause CRF models troubles when a single source grapheme is mapped onto multiple phones. For instance, the alignment between “HAX” and “哈克斯” generating by M2M-aligner.

HA $\rightarrow$ 哈
X $\rightarrow$ 克斯

In this case, a single grapheme <X> pronounced as /ks/ in English therefore is associated with two Chinese characters “克斯”, and won’t be an easy case to common character-based linear-chain CRF. Although for the sake of efficiency, this work adopts character-based CRF models, only a few of such single grapheme for consonant blends or diphthongs appeared in training and test data, and then the decline of accuracy would be moderate. One may want to know how high the price is for using a substring-based method to solve this problem. We explore the number of features between substring-based and character-based
methods in Stage-2 with the same configuration II, as shown in Table 4. Features of substring-based method are tremendously more than character-based one. Qin (2011) also reported similar observations.

However, there is another issue in our character-based method: only the starting position of a source syllable segment will be labeled as Chinese character, others are labeled as I. Base on this labeling strategy, the local context of the target graphemes is missing.

6 Conclusions and Future Works

This work analyzes cost-benefit trade-offs between two-stage and one-stage CRF-based methods for E2C transliteration. Experiment results indicate that the two-stage method can outperform its one-stage opponent since the former costs less to encode more features and finer grained labels than the latter. Recommended future investigations would be encoding more features of target graphemes and utilizing n-best lattices from the outcome of Stage-1.
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