Study on creation and destruction of transport barriers via effective safety factors for energetic particles
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Charged particles with low kinetic energy move along magnetic field lines, but so do not energetic particles. We investigate the topological structure changes in the phase space of energetic particles with respect to the magnetic one. For this study cylindrical magnetic fields with non-monotonic safety factors that induce the magnetic internal transport barrier are considered. We show that the topological structure of the magnetic field line and of the particle trajectories can be quite different. We explain this difference using the concept of effective particle $q$-profile. Using this notion we can investigate the location and existence of resonances for particle orbits that are different from the magnetic ones. These are examined both numerically by integrating an equation of motion and theoretically by use of Alfvén’s guiding center theory and by use of the effective reduced Hamiltonian for the integrable unperturbed system. It is clarified that, for the energetic particles, the grad $B$ drift effect shifts the resonances and the drift induced by curvature of the magnetic field line leads to the vanishing of the resonances. As a result, we give two different mechanisms that lead to the creation of transport barriers for energetic particles in the region where the magnetic field line is chaotic.

I. INTRODUCTION

Understanding the motion of a charged particle motion in a complex magnetic field is one of the key ingredients of magnetically confined fusion plasmas and it has been a long standing issue in plasmas physics. In this paper we focus our attention on the case of so called chaotic (also called stochastic) magnetic field lines, which typically occurs when due to a perturbation a magnetic surface breaks down. Indeed if the perturbation consists of several modes, such that the created islands are overlapping, a global chaotic (stochastic) region can be expected in the magnetic field. Our study follows our recent study of full particle motion in magnetic fields that can give rise to so-called internal transport barriers (ITB). An ITB can be created between two chaotic regions by a non-monotonic q-profile or a plateau profiles of the safety factor $q_{\text{mag}}(r)$, which induce reversed or low magnetic shears respectively. In this perspective, the ITB emerges as a region foliated by invariant magnetic tori and acts as an effective barrier for particle transport that confines particles when we assume that particles move along magnetic field lines. However, there exist several cases for which the topological structure of particle orbits is completely different from the magnetic one. These structure can change as well drastically by simply modifying the initial pitch angle or energy. In fact it has been shown that when the energy is sufficiently large the effective location of the resonance which was destroying the magnetic structure can be displaced and even disappear as we shall discuss later. To be more specific, when we consider only particles with small energy whose motion is mostly one along a magnetic field line and some gyration around it. Then, the qualitative structure (e.g. place of the resonance point on which the winding number of orbit is rational) is similar to the one of magnetic field lines, so that the magnetic ITBs act as the barrier for particles. Meanwhile, for energetic particles, it was found by computing full particle orbits numerically that these structures are quite different from the magnetic ones. It is for instance possible that for a given class of particles with a range of energies and pitch angles, an ITB appears in the chaotic region of the magnetic field lines. Conversely it is also possible that the magnetic ITB is essentially useless from the particles point of view.

In this article, we focus on the creation of an effective ITB in the particle orbits, and we try to monitor them by checking the resonance shift and its potential disappearance. At the same time, we aim to shed some light on the numerical results discussed in Ref. using a more systematic theoretically predictive approach, which in some cases is not only qualitative, but also quantitative.

This article is organized as follows. The model for self-consistency a short recollection of the results obtained in Ref. are presented in Sec. In Sec. we discuss the notion of effective safety factor that we can compute from particle trajectories. This effective $q$-profile allows us to reason using a classical intuition that particle follow field lines, in that sense it appeared as a powerful tool. This effective profile is computed numerically, but also theoretical expressions are obtained, one from the full particle orbits in the integrable case, and the other from the guiding center orbits approximation. We then analyze the consequence of these computations and the resonance shift is numerically checked in Sec. We can then conclude on the influence of energy and pitch angle on the effective $q$-profile and understand or predict which effect induces a resonance shift or its disappearance. Finally we conclude in Sect.

II. MODEL AND BASIC SETUP

The setting we consider is the one of a cylindrical set up, meaning that we assume that we have magnetic field lines that wind around concentric cylinders and the winding is depending only on the radial coordinate $r$. Also and
for simplicity we assume that our cylinder is as well $2\pi R_{\text{per}}$ periodic along its $z-$axis. The natural choice of coordinates is then the cylindrical ones $(r, \theta, z)$. Due to the divergent free nature of the magnetic field, field lines can be described using a Hamiltonian formalism, and in this original setting, the Hamiltonian is integrable. Then if we consider a magnetic perturbation corresponding to a specific Fourier mode $e^{i(n\theta-nz/B_{\text{per}})}$ (due to the periodicity of the model), this mode, if isolated, creates what is called a magnetic island located around the resonant cylinder at radius $r$ for which the safety factor (winding number) is such that $q_{\text{mag}}(r) = m/n$. We may add more modes in the perturbation to create Hamiltonian chaos in magnetic field lines.

In order to perform some computations, we simplify our notation using dimensionless variables, in this setting the $2\pi R_{\text{per}}$-periodic boundary condition in the axis of cylinder, and we can set without loss of generality $R_{\text{per}} = 1$ when we for instance choose a radius of the cylinder as our units $r_{\text{cyl}} = 1$. We denote $e$ and $M$ the charge and mass of a particle respectively, and $B_0$ is the typical value of the magnetic filed on the axis. The conserved kinetic energy of the particle is $E = m|v|^2/2$ where $v$ denotes a velocity of the particle and $\| \cdot \|$ denotes Euclidian norm in $\mathbb{R}^3$. As mentioned earlier, to simplify the notations, we rescale the space $x$ and time $t$ as $\tilde{x} = x/r_{\text{cyl}}$, $\tilde{t} = t/\omega_{\text{gyr}}$ respectively, where the gyro-frequency $\omega_{\text{gyr}} = |e|B_0/M$, as done in Refs. 9 and 16. The rescaled velocity is $\tilde{v} = d\tilde{x}/d\tilde{t}$, and the rescaled energy $\tilde{E} = \|\tilde{v}\|^2/2$ which relates to the particle energy $E$ as

$$E = \frac{|e|^2 B_0^2 r_{\text{cyl}}^2}{M} \tilde{E}. \quad (1)$$

Thus we can estimate the value of the energy in keV for the alpha particle or proton by a multiplication by $10^5$ of the rescaled value $\tilde{E}$ when $B_0 = 1 T$ and $r_{\text{cyl}} = 1 m$. In the rest of the paper, all values of energy are given in as values of $\tilde{E}$, and we omit tildes. We now consider the motion of a charged particle in this cylindrical magnetic field $\mathbf{B}(r, \theta, z)$ associated with the Coulomb gauge vector potential

$$A(r, \theta, z) = A_0(r) + c A_1(r, \theta, z),$$
$$A_0(r) = -B_0 \left( \frac{r}{2} e_\theta + F(r) e_z \right),$$
$$c A_1(r, \theta, z) = c e_z \sum_{m,n} A_1^{m,n}(r) e^{i(m\theta-nz)/B_{\text{per}}}, \quad (2)$$

where $e_i$ are the basic unit vectors for each direction, $i = \theta, z$, and where $F(r)$ is given by

$$F(r) = \int_0^r f(r) \, dr, \quad f(r) = \frac{r}{R_{\text{per}} q_{\text{mag}}(r)}. \quad (3)$$

This motion is governed by the Hamiltonian

$$H(q, p) = \frac{\|p - A(q)\|^2}{2}. \quad (4)$$

Since we are interested in internal transport barrier (ITB), we consider a non-monotonic $q$-profile which creates magnetic ITB. To be more specific, we picked a safety factor $q_{\text{mag}}(r)$ which is used in the study

$$q_{\text{mag}}(r) = q_0 \left[ 1 + \lambda^2 (r - \alpha)^2 \right], \quad (5)$$

where $q_0, \alpha$, and $\lambda$ are some constants. In this article we set $q_0 = 0.64$, $\alpha = 1/\sqrt{2}$, and $\lambda = 3$. Because of the non-monotonicity of $q_{\text{mag}}$, there are two resonance magnetic surfaces for a given rational $q_{\text{mag}}$. To clarify some ideas we exhibit a Poincaré plot of the magnetic field lines and the several particle orbits profiles. We consider the perturbation

$$c A^{2,3} \cos(2\theta - 3z/R_{\text{per}}) + c e A^{13,17} \cos(13\theta - 17z/R_{\text{per}}), \quad (6)$$

where $e = 0.0015$ and $c = 0.02$. The amplitude $A^{m,n}(r)$ of the mode has peaks at $r$ satisfying $q_{\text{mag}}(r) = m/n$, and is squeezed around there. The Poincaré plot of the magnetic field line on $(\theta, \chi)$ plane is exhibited in Fig. 1 where the flux $\chi = B_0 r^2/2$. And, several particle orbit profiles are shown in Fig. 2 there and one can observe the resonance shift for large pitch angles and its disappearance for small pitch angles.

Before moving on we summarize the numerical observations made in Ref. 3 in the Table I. In fact the perturbation effects are enhanced as energy is increased for initial condition with a small pitch angle and not so energetic particle ($E \sim 10^{-4}$). This is because, in this case, the guiding center orbit of the particle in the unperturbed magnetic field is not so different from the field line as we will see in Sec. V and then the modification induced by the perturbation is dominant in the Lorentz force $\mathbf{F}_L = \mathbf{v} \times \mathbf{B}$. We also were able to explain why the perturbation effects appears to get wiped out as energy increases when the pitch angle is large, considering the averaging induced by finite Larmor radius effect 17,18.
In this paper we shall reconsider these results from another perspective, namely we shall consider some effective safety factor of a particle trajectory. The idea is heavily inspired from what was dubbed the ion guiding center safety factor in Ref. 12. As we shall see, using this point view, most of the behaviors observed in Ref. 3 can be understood.

In order to analyze the typical behavior of trajectories observed on a Poincaré section, we consider another typical measurement following what was suggested in Ref. 12 and we consider the notion of an effective safety factor in our cylindrical torus (periodic cylinder) for a particle orbit given by

$$q_{\text{eff}}(\langle r \rangle_T) = \frac{\langle 2 \rangle_T}{R_{\text{per}}(\theta) T}, \quad (R_{\text{per}} = 1)$$

where \(\cdot\) denotes the time derivative, i.e. \(\dot{a} = da/dt\), and the brackets with subscript \(T\) denote time average, \(\langle a \rangle_T \equiv \frac{1}{T} \int_0^T a(t) dt\). To shed some light on this quantity, we can compute an approximation of this value \(q^{\text{gc}}_{\text{eff}}(r)\) obtained from Alfvén’s guiding center velocity which we write as \(v_{\text{gc}} = v^0_{\text{gc}} + e \Omega_{\text{gc}}^0 \mathbf{e}_0\). In order to be more explicit, let us give some arguments on why the winding number of the particle is more relevant than the magnetic one. For this purpose we do not need the details of the guiding center equation for \(e > 0\), and using some abstract expression is enough. The evolution of the guiding center \(x_{\text{gc}}\) is derived by solving the differential equation

$$\frac{dx_{\text{gc}}}{dt} = v_{\text{gc}}.$$ (8)

We divide the vector field into the unperturbed part and the perturbation part as

$$v_{\text{gc}} = v^0_{\text{gc}}(r) + e v^1_{\text{gc}}(r, \theta, z).$$ (9)

Recalling that the perturbation term of the field takes the form \((2)\), the perturbation term of the velocity field is written similarly as

$$e v^1_{\text{gc}}(r, \theta, z) = e \sum m,n \hat{v}_{\text{gc}}^{1,m,n}(r) e^{i(m\theta - nz)/R_{\text{per}}}.\) (10)

The solution to the unperturbed equation with initial condition \(r_0(t = 0) = \bar{r}_0, \theta_0(0) = \bar{\theta}_0, z_0(t) = Z_0, \bar{\theta}_0(0) = \Omega_{\text{gc}}^0(\bar{r}_0)\) can be written as

$$\begin{align*}
r_0(t) &= \bar{r}_0, \\
\theta_0(t) &= \bar{\theta}_0 + \Omega_{\text{gc}}^0(\bar{r}_0) t + \bar{\theta}_0, \\
z_0(t) &= \bar{z}^0_{\text{gc}}(\bar{r}_0) t + Z_0.
\end{align*}\) (11)

Thus, a secular term appears for \(r\) satisfying

$$q^{\text{gc}}_{\text{eff}}(r) = \frac{v^0_{\text{gc}}(r)}{R_{\text{per}} \Omega_{\text{gc}}^0(\bar{r}_0)} = \frac{m}{n},$$ (12)

for \(m, n \in \mathbb{Z}\) with \(\hat{v}_{\text{gc}}^{1,m,n}(r) \neq 0\). As a consequence, in this approximation the resonance for the particle is not where \(q_{\text{mag}}(r) \in \mathbb{Q}\) but on the cylinder(s) for which \(q^{\text{gc}}_{\text{eff}}(r) \in \mathbb{Q}\). Given this phenomenon, we shall investigate further in order to see if this effect can explain the topological changes in
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particle trajectories observed in Ref. 9. For this purpose we
start by pushing a bit further our computations and obtain
some theoretical expressions of the effective q-profile.

IV. THEORETICAL EXPRESSIONS OF THE EFFECTIVE q-PROFILE

In this section we give an estimation of the difference be-
tween $q_{\text{eff}}(r)$ and $q_{\text{max}}(r)$, two analytical expressions are ob-
tained. One is computed by using the previously derived
explanation and pursuing the approach using the Alfvén’s
guiding center theory and the other expression is computed
using a the long-time average of full particle orbits in the in-
tegrable approximation. We start with the latter.

A. Full particle orbit

We concern the long-time average of full particle orbit.
The velocity elements $\dot{r}$ and $v_z = \dot{z}$ are can be guessed from
the Hamiltonian (4) which corresponds to a rewriting of the
kinetic energy; we thus have

$$r^2 \ddot{r} = P_0 - \frac{B_0 r^2}{2}, \quad v_z = p_z + F(r). \quad (13)$$

To go any further we assume that the system is integrable so
we are now considering the case when $\epsilon = 0$, so that $P_0$ and
$p_z$ are invariants of motion. Then, we have

$$\langle \dot{r} \rangle_{\infty} = P_0 \langle r^{-2} \rangle_{\infty} - \frac{B_0}{2}, \quad \langle v_z \rangle_{\infty} = p_z + \langle F(r) \rangle_{\infty}, \quad (14)$$

where

$$F(r) = \frac{1}{R_{\text{per}}} \int_0^r \frac{r'}{q(r')} dr' = \frac{1}{R_{\text{per}} q_0} \left[ \ln \left(1 + \frac{\lambda^2 (r - \alpha)^2}{2 \lambda^2} \right) + \frac{\arctan(\lambda(r - \alpha))}{\lambda} \right]. \quad (15)$$

To determine the time average, we need an orbit associ-
ated with an effective Hamiltonian $H_{\text{eff}}$ defined on $(r, p_r)$
plane\[9,16\]

$$H_{\text{eff}}(r, p_r) = \frac{p_r^2}{2} + V_{\text{eff}}(r),$$

$$V_{\text{eff}}(r) = \frac{p_r^2}{2 r^2} + \frac{B_0^2 r^2}{8} + \frac{(F(r) + p_z)^2}{2} - \frac{B_0 P_0}{2}. \quad (16)$$

Since $H_{\text{eff}}$ is one-degree of freedom, it is integrable, and due
to the shape of the effective potential all trajectories (ex-
cept maybe for a few isolated fixed points) are periodic, so
the long-time average can be replaced with an average over
a period of the trajectory $T_{\text{gyr}}$, for a given trajectory per-
iodic trajectory with effective energy $E$ we can expect to get
two extremal values for $r$ (unless we are on a circle) that are
joined over half a period, then using $dt = dr/p_r$ we just have
to compute\[20\]

$$\langle g(r) \rangle_{\infty} = \lim_{r \to \infty} \frac{1}{T} \int_0^T g(r(t)) dt = \frac{1}{T_{\text{gyr}}} \frac{1}{\sqrt{E - V_{\text{eff}}(r)}} \int_{r_{\text{min}}}^{r_{\text{max}}} \frac{g(r)}{p_r} dr \quad (17)$$

where $P_0$ and $p_z$ are given by the initial condition, and
where turning points $r_{\text{min}}$ and $r_{\text{max}}$ are such that $E -
V_{\text{eff}}(r_{\text{min/}}) = 0$ and $r_{\text{max}} > r_{\text{min}}$. We note that the one
gyro-period is computed as

$$T_{\text{gyr}} = \sqrt{\frac{2}{E V_{\text{eff}}(r)}} \int_{r_{\text{min}}}^{r_{\text{max}}} \frac{dr}{\sqrt{E - V_{\text{eff}}(r)}}. \quad (18)$$

Substituting Eq. (17) into Eq. (14), we get an analytical expres-
sion of the effective q-profile,

$$q_{\text{eff}}(r)_{\infty} = \langle v_z \rangle_{\infty}/(R_{\text{per}} \langle \dot{r} \rangle_{\infty}) \quad (19)$$

To compute it, we need values of $P_0$ and $p_z$ which are given
by initial velocity $v_0$ and place $r_0$ as

$$p_z = v_0^2 - F(r_0), \quad P_0 = \frac{v_0^2}{r_0^2} + \frac{B_0 r_0^2}{2}, \quad (20)$$

where $r_0 = \|r_0\|$, $v_0 = v_0 \cdot e_z$, and $\theta_0 = v_0 \cdot e_\theta / r_0$. Then, we have
$V_{\text{eff}}$ and $r_{\text{min/}}$.

We compare the theoretically $q_{\text{eff}}(r)$ and numerical ones
in Fig. 3 and 4. The numerics for finite $T$ and the theory
for $T \to \infty$ are in good agreement, which in some sense
confirms that our numerical algorithm using the symplec-
tic sixth-order Gauss-Legendre scheme\[20\] is correct.

B. Guiding center calculation

As another expression, we use Alfvén’s guiding center app-
proximation which is the oldest guiding center theory.\[13\] Al-
though there exist progress after Alfvén’s seminal work\[3–5\],
this is enough and convenient for our purpose. This allows us
to compare with results already obtained from the inte-
grable case. Using the formulas\[13\] for a null electric field and a
static magnetic field we get

$$v_{\text{gc}} = v_1 + \frac{b}{\omega_{\text{gyr}}} \wedge \left( v_1^2 \wedge + \frac{v_1^2}{2} \wedge \frac{\nabla B}{B} \right) \quad (21)$$

where $B = \|B\|$, $b = B/|B|$, $v_1 = v \cdot b$, $v_\perp = \sqrt{v^2 - v_\parallel^2}$, $\kappa = (b \cdot \nabla) b$, and $\omega_{\text{gyr}}$ denotes gyro-frequency. The second term
of the right hand side denotes the curvature drift velocity
and the third one the grad $B$ drift velocity. By using Eq. (18),
The gyro-frequency $\omega_{\text{gyr}}$ is given by

$$\omega_{\text{gyr}} = \frac{2\pi}{T_{\text{gyr}}}. \tag{22}$$

When the pitch angle $\phi_0$ is small, the Larmor radius is so small that it is quite possible to assume that the background magnetic field is quasi-homogeneous. This justifies the use of Alfvén’s guiding center velocity. Indeed for this situation we should have $|u_\| | \gg u_\perp$ and the guiding center velocity can be approximated by

$$v_{\text{gc}} \approx v_\| b + \frac{v_\|^2}{\omega_{\text{gyr}}} b \wedge \kappa. \tag{23}$$

Let us compute the curvature drift term. Substituting $B(r) = B_0 (e_z + f(r) e_\theta)$, $f(r) = r / q_{\text{mag}}(r)$ into the curvature vector $\kappa$, we have

$$\kappa = -\frac{f(r)^2}{1 + f(r)^2} e_r, \tag{24}$$

and then, we have

$$b \wedge \kappa = \frac{B_0 f(r)^2}{1 + f(r)^2} [f(r) e_z - e_\theta]. \tag{25}$$

We therefore carry out

$$v_{\text{gc}} = v_{\text{gc}}^e e_z + r \Omega_{\text{gc}}^0 e_\theta, \tag{26}$$
where
\[ v_{\text{gc}}^z = \frac{v_l}{\sqrt{1 + f(r)^2}} \left( 1 + \frac{v_l f(r)^3}{\omega_{\text{gyr}} \sqrt{1 + f(r)^2}} \right), \]
\[ \Omega_{\text{gc}}^\theta = \frac{v_l q_{\text{mag}}(r)^{-1}}{\sqrt{1 + f(r)^2}} \left( 1 - \frac{v_l f(r)^3}{\omega_{\text{gyr}} \sqrt{1 + f(r)^2}} \right). \]
(27)

The effective \( q_{\text{eff}}(r) = v_{\text{gc}}^z / (R_{\text{per}} F_{\text{gc}}) \) is therefore
\[ q_{\text{eff}}(r) = q_{\text{mag}}(r) \left( \frac{\sqrt{1 + f(r)^2 + \omega_{\text{gyr}}^{-1} v_l f(r)^3}}{\sqrt{1 + f(r)^2 - \omega_{\text{gyr}}^{-1} v_l f(r)}} \right). \]
(28)

It should be noted that the ratio,
\[ \frac{q_{\text{eff}}(r)}{q_{\text{mag}}(r)} = \frac{\sqrt{1 + f(r)^2 + \omega_{\text{gyr}}^{-1} v_l f(r)^3}}{\sqrt{1 + f(r)^2 - \omega_{\text{gyr}}^{-1} v_l f(r)}} > 1, \]
(29)

monotonically increases as \( v_l \) gets to be large, i.e. \( H = v_l^2 / 2 \) becomes large, for all \( r \). This is consistent with the numerical result exhibited in Fig. 5.

We now consider the case with a large initial pitch angle, for instance \( \phi_0 = 1.25 \text{ rad} \). In this case, we need to compute the grad \( B \) drift velocity,
\[ v_{\text{grad}} = \frac{v_l^3}{2 \omega_{\text{gyr}}} \frac{f(r)^2 f'(r)}{1 + f(r)^2} \left( \mathbf{e}_\theta - f(r) \mathbf{e}_z \right). \]
(30)

Let us introduce notations \( \bar{v}_{\|,\perp} = v_{\perp} / \omega_{\text{gyr}} \) and \( v_{\perp} / v_l = \tau \).

\[ v_{\text{gc}}^z = \frac{v_l}{\sqrt{1 + f(r)^2}} \left( 1 + \frac{\bar{v}_{\|} f(r)^3}{2 \left( 1 + f(r)^2 \right)^{3/2}} - \frac{\tau \bar{v}_{\|} f(r)^3 f'(r)}{2 \left( 1 + f(r)^2 \right)^{3/2}} \right), \]
\[ \Omega_{\text{gc}}^\theta = \frac{v_l q_{\text{mag}}(r)^{-1}}{\sqrt{1 + f(r)^2}} \left( 1 - \frac{\bar{v}_{\|} f(r)^3}{2 \left( 1 + f(r)^2 \right)^{3/2}} + \frac{\tau \bar{v}_{\|} f(r)^3 f'(r)}{2 \left( 1 + f(r)^2 \right)^{3/2}} \right). \]
(31)

We note \( f'(r) > 0 \) (resp. \( < 0 \)) for \( r < r_c \) (resp. \( r > r_c \)), where \( r_c \approx 0.7817 \) given by solving \( f'(r) = 0 \). Thus, the grad \( B \) drift effect decreases (resp. increases) winding number for \( r < r_c \) (resp. \( r > r_c \)). Since the curvature drift increases winding number, there exists \( r'_c > r_c \) such that \( q_{\text{eff}}(r) > q_{\text{mag}}(r) \) (resp. \( q_{\text{eff}}(r) < q_{\text{mag}}(r) \)) for \( r > r'_c \) (resp. \( r < r'_c \)). Let \( r_c \) be a critical point of \( q_{\text{mag}}(r) \), that is, \( r_s = 1 / \sqrt{2} \). Then, \( r'_c > r_c > r_s \) and this is consistent with the numerical result exhibited in Fig. 7. This is summarized in Fig. 5. In this case, as shown in Fig. 7 the resonance shift in \( r < r'_c \) is larger than the shift in \( r > r'_c \), so that the resonance overlapping gets lost and the particle ITB appears for the energetic particles.

We compare \( q_{\text{eff}} \) with the safety factors obtained by the full orbits in Figs. 3 and 4. For the small initial pitch angle cases, these are in good agreement. For the large initial pitch angle cases, they are good agreement qualitatively, but not quantitatively when the particle is so energetic and is in the region \( r < 0.4 \). It may be because the assumption of quasi-homogeneity is broken in for this particle. But the winding number \( q_{\text{eff}} \) and \( q_{\text{eff}}(r)_{\text{mag}} \) and \( q_{\text{eff}}(r)_{\text{gyr}} \) are in good agreement around the resonance point on which the winding number is \( 2/3 \), so that the ITB creation in chaotic field lines might be well explained by the drift effects explicitly appearing in the Alfvén’s guiding center velocity 21.

\[ \]
In this paper, we have focused our study in cases when high energy brings about the creation of an ITB in a region where the magnetic ITB does not exist. We also would like to point out that our present results indicates that the destruction of the ITB for the energetic particles is also possible. Indeed let us assume that the magnetic field has an ITB between two resonances where \( q_{\text{mag}}(r) = 2/3 \). When the pitch angle is small and there exists only curvature drift effect, as energy increases, the two resonances initially are getting closer to each other until they collide and disappear (bifurcation) then, it is very likely that the ITB gets destroyed in this region. On the other hand, if when grad \( B \) drift effect exists, unlike our case, if the resonance shift towards the inner part of the cylinder \((r < r'_{c})\) is smaller than the one in outer side \((r > r'_{c})\), the resonances are getting also closer to each other as energy is increased and in the same spirit the ITB can be destroyed, with particles showing global chaos in region where the magnetic ITB is present.

Although we use a model of magnetized plasmas with specific \( q \)-profile, the present result is applicable to more general situations. This is because both the particle orbit and drift velocity are determined by local information of the particle and field. Then, if the winding number approximately fitted by this kind of \( q_{\text{mag}}(r) \) we can see the same
phenomenon in this area.

We end this article by three remarks.

In the tokamak, $\theta$-dependence appears in $A_B$, so that the situation is more complicated compared with cylindrical case. In this case, $r$-component of the velocity for unperturbed motion is not null, and the form of $\nabla B$ and curvature drift velocity are more complicated. Then, these drift effect for the $q$-profile may not be clarified clearly as in the cylindrical system. If we assume the magnetic momentum $\mu$ is the third integral of the motion, the particle system can be integrable when $e=0$ but the present result can be generalized for the tokamak. However, it should be noted that the assumption of the third integral is sometimes broken but the generalized theory may work in some local region apart from the separatix of $H_{\text{eff}}$.

Secondly, it might be important to mention on the edge localized mode (ELM) which is a kind of instability appearing around the H-mode and brings about heat and particles diffusion, so that it breaks good confinement of plasmas in fusion reactors. The ELM is mitigated by the resonant magnetic perturbation called RMP which creates ergodic magnetic region with irrational $q_{\text{mag}}$. RMP is screened by the plasmas rotation with rational winding number, and the ELM mitigation becomes not effective, so that the precise information about resonant location of the winding number is important to make good confinement of plasmas. As we have already seen, the particle’s $q$-profile is different from the magnetic one $q_{\text{mag}}$ for various classes of particles with energy levels and pitch angles. Then, it might be important future work to estimate a number of particles exhibiting resonance shift and its effect to the RMP screening.

Finally, we would like to point out, that we had mentioned that the results obtained in Refs.17 and 18 for a case with a finite Larmor radius effect in the “trivial” $B = B_0 \varepsilon_z$ setting but with an electric field with modes $E(r, \theta, z)$ were similar to our recent result in fact this may be partially correct, but the main underlying mechanism is not same. In the situation considered in Refs.17 and 18 there are neither curvature nor grad $B$ drifts, so that the effective safety factor modifications discussed in this article cannot occur, as clearly the role of the perturbation induced by the electric field is dominant, while the magnetic perturbations appeared in the end as not so important in our present case. In this spirit, although the phenomena observed in Refs.17 and 18 are apparently similar to the ones reported in Ref.19 and since the mechanisms are different, we believe that a precise study when both electric field and non-uniform magnetic field can be an interesting line of research for future work.
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