Abstract

Two apparently unrelated fields — normalizing flows and causality — have recently received considerable attention in the machine learning community. In this work, we highlight an intrinsic correspondence between a simple family of flows and identifiable causal models. We exploit the fact that autoregressive flow architectures define an ordering over variables, analogous to a causal ordering, to show that they are well-suited to performing a range of causal inference tasks. First, we show that causal models derived from both affine and additive flows are identifiable. This provides a generalization of the additive noise model well-known in causal discovery. Second, we derive a bivariate measure of causal direction based on likelihood ratios, leveraging the fact that flow models estimate normalized log-densities of data. Such likelihood ratios have well-known optimality properties in finite-sample inference. Third, we demonstrate that the invertibility of flows naturally allows for direct evaluation of both interventional and counterfactual queries. Finally, throughout a series of experiments on synthetic and real data, the proposed method is shown to outperform current approaches for causal discovery as well as making accurate interventional and counterfactual predictions.

1 INTRODUCTION

Causal models play a fundamental role in modern scientific endeavor (Spirtes et al., 2000; Pearl, 2009b). Many of the questions which drive scientific research are not associational but rather causal in nature. While randomized controlled studies are the gold standard for understanding the underlying causal mechanisms of a system, such experiments are often unethical, too expensive, or technically impossible. In the absence of randomized controlled trials, the framework of structural equation models (SEMs) can be used to encapsulate causal knowledge as well as to answer interventional and counterfactual queries (Pearl, 2009a). At a fundamental level, SEMs define a generative model for data based on causal relationships, and contain strictly more information than their corresponding causal graph and law.

The first step in performing causal inference is to determine the underlying causal graph. Whilst this can be achieved in several ways (e.g., randomized study, expert judgement), data driven approaches using purely observational data, termed causal discovery, are often employed. The challenge for causal discovery algorithms is that given a (typically empirical) data distribution one can write many different SEMs that could generate such distribution (Zhang et al., 2015a; Spirtes and Zhang, 2016). In other words, the causal structure is unidentifiable in the absence of any constraints.

Causal discovery algorithms typically take one of two approaches to achieve identifiability. The first approach is to introduce constraints over the family of functions present in the SEM, for example assuming all causal dependencies are linear or that disturbances are additive (Shimizu et al., 2006, 2011; Hoyer et al., 2009; Peters et al., 2014; Bloebaum et al., 2018; Zheng et al., 2018). While such approaches have been subsequently extended to allow for bijective transformations (Zhang and Hyvarinen, 2009), they often introduce unverifiable assumptions over the true underlying SEM. An alternative approach is to consider unconstrained causal models whilst introducing further assumptions over the data distribution. These methods often introduce non-stationarity constraints on the distribution of latent variables (Peters et al., 2016; Monti et al., 2019) or assume exogeneous variables are present (Zhang et al., 2017).

In the present contribution, we consider the first approach, i.e. constraining the functions defining the causal relationships, and combine it with the frame-
work of normalizing flows recently developed in deep learning literature.

Normalizing flows (Papamakarios et al., 2019; Kobyzev et al., 2020) provide a general way of constructing flexible generative models with tractable distributions, where both sampling and density estimation are efficient and exact. Flows model the data as an invertible transformation of some noise variable, whose distribution is often chosen to be simple, and make use of the change of variable formula in order to express the data density. This formula requires the evaluation of the Jacobian determinant of the transformation.

Autoregressive normalizing flows (Kingma et al., 2016; Papamakarios et al., 2018; Huang et al., 2018) purposefully yield a triangular Jacobian matrix, and the Jacobian determinant can be computed in linear time. Importantly for our purposes, the autoregressive structure in such flows is specified by an ordering on the input variables, and each output variable is only a function of the input variables that precede it in the ordering. Different architectures for autoregressive flows have been proposed, ranging from simple additive and affine transformations (Dinh et al., 2014, 2016), to more complex cubic and neural spline transformations (Durkan et al., 2019a,b). Flows have been increasingly popular, with applications in density estimation Dinh et al. (2016); Papamakarios et al. (2018), variational inference (Rezende and Mohamed, 2015; Kingma et al., 2016) and image generation (Kingma and Dhariwal, 2018; Durkan et al., 2019b), to name a few. Active research is conducted in order to increase the expressivity and flexibility of flow models, while maintaining the invertibility and sampling efficiency.

In this work, we consider the ordering of variables in an autoregressive flow model from a causal perspective, and highlight the similarities between SEMs and autoregressive flows. We show that under some constraints, flow models are well suited to performing a variety of causal inference tasks. As a first contribution, we focus on the class of affine normalizing flows, and show that it defines an identifiable causal model. This causal model is a new generalization of the well-known additive noise model, and the proof of its identifiability constitutes the main theoretical result of this manuscript. We then leverage the properties of flows to perform causal discovery and inference in such a models. First, we use the fact that flows can efficiently evaluate exact likelihoods to propose a nonlinear measure of causal direction based on likelihood ratios, with ensuing optimality properties. Second, we show that when autoregressive flow models are conditioned upon the correct causal ordering, they can be employed to accurately answer interventional and counterfactual queries. Finally, we show that our method performs favourably on a range of experiments, both on synthetic and real data, when compared to previous methods.

2 PRELIMINARIES

2.1 Structural Equation Models

Suppose we observe d-dimensional random variables \( \mathbf{x} = (x_1, \ldots, x_d) \) with joint distribution \( \mathbb{P}_\mathbf{x} \). A structural equation model (SEM) is here defined as a tuple \( \mathcal{S} = (\mathbf{S}, \mathbb{P}_\mathbf{n}) \) of a collection \( \mathbf{S} \) of d structural equations:

\[
S_j : \quad x_j = f_j(\mathbf{pa}_j, n_j), \quad j = 1, \ldots, d \tag{1}
\]

together with a joint distribution, \( \mathbb{P}_\mathbf{n} \), over latent disturbance (noise) variables, \( n_j \), which are assumed to be mutually independent. We write \( \mathbf{pa}_j \) to denote the parents of the variable \( x_j \). The SEM defines the observational distribution of the random vector \( \mathbf{x} \): sampling from \( \mathbb{P}_\mathbf{x} \) is equivalent to sampling from \( \mathbb{P}_\mathbf{n} \) and propagating the samples through \( \mathcal{S} \). The causal graph \( \mathcal{G} \), associated with an SEM (1) is a graph consisting of one node corresponding to each variable \( x_j \); throughout this work we assume \( \mathcal{G} \) is a directed acyclic graph (DAG).

It is well known that for a DAG, there exists a causal ordering (or permutation) \( \pi \) of the nodes, such that \( \pi(i) < \pi(j) \) if the variable \( x_i \) precedes the variable \( x_j \) in the DAG (but such an ordering is not necessarily unique). Thus, given the causal ordering of the associated DAG we may re-write equation (1) as

\[
x_j = f_j(\mathbf{x}_{<\pi(j)}, n_j), \quad j = 1, \ldots, d \tag{2}
\]

where \( \mathbf{x}_{<\pi(j)} = \{x_i : \pi(i) < \pi(j)\} \) denotes all variables before \( x_j \) in the causal ordering. Moreover, in the above definition of SEMs we allow \( f_j \) to be any (possibly nonlinear) function. Zhang et al. (2015b) proved that the causal direction of the general SEM (1) is not identifiable without constraints. To this end, the causal discovery community has focused on specific special cases in order to obtain identifiability results as well as provide practical algorithms. In particular, the additive noise model (Hoyer et al., 2009, ANM), which assumes the noise is additive, is of interest to us in the rest of this manuscript, and its SEM has the form

\[
x_j = f_j(\mathbf{x}_{<\pi(j)}) + n_j, \quad j = 1, \ldots, d \tag{3}
\]

2.2 Autoregressive Normalizing Flows

Normalizing flow models seek to express the log-density of observations \( \mathbf{x} \in \mathbb{R}^d \) as an invertible and differentiable transformation \( \mathbf{T} \) of latent variables, \( \mathbf{z} \in \mathbb{R}^d \), which follow a simple (typically factorial) base distribution that has density \( p_z(\mathbf{z}) \). This allows for the density
of \( \mathbf{x} \) to be obtained via a change of variables as follows:

\[
p_{\mathbf{x}}(\mathbf{x}) = p_{\mathbf{z}}(\mathbf{T}^{-1}(\mathbf{x})) \det J_{\mathbf{T}\cdots\mathbf{T}}(\mathbf{x})
\]

Typically, \( \mathbf{T} \) or \( \mathbf{T}^{-1} \) will be implemented with neural networks. Very often, normalizing flow models are obtained by chaining together different transformations \( \mathbf{T}_1, \ldots, \mathbf{T}_k \) from the same family to obtain \( \mathbf{T} = \mathbf{T}_1 \circ \cdots \circ \mathbf{T}_k \), while remaining invertible and differentiable. The Jacobian determinant of \( \mathbf{T} \) can simply be computed from the Jacobian determinants of the sub-transformations \( \mathbf{T}_i \). As such, an important consideration is ensuring the Jacobian determinant of each of the sub-transformations to be efficiently calculated.

Autoregressive flows use transformations that are designed precisely to enable simple Jacobian computation by restricting their Jacobian matrices to be lower triangular (Huang et al., 2018). In this case, the transformation \( \mathbf{T} \) has the form:

\[
x_j = \tau_j(z_j, x_{<\pi(j)})
\]

where \( \pi \) is a permutation that specifies an autoregressive structure on \( \mathbf{x} \) and the functions \( \tau_j \) (called transformers) are invertible with respect to their first arguments and are parameterized by their second argument.

### 3 CAUSAL AUTOREGRESSIVE FLOW MODEL

The ideas presented in this manuscript highlight the similarities between equations (2) and (4). In particular, both models explicitly define an ordering over variables and both models assume the latent variables (denoted by \( \mathbf{n} \) or \( \mathbf{z} \) respectively) follow simple, factorial distributions. Throughout the remainder of this paper, we will look to build upon these similarities in order to employ autoregressive flow models for causal inference. First, we explicit in Section 3.1 the general conditions under which such correspondence is possible. Then, we consider bivariate affine flows in Section 3.2, and show that they define a causal model which is identifiable, and which generalizes existing models, in particular additive noise models. In Section 3.3, we present our measure of causal direction based on the ratio of the likelihoods under two alternative flow models corresponding to different causal orderings. Finally, Section 3.4 presents an extension to the multivariate case. The causal model as well as the flow-based likelihood ratio measure of causal direction constitute the causal autoregressive flow (CAREFL) model.

#### 3.1 From Autoregressive Flow models to SEMs

There are some constraints we need to make on how we define autoregressive normalizing flows so that they remain compatible with causal models:

- **I** Fixed ordering: When chaining together different autoregressive transformations \( \mathbf{T}_1, \ldots, \mathbf{T}_k \) into \( \mathbf{T} = \mathbf{T}_1 \circ \cdots \circ \mathbf{T}_k \), the ordering \( \pi \) of the input variables should be the same for all sub-transformations.

- **II** Affine/additive transformations: The transformers \( \tau_j \) in (4) take what is called an affine form:

\[
\tau_j(u, v) = e^{s_j(v)}u + t_j(v)
\]

where an additive transformation is a special case with \( s_j = 0 \).

Constraint (I) ensures that composing transformations maintains the autoregressive structure of the flow, so as to respect the correspondence with a SEM (2). In fact, if all sub-transformations \( \mathbf{T}_i \) are autoregressive and follow the same ordering \( \pi \), then \( \mathbf{T} \) is also autoregressive and follows \( \pi \) (see Appendix C for a proof). We emphasize this point here because it is contrary to the common practice of changing the ordering \( \pi \) throughout the flow to make sure all input variables interact with each other (Germain et al., 2015; Dinh et al., 2016; Kingma and Dhariwal, 2018).

Constraint (II) ensures that the flow model is not too flexible, and in particular cannot approximate any density. In fact, the causal ordering of autoregressive flows with universal approximation capability is not identifiable. A proof can be found using the theory of nonlinear ICA (Hyvärinen and Pajunen, 1999): we can autoregressively and in any order transform any random vector into independent components with simple distributions. In other words, for any two variables \( x_1 \) and \( x_2 \), we can construct another variable \( z_2 \) such that \( z_2 \perp \perp x_1 \). Such construction is invertible for \( x_2 \), meaning that we can write \( x_2 \) as a function of \( (x_1, z_2) \). Similarly, the same treatment can be done in the reverse order, to construct a variable \( z_1 \) that is independent of \( x_2 \), such that \( x_1 \) is a function of \( (x_2, z_1) \). That is, any two variables would be symmetric according to the SEM. This is in contradiction with the definition of identifiability of a causal model, which states that the transformation \( \mathbf{T} \) from noise \( \mathbf{z} \) to observed variable \( \mathbf{x} \) has a unique causal ordering. Fortunately, flows based on additive and affine transformations, as defined above (based on Dinh et al. (2016)), are not universal density approximators (see Appendix B for a proof).

Finally, note that constraints (I) and (II) only limit the expressivity of flows as universal density approximators. In contrast, the coefficients \( s_j \) and \( t_j \) of the affine transformer (5), when parameterized as neural networks, can be universal function approximators. This property of
universal approximation of the functional relationships is preserved when stacking flows (see Appendix D for a proof).

3.2 Model Definition and Identifiability

Suppose we observe bivariate data \( x = (x_1, x_2) \in \mathbb{R}^2 \). Underlying the data, there is a causal ordering described by a permutation \( \pi \) of the set \( \{1, 2\} \), where \( \pi = (1, 2) \) if \( x_1 \rightarrow x_2 \) and \( \pi = (2, 1) \) otherwise.

As per Constraints (I) and (II), let \( T_1, \ldots, T_k \) be \( k \geq 1 \) affine autoregressive transformations—i.e. of the form (4) where the transformers \( \tau_j \) are affine functions (5)—with ordering \( \pi \), and let \( T = T_1 \circ \cdots \circ T_k \).

Then \( T \) is also an affine transformation (see Appendix C for a proof). As mentioned earlier, such \emph{composability} is a central and well-known property of affine flows: the ordering stays the same and the composition is still an affine flow.

The flow \( T \) defines the following SEM on the observations \( x \):

\[
x_j = e^{s_j(x_{<\pi(j)})} z_j + t_j(x_{<\pi(j)}), \quad j = 1, 2 \tag{6}
\]

where \( z_1, z_2 \) are statistically independent latent noise variables, and \( s_j(x_{<\pi(j)}) \) and \( t_j(x_{<\pi(j)}) \) are defined constant (with respect to \( x \)) for \( \pi(j) = 1 \). Equation (6) defines our proposed causal model where the noise is not merely added to some function of the cause (as typical in existing models), but also modulated by the cause.

As a special case, if the transformations \( T_l \), \( l = 1, \ldots, k \) are additive (in the sense defined above), then the flow \( T \) is also additive, and \( s_1 = s_2 = 0 \). In such a special case, Equation (6) is part of the additive noise model family (3), which was proven to be identifiable by Hoyer et al. (2009).

We present next a nontechnical Theorem which states that the more general affine causal model (6) is also identifiable, when the noise variable \( z \) is Gaussian. A more rigorous treatment as well as the proof of a more general case can be found in Appendix A.

**Theorem 1** (Identifiability). Assume \( x = (x_1, x_2) \) follows the model described by equation (6), with \( z_1, z_2 \) statistically independent, and at least one of the functions \( t_j \) non-constant and nonlinear; If \( z_1 \) and \( z_2 \) are Gaussian, the model is identifiable (i.e., \( \pi \) is uniquely defined). Alternatively (Hoyer et al., 2009), if \( s_1 = s_2 = 0 \), the model is identifiable for any (factorial) distribution of the noise variables \( z_1 \) and \( z_2 \).

Note that while the main result in Theorem 1 assumes Gaussian noise, we believe that the identifiability result also holds for general noise. We show that empirically in Section 5.

3.3 Flow-based Likelihood Ratio

Next, we use our flow-based framework to develop a concrete method for estimating the causal direction, i.e. \( \pi \). We follow Hyvärinen and Smith (2013) and pose causal discovery as a statistical testing problem which we solve by likelihood ratio testing. We seek to compare two candidate models which can be seen as corresponding to two hypotheses: \( x_1 \rightarrow x_2 \) against \( x_1 \leftarrow x_2 \). Likelihood ratios are an attractive way to deciding between alternative hypotheses (models) because they have been proven to be uniformly most powerful, at least when testing ”simple” hypotheses (Neyman and Pearson, 1933).

Normalizing flows allow for easy and exact evaluation of the likelihood. If we assume the causal ordering \( \pi = (1, 2) \), then the likelihood of an affine autoregressive flow is:

\[
\log L_{\pi=(1,2)}(x) = \log p_{z_1} \left(e^{-s_1}(x_1 - t_1)\right) + \log p_{z_2} \left(e^{-s_2}(x_2 - t_2(x_1))\right) - s_1 - s_2(x_1)
\]

We propose to fit two affine autoregressive flow models (6), each conditioned on a distinct causal order over variables: \( \pi = (1, 2) \) or \( \pi = (2, 1) \). For each candidate model we train parameters for each flow via maximum likelihood. In order to avoid overfitting we look to evaluate log-likelihood for each model over a held out testing dataset. As such, the proposed measure of causal direction is defined as:

\[
R = \mathbb{E} \left[ \log L_{\pi=(1,2)}(x_{\text{test}}; x_{\text{train}}) \right] - \mathbb{E} \left[ \log L_{\pi=(2,1)}(x_{\text{test}}; x_{\text{train}}) \right] \tag{7}
\]

where \( \mathbb{E} \left[ \log L_{\pi=(1,2)}(x_{\text{test}}; x_{\text{train}}) \right] \) is the empirical expectation of the estimated log-likelihood evaluated on unseen test data \( x_{\text{test}} \). If \( R \) is positive we conclude that \( x_1 \) is the causal variable and if \( R \) is negative we conclude that \( x_2 \) is the causal variable.

3.4 Extension to Multivariate Data

We can generalize the likelihood ratio measure developed in section 3.3 to the multivariate case by computing the log-likelihood \( \log L_{\pi} \) for each ordering \( \pi \), and accept the ordering with highest log-likelihood as the true causal ordering of the data. This procedure is only feasible for small values of \( d \), since the numbers of permutations of \( [1, d] \) grows exponentially with \( d \). An alternative approach is to employ the bivariate likelihood ratio (7) in conjunction with a traditional constraint based method such as the PC algorithm, similarly to Zhang and Hyvarinen (2009). The PC algorithm is first used to estimate the skeleton of the DAG \( G \) that describes the causal structure of the data,
and orient as many edges as possible. Then, the remaining edges are oriented using the likelihood ratio measure.

We can also extend the likelihood ratio measure in a different way: we can identify the causal direction between pairs of multivariate variables. More specifically, consider two random vectors \((x_1, x_2) \in \mathbb{R}^{2d}\), and suppose that \(x_1 \to x_2\). Then they can be described by the following SEM:

\[
\begin{align*}
    x_1 &= e^{s_1} \cdot z_1 + t_1 \\
    x_2 &= e^{s_2}(x_1) \cdot z_2 + t_2(x_1)
\end{align*}
\]

where \((z_1, z_2)\) is the vector of latent noise variables that are supposed independent, \(s_i\) and \(t_i\) are vector-valued instead of scalar-valued, and \(\cdot\) denotes the element-wise product. The likelihood ratio measure (7) can be used straightforwardly here to find the correct causal direction between \(x_1\) and \(x_2\). Note that while the identifiability theory was developed for the bivariate case, our experiments in Section 5 show that it also holds for this case of two multivariate \(x_i\).

4 FLOW-BASED CAusal INference

In this section we demonstrate how flow architectures may be employed to perform both interventional and counterfactual queries. We assume that the true causal ordering over variables has been resolved (e.g., as the result of expert judgment or obtained via the method described in Section 3). Interventions involve marginalization over latent variables and thus can be evaluated by propagating forward the structural equations. However, counterfactual queries require us to condition, as opposed to marginalize, over latent variables. This requires us to first infer the posterior distribution of latent variables, termed abduction by Pearl (2009a). In many causal inference models this is challenging, often requiring complex inference algorithms. However, the invertible nature of flows means that the posterior of latents given observations can be readily obtained.

4.1 Flow-based Interventions

It is possible to manipulate an SEM \(S\) to create interventional distributions over \(x\). As described in Pearl (2009b), intervention on a given variable \(x_i\) defines a new mutilated generative model where the structural equation associated with variable \(x_i\) is replaced by the interventional value, while keeping the rest of the equations (4) fixed. Interventions are very useful in understanding causal relationships. If, under the assumption of faithfulness, intervening on a variable \(x_i\) changes the marginal distribution of another variable \(x_j\), then it is likely that \(x_i\) has some causal effect on \(x_j\). Conversely, if intervening on \(x_j\) doesn’t change the marginal distribution of \(x_i\), then the latter is not a descendant of \(x_j\). We follow Pearl (2009b) and denote by \(do(x_{i} = \alpha)\) the interventions that puts a point mass on \(x_i\).

Normalizing flows allow us to answer interventional queries easily. After fitting a flow model (4) conditioned on the right causal ordering (assumed known) to the data, we change the structural equation for variable \(x_i\) from \(x_i = \tau_i(z_i, x_{<\pi(i)})\) to \(x_i = \alpha\). This breaks the edges from \(x_{<\pi(i)}\) to \(x_i\), and puts a point mass on the latent variable \(z_i\). Thereafter, we can directly draw samples from the distribution \(p_z\) of the latent variables \(z\) for all remaining latent variables \(j \neq i\). Finally, we obtain a sample for \(x^{do(x_{i} = \alpha)}\) by passing these samples through the flow, which allows us to compute empirical estimates of the interventional distribution. This is described in Algorithm 1 of Appendix E.

4.2 Flow-based Counterfactuals

A counterfactual query seeks to quantify statements of the form: what would the value for variable \(x_i\) have been if variable \(x_j\) had taken value \(\alpha\), given that we have observed \(x = x^{obs}\)? The fundamental difference between an interventional and counterfactual query is that the former seeks to marginalize over latent variables, whereas the latter conditions on the latents.

Given a set of structural equations and an observation \(x^{obs}\), we follow the notation of Pearl (2009b) and write \(x_{i,x_{j} \leftarrow \alpha}(z)\) to denote the value of \(x_i\) under the counterfactual that \(x_j \leftarrow \alpha\). As detailed by Pearl (2009b), counterfactual inference involves three steps: abduction, action and prediction. The first step involves, after fitting the flow to the data, evaluating the posterior distribution over latent variables given observations \(x^{obs}\). This is non-trivial for most causal models. However, since flow models readily give access to both forward and backward transformation between observations and latents (Papamakarios et al., 2018; Kingma et al., 2016; Durkan et al., 2019b), this first step can be readily evaluated.

The remaining two steps mirror those taken when making interventional predictions: the structural equation for the counterfactual variable is fixed at \(\alpha\) and the structural equations are propagated forward. The only difference here is that the latent samples are drawn from their new distribution: in fact, conditioning on \(x = x^{obs}\) changes the distribution of the latents by putting a point mass on \(z = T^{-1}(x^{obs})\). This is summarized in Algorithm 2 of Appendix E.
5 EXPERIMENTS

5.1 Causal Discovery

We compare the performance of CAREFL on a range of synthetic and real world data, against several alternative methods: the linear likelihood ratio method of Hyvärinen and Smith (2013), the additive noise model (Hoyer et al., 2009; Peters et al., 2014), and the Regression Error Causal Inference (RECI) method of Bloebaum et al. (2018). For CAREFL, we considered the more general affine flows, as well as the special case of additive flows (denoted CAREFL-NS, for "non-scaled"), where \( s_j = 0 \) in (6). Experimental details can be found in Appendix F.

Synthetic data We consider a series of synthetic experiments where the underlying causal model is known. Data was generated according to the following SEM:

\[
x_1 = z_1 \quad \text{and} \quad x_2 = f(x_1, z_2)
\]

where \( z_1, z_2 \) follow a standard Laplace distribution. We consider three distinct forms for \( f \): (i) linear, where \( f(x_1, z_2) = \alpha x_1 + z_2 \); (ii) nonlinear with additive noise, where \( f(x_1, z_2) = x_1 + \alpha x_1^2 + z_2 \); (iii) nonlinear with modulated noise, where \( f(x_1, z_2) = \sigma(x_1) + \frac{1}{2} x_1^2 + \sigma(x_1) z_2 \); (iv) nonlinear with nonlinear noise, where \( f(x_1, z_2) = \sigma(\alpha x_1 + z_2) \). We write \( \sigma \) to denote the sigmoid non-linearity. We also consider a high dimensional SEM:

\[
x_1 = z_1 \in \mathbb{R}^{10} \quad \text{and} \quad x_2 = g(x_1, z_2) \in \mathbb{R}^{10}
\]

where \( z_1 \) and \( z_2 \) follow standard Laplace distribution, and for each \( i \in \{1, 10\} \), \( g_i \) has one of the following forms, picked at random: (i) a function of all inputs \( g_i(x_1, z_2) = \sigma(\sum_{j \neq i} x_{1,j} + z_i) \); (ii) a function of the first half of the input \( g_i(x_1, z_2) = \sigma(\sum_{j \leq 5} x_{1,j} + z_i) \); (iii) a function of the second half of the input \( g_i(x_1, z_2) = \sigma(\sum_{j > 5} x_{1,j})^{1/5} + z_i \).

For each distinct class of SEMs, we consider the performance of each algorithm under various distinct sample sizes ranging from \( N = 25 \) to \( N = 500 \) samples. Furthermore, each experiment is repeated 250 times. For each repetition, the causal ordering is selected at random. We implemented CAREFL by stacking two affine flows (6), where \( s_j \) and \( t_j \) are feed-forward networks with one hidden layer of dimension 10.

Results are presented in Figure 1. Only CAREFL is able to consistently uncover the true causal direction in all situations. We note that the same architecture and training parameters were employed throughout all experiments, highlighting the fact that the proposed method is agnostic to the nature of the true underlying causal relationship.

### Table 1: Percentage of correct causal variables identified over 108 pairs from the Cause Effect Pairs benchmark.

|             | CAREFL | Linear LR | ANM | RECI |
|-------------|--------|-----------|-----|------|
|             | 73 %   | 66 %      | 69 %| 69%  |

Cause effect pairs data We also consider performance of the proposed method on cause-effect pairs benchmark dataset (Mooij et al., 2016). This benchmark consists of 108 distinct bivariate datasets where the objective is to distinguish between cause and effect. For each dataset, two separate autoregressive flow models were trained conditional on \( \pi = (1, 2) \) or \( \pi = (2, 1) \) and the log-likelihood ratio was evaluated as in equation (7) to determine the causal variable. Results are presented in Table 1. We note that the proposed method performs better than alternative algorithms.

Arrow of time on EEG data Finally, we consider the performance of CAREFL in inferring the arrow of time from open-access electroencephalogram (EEG) timeseries (Dornhege et al., 2004). The data consists of 118 EEG channels for one subject. We only consider the first \( n \) time points, where \( n \in \{150, 500\} \), after which each of the channels is randomly reversed. More details on the preprocessing can be found in Appendix F.2. The goal is to correctly infer whether \( x_t \rightarrow x_{t+1} \) or \( x_{t+1} \rightarrow x_t \) for each channel. This is a useful test case for causal methods since the true direction is known to be from the past to the future. We report in Figure 2 the accuracy as a function of the percentage of channels considered, sorted from highest to lowest confidence (i.e. by how high the amplitude of the output of each algorithm is). For average to high confidence, CAREFL is comparable in performance to the baseline methods, but performs better in the low confidence regime. We also note that the performance of CAREFL improves by increasing the sample-size, which is to be expected from a method based on deep learning.

5.2 Interventions

To demonstrate that CAREFL can answer interventional queries, we will consider both a synthetic controlled example, as well as real fMRI data.

Synthetic data Consider four-dimensional data generated as

\[
x_1 = z_1 \quad x_3 = x_1 + c_1 x_2^3 + z_3 \\
x_2 = z_2 \quad x_4 = c_2 x_1^2 - x_2 + z_4
\]

where each \( z_i \) is drawn independently from a standard Laplace distribution, and \( (c_1, c_2) \) are random coeffi-
We compare CAREFL against the regression function from an ANM (Hoyer et al., 2009), where the regression is either linear or a Gaussian process. Figure 3 visualizes the expected mean squared error between predicted expectations for $x_3$ and $x_4$ under the intervention $do(X_1 = \alpha)$ for the proposed method, and the true expectations. We note that CAREFL is able to better infer the nature of the true interventional distributions when compared to the baseline.

**Interventional fMRI data** In order to validate the performance on interventional real-data we applied CAREFL to open-access electrical stimulation fMRI (Thompson et al., 2020). Data was collected across 26 patients with medically refractory epilepsy, which required surgically implanting intracranial electrodes in cortical and subcortical locations. FMRI data was then collected during rest as well as while electrodes were being stimulated. Whilst each patient had electrodes implanted in slightly different locations, we identified 16 patients with electrodes in or near the Cingulate Gyrus and studied these patients exclusively. We further restricted ourselves to studying the data from the Cingulate Gyrus (CG) and Heschl’s Gyrus (HG), resulting in bivariate time-series per patient. Full data preprocessing and preparation is described in Appendix F.3.

We compared CAREFL with both linear and additive noise models. Throughout these experiments we assumed the underlying causal structure between regions was known (with CG→HG) and trained each model using the resting-state data. Given the trained model, sessions where the CG was stimulated were treated as interventional sessions, with the task being to predict fMRI activation in HG given CG activity. Whilst the true underlying DAG will be certainly be more complex than the simple bivariate structure considered here, these experiments nonetheless serve as a real dataset benchmark through which to compare various causal inference algorithms. The results are provided in Table 2, where CAREFL is shown to out-perform alternative causal models.

### 5.3 Counterfactuals

We continue with the simple 4 dimensional structural equation model described in equation (8). We assume...
we observe $x^{obs} = (2.00, 1.50, 0.81, -0.28)$ and consider the counterfactual values under two distinct scenarios: (i) the expected counterfactual value of $x_3$ if $x_2 = \alpha$ instead of $x_1 = 2$; (ii) the expected counterfactual value of $x_4$ if $x_1 = \alpha$ instead of $x_1 = 2$. Counterfactual predictions require us to infer the values of latent variables, called abduction step by Pearl (2009a). This is non-trivial for most causal models, but can be easily achieved with CAREFL due to the invertibility of flow models. Figure 4 demonstrates that CAREFL can indeed make accurate counterfactual predictions.

![Figure 4: Counterfactual predictions for variables $x_3$ and $x_4$. Note that flow is able to obtain accurate counterfactual predictions for a range of values of $\alpha$.](image)

### 6 DISCUSSION

Existing identifiability results on causal models other than additive noise models are limited. To our knowledge, the other notable and identifiable non-additive noise models are the post-nonlinear model (Zhang and Hyvarinen, 2009, PNL) and the non-stationary non-linear SEM model (Monti et al., 2019, NonSENS). The PNL model assumes that the cause $x$ and the effect $y$ are related through the equation $y = f_2(f_1(x) + n)$, where $n$ is a noise variable independent of $x$. In contrast to affine flows, the function $f_2$ is fixed (in the sense of not modulated by the cause $x$), while being nonlinear as opposed to affine. By applying its inverse $f_2^{-1}$ to $y$, we actually end up with an additive noise model.

In our model, in stark contrast to the PNL model, it is not possible to apply a fixed (as in not a function of the cause) transformation to the effect to revert back to an additive noise model. This is the main reason why the existing identifiability theory doesn’t cover our causal model (6). Theorem 1 thus presents a novel identifiability result in the context of non-additive noise models, and the proposed estimation algorithm benefits from it, as was shown in our experiments.

The NonSENS framework allows for general nonlinear relationships between cause, noise and effect. Assuming access to nonstationary data, it is identifiable even in such a general case. In our model, while the nonlinearities are restricted, no such assumption of nonstationarity is made, so our model can be applied in more general scenarios.

In the context of additive noise models, the estimation methods by Hoyer et al. (2009, ANM) and Bloebaum et al. (2018, RECI) require least-squares regressions in both directions. RECI then compares the magnitudes of the residuals, while ANM depends on independence tests between residuals and causes. CAREFL is specifically leveraging the recent developments in deep learning with the promise of finding computationally efficient methods, as well as improving the statistical efficiency (power) by using likelihood ratios. Furthermore, both ANM and RECI were solely designed for causal discovery, and the invertibility of the system in order to perform interventions and counterfactuals wasn’t discussed. So, it is plausible that our model might be preferable even the context of ANM’s, in addition to generalizing them.

We note that the likelihood ratio approach by Hyvärinen and Smith (2013) was originally designed for LiNGAM, which is a linear model based on non-Gaussianity (Shimizu et al., 2006). An extension of likelihood ratios to nonlinear ANM was also proposed by Hyvärinen and Smith (2013), together with a heuristic approximation which roughly amounts to RECI.

### 7 CONCLUSION

We argue that autoregressive flow models are well-suited to causal inference tasks, ranging from causal discovery to making counterfactual predictions. This is because we can interpret the ordering of variables in an autoregressive flow in the framework of SEMs. We show that affine flows in particular define identifiable causal models with noise which is modulated by the cause, which is a completely new causal identifiability result. We further show how to efficiently learn causal structure by selecting the ordering with the highest test log-likelihood and thus present a measure of causal direction based on the likelihood-ratio for nonlinear SEMs. Finally, in experiments on synthetic and real data, our method outperformed alternative methods on a wide range of tasks: causal discovery as well as interventional and counterfactual predictions.
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A  Identifiability of the affine causal model

The proof for additive flows and general noise can be found in Hoyer et al. (2009). We give here the proof of Theorem 1 when at least one of the noise variables is Gaussian, and the flow is affine.

**Definition 1.** Let \((\alpha, \gamma, \delta, \beta, \alpha_0, \beta_0, \gamma_0, \delta_0) \in \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}^2 \times \mathbb{R}^5\) be a tuple such that one of the following conditions holds:

- \(\alpha > 0, \alpha^2 < \alpha \delta \) and \(\beta^2 < 4\alpha \gamma\).
- \(\alpha = \beta = \alpha_0 = 0\) and \(\beta_0^2 < \delta\).

We say that a density \(p_x\) of a continuous variable \(x\) is log-mix-rational-log if it has the form:

\[
\log p_x(x) = -\frac{1}{2} \delta x^2 + \delta_0 x + \frac{1}{2} \left( \alpha_0 x^2 + \beta_0 x + \gamma_0 \right)^2 - \frac{1}{2} \log(\alpha x^2 + \beta x + \gamma) + \text{const}
\]

(9)

We say that \(p_x\) is strictly log-mix-rational-log if \(\alpha > 0\).

Note that the Gaussian distribution is part of the log-mix-rational-log family, for \(\alpha = \beta = \alpha_0 = 0\). If \(\alpha \neq 0\), then the log-mix-rational-log family is not part of the exponential family.

**Theorem 2.** Assume the data follows the model

\[ y = f(x) + v(x)n \]

(10)

where \(n\) is a standardized Gaussian independent of \(x\), \(f\) and \(v\) are twice-differentiable scalar functions defined on \(\mathbb{R}\) and \(v > 0\).

If a backward model exists, i.e. the data also follows the same model in the other direction

\[ x = g(y) + w(y)m \]

(11)

where \(m\) is a standardized Gaussian independent of \(y\) and \(w > 0\), then one of the following scenarios must hold:

1. \((v, f) = \left(\frac{1}{2}, P\right)\) and \((w, g) = \left(\frac{1}{2}, P'\right)\) where \(Q, Q'\) are polynomials of degree two, \(Q, Q' > 0\), \(P, P'\) are polynomials of degree two or less, and \(p_x, p_y\) are strictly log-mix-rational-log. In particular, \(\lim_{-\infty} v = \lim_{+\infty} v = 0^+, \lim_{-\infty} f = \lim_{+\infty} f < \infty, \lim_{-\infty} w = \lim_{+\infty} w = 0^+, \lim_{-\infty} g = \lim_{+\infty} g < \infty\) and \(f, v, g, w\) are not invertible.

2. \(v, w\) are constant, \(f, g\) are linear and \(p_x, p_y\) are Gaussian densities.

**Proof.** The log-likelihood of (10), denoted by \(p_1\), is given by

\[
\log p_1(x, y) = \log p_x(x) - \frac{1}{2} \left( \frac{y - f(x)}{v(x)} \right)^2 - \log v(x) - \frac{1}{2} \log 2\pi
\]

(12)

and log-likelihood of (11), denoted by \(p_2\), is given by

\[
\log p_2(x, y) = \log p_y(y) - \frac{1}{2} \left( \frac{x - g(y)}{w(y)} \right)^2 - \log w(y) - \frac{1}{2} \log 2\pi
\]

(13)

If the data follows both models, these are equal:

\[
\log p_x(x) - \frac{1}{2} \left( \frac{y - f(x)}{v(x)} \right)^2 - \log v(x) = \log p_y(y) - \frac{1}{2} \left( \frac{x - g(y)}{w(y)} \right)^2 - \log w(y)
\]

(14)
Denote $\frac{1}{v(x)}$ by $\tau(x)$ and likewise for $w$. Now, take the derivative of both sides with respect to $x$:

$$
(log p_x)'(x) - \tau(x)(y - f(x))(v'(x) - (f)v''(x)) - (log v)'(x) = -(x - g(y))\overline{w}^2(y)
$$

Take the derivative of both sides with respect to $y$:

$$
-\tau(x)[2y\tau'(x) - (f\tau)'(x) - f(x)\tau'(x)] = -x(\tau^2)'(y) + g'(y)\overline{w}^2(y) + g(y)(\tau^2)'(y)
$$

Again, take the derivative of both sides with respect to $x$:

$$
-(\tau^2)''(x) = -(\overline{w}^2)'(y)
$$

which is possible only if both sides are constant, which is equivalent to $\tau^2$ and $\overline{w}^2$ being second-order polynomials. In other words,

$$
\tau^2(x) = \alpha x^2 + \beta x + \gamma, \quad v^2(x) = \frac{1}{\alpha x^2 + \beta x + \gamma}
$$

where the parameters must be such that the $\tau$ is always positive. The same holds for $w$:

$$
\overline{w}^2(y) = \alpha' y^2 + \beta' y + \gamma', \quad w^2(y) = \frac{1}{\alpha' y^2 + \beta' y + \gamma'}
$$

Furthermore, equation (17) together with the fact that $(\tau^2)''(x) = \text{const}$ implies that:

$$
[\tau((f\tau)' + f\tau')]'(x) = [f\tau^2 + 2f(\tau^2)'](x) = (f\overline{w}^2)''(x) = \text{const}
$$

or

$$
f(x)\tau^2(x) = \alpha_0 x^2 + \beta_0 x + \gamma_0
$$

which means that $f$ has the following form:

$$
f(x) = \frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\alpha x^2 + \beta x + \gamma}
$$

The same analysis yields a similar form for $g$:

$$
g(y) = \frac{\alpha'_0 y^2 + \beta'_0 y + \gamma'_0}{\alpha'y^2 + \beta'y + \gamma'}
$$

For $\tau$ to be always positive, the coefficients $(\alpha, \beta, \gamma)$ in (19) must satisfy one of the following conditions:

1. $\alpha > 0$ and $4\alpha\gamma - \beta^2 > 0$.
2. $\alpha = \beta = 0$ and $\gamma > 0$.

Similarly, for $\overline{w}$ to be always positive, the coefficients $(\alpha', \beta', \gamma')$ in (20) must satisfy one of the following conditions:

1'. $\alpha' > 0$ and $4\alpha'\gamma' - \beta'^2 > 0$.
2'. $\alpha' = \beta' = 0$ and $\gamma' > 0$. 
First case: 1 + 1’. In the first case, we conclude that \( v = \frac{1}{2} \) and \( f = \frac{P}{2} \) where \( Q > 0 \) and \( P \) is a polynomial of degree two, \( Q > 0 \) and \( P \) is a polynomial of degree two or less. Furthermore, \( \lim_{-\infty} f = \lim f \), regardless of whether \( \alpha_0 \) is zero or not. This implies that \( f \) can’t be invertible. Going back to (14) and plugging these expressions:

\[
\log p_x(x) + \frac{1}{2} \log(\alpha x^2 + \beta x + \gamma) - \frac{1}{2} \left( \frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\alpha x^2 + \beta x + \gamma} \right) - \gamma' x^2 + (\alpha_0 x^2 + \beta_0 x) y = \frac{1}{2} (\alpha x^2 + \beta x) y^2
\]

\[
= \log p_y(y) + \frac{1}{2} \log(\alpha' y^2 + \beta' y + \gamma') - \frac{1}{2} \left( \frac{\alpha_0 y^2 + \beta_0 y + \gamma_0}{\alpha' y^2 + \beta' y + \gamma'} \right) - \gamma_0 y^2 + (\alpha_0 y^2 + \beta_0 y) x - \frac{1}{2} (\alpha' y^2 + \beta' y) x^2
\]

or again

\[
A(x) - B(y) - \frac{1}{2} (\alpha - \alpha') x^2 y^2 + \left( \alpha - \frac{1}{2} \beta \right) x^2 y - \left( \alpha' - \frac{1}{2} \beta \right) x y^2 + (\beta - \beta') x y = 0
\]

where

\[
A(x) = \log p_x(x) + \frac{1}{2} \log(\alpha x^2 + \beta x + \gamma) - \frac{1}{2} \left( \frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\alpha x^2 + \beta x + \gamma} \right) - \gamma' x^2 + C
\]

\[
B(y) = \log p_y(y) + \frac{1}{2} \log(\alpha' y^2 + \beta' y + \gamma') - \frac{1}{2} \left( \frac{\alpha_0 y^2 + \beta_0 y + \gamma_0}{\alpha' y^2 + \beta' y + \gamma'} \right) - \gamma_0 y^2 + C
\]

By first setting \( x = 0 \) in equation (26), we find that \( A(x) = B(0) \). Similarly, by now setting \( y = 0 \), we find that \( B(y) = A(0) \). This in particular means that \( A(x) - B(y) \) is constant, which, when plugged back in equation (26), would imply that all the monomials are zero. Finally, this would in turn imply the following:

\[
\alpha = \alpha', \quad \alpha_0 = -\frac{1}{2} \beta', \quad \alpha_0' = -\frac{1}{2} \beta, \quad \beta_0 = \beta_0'
\]

\[
\log p_x(x) = -\frac{1}{2} \gamma' x^2 + \gamma_0 x + \frac{1}{2} \left( \frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\alpha x^2 + \beta x + \gamma} \right) - \frac{1}{2} \log(\alpha x^2 + \beta x + \gamma) + C
\]

\[
\log p_y(y) = -\frac{1}{2} \gamma y^2 + \gamma_0 y + \frac{1}{2} \left( \frac{\alpha_0 y^2 + \beta_0 y + \gamma_0}{\alpha' y^2 + \beta' y + \gamma'} \right) - \frac{1}{2} \log(\alpha' y^2 + \beta' y + \gamma') + C
\]

Next we need to ensure we have well-defined probability densities. From the above equations, we can check the coefficient of the quadratic term, which dominates at infinity, is \( \frac{1}{2} (\alpha_0^2 - \alpha' \gamma') \) for \( p_x \). Requiring this to be negative is exactly the condition for the density family we made in Definition 1.

For \( p_y \), we get the dominant quadratic term with the coefficient \( \frac{1}{2} (\alpha_0^2 - \alpha \gamma') \), and with substitutions we find the condition for its negativity as \( \beta^2 < 4 \alpha \gamma \) which is, again, the same as a condition in the Definition.

Second, the constant \( C \) has to be such that the probability density functions integrate to one. In fact, \( C \) can be freely chosen, but importantly, it has to be the same for both densities. As a special case, this constraint is obviously fulfilled if the densities are the same, i.e. the parameters with and without prime are the same (\( \alpha = \alpha' \) etc.). We shall show below that such parameter values can be found.

In fact, we can see how the parameters of the inverse model are determined from the parameters of the true model as follows. Define

\[
\delta := \gamma', \quad \delta_0 := \gamma_0
\]

So we can write the above as

\[
\log p_x(x) = -\frac{1}{2} \delta x^2 + \delta_0 x + \frac{1}{2} \left( \frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\alpha x^2 + \beta x + \gamma} \right) - \frac{1}{2} \log(\alpha x^2 + \beta x + \gamma) + C
\]

\[
\log p_y(y) = -\frac{1}{2} \beta y^2 + \gamma_0 y + \frac{1}{2} \left( \frac{-\beta y^2 + \beta_0 y + \delta_0}{\alpha y^2 + \beta y + \gamma} \right) - \frac{1}{2} \log(\alpha y^2 + \beta_0 y + \delta) + C
\]

where all the parameters defining \( p_y \) are now obtained from the parameters defining \( p_x, f, v \) (which are here denoted by the parameters without prime for this specific purpose). Likewise, we see that we also get \( g \) and \( w \) using those same parameters.
Now, we show that in spite of the different constraints, a solution in this family does exist. Let us consider the case where \( p_x = p_y \), which would ensure that we can normalize the densities with a common \( C \). This can be achieved by equating corresponding constants above which only requires
\[
\beta = -2\alpha_0 \\
\delta = \gamma \\
\delta_0 = \gamma_0
\]
which is still perfectly possible, even considering the constraints on the parameters in the Definition, which can be satisfied by simply taking non-negative \( \alpha, \gamma, \gamma' \), and then fixing \( \alpha_0 \) to be small enough in absolute value (which implies the same for \( \beta \)). Thus, a solution for the inverse direction does exist. (But note we didn’t prove that it exists for data coming from any \( p_x, f, v \) in our family; we have proven unidentifiability only for some parameter values.)

**Second case: \( 2. + 2' \).** In the second case, we have that \( v \) is constant. Going back to (14), multiplying by \(-2\), plugging the solutions just obtained:
\[
-2 \log p_x(x) + \gamma \left( y - \frac{\alpha_0}{\gamma} x^2 - \frac{\beta_0}{\gamma} x - \frac{\gamma_0}{\gamma} \right)^2 - \log \gamma = -2 \log p_y(y) + \gamma' \left( x - \frac{\alpha_0'}{\gamma'} y^2 - \frac{\beta_0'}{\gamma'} y - \frac{\gamma_0'}{\gamma'} \right)^2 - \log \gamma'
\]
which can be expanded into, after grouping together monomials:
\[
-2 \log p_x(x) + \frac{\alpha_0^2}{\gamma} x^4 + 2\frac{\alpha_0\beta_0}{\gamma} x^3 + \left( \frac{\beta_0^2 + \alpha_0\gamma_0}{\gamma} - \gamma' \right) x^2 + 2 \left( \frac{\beta_0\gamma_0}{\gamma} + \gamma_0 \right) x - 2\alpha_0 x^2 y - 2\beta_0 x y + \text{const}
\]
\[
= -2 \log p_y(y) + \frac{\alpha_0'^2}{\gamma'} y^4 + 2\frac{\alpha_0'\beta_0'}{\gamma'} y^3 + \left( \frac{\beta_0'^2 + \alpha_0'\gamma_0'}{\gamma'} - \gamma \right) y^2 + 2 \left( \frac{\beta_0'\gamma_0'}{\gamma'} + \gamma_0 \right) y - 2\alpha_0' y^2 x - 2\beta_0' x y
\]
or again
\[
A(x) - B(y) - 2\alpha_0 x^2 y + 2\alpha_0'^2 y^2 x + 2(\beta_0' - \beta_0) x y = \text{const}
\]
where
\[
A(x) = -2 \log p_x(x) + \frac{\alpha_0^2}{\gamma} x^4 + 2\frac{\alpha_0\beta_0}{\gamma} x^3 + \left( \frac{\beta_0^2 + \alpha_0\gamma_0}{\gamma} - \gamma' \right) x^2 + 2 \left( \frac{\beta_0\gamma_0}{\gamma} + \gamma_0 \right) x
\]
\[
B(y) = -2 \log p_y(y) + \frac{\alpha_0'^2}{\gamma'} y^4 + 2\frac{\alpha_0'\beta_0'}{\gamma'} y^3 + \left( \frac{\beta_0'^2 + \alpha_0'\gamma_0'}{\gamma'} - \gamma \right) y^2 + 2 \left( \frac{\beta_0'\gamma_0'}{\gamma'} + \gamma_0 \right) y
\]
By setting \( y = 0 \) in (40), we have that \( A(x) = \text{const} \) for all \( x \). Similarly, by setting \( x = 0 \), we get \( B(y) = \text{const} \) for all \( y \). We conclude that the remaining monomials must be zero. In particular, this implies that \( \alpha_0 = \alpha_0' = 0 \) and \( \beta_0 = \beta_0' \). This in turn means that \( f \) and \( g \) are linear.

Finally, by plugging this into (41) and (42), we get:
\[
\log p_x(x) = \frac{1}{2} \left( \frac{\beta_0^2}{\gamma} - \gamma' \right) x^2 + \left( \frac{\beta_0\gamma_0}{\gamma} + \gamma_0 \right) x + \text{const}
\]
\[
\log p_y(y) = \frac{1}{2} \left( \frac{\beta_0'^2}{\gamma'} - \gamma \right) y^2 + \left( \frac{\beta_0'\gamma_0'}{\gamma'} + \gamma_0 \right) y + \text{const'}
\]
We deduce that \( x \) and \( y \) must be Gaussian. We don’t prove the normalizability of the pdf’s in detail here since it is well-known that such Gaussian, unidentifiable models exist.

**Third (and fourth) case: \( 1. + 2' \) or \( 2. + 1' \).** Since these two cases are symmetric, we will suppose that \( v \) is constant (2.) and \( \pi \) is a polynomial of second degree (1’.). Going back to (14) and plugging the expressions for
f, v, g, w:

\[
\log p_y(y) + \frac{1}{2} \log(\alpha' y^2 + \beta' y + \gamma') - \frac{1}{2} \left(\frac{\alpha_0 y^2 + \beta_0 y + \gamma_0}{\alpha' y^2 + \beta' y + \gamma'}\right) - \gamma_0 y + \frac{1}{2} \gamma y^2 + (\alpha'_0 y^2 + \beta'_0 y) x - \frac{1}{2} (\alpha' y^2 + \beta' y) x^2
\]

\[
= \log p_x(x) + \frac{1}{2} \log(\gamma) - \frac{1}{2} \left(\frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\gamma}\right) - \gamma_0 x + \frac{1}{2} \gamma' x^2 + (\alpha_0 x^2 + \beta_0 x) y
\]

or again

\[
A(x) - B(y) + \frac{1}{2} \alpha' x^2 y^2 + \left(\alpha_0 - \frac{1}{2} \beta'\right) x^2 y - \alpha_0 x y^2 + (\beta_0 - \beta'_0) x y = 0
\]

where

\[
A(x) = \log p_x(x) + \frac{1}{2} \log(\gamma) - \frac{1}{2} \left(\frac{\alpha_0 x^2 + \beta_0 x + \gamma_0}{\gamma}\right) - \gamma_0 x + \frac{1}{2} \gamma' x^2
\]

\[
B(y) = \log p_y(y) + \frac{1}{2} \log(\alpha' y^2 + \beta' y + \gamma') - \frac{1}{2} \left(\frac{\alpha'_0 y^2 + \beta'_0 y + \gamma'_0}{\alpha' y^2 + \beta' y + \gamma'}\right) - \gamma_0 y + \frac{1}{2} \gamma y^2
\]

Proceeding like above, we can deduce that \(A(x) - B(y)\) is a constant, and that all the monomials in \((46)\) are zero. In particular, \(\alpha' = 0\), which contradicts \(1'\). This third case is thus not possible.

\section*{B \ Affine flows are not universal density approximators}

\textbf{Proposition 1.} Let \(T : \mathbb{R}^d \rightarrow \mathbb{R}^d\) be an affine autoregressive transformation. Let \(z\) be a standard Gaussian, and let \(x = T(z)\). Then there is no parameterization of \(T\) such that \(x\) has an isotropic Gumbel distribution.

\textbf{Proof.} It is enough to prove this Theorem for \(d = 2\). Let \(x = T(z)\). Then

\[
\log p_x(x) = \log p_z(T^{-1}(x)) + \log |\det J_{T^{-1}}(x)|
\]

and

\[
x_1 = e^{s_1} z_1 + t_1
\]

\[
x_2 = e^{s_2(x_1)} z_2 + t_1(x_1)
\]

The Jacobian log-determinant of \(T^{-1}\) is simply \(\log |\det J_{T^{-1}}(z)| = -s_1 - s_2(x_1)\). Note that this determinant is only a function of \(x_1\). This is the main reason why affine autoregressive flows are not universal density approximators.

To see this, suppose that \(x_1\) and \(x_2\) are independent, and that each has a Gumbel distribution. Plugging this into equation \((49)\), we get

\[
-(x_1 + e^{-x_1}) - (x_2 + e^{-x_2}) = -s_1 - s_2(x_1) - (x_1 - t_1)^2 e^{-2s_1} - (x_2 - t_2(x_1))^2 e^{-2s_2(x_1)}
\]

This equation is valid for all \((x_1, x_2) \in \mathbb{R}^2\). In particular, let \(x_1 = 0\). Then for any \(x_2\), after rearranging and grouping terms, we get

\[
e^{-x_2} = \alpha x_2^2 + \beta x_2 + \gamma
\]

This can’t hold for all values of \(x_2\), which results in a contradiction. Thus, we conclude that an affine autoregressive flow can’t represent any distribution, unlike general unconstrained autoregressive flows.

\section*{C \ Affine autoregressive flows are transitive}

\textbf{Proposition 2.} Consider 2 autoregressive transformations \(f\) and \(g\) with the same ordering \(\pi\). Then their composition \(h = g \circ f\) is also an autoregressive with the same ordering \(\pi\).
Proof. Without loss of generality, assume that $\pi$ is the identity. Let $(x, y, z)$ be such that
\begin{align*}
y &= f(z) \quad (54) \\
x &= g(y) = g \circ f(z) \quad (55)
\end{align*}
Since $f$ and $g$ are autoregressive, we can rewrite this system using equation (4) as
\begin{align*}
y_i &= \tau(z_i, y_{<i}) \quad (56) \\
x_j &= \tau'(y_j, x_{<j}) \quad (57)
\end{align*}

The transformers $\tau$ and $\tau'$ are invertible with respect to their first argument. Denoting those inverses as $\alpha$ and $\alpha'$. Then
\begin{align*}
z_i &= \alpha(y_i, y_{<i}) \quad (58) \\
y_j &= \alpha'(x_j, x_{<j}) \quad (59)
\end{align*}
And thus
\begin{equation}
z_i = \alpha(\alpha'(x_i, x_{<i}), \beta(x_{<i})) \quad (60)
\end{equation}
for some function $\beta$ (not necessarily invertible). Since $\alpha$ and $\alpha'$ are invertible with respect to their first argument, this means that the mapping $x_i \mapsto z_i$ in equation (60) is also invertible, and we can write:
\begin{equation}
x_i = \tau''(z_i, x_{<i}) \quad (61)
\end{equation}
where $\tau''$ is invertible wrt to its first argument. This proves that $h = g \circ f$ is also an autoregressive flow. \hfill \Box

Proposition 3. Consider $k$ affine autoregressive flows $T_1, \ldots, T_k$ of the form (6) with the same ordering $\pi$. Then their composition $T = T_1 \circ \cdots \circ T_k$ is also an affine autoregressive flow of the form (6) with the same ordering $\pi$.

Proof. We will suppose that $d = 2$. The proof for $d > 2$ is very similar but requires more complex notations. We will denote by $z_j^l$ the $j$-th ($j = 1, 2$) output of the $l$-th sub-flow. Not that we can parameterize $T$ or $T^{-1}$ to be an affine transformation. In these notations, if $T$ follows (6), then $z^k = z$ and $z^0 = x$. If instead, $T^{-1}$ follows (6), then $z^0 = z$ and $z^k = x$. Each flow $l \geq 1$ has the expression:
\begin{align*}
z_1' &= (z_1'^{-1} - t_1') e^{-s_1'^{-1}} \quad (62) \\
z_2' &= (z_2'^{-1} - t_2'(z_1')) e^{-s_2'(z_1')} \quad (63)
\end{align*}
First, define
\begin{align*}
s_1^l = \sum_{j=l+1}^k s_1^j \quad (64) \\
t_1^l = \sum_{j=l+1}^k t_1^j e^{\sum_{i=l+1}^j s_1^i} = \sum_{j=l+1}^k t_1^j e^{\sum_{i=l+1}^j s_1^i} \quad (65)
\end{align*}
where all sums are zero if they have no summands. Then it is easy to show by induction using (62) that
\begin{equation}
z_1^l = e^{s_1^l} z_1^l + t_1^l, \forall l \leq k \quad (66)
\end{equation}
and that
\begin{equation}
e^{s_1^l} z_1^l + t_1^l = e^{s_1^l} z_1^l + t_1^l, \forall l \leq \min(j, k) \quad (67)
\end{equation}
Second, define
\begin{align*}
\bar{s}_2^l(u) &= \sum_{i=1}^k s_2^i e^{s_1^i} u + t_1^l \quad (68) \\
\bar{t}_2^l(u) &= \sum_{i=1}^k t_2^i e^{s_1^i} u + t_1^l) e^{\sum_{i=l+1}^j s_2^i} \quad (69)
\end{align*}
We will show by induction on $k$ that
\[ z_2^k = \left( z_2^0 - r_2^k (z_1^k) \right) e^{-\tau_2^k (z_1^k)} \]  
(70)

The case for $k = 1$ trivially holds. Now suppose that (70) holds for $k \geq 1$, and let’s show it also holds for $k + 1$. Using (63), we can write
\[ z_2^{k+1} = \left( z_2^k - r_2^{k+1} (z_1^{k+1}) \right) e^{-\tau_2^{k+1} (z_1^{k+1})} \]  
(71)

We need to show that
\[ s_2^{k+1} (z_1^{k+1}) = s_2^{k+1} (z_1^{k+1}) + s_2^k (z_1^k) \]  
(72)
\[ r_2^{k+1} (z_1^{k+1}) = r_2^{k+1} (z_1^{k+1}) e^\tau_2^k (z_1^k) \]  
(73)

This can be done using (67), the fact that $z_1^{k+1} = e(z_1^1 + s_1^{k+1, k+1}) z_1^k + r_1^{k+1, k+1}$ and the definitions of $\tau_2^k$ and $\tau_2^{k+1}$, which in turn allows us to conclude the induction proof.

Finally, by replacing $z^h$ and $z^k$ by $x$ and $z$ respectively, in (66) and (70), we have
\[ x_1 = e^{z_0} z_1 + \tau_1^{1, k} \]  
(74)
\[ x_2 = e^{\tau_2(x_1)} z_2 + \tau_2^{k}(x_1) \]  
(75)

which proves the transitivity of affine autoregressive flows.

\[ \square \]

D Universality of the causal function

**Proposition 4.** Consider $k$ affine autoregressive flows $T_1, \ldots, T_k$, and let $T = T_1 \circ \cdots \circ T_k$. Denote by $t_j^l$ and $s_j^l$ the coefficients of the $l$-th sub-flow $T_l$, and by $t_j^k$ and $s_j^k$ those of $T$. Suppose that all of the $s_j^l$ and $t_j^l$ are feed-forward neural networks that have universal approximation capability (assuming all technical conditions hold). Then $t_j^{k}$ and $s_j^{k}$ also have universal approximation capability.

**Proof.** We will suppose for the proof that $d = 2$. The proof for $d > 2$ is similar. According to Proposition 3, $T$ is also an affine autoregressive flow, and $t_j^{k}$ and $s_j^{k}$ have the following expressions:
\[ \tau_2^k (u) = \sum_{i=1}^{k} s_2^i (e^{t_1^{i,k}} u + \tau_1^{i,k}) \]  
(76)
\[ \tau_2^k (u) = \sum_{i=1}^{k} t_2^i (e^{s_1^{i,k}} u + \tau_1^{i,k}) e^{\sum_{l=i+1}^{k} s_2^l (e^{t_1^{l,k}} u + \tau_1^{l,k})} \]  
(77)

where $\tau_1^{i,k}$ and $\tau_1^{i,k}$ are defined in equations (65) and (64) respectively.

On the one hand, translating and scaling the argument $u$ of $s_j^{k}$ by $\tau_1^{i,k}$ and $s_j^{k}$ only changes the bias and the slope of the input layer of each of the $s_j^l$, $l = 1, \ldots, k$. Thus, one can interpret equation (76) as the output of an additional final layer of the neural network whose outputs are the $s_j^l$ functions. The number of flows $k$ in this case increases the width of this final layer. Using the classical result of the universal approximation theorem of feed-forward networks with arbitrary width (Hornik, 1991), we conclude that $\tau_2^{k}$ also satisfies such properties.

Interestingly, note that this result holds even if each of the $s_j^l$ function is simply an affine function followed by a nonlinearity (i.e. a 1-hidden layer feed-forward network).

On the other hand, since each of the $t_j^{k}$ have universal approximation capability, each can in particular approximate a function of the form $u \mapsto f_1(u) e^{\sum_{l=1}^{k-1} s_2^{l} (e^{t_1^{l,k}} u + \tau_1^{l,k})}$, where $f_1$ is a simple affine function followed by a nonlinearity $\sigma$ (i.e. a 1-hidden layer feed-forward network). Thus, $\tau_2^{k}$ can approximate a function of the form $\sum_{l=1}^{k} f_1$, which, by the same argument used above, will have universal approximation capability (Hornik, 1991).

\[ \square \]

E Algorithms for causal inference

E.1 Interventions
Algorithm 1 Generate samples from an interventional distribution

Input: interventional variable \( x_i \), intervention value \( \alpha \), number of samples \( S \)

for \( s = 1 \) to \( S \) do
    sample \( z(s) \) from flow base distribution (the value of \( z_i \) can be discarded)
    set \( x_i(s) = \alpha \)
    for \( j = \pi^{-1}(1) \) to \( \pi^{-1}(d) \); \( j \neq i \) do
        compute observation \( x_j(s) = \tau_j(z_j(s), x_{<\pi(j)}(s)) \)
    end for
end for

Return: interventional sample \( X = \{ x(s) : s = 1, \ldots, S \} \)

E.2 Counterfactuals

The process of obtaining counterfactual predictions is described in Pearl (2009a) as consisting of three steps:

1. **Abduction**: given an observation \( x^{obs} \), infer the conditional distribution/values over latent variables \( z^{obs} \).
   
   In the context of an autoregressive flow model this is obtained as \( z^{obs} = \mathbf{T}^{-1}(x^{obs}) \).

2. **Action**: substitute the values of \( z^{obs} \) with the values based on the counterfactual query, \( x_{x_j \leftarrow \alpha} \). More concretely, for a counterfactual, \( x_{x_j \leftarrow \alpha} \), we replace the structural equations for \( x_j \) with \( x_j = \alpha \) and adjust the inferred value of latent \( z^{obs}_i \) accordingly.

3. **Prediction**: compute the implied distribution over \( x \) by propagating latent variables, \( z^{obs} \), through the structural equation models.

This is summarized by Algorithm 2.

Algorithm 2 Answer a counterfactual query

Input: observed data \( x^{obs} \), counterfactual variable \( x_j \) and value \( \alpha \)

1. **Abduction**: Infer \( z^{obs} = \mathbf{T}^{-1}(x^{obs}) \)
2. **Action**: (a) Set \( z^{obs}_{j,x_j \leftarrow \alpha} = \tau_j^{-1}(\alpha, x^{obs}_{<\pi(j)}) \)
   
   (b) Set \( z^{obs}_{i,x_i \leftarrow \alpha} = z^{obs}_i \) for \( i \neq j \)
3. **Prediction**: Pass \( z^{obs}_{x_j \leftarrow \alpha} \) forward through the flow \( \mathbf{T} \)

Return: \( x_{x_j \leftarrow \alpha} = \mathbf{T}(z^{obs}_{x_j \leftarrow \alpha}) \)

F Experimental details

F.1 Architectures and hyperparameters

The optimization was done using Adam, with learning rate \( lr = 0.001 \), \( \beta = (0.9, 0.999) \), along with a scheduler that reduces the learning rate by a factor of 0.1 on plateaux. All flows use an isotropic Laplace distribution as a prior. The different architectures and hyperparameter used for the experiments are as follows:

- **Causal discovery simulations**: The flow \( \mathbf{T} \) is a composition of 2 sub-flows \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \). For each of the \( \mathbf{T}_1 \), both \( s_j \) and \( t_j \) are multi-layer perceptrons (MLPs), with 1 hidden layer and 10 hidden units. Each direction was trained for 200 epochs, with a mini-batch of 128 data points. The same architecture was used for all panels of Figure 1.

- **Cause-effect pairs**: The flow \( \mathbf{T} \) is a composition of 4 sub-flows \( \mathbf{T}_1, \ldots, \mathbf{T}_4 \). For each of the \( \mathbf{T}_i \), both \( s_j \) and \( t_j \) are MLPs, with either 1 or 3 hidden layers, each with 5 hidden units. For each direction, we train two different flows (with 1 or 3 hidden layers), and select the flow that yields higher test likelihood. Each direction was trained for 750 epochs, with a mini-batch of 128 data points. For each pair, 80% of the data points were used for training, and the remaining 20% to evaluate the likelihood. The same architecture was used to classify all the pairs.
Causal Autoregressive Flows

- **EEG arrow of time**: The flow $T$ is a composition of 4 sub-flows $T_1, \ldots, T_4$. For each of the $T_i$, both $s_j$ and $t_j$ are MLPs, with 4 hidden layers, each with 10 hidden units. Each direction was trained for 400 epochs, with a mini-batch of 32 data points. For each channel, 80% of the data points were used for training, and the remaining 20% to evaluate the likelihood. The same architecture was used to classify all the channels.

- **Interventions on simulated data**: The flow $T$ is a composition of 5 sub-flows $T_1, \ldots, T_5$. For each of the $T_i$, both $s_j$ and $t_j$ are MLPs, with 1 hidden layers, each with 10 hidden units. We train the flow, conditioned on the causal ordering, to fit the correct SEM. Training was done for 750 epochs, with a mini-batch of 32 data points.

- **Interventions on es-fMRI data**: The flow $T$ is a composition of 5 sub-flows $T_1, \ldots, T_5$. For each of the $T_i$, both $s_j$ and $t_j$ are MLPs, with a single hidden layer consisting of 2 hidden units. In order to obtain interventional predictions, a CAREFL model was first trained using resting-state fMRI data conditioned upon the causal ordering. Since we did not seek to infer the causal structure, 100% of the training data was employed (this is in contrast to causal discovery experiments which only trained models on 80% of the data).

F.2 Preprocessing of EEG data

The openly available EEG data from Dornhege et al. (2004) contains recordings for 5 healthy subjects. For each subject, the data has been sampled at 100Mhz and 1000Mhz. For our experiments, we considered subject number 3, and used the data sampled at 1000Mhz. In particular, we only considered $n = 150$ and $n = 500$ time points. Each of the 118 EEG channels was then reversed with probability 0.5.

The task is to properly infer the arrow of time for each of the 118 EEG, considered separately. We transform a univariate timeseries $(x_t)_{t \in [1, n]}$ corresponding to 1 channel into bivariate causal data by shifting it by a lag parameter $l$, to obtain data of the form $(x_t, x_{t+l})_{t \in [1, n-\eta]}$. For the results plotted in Figure 2, we used three values of lag for ANM, RECI, the linear LR and CAREFL-NS: $l \in \{1, 2, 3\}$, which we then combined into one dataset. For CAREFL, we used only two values of lag: $l \in \{1, 2\}$.

F.3 Preprocessing of functional MRI data

Results included in this manuscript come from preprocessing performed using FMRIprep (Esteban et al., 2019), a Nipype based tool (Gorgolewski et al., 2011). Each T1w (T1-weighted) volume was corrected for INU (intensity non-uniformity) using N4BiasFieldCorrection v2.1.0 and skull-stripped using antsBrainExtraction.sh v2.1.0 (using the OASIS template). Brain surfaces were reconstructed using recon-all from FreeSurfer v6.0.1. For each patient, we note that each patient received surgery and stimulation in different locations, as determined by their diagnosis. T1w transformation and T1w-to-template (MNI) warp were concatenated and applied in a single step using AFNI v16.2.07. Motion correcting transformations, BOLD-to-T1w transformation and T1w-to-template (MNI) warp were concatenated and applied in a single step using Nipype.

Regional time series were subsequently calculated from the processed FMRI data (transformed into MNI space) using NiLearn (Abraham et al., 2014) and the Harvard-Atlas probabilistic atlas, with regions thresholded at 25% probability and binarised. Given the regional location of intracortical stimulation in the subjects, FMRI timeseries from the Cingulate gyrus and Heschl’s gyrus were selected for analysis.

We note that each patient received surgery and stimulation in different locations, as determined by the best known diagnosis and clinical criteria. As such, the two regions studied were selected so as to include as many subjects as possible in our experiments. Moreover, the Cingulate gyrus is a region associated with cognitive processes such as saliency and emotional processing (Vogt, 2019) whereas Heschl’s gyrus covers primary auditory cortex, associated with early cortical processing of auditory information; as such connectivity between the regions captures the interaction between a higher-order heteromodal region and a unimodal sensorily region.