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Abstract—As powerful as fine-grained visual classification (FGVC) is, responding your query with a bird name of “Whippoorwill” or “Mallard” probably does not make much sense. This however commonly accepted in the literature, underlines a fundamental question interfacing AI and human—what constitutes transferable knowledge for human to learn from AI? This paper sets out to answer this very question using FGVC as a test bed. Specifically, we envisage a scenario where a trained FGVC model (the AI expert) functions as a knowledge provider in enabling average people (you and me) to become better domain experts ourselves. Assuming an AI expert trained using expert human labels, we anchor our focus on asking and providing solutions for two questions: (i) what is the best transferable knowledge we can extract from AI, and (ii) what is the most practical means to measure the gains in expertise given that knowledge? We propose to represent knowledge as highly discriminative visual regions that are expert-exclusive and instantiate it via a novel multi-stage learning framework. A human study of 15,000 trials shows our method is able to consistently improve people of divergent bird expertise to recognise once unrecognisable birds. We further propose a crude but benchmarkable metric TEMI and therefore allow future efforts in this direction to be comparable to ours without the need of large-scale human studies.

Index Terms—Fine-grained visual classification, AI for enriching human knowledge, visual attention, model interpretability.

I. INTRODUCTION

A IS great—arguably the debate is on how it ultimately benefits mankind. Progress on computer vision has predominantly followed the “Human for AI” trend, where human data are used to train AI models that replace humans in some capacity. In this paper, we are interested in the complete opposite direction, i.e., “AI for Human”, and ask the question “can trained AI models help to enrich human knowledge instead?”.

We pick the problem of fine-grained visual classification (FGVC) as a test bed on this quest. FGVC is a good fit as one of the few areas in computer vision where AI agents (We call FGVC and AI Expert interchangeably throughout the paper) can already reasonably replace human experts [5], [6], [17], [39], [42], [73], [93], [69], [78], [89], e.g., in identifying species of birds [81], models of cars and aircrafts [45], [56], and tell one flower from another [59]. The question then becomes—can the expert knowledge [47], [48], [49] learned by AI be transferred across to an average human, so that “you and me” become experts too? i.e., those that can tell that the eight birds in Fig. 1(a) are in fact from different species.

Fig. 1(a) illustrates the ambition of this paper—to complete this three-way transfer cycle among human expert, AI expert and average human (you and me). The link where human experts provide labels to train an AI bird expert is the known part and precisely what FGVC in its conventional form strives for. Key for this paper is on how to make the remaining two connections: (i) how to extract knowledge from AI that is digestible to a human (like a book), and (ii) how can we measure the progress on “you and me” becoming more expert-like using that knowledge.

On making the first link, we first stand with past works [9], [55], [62] on the lack of interpretability of fine-grained expert labels to an average human (Fig. 1(b)). As such, they do not constitute good “knowledge” in our context, e.g., telling me the top left bird in Fig. 1(b) is a “California Gull” probably does not say much. Our key innovation here is resorting to the highly discriminative regions that experts exclusively attend to as transferable knowledge (bottom row of Fig. 1(b)). This echoes well with psychological findings on the importance of using visual highlights for novices to learn in complex visual tasks [29], [36], [66].

To form the second connection and therefore close the loop, we literally take inspiration from a “book” – an expert bird guide in this context. More specifically, we present knowledge extracted from the AI expert as a bird guide to a human. The idea is then a better bird guide (i.e., knowledge) will result in “you and me” becoming more expert-like. We therefore take the degree to which the human has improved in being able to tell different species of birds as a measure of how good the extracted knowledge actually is.

It follows that we define knowledge as highly discriminative visual regions that are exclusively attended by domain experts, i.e., what parts of a photo experts focus on upon recognising different species of birds as a measure of how good the extracted knowledge actually is.
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Fig. 1. AI Bird Expert Enriches Human Bird Knowledge. (a) By retreating from the common goal of a FGVC model in pursuing better expert label predictions, we envision a human-centric FGVC endeavour with a three-way cycle for human knowledge consumption and propose a first solution. (b) Capitalising on knowledge in visual form (instead of abstract label inherent to a FGVC model), we show positive human feedback in digesting it towards better recognition.

Fig. 2. Schematic illustration of how to obtain expert-exclusive but highly discriminative visual regions $S_\delta$ via our approach (Section II). (a) We assume the functioning of a visual classification model as an attention sampling process from a pre-defined pool of visual regions $F_{\text{pool}}$ (global and local image patches). (b) We define the regions most effective for human knowledge consumption as a subset of visual attentions of domain experts only $S_\delta$. We model regions attended by domain novices $S_{\text{novice}}$ with the best possible fine-grained amateur textural descriptions of an image respectively – see Section III-D. (c) Our final refined selections of $S_\delta$ from $F_{\text{pool}}$ are that of the most discriminative.

On measuring the efficacy of our bird guide (i.e., knowledge learned from AI), we conduct a large-scale human study with a total of 15,000 trials on a fine-grained bird dataset [81]. Results show, of the 407 trials that participants initially failed fine-grained bird recognition, an average
53.39% later successfully reverted their decisions, after being presented with our bird guide. We provide further analysis showing our approach is not constrained to work with bird species only, and improves conventional FGVC performance when exploited as a way to achieve explicit discriminative localisation.

A. Visual Attention as Knowledge

Our work can be seen as a general extension to the existing bulky literature of FGVC (a most recent survey at [87]), where we re-envision the FGVC functionality from better label classification accuracy to that of providing useful knowledge for human consumption. It brings out an important question of whether current FGVC methodologies in the traditional benchmarking sense have in fact learned any fine-grained knowledge – the exact implication of that we however leave to future work. From a knowledge dissemination perspective, the way how we reason and dissect a FGVC model also seems to resonate with recent literature on generating FGVC visual explanations [8], [11], [38], [39], [68], [80], [44], [58].

A closer inspection however reveals the fundamentally different purposes they each serve. The goal of the existing works is on machine explainability, i.e., looking into the pixels responsible for a model’s decision and judging whether they align with human intuition or not (e.g., by trying to make sense of visualised attention maps). We however take a human-centric view and only care if whatever extracted information can be instilled into our very brain as transferable knowledge. More precisely, existing works generally present a pixel selection function \( h(x) \) that either explains the decision of the black-box FGVC model in the form of post-hoc visualisation \( p(y | h(x)) \) [8], [68], [80] or making FGVC an explainable model itself \( p(h(x) | y) \) [11], [38], [39]. As a result, \( h(x) \) inevitably contains many visual cues that most human novices can already perceive. Our solution instead models \( p(y | h(x | x_{human})) \), i.e., we take into account of human (non-expert) prior knowledge of an image and exclude them from our knowledge base to ensure a well-defined expert representation. We verify the importance of doing so in Section III-C.

As convincing as these arguments may sound, for many readers, our results would not appear too different to the fancy colour maps/bounding boxes that is commonplace today (Fig. 8). We understand that – for too long, people are tired of and became oblivious to the often cherry-picked qualitative demonstrations. The adoption of humans subjects to perform perceptual evaluation also furthers the concern – that to what extent our visual knowledge can no longer be backtracked to the image source once extracted from, and improvability as a classification task where recognition gain is seen as a way to measure how much expert-exclusive discriminative information is contained in that same knowledge. We showcase some TEMI results for 16 popular attention-based model visualisation methods and some of their qualitative examples in Table III and Fig. 8. Readers can examine these results to better understand why conventional visualisation models do not stand up to the test of human knowledge consumption and why ours do.

B. Quantifiable Metric for Knowledge Transfer

Realising this burning problem in identifying the true efficacy of visual attentional knowledge, we first resort to the very recent work of [3], which investigates the transparency and reliability over a comprehensive checklist of existing attention-based model explanation mechanisms. We compare with their best reported method CVE [28] and show that how CVE fails to offer similarly good performance (Fig. 8) as ours for extracting human transferable knowledge, confirming the need for conceptualising a new type of model attention.

We then focus on the practical limitations of leveraging humans as the only method to perform perceptual studies – that (i) it requires extensive effort in time and financial resources, and perhaps more importantly, (ii) it renders complete reproducibility an infeasible task. This effort importantly paves the way for a more sustainable development for this “AI for Human” stream of work, in making future progress measurable without significant efforts in running large-scale human studies. For that, and as a last contribution, we propose Transferable Effective Model Attention (TEMI), a crude but quantifiable metric that aims at replacing human studies in measuring the AI → Human knowledge transfer (Section III-E). We attest to integrity of TEMI by (i) showing a strong correlations between TEMI and raw human study data, and (ii) demonstrating its designed behaviour holds for a large body of popular attention-based model visualisation methods.\(^1\)

The general design principle of TEMI is that a higher score should be obtained when the input visual attentions indeed correspond to regions that are (i) noticeably different (i.e., specificity) and (ii) significantly more discriminative (i.e., improvability), when compared with those commonly perceived by domain novices. More specifically, we model specificity in a retrieval setup [16], [18], [50] asking to what extent our visual knowledge can no longer be backtracked to the image source it once extracted from, and improvability as a classification task where recognition gain is seen as a way to measure how much expert-exclusive discriminative information is contained in that same knowledge. We showcase some TEMI results for 16 popular attention-based model visualisation methods and some of their qualitative examples in Table III and Fig. 8. Readers can examine these results to better understand why conventional visualisation models do not stand up to the test of human knowledge consumption and why ours do.

II. METHODOLOGY

In the traditional FGVC setting, given an image \( x \) and its fine-grained label \( y \) (e.g., bird species name), a deep feature extractor \( F(\cdot) \) will first process \( x \) into a set of feature pool \( F_{pool} = \{f_1, f_2, \ldots, f_N\} \), representing a total size of \( N \) visual features covering a diverse location and scale of visual regions. A classifier \( Cls(\cdot) \) is then appended upon the rich visual information provided in \( F_{pool} \) and optimised to predict \( y \) under cross-entropy classification objective. The composition of \( F(\cdot) \) and \( Cls(\cdot) \) is therefore what we often regard as an AI-enabled domain expert.

Our goal is to extract highly discriminative visual regions that experts exclusively attend to in classifying a fine-grained image. Denoting the visual attentions of experts and novices as \( S_{expert} \) and \( S_{novice} \), this equates to learning an attention re-sampling operation \( S_{δ} \) on \( F_{pool} \) that can successfully bridge the gap between \( S_{expert} \) and \( S_{novice} \) in expert label prediction

\(^1\) An online leader-board will be maintained and continuously updated at https://www.dongliangchang.cn/Making/leaderboard.html. Readers are encouraged to suggest new baselines to be included.
(Fig. 2). Putting it formally:

\[
\text{Cls}(S_{\text{expert}} \odot F_{\text{pool}}) \approx \text{Cls}(\{S_{\text{novice}} + S_{\delta} \} \odot F_{\text{pool}})
\]

s.t. \( S_{\delta} \subseteq S_{\text{expert}} \setminus (S_{\text{expert}} \cap S_{\text{novice}}) \) \hfill (1)

We model \( S_{\text{expert}}, S_{\text{novice}}, S_{\delta} \) as a learnable probability row vector \((\mathbb{R}^N)\) in practice, i.e., \( \sum_{i=1}^{N} s_{\delta}^i = 1 \). We shall now detail below how to obtain each component in (1).

A. Stage I: Visual Learning for \( F_{\text{pool}}, S_{\text{expert}}, \text{Cls}(\cdot) \)

Obtaining \( F_{\text{pool}} \): Though obtaining \( F_{\text{pool}} \) is not restricted to one specific method, it does need some careful consideration given \( F_{\text{pool}} \) will be subjected to bi-modal sampling from both \( S_{\text{expert}} \) and \( S_{\text{novice}} \). We find that the trivial work of learning \( F_{\text{pool}} \) and \( \text{Cls}(\cdot) \) in end-to-end fashion will bias \( F(\cdot) \) towards \( S_{\text{expert}} \) and makes it incompatible to work with \( S_{\text{novice}} \) later. For this, we propose a simple yet effective solution by decoupling the learning of \( F_{\text{pool}} \) with that of \( S_{\text{expert}} \), \( \text{Cls}(\cdot) \). Specifically, given an image \( x \), we divide it into \( 1 \times 1, 2 \times 2, \ldots \), and \( k \times k \) uniform image blocks and use \( F(\cdot) \) to extract feature for each local block to build our visual feature pool \( F_{\text{pool}} \). We introduce an auxiliary classifier \( \text{Aux}(\cdot) \) to guide the learning of \( F_{\text{pool}} \) for ground-truth label predictions. \( F_{\text{pool}} \) is then fixed with \( \text{Aux}(\cdot) \) scrapped after this stage.

Obtaining \( S_{\text{expert}}, \text{Cls}(\cdot) \). We compute \( S_{\text{expert}} \) by first conducting self-attention (SA)\(^2\) on \( F_{\text{pool}} \) to better capture the long-term visual spatial dependency. We then append one fully-connected (FC) layer normalised with Softmax to simulate expert visual attention upon recognising a fine-grained object:

\[
S_{\text{expert}} = \text{Softmax}(\text{FC}(\text{SA}(\Gamma(F_{\text{pool}}))))
\] \hfill (2)

where \( \Gamma(\cdot) \) is a stop gradient operation that forbids gradient flowing through the variable it functions on, which we will apply throughout. Denoting \( F_{\text{expert}} \) as \( S_{\text{expert}} \odot F_{\text{pool}} \), we optimise \( \{S_{\text{expert}}, \text{Cls}(\cdot)\} \) in the multi-label classification formulation:

\[
L_{\text{vision}} = \text{Cross-Entropy}(\text{Cls}(F_{\text{expert}}), y)
\] \hfill (3)

B. Stage II: Visual Grounding for \( S_{\text{novice}} \)

To bypass the otherwise fatal lack of human novice annotations on their perceivable visual regions of an image, we exploit the existing human fine-grained image caption dataset \([64]\) to model \( S_{\text{novice}} \). Given an image, ten single sentence visual descriptions are collected from different crowdsourced workers and we use their aggregate\(^3\) as a summary of the best possible visual perceptive zones from human novices. The question is how to ground human language input \( c \) to the visual representation of \( S_{\text{novice}} \)? We first process \( c \) with an off-the-shelf pre-trained language model Bert(\( \cdot \))\([19]\) to get its semantic embedding \( f_c \) and append a multi-layer perceptron \( \text{Mlp}(\cdot) \) aiming to project \( f_c \) to an embedding space compatible with \( F_{\text{pool}} \). \( S_{\text{novice}} \) is then formulated as the broadcast element-wise cosine similarity between \( \text{Mlp}(f_c) \) and \( F_{\text{pool}} \):

\[
S_{\text{novice}} = \text{Softmax}(\cos(\text{Mlp}(\Gamma(f_c)), \Gamma(f_1)), \cos(\text{Mlp}(\Gamma(f_c)), \Gamma(f_2)), \ldots, \cos(\text{Mlp}(\Gamma(f_c)), \Gamma(f_N)))
\] \hfill (4)

Since the role of \( S_{\text{novice}} \) is to ensure human intentions expressed in language transfer visually, we require the training objective to maximise the cross-modal feature-wise mutual information \( I(\text{Mlp}(f_c), F_{\text{novice}}) \), where \( F_{\text{novice}} = S_{\text{novice}} \odot F_{\text{pool}} \).

Noise Contrastive Learning: Mutual information is notoriously intractable to optimise, where we resort to noise contrastive estimation \([31]\) as a surrogate loss function. In particular, we implement it as InfoNCE \([61]\) due to its wide adoption in the weakly-supervised visual grounding literature \([30], [83], [83], [88]\). InfoNCE is manifested in the popular cross-entropy fashion and measures how well the model can classify one positive representation amongst a set of unrelated negative samples:

\[
L_{\text{ground}} = \sum_{i=1}^{bs} - \log \frac{\text{Mlp}(\Gamma(f_{i,c}))}{\sum_{j=1}^{bs} \text{Mlp}(\Gamma(f_{i,j}))}
\] \hfill (5)

with some slight abuse of notations, we use \( F_{\text{novice},c} \) and \( f_{c,i} \) as the batch alternatives to \( F_{\text{novice}} \) and \( f_c \). \( bs \) is the size of samples we use for contrastive learning with always 1 positive and \( bs - 1 \) negatives.

C. Stage III: Knowledge Distillation for \( S_{\delta} \)

Recall the two key traits of \( S_{\delta} \) we defined conceptually. \( S_{\delta} \) is first expert-exclusive visual attention on \( F_{\text{pool}} \). This gives us the important prior information of the element-wise importance of \( F_{\text{pool}} \) for \( S_{\delta} \). \( S_{\delta} \) attend to a subset of visual regions in \( S_{\text{expert}} \) that is disjoint with \( S_{\text{novice}} \), i.e., \( S_{\delta} \) corresponds to an attention re-sampling operation from the non-zero entry in \( \max(S_{\text{expert}} - S_{\text{novice}}, 0) \). Similar to (2), we model \( S_{\delta} \) with feature-wise self-attention followed by one FC layer for output normalisation:

\[
S_{\delta} = \text{Softmax}(\text{FC}(\text{SA}(\Gamma(F_{\text{pool}} \odot \max(S_{\text{expert}} - S_{\text{novice}}, 0)))))
\] \hfill (6)

The second trait of \( S_{\delta} \) is being highly discriminative that bridges the recognition gap between \( S_{\text{expert}} \) and \( S_{\text{novice}} \). Denoting the visual feature attended by \( S_{\delta} \) as \( F_3 = F_{\text{pool}} \odot S_{\delta} \), we portray the learning as a process of knowledge distillation, where the student \( (S_{\delta}) \) tries to distil expert-exclusive knowledge from the teacher \( (S_{\text{expert}}) \):

\[
L_{\text{distill}} = \text{KL}(\text{Cls}(\Gamma(F_{\text{expert},t})), \text{Cls}(\Gamma(F_{\text{novice}} + F_3/t)))
\] \hfill (7)

where \( \text{KL}(\cdot) \) is the Kullback-Leibler divergence between two distributions and \( t \) is the temperature hyperparameter \([34], [94]\) balancing the quality (sharpness) of the knowledge distilled, with smaller \( t \) corresponding to fewer coverage of teacher’s knowledge base and larger \( t \) risking over smoothing out teacher’s focus. We set \( t = 5 \) throughout.
I) Inference Without Reliance on \( c \): There is one shortcoming in (6) when practically deployed: \( S_{\text{novice}} \) relies on the outcome of \( S_{\text{novice}} \) that requires the fine-grained human language description of an image \( c \) from the user. We argue it’s a big ask of user to offer the same level of descriptive comprehensiveness like those we use for training: “This bird has a yellow, long, pointy beak, grayish feathers and grayish feathers, with white on the crown and black on the wingbars”. We provide a simple solution to address this. A post-hoc approach is adopted that learns how to produce similar expert-exclusive discriminative visual attentions as with \( S_\delta \) directly from \( F_{pool} \):

\[
\hat{S}_\delta = \text{Softmax}(FC(SA(\Gamma(F_{pool}))))
\]

\[
\hat{F}_\delta = \hat{S}_\delta \odot F_{pool} \quad \text{L\_posthoc} = \text{MMD}(\hat{F}_\delta, \Gamma(F_\delta)) \quad (8)
\]

We choose Maximum Mean Discrepancy (MMD) as a discrepancy metric for its ability to distinguish between two distributions with finite samples:

\[
\text{MMD}^2(\hat{F}_\delta, F_\delta) = \frac{1}{(N/2)} \sum_{i \neq i'} k(\hat{F}_{\delta,i}, \hat{F}_{\delta,i'}) - \frac{1}{(N/2)} \sum_{i \neq j} k(\hat{F}_{\delta,j}, F_{\delta,j}) + \frac{1}{(N/2)} \sum_{j \neq j'} k(F_{\delta,j}, F_{\delta,j'}) \quad (9)
\]

where \( k(x, x') = \exp(||x - x'||^2/\gamma) \) with \( \gamma \) as a bandwidth hyperparameter. We show by replacing \( S_\delta \) with \( \hat{S}_\delta \) only brings marginal performance downgrading in our empirical evaluations.

D. Incorporating \( S_\delta \) as FGVC Booster

\( S_\delta \) also provides an answer to the FGVC debate on what is the best way to achieve discriminative localisation [18], [40], [51], [86], [92]. Our speculation is that if \( S_\delta \) has successfully encoded expert-exclusive visual attentions, visual regions \( \delta \) corresponding to \( S_\delta \) are then already locally discriminative with expert endorsement. There are of course many ways to embed \( \delta \) as explicit localisation information into existing FGVC frameworks, of which we choose perhaps the most intuitive of seeing \( \delta \) as another pixel space input together with the original image \( x \). We find such simple solution suffices to bring improvements on top of many existing FGVC frameworks. To avoid ambiguity with existing notations, we abstract a FGVC solver into two parts of feature extractor \( E(\cdot) \) and classifier \( C(\cdot) \). We now formulate a new generic way of FGVC training with both \( x \) and \( \delta \) as input:

\[
L_{ce} = \text{Cross\_Entropy}(C(E(x) + \sum_{i=1}^{N_{\text{top}}} E(\delta^i)), y) \quad (10)
\]

where in practice, we set \( N_{\text{top}} = 1 \), i.e., we only select the single most discriminative region in \( \delta \) as one more image input for explicit localisation.

III. Experiments

Our main experiments are conducted on the CUB-Bird-200 dataset [81], which contains 11,877 images from a label categorisation of 200 bird species. We first show how the learned knowledge in the visual form of expert-exclusive discriminative regions \( S_\delta/S_{\delta^i} \) can help people with divergent levels of bird expertise towards better recognising their once unrecognisable birds. We then confirm \( S_\delta \) is indeed attending to visual regions exclusive to domain experts and only with such type of visual feedback (versus \( \{S_{\text{novice}}, S_{\text{expert}}\} \)) can enable practically more interpretative and digestible knowledge to human participants. Given the lack of suitable baselines from existing FGVC research (elaborated in Section I-A), we move on to conduct ablation on our key technical choice of adopting image caption aggregate to represent the otherwise hard-to-quantify domain novice visual attentions. Finally, and perhaps most importantly, the human and financial cost of large-scale human studies can be largely off-putting for the future endeavours on this line of research. We therefore design an automatic human-like evaluation metric for measuring the efficacy of knowledge consumption, which is empirically shown to strongly correlate with the results from real large-scale human studies (Section III-E). We wrap up the experiments by providing further analysis on \( S_\delta \).

Implementation Details: We extract image features using pre-trained ResNet50, and text features using pre-trained Bert [19] in all experiments. The input images are resized to \( 300 \times 300 \) and then randomly cropped to \( 224 \times 224 \) during training. We always centre crop the image for model inference. At each stage, we adopt SGD optimiser with a momentum of 0.9. We set the learning rate for pre-trained feature extraction layers as a fixed value of \( 1e - 4 \). We however take a Cyclic Cosine Annealing [53] strategy for the fully connected layers with learning rate initially set to 0.01 and finally decayed to 0. We train the model for 100 epochs with weight\_decay value fixed as \( 5e - 4 \). Please see our release code for details.

A. Data & Participant Setup

We recruited 200 participants across different ages, genders and education levels, where each of whom was expected to complete a questionnaire with 300 bird recognition tasks. In each task trial, the participant was given a query bird image and five gallery bird images, and asked to select the only image in the gallery that he/she believed to belong to the same bird sub-class with the query (Fig. 4). The difficulty of the task then lies in the similarity level between the query and gallery images, where we define three challenge levels based on the biological bird stratification of Order-Family-Species: (i) Easy: gallery samples are manifested in different bird orders. (ii) Medium: gallery samples are from different bird families but all belonging to the same bird order. (iii) Hard: gallery samples only differ in the finest species level, i.e., they come from the same bird order and family. We assign different score for correct answer to question of different difficulty (0.5, 1, 1.5 point for easy, medium and hard respectively). This means when the 300 tasks are decomposed into three subsets of [90, 120, 90] for each challenge level (the setting we adopt), the full mark would be 300 points. We plot the normalised scoring histogram by counting the number of people falling in each of the 10 discretised bins and observe an intuitive Gaussian-like bell shape distribution. Since our goal is to simulate a study covering fairly for people with divergent
levels of bird expertise, we form three representative population groups by randomly selecting [15, 20, 15] participants from the first three bins (worst scorers), the fourth to seventh bin (medium scorers) and the last three bins (best scorers) respectively. These 50 participants and their bird recognition cases are then setting our basis for the experiments later. Note that the entire process of the human study was completely anonymous and only made use of a randomly allocated ID that allows different trials to be grouped by participant. Each participant was made aware prior to volunteer to participate that the data will be released without any personal information as a part of a research publication, and this data will only be used for research purposes.

B. $S_\delta$ is Your Expertly Curated Bird Guide

Experimental Method: We now take the failed recognition cases from the 50 participants at the setup stage and examine the efficacy of $S_\delta$ on improving their recognisability. We also test the performance of $\hat{S}_\delta$, a practical alternative to $S_\delta$ when there is lack of fine-grained visual description of an image. We follow the similar “query-gallery” experimental procedure, with just the difference that the query is now highlighted with the knowledge provided by $S_\delta$ (Fig. 4). By paying extra attention to the AI-empowered knowledge, participants are required to re-make their decision of selecting the target image from the gallery that shares the same sub-class with the query. Our evaluation metric is twofold: average human correction percentage ($CP$) and average weighted human correction percentage ($WCP$). The former calculates the percentage of cases (2407 in total) that one human participant has successfully reverted their erroneous recognition under the guidance of $S_\delta$, where the latter corresponds to a weighted version that assesses the correction rate for cases in each challenge level first and weight it with the corresponding challenged point. Lastly, we rank the visual attentions of $S_\delta$ in descending order and always present the Top $K$ visual regions to human participants. We experiment with different $K$ values of [1, 2, 3, 4, 5, 6, 7] – we find $K = 7$ already brings notable degenerate performance in our pilot study as people tend to feel uncomfortable and fail to focus when faced with too many visual cues.

Rule of Familiarity: To mitigate the effect of participants intentionally altering their decision based on past failures, and keeping their decisions unchanged because of cognitive inertia [2], [57], three strategies were devised: (i) we repeated the tests of successful recognition cases and interleaved them between failed ones, while not including these results when computing our statistics. The purpose is then to avoid reminding a participant “you were once wrong and re-decide now with the additional help from the knowledge provided”. This could jeopardise the fairness of our evaluation – it is not knowledge that actually works, but people are asked to make a second choice. (ii) we enforced the participants to have at least have 24-hour time gap between undergoing any two different purposed experiments.
Since every participant might be asked to proceed with the recognition task on the same case more than once under the different types of knowledge guidance, comparisons between these knowledge could only be deemed as near independent when conducted spanning a time period [24]; (iii) we adopted the common strategy in mitigating familiarity by randomising the ordering of individual trials [75].

We also conducted a pilot study to confirm the removal of familiarity bias, where we asked the same participants to redo the questions that they previously failed on after 24 hours in a randomised order. The hypothesis is therefore, if familiarity bias is successfully eliminated, the average correction rate would be close to random guess (1/5). Our result shows an average correction rate of 21.32 ± 5.41% off the 2407 trials from 50 participants, supporting the hypothesis. Our 24-hour gap rule in removing familiarity bias also finds itself in the famous Ebbinghaus Forgetting Law Curve [24] in psychology, which suggests that people on average have only 33.7% of their memory left after a one-day gap.

Results: We graphically describe CP and WCP for each human participant via the box plot of five-number quartile summary [77] in Fig. 3. Following observations can be made: (i) Under the metric of both CP and WCP, $S_{i}$ is able to provide the best performance when used to display its top 3 visual attentions with mean values, 53.39% and 54.24%. This provides compelling evidence that our learned $S_{i}$ is indeed extracting knowledge from an AI agent in a way that guides people towards better recognising a unknown bird. We further calculate the mean CP (mCP) and WCP (mWCP) values for people from three different scorer groups at setup stage, where the small differences among groups (52.63%, 52.91%, 54.91%@mCP, 52.96%, 53.88%, 56.53%@mWCP) confirm that $S_{i}$ is friendly and effective to users with divergent levels of bird expertise. (ii) Difference between $S_{j}$ and $S_{i}$ is marginal in the eyes of human participants. This is an important message indicating that our framework can stand up to the fatal but common lack of per-image fine-grained language descriptions with little performance sacrifice. (iii) WCP values are slightly larger compared with those of CP. This is expected. Given $S_{d}/S_{i}$ is designed to offer the most subtle expert-exclusive visual cues for successful fine-grained recognition, it naturally works better for solving harder cases with more bonus points (California Gull versus Western Gull) compared with that for easier ones (Gull versus Flamingo). (iv) There seems to exist a safety value ($K<7$) of how many visual regions to display and when the threshold is violated, humans start to show general failure in digesting the visual knowledge provided by $S_{d}/S_{i}$. In line with psychological findings [29], [66], we ascribe such phenomenon to the fact that redundant visual distractors superimposed upon the most compact visual highlights can be very detrimental for people to gain attentional expertise in practice. Interestingly, we also demonstrate some common visualisation results of existing FGVC works in Fig. 6. We can see how they generally cover the full attention map of a bird and correspond roughly to a $K = 7$ scenario (or even worse!) under $S_{d}/S_{i}$ – indicating their inherent unsuitability for human consumption as argued in Section I-A. We also consult our human participants on why they perform drastically poorer when $K$ grows over a certain value and their response is unanimous: “we don’t know how to make sense from the knowledge manifested in crowded and cluttered visual regions.

C. $S_{\delta}$ Works Because it is Expert-Exclusive

In this section, we conduct deeper probe on $S_{\delta}$. Our goal is to show that $S_{\delta}$ is indeed distilling unique visual attentions from experts ($S_{\text{expert}}$) that are not shared by domain novices ($S_{\text{novice}}$), and this very property of $S_{\delta}$ consequently helps human participants to better recognise a bird. Below is detailed analysis.

We first adopt Intersection over Union (IoU) to measure the correlation between the top $K$ rankings of two visual attention sequences – if $	ext{IoU}_{K}(S_{\text{novice}}, S_{\text{expert}})$ is significantly larger than $	ext{IoU}_{K}(S_{\text{novice}}, S_{\delta})$ before $K$ grows impractically large, we know $S_{\delta}$ has successfully extracted the exclusive parts from $S_{\text{expert}}$. Results in Fig. 5(a) and (b) confirm that $S_{\delta}$ indeed shares negligible ($\leq 0.01$) attentional overlap with $S_{\text{novice}}$ for $K$ up to 20, in a stark contrast with the strong correlated interplay between $S_{\text{expert}}$ and $S_{\text{novice}}$. To shed further light on the importance of refining $S_{\text{expert}}$ to $S_{\delta}$ and its practical meaning as a form of knowledge to human participants, we calculate the expert label prediction accuracy $\text{Acc}_{K}(\delta)$ and $\text{Acc}_{K}(\text{expert})$ with the combined visual cues from $\{S_{\text{novice}}, \sum_{i=1}^{K} S_{i}\}$ and $\{S_{\text{novice}}, \sum_{i=1}^{K} S_{i}\text{expert}\}$ respectively. Our intuition is that if $S_{\delta}$ provides practically more useful complementary knowledge to what human already knows, $\text{Acc}_{K}(\delta)$ should obtain a considerably satisfying performance at a much smaller $K$ than that of $\text{Acc}_{K}(\text{expert})$. In other words, knowledge encoded in $S_{\delta}$ is more condensed and effective for human to digest because of its nature of expert-exclusive. Fig. 5(c) shows this is exactly the case where $\approx 91.40\%$ of label prediction performance is retained with only one best visual attention in $S_{\delta}$ and up to $\approx 94.05\%$ when $K = 3$. We also repeat the “query-gallery” experiment in Section III-B and aim to figure out to what extent can $S_{\text{novice}}$ and $S_{\text{expert}}$ improve people’s bird recognisability in a human study. By examining their performance under both mCP and mWCP and comparing them with $S_{\delta}$ (40.02% and 47.05% versus 53.39% @mCP, 39.56% and 45.51% versus 54.24% @mWCP), we can fairly conclude that the hypothesis of fine-grained visual knowledge being expert-exclusive does matter for practically more effective human consumption.

D. Good $S_{\delta}$ Solver Needs Human Language Input

A critical part of our framework at design-level is how to define and quantify $S_{\text{novice}}$ with data at hand. Given the rich visual elements of an image and the subjective nature of human vision on their relative importance, deciding the best form of representing domain novice visual attentions becomes indeed an art of choice. Our proposed method advocates the use of

$4$To obtain $\text{Acc}_{K}(\delta)$, $\text{Acc}_{K}(\text{expert})$ on different $K$ values, we first work out normalised mean feature representation $\frac{1}{2}(F_{\text{novice}} + \sum_{i=1}^{K} r_{\delta}S_{i}F_{i})$. 

$s.t. \lambda = 1/\sum_{i=1}^{K} r_{\delta}S_{i}$ before feeding it into classifier.
Fig. 5. Comparisons between $S_{\text{novice}}$, $S_{\text{expert}}$ and $S_{\delta}$. (a): Exemplified comparisons among the Top 3 visual attentions encoded. (b)(c): Understanding our learned $S_{\delta}$ from two different aspects. Comfort zone: maximum number of visual regions for display that we find humans can practically make sense of ($K < 7$). More details in text.

| Raw Image | Bubbles [18] | Drawing [85] | Caption Aggregate |
|-----------|--------------|--------------|-------------------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | This bird has a yellow-breasted, a black cheek patch, and a white superciliary, ... |

| Raw Image | Bubbles [18] | Drawing [85] | Caption Aggregate |
|-----------|--------------|--------------|-------------------|
| ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) | This bird has long legs, short tail wings, a small bill, and grayish-brown belly feathers, ... |

| Raw Image | Bubbles [18] | Drawing [85] | Caption Aggregate |
|-----------|--------------|--------------|-------------------|
| ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | This bird has a white breast, a brown tail and long wings, and a small yellow beak, ... |

| Table I: How to Represent $S_{\text{novice}}$ With Different Conceptualisations? We Leverage Human Annotated Bubbles [18] and Drawings [85] as Alternatives of Caption Aggregate (Ours) to Representing $S_{\text{novice}}$ for Ablation Study in Section III-D |
|---------------------------------|-------------------------------------------------|
| Raw Image | Bubbles [18] | Drawing [85] | Caption Aggregate |
| ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) | This bird has a yellow chest, a black pointed beak, and an orange-yellow chin, ... |

human fine-grained caption aggregate of an image for learning $S_{\text{novice}}$, where we compare it with several competitors below.

**Competitors:** We include three competitors for different conceptualisations of $S_{\text{novice}}$: (1) **Discriminative bird bubbles:** These annotated bird circular regions (Table I), namely “bubbles” [18], are collected via a novel online game aiming to reveal the most discriminative parts of a bird image. We aggregate the available bubbles of an image from multiple players and use their mean ImageNet pre-trained feature representation to learn $S_{\text{novice}}$. (2) **Human bird drawings:** CUB-200-Painting [85] is an extension of CUB-200-2011, which contains diverse human drawing forms (Table I) aiming to visually interpret a fine-grained bird species, including watercolors, oil paintings, sketches and cartoons. We aggregate the human drawings under one bird species and use their mean ImageNet pre-trained feature representation to learn $S_{\text{novice}}$. (3) **Junior bird expert:** We also model $S_{\text{novice}}$ as a beginner-level bird specialist that can differentiate between 13 bird subclasses at order level [9] – instead of the finer recognition of 200 subclasses at species level required towards a bird expert. For this, we train a 13-way classification model and adopt it (like ImageNet pre-trained feature) to learn $S_{\text{novice}}$.

**Results:** We follow the same “query-gallery” experimental procedures in Section III-B to evaluate the knowledge efficacy of $S_{\delta}$ provided by the different realisations of $S_{\text{novice}}$ as described above. We report the result in Table II and confirm the significance of our technical choice of using fine-grained caption aggregate to represent what domain novice can perceive from an image. Interestingly, the worst choice of $S_{\text{novice}}$ (Bubble) still outperforms $S_{\text{expert}}$ and $S_{\text{novice}}$ (48.40% versus 47.05% and 40.02% @mCP, 46.98% versus 45.51% and 39.56% @mWCP), stressing again the importance of our expert-exclusive modelling.

**E. TEMI: Human-Like Evaluation Without Humans**

Thus far, our evaluation method remains completely reliant on a large-scale human study. While seemingly a natural choice, this in hindsight comes with a few important limitations. First, relying on human judgements introduces subjective bias, that despite our best efforts (Section III-B), are impossible to completely eliminate, potentially leaving room for misinterpretation. Then there is the labour, time and financial costs associated that prevents a similar-scale study to be implemented in practice. Both combined, the need for large-scale human participation acts as a strong barrier for consequent works to be compared, and therefore largely prevents the steady progression of this “AI for Human” stream of work.
For that, we develop a crude but automatic evaluation metric, Transferable Effective Model Attention (TEMI). The main benefit is therefore that progression in this new field of “AI for Human” becomes quantifiable without the need for large-scale human studies. The guiding principle when designing TEMI is that it should simulate the efficacy of $S_b$ for knowledge transfer, similar to that off human performance in real-world probes. TEMI can be directly calculated from our trained model and generally applicable to any attention map inputs – just substitute $S_b$. Below is a more detailed description and analysis.

Just like how we conceptually characterise $S_b$ as both highly discriminative and expert exclusive, TEMI comprises of two individual components that quantitatively measure the actual success on those two aspects and further combine both into a unified metric – (i) improvability: how much $S_b$ has improved the recognisability over $S_{novice}$, and (ii) specificity: how differently are the visual regions $S_b$ attended to when compared with those of $S_{novice}$?

**Improvability:** Assuming the classification accuracy obtained by experts, novices with and without the guidance of visual attention knowledge are $\text{Acc}(\text{expert})$, $\text{Acc}(\delta + \text{novice})$ and $\text{Acc}(\text{novice})$, respectively, improvability is defined in the form of a classification setup as follows:

$$\text{Improvability} = \frac{\text{Acc}(\delta + \text{novice}) - \text{Acc}(\text{novice})}{\text{Acc}(\text{expert}) - \text{Acc}(\text{novice})}$$  \hspace{1cm} (11)

**Specificity:** We evaluate the specificity of the visual regions that $S_b$ attends to in a retrieval setup. Given the visual features $F_t$, we aim to find out whether $S_b$ as query can retrieve the corresponding $S_{novice}$ from a list of candidates (16 in our setting) – if not, we can then confidently confirm that $S_b$ is indeed containing significantly different visual attentions compared with that in $S_{novice}$. Since the learning of $S_{novice}$ is only weakly supervised from the human caption aggregate $c$, we in practice replace $S_{novice}$ with $c$ to form the gallery and find this allows for a more accurate characterisation. Formulating the retrieval accuracy as a metric of recall ($R@1(\cdot)$), we define specificity as:

$$\text{Specificity} = 1 - \frac{R@1(\delta)}{R@1(\text{novice})} = \frac{R@1(\text{novice}) - R@1(\delta)}{R@1(\text{novice})}$$  \hspace{1cm} (12)

Note that we add the regularisation term $R@1(\text{novice})$ to the equation instead of the more intuitive alternative $1 - R@1(\delta)$. This is because there is simply no guarantee that $S_{novice}$ can always retrieve its corresponding text (i.e., $R@1(\text{novice}) = 1.0$). We then use the harmonic mean of the two factors to calculate TEMI:

$$\text{TEMI} = 2 \times \frac{\text{Improvability} \times \text{Specificity}}{\text{Improvability} + \text{Specificity}}$$  \hspace{1cm} (13)

TEMI is bounded in $[0, 1]$ (or equivalently $[0\%, 100\%]$), and achieves its upper bound when both improvability and specificity reach their optimal value of 1, i.e., $\text{Acc}(\delta + \text{novice}) = \text{Acc}(\text{expert})$ and $R@1(\delta) = 0$. In contrast, TEMI is 0 when either of the two factors stays at their worst with a value of 0.

**Results:** We did two things to verify TEMI. We first compare TEMI with the results from the real-world human simulations as those in Section III-B and show a strong correlation between the two. We then calculate TEMI for various model attention maps presented in the existing FGVC systems and provide some qualitative demonstrations for readers to connect TEMI with tangible visual evidence.

In Fig. 7, we plot the results of mCP and TEMI for two cases: (i) Fix $S_{novice}$ while changing $S_b$ (NTS (ECCV18 [91]), CAL (ICCV21 [63]), INTER (CVPR20 [39]), CVE [28], $S_{expert}$); (ii) Fix $S_b$ while changing $S_{novice}$ (Bubble [18], Drawing [85], Beginner [9]). Strong correlation can be observed in Fig. 7(a), indicating that TEMI is indeed a good substitute of the once cumbersome and costly human study evaluation method. Researchers can now fixate on designing a better representation for $S_{novice}$ or $S_b$ and coarsely evaluate any executions on-the-fly with TEMI, while only leverages human study at the final idea verdict stage for more rigorous justification. As a sanity check, we show further in Fig. 7(b)–(d) that TEMI is not constrained to align well only with the mCP results from the specific population represented by our 50 human participants. Specifically, we simulate three scenarios: (i) Random: we randomly select 40 participants out of the total 50 and calculate the mCP accordingly (repeat five times). (ii) Expertise/Gender: since we know the bird expertise level and the gender of each participant during the main experiment preparation stage, we re-sample the 50 participants into five sub-groups, with each comprises a dramatically different expertise/gender distribution, e.g., bell-shaped/long-tailed/uniform. TEMI remains valid.

It is interesting to see how CVE, a specifically designed, previously best reported visual attention based explanation method is dramatically worse than Ours for human knowledge consumption (49.21% versus 53.39% @mCP, 48.41% versus 54.24% @mWCP), but also noticeably better than $S_{expert}$ (47.05% @mCP, 45.51% @mWCP), CVE exposes visually decisive regions by contrastively explaining an expert classifier with respect to a distractor image, while ours can also been as a contrastive solution by differenting the novice part from the visual attentional process upon expert classification. This shows it is important to distil a refined version of expert knowledge for transferability to humans and how to define the exact meaning of that distillation is the key question for researchers to answer (i.e., $S_b >$ CVE).

We further calculate TEMI in Table III for 16 types of attention maps observed in the existing literature, including the traditional FGVC works set out to pursue new state-of-the-art performance [12], [22], [23], [54], [63], [76], [86], [91] and works that aim to provide a generally better probe for model
Fig. 7. Quantitative comparison between mCP and TEMI for measuring the efficacy of transferable knowledge. mCP is the mean correction percentage for human participants to reverse their once erroneous decision provided with the visual attention knowledge. TEMI is our proposed discriminative metric aiming to simulate mCP performance to bypass the critical need of human study evaluation. (a) the default setting of leveraging the results from all 50 human participants to calculate mCP; (b-d) to ensure TEMI results also align well with a diverse background of population other than the fixed 50 participants we recruited, we re-sample the human study results in different directions. More details in text.

TABLE III

| Method                          | Acc | S₁ | Support | Importance | Specificity | TEMI |
|---------------------------------|-----|----|---------|------------|------------|------|
| Upper-bound                     | 79.11 | 70.64 | 71.11 | 59.04 | 40.57 | 57.28 | 50.71 | 100.00 | 100.00 | 100.00 |
| Lower-bound                     | 79.11 | 70.64 | 71.11 | 59.04 | 40.57 | 57.28 | 50.71 | 100.00 | 100.00 | 100.00 |
| E/E (ICCV11 [66])              | 79.63 | 70.99 | 71.41 | 59.77 | 40.66 | 57.28 | 50.71 | 100.00 | 100.00 | 100.00 |
| NTS (ICCV18 [91])              | 79.01 | 71.53 | 41.18 | 55.05 | 67.16 | 28.11 | 39.33 | 67.80 | 23.63 | 41.40 |
| PC (ICCV18 [23])               | 79.03 | 71.91 | 40.31 | 55.10 | 67.80 | 23.63 | 41.40 | 64.77 | 36.14 | 46.39 |
| DCL (CVPR19 [12])              | 78.56 | 70.78 | 41.22 | 55.53 | 61.14 | 28.04 | 38.44 | 61.14 | 28.04 | 38.44 |
| CrossX (ICCV19 [54])           | 78.91 | 71.52 | 40.23 | 54.97 | 67.11 | 29.77 | 41.24 |
| CAL (ICCV21 [63])              | 78.77 | 71.69 | 40.51 | 55.81 | 67.85 | 23.28 | 40.90 |
| PMG (IPAM21 [22])              | 76.60 | 69.74 | 36.66 | 53.14 | 59.40 | 37.74 | 46.16 |
| Lim (SICCV19/20) [65])         | 76.63 | 71.22 | 38.35 | 55.06 | 65.81 | 37.05 | 43.50 |
| BB (ICCV17 [24])               | 69.62 | 71.21 | 36.50 | 53.66 | 65.77 | 36.28 | 46.76 |
| IntegratedGrad (ICML17 [74])   | 62.18 | 67.89 | 35.73 | 52.29 | 51.38 | 37.62 | 43.44 |
| SmoothGrad (arXiv17 [70])      | 58.14 | 63.88 | 34.50 | 51.41 | 47.44 | 33.73 | 43.27 |
| BAb (ICLR19 [67])              | 77.39 | 70.06 | 39.45 | 54.60 | 60.79 | 31.13 | 41.17 |
| CVE (ICML20 [20])              | 69.31 | 69.07 | 37.18 | 54.21 | 60.38 | 35.09 | 44.39 |
| INTER (CVPR20 [39])            | 65.95 | 70.06 | 34.33 | 53.78 | 60.79 | 40.01 | 48.30 |
| PathwayGrad (CVPR21 [43])      | 63.37 | 69.29 | 39.95 | 55.22 | 57.45 | 30.26 | 39.64 |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Fig. 8. Qualitative comparisons of the recognition decisive regions between our proposed $S_δ$ and other methods. For NTS, DCL, CAL, we leverage GradCAM [68] to detect model attentions in the input image space with a unified approach. For CVE, INTER, SmoothGrad, PathwayGrad, we re-implement their public released code on our pre-processed CUB bird data.

We can make the following observations: Observation 1: While the performance of improvability vary, what really separate these baselines apart are the dramatically different specificity scores, which ultimately leads to the conclusion of the superiority of our proposed method under TEMI (71.03 explanation [26], [28], [39], [43], [65], [67], [70], [74]. For works that do not specify a concrete model visualisation approach, we adopt GradCAM [68] and TransRelevance [10] as two generic ways for CNN and Transformer type of models respectively. For fair comparison, we process the saliency/heatmap type of visualisations wherever applicable (as those in Fig. 8) into the same form of bounding boxes just like $S_δ$. We do so by assigning each local pixel block with the bounding box that has the largest normalised area intersection ratio. A leaderboard of TEMI applied to state-of-the-art attention models is maintained at: https://www.dongliangchang.cn/Making/leaderboard.html. Readers are encouraged to suggest new entries.
CHANG et al.: MAKING A BIRD AI EXPERT WORK FOR YOU AND ME

Fig. 9. Comparative guidance from two different $S_δ$. We explore the possibility of providing comparative and consequently even finer visual attentional guidance. Such guidance then adaptively characterises the key recognisable trait of one image instance by additionally considering the separability to another reference input. Here we showcase two examples with their Top 3 attended visual regions from $S_δ$ and different instantiations of $S_{att,δ}$.

Fig. 10. $S_δ$ works beyond birds. We examine the efficacy of our proposed method in helping people like you and me towards better recognition of flower types. We demonstrate some examples of typical Top 3 visual attentions of $S_δ$ when trained on fine-grained flower dataset Oxford-102 [59].

versus the second best 48.30 (INTER)). This is not surprising. On the one hand, these fancy attention visualisations we all got accustomed to in the existing FGVC literature have, almost without exception, comprised of recognition-focused information gained from experts – they must in a sense in order to achieve expert-level recognition performance. On the other, they are generally less digestible as transferable human knowledge due to poor specificity, i.e., they are not showcasing novice perceivable visual hints that they can specifically attend to and gain knowledge from. Qualitative evidence in Fig. 6 tells the same story, where only our proposed $S_δ$ exhibits both local and global visual explanations, e.g., all top three visual attentions in $S_δ$ can repeatedly focus on one visual trait as shown in the second column, a phenomenon we fail to find in other competitors. Observation 2: The progressively better FGVC quantitative benchmarks in recent years (i.e., from DFL to DeiT-B) do not guarantee more efficient knowledge transfer. On the contrary, they perform worse than the different types of works from model interpretability/explainability field most of the times (i.e., from Lime to PathwayGrad), works that usually sacrifice finer discriminative performance for explainability tradeoff. This suggests that for transferring knowledge from a visual classification expert, the key ask facing researchers is perhaps not to further the endeavours in refining expert performance, but exploring ways to explain and present the already superior expert knowledge to human. Observation 3: Methods achieve relatively good TEMI scores (e.g., DFL, DCL, IEBB, CVE, INTER), once again, are those of significantly higher specificity scores (> 35), even at the expense of very mediocre improvability performance (e.g., DFL: 59.53). Some closer inspection may reveal why more “specific” visual regions have been carved out. DFL decomposes the classification problem into the learning of a bank of convolutional filters. Filters with only strong activations are highlighted, which means not all visual attentions corresponding to model decisions are selected, hence specific. Similarly, DCL introduces destruction and construction learning that forces model to be only able to attend to a subset of visual receptive field. INTER discovers object part segments and only identify a subset of them that are critical for classification, both are then naturally specific because of the “subset” operation. Observation 4: choice of characterising $S_{novice}$ still matters under TEMI measurements. The advantage of our proposed method simply disappears when $S_{novice}$ is not executed as fine-grained image caption aggregate. The side effect of replacing $S_{novice}$ with a learning-based $S_{novice}$ under TEMI is also more significant than one may reckon. This suggests the lack of image caption information during test-time remains an open case that is largely unsolved.
IV. FURTHER ANALYSIS ON $S_3$

Comparative Guidance From Two Different $S_δ$: We have described how to obtain $S_δ$ from multi-class recognition perspective. We further provide a pilot study here on another common request in practical scenarios, where end users ask the system to offer *instance-level* comparative answer on what makes one image different over another reference image. Specifically, given a query-reference image pair $\{x_q, x_r\}$ and their corresponding expert-exclusive visual attentions $\{S_q, S_r\}$, our objective is to find $S_{\text{diff}, δ}$ that uniquely attends to visual regions belonging to $x_q$, while not being shared by $x_r$. Solving it seems straightforward by calculating $S_{\text{diff}, δ} = \max(\{S_q - S_r, S_r, δ\})$. Yet in hindsight, there is a problem: $S_q, S_r$ are acting upon two different feature pools $\{F_{\text{q, pool}}, F_{\text{r, pool}}\}$, which naturally raises the concern of whether they are subtractable at the first place. We quantify the comparability ($m \in \mathbb{R}^N$) between $S_q, S_r$ by measuring the similarity of the visual features they attend to. We obtain the global feature affinity matrix $A$ between $F_{\text{q, pool}}$ and $F_{\text{r, pool}}$ before defining $m$ as a symmetric max operation on both rows and columns of $A$. With now $m$ calibrating the two image instances, we obtain the final formulation of $S_{\text{diff}, δ}$ as

$$ S_{\text{diff}, δ} = \max((S_q - S_r, δ) \odot \text{Softmax}(m), \Delta_{\text{threshold}}) $$

where $\Delta_{\text{threshold}}$ is a positive value that reflects the minimum attention discrepancy we permit (we set $\Delta_{\text{threshold}} = 0$ in practice). We show some qualitative evidence in Fig. 9, where $S_{\text{diff}, δ}$ is able to dynamically adjust its visual attentions on one image input according to different referenced images. These adjustments meanwhile align well with our intuitions, see how $S_{\text{diff}, δ}$ attends to the bird leg when that is visible in both query (California Gull) and reference (Slaty-backed Gull) image, and knowingly diverts to other discriminative parts when the reference bird is under water with legs becoming visually inaccessible.

$S_3$ Works Beyond Birds: We repeat the learning process on the fine-grained flower dataset [59] and conduct the same human study pipeline as with birds. The mCP performance of 69.39% when displaying Top 3 visual region from $S_3$ confirms its efficacy as digestible knowledge in helping human participants to better recognise an unknown flower type. We show some visualisations of $S_3$ in Fig. 10.

$S_3$ Improves Fine-Grained Visual Analysis Performance: We embed $S_3$ into existing FGVC frameworks aiming to help model better localise to the most discriminative visual regions (detail in Section II-D). We confirm in Table IV(a) that $S_3$ is indeed a promising universal FGVC booster regardless of the base models built upon. Notably, our result also improves over CVL and PMA, two methods that have already specifically hedged their bets on the fine-grained textural information for more discriminative attention modelling. Similar with FGVC, we also can see in Table IV(b) and (c) that $S_3$ also positively impacts fine-grained visual retrieval and fine-grained visual localisation tasks.

5 $A_{i,j}$ is the cosine similarity between $F_{\text{q, pool}}^i$ and $F_{\text{r, pool}}^j$.

| Method                  | $S$-Bird-200 | $O$-Bird-200 | $S$-Flower-102 | $O$-Flower-102 |
|-------------------------|--------------|--------------|----------------|----------------|
| B-CNN (ICCV15 [52])    | 87.16        | 87.78        | 96.77          | 97.35          |
| NTs (ECCV18 [91])      | 87.02        | 87.54        | 95.84          | 96.51          |
| PC (ECCV18 [23])       | 86.71        | 87.34        | 97.03          | 97.42          |
| DCL (CVPR19 [12])      | 87.31        | 87.86        | 96.49          | 97.12          |
| Cross2 (ICCV19 [54])   | 87.36        | 87.84        | 97.06          | 97.36          |
| PMG (ECCV20 [21])      | 89.62        | 89.74        | 98.02          | 98.21          |
| DeI-T (ICML21 [76])    | 90.04        | 90.15        | 98.16          | 98.28          |
| VI-B-16 (ICLR21 [20])  | 90.33        | 90.42        | 99.04          | 99.19          |
| TransFG (AAAI22 [32])  | 91.72        | 91.78        | 99.65          | 99.67          |
| CVIC (CVPR17 [33])     | 96.75        | 97.02        | 98.67          | 99.23          |
| PMA3 (TP19 [71])       | 88.70        | 88.99        | 97.12          | 97.65          |

(a) Fine-grained visual classification (acc.%).

| Method                  | $S$-Bird-200 | $O$-Bird-200 | $S$-Flower-102 | $O$-Flower-102 |
|-------------------------|--------------|--------------|----------------|----------------|
| HashNet (ICCV17 [7])    | 14.76        | 20.52        | 34.96          | 36.31          |
| DPN (ICAI20 [25])      | 26.68        | 30.07        | 27.65          | 29.29          |
| Ortho (NeurIPS21 [35]) | 32.25        | 37.03        | 36.82          | 37.98          |

(b) Fine-grained visual retrieval (mAP@all(%)).

| Method                  | $S$-Bird-200 | $O$-Bird-200 | $S$-Flower-102 | $O$-Flower-102 |
|-------------------------|--------------|--------------|----------------|----------------|
| ADL (ICCV19 [14])      | 45.53        | 46.74        | -              | -              |
| TS-CAM (ICCV21 [27])   | 54.50        | 56.32        | -              | -              |
| TRF (BMVC22 [72])      | 75.60        | 74.30        | -              | -              |

(c) Fine-grained visual localisation (Top-1 Loc(%)). As the Oxford-Flower-102 dataset lacks bounding box annotations, evaluation becomes infeasible.

Bold indicates the best results.

V. DISCUSSION

Retrieval-Based Human Study: While there is evidence showing human participants are able to tell the fine-grained differences under our provided visual guidance, they do not correlate well with the common intuition that successful recognition is to be able to spell out the names (labels)! Admittedly this can pose itself as a potential limitation for some. We argue however that this might already approach the best practical scenario one could get. Asking humans to link a biological name (“Whippoor-will”) to a specific (bird) image itself is a hard task, which requires extensive professional training and in turn makes human study less feasible without considerable budget and resources. Our final solution therefore excludes the name labelling process from human study so to make it accessible for all like you and me. We propose a query-gallery retrieval approach that simulates the human visual recognition process under a book guide – success is counted when visually fine-grained differences are spotted and images of same species are recognised. We note that such human study approach is also reflected in some existing FGVC works with a particular focus on studying human-machine visual interaction [16], [18].

Image Captioning and its Limitation on Applying to Other Domains: So far, we mainly revolve our empirical analysis around a bird domain expert and show some initial evidence on flowers in Fig. 10. We have attempted to include more daily fine-grained
connection to existing related fields: i) fgvc: fgvc has been an extensively studied problem, seeing itself with a mass of literature – please refer to the latest tpami fgvc survey [87]. investment so far however is mostly uni-directional, aiming to elevate the performance upper bound of a classification model on standard benchmarks. only until very recently, the such single-minded pursuit of better expert label prediction through expensive large-scale training is formally challenged [9], [15], [82]. one main line of arguments is to question the practicality of expert labels, which are generally less interpretable to domain non-experts. relevant efforts are therefore made towards more democratically digestible fgvc models including extending single-label prediction (“flamingo”) to predictions of label hierarchy ("bird" ⇒ “phoenicopteriformes” ⇒ “phoenicopteridae" ⇒ “flamingo") [9], replacing expert labels with wikipedia text paragraphs [15], or easing the understanding of expert label via decision tree [82]. our work shares a similar spirit in re-purposing fgvc models beyond expert label predictions, but does so by posing a completely different question: how ai expert helps you and me become better experts ourselves, i.e., can expertly understanding encoded in ai be transferable for human consumption? we have given a successful first stab to this question. ii) attention model & explainable computer vision: ai needs explainability. despite the great stride ai has made, there are still limited understanding and insights on how ai actually works, which is fundamental to achieving ai trust in an increasingly ai-governed world. explainable computer vision is a field set up to answer such calls and has gained traction in recent years. mainstream approaches have been dichotomised into providing post-hoc model explanations [8], [68], [80] or making models intrinsically more explainable themselves [11], [38], [39]. our framework of learning an optimal subset from the visual attention pool belongs to the latter type and is one of its most representative instantiations – explainable models via compositional (attentional) reasoning. in other words, the way how our model is built is explainable in nature because it can attribute its decision to its constituent parts. however instead of purely data-driven attention learning as in past works [38], [39], [63], we are unique in that we explicitly consider the prior knowledge of non-expert humans and exclude it from our reasoning chain. iii) machine teaching. our work is also closely related to the field of machine teaching [13], [41], [55], [84]. in a typical machine teaching setting, participants are first shown an image that they most likely find alien and asked to label it. once the labelling is finished, the correct answer will be given and the process continues until the system believes the participants have learned the visual concept. the goal of machine teaching often resembles that of active learning, as to identify the optimal sample subset from an image gallery and simultaneously decide their best presentation order (with replacement). such learning again is to gear a participant towards spelling out the right biological name like “geococcyx”, in a stark contrast to this work, where focus is on visual differentiation between “geococcyx” and “corythaixoids” without the unnecessarily extra efforts on memorising them linguistically. visual attention of a fgvc model [12], [86], [90], [91] has also been exploited for machine learning and is believed to help participants to grasp a visual concept faster and better. the real utility of these fgvc-initiated visual regions is however less feasible to quantify. their role is designed to be auxiliary, to the main task of finding the most informative image sequence.

vi. conclusion

results from a large-scale human study suggest that we can indeed obtain transferable knowledge from a fgvc model (i.e., ai), that improves human’s ability of distinguishing between fine-grained objects. this is made possible by our proposal of

TABLE V

| Raw Image | Caption Aggregate [44] | BILF [46] | VIEN [F] [60] | Raw Image | Caption Aggregate [44] | BILF [46] | VIEN [F] [60] |
|-----------|------------------------|----------|----------------|-----------|------------------------|----------|----------------|
| ![Bird Image](image1.png) | - | there is a cupcake with chocolate frosting on top of it | - | - | soccer player in blue uniform playing on field | - | soccer player kicking a soccer ball |
| ![Flower Image](image2.png) | This bird has a yellow-breasted, a black cheek, patch, and a white supercilious, a close up of a yellow bird perched on a branch of a tree, a small bird sitting on a branch | a flower in a central white flower, surrounded by large pointed red petals | - | a flower in a flower pot on a table |
| ![Car Image](image3.png) | - | a picture taken from the front of a car | a car parked in a parking lot | - | a close up of a plane flying through the air | a large jetliner flying through a blue sky |
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representing knowledge as visual regions attended exclusively by domain experts, and a novel multi-stage cross-modal learning framework as an implementation. We also propose TEMI, a quantifiable metric that is proven to be successful in crudely evaluating the effect of AI → Human knowledge transfer. We hope this crucially enables future investments on the stream of works to become benchmarkable without resorting to extensive human studies.
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