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Abstract. Let $X$ be a Banach space and $T$ be a bounded linear operator acting in $l_p(Z^c, X)$, $1 \leq p \leq \infty$. The operator $T$ is called locally nuclear if it can be represented in the form

$$(Tx)_k = \sum_{m \in Z^c} b_{km} x_{k-m}, \quad k \in Z^c,$$

where $b_{km}: X \to X$ are nuclear,

$$\|b_{km}\|_{s_1} \leq \beta_m, \quad k, m \in Z^c,$$

$\|\cdot\|_{s_1}$ is the nuclear norm, $\beta \in l_1(Z^c, \mathbb{C})$ or $\beta \in l_{1,g}(Z^c, \mathbb{C})$, and $g$ is an appropriate weight on $Z^c$. It is established that if $T$ is locally nuclear and the operator $1 + T$ is invertible, then the inverse operator $(1 + T)^{-1}$ has the form $1 + T_1$, where $T_1$ is also locally nuclear. This result is refined for the case of operators acting in $L_p(R^c, \mathbb{C})$.

1. Introduction

A subset $\mathfrak{T}$ of the algebra of all bounded linear operators acting in a Banach space is called a subalgebra if it is closed under addition, multiplication by scalars, and composition. If additionally $\mathfrak{T}$ is closed under inversion, the subalgebra $\mathfrak{T}$ is called full or inverse-closed. If all operators involved in a mathematical problem belong to the same full subalgebra, then the solution of the problem usually also belongs to the same subalgebra. Thus, we obtain some qualitative information about the solution in advance, which can simplify the investigation of the problem. It is clear that the narrower the full subalgebra, the easier and more convenient it is to work with it.
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The main part of applications of operator theory to numerical mathematics [20] is associated with finite-dimensional operators, i.e. having a finite-dimensional image, although, possibly, acting in an infinite-dimensional space. The space $S_1$ of nuclear operators forms a small extension of the space of finite-dimensional operators. Nuclear operators are more convenient at least from the theoretical point of view, because, in contrast to finite-dimensional ones, they form a Banach space.

A bounded linear operator $A: X \to X$, where $X$ is a Banach space, is called [24,33,37,38] nuclear if it can be represented in the form

\begin{equation}
Ax = \sum_{i=1}^{\infty} a_i(x)y_i,
\end{equation}

where $y_i \in X$, $a_i \in X^*$ ($X^*$ is the conjugate of $X$), and $\sum_{i=1}^{\infty} \|a_i\| \cdot \|y_i\| < \infty$. The linear space $S_1 = S_1(X)$ of nuclear operators is Banach with respect to the norm

\begin{equation}
\|A\|_{S_1} = \inf \sum_{i=1}^{\infty} \|a_i\| \cdot \|y_i\|;
\end{equation}

where the infimum is taken over all representations of the operator $A$ in the form (1).

This paper is devoted to two full subalgebras $s_{1,g}$ and $S_{1,g}$. We call operators belonging to $s_{1,g}$ and $S_{1,g}$ locally nuclear. Formally, an operator acting in $L_p(\mathbb{R}^c, \mathbb{C})$ is locally nuclear if its restriction to any compact subset $M \subset \mathbb{R}^c$ is nuclear and its memory decreases at infinity in a special way; and similarly for $l_p(\mathbb{Z}^c, X)$. Our main results (Theorems 7.3 and 8.4) state that locally nuclear operators form full subalgebras. We also show that a locally nuclear operator acting in the space $L_p(\mathbb{R}^c, \mathbb{C})$, $1 \leq p < \infty$, admits an integral representation (Theorem 8.5).

A more detailed definition of a locally nuclear operator is as follows. Let a linear operator $T$ act in $l_p(\mathbb{Z}^c, X)$, $1 \leq p \leq \infty$, where $X$ is a Banach space. We say that the operator $T$ belongs to the class $s_{1,g}$ if it can be represented in the form

\begin{equation}
(Tx)_k = \sum_{m \in \mathbb{Z}^c} b_{km} x_{k-m}, \quad k \in \mathbb{Z}^c,
\end{equation}

where $b_{km}: X \to X$ are nuclear and

\begin{equation}
\|b_{km}\|_{S_1} \leq \beta_m
\end{equation}
for some (see Definition 3.1) $\beta \in l_1(\mathbb{Z}^c, \mathbb{C})$ or $\beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C})$, where $g$ is an appropriate weight on $\mathbb{Z}^c$. Next, let a linear operator $A$ act in the space $L_p(\mathbb{R}^c, \mathbb{C})$, $1 \leq p \leq \infty$. We represent $\mathbb{R}^c$ as the union of the disjoint sets:

$$
\mathbb{R}^c = \bigcup_{m=(m_1, m_2, \ldots, m_c) \in \mathbb{Z}^c} [m_1, m_1 + 1) \times [m_2, m_2 + 1) \times \cdots \times [m_c, m_c + 1),
$$

and identify the space $L_p(\mathbb{R}^c, \mathbb{C})$ with $l_p(\mathbb{Z}^c, L_p([0,1)^c, \mathbb{C}))$. Let $T$ be the operator acting in $l_p(\mathbb{Z}^c, L_p([0,1)^c, \mathbb{C}))$, which corresponds to $A$ in accordance with this representation. We say that the operator $A$ belongs to the class $S_{1,g}$ if the operator $T$ belongs to the class $s_{1,g}$.

The inverse-closedness of some other classes of operators possessing good properties only locally was investigated in [5,15,25,30–32]. The preservation of the rate of decrease of memory (i.e. an estimate of the kind (4)) while passing to the inverse operator was studied by many authors, see, e.g., [1–4,6,11–13,16,17,19,21–23,27–30,34,35,39–41]. In this paper we combine these two properties.

In Section 2, we clarify terminology, notation, and general facts connected with Banach algebras. In Section 3, we describe the weighted algebra $l_{1,g}(\mathbb{Z}^c, B)$. In Section 4, we recall some facts connecting with convolution dominated operators. We recall the definition and basic properties of nuclear operators in Section 5; in Section 6, we recall the integral representation for nuclear operators acting in $L_p$ (Theorem 6.3) and give an example of nuclear operator (Proposition 6.5). Section 7 is devoted to Theorem 7.3, which is our main result; in Section 8, it is specified to the case of operators acting in $L_p$ (Theorem 8.4).

2. Banach algebras

In this paper, all linear spaces are considered over the field $\mathbb{C}$ of complex numbers.

An algebra [7, Ch. 1, § 1], [26, Ch. 4, § 1.13], [36, Ch. 10, § 10.1] is a linear space $B$ (over the field $\mathbb{C}$ of complex numbers) endowed with a multiplication possessing the properties

$$
A(BC) = (AB)C, \quad \alpha(AB) = (\alpha A)B = A(\alpha B),
$$

$$
(A + B)C = AC + BC, \quad A(B + C) = AB + AC.
$$

If $B$ is a normed space and

$$
\|AB\| \leq \|A\| \cdot \|B\|,
$$

then $B$ is called a normed algebra. If a normed algebra is a complete (i.e. Banach) space, then it is called a Banach algebra.
An algebra $B$ is called \textit{commutative} if $AB = BA$ for all $A, B \in B$.

Let $X$ be a Banach space. We denote by $B(X)$ the Banach algebra of all bounded linear operators acting in $X$. It is the main example of a Banach algebra.

If an algebra $B$ has an element $1 = 1_B$ such that $A1 = 1_A = A$ for all $A \in B$, the element $1$ is called a \textit{unit}. In this case, the algebra $B$ is called a \textit{unital algebra} or an \textit{algebra with unit}. If, in addition, the algebra $B$ is normed (Banach) and $\|1\| = 1$, then $B$ is called a \textit{normed (Banach) unital algebra}.

Let $B$ be a unital algebra and $A \in B$. An element $B \in B$ is called the \textit{inverse} of $A$ if $AB = BA = 1$. The inverse of $A$ is denoted by the symbol $A^{-1}$. If a element $A$ has an inverse, it is called \textit{invertible} (in the algebra $B$).

A subset $R$ of an algebra $B$ is called a \textit{subalgebra} if $R$ is stable under the algebraic operations (addition, scalar multiplication, and multiplication), i.e. $A + B, \lambda A, AB \in R$ for all $A, B \in R$ and $\lambda \in \mathbb{C}$. Obviously, a subalgebra is an algebra itself. It is also evident that the closure of a subalgebra (of a normed algebra) is again a subalgebra. If a subalgebra $R$ of a unital algebra $B$ contains the unit of the algebra $B$, then $R$ is called a \textit{unital subalgebra}.

A unital subalgebra $R$ of a unital algebra $B$ is called \textit{full} \cite[Ch. 1, §1.4]{7} or \textit{inverse-closed} \cite[p. 183]{21} if every $B \in R$ that is invertible in $B$ is also invertible in $R$. This definition is equivalent to the following one: for any $B \in R$, the existence of $B^{-1} \in B$ such that $BB^{-1} = B^{-1}B = 1$ implies that $B^{-1} \in R$.

Let $B$ be a non-unital algebra. We consider the algebra $\tilde{B}$ consisting of all ordered pairs $(\alpha, A)$, where $\alpha \in \mathbb{C}$ and $A \in B$, with the operations

\begin{align*}
(\alpha, A) + (\beta, B) &= (\alpha + \beta, A + B), \\
\lambda(\alpha, A) &= (\lambda \alpha, A), \\
(\alpha, A)(\beta, B) &= (\alpha \beta, \alpha B + \beta A + AB).
\end{align*}

(5)

It is easy to see that $\tilde{B}$ is in fact an algebra and the element $(1, 0)$ is its unit. Clearly, $B$ is isomorphic to the subalgebra of $\tilde{B}$ consisting of elements of the form $(0, A)$. The element $(\alpha, A)$ is usually denoted by $\alpha \mathbf{1} + A$. If $B$ is normed, a norm on $\tilde{B}$ can be defined by the formula

\begin{align*}
\|(\alpha, A)\| &= |\alpha| + \|A\|.
\end{align*}

(6)

Clearly, $\tilde{B}$ is Banach provided that so is $B$. The algebra $\tilde{B}$ is called the algebra derived from $B$ by \textit{adjoining a unit element}. If $B$ is unital, we mean by $\tilde{B}$ the algebra $B$ itself.

In a particular case when the algebra $B$ is a subalgebra of a unital algebra $A$, we identify the algebra $\tilde{B}$ with the subalgebra $\{\alpha \mathbf{1}_A + B \in A : B \in B\}$. 
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\( \alpha \in \mathbb{C} \) of the algebra \( \mathbf{A} \). We note that in this case the norm on \( \tilde{\mathbf{B}} \) induced by the imbedding into \( \mathbf{A} \) is equivalent to the norm (6).

Let \( \mathbf{A} \) and \( \mathbf{B} \) be algebras. A mapping \( \varphi : \mathbf{A} \to \mathbf{B} \) is called \cite{7, Ch. 1, § 1} a morphism of algebras if

\[
\varphi(A + B) = \varphi(A) + \varphi(B), \quad \varphi(\alpha A) = \alpha \varphi(A), \quad \varphi(AB) = \varphi(A)\varphi(B)
\]

for all \( A, B \in \mathbf{A} \) and \( \alpha \in \mathbb{C} \). If the algebras \( \mathbf{A} \) and \( \mathbf{B} \) are unital and additionally \( \varphi(1_{\mathbf{A}}) = 1_{\mathbf{B}} \), then \( \varphi \) is called a morphism of unital algebras. If the algebras \( \mathbf{A} \) and \( \mathbf{B} \) are normed (Banach) and the morphism \( \varphi \) is continuous, then \( \varphi \) is called a morphism of normed (Banach) algebras. If \( \varphi^{-1} \) exists and is a morphism of the same type, then \( \varphi \) is called an isomorphism; in this case, \( \mathbf{A} \) and \( \mathbf{B} \) are called isomorphic.

A linear subspace \( \mathbf{J} \) of an algebra \( \mathbf{B} \) is called a (two-sided) ideal if it possesses the property: \( AJ, JA \in \mathbf{J} \) for all \( A \in \mathbf{B} \) and \( J \in \mathbf{J} \). Clearly, each ideal is a subalgebra. For any ideal \( \mathbf{J} \), the quotient space \( \mathbf{B} / \mathbf{J} \) is an algebra. An ideal \( \mathbf{J} \) is called proper if \( \mathbf{J} \neq \{0\} \) and \( \mathbf{J} \neq \mathbf{B} \). It is easy to see that if (\( \mathbf{B} \) is unital and) an ideal \( \mathbf{J} \) contains an invertible element, then \( \mathbf{J} = \mathbf{B} \).

**Proposition 2.1** ([5, Lemma 4.1], see also [30, Theorem 5.3.6]). Let \( \mathbf{B} \) be a unital algebra and \( \mathbf{J} \) be a proper ideal of \( \mathbf{B} \). Then the algebra \( \tilde{\mathbf{J}} \) (obtained from \( \mathbf{J} \) by adjoining a unit element of \( \mathbf{B} \)) is a full subalgebra of \( \mathbf{B} \).

**Proof.** Let an element \( T = \alpha 1 + J \), where \( \alpha \in \mathbb{C} \) and \( J \in \mathbf{J} \), be invertible in \( \mathbf{B} \). We consider the quotient algebra \cite[11.4]{36} \( \mathbf{B} / \mathbf{J} \). Clearly, the natural projection of \( T \) into \( \mathbf{B} / \mathbf{J} \) coincides with \( \alpha 1_{\mathbf{B} / \mathbf{J}} \). Therefore the natural projection of \( T^{-1} \) into \( \mathbf{B} / \mathbf{J} \) coincides with \( \frac{1}{\alpha} 1_{\mathbf{B} / \mathbf{J}} \) (in particular this implies that \( \alpha \neq 0 \)), which means that \( T^{-1} = \frac{1}{\alpha} 1 + J_1 \) with \( J_1 \in \mathbf{J} \). \( \square \)

### 3. Algebra \( l_{1,g}(\mathbb{Z}^c) \)

In this section, we recall the definition of the weighted algebra \( l_{1,g}(\mathbb{Z}^c) \). We denote by \( \mathbb{Z}^c, c \in \mathbb{N} \), the Cartesian product of \( c \) copies of the group \( \mathbb{Z} \) of integers.

**Definition 3.1.** A weight on the group \( \mathbb{Z}^c \) is a function \( g : \mathbb{Z}^c \to (0, +\infty) \). We always assume that the weight \( g \) on \( \mathbb{Z}^c \) possesses the following properties:

(a) \( g(0) = 1 \),
(b) \( g(m + n) \leq g(m)g(n) \),
(c) \( g(-n) = g(n) \),
(d) \( g(n) \geq 1, \)
(e0) for any \( t \in \mathbb{Z}^c, \) one has \( \lim_{n \to \infty} \frac{\ln g(nt)}{n} = 0, \)
(e1) for any \( t \in \mathbb{Z}^c, \) one has \( \lim_{n \to \infty} \sqrt{g(nt)} = 1. \)

Clearly, (d) is a consequence of (b) and (c).

**Proposition 3.2.** Properties (e0) and (e1) are equivalent.

**Proof.** Indeed,
\[
\lim_{n \to \infty} \sqrt{g(nt)} = 1 \iff \lim_{n \to \infty} \ln \sqrt{g(nt)} = \ln 1 \iff \lim_{n \to \infty} \frac{\ln g(nt)}{n} = 0.
\]

**Example 3.3** ([21, Example 5.21], [23]). Let \( 0 \leq b < 1, a \geq 0 \) and \( s, t \geq 0. \) Let \( \| \cdot \| \) denote the restriction of any norm on \( \mathbb{R}^c \) to \( \mathbb{Z}^c. \) Then the functions
\[
g(n) = 1, \quad g(n) = (1 + |n|)^s, \quad g(n) = e^{a|n|^b}(1 + |n|)^s, \\
g(n) = e^{a|n|^b}(1 + |n|)^s \ln(e + |n|)
\]
satisfy assumptions (a)–(e) from Definition 3.1. It is clear that in this list, each example is a special case of the next one.

Let \( g \) be a weight on \( \mathbb{Z}^c, \) and let \( B \) be a Banach algebra. The space \( l_{1,g} = l_{1,g}(\mathbb{Z}^c, B) \) is the set of all families \( a = \{a_m \in B: m \in \mathbb{Z}^c\} \) such that
\[
\|a\| = \|a\|_{l_{1,g}} = \sum_{m \in \mathbb{Z}^c} g(m)\|a_m\| < \infty.
\]

We endow \( l_{1,g} \) with the coordinate-wise operations of addition and multiplication by scalars; clearly, \( l_{1,g} \) becomes a linear space. If \( g(m) = 1, m \in \mathbb{Z}^c, \) the space \( l_{1,g} = l_{1,g}(\mathbb{Z}^c, B) \) coincides with the ordinary space \( l_1 = l_1(\mathbb{Z}^c, B). \) Clearly, assumption (d) from Definition 3.1 implies that \( l_{1,g} \subseteq l_1. \)

**Proposition 3.4** (see, e.g., [21, p. 196, Lemma 5.22]). Let assumptions (a) and (b) be fulfilled. Then the space \( l_{1,g} = l_{1,g}(\mathbb{Z}^c, B) \) is a Banach algebra with respect to the operation of convolution
\[
(a * b)_k = \sum_{m \in \mathbb{Z}^c} a_m b_{k-m}
\]
taken as multiplication. If \( B \) is unital, so is \( l_{1,g} \); the unit of the algebra \( l_{1,g} \) is the family \( \delta = \{\delta_k : k \in \mathbb{Z}^c\} \) defined by the formula
\[
\delta_k = \begin{cases} 1 & \text{if } k = 0, \\ 0 & \text{if } k \neq 0, \end{cases} \quad k \in \mathbb{Z}^c.
\]

The algebra \( l_{1,g}(\mathbb{Z}^c, \mathbb{C}) \) is commutative.
4. Convolution dominated operators

Convolution dominated operators were investigated by many authors [2–4,6,11–13,16,19,21–23,27–30,34,35,39–41]. A self-contained detailed exposition with a discussion of motivation and history can be found, e.g., in [21]. In this section we recall the main facts.

Let $X$ be a Banach space. For $1 \leq p < \infty$, we denote by $l_p = l_p(Z_c, X)$ the Banach space consisting of all families \( \{x_k \in X : k \in Z_c\} \) such that \( \sum_{k \in Z_c} \|x_k\|^p < \infty \). We endow the space $l_p = l_p(Z_c, X)$ with the usual norm

\[
\|x\| = \|x\|_{l_p} = \left( \sum_{k \in Z_c} \|x_k\|^p \right)^{1/p}.
\]

We denote by $l_\infty = l_\infty(Z_c, X)$ the Banach space consisting of all bounded families \( \{x_k \in X : k \in Z_c\} \) with the norm \( \|x\| = \|x\|_{l_\infty} = \sup_{k \in Z_c} \|x_k\| \).

We call a matrix (indexed by elements of the set $Z_c$ with values in $B(X)$) any family \( \{a_{kl} \in B(X) : k, l \in Z_c\} \). We say that an operator \( T \in B(l_p(Z_c, X)) \), \( 1 \leq p \leq \infty \), is generated by a matrix \( \{a_{kl} \in B(X) : k, l \in Z_c\} \) if

\[
(Tx)_k = \sum_{l \in Z_c} a_{kl} x_l, \quad k \in Z_c,
\]

for all \( x \in l_p \), where the series converges in norm. Obviously, not every matrix generates a (bounded) operator. It is less obvious, that not every (bounded) operator is generated by some matrix, see a counterexample in [30, Example 1.6.4]. For our aims, it is convenient to change the enumeration of matrix elements. Namely, we make the substitution \( l = k - m \) and introduce the notation $b_{km} = a_{k,k−m}$. Now we have

\[
(Tx)_k = \sum_{m \in Z_c} b_{km} x_{k−m}, \quad k \in Z_c.
\]

**Definition 4.1.** Let $g$ be a weight on $Z_c$ satisfying assumptions (a)–(e) from Definition 3.1. We denote by $s_{1,g} = s_{1,g}(Z_c, B(X))$ the set of all operators $T \in B(l_p(Z_c, X))$, \( 1 \leq p \leq \infty \), of the form (9), where the family of coefficients \( \{b_{km} \in B(X) : k, m \in Z_c\} \) satisfies the estimate

\[
\|b_{km}\|_{B(X)} \leq \beta_m
\]

for some $\beta \in l_1(Z_c, \mathbb{C})$. In other words, $s_{1,g} = s_{1,g}(Z_c, B(X))$ consists of operators generated by matrices satisfying estimate (10) with $\beta \in l_1(Z_c, \mathbb{C})$. In the case $g(n) = 1$, $n \in Z_c$, we use the brief symbol $s_1$ instead of $s_{1,g}$.
If estimate (10) holds, they say that operator (9) is dominated by the convolution operator

\[(Bx)_k = \sum_{m \in \mathbb{Z}^c} \beta_m x_{k-m}, \quad k \in \mathbb{Z}^c.\]

**Proposition 4.2** (see, e.g., [30, Theorem 4.4.8]). Let \(1 \leq p \leq \infty\) and estimate (10) be fulfilled with \(\beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C})\). Then series (9) converges absolutely for all \(x \in l_p(\mathbb{Z}^c, X)\) and defines a linear operator \(T \in \mathcal{B}(l_p(\mathbb{Z}^c, X))\). Furthermore,

\[\|T\|_{\mathcal{B}(l_p)} \leq \sum_{m \in \mathbb{Z}^c} \beta_m = \|\beta\|_{l_1} \leq \|\beta\|_{l_{1,g}}.\]

**Proposition 4.3** (see, e.g., [21, Lemma 5.28], cf. also the proof of Proposition 7.2). The set \(s_{1,g} = s_{1,g}(\mathbb{Z}^c, \mathcal{B}(X))\) forms a subalgebra in the algebra \(\mathcal{B}(l_p(\mathbb{Z}^c, X)), 1 \leq p \leq \infty\).

**Theorem 4.4** ([28], [29, Theorem 2.2.7], [30, Ch. 5, § 5.2, Theorem 5.2.6]). The subalgebra \(s_1(\mathbb{Z}^c, \mathcal{B}(X))\) is full in the algebra \(\mathcal{B}(l_p(\mathbb{Z}^c, X))\) for all \(1 \leq p \leq \infty\).

**Theorem 4.5** ([2–4]). Let assumptions (a)–(e) from Definition 3.1 be fulfilled. Then the subalgebra \(s_{1,g}(\mathbb{Z}^c, \mathcal{B}(X))\) is full in the algebra \(\mathcal{B}(l_p(\mathbb{Z}^c, X))\) for all \(1 \leq p \leq \infty\).

### 5. Nuclear operators

Let \(X\) be a Banach space and \(X^*\) be its conjugate. An operator \(A \in \mathcal{B}(X)\) is called nuclear [24,33,37,38] if it can be represented in the form

\[(11) \quad Ax = \sum_{i=1}^{\infty} a_i(x)y_i,\]

where \(y_i \in X, a_i \in X^*, \) and \(\sum_{i=1}^{\infty} \|a_i\| \cdot \|y_i\| < \infty\). It is usually written briefly as

\[A = \sum_{i=1}^{\infty} a_i \otimes y_i.\]

We denote the set of all nuclear operators \(A \in \mathcal{B}(X)\) by the symbol \(\mathfrak{S}_1(X)\). We set

\[(12) \quad \|A\|_{\mathfrak{S}_1} = \inf \sum_{i=1}^{\infty} \|a_i\| \cdot \|y_i\|,\]

Analysis Mathematica 49, 2023
where the infimum is taken over all representations of the operator $A$ in the form (11). Clearly,

\begin{equation}
\|A\|_{B(X)} \leq \|A\|_{\mathcal{E}_1}, \quad A \in \mathcal{S}_1(X). \tag{13}
\end{equation}

It is interesting to note that the natural mapping from $X^* \otimes_{\pi} X$ to $\mathcal{S}_1(X)$ is not injective in general [9, p. 34].

**Proposition 5.1** ([33, 6.3.2]). *The set $\mathcal{S}_1(X)$ is an ideal in $B(X)$. Moreover,

\begin{align*}
\|JA\|_{\mathcal{S}_1(X)}, \quad \|AJ\|_{\mathcal{S}_1(X)} &\leq \|J\|_{\mathcal{S}_1(X)} \|A\|_{B(X)}, \quad J \in \mathcal{S}_1(X), A \in B(X). \\
\text{The ideal } &\mathcal{S}_1(X) \text{ is complete with respect to the norm (12).}
\end{align*}

**Proposition 5.2** ([33, 6.3.1 and 1.11.2]). *Any nuclear operator is compact.*

**Corollary 5.3.** *If the space $X$ is infinite-dimensional, then the ideal $\mathcal{S}_1(X)$ is proper.*

**Proof.** The fact [14, Ch. IV § 3, Theorem 5] that the closed unit ball is not compact in any infinite-dimensional Banach space implies that a compact operator can not be invertible. Now the assertion follows from Proposition 5.2. □

We denote by $\widetilde{\mathcal{S}_1}(X)$ the ideal $\mathcal{S}_1(X)$ with an adjoint unit. We realize $\widetilde{\mathcal{S}_1}(X)$ as a subalgebra of $B(X)$.

**Theorem 5.4.** *Let $X$ be a Banach space. Then $\widetilde{\mathcal{S}_1}(X)$ is a full subalgebra of the algebra $B(X)$.**

**Proof.** The proof follows from Propositions 5.1 and 2.1. □

In some Banach spaces, necessary and sufficient conditions for the nuclearity of an operator are known.

**Proposition 5.5** ([33, 6.3.6]). *Let $d \in \mathbb{N}$ and $l_1 = l_1(\mathbb{Z}^d, \mathbb{C})$ be the space of all summable families $y = \{y_i \in \mathbb{C} : i \in \mathbb{Z}^d\}$. An operator $A \in B(l_1(\mathbb{Z}^d, \mathbb{C}))$ is nuclear if and only if it can be represented in the matrix form

\begin{equation}
(Ay)_i = \sum_{j \in \mathbb{Z}^d} a_{ij} y_j,
\end{equation}

with

\begin{equation}
\sum_{i \in \mathbb{Z}^d} \sup_{j \in \mathbb{Z}^d} |a_{ij}| < \infty.
\end{equation}

In this case

\begin{align*}
\|A\|_{\mathcal{S}_1(l_1)} &\equiv \sum_{i \in \mathbb{Z}^d} \sup_{j \in \mathbb{Z}^d} |a_{ij}|.
\end{align*}
6. Nuclear operators in $L_p$

In this section we recall an integral representation for nuclear operators in the space $L_p$ (Theorem 6.3).

Let $E \subseteq \mathbb{R}^c$ be a measurable subset. We denote the integral of a summable function $x: E \to \mathbb{C}$ with respect to the Lebesgue measure by the symbol $\int_E x(t) \, dt$.

We denote by $L_p = L_p(E, \mathbb{C})$, $1 \leq p < \infty$, the space of all measurable functions $u: E \to \mathbb{C}$ bounded in the semi-norm

$$||u|| = ||u||_{L_p} = \left( \int_E |u(t)|^p \, dt \right)^{1/p},$$

and we denote by $L_\infty = L_\infty(E, \mathbb{C})$ the space of all measurable essentially bounded functions $u: E \to \mathbb{C}$ with the semi-norm

$$||u|| = ||u||_{L_\infty} = \operatorname{ess sup}_{t \in E} |u(t)|.$$

Sometimes it is convenient to admit that functions $u \in L_p$ may be undefined on a negligible (or measure zero) set. We denote by $L_p = L_p(E)$, $1 \leq p \leq \infty$, the Banach space of all classes of functions $u \in L_p$ with the identification almost everywhere. Usually they do not distinguish between $L_p$ and $L_p$. For more details, see [8].

Numbers $p, q \in [1, +\infty]$ connected by the relation $\frac{1}{p} + \frac{1}{q} = 1$ are called conjugate exponents (see e.g. [8, Ch. IV, § 6.4]).

**Proposition 6.1 ([8, Ch. 4, § 6, Corollary 4 and Proposition 3]).** Let $p, q \in [1, +\infty]$ be conjugate exponents. Then for any functions $x \in L_p(E, \mathbb{C})$ and $y \in L_q(E, \mathbb{C})$, one has $xy \in L(1, \mathbb{C})$ and

$$\left| \int_E x(t)y(t) \, dt \right| \leq ||x||_{L_p} \cdot ||y||_{L_q}.$$

Moreover,

$$||x||_{L_p} = \sup \left\{ \left| \int_E x(t)y(t) \, dt \right| : ||y||_{L_q} \leq 1 \right\},$$

$$||y||_{L_q} = \sup \left\{ \left| \int_E x(t)y(t) \, dt \right| : ||x||_{L_p} \leq 1 \right\}.$$

**Proposition 6.2.** Let $x_i \in L_p(E, \mathbb{C})$, $1 \leq p \leq \infty$, and $\sum_{i=1}^{\infty} ||x_i||_{L_p} < \infty$. Then for almost all $t \in E$, the series $\sum_{i=1}^{\infty} x_i(t)$ converges absolutely; we denote the sum of the series $\sum_{i=1}^{\infty} x_i(t)$ by $x(t)$; thus, we obtain a function $x: E \to \mathbb{C}$ defined almost everywhere. It is claimed that $x \in L_p(E, \mathbb{C})$ and the series $\sum_{i=1}^{\infty} x_i(t)$ converges to $x$ in the $L_p$-norm.
Proof. The case $1 \leq p < \infty$ is carried through in [8, Ch. 4, § 3, Proposition 6], the case $p = \infty$ is actually analyzed in [8, Ch. 4, § 6]. We describe it in more detail. So, let $p = \infty$. We denote by $F_i$ the set of all points $t$ such that $|x_i(t)| < 2\|x_i\|_{L_\infty}$. By the definition of the space $L_\infty$, the sets $F_i$ have negligible complements. Therefore the set $\bigcap_{i=1}^{\infty} F_i$ has a negligible complement, too. Obviously, the series $\sum_{i=1}^{\infty} x_i(t)$ converges absolutely for all $t \in \bigcap_{i=1}^{\infty} F_i$. □

**Theorem 6.3** ([10, Lemma 2.1 and Theorem 2.2]). Let $p, q \in [1, +\infty]$ be conjugate exponents with $p < \infty$. Let $E \subseteq \mathbb{R}^c$ be a summable set, with measure $M < \infty$. Let an operator $A \in \mathcal{S}_1(L_p(E, \mathbb{C}))$ be represented in the form

$$A = \sum_{i=1}^{\infty} a_i \otimes y_i,$$

where $y_i \in L_p(E, \mathbb{C})$ and $a_i \in L_q(E, \mathbb{C})$, with

$$\sum_{i=1}^{\infty} \|a_i\|_{L_q} \|y_i\|_{L_p} < \infty.$$

Then the series

$$k(t, s) = \sum_{i=1}^{\infty} a_i(s)y_i(t)$$

converges absolutely in the norm of $L_1$ (and consequently, by Proposition 6.2, converges almost everywhere on $E \times E$) to a function $k \in L_1(E \times E, \mathbb{C})$. Moreover,

$$\|k\|_{L_1} \leq M \sum_{i=1}^{\infty} \|a_i\|_{L_q} \|y_i\|_{L_p},$$

and for all $x \in L_p$ for almost all $t \in E$ one has

$$(Ax)(t) = \int_{E} k(t, s)x(s) \, ds.$$

**Lemma 6.4.** Let $p, q \in [1, +\infty]$ be conjugate exponents, with $p < \infty$; let $0 \leq \alpha < \beta \leq 1$; let $a_t \in L_q([0, 1, \mathbb{C}), t \in [\alpha, \beta]$; let the function $t \mapsto a_t$ be measurable [8] with respect to the norm of $L_q([0, 1, \mathbb{C})$. Then the operator

$$(Ax)(t) = \chi_{[\alpha, \beta]}(t) \int_{0}^{1} a_t(s)x(s) \, ds, \quad t \in [0, 1),$$
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where
\[
\chi_{[\alpha, \beta)}(t) = \begin{cases} 
1 & \text{for } t \in [\alpha, \beta), \\
0 & \text{for } t \notin [\alpha, \beta)
\end{cases}
\]

is the characteristic function of \([\alpha, \beta)\), acts in \(L_p([0,1), \mathbb{C})\) and
\[
\|A\|_{L_p([0,1), \mathbb{C})} \leq M(\beta - \alpha)^{1/p},
\]
where
\[
M = \sup_{t \in [\alpha, \beta)} \|a_t\|_{L_q([0,1))} < \infty.
\]

**Proof.** Let \(x \in L_p([0,1), \mathbb{C})\) with \(\|x\|_{L_p([0,1))} = 1\). Then, by Proposition 6.1,
\[
|(Ax)(t)| \leq \chi_{[\alpha, \beta)}(t) \left| \int_0^1 a_t(s)x(s) \, ds \right| \leq \chi_{[\alpha, \beta)}(t) \|a_t\|_{L_q([0,1))} \leq \chi_{[\alpha, \beta)}(t) M.
\]

Obviously, the function \(Ax\) is measurable. Thus, \(A\) acts continuously from \(L_p([0,1), \mathbb{C})\) to \(L_\infty([0,1), \mathbb{C}) \subset L_p([0,1), \mathbb{C})\).

From the above, it is clear that
\[
\|Ax\|_{L_p([0,1))} \leq \sqrt[p]{\int_\alpha^\beta M^p \chi_{[\alpha, \beta)}^p(t) \, dt} = M(\beta - \alpha)^{1/p}. \quad \square
\]

The following proposition gives an example of nuclear operator in \(L_p\).

**Proposition 6.5.** Let \(p, q \in [1, +\infty)\) be conjugate exponents, with \(p < \infty\). Let \(n: [0,1) \times [0,1) \to \mathbb{C}\) be a measurable function; let \(n(t, \cdot) \in L_q([0,1), \mathbb{C})\) for all \(t \in [0,1)\); and let the function \(t \mapsto n(t, \cdot)\) satisfy the Lipschitz condition
\[
\|n(t_1, \cdot) - n(t_2, \cdot)\|_{L_q([0,1))} \leq K|t_1 - t_2|, \quad t_1, t_2 \in [0,1),
\]
for some constant \(K < \infty\). Then the formula
\[
(Tx)(t) = \int_0^1 n(t, s)x(s) \, ds
\]
defines a nuclear operator \(T: L_p([0,1), \mathbb{C}) \to L_p([0,1), \mathbb{C})\) with
\[
\|T\|_{\mathcal{B}} \leq \|n(1/2, \cdot)\|_{L_q([0,1))} + \frac{K}{2} \left(2^{1/p} - 1\right).
\]

**Proof.** By Lemma 6.4, \(T\) continuously acts from \(L_p([0,1), \mathbb{C})\) to \(L_p([0,1), \mathbb{C})\).
We set
\[(T_0x)(t) = \chi_{[0,1)}(t) \int_0^1 n(1/2, s)x(s) \, ds, \quad t \in [0, 1).\]
Clearly, \(T_0 = n(1/2, \cdot) \otimes \chi_{[0,1)}\). We consider the operator
\[(T - T_0)x(t) = \chi_{[0,1)}(t) \int_0^1 (n(t, s) - n(1/2, s))x(s) \, ds, \quad t \in [0, 1).\]
By Lemma 6.4, \(\|T - T_0\| \leq K/2\). Next, we consider the operators
\[
\begin{align*}
(T_{1,1}x)(t) &= \chi_{[0,1/2)}(t) \int_0^1 (n(1/4, s) - n(1/2, s))x(s) \, ds, \quad t \in [0, 1), \\
(T_{1,2}x)(t) &= \chi_{[1/2, 1)}(t) \int_0^1 (n(3/4, s) - n(1/2, s))x(s) \, ds, \quad t \in [0, 1).
\end{align*}
\]
Clearly,
\[
\begin{align*}
T_{1,1} &= (n(1/4, \cdot) - n(1/2, \cdot)) \otimes \chi_{[0,1/2)}, \\
T_{1,2} &= (n(3/4, \cdot) - n(1/2, \cdot)) \otimes \chi_{[1/2, 1)}.
\end{align*}
\]
By Lemma 6.4,
\[
\begin{align*}
\|T_{1,1}\| &\leq \|n(1/4, \cdot) - n(1/2, \cdot)\|_{L_q[0,1)} \left(\frac{1}{2}\right)^{1/p} \leq \frac{K}{4} \left(\frac{1}{2}\right)^{1/p}, \\
\|T_{1,2}\| &\leq \|n(3/4, \cdot) - n(1/2, \cdot)\|_{L_q[0,1)} \left(\frac{1}{2}\right)^{1/p} \leq \frac{K}{4} \left(\frac{1}{2}\right)^{1/p}.
\end{align*}
\]
We observe that
\[
\begin{align*}
(T - T_0 - T_{1,1} - T_{1,2})x(t) &= \chi_{[0,1)}(t) \int_0^1 (n(t, s) - n(1/2, s))x(s) \, ds \\
&\quad - \chi_{[0,1/2)}(t) \int_0^1 (n(1/4, s) - n(1/2, s))x(s) \, ds \\
&\quad - \chi_{[1/2, 1)}(t) \int_0^1 (n(3/4, s) - n(1/2, s))x(s) \, ds \\
&\quad = \chi_{[0,1/2)}(t) \int_0^1 (n(t, s) - n(1/4, s))x(s) \, ds \\
&\quad + \chi_{[1/2, 1)}(t) \int_0^1 (n(t, s) - n(3/4, s))x(s) \, ds, \quad t \in [0, 1).
\end{align*}
\]
By Lemma 6.4,
\[ \|T - T_0 - T_{1,1} - T_{1,2}\| \leq \frac{K}{4} \left( \frac{1}{2} \right)^{1/p} + \frac{K}{4} \left( \frac{1}{2} \right)^{1/p} = \frac{K}{2} \left( \frac{1}{2} \right)^{1/p}. \]

In a similar way, we consider the operators

\[ (T_{2,1}x)(t) = \chi_{[0,1/2^2]}(t) \int_0^1 (n(1/2^3, s) - n(1/4, s))x(s) \, ds, \quad t \in [0, 1), \]

\[ (T_{2,2}x)(t) = \chi_{[1/2^2, 2/2^2]}(t) \int_0^1 (n(3/2^3, s) - n(1/4, s))x(s) \, ds, \quad t \in [0, 1), \]

\[ (T_{2,3}x)(t) = \chi_{[2/2^2, 3/2^2]}(t) \int_0^1 (n(5/2^3, s) - n(3/4, s))x(s) \, ds, \quad t \in [0, 1), \]

\[ (T_{2,4}x)(t) = \chi_{[3/2^2, 1]}(t) \int_0^1 (n(7/2^3, s) - n(3/4, s))x(s) \, ds, \quad t \in [0, 1). \]

Clearly,

\[ T_{2,1} = (n(1/2^3, \cdot) - n(1/4, \cdot)) \otimes \chi_{[0,1/2^2]}, \quad \ldots, \]

\[ T_{2,4} = (n(7/2^3, \cdot) - n(3/4, \cdot)) \otimes \chi_{[3/2^2, 1)}. \]

By Lemma 6.4,

\[ \|T_{2,1}\| \leq \|n(1/2^3, \cdot) - n(1/4, \cdot)\|_{L_q[0,1]} \left( \frac{1}{2^2} \right)^{1/p} \leq \frac{K}{23} \left( \frac{1}{2^2} \right)^{1/p}, \quad \ldots, \]

\[ \|T_{2,4}\| \leq \|n(7/2^3, \cdot) - n(3/4, \cdot)\|_{L_q[0,1]} \left( \frac{1}{2^2} \right)^{1/p} \leq \frac{K}{23} \left( \frac{1}{2^2} \right)^{1/p}. \]

We observe that

\[
\begin{align*}
((T - T_0 - T_{1,1} - T_{1,2} - T_{2,1} - T_{2,2} - T_{2,3} - T_{2,4})x)(t) \\
= \chi_{[0,1/2^2]}(t) \int_0^1 (n(t, s) - n(1/2^3, s))x(s) \, ds \\
+ \chi_{[1/2^2, 2/2^2]}(t) \int_0^1 (n(t, s) - n(3/2^3, s))x(s) \, ds \\
+ \chi_{[2/2^2, 3/2^2]}(t) \int_0^1 (n(t, s) - n(5/2^3, s))x(s) \, ds \\
+ \chi_{[3/2^2, 1]}(t) \int_0^1 (n(t, s) - n(7/2^3, s))x(s) \, ds, \quad t \in [0, 1). 
\end{align*}
\]
By Lemma 6.4,
\[
\|T - T_0 - T_{1,1} - T_{1,2} - T_{2,1} - T_{2,2} - T_{2,3} - T_{2,4}\| \\
\leq 2^2 \left( \frac{K}{2^3} \left( \frac{1}{2^2} \right)^{1/p} \right) = \frac{K}{2} \left( \frac{1}{2^2} \right)^{1/p},
\]
and so on. It is seen that \( T_0 + \sum_{k=1}^{\infty} \sum_{i=1}^{2^k} T_{k,i} \) converges to \( T \) in norm and
\[
\left\| T_0 + \sum_{k=1}^{\infty} \sum_{i=1}^{2^k} T_{k,i} \right\| \leq \|n(1/2, \cdot)\|_{L_q[0,1]} + 2^2 \frac{K}{4} \left( \frac{1}{2} \right)^{1/p} + 2^2 \frac{K}{2^3} \left( \frac{1}{2^2} \right)^{1/p} + \ldots
\]
\[
= \|n(1/2, \cdot)\|_{L_q[0,1]} + \frac{K}{2} \sum_{i=1}^{\infty} \frac{1}{2^{i/p}} = \|n(1/2, \cdot)\|_{L_q[0,1]} + \frac{K}{2} \frac{1}{2^{1/p} - 1},
\]
which means that \( T \in \mathcal{S}_1 \). \( \square \)

7. Locally nuclear operators in \( l_p \)

**Definition 7.1.** Let \( g \) be a weight on \( \mathbb{Z}^c \) satisfying assumptions (a)–(e) from Definition 3.1. Let \( X \) be a Banach space. We denote by \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) the set of all operators \( T \in \mathcal{B}(l_p(\mathbb{Z}^c, X)) \) of the form
\[
(Tx)_k = \sum_{m \in \mathbb{Z}^c} b_{km} x_{k-m}, \quad k \in \mathbb{Z}^c,
\]
where the family of coefficients \( \{b_{km} \in \mathcal{B}(X) : k, m \in \mathbb{Z}^c\} \) satisfies the estimate
\[
\|b_{km}\|_{\mathcal{S}_1(X)} \leq \beta_m
\]
for some \( \beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C}) \), cf. Definition 4.1. By (13) and Proposition 4.2, the operator \( T \) indeed acts in \( l_p(\mathbb{Z}^c, X) \). We call operators \( T \in \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) locally nuclear.

**Proposition 7.2.** The subalgebra \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) of locally nuclear operators forms an ideal in the algebra \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{B}(X)) \). If \( X \) is infinite dimensional, the ideal \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) is proper.

**Proof.** Clearly, \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) is a subalgebra of \( \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{B}(X)) \). Thus, it remains to show that \( K \in \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \) and \( T \in \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{B}(X)) \) imply \( KT, TK \in \mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(X)) \).
So, let $K \in s_{1,g}(\mathbb{Z}^c, \mathcal{G}_1(X))$ and $T \in s_{1,g}(\mathbb{Z}^c, \mathcal{B}(X))$. These mean that $K$ and $T$ admit the representations

$$(Kx)_k = \sum_{m \in \mathbb{Z}^c} a_{km}x_{k-m}, \quad (Tx)_k = \sum_{l \in \mathbb{Z}^c} b_{kl}x_{k-l}, \quad k \in \mathbb{Z}^c,$$

where

$$\|a_{km}\|_{\mathcal{G}_1(X)} \leq \alpha_m, \quad \|b_{kl}\|_{\mathcal{B}(X)} \leq \beta_l,$$

with $\alpha, \beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C})$. By the definition of the product of operators, for any $x \in l_p(\mathbb{Z}^c, X)$, we have

$$(KTx)_k = \sum_{m \in \mathbb{Z}^c} a_{km}(Tx)_{k-m} = \sum_{m \in \mathbb{Z}^c} a_{km} \sum_{l \in \mathbb{Z}^c} b_{k-m,l}x_{k-m-l}, \quad k \in \mathbb{Z}^c.$$

Since $l_p(\mathbb{Z}^c, X) \subseteq l_{\infty}(\mathbb{Z}^c, X)$, the family $\{x_i : i \in \mathbb{Z}^c\}$ is bounded. Therefore the latter (double) series converges absolutely (for a fixed $k$). Consequently, any rearrangement of the series converges to the same sum.

We make the change $l = r - m$ in the internal sum,

$$(KTx)_k = \sum_{m \in \mathbb{Z}^c} a_{km} \sum_{r \in \mathbb{Z}^c} b_{k-m,r-m}x_{k-r}, \quad k \in \mathbb{Z}^c.$$  

and interchange the order of summation:

$$(15) \quad (KTx)_k = \sum_{r \in \mathbb{Z}^c} \left( \sum_{m \in \mathbb{Z}^c} a_{km} b_{k-m,r-m} \right) x_{k-r}, \quad k \in \mathbb{Z}^c.$$

By the estimate from Proposition 5.1, we have

$$\|a_{km}b_{k-m,r-m}\|_{\mathcal{G}_1(X)} \leq \|a_{km}\|_{\mathcal{G}_1(X)} \cdot \|b_{k-m,r-m}\|_{\mathcal{B}(X)} \leq \alpha_m \beta_{r-m}.$$

Therefore (see Proposition 3.4),

$$\sum_{m \in \mathbb{Z}^c} \|a_{km}b_{k-m,r-m}\|_{\mathcal{G}_1(X)} \leq \sum_{m \in \mathbb{Z}^c} \alpha_m \beta_{r-m} = (\alpha \ast \beta)_r.$$  

This estimate shows that the series $\sum_{m \in \mathbb{Z}^c} a_{km} b_{k-m,r-m}$ converges absolutely in the norm $\|\cdot\|_{\mathcal{G}_1}$. By the completeness of the ideal $\mathcal{G}_1(X)$ (Proposition 5.1), this implies that the sum $\sum_{m \in \mathbb{Z}^c} a_{km} b_{k-m,r-m}$ belongs to $\mathcal{G}_1(X)$ and

$$\left\| \sum_{m \in \mathbb{Z}^c} a_{km} b_{k-m,r-m} \right\|_{\mathcal{G}_1(X)} \leq (\alpha \ast \beta)_r.$$

By Proposition 3.4, $\alpha \ast \beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C})$. Hence it follows from formula (15) that $KT \in s_{1,g}(\mathbb{Z}^c, \mathcal{G}_1(X))$.

Similarly, one verifies that $TK \in s_{1,g}(\mathbb{Z}^c, \mathcal{G}_1(X))$.  
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Finally, we prove that the ideal $s_{1,g}(Z^c, G_1(X))$ is proper provided $X$ is infinite-dimensional. Indeed, if $\dim X = \infty$, then, by Corollary 5.3, the identity operator $1_X : X \to X$ is not nuclear. Therefore if a matrix of an operator $T$ defined by formula (14) contains at least one identity operator $b_{km}$ (all other elements of the matrix may be zero), then the operator $T$ cannot be locally nuclear. □

We denote by $s_{1,g}(Z^c, G_1(X))$ the subalgebra derived from the ideal $s_{1,g}(Z^c, G_1(X))$ by adjoining the unit element of the algebra $B(l_p(Z^c, X))$ if $X$ is infinite-dimensional; and we denote by $\tilde{s}_{1,g}(Z^c, G_1(X))$ the algebra $s_{1,g}(Z^c, G_1(X))$ itself provided that $X$ is finite-dimensional.

The following theorem is the main result of this paper.

**Theorem 7.3.** The subalgebra $\tilde{s}_{1,g}(Z^c, G_1(X))$ is full in the algebra $B(l_p(Z^c, X))$ for all $1 \leq p \leq \infty$.

**Proof.** If $X$ is finite dimensional, then, because of the equality $B(X) = G_1(X)$, the assertion of the theorem coincides with that of Theorem 4.5. Therefore, without loss of generality, we assume that $X$ is infinite-dimensional.

As a first step, we observe that the subalgebra $\tilde{s}_{1,g}(Z^c, G_1(X))$ is full in the algebra $s_{1,g}(Z^c, B(X))$. This follows from Proposition 2.1 since, by Proposition 7.2, the subalgebra $s_{1,g}(Z^c, G_1(X))$ forms a proper ideal in the algebra $s_{1,g}(Z^c, B(X))$.

To complete the proof, we recall that the subalgebra $s_{1,g}(Z^c, B(X))$ is full in the algebra $B(l_p(Z^c, X))$ by Theorem 4.5. □

**Example 7.4.** Let $c, d \in \mathbb{N}$. We consider the space $l_1(Z^c, l_1(Z^d, C))$. We note that the space $l_1(Z^c, l_1(Z^d, C))$ consists of sequences $x = \{x_k \in l_1(Z^d, C) : k \in Z^c\}$, where each $x_k$ is a sequence $(x_{ki})_{i \in C}$, $i \in Z^d$, itself. We use the brief notation $x_{k,i}$ instead of $(x_{ki})_i$. Obviously,

$$
\|x\|_{l_1(Z^c, l_1(Z^d, C))} = \sum_{k \in Z^c} \|x_k\|_{l_1(Z^d, C)} = \sum_{k \in Z^c} \sum_{i \in Z^d} |x_{k,i}|.
$$

Thus, $l_1(Z^c, l_1(Z^d, C))$ is naturally isometrically isomorphic to $l_1(Z^{c+d}, C)$.

In this example, we show that an operator $T \in B(l_1(Z^c, l_1(Z^d, C)))$ belongs to the class $s_{1,g}(Z^c, G_1(l_1(Z^d, C)))$ if and only if it can be represented in the form

$$(Tx)_{k,i} = \sum_{m \in Z^c} \sum_{j \in Z^d} a_{kmij} x_{k-m,j}, \quad k \in Z^c, \quad i \in Z^d,$$
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where $a_{kmij} \in \mathbb{C}$ satisfy the estimate
\[
\sum_{i \in \mathbb{Z}^d} \sup_{j \in \mathbb{Z}^d} |a_{kmij}| \leq \beta_{m,k} \quad m, k \in \mathbb{Z}^c,
\]
for some $\beta \in l_{1,g}(\mathbb{Z}^c, \mathbb{C})$. Indeed, by Definition 7.1, $T \in s_{1,g}(\mathbb{Z}^c, \mathcal{S}_1(l_1(\mathbb{Z}^d, \mathbb{C})))$ has the form (14) with $\|b_{km}\|_{\mathcal{S}_1(l_1(\mathbb{Z}^d, \mathbb{C}))} \leq \beta_{m,k}$, and, by Proposition 5.5, each $b_{km} \in \mathcal{S}_1(l_1(\mathbb{Z}^d, \mathbb{C}))$ has the form
\[
(b_{km} y)_i = \sum_{j \in \mathbb{Z}^d} a_{kmij} y_j
\]
with $\|b_{km}\|_{\mathcal{S}_1(l_1(\mathbb{Z}^d, \mathbb{C}))} = \sum_{i \in \mathbb{Z}^d} \sup_{j \in \mathbb{Z}^d} |a_{kmij}|$.

8. Locally nuclear operators in $L_p$

We represent the set $\mathbb{R}^c$ as the union (of disjoint subsets)
\[
\mathbb{R}^c = \bigcup_{m \in \mathbb{Z}^c} [0, 1)^c + m,
\]
where $m = (m_1, m_2, \ldots, m_c)$ and
\[
[0, 1)^c + m = [m_1, m_1 + 1) \times [m_2, m_2 + 1) \times \cdots \times [m_c, m_c + 1).
\]

**Proposition 8.1.** The following properties hold.

(a) A set $E \subseteq \mathbb{R}^c$ is measurable if and only if its intersection with each of the sets $[0, 1)^c + m$, $m \in \mathbb{Z}^c$, is summable.

(b) A set $N \subseteq \mathbb{R}^c$ is negligible if and only if its intersection with each of the sets $[0, 1)^c + m$, $m \in \mathbb{Z}^c$, is negligible.

(c) A function $x: \mathbb{R}^c \to \mathbb{C}$ is measurable if and only if its restriction to each of the sets $[0, 1)^c + m$, $m \in \mathbb{Z}^c$, is measurable.

(d) A function $x: \mathbb{R}^c \to \mathbb{C}$ is negligible if and only if its restriction to each of the sets $[0, 1)^c + m$, $m \in \mathbb{Z}^c$, is negligible.

**Proof.** The proof is straightforward. □

**Proposition 8.2 ([18], [30, 1.6.3]).** Let $1 \leq p \leq \infty$. Then the correspondence $\varphi: L_p(\mathbb{R}^c, \mathbb{C}) \to l_p(\mathbb{Z}^c, L_p([0, 1)^c, \mathbb{C}))$ defined by the rule $\varphi(x) = \{x_m\}$, where
\[
x_m(t) = x(t + m), \quad t \in [0, 1)^c,
\]
preserves the norm. We claim that (after identifying of equivalent functions) the correspondence $\varphi$ correctly defines an isometric isomorphism
\[
\varphi: L_p(\mathbb{R}^c, \mathbb{C}) \to l_p(\mathbb{Z}^c, L_p([0, 1)^c, \mathbb{C}))
\]
(which we denote by the same symbol $\varphi$).
Proof. We consider the correspondence
\[ \varphi: \mathcal{L}_p(\mathbb{R}^e, \mathbb{C}) \to l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C})) \]
defined by the rule \( \varphi(x) = \{x_m\} \), where
\[ x_m(t) = x(t + m), \quad t \in [0,1]^c. \]
Clearly, for any \( x \in \mathcal{L}_p(\mathbb{R}^e, \mathbb{C}) \), the sequence \( \{x_m\} \) consists of measurable functions and
\[ \|x\|_{L_p} = \left\| \left\{ \|x_m\|_{L_p} \right\} \right\|_{l_p} \]
or, in more detail,
\[ \|x\|_{L_p} = \sqrt[p]{\int_{\mathbb{R}^e} |x(t)|^p \, dt} = \sqrt[p]{\sum_{m \in \mathbb{Z}^e} \int_{[0,1]^c} |x_m(t)|^p \, dt}, \quad p < \infty, \]
\[ \|x\|_{L_\infty} = \text{ess sup}_{t \in \mathbb{R}^e} |x(t)| = \sup_{m \in \mathbb{Z}^e} \text{ess sup}_{t \in [0,1]^c} |x_m(t)|, \quad p = \infty. \]
Thus, \( \varphi \) actually acts from \( \mathcal{L}_p(\mathbb{R}^e, \mathbb{C}) \) to \( l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C})) \) and preserves the norm.

The linearity of \( \varphi \) is evident. The preservation of the norm implies that \( \varphi \) is injective.

Let \( \{x_m\} \in l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C})) \). Obviously, the sequence \( \{x_m\} \) is the inverse image of the function
\[ x(t) = x_m(t - m), \quad t \in [0,1]^c + m. \]
Thus, \( \varphi \) is surjective and
\[ (\varphi^{-1}\{x_m\})(t) = x_k(t - k), \quad t \in [0,1]^c + k. \]

By Proposition 8.1(d), a measurable function \( x \) is negligible if and only if all members of the sequence \( \varphi(x) = \{x_m\} \) are negligible functions. Therefore, \( \varphi \) generates an isomorphic isomorphism \( \varphi: \mathcal{L}_p(\mathbb{R}^e, \mathbb{C}) \to l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C})). \)

Definition 8.3. Since the spaces \( \mathcal{L}_p(\mathbb{R}^e, \mathbb{C}) \) and \( l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C})) \) are isomorphic, the algebras \( \mathcal{B}(\mathcal{L}_p(\mathbb{R}^e, \mathbb{C})) \) and \( \mathcal{B}(l_p(\mathbb{Z}^e, \mathcal{L}_p([0,1]^c, \mathbb{C}))) \) are isomorphic as well. We denote by \( \mathcal{S}_{1,g}(\mathbb{R}^e, \mathcal{G}_1) = \mathcal{S}_{1,g}(\mathbb{R}^e, \mathcal{G}_1(\mathcal{L}_p([0,1]^c, \mathbb{C}))), \)
\[ 1 \leq p \leq \infty, \] the set of all operators \( A \in \mathcal{B}(\mathcal{L}_p(\mathbb{R}^e, \mathbb{C})) \) that correspond to operators of the class \( \mathcal{S}_{1,g}(\mathbb{Z}^e, \mathcal{G}_1(\mathcal{L}_p([0,1]^c, \mathbb{C}))) \) according to the isomorphism \( \varphi \) described in Proposition 8.2. More precisely, an operator \( A \) belongs to the
class $\mathcal{S}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ if and only if the operator $T = \varphi A \varphi^{-1}$, which renders commutative the diagram

$$
\begin{array}{ccc}
L_p & \xrightarrow{\varphi} & l_p \\
\downarrow A & & \downarrow T \\
L_p & \xrightarrow{\varphi} & l_p
\end{array}
$$

belongs to the class $\mathcal{s}_{1,g}(\mathbb{Z}^c, \mathcal{G}_1(L_p([0,1]^c, \mathbb{C})))$. We call operators belonging to the class $\mathcal{S}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ locally nuclear as well.

We denote by $\widetilde{\mathcal{S}}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ the subalgebra derived from $\mathcal{S}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ by adjoining the unit element of the algebra $\mathcal{B}(L_p(\mathbb{R}^c, X))$.

The following theorem is the most interesting special case of Theorem 7.3.

**Theorem 8.4.** The subalgebra $\widetilde{\mathcal{S}}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ is full in the algebra $\mathcal{B}(L_p(\mathbb{R}^c, \mathbb{C}))$ for all $1 \leq p \leq \infty$.

**Proof.** The proof follows from isomorphism (16) and Theorem 7.3. □

The following theorem shows that operators of the class $\mathcal{S}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$ possess integral representation.

**Theorem 8.5.** Let $1 \leq p < \infty$. Then, for each operator $A \in \mathcal{S}_{1,g}(\mathbb{R}^c, \mathcal{G}_1)$, there exists a measurable function $n: \mathbb{R}^c \times \mathbb{R}^c \to \mathbb{C}$ such that for any $x \in L_p(\mathbb{R}^c, \mathbb{C})$ at almost all points $t \in \mathbb{R}^c$ (the following integral exists and)

$$(Ax)(t) = \int_{\mathbb{R}^c} n(t, s) x(s) \, ds.$$
where \( b_{km} \in \mathcal{S}_1(L_p([0, 1]^c, \mathbb{C})) \), and the series converges absolutely, because

\[
\|b_{km}\| \leq \|b_{km}\|_{\mathcal{S}_1} \leq \beta_m.
\]

By Proposition 6.2, for almost all \( t \in [0, 1]^c \), we have

\[
((Tz)_k)(t) = \sum_{m \in \mathbb{Z}^c} (b_{km}x_{k-m})(t), \quad k \in \mathbb{Z}^c.
\]

Applying to the sequence \( Tz = \{(Tz)_i : i \in \mathbb{Z}^c\} \) the isomorphism \( \varphi^{-1} \), we arrive at the function \( Ax \). According to the previous formula,

\[
(Ax)(t) = (\varphi^{-1}(Tz))(t) = ((Tz)_k)(t - k)
\]

\[
= \sum_{m \in \mathbb{Z}^c} (b_{km}x_{k-m})(t - k), \quad t \in [0, 1]^c + k.
\]

We consider the blocks \( b_{km} \in \mathcal{B}(L_p([0, 1]^c, \mathbb{C})) \), \( k, m \in \mathbb{Z}^c \), which constitute the matrix of the operator \( T \). By Theorem 6.3, for each of \( b_{km} \) there exists a measurable function \( n_{km} : [0, 1]^c \times [0, 1]^c \to \mathbb{C} \) such that for any \( u \in L_p([0, 1]^c, \mathbb{C}) \) at almost all \( t \in [0, 1]^c \) (the following integral exists and)

\[
(b_{km}u)(t) = \int_{[0, 1]^c} n_{km}(t, s)u(s) \, ds, \quad t \in [0, 1]^c.
\]

In particular, we have (almost everywhere)

\[
(b_{km}x_{k-m})(t - k) = \int_{[0, 1]^c} n_{km}(t - k, s)x_{k-m}(s) \, ds, \quad t \in [0, 1]^c + k,
\]

or

\[
(b_{km}x_{k-m})(t - k) = \int_{[0, 1]^c + k-m} n_{km}(t - k, \sigma - k + m)x_{k-m}(\sigma - k + m) \, d\sigma
\]

\[
= \int_{[0, 1]^c + k-m} n_{km}(t - k, \sigma - k + m)x(\sigma) \, d\sigma, \quad t \in [0, 1]^c + k.
\]

Hence, for almost all \( t \in [0, 1]^c + k \) (which implies that for almost all \( t \in \mathbb{R}^c \))

\[
(Ax)(t) = \sum_{m \in \mathbb{Z}^c} (b_{km}x_{k-m})(t - k)
\]

\[
= \sum_{m \in \mathbb{Z}^c} \int_{[0, 1]^c + k-m} n_{km}(t - k, s - k + m)x(s) \, ds = \int_{\mathbb{R}^c} n(t, s)x(s) \, ds,
\]
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where
\begin{equation}
\tag{17}
n(t, s) = n_{km}(t - k, s - k + m), \quad t \in [0, 1)^c + k, \ s \in [0, 1)^c + k - m,
\end{equation}
or
\begin{equation}
n(t, s) = n_{k,k-l}(t - k, s - l), \quad t \in [0, 1)^c + k, \ s \in [0, 1)^c + l.
\end{equation}

**Example 8.6.** We show that the operator
\[(Ax)(t) = \int_{\mathbb{R}} e^{-|t-s|} x(s) \, ds,
\]
acting in $L_p(\mathbb{R}, \mathbb{C})$ for $1 < p < \infty$ belongs to $S_1(\mathbb{R}, S_1)$.

From the proof of Theorem 8.5 it is seen that the operator $T = \varphi A \varphi^{-1}$ has the form (14) with
\[(b_{km} u) = \int_{[0,1]} n_{km}(t, s) u(s) \, ds
\]
with (see (17))
\[n_{km}(t, s) = n(t + k, s - k + m) = e^{-|t-s+m|}, \quad t \in [0, 1), \ s \in [0, 1).
\]

In order to make use of Proposition 6.5, we establish an estimate of $\|n_{km}(\tau, \cdot) - n_{km}(t, \cdot)\|_{L_q[0,1]}$. We have
\[\|n_{km}(\tau, \cdot) - n_{km}(t, \cdot)\|_{L_q[0,1]}^q = \int_{[0,1]} |n_{km}(\tau, s) - n_{km}(t, s)|^q \, ds
\]
\[= \int_{[0,1]} \left| e^{-|\tau-s+m|} - e^{-|t-s+m|} \right|^q \, ds = \int_{[0,1]} \left| \int_0^1 \frac{\partial}{\partial \lambda} e^{-|t+\lambda(\tau-t)-s+m|} \, d\lambda \right|^q \, ds
\]
\[= \int_{[0,1]} \left| \int_0^1 e^{-|t+\lambda(\tau-t)-s+m|} \cdot \frac{(t-\tau)(t + \lambda(\tau-t) - s + m)}{|t + \lambda(\tau-t) - s + m|} \, d\lambda \right|^q \, ds
\]
\[\leq \int_{[0,1]} \left| \int_0^1 e^{-|t+\lambda(\tau-t)-s+m|} \cdot |t - \tau| \, d\lambda \right|^q \, ds
\]
\[\leq |t - \tau|^q \int_{[0,1]} \left| \int_0^1 e^{-|t+\lambda(\tau-t)-s+m|} \, d\lambda \right|^q \, ds
\]
(since $t, \tau, s \in [0, 1)$, we have
\[t + \lambda(\tau - t) = (1 - \lambda)t + \lambda \tau \in [0, 1) \text{ and } t + \lambda(\tau - t) - s \in (-1, 1);
\]
therefore \(|t + \lambda(\tau - t)| \leq 1\) and \(|t + \lambda(\tau - t) - s + m| \geq |m| - 1\), and thus we have

\[
\leq |\tau - t|^q \int_{[0,1]} \left| \int_0^1 e^{-|m|+1} d\lambda \right|^q ds
= |\tau - t|^q \int_{[0,1]} (e^{-|m|+1})^q ds = |\tau - t|^q (e^{-|m|+1})^q.
\]

Consequently,

\[
\|n_{km}(\tau, \cdot) - n_{km}(t, \cdot)\|_{L_q[0,1]} \leq |\tau - t| e^{-|m|}.
\]

In a similar way, we have

\[
\|n_{km}(1/2, \cdot)\|_{L_q[0,1]} = \sqrt{\int_{[0,1]} |n_{km}(1/2, s)|^q ds} = \sqrt{\int_{[0,1]} (e^{-1/2-s+m})^q ds}
\leq \sqrt{\int_{[0,1]} (e^{-|m|+1/2})^q ds} = \sqrt{(e^{-|m|+1/2})^q} = e^{-|m|+1/2} = e^{1/2} e^{-|m|}.
\]

Finally, by Proposition 6.5, we have

\[
\|b_{km}\|_{S_1} \leq e^{1/2} e^{-|m|} + \frac{e \cdot e^{-|m|}}{2} \frac{1}{2^{1/p} - 1}.
\]

We consider the family

\[
\beta_m = e^{1/2} e^{-|m|} + \frac{e \cdot e^{-|m|}}{2} \frac{1}{2^{1/p} - 1}, \quad m \in \mathbb{Z}.
\]

Evidently, \(\beta \in l_1\). (Actually, \(\beta \in l_{1,g}\) for any \(g\) from Example 3.3.) Thus, \(A \in S_1(\mathbb{R}, \mathcal{S}_1)\).
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