Children learn word meanings by tapping into the commonalities across different situations in which words are used and overcome the high level of uncertainty involved in early word learning experiences. We propose a modeling framework to investigate the role of mutual exclusivity bias – asserting one-to-one mappings between words and their meanings – in reducing uncertainty in word learning. In a set of computational studies, we show that to successfully learn word meanings in the face of uncertainty, a learner needs to use two types of competition: words competing for association to a referent when learning from an observation and referents competing for a word when the word is used. Our work highlights the importance of an algorithmic-level analysis to shed light on the utility of different mechanisms that can implement the same computational-level theory.
One of the first steps in language acquisition is to learn word–meaning mappings, e.g., the word "dog" in the sentence "see the dog" refers to the tail-wagging animal under the kitchen table. This seemingly simple problem of word learning is a complex puzzle; in the initial phases of language development, children do not have any knowledge about word meanings (or other aspects of their language) and face a great deal of uncertainty. Without prior information, for a given word (e.g., "dog"), there is a high level of referential uncertainty – there are a great number of potential meanings in a child’s environment (e.g., dog, table) that the word could refer to. Similarly, there is high level of linguistic uncertainty in mapping a referent (e.g., dog) to words in the utterances (e.g., "see", "dog"). Moreover, an additional difficulty arises because not all the mappings between words and referents are one-to-one; sometimes words are mapped to more than one referent (i.e., homonyms such as “bat”) or referents are mapped to more than one word (i.e., synonyms such as “shut” and “close”).

Strong empirical evidence suggests that statistical cross-situational learning helps both children and adults navigate these challenges, by gradually keeping track of statistical regularities across different situations (e.g., word–meaning co-occurrences), and using them to help resolve these ambiguous mappings (e.g., [Yu and Smith, 2007; Smith and Yu, 2008]. However, cross-situational learning does not provide a detailed account of what mechanisms are responsible for resolving each type of uncertainty at different stages of word learning.

Moreover, a large body of developmental research has studied inductive biases that might facilitate word learning in the presence of different types of uncertainty (e.g., [Markman, 1987]. A common theme among these biases is that competition can remove a number of possible hypotheses for a word meaning (and reduce the uncertainty). For example, the mutual exclusivity bias asserts that each referent is only mapped to one word [Markman and Wachtel, 1988]. This competition among referents means that given a new word and a number of possible referents, a learner reduces the uncertainty by not considering referents that are already associated to other words. It is also suggested that such competitive processes play a role both locally and globally: there is competition when associating words and meanings from one observation (also known as in-the-moment learning) as well as among all observed words and
referents (e.g., Yurovsky et al., 2013). Previous computational modeling work has shed light on the mechanisms and biases that might be involved in cross-situational learning (e.g., Frank et al., 2007; Fazly et al., 2010a; Trueswell et al., 2013; Nematzadeh et al., 2017). However, to our knowledge, no previous work has done an exhaustive analysis of the role of competition in the in-the-moment learning mechanisms and how these mechanisms interact with different representations of word meanings, which may also be influenced by competition. In this work, our contributions are threefold: (1) We provide a general probabilistic formulation of cross-situational word-learning and show that the influential model of Fazly et al. (2010b) is an instance of this formulation. (2) Using this formulation, we show how inductive biases can be modeled as competitive processes during in-the-moment and overall word learning, as well as comprehension of a word meaning. (3) Moreover, we examine how each modeling choice (and formulation of competition) affects learning in the presence of different sources of uncertainty, such as increased referential and linguistic uncertainty, fewer exposures to words, or acquiring homonyms and synonyms.

We find that the best model across all the tasks is the one that implements two types of competition, both among words and referents. Moreover, this competition happens during in-the-moment learning (for words) and comprehension (for referents). This result is different than previous modeling assumptions where a competition among referents was introduced during the overall learning of word meaning representations (Fazly et al., 2010b). This finding suggests that the observed behavior in people (e.g., Yurovsky et al., 2013) might be explained by the competition during comprehension and not a global competitive process during learning. We also observe that our best model performs better than the model of Fazly et al. (2010b) in the presence of linguistic and referential uncertainty. Moreover, as opposed to the model of Fazly et al. (2010b), it can learn homonyms through implementing the competition mechanisms alone (without the need for any additional bias).

1 Work in computational modeling of cross-situational learning typically does not distinguish between the referent indicated by a word and its meaning. We will use the terms referent and meaning interchangeably throughout this paper, while recognizing that there are important notions about the relations between those two that are being abstracted away by such an approach.
2 | PREVIOUS WORK IN MODELING WORD LEARNING

2.1 | The Role of Computational Modeling

Computational models have been used extensively to study various aspects of word learning in the last three decades (e.g., Frank et al., 2007; Alishahi et al., 2008; Kachergis et al., 2012). There are plenty of reasons to use computational models in this area: they provide a powerful tool to examine psycholinguistic theories of word learning, shed light on its underlying mechanisms, and investigate the interaction of different factors that might be involved. We note that computational models of language acquisition are complementary to the experimental and theoretical studies: the predictions of already-veri/uniFB01ed models need to be examined in empirical studies. Moreover, these models can provide new directions for expanding the existing theories.

Several word learning models have been proposed, which address different aspects of the problem of learning word meanings. These models are built with specific assumptions, and use different input and learning algorithms. The models can be categorized into two broad groups based on their learning mechanism (Yu and Smith, 2012): (a) associative models that argue word learning can be achieved through an associative learning mechanism – by keeping track of associations between some entities/events. Connectionist models of word learning often belong to this category (e.g., Regier, 2005; Colunga and Smith, 2005). (b) hypothesis testing models that are built based on the assumption that people keep track of multiple meaning hypotheses for each word, which are updated as people process new usages of that word. Most of these models are implemented using a Bayesian modeling framework (e.g., Xu and Tenenbaum 2007). However, some early rule-based approaches also belong to this group (e.g., Siskind 1996). As is true of the learning mechanisms, the distinction between the two groups of models is not always clear, and their intersection is not necessarily empty. For example, the model of Fazly et al. (2010b) keeps track of hypotheses about word–referent pairs, similar to hypothesis testing models, but also gathers co-occurrence statistics like associative models.

Another distinction between the models can be made based on the problem they investigate. A group of models focuses on single words, without considering the sentential context words occur in (e.g., Regier, 2005; Colunga and Smith, 2005). These models do not address the mapping problem, i.e., learning to map each word in a multiword utter-
ance to a referent that may or may not exist in the observed scene. On the other hand, given that the word–meaning mappings are known to these models, they examine other aspects of word learning such as predicting the inductive biases (such as shape bias) or patterns observed in child word learning (such as vocabulary spurt) (e.g., Regier, 2005; Colunga and Smith, 2005; Xu and Tenenbaum, 2007; Abbott et al., 2012). In the rest of this section, we summarize some of the models that address the mapping problem and learn the meaning of words from sentential context.

2.2 Learning Words from Sentential Context

The model of Siskind (1996) is one of the first models that learns word meanings from an ambiguous context (including multiple words and multiple meanings). The model is rule-based and incremental: it learns mappings between words and their meanings by processing one input pair (an utterance of multiple words and its meaning representation) at a time, and applying a set of predefined rules to it. The predefined rules implement cross-situational learning and also encode word learning biases such as mutual exclusivity. Siskind (1996) shows that his model can predict some of the observed patterns in child word learning such as learning homonymous words and fast mapping. The main shortcoming of his approach is the inherent rigidity of the rule-based learning mechanism; follow-up models have turned to probabilistic learning mechanisms in order to better handle noise and uncertainty of the word learning input.

The first probabilistic cross-situational word learning model is built by Yu and Ballard (2007). Their model makes use of social cues such as the speaker's visual attention and prosodic cues in speech. The model is an adaptation of the translation model of Brown et al. (1993): The speaker's utterances are considered as one language which is "translated" to a language consisting of the possible referents for words in the utterance. The input data consists of pairs of utterances and meaning representations, which are generated using two videos of mother-infant interactions taken from the CHILDES database (MacWhinney, 2000): the utterances are mother's speech represented as bags of words, and meaning representations are generated by manually identifying objects presented in the scene when the corresponding utterance was heard. However, this model is not incremental: it performs a batch optimization process which iterates multiple times over the entire data, so it does not shed light on developmental patterns observed in
child word learning.

To address this shortcoming, Fazly et al. (2010b) developed an incremental model, which is also inspired by the translation model of Brown et al. (1993). However, as opposed to Yu and Ballard (2007), who apply the translation model to their word learning data, Fazly et al. (2010b) change the probabilistic formulation of the translation model. Their model processes one input pair (an utterance represented as a bag of words and its scene representation consisting of a set of meaning symbols) at a time: For each word–meaning pair, it calculates an alignment probability by probabilistically aligning (mapping) the words (in the utterance) to the meaning symbols (in the scene representation) using the current knowledge of word–meaning pairs. Then, the stored knowledge of word–meaning pairs is updated using the new alignment probabilities. For each word, the model learns a probability distribution, or meaning probability, over all possible meaning symbols, which represents the model’s current knowledge of that word. The utterances in the input are taken from the child-directed portion of the CHILDES database. The scene representation for each utterance is generated automatically, and is a set of meaning symbols corresponding to all words in the utterance. These meaning symbols are taken from a gold-standard lexicon in which each word is associated with its correct meaning. Although the scene representations are automatically generated, the input resembles naturalistic child input in including linguistic and referential uncertainty. In addition, the input is reasonably large (around 170K input pairs), which makes it possible to examine longitudinal learning patterns. Fazly et al. perform a number of simulations, and show that the model learns the meaning of the words under linguistic and referential uncertainty. Furthermore, their model replicates several results of fast mapping experiments with children, and can learn synonymous words.

Several models have been proposed that improve the probabilistic cross-situational word learning framework introduced in Fazly et al. (2010b) in various aspects. For example, Kádár et al. (2015) use a more realistic input data where referents are represented by images; similarly, Lazaridou et al. (2016) also propose a multi-modal account of semantic learning. Nematzadeh et al. (2013) model the acquisition of a single meaning for non-literal multi-word expressions (e.g., “give a knock on the door”). Other work integrates attention and forgetting mechanisms into the word learning process (e.g., Nematzadeh et al., 2012a; Kachergis et al., 2012). Keen Vong and Lake (2020), using a self-supervised approach, introduce an account of cross-situational word learning from images and words (at the computational level). In the rest of this section, we explain two other families of word learning models.
Stevens et al. (2017) propose an incremental model that builds upon the word learning experiments of Medina et al. (2011) and Trueswell et al. (2013); the authors argue that people only maintain a single meaning hypothesis for each word. They claim that keeping track of cross-situational statistics for word–meaning pairs is not necessary in word learning. Their computational model implements a probabilistic version of the single meaning hypothesis. It calculates an association score for each word–meaning pair which is very similar to the score calculated in Fazly et al. (2010b). The key difference is that for a given word, only the association score of the most likely meaning is updated (as opposed to the model of Fazly et al. (2010b) that updates the score of all the meanings observed with a word). The authors compare the performance of their model with a few other models (including the models of Frank et al. (2009) and Fazly et al. (2010b)). They train each model on a dataset of child-directed utterances paired with manually-annotated scene representations. They show that their model outperforms other models in learning a lexicon. However, their dataset is very small (less than 1000 utterances). Moreover, it does not include much referential uncertainty because only a subset of words in utterances (concrete nouns) are annotated in the scene representations and considered in the evaluations. Thus, it is not clear whether their model would perform as well on a larger and more naturalistic dataset.

Frank et al. (2009) propose a Bayesian model of word learning and speakers’ communicative intentions: the speaker intends to talk about a subset of objects he observes, and uses some words to express this set of objects. Given a corpus of situations consisting of such words and objects, the goal of the model is to find the most probable lexicon. The model favors a smaller lexicon, which is encoded in the formulation of the prior probability. This choice of prior enforces a conservative learning approach, in which learning all the existing word–object pairs is not a priority. In calculating the likelihood, all intentions (subsets of objects) are considered equally likely. Thus, the model is not incorporating a fully elaborated model of speaker’s communicative intentions. The lexicon with the maximum a posteriori probability is chosen by applying a stochastic search on the space of possible lexicons. The model of Frank et al. (2009) replicates several patterns observed in child word learning, such as the mutual exclusivity bias and fast mapping. The input data is generated using the same videos of mother–infant play time that Yu and Ballard (2007) used. The meaning representations are similarly produced, by manually hand-coding all the objects that were visible to the infant upon hearing each utterance. Although the data is very similar to children’s possible input, the size of
the data set is very small; moreover, the learning in the models is not incremental, which makes certain longitudinal patterns (e.g., vocabulary spurt) impossible to examine.

### 2.3 Summary

Several models address the mapping problem and learn words from context [Siskind 1996] Yu and Ballard 2007 Frank et al. 2009 Fazly et al. 2010b Kachergis et al. 2012. Among these, Yu and Ballard 2007 and Frank et al. 2007 use naturalistic child data, in which utterances are taken from caregivers’ speech and the meaning representations for each utterance are generated by manually annotating the objects and social cues in the environment. The shortcoming of this approach in data generation is that the resulting dataset is very small. To address this, Fazly et al. 2010b take the utterances from caregivers’ speech but automatically generate the meaning representations. By doing so, they have the advantage of simulating experiments or observational studies that examine longitudinal patterns of word learning. The presented models also differ in their incorporation of word learning biases and constraints. Moreover, the learning algorithms of some of the models are incremental; thus, they are more similar to child word learning (e.g., Siskind 1996 Fazly et al. 2010b). In contrast, the learning algorithms of most of the models are batch processes, and process all the input at once (e.g., Xu and Tenenbaum 2007 Frank et al. 2009).

### 3 A COMPUTATIONAL-LEVEL MODEL OF WORD LEARNING

Research at the computational level of analysis [Marr 1982] focuses on specifying the goal of the problem of word learning. There are two main approaches in defining the problem: (1) finding a lexicon that maximizes the likelihood of a corpus (e.g., Frank et al. 2007), or (2) treating word learning as a translation problem (e.g., Yu and Ballard 2007) – while in a typical machine translation setting, the goal is to translate the sentences from a source to a target language (e.g., French to English), in word learning a model learns to translate between words and a set of referents (possible meanings) [Siskind 1996 Fazly et al. 2010b] propose an incremental model that implements the same translation idea but makes

---

2 Here, we use the terms referent and meaning interchangeably.
it possible to study different patterns observed at various stages of development. This work has inspired many extensions and follow-up models (e.g., Nematzadeh et al., 2012a; Cassani et al., 2016) because of its incrementality and also as it provides a formulation for both in-the-moment and overall learning. However, this model has a fixed set of assumptions about the implemented in-the-moment learning mechanism and its word-meaning representation. Although these assumptions (adopted from the machine translation literature) result in a robust model that predicts a wide range of behaviors, they are not grounded in the word learning literature or compared to alternatives. We first propose a general probabilistic formulation for cross-situational learning and show how the model of Fazly et al. (2010b) (henceforth, FAS) can be derived from that formulation. This formulation can be considered as a computational level solution to the cross-situational learning problem. We then show how different types of competition mechanisms can be introduced into the probabilistic formulation of the model. Similar analysis can be applied to other computational-level theories; we choose the cross-situational learning formulation since it has successfully predicted many word learning behaviors observed in children and has minimal assumptions about the problem.

3.1 Word Learning Input

The first step in modeling word learning is to simulate a child’s input, i.e., what she hears and perceives in her environment. We assume each utterance (what is heard) is a set of words, and do not include information about word order. Following previous work (e.g., Fazly et al., 2010b), we use a set of referents to represent the word learning scene – what a child perceives while hearing an utterance. Our word learning input is then a sequence of such utterance–scene pairs as shown in Ex. 1.

\[
\text{Utterance: } \{\text{Ray, eats, an, apple}\}
\]
\[
\text{Scene: } \{\text{ray, eats, an, apple}\}
\]

Note that the input does not encode what referents belong to the meaning of each word; as a result, the input is similar to the natural data perceived by children with respect to alignment ambiguity – i.e., the learning algorithm must
solve the word–referent mapping problem.

3.2 Probabilistic Formulation

We assume our observations create a corpus $C$ of utterance-scene ($u$–$s$) pairs and $C$ is generated by sampling from an unknown distribution $\theta$. $\theta$ relates words and referents, and represents our probabilistic knowledge of word meanings. The word learning problem is then to estimate $\theta$ given the corpus $C$. $\theta$ is treated as a parameter, and we find the $\theta$ that best explains our observations, $C$. In this regard, we assume that a hidden variable, $a$, called the alignment, determines how words and referents are mapped (aligned) in a given $u$–$s$ pair. Given $a \in A$, where $A$ is a set of all possible alignments, the likelihood of our observations can be defined as:

$$p(C|\theta) = \prod_{u,s \in C} p(u,s|\theta)$$

$$= \prod_{u,s \in C} \sum_{a \in A} p(a,u,s|\theta)$$

In Eqn. (2), the first line defines the likelihood of our observations $C$ (given $\theta$) in terms of individual utterance-scene pairs. We assume that $u$-$s$ pairs are independent. Therefore, the likelihood is the product of the probability of $u$-$s$ pairs. The second line specifies how the probability of each $u$-$s$ pair can be calculated through the hidden variable $a$, which determines how words and referents, in the $u$-$s$ pair, are mapped. The assumptions about the structure of alignment $a$ (e.g., allowing only one-to-one mappings) and calculation of $p(a,u,s|\theta)$ result in models with different inductive biases.

To estimate $\theta$, we use the incremental version of the Expectation Maximization (EM) algorithm [Neal and Hinton 1998]. The incrementality of this algorithm enables the model to update the word meanings ($\theta$) after processing each $u$-$s$ pair. In the absence of any prior knowledge, all referents are equally likely to correspond to a word. Therefore,
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3 In reality, utterances in a conversation are often dependent as they follow a specific topic. Here, we assume that young children attend more on each utterance and may ignore the sequentiality of utterances. This simplifying assumption also makes the calculation of the probabilities easier.
to start with an initial value for $\theta$, we assumes a uniform distribution over referents and then iteratively repeat the following steps.

1. **Calculate the alignment probability.** For each utterance, we calculate the probability of each possible alignment given the current $\theta$ — how strongly each word–referent pair is currently associated. This corresponds to the Expectation step of the EM algorithm. The probability of the alignments for each $u\cdot s$ pair is estimated:

   \[
   p(a|u, s, \theta) = \frac{p(a, u, s|\theta)}{p(u, s|\theta)} = \frac{\sum_{a \in A} p(a, u, s|\theta)}{p(u, s|\theta)}
   \]  

   \hspace{1cm} (3)

   In the following sections, we will explain how the right-hand side of Eqn. (3) is calculated differently for each model depending on its assumptions about the alignment variable. (For example, Eqn. (6) is one instance where referents in the scene are assumed to be independent.)

2. **Update $\theta$.** Given the newly calculated alignment probabilities and the value of the parameter at the previous time step, $\theta^{t-1}$, we update $\theta$ such that it maximizes the likelihood of the observations, $C$. At the Maximization step, given the value of the parameter at the previous time step, $\theta^{t-1}$, the current $\theta$ is selected to maximize the following:

   \[
   \hat{\theta} = \arg \max_{\theta} E_{A|C, \theta^{t-1}} \{ p(C, A|\theta) \}
   \]  

   \hspace{1cm} (4)

   where $E_{A|C, \theta^{t-1}}$ is the conditional expectation of $p(C, A|\theta)$ — i.e., the expected value of corpus $C$ and the alignment variables $A$ given their probability $\theta$ (which was calculated at the previous time step).

Given this general formulation, we can derive different models by enforcing different constraints on $\theta$ and $a$; specif-
ically, either can be a joint or conditional probability distribution. The former adds dependence and thus competition between all words and referents. The latter, depending on the direction of conditional probability, either introduces competition among words for a referent, \( p(w|r) \), or among referents for a given word, \( p(r|w) \). Note that the different assumptions about the alignment variable \( a \) produces different in-the-moment learning mechanisms, with different competition processes. In addition, different formulations of \( \theta \) produce different overall learning mechanisms. We next derive the FAS model using our probabilistic formulation and explain the assumptions behind this model.

3.3 | The FAS Model

FAS propose a formulation to calculate the alignment probability (Eqn. (3)) and \( \theta \); however, they do not discuss what the probabilistic model behind these formulas is and how they can be derived. We define the FAS model in terms of the probabilistic framework introduced in the previous section. Here we provide a high-level outline of how the FAS model can be derived, and explain the detailed derivation in Appendix A.

Recall that each scene representation \( s \) constitutes of a set of referents \( r_i \). The FAS model assumes that given an utterance \( u \), the referents are generated independently; so, instead of calculating \( p(s,u|\theta) \) as in Eqn. 2, the likelihood is defined over the conditional probability of referents given an utterance:

\[
p(C|\theta) = \prod_{u,s \in C, r_j \in s} p(r_j|u, \theta) = \prod_{u,s \in C} \sum_{a \in A} p(r_j, a|u, \theta)
\]  

(5)

Here, the alignment variable \( a \) defines the mappings between words and a given referent. Given the utterance \( u \), it determines both the word \( (w_j) \) and its strength of mapping to a given referent \( r_i \). We use the notation \( a_j \) to refer to the alignment determines the mapping to \( w_j \). Thus, the value of \( a_j \) determines the strength of the mapping between
\[ p(a_j|u, r_i, \theta) = \frac{p(a_j, r_i|u, \theta)}{\sum_{w_k \in u} \theta_{ij}} = \theta_{ij} \]

where \( \theta_{ij} \) specifies the association of \( w_j \) with the referent \( r_i \), given the learned distribution \( \theta \). Note that this corresponds to the Expectation step of the EM algorithm, and Eqn. 6 is an instantiation of Eqn. 3.

In the Maximization step, the new value of \( \theta \) is calculated by finding \( \theta \) that maximizes the model's likelihood as given in Eqn. 4. The FAS model assumes that \( \theta \) is a conditional probability, \( p(r|w) \). This suggests that there is an additional dependence assumption about the learned representations: each word is a distribution over the referents, and thus given a word, the referents compete to be associated with that word. To find \( \theta \), the derivative of the likelihood is calculated and equated to zero. This results in:

\[ p(r_i|w_j) = \frac{p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j)}{\sum_{r_m \in S} p(a_j|u, r_m, \theta^{t-1}) \text{count}(r_m, w_j)} \]  

where \( w_j \), determined by the alignment variable \( a \), is the word mapped to \( r_i \), also, \( \text{count}(r_i, w_j) \) is the number of times \( r_i \) and \( w_j \) have co-occurred in the corpus \( C \). We can approximate \( p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j) \) by adding the current alignment probability, \( p(a_j|u, r_i, \theta^{t-1}) \), to the sum of all the previously calculated ones – instead of multiplying it to the number of times the word and referent co-occur. Note that the value of the current and previous calculated alignment probabilities can be different. This approximation enables us to calculate \( p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j) \) incrementally.

In order to do this, FAS defined an association score, \( \text{assoc} \). \( \text{assoc} \) is updated as the model processes \( u-s \) pairs at each time step:

---

\[ ^4 \text{The details of this derivation are given in Appendix A.} \]
\[
\text{assoc}_t(w_j, r_i) = \text{assoc}_{t-1}(w_j, r_i) + a_t(w_j|r_i)
\]  

(8)

where \(a_t(w_j|r_i)\) equals \(p(a_j|u, r_i, \theta^{t-1})\), and the initial value of \(\text{assoc}(w_j, r_i)\), before the first co-occurrence of \(w_j\) and \(r_i\), is zero. Intuitively, \(\text{assoc}\) score represents the overall association strength of a word and a referent, and it captures how strongly the word-referent pair is associated in each observation, \(u\)-s.

4 | ALGORITHMIC-LEVEL ANALYSIS OF WORD LEARNING

An algorithmic-level analysis [Marr, 1982] focuses on the effect of choices of the algorithms and representations. [Dupoux, 2018] and [Tsutsui et al., 2020] also argue that to understand how infants learn language in the real world, we need to model internal learning processes. Here, we perform an algorithmic-level investigation of cross-situational word learning. We study the following questions: What are the possible in-the-moment learning mechanisms? Given exposure to language over time, how are the word meanings represented in semantic memory? Or, how is in-the-moment evidence accumulated to formulate a word meaning? How is a word meaning used in different tasks? And what is the role of competition in each of these steps of learning?

We study these questions by using our general cross-situational word learning formulation. A learner starts with some assumptions about the word-meaning representation – the distribution, \(\theta\), relates words and referents. The initial value of \(\theta\) is equal and uniform across all word–referent pairs. The learner uses its current \(\theta\) and in-the-moment learning algorithm to update the probability of alignments – how words and referents are mapped given the current input pair. The model updates word meanings, \(\theta\), using the new alignments.

4.1 | In-the-Moment Learning Mechanisms

We formulate different in-the-moment learning mechanisms by varying the definition of the alignment variable (Eqn. 3), which associate words and referents in each given input. One possibility is that the alignments do not interact – each
alignment of a word and a referent is calculated independently of all others; in other words, the increase or decrease in the strength of one alignment does not affect any other. This definition assumes that a learner only uses its previous knowledge of the word and referent alignment. So, other available information, such as what other words and referents are in the input, does not bias its assessment. As a result, we can formulate the alignment variable as follows:

$$ a_t(w, r) = \theta_{wr}^t \quad \text{[No Bias]} \quad (9) $$

However, it should be mentioned that experiments in developmental psychology show that children make use of this information in determining meanings of words. For example, when young children hear a novel word (e.g., "dax"), while presented with a known object (for which they have heard a label) and an unfamiliar object, they intend to choose the unknown object as the referent of the novel word (e.g., Markman and Wachtel, 1988). This tendency is often referred to as the \textit{mutual exclusivity bias} – i.e., to limit the number of words for a meaning in this example. Similarly, we can consider the other direction of this bias, where the number of meanings associated to a word is limited; such an effect of dis-preferring homonymy has also been observed in children (e.g., Casenhiser, 2005).

The independence assumption of the alignment variables can be discarded, such that there is competition (dependence) among words for a given referent, or among referents for a given word. We implement the first competition of words for a referent (word competition; WC) by defining a distribution over words for each referent (i.e., by normalizing Eqn. 9 over the words in the utterance):

$$ a_t(w|r) = \frac{\theta_{wr}^t}{\sum_{w' \in U_t} \theta_{w'r}^t} \quad \text{[WC]} \quad (10) $$

Note that this is the formulation of alignment probability that the FAS model employ, Eqn. 6.

We can similarly model the other direction of competition by introducing dependence among referents given a word (referent competition; RC):
\[
\theta_{wr}^{t+1} = p_{t+1}(r|w) = \text{assoc}_t(w, r) \quad \text{[No Bias]} 
\] (12)

Nonetheless, we can consider dependence among referents (referent competition – RC), where a word meaning representation is a distribution over all observed referents, \( p(\cdot|w) \). To put it differently, we consider that all the observed referents compete to be associated with a word. Thus, this competition sharpens the connection of a word with its referent in the meaning representation:

\[
\theta_{wr}^{t+1} = p_{t+1}(r|w) = \frac{\text{assoc}_t(w, r)}{\sum_{r' \in M} \text{assoc}_t(w, r')} \quad \text{[RC]} 
\] (13)

5 This formulation assumes the learner has a perfect memory, but this assumption can be relaxed by letting alignments decay over time (e.g., Kachergis et al., 2012; Nematzadeh et al., 2012a).

6 Although the assoc score is not normalized and thus is not a probability, for simplicity, we refer to it as \( p(w, r) \). We could also consider \( p(w, r) \) to be a joint distribution, and normalize \( \text{assoc}(w, r) \) over both referents and words. However, this normalization would cancel out in the numerator and denominator of two of the alignment formulations, Eqn. (10) and Eqn. (11). Interestingly, when there is a competition during in-the-moment learning, the joint probability and unnormalized association scores (Eqn. 12) are the same models. They are only different if we use \( a(w, r) \), Eqn. 9.
where $\mathcal{M}$ is the set of all referents observed up to time $t$. Note that this formulation introduces a global competition (as opposed to a local competition that is introduced during in-the-moment learning). The global competition results in a stronger bias than the one implemented during the in-the-moment learning, because all the observed referents compete for a given word (as opposed to the competition among referents that occur in a given scene). This bias helps the model associate a word to relevant referents (that consistently co-occur with it) better than the irrelevant ones. This Eqn. (13) and Eqn. (10) make the FAS model.

Logically in $\theta_{wr}$, we could also model the competition among words for a given referent, analogous to this direction of competition in the $a_t$ function. However, the resulting representation, $p(w|r)$, does not yield a straightforward meaning representation for each word. It instead provides a representation for each referent (i.e., a distribution over the words that refer to it). In fact, when we evaluate the models on how well they estimate $p(w|r)$, not surprisingly their performance is the same as their mirror models; $a(r|w)p(r|w)$ performs the same as $a(w|r)p(w|r)$.

We do not report these results in this paper, and leave it for the future to investigate for which tasks a referent representation is a better choice (as opposed to a word representation).

Taking everything into account, we examine six models; by choosing from all combinations of the aforementioned in-the-moment learning mechanisms and word-meaning representations; see Table 1. We discuss how comprehension of word meanings can introduce competition in the next section.

7 The models are like each other if we assume words and referents are swapped. Words are referents and referents are words. Because the utterances and the scenes are the same without referential uncertainty, these models are equal.

| Model | In-the-moment learning | Meaning rep. |
|-------|------------------------|--------------|
|       | Bias                   | Eqn.#        | Bias   | Eqn.# |
| 1.    | $a(w,r)p(w,r)$         | No Bias      | Eqn. 9 | No Bias | Eqn. 12 |
| 2.    | $a(w|r)p(w,r)$         | WC           | Eqn. 10 | No Bias | Eqn. 12 |
| 3.    | $a(r|w)p(w,r)$         | RC           | Eqn. 11 | No Bias | Eqn. 12 |
| 4.    | $a(w,r)p(r|w)$         | No Bias      | Eqn. 9 | RC      | Eqn. 13 |
| 5.    | $a(w)p(r|w)$           | WC           | Eqn. 10 | RC      | Eqn. 13 |
| 6.    | $a(r|w)p(r|w)$         | RC           | Eqn. 11 | RC      | Eqn. 13 |

Table 1 List of all the models. The model marked in bold is the same as the FAS model. RC stands for referent competition and WC stands for word competition.
4.3 Comprehending the Word Meanings

In previous sections, we have discussed how a learner can maintain a representation for each word meaning, and update this representation after processing each new observation (including the word). In this section, we explain how the comprehension of the word meanings can be formulated.

In typical comprehension experiments (e.g., [Yu and Smith, 2007]), a word is heard while some referents – including the intended referent for that word – are present. It is assumed that the learner comprehend the word if they pick its correct referent. In this set-up, it is clear that during comprehension, referents compete for a given word – the learner will pick the referent whose representation is the most similar to the learner’s representation of the word.

The same competition also happens in everyday instances of comprehension; in other words, given a word and a possible set of referents, the learner picks a referent whose meaning best resembles the learned meaning of the word. However, in this case it is not clear what constitutes the possible set of referents; e.g., is it all the referents the learner knows? Here, without defining a set of competing referents, we introduce this referent competition in the measure of a learner’s overall comprehension of words.

Intuitively, a learner can understand a given word if their representation of the word (i.e., the learned word meaning) is similar to the actual representation of the referent which was intended by the speaker uttering the word. Let’s consider a situation in which a speaker says the word “dax”; the listener comprehends the meaning of “dax” if the intended meaning of “dax” is similar to the listener’s learned representation of “dax”. It is assumed here that the intended meaning corresponds to some perceived referent in the world, which we represent by the gold-standard meaning of the word.

We thus define the comprehension of a word as the similarity of the learned and gold-standard representations. Based on this definition, we use a very simple yet common similarity measure – the cosine similarity – to introduce few assumptions on the formulation of the comprehension score. More specifically, following Nematzadeh et al. (2012b), at any timestep $t$, we calculate a comprehension score for each word $w$ by comparing its learned meaning
representation, \( \text{lrnd}(w) \), with the gold-standard meaning of the word, \( \text{gold}(w) \), using cosine similarity:

\[
\text{comp}_t(w) = \frac{\text{lrnd}(w) \cdot \text{gold}(w)}{\|\text{lrnd}(w)\| \|\text{gold}(w)\|}
\] (14)

where \( \text{gold}(w) \) is a vector containing all the semantic referents. So, the value of each element in the vector is 1 if a referent is the gold-standard meaning of \( w \) and 0 for other irrelevant referents. \( \text{lrnd}(w) \) is a similar vector in which the strength of \( w \) and a referent is taken from \( \theta \). The comprehension scores can be averaged over all observed words to obtain the average comprehension score. This average comprehension score shows the overall knowledge of a learner at time \( t \).

Note that using cosine as a similarity measure introduces a competition among referents. Because, the denominator is a multiplication of norms of two vectors \( \text{lrnd}(w) \) and \( \text{gold}(w) \) which introduces dependence and therefore competition among all referents for \( w \).8

5 | SIMULATIONS

In this section, we first discuss how the input data for our simulations is generated. Then we study the role of two types of competition (among referents and among words) at different stages of learning and comprehension:

- **In-the-moment learning**, which introduces a local competition among words and referents in a given observation.
- **Overall learning**, which is equivalent to a global competition among words and referents in the word meaning representation.
- **Comprehension of word meaning**, which shows how similar learned and gold-standard representations of a word are.

8Our primary experiments with other similarity measures show that using cosine improves the performance across all models. We leave an extensive analysis of the effect of these measures to future work.
Moreover, we examine how each of these conditions performs in word learning situations that differ in terms of their difficulty; what type of competition (if any), and at which stage, makes the learner more robust in the presence of uncertainty?

5.1 Simulation Input Data

The utterances in the input to the model are taken from child-directed speech in the Manchester corpus of CHILDES [MacWhinney 2000]. Since there is no data about semantic representations of the scenes in which these conversations occurred, similar to Fazly et al. (2010b), we generate the corresponding meaning symbols to the words in an utterance as a set of correct referents. Therefore, each utterance in the corpus is input to the model as an unordered set of words, and each scene is represented as a set of referents corresponding to those words in the utterance (see Ex. 1). The input corpus $C$ is a sequence of $N$ utterance–scene pairs $u_i - s_i$. Each input pair $u_i - s_i$ in $C$ basically has minimal referential uncertainty (RU) or linguistic uncertainty (LU): Uncertainty is imposed by the ambiguity of the alignment problem (that which word maps to which meaning). But, there are no “extra” meanings in $s_i$ which are not associated with a word in $u_i$ (increasing the RU), nor are there “extra” words in $u_i$ which have no corresponding referents in $s_i$ (increasing the LU). For creating our various input corpora, we start with this sequence $C$ and further process it to create 3 types of corpora with varying amounts of RU and LU to more accurately simulate the difficulty of ambiguous learning environments.

To create an input corpus with increased referential uncertainty, we use every third input pair from $C$ as the basis for an input pair, and use the in-between input pairs for adding “extra” referents to the scene. We call this input corpus RU+; see column RU+ in Table 2 for the first three input pairs. Analogously, to create data with increased linguistic uncertainty, we again use every third input pair from $C$, and use the in-between input pairs for adding “extra” words to the utterance. See column LU+ in Table 2 for the first three input pairs. Now to form an input corpus having minimal RU and LU that is consistent with the same core utterance and scene pairs as in the RU+ and LU+ corpora, we use

---

9 The Manchester corpus contains transcripts of conversations of caretakers with 12 children between the ages of 20 and 36 months.
10 Here we consider one-to-one mappings between words and their referents. We use a different setup (in Section 5.2.5) when we study tasks related to homonyms or synonyms.
11 In our simulations here, we set $N = 6,000$ because all the models reach a stable performance well before then.
every third input pair from the original sequence $C$, as shown in Input column in Table 2. By using in-between pairs to get referents (words) to add referential (linguistic) uncertainty, we maintain the context of the utterances, as apposed to adding random referents (words) as in Siskind [1996].

| Time | Input | RU+ | LU+ |
|------|-------|-----|-----|
| 1    | $[u_1, s_1]$ | $[u_1, s_1+s_2+s_3]$ | $[u_1+u_2+u_3, s_1]$ |
| 2    | $[u_4, s_4]$ | $[u_4, s_4+s_5+s_6]$ | $[u_4+u_5+u_6, s_4]$ |
| 3    | $[u_7, s_7]$ | $[u_7, s_7+s_8+s_9]$ | $[u_7+u_8+u_9, s_7]$ |

**Table 2** Three types of input corpora: with no added RU/LU (Input), with increased referential uncertainty (RU+), and with increased linguistic uncertainty (LU+).

### 5.2 Simulation Results

We first analyze the overall learning performance of the six models introduced in Table 1. Then we study how each model performs in more challenging situations similar to what children face when learning word meanings. We examine the role of different sources of uncertainty in forming the word–referent mappings: referential uncertainty, linguistic uncertainty, limited exposure to words, and learning homonyms or synonyms.

#### 5.2.1 Overall Learning Patterns

We study the overall learning performance of each model by plotting the average comprehension score over time (i.e., 6,000 input pairs). The results are shown in Figure 1a. The best performing models (the dashed light blue and solid dark blue lines) are the models that implement word competition during in-the-moment learning (lines 2 and 5 of Table 1). The latter model (the FAS model) also introduces referent competition into overall learning – using $p(r|w)$ – while the former does not have this competition – using $p(w, r)$. Note that each competition type addresses a type of uncertainty: word competition reduces the linguistic uncertainty because the probability of irrelevant words decreases as they compete with the relevant ones; similarly, referent competition limits the referential uncertainty. We expected
FIGURE 1  (a) Average comprehension score of all models over 6K input pairs: (a) with no added referential/linguistic uncertainty; (b) with increased referential uncertainty (RU+) and (c) with linguistic uncertainty (LU+). In Table 1, the implemented biases by each of these six models are reviewed.
that the best-performing model has mechanisms for addressing these two types of competition. However, our results show that the referent competition of calculating $p(r|w)$ during learning is not needed. The referent competition introduced during comprehension – when a learned word meaning is compared to the gold-standard one – is enough for the model using $a(w|r)p(w, r)$ to perform the same as $a(w|r)p(r|w)$.

The models that implement no competition in the alignment (lines 1 and 4 of Table 1) have the worst performance (see the dashed light green and solid green lines); this shows the importance of competition during in the moment learning (local competition). We also observe that the two other models that only use referent competition in alignment (lines 3 and 6 of Table 1) perform poorly. These models use the same type of competition during both learning and comprehension. This result suggests the importance of having both word and referent competitions occur at some point, during either learning or comprehension.

5.2.2 | The Role of Referential Uncertainty

In Figure 1b, we see how the performance of each model changes as the level of referential uncertainty (RU) is increased. Recall in the RU+ corpus, there are referents in the scene representation that do not belong to any of the words from the utterance. We observe that the performance of all the models worsen when the referential uncertainty is increased. Interestingly, $a(w|r)p(w, r)$ performs better than $a(w|r)p(r|w)$ in the presence of increased referential uncertainty – the decrease in their comprehension scores, compared to be trained over Input corpus, is 12% and 21%, respectively. This is interesting given that the latter implements referent competition in the word meaning representation and can limit referential uncertainty during learning. This result suggests that, to address RU, the referent competition during comprehension is best.

5.2.3 | The Role of Linguistic Uncertainty

In Figure 1c, we examine the effect of increased linguistic uncertainty (LU) in the overall performance of the models. Our results show that the performance of all models are decreased on the LU+ corpus. Here, we expect that the
models with word competition to be more robust to LU. Indeed, we observe that $a(w|r)p(w,r)$, and $a(w|r)p(r|w)$ are the best models; the model that uses referent competition only during comprehension, $a(w|r)p(w,r)$ still has the best performance. We also observe that the models that implement referent competition during in-the-moment learning (solid red and dashed purple lines) perform better than the ones without any competition (i.e., models using $a(w,r)$). This suggests that some type of competition during in-the-moment learning is particularly important in addressing LU.

5.2.4 | The Role of Frequency

Low frequency words introduce another type of uncertainty because of the limited opportunity to gather evidence of their meaning, but children can learn the meaning of a word from only a few exposures [Markman and Wachtel, 1988; Xu and Tenenbaum, 2007]. Here we investigate how each model performs in such a situation. We categorize the words seen after 6K inputs (with no added RU or LU) into two groups: low freq (790 words seen less than 5 times) and high freq (240 words seen more than 10 times). See Figure 2a.

For high-freq words, all the models perform very well – their average comprehension score is equal to or higher than 0.96. For low-freq words, we observe a similar pattern as before; again, the best-performing model is $a(w|r)p(r,w)$ (average comprehension score of 0.93) and the second best model is the FAS model ($a(w|r)p(r|w)$, with the score of 0.89). The other four models perform very similarly, but there is a large gap between their average comprehension score and the two best models (at least 0.24). These results are particularly interesting because they are in line with empirical observations that suggest the mutual exclusivity bias is important in guiding children in learning from a few exposures. In our simulations, the models that implement this bias (word competition in the moment of learning) can learn word meanings from only a few examples.

Next we explore how the interaction of word frequency and referential/linguistic uncertainty affect the comprehension score; see Figure 2b and Figure 2c. As expected, we observe that the average comprehension scores of all models decrease as the input contains more uncertainty – i.e., with added RU or LU. We also observe that the models are more robust when RU increases; for most models, the average decrease in comprehension score is greater in the
(a) Default input corpus: no added RU or LU.

(b) RU+ input corpus.

(c) LU+ input corpus.

**FIGURE 2** Average comprehension score after 6K input items, split over word frequency.
presence of LU (as opposed to RU). Interestingly, under increased referential uncertainty, all models learn the high-freq
words, but under increased linguistic uncertainty, only those with in-the-moment word competition \( a(w|r)p(w,r) \)
and \( a(w|r)p(r|w) \) achieve high comprehension scores.

This discrepancy in performance given the type of uncertainty is a result of the nature of the word learning
problem itself: there are two sources of competition (between referents or words) and three stages in which the com-
petition can happen (during in-the-moment, overall learning, and comprehension). However, the word competition –
that addresses the linguistic uncertainty – only happens locally for each observation during the in-the-moment learn-
ing. First, because we model learning a meaning representation for each word (and not a "word representation" for
each referent), the learned representations only encode competition (if any) over referents for a given word. Thus,
referents (unlike words) can compete globally – all the observed referents (as opposed to the referents in the current
observation) compete for a given word. This global competition imposes a stronger mutual exclusivity bias that better
addresses referential uncertainty: it is easier for the model to ignore irrelevant referents because it has a tendency to
associate a given word to only one referent, the one that has consistently and frequently co-occurred with that word.
Also, as noted earlier, the competition during comprehension is again only between referents, because we use cosine
to compare the learned and gold-standard representation of words.

5.2.5 | Learning Synonyms and Homonyms

Although evidence suggests that children have a mutual exclusivity bias that disfavors synonyms and homonyms
[Markman and Wachtel 1988, Casenhiser 2005], given sufficient exposure, children eventually overcome this bias
to learn multiple words associated with an identical (or similar) meaning, or to learn single words associated with
multiple distinct meanings. When studying children's ability in learning homonymous words, to control a child's first
exposure to the second meaning of a known word, a pseudo-homonym is used. Analogously, pseudo-synonyms are
used to study acquisition of synonymous words. A pseudo-homonym is a familiar word to the learner (e.g., ball) but
it is used to convey a novel meaning (e.g., dax). Similarly, a pseudo-synonym is used in studying the acquisition of
a second label (e.g., dax) for a familiar referent (e.g., ball). Here, to study the performance of the models in learning
homonymy and synonymy, we use pseudo-homonyms and pseudo-synonyms as well. We only report the results of the two best performing models, $a(w|r)p(w,r)$ and $a(w|r)p(r|w)$. We observe that all models are successful in learning synonyms – can associate two words with one referent; however, only models that represent overall meanings as a joint distribution (i.e., $p(w,r)$) can associate two referents with one word. The competition among referents, introduced by $p(r|w)$, for a given word, prevents two referents to be simultaneously associated with one word.

Learning Homonymous Words.

Similarly to Fazly et al. (2010b), we train all models on 1000 input pairs, and then present the models with 10 test trials. In each of these 10 trials, we include a pseudo-homonym – a familiar word added to an utterance, paired with a novel meaning added to the utterance’s corresponding scene representation. These 10 utterance-scene pairs are chosen such that they provide a context that is relevant to the new meaning but irrelevant to the word’s first meaning. We choose 4 familiar words from each of 3 frequency ranges (less than 5, between 5 and 20, and more than 20), to study words whose association to their first meaning is more or less strong.

The $a(w|r)p(r,w)$ model can learn the second meaning of the words (green line); the comprehension score of the second meaning increases as the model receives more examples of the second meaning (Figures 3b, 3d, and 3f). This happens because there is no competition enforced among the referents for a word during overall learning. Moreover, the comprehension score of the first meaning is not affected as the model learns the second meaning. We observe the opposite pattern with the FAS model: as the model observes the second meaning of the word, the probability of the first meaning decreases, due to the competition in Eqn. (13) (Figures 3a, 3c, and 3e; cf. Fazly et al., 2010b.)

12 By test trial, we mean after 1000 input pairs, we added 10 other input pairs. These 10 input pairs keep a same context for the new meaning. The 3x4 pseudo-homonyms refer to the point that we run this setup and experiment 12 times for 12 words which are included in 3 categories of less than 5, between 5 and 20, and more than 20.
FIGURE 3 Patterns of change in the meaning probabilities of the first and second meaning of pseudo-homonyms in the FAS model $a(w|r)p(r|w)$, left column) and $a(w|r)p(r, w)$ (right column). The freq is the number of times the first meaning is observed by the model.
Learning Synonymous Words.

As mentioned earlier, given sufficient training, children can acquire the meaning of a new label for a meaning already associated with a known word. We replicate the experiments of Fazly et al. (2010b) on learning synonyms. We run 20 simulations for each modeling condition, where a simulation consists of training the model followed by a set of 10 test trials. The results presented in Figure 4 show the average meaning probabilities over the 20 simulations. We observe that all the models (except \(a(w, r)p(w, r)\)) successfully learn to associate a second word to a familiar referent. Moreover, the learning of the second word does not affect the comprehension score of the first word associated with that label. These results are expected as none of the models enforce a word competition during the overall learning of the word meaning representation. See Figure 4.

6 | CONCLUSION

The computational level of analysis (Marr, 1982) allows us to contemplate what problem a cognitive phenomenon solves. For example, learning word meanings via cross-situational statistics can be formulated as finding mappings between words and referents that are most consistent with our observations. On the other hand, modeling cognition at the algorithmic level (Marr, 1982) plays an important role in providing insight about cognitive mechanisms; it requires specifying the details of algorithms and representations which in turn enables us to study their role and interaction at different stages of learning.

Previous research has studied word learning at both algorithmic and computational levels (e.g., Siskind, 1996; Yu and Ballard, 2007; Frank et al., 2007; Fazly et al., 2010b). We proposed a framework for modeling cross-situational word learning at the computational level that unifies some of previous work in this domain – approaches that formulate word learning as a translation problem. We also show that instantiating this framework results in different word learning models at the algorithmic level: each model has specific inductive biases that define how words and referents compete for association strength given a word/referent. Our framework enables a thorough comparison of these

\[a(w, r)p(w, r)\]

For model \(a(w, r)p(w, r)\), it earns values for the second label score as well, but because the scores for first label are not normalized (in Eqn. 12), they are large values. So, getting a score for the second label seems like 0 compared to that, not actual zero.
FIGURE 4 Patterns of change in the meaning probabilities of the first and second word of pseudo-synonyms in all model.
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... models with respect to a range of word learning behavior such as modeling of homonyms and synonyms.

More specifically, at the algorithmic-level of analysis, we examine how competition among words or referents plays a role in: (1) learning from a given observation or in-the-moment learning, (2) overall learning of word meanings,
and (3) comprehension of a given word. Moreover, we investigate how these assumptions change the performance of a model in the face of uncertainty. Our results show that models that implement the two complementary types of referent and word competition perform the best. Each competition type addresses a specific type of uncertainty – word and referent competitions address linguistic and referential certainty, respectively; because the word learning input has both uncertainties, it is important for a model to implement the two competitions. These models are the most robust and learn successfully from few examples. Moreover, we find that the best model implements competition during in-the-moment learning and comprehension, but not a global competition over word meaning representations. By avoiding an overall word meaning competition, the model is able to successfully learn multiple meanings of ambiguous words, given sufficient evidence.

Through considering different algorithmic-level implementations of the same computational-level theory, we show that the well-known mutual exclusivity bias can address the uncertainty of the environment at different stages of learning. Moreover, we discovered a model formulation that better predicts observed word learning data, particularly it can learn homonyms without overriding the competition processes that implement the mutual exclusivity bias. Our work highlights the need for validating a computational-level theory through a thorough algorithmic-level analysis. Such analysis will make the assumptions behind a model explicit, which is needed to fully understand the processes underlying a cognitive phenomena.
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A | THE DERIVATION OF THE FAS MODEL

The FAS model assumes that referents are generated independently given an utterance $U$; instead of calculating $p(s, u|\theta)$ as in Eqn. 2, the likelihood is defined over the conditional probability of referents given an utterance:

$$p(r|u, \theta) = \sum_{a \in A} p(r, a|u, \theta)$$  \hspace{1cm} (15)

Here, the alignment variable defines the mappings between words to a given referent. More specifically, the value of the alignment variable $a$ selects the word in the utterance $u$ (e.g., $w_j$) that is mapped to a given referent $r_i$. 

$$p(a_j|u, r_i, \theta) = \frac{p(a_j, r_i|u, \theta)}{p(r_i|u, \theta)} = \frac{\theta_{ij}}{\sum_{w_k \in u} \theta_{ik}}$$  \hspace{1cm} (16)

where $\theta_{ij}$ returns the association of $w_j$ to the referent $r_i$ given the learned distribution $\theta$. Note that this corresponds to the Expectation step of the EM algorithm, and Eqn. 6 is an instantiation of Eqn. 3.

In the Maximization step, the new value of $\theta$ is calculated by finding $\theta$ that maximizes the model likelihood:

$$E_{A|C, \theta^{t-1}} [\log p(S, A|U, \theta)]$$  \hspace{1cm} (17)
where $S$ and $U$ are a set of all scenes and utterances, respectively:

$$
E_{A|C, \theta^{t-1}} [\log p(S, A|U, \theta)] = \sum_{a \in A} \log \left( \prod_{u \in U} \prod_{s \in S} p(s, a|u, \theta) p(a|C, \theta^{t-1}) \right)
$$

$$
= \sum_{a \in A} \log \left( \prod_{u \in U} \prod_{r \in S} p(r, a|u, \theta) p(a|C, \theta^{t-1}) \right)
$$

$$
= \sum_{a \in A} \sum_{u \in U} \sum_{r \in S} \log p(r, a|u, \theta) p(a|C, \theta^{t-1})
$$

$$
= \sum_{w_j \in U} \sum_{r_i \in S} \log p(r_i|w_j, \theta) \text{count}(r_i, w_j) p(a_j|u, r_i, \theta^{t-1})
$$

$$
= \sum_{w_j \in U} \sum_{r_i \in S} \log \theta_{ij} \text{count}(r_i, w_j) p(a_j|u, r_i, \theta^{t-1})
$$

(18)

where $j$ (determined by the alignment variable $a$) is the word mapped to $r_i$, and \text{count}(r_i, w_j) is the number of times $r_i$ and $w_j$ have co-occurred in the corpus $C$.

The FAS model assumes that $\theta$ is a conditional probability, $p(r|w)$. This means that there is an additional dependence assumption on the learned representations: each word is a distribution over features, and thus given a word, the features compete to be associated with that word. To impose this new assumption on the representation, a constraint is added to the expectation defined in Eqn. (18):

$$
\Lambda(\theta, \lambda) = \sum_{w_j \in U} \sum_{r_i \in S} \log \theta_{ij} \text{count}(r_i, w_j) p(a_j|u, r_i, \theta^{t-1})
$$

$$
- \sum_{w_m \in U} \sum_{r_n \in S} \lambda_{wm} (\sum_{r_n \in S} p(r_n|w_m) - 1)
$$

(19)

(20)

Note that the Lagrange multipliers $\lambda_{wm}$ ensures that the new constraint on $\theta$ – a distribution over referents for each word – is satisfied.
To find $\theta$ that maximizes the expectation in Eqn. (18), the derivative of objective function $\Lambda(\theta, \lambda)$ is calculated and equated to zero:

$$\frac{\partial \Lambda}{\partial p(r_i|w_j)} = \frac{p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j)}{\theta_j} - \lambda_{wm} = 0$$

$$\Rightarrow p(r_i|w_j) = p(a_j|u, r_i, \theta^{t-1}) \frac{\text{count}(r_i, w_j)}{\lambda_{wm}}$$

(21)

Given $\sum_r p(r|w_m) = 1$, we calculate $\lambda_{wm}$:

$$\Rightarrow \lambda_{wm} = \sum_{r_n \in S} p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j)$$

(22)

Using the above $\lambda_{wm}$ and Eqn. (5) to calculate the alignment probabilities, we have:

$$p(r_j|w_j) = \frac{p(a_j|u, r_i, \theta^{t-1}) \text{count}(r_i, w_j)}{\sum_{r_m \in S} p(a_j|u, r_m, \theta^{t-1}) \text{count}(r_m, w_j)}$$

(23)

We can approximate $p(a_j|u, r, \theta^{t-1}) \text{count}(r_i, w_j)$ by adding the current alignment probability, $p(a_j|u, r, \theta^{t-1})$, to the sum of all the previously calculated ones (instead of multiplying it to the number of times the word and referent co-occur). This approach is an approximation of $p(a_j|u, r, \theta^{t-1}) \text{count}(r_i, w_j)$ because the value of the alignment probability changes after processing each $u$-$s$ pair, but it can be calculated incrementally; FAS defined an association score, $assoc$, which is updated as the model process $u$-$s$ pairs,

$$assoc_t(w_j, r_i) = assoc_{t-1}(w_j, r_i) + a_t(w_j|r_i)$$

(24)
where $a_t(w_j|r_i) = p(a_j|u, r_i, \theta^{t-1})$ and the initial value of $\text{assoc}(w_j, r_i)$ (before the first co-occurrence of $w_j$ and $r_i$) is zero. Intuitively, this score shows the overall association strength of a word and a referent and it captures how strongly the word-referent pair are associated in each observation, $u$-s.