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Abstract. Modern meta-materials allow one to construct electromagnetic media with almost arbitrary bespoke permittivity, permeability, and magneto-electric tensors. If (and only if) the permittivity, permeability, and magneto-electric tensors satisfy certain stringent compatibility conditions, can the meta-material be fully described (at the wave optics level) in terms of an effective Lorentzian metric — an analogue spacetime. We shall consider some of the standard black-hole spacetimes of primary interest in general relativity, in various coordinate systems, and determine the equivalent meta-material susceptibility tensors in a laboratory setting. In static black hole spacetimes (Schwarzschild and the like) certain eigenvalues of the susceptibility tensors will be seen to diverge on the horizon. In stationary black hole spacetimes (Kerr and the like) certain eigenvalues of the susceptibility tensors will be seen to diverge on the ergo-surface.
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1. Introduction

In a recent article [1] we have re-analyzed and re-explored the question of just when an electromagnetic medium (characterized by permittivity $\epsilon$, permeability $\mu$, and magneto-electric $\zeta$ tensors) is fully equivalent at the wave optics level to an effective Lorentzian metric — an analogue spacetime. In that article [1] we explicitly constructed the effective metric in terms of the optical properties. There is a stringent compatibility condition (linking the permittivity, permeability, and magneto-electric tensors) that must be satisfied in order for the analogy to be perfect. (Working within the ray optics approximation is much easier.) Ideas along these lines (sometimes only partially implemented) date back, at the very least, to Gordon [2], and to Landau and Lifshitz [3]. There have also been significant related efforts from both the general relativity [4, 5, 6, 7, 8, 9] and the optics communities [10, 11, 12]. These electromagnetic analogue spacetimes complement the acoustic analogue spacetimes of [13, 14, 15, 16, 17, 18]. For more general background and history see [19, 20, 21].
In our recent article [1], we worked on an arbitrary curved space-time background, and developed a fully relativistic formalism in terms of the 4-velocity of the medium and its $4 \times 4$ transverse permittivity, permeability, and magneto-electric tensors. For current purposes that would be overkill — in the current article we are interested in asking what experimental configurations one might need to mimic certain general relativistic black-hole spacetimes (Schwarzschild, Kerr, etcetera) in a laboratory setting. Since all laboratories immediately accessible to us are (for all practical purposes) living in flat Minkowski space, this greatly simplifies the analysis. Since in all laboratories immediately accessible to us there is an obvious “rest frame”, it is convenient to explicitly split physical laboratory space-time into (space)+(time); this again greatly simplifies the analysis. Since the laboratory spatial slices are flat, it is convenient to adopt Cartesian coordinates in the laboratory, and “quasi-Cartesian” coordinates in the spacetime one is trying to mimic. (If desired a fully relativistic curved background analysis can easily be performed, but that would be superfluous for current purposes.)

### 2. General setup

We shall denote the metric we are trying to mimic by $g_{ab}$, and its inverse by $[g^{-1}]^{ab}$, while the laboratory background metric (Minkowski spacetime) is denoted by $(g_0)_{ab}$ with inverse $(g_0)^{ab}$. Indices will always be raised and lowered using the laboratory metric (which is why we need to use the notation $[g^{-1}]^{ab}$ for the inverse of the metric we want to mimic). We now consider the constitutive tensor [1]

$$Z^{abcd} = \frac{1}{2} \sqrt{\frac{\det(g)}{\det(g_0)}} \left( [g^{-1}]^{ac}[g^{-1}]^{bd} - [g^{-1}]^{ad}[g^{-1}]^{bc} \right),$$

which mimics the electromagnetic properties of the metric $g_{ab}$. In (3+1) dimensions this is conformally invariant, so one can at best mimic the metric $g_{ab}$ up to an undetermined conformal factor. (This is an unavoidable aspect of electromagnetism in (3+1) dimensions, and persists at the level of wave optics — this is a deeper result than the undetermined conformal factor occurring in ray optics and ray acoustics [19].) It is convenient to choose this conformal factor so that $\det(g) = \det(g_0)$, and so write

$$Z^{abcd} = \frac{1}{2} \left( [g^{-1}]^{ac}[g^{-1}]^{bd} - [g^{-1}]^{ad}[g^{-1}]^{bc} \right).$$

Normalizing things this way minimizes the number of tensor densities one has to deal with, and allows one to work with true tensor equations. (If we use Cartesian coordinates for the background Minkowski metric we are effectively setting $\det(g) \rightarrow -1$ and can raise and lower spatial indices at will using the Kronecker-delta background spatial metric $[g_0]_{ij} = \delta_{ij}$.)
The laboratory permittivity, permeability, and magneto-electric tensors are then \[\varepsilon_{ij} = -2 \, Z_{ij}^0, \quad [\mu^{-1}]_{ij} = \frac{1}{2} \, \epsilon^i_{kl} \epsilon^j_{mn} \, Z^{klmn}, \quad \zeta_{ij} = \epsilon^i_{kl} \, Z^{klj0}. \tag{3}\]

To make this more explicit we first write the metric to be mimicked in (conformally rescaled) Kaluza–Klein inspired form \([1]\) (this is also sometimes referred to as “threaded” form \([22, 23, 24]\)):

\[
[g^{-1}]_{ab} = \left[ -\det(\gamma_{oo}^{-1}) + \gamma_{kl}^{-1} \beta^k \beta^l \right] \gamma_{ij}^\beta \gamma_{ij}^\gamma; \quad \det(g) = -1. \tag{4}\]

Then some relatively easy algebra leads to \([1]\):

\[
\epsilon_{ij} = (\gamma^{ij} \{\det(\gamma_{oo}^{-1}) - \gamma_{kl}^{-1} \beta^k \beta^l\} + \beta^i \beta^j); \quad \mu_{ij} = \frac{\gamma^{ij}}{\det(\gamma_{oo})}; \tag{5}\]

and

\[
\zeta_{ij} = -\frac{1}{2} \left( \epsilon^i_{kl} \beta^l \gamma_{kj} \right). \tag{6}\]

So we see that this procedure immediately yields the permittivity, permeability, and magneto-electric tensors directly in terms of the metric components \((\gamma_{ij}^\beta \text{ and } \beta^i)\) of the (inverse) metric \([g^{-1}]_{ab}\) which we desire to be mimicked. We could proceed with our calculations directly from this step, without further theoretical analysis, but find it useful to first perform some internal consistency checks by looking at the compatibility conditions.

### 3. Compatibility conditions

#### 3.1. Zero shift

First suppose that \(\beta^i \rightarrow 0\). This corresponds to the shift vector being zero in the metric to be mimicked. Then one easily sees

\[
\epsilon_{ij} = \mu_{ij} = \frac{\gamma^{ij}}{\det(\gamma_{oo})}; \quad \zeta_{ij} = 0. \tag{7}\]

This very much simplified form of the compatibility conditions is the one that is most often encountered in the literature. From a general relativity perspective this works well if the relativistic spacetime to be mimicked is presented in horizon-non-penetrating coordinates, (such as Schwarzschild curvature coordinates or isotropic coordinates), but is incapable of dealing with horizon penetrating coordinates (such as Painleve–Gullstrand coordinates or Kerr–Schild coordinates or their variants).
3.2. Non-zero shift

Now suppose that $\beta^i \neq 0$. It is now convenient to first eliminate $\gamma^{ij}$ from (5) and (6), and so deduce

$$
\epsilon^{ij} = \mu^{ij} (1 - \mu^{-1}_{kl} \beta^k \beta^l) + \beta^i \beta^j;
$$

$$
\beta^m = \sqrt{\det(\mu^{oo})} \epsilon^{mk} \mu^{-1}_{jk} \zeta^{ij}.
$$

Multiplying the first equation by $[\mu^{-1}]_{ji} \beta^j$ implies $\epsilon^{ij} [\mu^{-1}]_{ji} \beta^j = \beta^i$, whence

$$
[\mu^{-1}]_{ji} \beta^j = [\epsilon^{-1}]_{ji} \beta^j,
$$

and so $\mu^{-1}_{kl} \beta^k \beta^l = \epsilon^{-1}_{kl} \beta^k \beta^l$.

This allows us to write

$$
\mu^{ij} = \frac{\epsilon^{ij} - \beta^i \beta^j}{1 - \epsilon^{-1}_{kl} \beta^k \beta^l},
$$

$$
\det(\mu^{ij}) = \frac{\det(\epsilon^{ij})}{(1 - \epsilon^{-1}_{kl} \beta^k \beta^l)^2}.
$$

Here we have used the standard linear algebra result that for any row vector $u$ and any invertible matrix $X$ one has $\det(X + u^T u) = \det(X) (1 + u X^{-1} u^T)$. Thence

$$
\frac{\mu^{ij}}{\sqrt{\det(\mu^{ij})}} = \frac{\epsilon^{ij} - \beta^i \beta^j}{\sqrt{\det(\epsilon^{ij})}}.
$$

Finally, inverting the relation for $\zeta$ one has

$$
\zeta^{ij} = -\frac{1}{2} \sqrt{\det[\mu^{-1}]} \epsilon^i_{kl} \beta^l \mu^{kj} = -\frac{1}{2} \sqrt{\det[\epsilon^{-1}]} \epsilon^i_{kl} \beta^l \epsilon^{kj},
$$

which also implies

$$
\beta^m = \epsilon^{mk} \left\{ \sqrt{\det(\mu)} [\mu^{-1}]_{kn} \right\} \zeta^{ni} = \epsilon^{mk} \left\{ \sqrt{\det(\epsilon)} [\epsilon^{-1}]_{kn} \right\} \zeta^{ni}.
$$

These various computability and consistency conditions allow for a number of useful internal consistency checks on what could otherwise quite quickly and easily become an impenetrable forest of $3 \times 3$ susceptibility tensors.

4. Covariant metric formulation

Instead of working with the contravariant (inverse) metric $[g^{-1}]^{ab}$ it can be advantageous to work directly with the covariant metric $g_{ab}$. Matrix inversion quickly leads to either of the two equivalent forms [1]

$$
g_{ab} = \left[ \begin{array}{c}
-\sqrt{\det(\mu^{oo})}^{-1} \\
\mu^{-1}_{ik} \beta^k \\
\end{array} \right] \mu^{-1}_{jk} \beta^k \\
\mu^{-1}_{ij} - (\mu^{-1}_{ik} \beta^k)(\mu^{-1}_{jl} \beta^l) \right],
$$

(14)
or alternatively
\[ g_{ab} = \begin{bmatrix} -\sqrt{\det(\varepsilon^{oo})}^{-1}(1 - \varepsilon^{-1}_{kl}\beta^k\beta^l) & \varepsilon^{-1}_{jk}\beta^k \\ \varepsilon^{-1}_{ik}\beta^k & \sqrt{\det(\varepsilon^{oo})}\left(\varepsilon^{-1}_{ij}\right) \end{bmatrix}. \] (15)

Here again
\[ \beta^m = \varepsilon^{mk}\left\{ \sqrt{\det(\mu)[\mu^{-1}]_{kn}} \right\} \zeta^{ni} = \varepsilon^{mk}\left\{ \sqrt{\det(\varepsilon)[\varepsilon^{-1}]_{kn}} \right\} \zeta^{ni}, \] (16)

and
\[ \zeta^{ij} = -\frac{1}{2}\sqrt{\det[\mu^{-1}]\varepsilon^{kl}\mu^{kj}} = -\frac{1}{2}\sqrt{\det[\varepsilon^{-1}]\varepsilon^{kl}\beta^k\beta^l}, \] (17)

subject to
\[ \varepsilon^{ij} = \mu^{ij}(1 - \mu^{-1}_{kl}\beta^k\beta^l) + \beta^i\beta^j; \quad \mu^{ij} = \frac{\dot{\varepsilon}^{ij} - \beta^i\beta^j}{1 - \varepsilon^{-1}_{kl}\beta^k\beta^l}. \] (18)

Any one of these various routes can be used to map the spacetime metric to be mimicked into a triad of equivalent laboratory permittivity, permeability, and magneto-electric tensors. We shall now consider some specific examples.

5. Schwarzschild spacetime

The Schwarzschild spacetime is one of the first (and one of the most important) of the known exact solutions in Einstein’s general relativity. As such it is an excellent test-bed for any analogue space-time programme.

5.1. Cartesian curvature coordinate form

We wish to fit the curvature coordinate form (sometimes called the Hilbert form) of the Schwarzschild spacetime metric
\[ ds^2 = -(1 - 2m/r)dt^2 + \frac{dr^2}{1 - 2m/r} + r^2d\Omega^2 \] (19)
to the formalism developed above. It is convenient to first adopt a “Cartesian” version of curvature coordinates by defining
\[ x^a = (t, x, y, z) = (t, r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta). \] (20)

Now write
\[ \hat{r}_i = \left( \frac{x}{r}, \frac{y}{r}, \frac{z}{r} \right), \] (21)
and define the projection operator $P_{ij} = \delta_{ij} - \hat{r}_i \hat{r}_j$. Then

$$ds^2 = g_{ab}dx^a dx^b = -(1 - 2m/r)dt^2 + \frac{(\hat{r}_i dx^i)^2}{1 - 2m/r} + P_{ij}dx^i dx^j; \quad (22)$$

with $\det(g_{ab}) = -1$. This casts the Schwarzschild spacetime in curvature coordinates into a quasi-Cartesian form suitable for direct comparison with laboratory quantities.

(If desired, one could equally stay in the $(t, r, \theta, \phi)$ coordinates of equation (19), but then one would want to write the laboratory metric $[g_0]_{ab}$ in spherical polar coordinates so as to have $\det(g_{ab}) = \det([g_0]_{ab})$. In computations, one would then need to keep track of various components of the background metric $[g_0]_{ab}$ to raise and lower indices. This is unnecessarily indirect for current purposes.)

Starting, for instance, from equation (14) applied to equation (22) there are three obvious deductions:

$$\sqrt{\det(\mu^{\infty})}^{-1} = 1 - 2m/r; \quad \beta^i = 0; \quad (23)$$

and

$$\sqrt{\det(\mu^{\infty})} \mu^{-1}_{ij} \mu^{\infty}_{ij} = \frac{\hat{r}_i \hat{r}_j}{1 - 2m/r} + P_{ij}. \quad (24)$$

This is easily solved to yield

$$\mu^{-1}_{ij} = (1 - 2m/r)P_{ij} + \hat{r}_i \hat{r}_j; \quad \mu_{ij} = (1 - 2m/r)^{-1}P_{ij} + \hat{r}_i \hat{r}_j. \quad (25)$$

This satisfies the determinant condition above, and in summary we have

$$\epsilon_{ij} = \mu_{ij} = (1 - 2m/r)^{-1}P_{ij} + \hat{r}_i \hat{r}_j; \quad \zeta_{ij} = 0. \quad (26)$$

These are the equivalent electric and magnetic properties to the Schwarzschild geometry in curvature-coordinate form. We can if desired rewrite this as

$$\epsilon_{rr} = \mu_{rr} = 1; \quad \epsilon_{\theta\theta} = \epsilon_{\phi\phi} = \mu_{\theta\theta} = \mu_{\phi\phi} = (1 - 2m/r)^{-1} > 1; \quad \zeta = 0. \quad (27)$$

Note $\epsilon = \mu \geq 1$, which is “physically reasonable”, and that both $\epsilon$ and $\mu$ diverge at the horizon.

Having both $\epsilon \geq 1$ and $\mu \geq 1$, or more precisely the eigenvalues of $\epsilon_{ij}$ and $\mu_{ij}$ greater than unity, is the easy “standard case” for permittivity and permeability. There are certainly more outré situations where $\epsilon \leq 1$ and $\mu \leq 1$, or even $\epsilon \leq 0$ and $\mu \leq 0$, but we shall see that we do not need to appeal to exotic media of that type to simulate Schwarzschild black holes. (Nor for that matter will we need to, or even want to, resort to complex permittivity and permeability.)
The fact that some optical properties must diverge at the horizon can be back-tracked, at least, to work by Reznik [25]. Reznik considered the specific case where (in the laboratory frame) \( \epsilon = \mu = 1/(\alpha z) \) and \( \zeta = 0 \), and showed that this is equivalent to an effective Rindler spacetime

\[
ds^2 = -\alpha^2 z^2 dt^2 + dx^2 + dy^2 + dz^2
\]

with Rindler horizon at \( z = 0 \). The point is that trapping electro-magnetic radiation, in a frequency independent manner, will require something odd to happen at the horizon. (For stationary black holes [Kerr and the like] the divergences in the susceptibility tensors will be seen to shift to the ergo-surface.)

5.2. Cartesian Painleve–Gullstrand form

We now need to fit the spacetime metric

\[
ds^2 = g_{ab} dx^a dx^b = -dt^2 + \delta_{ij} \left( dx^i - \sqrt{2m/r} \hat{r}_i dt \right) \left( dx^j - \sqrt{2m/r} \hat{r}_j dt \right)
\]

(28)
to the formalism developed above. (Observe that this is already in quasi-Cartesian form and that \( \det(g_{ab}) = -1 \).) Starting, for instance, from equation (14), there are three obvious deductions:

\[
\sqrt{\det(\mu^{cc})}^{-1} = 1 - 2m/r; \quad \mu^{-1}_{ik} \beta^k = \sqrt{2m/r} \hat{r}_i;
\]

(29)

and

\[
\delta_{ij} = \sqrt{\det(\mu^{cc})} \left( \mu^{-1}_{ij} - \left[ \sqrt{2m/r} \hat{r}_i \right] \left[ \sqrt{2m/r} \hat{r}_j \right] \right).
\]

(30)

Thus our demand for the fulfilment of the consistency conditions leads to

\[
\mu^{-1}_{ij} = (1 - 2m/r) \delta_{ij} + (2m/r) \hat{r}_i \hat{r}_j.
\]

(31)

Thence, using the same projection operator \( P_{ij} = \delta_{ij} - \hat{r}_i \hat{r}_j \) as in the previous section, we see

\[
\mu^{-1}_{ij} = (1 - 2m/r) P_{ij} + \hat{r}_i \hat{r}_j; \quad \mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j.
\]

(32)

This satisfies the determinant condition above and we now have

\[
\mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j; \quad \zeta_{ij} = -\frac{1}{2} \sqrt{\frac{2m}{r}} \varepsilon_{ijk} \hat{r}^k.
\]

(33)

Note that \( \mu_{ij} \) is the same as for curvature coordinates, though \( \zeta_{ij} \) differs. There is a good reason for this: the curvature and Painleve–Gullstrand coordinates are related by simple coordinate transformation of the form \( t \rightarrow t + f(r) \). The \( \epsilon \)-tensor can be calculated in several ways, for instance

\[
\epsilon^{ij} = \mu^{ij} (1 - \mu^{-1}_{kl} \beta^k \beta^l) + \beta^i \beta^j = \mu^{ij} (1 - 2m/r) + (2m/r) \hat{r}^i \hat{r}^j = \delta^{ij}.
\]

(34)
This is simply the identity matrix. This could also be extracted from equation (15) where matching to the Painleve–Gullstrand form (28) of the metric leads to the same results.

In summary, for the Schwarzschild geometry in Painleve–Gullstrand coordinates we have

\[
\epsilon_{ij} = \delta_{ij}; \quad \mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j; \quad \zeta_{ij} = -\frac{1}{2} \sqrt{\frac{2m}{r}} \varepsilon_{ijk} r^k. \tag{35}
\]

Note \(\epsilon = 1\) and \(\mu \geq 1\), which is “physically reasonable”, and that \(\mu\) diverges at the horizon.

5.3. Cartesian Kerr–Schild form

We now need to fit

\[
g_{ab} = \eta_{ab} + \frac{2m}{r} \ell_a \ell_b; \quad \ell_a = (-1; \hat{r}_i); \quad \det(g_{ab}) = -1. \tag{36}
\]

From equation (14), three obvious deductions are these:

\[
\sqrt{\det(\mu^{oo})}^{-1} = 1 - 2m/r; \quad \mu^{-1}_{ik} \beta^k = (2m/r) \hat{r}_i; \tag{37}
\]

and

\[
\delta_{ij} + (2m/r) \hat{r}_i \hat{r}_j = \sqrt{\det(\mu^{oo})} (\mu^{-1}_{ij} - [(2m/r) \hat{r}_i] [(2m/r) \hat{r}_j]). \tag{38}
\]

Then we want

\[
\mu^{-1}_{ij} = (1 - 2m/r)[\delta_{ij} + (2m/r) \hat{r}_i \hat{r}_j] + [(2m/r) \hat{r}_i][(2m/r) \hat{r}_j]. \tag{39}
\]

That is

\[
\mu^{-1}_{ij} = (1 - 2m/r)\delta_{ij} + (2m/r)\hat{r}_i \hat{r}_j. \tag{40}
\]

Thence

\[
\mu^{-1}_{ij} = (1 - 2m/r) P_{ij} + \hat{r}_i \hat{r}_j; \quad \mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j. \tag{41}
\]

This satisfies the determinant condition above, and we have

\[
\mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j; \quad \zeta_{ij} = -\frac{m}{r} \varepsilon_{ijk} \hat{r}^k. \tag{42}
\]

Again \(\mu_{ij}\) is the same as for curvature coordinates, and Painleve–Gullstrand coordinates, only \(\zeta_{ij}\) differs. The same fundamental reason underlies this observation: Ultimately, all three of the curvature, Painleve–Gullstrand, and Kerr–Schild coordinates are related.
by simple coordinate transformations of the form $t \rightarrow t + f(r)$. For the $\epsilon$-tensor we can easily calculate

$$
\epsilon^{ij} = \mu^{ij} (1 - \mu^{-1}_{kl} \beta^k \beta^l) + \beta^i \beta^j = \mu^{ij} (1 - [2m/r]^2) + (2m/r)^2 \hat{r}^i \hat{r}^j = (1 + 2m/r) P^{ij} + \hat{r}^i \hat{r}^j.
$$

Alternatively, starting from equation (15), and fitting the Kerr–Schild form of the Schwarzschild metric, we can obtain the same results.

In summary, for the Schwarzschild metric in Cartesian Kerr–Schild form we have

$$
\epsilon_{ij} = (1 + 2m/r) P_{ij} + \hat{r}_i \hat{r}_j; \quad \mu_{ij} = (1 - 2m/r)^{-1} P_{ij} + \hat{r}_i \hat{r}_j; \quad \zeta_{ij} = -\frac{m}{r} \epsilon_{ijk} \hat{r}^k.
$$

Note $\epsilon \geq 1$ and $\mu \geq 1$, which is “physically reasonable”, and that $\mu$ (but not $\epsilon$) diverges at the horizon.

5.4. Cartesian Gordon form

The “Gordon form” of the Schwarzschild metric [26, 27] is less well-known than perhaps is should be. We now consider

$$
g_{ab} = \sqrt{n} (\eta_{ab} + [1 - n^{-2}] V_a V_b); \quad V_a = \left(-\sqrt{1 + 2m/r}; \sqrt{2m/r} \hat{r}_i \right).$$

Here $n$ is an arbitrary constant, $V_a$ is a 4-velocity, and the parameter $m$ is proportional to the physical mass of the Schwarzschild spacetime. The overall conformal factor $\sqrt{n}$ in the metric enforces $\det(g_{ab}) = -1$. It is easy to check that this metric is Ricci flat. Here $n$ can be interpreted as the refractive index (in its rest frame) of some medium with 4-velocity $V_a$. To interpret the parameter $m$ note

$$
g_{tt} = -\sqrt{n} (1 - [1 - n^{-2}] (1 + 2m/r)) = -\sqrt{n} \left(n^{-2} - [1 - n^{-2}] (2m/r) \right).
$$

That is

$$
g_{tt} = -n^{-3/2} \left(1 - [n^2 - 1] (2m/r) \right) \propto - (1 - [n^2 - 1] (2m/r)),
$$

whence one can read off the physical mass as

$$
\frac{G_{\text{Newton}}}{c^2} m_{\text{physical}} = (n^2 - 1)m.
$$

For further discussion see references [26, 27].

Now in the rest frame $V$ of the medium, $\epsilon_V = \mu_V = n$ are (by assumption) isotropic, and $\zeta_V = 0$; but we are chiefly interested in calculating the permittivity, permeability, and magneto-electric tensors in the laboratory frame. To proceed, we could in principle perform a “local” Lorentz transformation from the rest frame $V$ of the medium into the laboratory frame — along the lines of Appendix B of reference [11], but the “matching” analysis presented here is more straightforward.
Matching to equation (14) we have three obvious deductions:

\[
\sqrt{\det(\mu^{\infty})}^{-1} = \sqrt{n} \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\}; \quad (49)
\]

\[
\mu^{-1}_{ik} \beta^k = \sqrt{n}[1 - n^{-2}] \sqrt{(1 + 2m/r)(2m/r)} \hat{r}_i; \quad (50)
\]

and

\[
\sqrt{\det(\mu^{\infty})} \left( \mu^{-1}_{ij} - [n(1 - n^{-2})(1 + 2m/r)(2m/r)\hat{r}_i\hat{r}_j] \right)
= \sqrt{n} \left\{ \delta_{ij} + [1 - n^{-2}](2m/r)\hat{r}_i\hat{r}_j \right\}. \quad (51)
\]

Multiply the first of these equations by the third:

\[
\left( \mu^{-1}_{ij} - [n(1 - n^{-2})(1 + 2m/r)(2m/r)\hat{r}_i\hat{r}_j] \right)
= n \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\} \left\{ \delta_{ij} + [1 - n^{-2}](2m/r)\hat{r}_i\hat{r}_j \right\}. \quad (52)
\]

Therefore

\[
\mu^{-1}_{ij} = n \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\} \left\{ \delta_{ij} + [1 - n^{-2}](2m/r)\hat{r}_i\hat{r}_j \right\}
+ [n(1 - n^{-2})(1 + 2m/r)(2m/r)\hat{r}_i\hat{r}_j]. \quad (53)
\]

This simplifies to

\[
\mu^{-1}_{ij} = n \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\} P_{ij} + n^{-1} \hat{r}_i\hat{r}_j, \quad (54)
\]

implying

\[
\mu_{ij} = \frac{P_{ij}}{n \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\}} + n \hat{r}_i\hat{r}_j. \quad (55)
\]

Note that at large \( r \)

\[
\mu^{-1}_{ij} \rightarrow n^{-1}\delta_{ij}; \quad \mu_{ij} \rightarrow n \delta_{ij}. \quad (56)
\]

To calculate the \( \zeta \)-tensor it is useful to first note:

\[
\sqrt{\det(\mu^{-1})} = \sqrt{n} \left\{ 1 - [1 - n^{-2}](1 + 2m/r) \right\}; \quad (57)
\]

\[
\mu^{-1}_{ik} \beta^k = n^{-1}\beta_i; \quad (58)
\]

\[
\beta_i = n^{3/2}[1 - n^{-2}] \sqrt{(1 + 2m/r)(2m/r)} \hat{r}_i. \quad (59)
\]

Thence

\[
\zeta^{ij} = -\frac{1}{2} \sqrt{\det(\mu^{-1})} \epsilon^i_{kl} \beta^l \mu^{kj}
= -\frac{1}{2} \left( [n^2 - 1] \sqrt{(1 + 2m/r)(2m/r)} \right) \epsilon^{ij}_k \hat{r}^k. \quad (61)
\]
So \( \zeta^{ij} \to 0 \) at large \( r \).

To calculate the \( \epsilon \)-tensor it is useful to first note:

\[
\beta_i\beta_j = n^3[1 - n^{-2}]^2(1 + 2m/r)(2m/r) \hat{r}_i\hat{r}_j
\]

\[
= n^{-1}[n^2 - 1]^2(1 + 2m/r)(2m/r) \hat{r}_i\hat{r}_j;
\]

whence

\[
\mu^{-1}_{ik} \beta_i\beta^k = n^{-2}[n^2 - 1]^2(1 + 2m/r)(2m/r).
\]

Then we have

\[
\epsilon^{ij} = \mu^{ij} (1 - \mu^{-1}_{kl} \beta^k\beta^l) + \beta^i\beta^j
\]

\[
= \mu^{ij} \left( 1 - n^{-2}[n^2 - 1]^2(1 + 2m/r)(2m/r) \right) + n^{-1}[n^2 - 1]^2(1 + 2m/r)(2m/r) \hat{r}^i\hat{r}^j
\]

\[
= \frac{(1 - n^{-2}[n^2 - 1]^2(1 + 2m/r)(2m/r)) P^{ij}}{n \{1 - [1 - n^{-2}][1 + 2m/r]\}} + \left( n(1 - n^{-2}[n^2 - 1]^2(1 + 2m/r)(2m/r)) + (n^{-1}[n^2 - 1]^2(1 + 2m/r)(2m/r)) \right) \hat{r}^i\hat{r}^j.
\]

Simplifying

\[
\epsilon^{ij} = n \{1 + [1 - n^{-2}](2m/r)\} P^{ij} + n \hat{r}^i\hat{r}^j.
\]

Note that at large \( r \)

\[
\epsilon^{-1}_{ij} \to n^{-1}\delta_{ij}; \quad \epsilon_{ij} \to n \delta_{ij}.
\]

Alternatively, we could also extract the same results from equation (15), or by performing a “local” Lorentz transformation from the rest frame \( V \) of the medium into the laboratory frame.

In summary, for the Schwarzschild spacetime in Gordon form

\[
\epsilon_{ij} = n \{1 + [1 - n^{-2}](2m/r)\} P_{ij} + n \hat{r}_i\hat{r}_j;
\]

\[
\mu_{ij} = \frac{P_{ij}}{n \{1 - [1 - n^{-2}][1 + 2m/r]\}} + n \hat{r}_i\hat{r}_j;
\]

\[
\zeta_{ij} = -\frac{1}{2} \left( [n^2 - 1] \sqrt{(1 + 2m/r)(2m/r)} \right) \epsilon_{ijk} \hat{r}^k.
\]

Note \( \epsilon \geq 1 \) and \( \mu \geq 1 \), which is “physically reasonable”, and that \( \mu \) (but not \( \epsilon \)) diverges at the horizon, (which is located by solving \( 1 - [1 - n^{-2}][1 + 2m/r] = 0 \), that is \( r_H = 2(n^2 - 1)m \)).
5.5. Cartesian isotropic form

We would now need to fit
\[ g_{ab} = -\left(1 - \frac{m}{2r}\right)^2 dt^2 + \left(1 + \frac{m}{2r}\right)^4 |d\vec{x}|^2; \quad r = |\vec{x}|. \] (74)

But note that curvature, Painleve–Gullstrand, and Kerr–Schild coordinates, when put in quasi-Cartesian form, all have the nice property \( \det(g_{ab}) = -1 \), whereas the isotropic form of the metric does not share this property.

Since our electromagnetic effective metrics were, (thanks to conformal invariance of electromagnetism in 3+1 dimensions), all chosen to satisfy \( \det(g) = -1 \), for isotropic coordinates we should pull out an overall conformal factor and write
\[ g_{ab} = 4\sqrt{\left(1 - \frac{m}{2r}\right)^2 \left(1 + \frac{m}{2r}\right)}^{10} dt^2 + 4\sqrt{\left(1 + \frac{m}{2r}\right)^6 (1 - \frac{m}{2r})^2 |d\vec{x}|^2}. \] (75)

Discard the overall conformal factor, since electromagnetism is conformally invariant in 3+1 dimensions, focus on what remains. Then we need to fit (see for instance [6])
\[ g_{ab} = \left(\sqrt{\left(1 - \frac{m}{2r}\right)^6 \left(1 + \frac{m}{2r}\right)}^{18} dt^2 + \sqrt{\left(1 + \frac{m}{2r}\right)^6 (1 - \frac{m}{2r})^2 |d\vec{x}|^2}\right) \] (76)

Three obvious deductions are:
\[ \sqrt{\det(\mu^{\infty})^{-1}} = B^{-6}; \quad \beta^k = 0; \quad B^2 \delta_{ij} = \sqrt{\det(\mu^{\infty})} \mu^{-1}_{ij}. \] (77)

Then we want
\[ \mu^{-1}_{ij} = B^{-4} \delta_{ij}; \quad \mu_{ij} = B^{-4} \delta_{ij}. \] (78)

This satisfies the determinant condition and we have
\[ \epsilon_{ij} = \mu_{ij} = B^4 \delta_{ij}; \quad \zeta_{ij} = 0. \] (79)

For the Schwarzschild geometry in isotropic coordinates
\[ B^4 = \sqrt{\left(1 + \frac{m}{2r}\right)^6 \left(1 - \frac{m}{2r}\right)^2 \left|1 - \frac{m}{2r}\right|^3} > 1; \] (80)

Since \( \epsilon = \mu > 1 \) this is “physically appropriate”. Explicitly
\[ \epsilon_{ij} = \mu_{ij} = \left(1 + \frac{m}{2r}\right)^3 \delta_{ij}; \quad \zeta_{ij} = 0. \] (81)
That is, now in terms of a position-dependent refractive index \( n(r) \), (as measured in the laboratory), we have:

\[
n(r) = \epsilon(r) = \mu(r) = \left(1 + \frac{mr}{2r^2}\right)^3; \quad \zeta = 0.
\]  

(82)

Note the divergence in the laboratory optical parameters at the horizon. Mathematically, the situation for isotropic coordinates is now (because of the need for an explicit conformal factor) qualitatively different than the situation for curvature coordinates, Painleve–Gullstrand coordinates, and Kerr–Schild coordinates. Another reason for not worrying about any overall conformal factor is this: Jacobson and Kang have shown that under suitable regularity conditions the surface gravity (and hence the Hawking temperature) is a conformal invariant \([28]\).

6. Static spherically symmetric spacetimes

Merely by invoking spherical symmetry we have

\[
\epsilon_{ij} = \epsilon_\perp P_{ij} + \epsilon_\parallel \hat{r}_i \hat{r}_j; \quad \det(\epsilon_{ij}) = \epsilon_\perp^2 \epsilon_\parallel; \\
\mu_{ij} = \mu_\perp P_{ij} + \mu_\parallel \hat{r}_i \hat{r}_j; \quad \det(\mu_{ij}) = \mu_\perp^2 \mu_\parallel;
\]

and

\[
\beta^i = \beta \hat{r}^i.
\]

(85)

When added to the compatibility conditions, this severely constrains the susceptibility tensors. Observe that \( \epsilon^{ij} = \mu^{ij} (1 - \mu_{kl} \beta^k \beta^l) + \beta^i \beta^j \) implies both

\[
\epsilon_\perp = \mu_\perp \left(1 - \frac{\beta^2}{\mu_\parallel}\right); \quad \text{and} \quad \epsilon_\parallel = \mu_\parallel.
\]

(86)

Then for the magneto-electric tensor

\[
\zeta^{ij} = -\frac{1}{2} \sqrt{\det[\mu^{-1}]} \epsilon^{ij} \beta^k \mu^{kj} = -\frac{1}{2} \frac{\beta}{\sqrt{\mu_\parallel}} \epsilon^{ij} \hat{r}^k. 
\]

(87)

In summary, spherical symmetry by itself is enough to imply

\[
\epsilon_{ij} = \mu_\perp \left(1 - \frac{\beta^2}{\mu_\parallel}\right) P_{ij} + \mu_\parallel \hat{r}_i \hat{r}_j; \quad \mu_{ij} = \mu_\perp P_{ij} + \mu_\parallel \hat{r}_i \hat{r}_j; \quad \zeta^{ij} = -\frac{1}{2} \frac{\beta}{\sqrt{\mu_\parallel}} \epsilon^{ij} \hat{r}^k. 
\]

(88)

It is easy to check that our previous computations for Painleve–Gullstrand, Kerr–Schild, and Gordon forms of the Schwarzschild metric satisfy these conditions.
7. Kerr spacetime

The Kerr spacetime is particularly interesting and important — representing as it does the astrophysically relevant case of a rotating black hole. (See for instance [29, 30].) We shall analyze the Cartesian Kerr–Schild and Cartesian Doran forms of the metric — in fact the analysis is more general than just Kerr itself, and will apply to any spacetime that can be cast into Cartesian Kerr–Schild, or Cartesian Doran form.

7.1. Cartesian Kerr–Schild form

Let us first consider the Kerr spacetime in Cartesian Kerr–Schild coordinates. (See for instance [29, 30].) We need to fit:

\[ g_{ab} = \eta_{ab} + 2\Phi \ell_a \ell_b; \quad \ell_a = (1; \ell_i); \quad ||\ell_i|| = 1; \quad \text{det}(g_{ab}) = -1. \]  

(89)

Here \( \ell^a \) is the Kerr null congruence, \( \ell^i \) is a unit vector in 3-space, and \( \Phi \) is the gravitational potential. We will not need any more detailed information. (Therefore the present analysis is applicable, with only trivial modifications, to any spacetime that can be represented in Kerr–Schild form.) Starting from equation (14) there are two obvious deductions:

\[ \sqrt{\det(\mu^\infty)}^{-1} = 1 - 2\Phi; \quad \mu^{-1}_{jk}\beta^k = 2\Phi \ell_j. \]  

(90)

Now write the space part of the metric as:

\[ (\delta_{ij} + 2\Phi \ell_i \ell_j) = \sqrt{\det(\mu^\infty)}(\mu_{ij}^{-1} - 4\Phi^2 \ell_i \ell_j). \]  

(91)

Thence

\[ \mu_{ij}^{-1} = (1 - 2\Phi)(\delta_{ij} + 2\Phi \ell_i \ell_j) + 4\Phi^2 \ell_i \ell_j = (1 - 2\Phi)(\delta_{ij}) - 2\Phi \ell_i \ell_j. \]  

(92)

Define a new projection operator \( P_{ij} = \delta_{ij} - \ell_i \ell_j \), (now slightly different from that used in the spherically symmetric case because it uses the unit vector \( \ell_i \) rather than \( \hat{r}_i \)). Then

\[ \mu_{ij}^{-1} = (1 - 2\Phi)P_{ij} + \ell_i \ell_j, \]  

(93)

and so

\[ \mu_{ij} = (1 - 2\Phi)^{-1}P_{ij} + \ell_i \ell_j = \frac{\delta_{ij} - 2\Phi \ell_i \ell_j}{1 - 2\Phi}, \]  

(94)

while

\[ \beta^k = 2\Phi \ell^i. \]  

(95)
Furthermore
\[ \det(\mu_{ij}^{-1}) = (1 - 2\Phi)^2. \] (96)

This satisfies the determinant condition above, and we have
\[ \epsilon^{ij} = \mu^{ij} (1 - \mu^{-1}_{kl} \beta^k \beta^l) + \beta^i \beta^j \] (97)
\[ = ((1 - 2\Phi)^{-1} P_{ij} + \ell_i \ell_j)(1 - 4\Phi^2) + 4\Phi^2 \ell_i \ell_j. \] (98)

Therefore
\[ \epsilon^{ij} = P_{ij}(1 + 2\Phi) + \ell_i \ell_j; \quad \det(\epsilon^{ij}) = (1 + 2\Phi)^2. \] (99)

Now
\[ [\epsilon^{-1}]_{ij} = \frac{P_{ij}}{1 + 2\Phi} + \ell_i \ell_j = \frac{\delta_{ij} + 2\Phi \ell_i \ell_j}{1 + 2\Phi}, \] (100)
so we have the interesting observation that in terms of the 3-metric
\[ [\epsilon^{-1}]_{ij} = \frac{g_{ij}}{\det(g_{ij})}. \] (101)

Finally, for the magneto-electric tensor
\[ \zeta^{ij} = -\frac{1}{2} \left( \frac{\epsilon^{i kl} \beta^k \beta^l}{\sqrt{\det(\mu^{oo})}} \right) \] (102)
\[ = -\frac{1}{2} \left( [1 - 2\Phi][\epsilon^{i kl}[2\Phi \ell^j] \left[ \frac{\delta^{kj} - 2\Phi \ell^k \ell^j}{1 - 2\Phi} \right] \right) = -\Phi \epsilon^{ij} \ell^i. \] (103)

That is
\[ \zeta^{ij} = -\Phi \epsilon^{ij} \ell^i. \] (104)

We can get exactly the same results by instead starting from equation (15).

In summary, for the Kerr spacetime (in Cartesian Kerr–Schild coordinates) we have:
\[ \epsilon^{ij} = (1 + 2\Phi)P^{ij} + \ell^i \ell^j; \quad \mu^{ij} = \frac{P^{ij}}{1 - 2\Phi} + \ell^i \ell^j; \quad \zeta^{ij} = -\Phi \epsilon^{ij} \ell^i. \] (105)

Under usual conditions \( \Phi \geq 0 \) so the eigenvalues of \( \epsilon_{ij} \) and \( \mu_{ij} \) are greater than or equal to unity. This is “physically appropriate”. Two of the eigenvalues of \( \mu_{ij} \) diverge when \( 2\Phi = 1 \), which corresponds to \( g_{00} = 0 \), which defines the ergo-surface, not the horizon. Since a laboratory observer goes “superluminal” in the effective metric at the ergo-surface, and since one expects to see super-radiance from behind the ergo-surface, it should not be all that surprising that the optical properties diverge there.
To be explicit, for Kerr spacetime one has

$$\Phi = \frac{mr^3}{r^4 + a^2 z^2} = \frac{m}{r(1 + a^2 z^2/r^4)}, \quad (106)$$

and

$$\ell_a = \left( 1, \frac{rx + ay}{a^2 + r^2}, \frac{r - ax}{a^2 + r^2}, \frac{z}{a^2 + r^2} \right), \quad (107)$$

subject to \(r(x, y, z)\), which is now a dependent function not a coordinate, being implicitly determined by:

$$x^2 + y^2 + z^2 = r^2 + a^2 \left[ 1 - \frac{z^2}{r^2} \right]. \quad (108)$$

(But this analysis, with suitable substitutions for \(\Phi\) and \(\ell_i\), will apply to any metric that can be written in Kerr–Schild form).

### 7.2. Cartesian Doran form

The Doran form of the Kerr metric can be written as \([29, 30, 31, 32]\)

$$g_{ab} = \eta_{ab} + F^2 V_a V_b + F(V_a S_b + S_a V_b) = \eta_{cd}(\delta^c_a + F S^c V_a)(\delta^d_b + F S^d V_b). \quad (109)$$

Here \(V\) and \(S\) are, (in the background metric \(\eta_{ab}\)), 4-orthogonal timelike and spacelike unit vectors. In particular \(S^0 = 0\), so that \(|S^i| = 1\). Furthermore \(S^0 = 0\) also implies that the spatial parts of \(S\) and \(V\) are 3-orthogonal (in the Cartesian 3-metric). Note that due to the 4-orthogonality of \(V\) and \(S\) we have \(\det(\delta^a_b + F S^a V_b) = 1\) and that this implies \(\det(g_{ab}) = -1\).

It is easy to find the inverse metric. First note

$$\delta^a_d - F S^a V_d)(\delta^d_b + F S^d V_b) = \delta^a_b. \quad (110)$$

This then implies:

$$[g^{-1}]^{ab} = \eta^{cd}(\delta^c_a - F S^c V_c)(\delta^d_b - F S^d V_d) = \eta^{ab} - F^2 S^a S^b - F(S^a V^b + V^a S^b). \quad (111)$$

Since \(S^0 = 0\) we have \([g^{-1}]^{00} = \eta^{00} = -1\), the lapse is automatically unity (as it should be for the Doran form of the Kerr metric).

The 3-projection of the metric and the 3-projection of the inverse metric are now trivially determined (viewed as 3-matrices they are not inverses of each other) to be:

$$g_{ij} = \delta_{ij} + F^2 V_i V_j + F[V_i S_j + S_i V_j]; \quad (112)$$
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\[ [g^{-1}]^{ij} = \delta^{ij} - F^2 S^i S^j - F[V^i S_j + S^i V^j]. \]  \hspace{1cm} (113)

Likewise the shift vector is

\[ \beta^i = [g^{-1}]^{0i} = -F V^0 S^i = -F \sqrt{1 + V^2} S^i, \]  \hspace{1cm} (114)

where we have set \( V = |V^i| \), so \( V^i = |V| \hat{V}^i \).

A suitable orthogonal transformation now yields

\[
\begin{bmatrix}
1 + F^2 V^2 & F V & 0 \\
F V & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}; \hspace{1cm} (115)
\]

and

\[
\begin{bmatrix}
1 & -F V & 0 \\
-F V & 1 - F^2 & 0 \\
0 & 0 & 1
\end{bmatrix}; \hspace{1cm} (116)
\]

whence

\[ \det(g_{ij}) = 1; \hspace{1cm} \det([g^{-1}]^{ij}) = 1 - F^2(1 + V^2). \]  \hspace{1cm} (117)

Now determine the susceptibility tensors by

\[
\mu^{ij} = \frac{[g^{-1}]^{ij}}{\det([g^{-1}]^{00})}; \hspace{1cm} [\epsilon^{-1}]_{ij} = \frac{g_{ij}}{\det(g_{00})}; \hspace{1cm} \zeta^{ij} = -\frac{1}{2} \left( \epsilon_{kl}[g^{-1}]^{0l}[g^{-1}]^{kj} \right). \]  \hspace{1cm} (118)

Then

\[ [\epsilon^{-1}]_{ij} = \delta_{ij} + F^2 V_i V_j + F(V_i S_j + S_i V_j). \]  \hspace{1cm} (119)

To invert this, perform a suitable orthogonal transformation, then

\[
\begin{bmatrix}
1 + F^2 V^2 & F V & 0 \\
F V & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}; \hspace{1cm} (120)
\]

Invert

\[
\begin{bmatrix}
1 & -F V & 0 \\
-F V & 1 + F^2 V^2 & 0 \\
0 & 0 & 1
\end{bmatrix}. \hspace{1cm} (121)
\]
Observe $\det(\epsilon_{ij}) = 1$ and that the eigenvalues of $\epsilon_{ij}$ are always real and positive, though one is greater than unity, one equals unity, and one is less than unity. Unwrapping the orthogonal transformation

$$\epsilon^{ij} = \delta^{ij} - F(V^i S^j + S^i V^j) + F^2 V^2 S^i S^j. \quad (122)$$

For $\mu$ we simply read off the result

$$\mu^{ij} = \frac{\delta^{ij} - F^2 S^i S^j - F(V^i S^j + S^i V^j)}{1 - F^2(1 + V^2)}. \quad (123)$$

There is nothing particularly clean one can say about the eigenvalues of $\mu_{ij}$ except that they are either all three positive, or two positive and one negative depending on the sign of the quantity $1 - F^2(1 + V^2)$. One can establish this by using an orthogonal transformation to write

$$\mu^{ij} \sim \frac{1}{1 - F^2(1 + V^2)} \begin{bmatrix} 1 & -FV & 0 \\ -FV & 1 - F^2 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \quad (124)$$

Note that $g_{00} = \eta_{00} + F^2 V_0 V_0 = -1 + F^2(1 + V^2) = -\{1 - F^2(1 + V^2)\}$, so the quantity $1 - F^2(1 + V^2)$ goes through zero and flips sign at the ergo-surface. Indeed two of the eigenvalues of $\mu_{ij}$ diverge at the ergo-surface. (This is similar to what we saw for the Kerr geometry in Kerr–Schild form.)

For $\zeta$ there is a brief computation

$$\zeta^{ij} = -\frac{1}{2} (\epsilon^i_{kl}[g^{-1}]^{0l}[g^{-1}]^{kj}) \quad (125)$$

$$= +\frac{1}{2} (\epsilon^i_{kl}F V^0 S^l \left[ \delta^{kj} + F^2 S^k S^j - F(V^k S^j + S^k V^j) \right]). \quad (126)$$

There are a number of cancellations ($\epsilon^i_{kl}S^k S^l = 0$):

$$\zeta^{ij} = \frac{F V^0}{2} \left(\epsilon^i_{kl}S^l \left[ \delta^{kj} - F V^k S^j \right] \right) \quad (127)$$

Finally

$$\zeta^{ij} = \frac{F \sqrt{1 + V^2}}{2} \left(\epsilon^{ij}_l S^l - F V [\epsilon^i_{kl}V^k S^l] S^j \right). \quad (128)$$

In summary, for any metric in the Doran form elucidated above, the equivalent susceptibility tensors are given by:

$$\epsilon^{ij} = \delta^{ij} - F(V^i S^j + S^i V^j) + F^2 V^2 S^i S^j. \quad (129)$$

$$\mu^{ij} = \frac{\delta^{ij} + F^2 S^i S^j - F[V^i S^j + S^i V^j]}{1 + F^2(1 - V^2)}. \quad (130)$$
\[ \zeta^{ij} = \frac{F\sqrt{1 + V^2}}{2} \left( \epsilon^{ij}S^l - FV[\epsilon^i_{kl}\hat{V}^k S^l]S^j \right), \]  

(131)

If desired, for the Kerr spacetime we can make this fully explicit by inserting the specific form of the metric. First

\[ F = \sqrt{\frac{2mr}{r^2 + a^2}}, \]  

(132)

where \(r(x, y, z)\) is the same quantity as appears in the Kerr–Schild Cartesian coordinates. Furthermore

\[ V_a = \sqrt{\frac{r^2(r^2 + a^2)}{r^4 + a^2 z^2}} \left( 1, \frac{ay}{r^2 + a^2}, \frac{-ax}{r^2 + a^2}, 0 \right), \]  

(133)

and

\[ S_a = \sqrt{\frac{r^2(r^2 + a^2)}{r^4 + a^2 z^2}} \left( 0, \frac{rx}{r^2 + a^2}, \frac{ry}{r^2 + a^2}, \frac{z}{r} \right). \]  

(134)

To connect this back to the Kerr–Schild version of Kerr, note \(V_a + S_a \propto \ell_a\), indeed

\[ F \left( V_a + S_a \right) = \sqrt{\Phi} \ell_a. \]  

(135)

(But the current analysis, with suitable substitutions for \(F\), \(V_i\), and \(S_i\), will apply to any metric that can be written in Doran form).

8. Discussion and conclusions

We have seen above how to choose specific (physically more or less reasonable) laboratory profiles for the permittivity, permeability, and magneto-electric tensors that are suitable for mimicking at the wave optics level various coordinate versions of both the Schwarzschild and the Kerr spacetimes. (These being some of the most physically important of the exact solutions in general relativity.) Indeed we have seen how to apply the formalism generally in static spherically symmetric and stationary axisymmetric spacetimes. In principle this process could easily be applied to Reissner–Nordström and Kerr–Newman (or other more complicated) spacetimes.

An analysis along these lines is absolutely necessary if one wants to use electromagnetic analogue spacetimes to mimic any specific general relativity spacetime — once one is presented with the metric of interest in some specific quasi-Cartesian coordinate system, the analysis of this article provides the necessary framework for calculating the appropriate laboratory setup. (If one refuses to use Cartesian coordinates in the laboratory, then one can still make considerable progress, but technical aspects of the calculation are significantly messier. There are situations where this might nevertheless be physically appropriate, and work along these lines is ongoing.)
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