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Abstract

This study aims to construct a theoretical formulation of a nonequilibrium process for a system of Bose–Einstein condensate associated with a spontaneous symmetry breakdown. For this, Thermo Field Dynamics is used. We then describe the most general forms of a 4 × 4 transformation and an unperturbed Hamiltonian. After calculating the 4 × 4 self-energy and identifying its on-shell, we impose the renormalization condition in which the entire on-shell self-energy should vanish. This condition provides a sufficient number of independent equations to determine all of the parameters in an unperturbed Hamiltonian, among which the quantum transport equations for normal and anomalous number distributions are included.
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1. Introduction

A spontaneous symmetry breakdown (SSB) in quantum field theory is a mechanism that creates versatile and complex phenomena in the real macroscopic world from a simple microscopic theory or Hamiltonian with high symmetry. This is universal, from relativistic high-energy physics and cosmology to condensed matter physics, e.g., ferromagnetism, superfluidity, and superconductivity. Establishing a sound theoretical approach to nonequilibrium phenomena involving phases associated with an SSB is a challenging subject. In this connection, experiments on the Bose–Einstein condensate (BEC) of a cold atomic system under a trapping potential, which is a typical example of an SSB of a global phase symmetry \cite{1,2,3}, are ideal for testing theoretical formulations and calculations of the nonequilibrium phenomena with an SSB \cite{4,5,6,7,8}, because they are dilute and weakly interacting, and their nonequilibrium processes are extremely slow and can be observed directly \cite{9,10,11,12}.

Two formalisms of a nonequilibrium quantum field system are known, i.e., a closed time path or Keldysh–Schwinger method \cite{13,14,15,16,17}, and the other is Thermo...
Field Dynamics (TFD) [18, 19]. The approach in this paper is based on TFD, in which a thermal average is given as an expectation of the thermal vacuum by doubling every degree of freedom. A $2 \times 2$-matrix thermal Bogoliubov transformation, connecting physical operators to thermal quasiparticle operators that define the Fock space, becomes time-dependent in nonequilibrium TFD. Starting from the choice of an appropriate unperturbed Hamiltonian with several parameters, i.e., an energy shift and a time-derivative of the particle number distribution, in the interaction picture and calculating the full propagator or self-energy in a $2 \times 2$ matrix form, we determine the parameters from the self-consistent renormalization conditions. As such, the quantum transport equation is derived from the renormalization condition. When a BEC is created, we must consider the usual and thermal Bogoliubov transformations simultaneously in TFD, namely, TFD using a $4 \times 4$-matrix.

Several studies on nonequilibrium TFD for BEC systems have been conducted. For a system with a stationary BEC and time-dependent number distribution, we formulated nonequilibrium TFD in Ref. [20] using a direct product of the two (usual and thermal) Bogoliubov transformations, each of which is represented by a $2 \times 2$ matrix. The quantum transport equation is derived from the diagonalization condition in Ref. [21], meaning that the off-diagonal element of the full propagator, with respect to the thermal index of the doubling, should vanish. In Ref. [22], this study was extended to a nonequilibrium system with a time-dependent order parameter, given by the expectation of the Heisenberg field operator by means of a field expansion in the complete set of time-dependent wave functions. The quantum transport equation was obtained again from the diagonalization condition, whereas the renormalization condition on the self-energy fixed the energy shift.

Meanwhile, it was pointed out in Ref. [23] that the diagonalization condition on the full propagator, under its equilibrium limit, gives the same results as the equilibrium theory only in the lowest order loop-calculation, but never in higher orders. Instead of the diagonalization condition, we proposed a new renormalization condition on the self-energy, which is a generalization of the on-shell renormalization condition in quantum field theory at zero and finite temperatures and yields a correct equilibrium limit. The energy shift of the quasiparticle and quantum transport equation follow from this self-energy renormalization in a unified manner. The idea of self-energy renormalization has been extended in Ref. [24] to an inhomogeneous system such as the trapped cold atomic gas with a BEC, for which the energy counter term is non-diagonal owing to a lack of the conservation of momentum.

In this study, we reconsider nonequilibrium TFD for a system with a BEC from the following three points. As the first point, the most general $4 \times 4$ matrix form of the unperturbed Hamiltonian having as many parameters as possible should be asked. In previous studies [20, 22, 24], the forms of the unperturbed Hamiltonian have been restricted to a certain extent from the beginning, and the degree of freedom of the parameters in a $4 \times 4$-matrix has not been fully exhausted. We note that a possible imaginary part of the energy parameter was suppressed there, although it naturally appears as a thermal instability under a thermal situation. At an early stage of developing nonequilibrium TFD, its general $4 \times 4$-matrix structure has already been explored in Ref. [25]. As the argument in Ref. [25] covered only matrices with real elements, it is not related directly to our present study, where imaginary parts of the parameters in a $4 \times 4$-matrix are important. The second is concerned with treatments of the time dependences of the parameters, whereas the time derivatives of the number distributions are present as the counter terms in the
unperturbed Hamiltonian, and we introduce the time-dependent complete set (TDCS) to expand the field operator \[26\], such that the quasiparticle operators do not depend on time. The third point is a question regarding how an on-shell part of the self-energy of a $4 \times 4$-matrix is identified, particularly because the renormalized energy parameter is time-dependent and, moreover, complex. The presence of the imaginary part of the energy parameter was not explicitly considered in the previous definitions. We can see that an on-shell part can be defined irrespective of the presence of an imaginary part owing to the introduction of a TDCS. Thus, the renormalization condition in which the entire on-shell self-energy should vanish provides a sufficient number of independent equations to determine all parameters in the unperturbed Hamiltonian.

To accomplish the objective above, in this study, we consider a homogeneous system of a quantum bosonic field with a BEC, thereby avoiding subtlety of the zero-mode, using a Bogoliubov approximation, and having no off-diagonal counter terms \[24\]. For an application of nonequilibrium TFD to the trapped cold atomic systems during the experiments, we must consider the discrete zero-mode \[27\] and off-diagonal components of the counter terms. Furthermore, it is assumed that the order parameter is time-independent. Although a time-dependent order parameter is more interesting, we study the time-independent case as a first step here.

The remainder of this paper is organized as follows. In Sec. 2, a TFD formulation is briefly reviewed for later discussions. In Sec. 3, we derive the most general forms of a $4 \times 4$ transformation and the unperturbed Hamiltonian of TFD for a single mode. A method applying a TDCS is also presented. Next, a model of quantum field theory is introduced in Sec. 4, and the formulation described in Sec. 3 transferred to this model is then described in Sec. 5. Section 6 covers the Feynman diagram method in nonequilibrium TFD and calculations of the self-energies. In Sec. 7, we describe the on-shell parts of the self-energies and the renormalization conditions imposed on them to derive the quantum transport equations and determine all parameters involved in the unperturbed Hamiltonian. Finally, Sec. 8 provides some concluding remarks and a summary of this study.

2. Review of conventional Thermo Field Dynamics formulation

In this section, we briefly review the formulation of TFD \[19, 23\], using a bosonic system of a single mode, i.e., $a$-operator, with an equal-time canonical commutation relation \([a, a^\dagger] = 1\). In TFD, thermal expectation $\text{Tr}[\rho A]$ is replaced with the pure state expectation $\langle 0| A |0 \rangle$, where $A$ and $\rho$ represent an arbitrary function of the $a$-operator, and a normalized density matrix, respectively. The states $|0\rangle$ and $|0\rangle$, called the thermal vacua, are annihilated by the thermal quasiparticle operators, $\xi$ and $\tilde{\xi}$,

$$
\xi |0\rangle = \tilde{\xi} |0\rangle = 0, \quad \langle 0| \xi^\dagger = \langle 0| \tilde{\xi}^\dagger = 0 .
$$

Our main interest is to obtain a transport equation that describes the time-evolution of the nonequilibrium number distribution $n(t)$, which is defined by

$$
n(t) = \text{Tr} \left[ a^\dagger a \rho \right] = \langle 0| a^\dagger a |0 \rangle .
$$

The $a$- and $\xi$-operators are related through the thermal Bogoliubov transformation, which is generally not unique. For nonequilibrium TFD, we ordinarily take the $a = 1$ representation \[19\] because the critical concept of the thermal causality is naturally established.
The Bogoliubov transformation in the $\alpha = 1$ representation is

$$\begin{pmatrix} a \\ \tilde{a}^\dagger \end{pmatrix} = \begin{pmatrix} 1 & n \\ 1 & 1 + n \end{pmatrix} \begin{pmatrix} \xi \\ \tilde{\xi} \end{pmatrix},$$

(3)

under the assumption that the global phase symmetry is not broken. These operators satisfy equal-time commutation relations for non-tilde and tilde operators, respectively,

$$[a, a^\dagger] = [\tilde{a}, \tilde{a}^\dagger] = 1, \quad [a, \tilde{a}] = [a, \tilde{a}^\dagger] = 0,$$

(4)

$$[\xi, \xi^\dagger] = [\tilde{\xi}, \tilde{\xi}^\dagger] = 1, \quad [\xi, \tilde{\xi}] = [\xi, \tilde{\xi}^\dagger] = 0.$$

(5)

The feature of the $\alpha = 1$ representation is seen in the following relations of $\langle 0 |$:

$$\langle 0 | a = \langle 0 | \tilde{a}^\dagger, \quad \langle 0 | \tilde{a} = \langle 0 | a^\dagger.$$

(6)

Note that $|0\rangle$ is not a Hermitian conjugate of $\langle 0 |$. In addition, $\xi^\dagger$ is not a Hermitian conjugate of $\xi$, because the thermal Bogoliubov transformation is non-unitary. The doubling of the operators in TFD is well explained in terms of the superoperator formalism [28], as has been discussed in Ref. [23]. Non-tilde and tilde operators correspond to the operations applied to the density matrix from left and right, respectively. They are related to each other according to the following tilde conjugation rules,

$$(a)^\sim = \tilde{a}, \quad (\tilde{a})^\sim = a, \quad (A^\dagger)^\sim = (\tilde{A})^\dagger,$$

(7)

$$(A_1 A_2)^\sim = \tilde{A}_1 \tilde{A}_2, \quad (c_1 A_1 + c_2 A_2)^\sim = c_1^* \tilde{A}_1 + c_2^* \tilde{A}_2,$$

(8)

$$\langle 0 |)^\sim = \langle 0 |, \quad (|0\rangle)^\sim = |0\rangle.$$

(9)

The Heisenberg equations for the doubled operators are

$$\frac{d}{dt}a_H = [a_H, \hat{H}], \quad \frac{d}{dt}\tilde{a}_H = [\tilde{a}_H, \hat{H}],$$

(10)

where $\hat{H}$, called a hat Hamiltonian, is defined as $\hat{H} = H - \tilde{H}$, which comes from the Liouville–von Neumann equation $i\hbar \frac{\partial}{\partial t} \rho = \hat{H} \rho - \rho \hat{H}$. Throughout this paper, $\hbar$ is set to unity.

The total Hamiltonian $\hat{H}$ is divided into the unperturbed and perturbed parts as $\hat{H} = \hat{H}_u + \hat{H}_I$ and the interaction picture is built as

$$A(t) = \hat{U}(t) A_H(t) \hat{U}^{-1}(t), \quad \hat{U}(t) = T \left[ e^{-i \int_{\infty}^{t} ds \hat{H}_I(s)} \right],$$

(11)

where both pictures are chosen to coincide at $t = -\infty$. The operator equations in the interaction picture are

$$i \frac{d}{dt}a(t) = [a(t), \hat{H}_u(t)], \quad i \frac{d}{dt}\tilde{a}(t) = [\tilde{a}(t), \hat{H}_u(t)],$$

(12)

Except for the fact that it should be bilinear in $a$-operators, the choice of $\hat{H}_u$ is non-trivial and essential in nonequilibrium TFD. Although $\hat{H}$ has no tilde-non-tilde cross-term, such as $a\tilde{a}$, $\hat{H}_u$ contains cross-terms as a result of temporal changes in the thermal situation.
and renormalization. For consistency of Eq. (12) under the tilde conjugation, \( \hat{H}_a \) should have the tilde conjugate property of
\[
(\hat{H}_a)\sim = -\hat{H}_a.
\] (13)

To obtain Feynman diagrammatic method without relying on The Gell-Mann–Low formula, the relation \( \langle 0 | \hat{U}^{-1}(\infty) = \langle 0 | \) is necessary [29]. This is proven in the \( \alpha = 1 \) representation because the relations \( \langle 0 | \hat{H}_I(t) = 0 \) and
\[
\langle 0 | \hat{H}_a(t) = 0,
\] (14)
thus hold as in Ref. [23]. Equations (13) and (14) are general and critical properties of \( \hat{H}_a \).

3. 4 × 4 formulation

Herein, we study a general form of \( \hat{H}_a \) for a single mode, supposing that a BEC exists and the global phase symmetry is spontaneously broken. At zero temperature, the unperturbed Hamiltonian involves the symmetry breaking terms such as \( aa \) and is diagonalized by the usual 2 × 2 Bogoliubov transformation to mix \( a \) and \( a^\dagger \) [30, 31]. In finite-temperature and nonequilibrium TFD, we also need the 2 × 2 thermal Bogoliubov transformation to mix the tilde and non-tilde operators, as reviewed in the previous section. Thus, a general \( \hat{H}_a \) is a linear combination of symmetry-breaking terms, \( aa, a^\dagger a^\dagger, \tilde{a}\tilde{a}, \tilde{a}^\dagger\tilde{a}^\dagger, a^\dagger\tilde{a}, \) and \( \tilde{a}^\dagger a, \) in addition to the symmetry-preserving terms, \( a^\dagger a, \tilde{a}^\dagger\tilde{a}, a^\dagger\tilde{a}^\dagger, \) and \( \tilde{a}^\dagger a \), and the corresponding transformation has a size of 4 × 4 [25]. We treated such symmetry breaking systems in TFD, restricting ourselves to conduct the two 2 × 2 transformations sequentially [20, 22]. We discuss the most general form of \( \hat{H}_a \) without such a restriction below.

3.1. 4 × 4 transformation

First, we consider a general 4 × 4 transformation, connecting \( a \)-operators to \( \xi \)-operators. The properties to be respected are the commutation relations (4) and (5), the \( \alpha = 1 \) representation (6), and the tilde conjugation rules (7) – (9). Equation (1) for the thermal vacua \( \langle 0 | \) and \( | 0 \rangle \) is also assumed. A general linear transformation for \( a \) and its tilde conjugate are written as follows:

\[
a = c\xi + s^*\tilde{\xi} + u_1\tilde{\xi}^\dagger + u_2\xi^\dagger,
\] (15)
\[
\tilde{a} = s\xi + c^*\tilde{\xi} + u_4\tilde{\xi}^\dagger + u_3\xi^\dagger,
\] (16)

with time-dependent complex coefficients \( c, s, u_1, \) and \( u_2 \). Although all operators and quantities here and below depend on time \( t \), \( t \) is suppressed for readability. Then, Eq. (6) restricts the forms of \( \tilde{a}^\dagger \) and \( a^\dagger \) as

\[
\tilde{a}^\dagger = c\xi + s^*\tilde{\xi} + u_3\tilde{\xi}^\dagger + u_4\xi^\dagger,
\] (17)
\[
a^\dagger = s\xi + c^*\tilde{\xi} + u_2\tilde{\xi}^\dagger + u_1\xi^\dagger,
\] (18)
The transformation of the bar-conjugate is \( \bar{\xi} \). Note that \( \xi^\dagger \) and \( \bar{\xi}^\dagger \) are not Hermitian conjugates of \( \xi \) and \( \bar{\xi} \), respectively. The commutation relations (4) lead to the relations

\[
\begin{pmatrix}
u_3 - u_1 \\
u_4 - u_2^2
\end{pmatrix} = \frac{1}{\Delta} \begin{pmatrix} c & -s \\ -s^* & c^*
\end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]

with \( \Delta = |c|^2 - |s|^2 \), where \( \Delta \neq 0 \) is assumed. The most characteristic and independent expectations of the bilinear \( a \)-operators, \( \langle 0 | a^\dagger a | 0 \rangle \) and \( \langle 0 | a a^\dagger | 0 \rangle \), are calculated as

\[
\begin{align*}
n &= \langle 0 | a^\dagger a | 0 \rangle = su_2^* + c^* u_1, \\
m &= \langle 0 | a a^\dagger | 0 \rangle = cu_2^* + s^* u_1,
\end{align*}
\]

which is inverted as

\[
\begin{pmatrix} u_1 \\ u_2^2
\end{pmatrix} = \frac{1}{\Delta} \begin{pmatrix} c & -s \\ -s^* & c^*
\end{pmatrix} \begin{pmatrix} n \\ m \end{pmatrix}.
\]

From Eq. (19), \( u_3 \) and \( u_4 \) are expressed as

\[
\begin{pmatrix} u_3 \\ u_4^2
\end{pmatrix} = \frac{1}{\Delta} \begin{pmatrix} c & -s \\ -s^* & c^*
\end{pmatrix} \begin{pmatrix} 1 + n \\ m \end{pmatrix}.
\]

We rearrange the coefficients as

\[
\begin{pmatrix} u_1 \\ u_2^* \\ u_3 \\ u_4^2
\end{pmatrix} = \begin{pmatrix} n \\ m \\ 1 + n \\ m
\end{pmatrix} \begin{pmatrix} c_+ & -s_+^* \\ -s_+ & c_+^*
\end{pmatrix},
\]

with \( c_+ = c/\Delta \) and \( s_+ = s/\Delta \). Then, through simple manipulations to eliminate \( u_1 - u_4 \), Eqs. (15) – (18) are put into a \( 4 \times 4 \) matrix form, using the \( 4 \times 4 \) Bogoliubov matrix \( \mathcal{B} \) and the quartet notation,

\[
a^i = \mathcal{B}^{-1.33} \xi^i, \quad a^i = \begin{pmatrix} a \\ \bar{a}^\dagger \\ a^\dagger \\ a^\dagger \end{pmatrix}, \quad \xi^i = \begin{pmatrix} \xi \\ \bar{\xi}^\dagger \\ \bar{\xi} \\ \xi \end{pmatrix}.
\]

Here, summations of repeated superscripts are implicit. Defining the block matrices,

\[
W = \begin{pmatrix} c_+^* & -s_+^* \\ -s_+ & c_+
\end{pmatrix}, \quad W^{-1} = \begin{pmatrix} c & s^* \\ s & c^*
\end{pmatrix}, \quad N = \begin{pmatrix} n \\ m^* \\ n^{-1} \\ m
\end{pmatrix},
\]

the unity matrix \( I \), and zero matrix \( O \), we have the following compact expressions,

\[
\mathcal{B}^{-1} = \begin{pmatrix} I & N \\ I & I + N \end{pmatrix} W^{-1} \begin{pmatrix} O & W \end{pmatrix}, \quad \mathcal{B} = \begin{pmatrix} W & O \\ O & W^{-1} \end{pmatrix} \begin{pmatrix} I + N & -N \\ -I & I \end{pmatrix},
\]

where a block matrix is denoted by \( [ \quad ] \) to distinguish from a simple matrix \( ( \quad ) \). The bar-conjugate of the quartet is also introduced as

\[
\bar{a} = (a^\dagger \quad \bar{a}^\dagger \quad -a \quad -a), \quad \bar{\xi} = (\xi^\dagger \quad \bar{\xi}^\dagger \quad -\bar{\xi} \quad -\xi^\dagger).
\]

The transformation of the bar-conjugate is \( \bar{a} = \bar{\xi} \mathcal{B} \).
3.2. General form of $\hat{H}_a$

Next, we derive a general form of $\hat{H}_a$ under the conditions (13) and (14). Although the parameters in $\hat{H}_a$ are time-dependent in general nonequilibrium cases, let us consider for a moment the case in which all parameters are time-independent. The condition (13) allows

$$\hat{H}_a = (d_1 - id_2)\hat{a}^\dagger\hat{a} - (d_1 + id_2)\hat{a}\hat{a}^\dagger + id_3\hat{a}\hat{a} + id_4\hat{a}^\dagger\hat{a}$$

$$+ c_1\hat{a}\hat{a}^\dagger - c_1^*\hat{a}^\dagger\hat{a} + c_2\hat{a}\hat{a}^\dagger + c_2^*\hat{a}\hat{a} + c_3\hat{a}\hat{a}$$

$$+ c_3^*\hat{a}^\dagger\hat{a} + c_4 \hat{a}^\dagger\hat{a}^\dagger + c_4^* \hat{a}^\dagger\hat{a}^\dagger,$$

where $d_i$ and $c_i$ are real and complex constants, respectively. Then, Eq. (14) with Eq. (6) applies the relations,

$$2d_2 = d_3 + d_4, \quad c_1 + c_2 + c_3 = 0.$$  

(31)

For later discussions, we introduce three real parameters, i.e., $\mathcal{L}$, $\gamma$, and $\kappa$, and two complex parameters, $\eta$ and $\mathcal{M}$, instead of $d_i$ and $c_i$:

$$d_1 = \mathcal{L}, \quad d_2 = \gamma, \quad d_3 = \gamma + \kappa, \quad d_4 = \gamma - \kappa,$$

$$c_1 = \frac{\mathcal{M} + \eta}{2}, \quad c_2 = \frac{\mathcal{M} + \eta}{2}, \quad c_3 = \eta.$$  

(32)

We then obtain

$$\hat{H}_a = \frac{1}{2} \hat{a}^\dagger \begin{pmatrix} \mathcal{L} - i\gamma & \eta & i(\gamma - \kappa) & \mathcal{M} - \eta \\ -\eta^* & -\mathcal{L} + i\gamma & -\mathcal{M}^* + \eta^* & i(\gamma - \kappa) \\ -i(\gamma + \kappa) & \mathcal{M} + \eta & \mathcal{L} + i\gamma & -\eta \\ -\mathcal{M}^* - \eta^* & -i(\gamma + \kappa) & \eta^* & -\mathcal{L} + i\gamma \end{pmatrix} \hat{a},$$

$$\hat{H}_a = \frac{1}{2} \hat{a}^\dagger \begin{pmatrix} \mathcal{H}^{11} & \mathcal{H}^{12} \\ \mathcal{H}^{21} & \mathcal{H}^{22} \end{pmatrix} \hat{a}.$$

(34)

The last equality aims to define the values of $\mathcal{H}$.

Thus far, we have argued the general forms of $\mathcal{B}$ and $\hat{H}_a$ separately. Both arguments must be combined for consistency, as described below. Although the thermal vacua $|0\rangle$ and $\langle 0|$ are time-independent, they are specified by the time-dependent values of $\xi(t)$, as shown in Eq. (1). This requires that $\hat{H}_a$ be diagonal in terms of $\xi$-operators when $\mathcal{B}$ is time-independent. When Eqs. (26)-(28) are substituted into Eq. (35), $\hat{H}_a$ is expressed in terms of the $\xi$-operator as

$$\hat{H}_a = \frac{1}{2} \xi^i \begin{pmatrix} \mathcal{H}^{11} & \mathcal{H}^{12} \\ \mathcal{H}^{21} & \mathcal{H}^{22} \end{pmatrix} \xi^j,$$

$$\hat{H}_a = \frac{1}{2} \xi^i \begin{pmatrix} W(TW^{-1} + TN - NT^\dagger)W^{-1} \end{pmatrix}^{ij} \xi^j,$$

(36)

where $T$ is defined by

$$T = \mathcal{H}^{11} + \mathcal{H}^{12} = \mathcal{H}^{21} + \mathcal{H}^{22} = \begin{pmatrix} \mathcal{L} - i\kappa & \mathcal{M} \\ -\mathcal{M}^* & \mathcal{L} - i\kappa \end{pmatrix}.$$  

(37)
The diagonal condition of $\hat{H}_a$ in Eq. (35) is reduced to the two conditions $\mathcal{H}^{12} + TN - NT^\dagger = O$ and diagonal $WTW^{-1}$. Explicitly, the first condition is

$$\mathcal{H}^{12} + TN - NT^\dagger = \begin{pmatrix} i(\gamma - \kappa) + 2i\kappa n - 2i \text{Im} [M^* m] & M - \eta + 2Mn + 2(\mathcal{L} - i\kappa)m^* \\ -M^* + \eta^* - 2M^* n - 2(\mathcal{L} + i\kappa)m & i(\gamma - \kappa) + 2i\kappa n - 2i \text{Im} [M^* m] \end{pmatrix} = O.$$ (38)

The parameters $\gamma$ and $\eta$ are fixed as

$$\gamma = (1 + 2n)\kappa + 2 \text{Im} [M^* m], \quad \eta = (1 + 2n)M + 2(\mathcal{L} - i\kappa)m.$$ (39)

The second condition is the eigenvalue problem of $T$. This is a familiar BdG equation for $T$ without $\kappa$ [32] and appears in the system of a dissipative condensate for $T$ with a nonvanishing $\kappa$ [33].

Because $T$ is non-Hermitian, we set the right and left eigenfunctions with eigenvalue $E$ as $y$ and $y^\dagger$, respectively:

$$Ty = Ey, \quad y^\dagger T = E y^\dagger.$$ (40)

We proceed under the presupposition that the real parts of both $E$ and $y^\dagger y$ are non-zero such that the eigenfunctions can be normalized as $y^\dagger y = 1$. Because of the symmetry $\sigma_1 T \sigma_1 = -T^*$ with the Pauli matrix $\sigma_1$, $-E^*$ is also an eigenvalue and the corresponding right and left eigenfunctions are $z = \sigma_1 y^*$ and $z^\dagger = z^\dagger \sigma_1$, respectively, which are normalized by $z^\dagger z = -1$. Combining them with the trivial orthogonality because of $E \neq -E^*$, we have

$$\begin{pmatrix} y^\dagger \\ -z^\dagger \end{pmatrix} \begin{pmatrix} y \\ z \end{pmatrix} = I.$$ (41)

Therefore, the choice of $W^{-1}$ and $W$ as

$$W^{-1} = \begin{pmatrix} y \\ z \end{pmatrix}, \quad W = \begin{pmatrix} y^\dagger \\ z^\dagger \end{pmatrix},$$ (42)

fulfills the second condition,

$$W T W^{-1} = \begin{pmatrix} E & 0 \\ 0 & -E^* \end{pmatrix}.$$ (43)

In the present single mode case, we can explicitly solve the eigenvalue problem and achieve

$$E = \omega - i\kappa, \quad y = \frac{1}{\sqrt{2\omega}} \begin{pmatrix} \sqrt{\mathcal{L} + \omega} \\ -\sqrt{\mathcal{L} - \omega} \end{pmatrix}, \quad y^* = \frac{1}{\sqrt{2\omega}} \begin{pmatrix} \sqrt{\mathcal{L} + \omega} \\ \sqrt{\mathcal{L} - \omega} \end{pmatrix}$$ (44)

with $\omega = \sqrt{\mathcal{L}^2 - |M|^2}$. 
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In general, $\omega$ can be either complex or zero, and $y^\dagger y$ then vanishes. We consider real and non-zero $\omega$ solely in this paper. According to Eqs. (36) and (43), we successfully diagonalize $\hat{H}_a$ as

$$
\hat{H}_a = \frac{1}{2} \xi^j \begin{pmatrix}
E & -E^* \\
-E^* & E
\end{pmatrix}^{ij} \xi^j = E\xi^\dagger \xi - E^* \tilde{\xi}^\dagger \tilde{\xi}, \tag{45}
$$

and we have well-defined thermal vacua for arbitrary $t$: $\langle 0 | \xi^\dagger (t) = \langle 0 | \tilde{\xi}^\dagger (t) = 0$, $\xi(t) | 0 \rangle = \tilde{\xi}(t) | 0 \rangle = 0$.

Now, let us take account of the time-dependence of $B$. The Hamiltonian $\hat{H}_a$ in (45) is the time-evolution generator of $\xi$-operators, but not $a$-operators. To deal with the time dependence of $B$, or of $N$ and $W$ in Eq. (28), we introduce two extra generators, $\hat{Q}$ and $\hat{R}$:

$$
\hat{Q} = -\frac{i}{2} \tilde{\xi} \begin{pmatrix}
O & WNW^\dagger \\
O & O
\end{pmatrix}^{ij} \xi^j, \quad \hat{R} = \frac{i}{2} \tilde{\xi} \begin{pmatrix}
W^{-1} & O \\
W^{-1} & W^\dagger W^{-1}
\end{pmatrix}^{ij} \xi^j. \tag{46}
$$

Their contributions should be compensated somehow to keep stationary thermal vacua. In the following, we take separate approaches for $\hat{Q}$ and $\hat{R}$.

As for $\hat{Q}$, we treat it as a counter term, which is well established in nonequilibrium TFD [19] and is labeled a thermal counter term, meaning that $\hat{H}_a$ in Eq. (45) [see also Eq. (36)] is shifted, i.e.,

$$
\hat{H}_a = \frac{1}{2} \xi^j \begin{pmatrix}
W^{-1} & O \\
O & (WTW^{-1})^\dagger
\end{pmatrix}^{ij} \xi^j - \hat{Q}. \tag{47}
$$

This shift corresponds to the simple parameter shifts, $\gamma \to \gamma - \dot{u}$ and $\eta \to \eta - i\dot{m}$ and therefore, Eqs. (13) and (14) remain as they are.

Next, for $\hat{R}$ we follow the treatment proposed by Matsumoto and Sakamoto [26], which we refer to as a TDCS method. With this method, $W$ is determined using the eigenvalue problem of $T$ [see Eq. (43)] only initially, and thereafter is subject to the following time-dependent BdG equations:

$$
i \frac{d}{dt} W^{-1} = TW^{-1}, \quad -\frac{d}{dt} W = WT. \tag{48}
$$

Here, $W^{-1}$ remains an inverse of $W$ for any $t$ because $i \frac{d}{dt} \{WW^{-1}\} = WTW^{-1} - WTW^{-1} = 0$. The introduction of $W$ in this way enables us to take in its time dependence, keeping the stationary thermal vacua, and without adding $\hat{R}$ as a counter term. This is because $\xi^j(t)$ is independent of $t$, as

$$
i \frac{d}{dt} \xi^j = iB^{ij} a^j + B^{ij} [a^j, \hat{H}_a] = 0, \tag{49}
$$

and the thermal vacua that $\xi^j(0)$ annihilate are annihilated by $\xi^j(t)$ for any $t$. In other words, the original time-dependent diagonal factor of $\xi^j(t)$ is moved to $W(t)$ in the TDCS.
For convenience, we write the construction of the TDCS in terms of \( c(\ast) \) and \( s(\ast) \). The initial conditions of \( c(\ast) \) and \( s(\ast) \) are given by the following eigenvalue problem:

\[
T(0) \begin{pmatrix} c(0) \\ s(0) \end{pmatrix} = E \begin{pmatrix} c(0) \\ s(0) \end{pmatrix},
\]

\[
T^\dagger(0) \begin{pmatrix} c^\ast(0) \\ -s^\ast(0) \end{pmatrix} = E^\ast \begin{pmatrix} c^\ast(0) \\ -s^\ast(0) \end{pmatrix},
\]

and evolve as

\[
i \frac{d}{dt} \begin{pmatrix} c(t) \\ s(t) \end{pmatrix} = T(t) \begin{pmatrix} c(t) \\ s(t) \end{pmatrix},
\]

\[
i \frac{d}{dt} \begin{pmatrix} c^\ast(t) \\ -s^\ast(t) \end{pmatrix} = T^\dagger(t) \begin{pmatrix} c^\ast(t) \\ -s^\ast(t) \end{pmatrix}.
\]

Then, \( W \) is expressed as in Eq. (27).

Summarizing this section, we have derived the general \( 4 \times 4 \) transformation \( B \) and the unperturbed hat Hamiltonian \( \hat{H}_a \) in nonequilibrium TFD. Although the time dependence of \( N \) is incorporated as a thermal counter term, we deal with that of \( W \) by setting up a TDCS. In \( \hat{H}_a \), the three real parameters, \( \mathcal{L}, \kappa, \) and \( \mu \), and two complex parameters, \( \mathcal{M} \) and \( \hat{\phi} \), are independent. They will be determined through the renormalization conditions in Sec. 7. The parameters of \( W \) in \( B \), \( c(\ast) \), and \( s(\ast) \) are calculated from the TDCS.

Here we compare the present \( 4 \times 4 \) formulation with our previous version [20, 22]. In conclusion, although the matrix \( B \) is identical in both formulations, the form of \( \hat{H}_a \) in the present formulation is more general in the sense that \( \hat{H}_a \) in this study involves more parameters than those in the previous formulation.

4. Model of quantum field theory

The \( 4 \times 4 \) formulation for a single mode in Sec. 3 is applied to a system based on quantum field theory. For this, we consider the Hamiltonian for a bosonic field \( \psi \) with a repulsive, contact-type self-interaction: and without an external potential in the Heisenberg picture,

\[
H = \int d^3x \left[ \psi_H^\dagger(x) \left\{ -\frac{\nabla^2}{2m} - \mu \right\} \psi_H(x) + \frac{g}{2} \psi_H^\dagger(x) \psi_H^\dagger(x) \psi_H(x) \psi_H(x) \right],
\]

where \( x = (x, t) \) and \( m, \mu, \) and \( g(>0) \) represent the mass of the particle, the chemical potential, and the repulsive coupling constant, respectively. The field operators, \( \psi_H(x) \) and \( \psi_H^\dagger(x) \), satisfy the canonical commutation relations

\[
[\psi_H(x), \psi_H^\dagger(x')]_{t=t'} = \delta(x-x'),
\]

\[
[\psi_H(x), \psi_H(x')]_{t=t'} = [\psi_H^\dagger(x), \psi_H^\dagger(x')]_{t=t'} = 0.
\]

The system has a symmetry of a global phase transformation, \( \psi_H(x) \to e^{i\theta} \psi_H(x) \) with a constant \( \theta \), in addition to symmetries of a spatial translation and rotation. We assume throughout this paper that a stationary and homogeneous condensate exists, which means that the global phase symmetry is spontaneously broken but the translational and rotational symmetries are preserved. Then, based on quantum field theory at zero temperature, \( \psi_H(x) \) is divided into a constant \( c \)-number \( v \), called the order parameter, and a new field operator, \( \phi_H(x) \), as follows:

\[
\psi_H(x) = v + \phi_H(x), \quad v = \langle 0 | \psi_H | 0 \rangle = \sqrt{n_\epsilon},
\]

\[
\phi_H(x) = \sqrt{n_\epsilon} \phi_H(x).
\]
where \( n_c \) is the density of a condensed particle. The total Hamiltonian is expressed as the sum of the free part \( H_0 \), which is either linear or bilinear in \( \phi \), and the interaction part \( H_{\text{int}} \) for the remainder,

\[
H = H_0 + H_{\text{int}},
\]

\[
H_0 = \int d^3x \left( \phi_H + \phi_H^{\dagger} \right) \left( -\mu + gn_c \sqrt{gn_c} \right) \phi_H^{\dagger} \phi_H,
\]

\[
+ \frac{1}{2} \int d^3x \left( \phi_H^{\dagger} - \phi_H \right) \left( \frac{-q^2}{2m} - \mu + 2gn_c - gn_c \frac{2}{2m} \mu - 2gn_c \right) \phi_H^{\dagger} \phi_H^{\dagger} \phi_H \phi_H,
\]

\[
H_{\text{int}} = \int d^3x \left[ g \sqrt{gn_c} \left( \phi_H^{\dagger} \phi_H \phi_H^{\dagger} \phi_H + \phi_H^{\dagger} \phi_H \phi_H \right) + \frac{g}{2} \phi_H^{\dagger} \phi_H^{\dagger} \phi_H \phi_H \right].
\]

Note that the \( \phi \)-linear terms in \( H_0 \) vanish under the condition \( \langle 0 | \phi_H(x) | 0 \rangle = 0 \) for any \( t \), which leads to \( \mu = gn_c \) in the tree approximation.

Because the system is homogeneous, it is useful to expand \( \phi_H(x) \) in momentum eigenfunctions,

\[
\phi_H(x) = \frac{1}{\sqrt{V}} \sum_q a_{H,q}(t) e^{iq \cdot x},
\]

where we introduce periodic boundary conditions, and \( V \) is the volume of the box. Then, the free Hamiltonian (57) in a tree approximation becomes the following:

\[
H_0 = \frac{1}{2} \sum_q \left( a_{H,q}^{\dagger} - a_{H,-q} \right) \left( \varepsilon_q + gn_c - gn_c \right) \left( a_{H,q}^{\dagger} \right),
\]

where \( \varepsilon_q = q^2/2m \). The interaction Hamiltonian \( H_{\text{int}} \) is given in terms of the \( a \)-operators as

\[
H_{\text{int}} = g \sqrt{V} \sum_{q_1, q_2, q_3} \left( a_{H,q_1}^{\dagger} a_{H,q_2}^{\dagger} a_{H,q_3} a_{H,q_1+q_2+q_3} + a_{H,q_1}^{\dagger} a_{H,q_2} a_{H,q_3} a_{H,q_1+q_2+q_3} + a_{H,q_1}^{\dagger} a_{H,q_2}^{\dagger} a_{H,q_3} a_{H,q_1+q_2+q_3} + a_{H,q_1}^{\dagger} a_{H,q_2} a_{H,q_3} a_{H,q_1+q_2+q_3} \right)
\]

5. Hamiltonians of nonequilibrium TFD for quantum field system

We turn to the formulation of nonequilibrium TFD for the system above. As in Sec. 3, the quartet notation is introduced. The quartet of the \( a \)-operators in the interaction
The hat free Hamiltonian is expressed in the quartet notation as:

\[ \hat{a}_q^i(t) = B_q^{-1/2}(t) \xi_q^i(t), \quad \hat{\bar{a}}_q^i(t) = \xi_q^i(t) B_q^{1/2}(t), \]

(62)

where \( B_q \) is a crucial step in nonequilibrium TFD. The general form of \( \hat{a}^i_m \) and \( \hat{\bar{a}}^i_m \) is

\[ \hat{a}^i_m = \begin{pmatrix} a_q^i & \bar{a}_{-q}^i \\ \bar{a}_{q}^i & \bar{a}_{-q}^i \end{pmatrix}, \quad \hat{\bar{a}}^i_m = \begin{pmatrix} a_q^i & a_{-q}^i \\ \bar{a}_{q}^i & \bar{a}_{-q}^i \end{pmatrix}. \]

(63)

The canonical commutation relations are:

\[ [\hat{a}_q^i(t), \hat{\bar{a}}_q^j(t)] = \delta_{ij}\delta_{qq'}, \quad [\hat{a}_q^i(t), (\hat{a}_q^j(t))] = [\hat{\bar{a}}_q^i(t), \hat{\bar{a}}_q^j(t)] = 0, \]

(68)

\[ [\xi_q^i(t), \xi_q^j(t)] = \delta_{ij}\delta_{qq'}, \quad [\xi_q^i(t), \xi_q^j(t)] = [\xi_q^i(t), \xi_q^j(t)] = 0. \]

(69)

The total hat Hamiltonian of the system under consideration is

\[ \hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}. \]

(70)

The hat free Hamiltonian is expressed in the quartet notation as

\[ \hat{H}_0 = \frac{1}{2} \sum_q \hat{a}_q^i \begin{pmatrix} \varepsilon_q + gn_c & -gn_c & gn_c \\ gn_c & \varepsilon_q & -gn_c \\ -gn_c & gn_c & \varepsilon_q - gn_c \end{pmatrix} a_{-q}^i. \]

(71)

Because the self-consistent renormalization conditions determine the parameters in \( \hat{H}_0 \) or yield time evolution equations for them, for example, the equations for \( n_q(t) \) and \( m_q(t) \), the choice of unperturbed hat Hamiltonian \( \hat{H}_a \) is a crucial step in nonequilibrium TFD. The general form of \( \hat{H}_a \) for a single mode in Eq. (47) can be transferred to the
present case with the addition of the momentum indices. See also Eqs. (34) and (39). For
the momentum index $q$, all $c$-number parameters appearing in $\hat{H}_a$, and $B$ in Eqs. (65) and (66), are even functions of $q$. Furthermore, if the initial condition is isotropic, they depend only on $q = |q|$ for any $t$. We restrict our discussions below, and denote the momentum indices of the parameters simply by $q$. Thus, $\hat{H}_a$, which generates the
temporal evolution of $a_i^q(t)$,

$$i \frac{d}{dt} a_i^q = [a_i^q, \hat{H}_a],$$  \hspace{1cm} (72)

is given by

$$\hat{H}_a = \hat{H}_\xi - \hat{Q},$$  \hspace{1cm} (73)

$$\hat{H}_\xi = \frac{1}{2} \sum_q \bar{a}_q^i \begin{pmatrix} \mathcal{L}_q - i\gamma_q & \eta_q \\ -\eta^*_q & -\mathcal{L}_q - i\gamma_q \end{pmatrix} \begin{pmatrix} i(\gamma_q - \kappa_q) & \mathcal{M}_q - \eta_q \\ -\mathcal{M}_q^* + \eta^*_q & i(\gamma_q - \kappa_q) \end{pmatrix} a^q_j,$$  \hspace{1cm} (74)

$$T_q = \begin{pmatrix} \mathcal{L}_q - i\kappa_q & \mathcal{M}_q \\ -\mathcal{M}_q^* & -\mathcal{L}_q - i\kappa_q \end{pmatrix},$$  \hspace{1cm} (75)

$$\hat{Q} = -\frac{i}{2} \sum_q \bar{a}_q^i \begin{pmatrix} -\dot{\mathcal{N}}_q & \dot{\mathcal{N}}^*_q \\ -\mathcal{N}^*_q & -\mathcal{N}_q \end{pmatrix} \begin{pmatrix} O \\ W_q W_q^{-1} \end{pmatrix} \begin{pmatrix} O \\ W_q W_q^{-1} \end{pmatrix}^\dagger \xi^j_q,$$  \hspace{1cm} (76)

The two parameters, $\gamma_q$ and $\eta_q$, are given by the other parameters, corresponding to Eq. (39),

$$\gamma_q = (1 + 2n_q)\kappa_q + 2 \text{Im} (\mathcal{M}_q^* m_q),$$  \hspace{1cm} (77)

$$\eta_q = (1 + 2n_q)\mathcal{M}_q + 2(\mathcal{L}_q - i\kappa_q)m_q.$$  \hspace{1cm} (78)

Note that $W_q$, which represents the usual Bogoliubov transformation in equilibrium, depends on time in nonequilibrium, although a stationary condensate is assumed. The time-dependence of $W$ is not dealt with as a counter term, but by introducing the TDCS, as described in Sec. 3. Namely, the time-dependent BdG equations in Eq. (48) are extended to

$$i \frac{d}{dt} W_q^{-1} = T_q W_q^{-1},$$  \hspace{1cm} (79)

$$-i \frac{d}{dt} W_q = W_q T_q.$$  \hspace{1cm} (80)
We define the counter Hamiltonian $\delta H$ as

$$\delta H = \hat{H}_\xi - H_0$$

$$= \frac{1}{2} \sum_q \tilde{a}_q^i \begin{pmatrix} \delta \mathcal{L}_q - i\gamma_q & \eta_q \\ -\eta_q^* & -\delta \mathcal{L}_q - i\gamma_q \end{pmatrix} \begin{pmatrix} \eta_q^* \\ -\eta_q \end{pmatrix} + \frac{1}{2} \sum_q \tilde{g}_q \left[ W_q \delta T_q W_q^{-1} \right] \mathcal{X}_q$$

where

$$\delta \mathcal{L}_q = \mathcal{L}_q - (\varepsilon_q + gn_c), \quad \delta \mathcal{M}_q = \mathcal{M}_q - gn_c$$

$$\delta T_q = \begin{pmatrix} \delta \mathcal{L}_q - i\kappa_q & \delta \mathcal{M}_q \\ -\delta \mathcal{M}_q^* & -\delta \mathcal{L}_q - i\kappa_q \end{pmatrix}$$

$$\mathcal{X}_q = \begin{pmatrix} 2i \text{Im}(m_q gn_c) \\ (i + 2m_q)gn_c + 2m_q^2(\varepsilon_q + gn_c) \end{pmatrix}$$

6. Feynman method and self-energy

The interaction picture of nonequilibrium TFD is formulated using the unperturbed Hamiltonian $\hat{H}_\alpha$ in Eqs. (73) – (77) using Eq. (81) and perturbed Hamiltonian $\hat{H}_I$,

$$\hat{H} = \hat{H}_\alpha + \hat{H}_I,$$

$$\hat{H}_I = \hat{H}_{\text{int}} - \delta \hat{H} + \hat{Q}.$$ We take $B$ in the $\alpha = 1$ representation [19], and can thus make use of the Feynman diagram method in calculating the full propagators [29]. The full propagator of the $a$-operator, defined by $G^{ij}_q(t_1, t_2)\delta_{qq'} = -i \langle 0 | T [a^{ij}_q(t_1) a^{ij*}_q(t_2)] \delta_{qq'} | 0 \rangle$, can be obtained by calculating the formula,

$$G^{ij}_q(t_1, t_2)\delta_{qq'} = -i \langle 0 | T [\tilde{S} a^{ij}_q(t_1) a^{ij*}_q(t_2)] \delta_{qq'} | 0 \rangle$$

where $\tilde{S} = U(\alpha)$ is the S-matrix operator corresponding to the perturbed Hamiltonian $\hat{H}_I$ (see the sentences below Eq. (13)). The unperturbed propagator of $a$-operator is

$$\Delta^{ij}_q(t_1, t_2)\delta_{qq'} = -i \langle 0 | T [a^{ij}_q(t_1) a^{ij*}_q(t_2)] \delta_{qq'} | 0 \rangle.$$

Now that the Feynman diagram method is available, the self-energy is denoted by $\Sigma^{ij}_q$ and the Dyson equation reads as

$$G^{ij}_q(t_1, t_2) = \Delta^{ij}_q(t_1, t_2) + \int ds_1 ds_2 \Delta^{ij}_{q'}(t_1, s_1) \Sigma^{ij'}_{q'}(s_1, s_2) G^{ij'}_{q'}(s_2, t_2).$$

Similar arguments can be repeated for the full and unperturbed propagators of the $\xi$-operator, which is defined by

$$g^{ij}_q(t_1, t_2)\delta_{qq'} = -i \langle 0 | T [\xi^{ij}_q(t_1) \xi^{ij*}_q(t_2)] \delta_{qq'} | 0 \rangle,$$

$$d^{ij}_q(t_1, t_2)\delta_{qq'} = -i \langle 0 | T [\chi^{ij}_q(t_1) \chi^{ij*}_q(t_2)] \delta_{qq'} | 0 \rangle.$$
The latter is explicitly
\[ d_{ij}^q(t_1, t_2) = \begin{bmatrix} -i\theta(t_1 - t_2)I & 0 \\ O & i\theta(t_2 - t_1)I \end{bmatrix} . \] (94)

We should remark that \( \xi^i(t) \) is independent of \( t \), as in Eq. (49), whereas \( t \) is necessary for arranging the operators in order of time. The Dyson equation is
\[ g_q^{ij}(t_1, t_2) = d_{ij}^q(t_1, t_2) + \int ds_1 ds_2 d_{ij}^{s_1 s_2} S_q^{ij}(s_1, s_2) g_q^{s_1 s_2}(s_2, t_2) , \] (95)
where \( S_q^{ij} \) is the self-energy of the \( \xi \)-operator.

The propagators \( G_q^{ij} \) and \( \Delta_q^{ij} \) are related to \( g_q^{ij} \) and \( d_q^{ij} \) through the Bogoliubov transformation (62) as
\[ g_q^{ij}(t_1, t_2) = B_q^{ij}(t_1)G_q^{ij}(t_1, t_2)B_q^{-1,j'j}(t_2) , \] (96)
\[ d_q^{ij}(t_1, t_2) = B_q^{ij}(t_1)\Delta_q^{ij}(t_1, t_2)B_q^{-1,j'j}(t_2) . \] (97)

From these relations and the Dyson equations above, we obtain
\[ S_q^{ij}(t_1, t_2) = B_q^{ij}(t_1)\Sigma_q^{ij}(t_1, t_2)B_q^{-1,j'j}(t_2) . \] (98)

The lowest-order contributions of the thermal counter term \( \tilde{Q} \) in Eq. (77) and the counter Hamiltonian \( \delta\tilde{H} \) in Eq. (83) to the self-energies are calculated as
\[ S_{\tilde{Q},q}^{ij}(t_1, t_2) = -i \begin{bmatrix} O & W_q \tilde{N}_q W_q^+ \\ O & 0 \end{bmatrix}^{ij}_{t_1} \delta(t_1 - t_2) , \] (99)
\[ S_{\delta\tilde{H},q}^{ij}(t_1, t_2) = \begin{bmatrix} W_q \delta T_q W_q^{-1} & W_q \tilde{X}_q W_q^+ \\ W_q^{-1,\delta T_q W_q^+} & 0 \end{bmatrix}^{ij}_{t_1} \delta(t_1 - t_2) . \] (100)

The loop contributions of the self-energies can be calculated according to a Feynman diagram approach. The unperturbed propagators are \( 4 \times 4 \)-matrices, and thus the calculations are complicated and lengthy. The use of a tensor form, which was developed for the \( 2 \times 2 \) TFD formulation in Ref. [34] and was also used for condensate systems in Ref. [20], is extremely helpful in calculating the loop contributions of the full propagators and self-energies in a systematic and concise manner. Although the present calculations need a four-component tensor, the rules of the tensor calculus are essentially independent of the number of tensor components, the details of which are found in Refs. [34, 20]. Because the explicit forms of the calculated loop self-energies are not important in our discussions below, herein we give only examples of \( \Sigma_{\text{int},q}^{ij} \) and \( S_{\text{int},q}^{ij} \), i.e., one-loop contributions, which originate from the cubic terms in \( \tilde{H}_{\text{int}} \),
\[ \Sigma_{\text{int},q}^{ij}(t_1, t_2) = \frac{2ig^2 n_e}{V} \sum_{i_1, i_2} \sum_{q_1, q_2} \delta_{q, q_1 + q_2} \times \{ (C_3 B_{q_1}^{-1})^{i_1 i_2} B_{q_2}^{-1,i_1} + (C_3 B_{q_1}^{-1})^{i_1 i_2} (C_3 B_{q_1}^{-1})^{i_2 i_1} + (C_3 B_{q_1}^{-1})^{i_1 i_2} (C_3 B_{q_2}^{-1})^{i_2 i_1} \} t_1 \times d_q^{i_1 i_2}(t_1, t_2) d_q^{i_2 i_1}(t_1, t_2) \times \{ (B_{q_1} C_3)^{i_1 i_2} B_{q_2}^{i_2 i_1} - (B_{q_2} C_3)^{i_1 i_2} B_{q_1}^{i_2 i_1} - (B_{q_1} C_3)^{i_1 i_2} (B_{q_2} C_3)^{i_2 i_1} \} t_2 . \] (101)
The symbol $C_{\ell_1 \ell_2}$ stands for $(\tau_{\ell_1} \otimes \sigma_{\ell_2})$, where $\tau_{\ell}$ and $\sigma_{\ell}$ ($\ell = 1, 2, 3$) are the Pauli matrices, and $\sigma_0$ and $\sigma_3$ are the unit matrices, which are explicitly written as

$$
C_{11} = \begin{bmatrix} O & \sigma_1 \\ \sigma_1 & O \end{bmatrix}, \quad C_{03} = \begin{bmatrix} \sigma_3 & O \\ O & \sigma_3 \end{bmatrix}, \quad C_{33} = \begin{bmatrix} \sigma_3 & O \\ O & -\sigma_3 \end{bmatrix}.
$$

From Eq. (98), we obtain

$$
S_{ij}^{\tau}(t_1, t_2) = \frac{2|q|^2 \hbar e}{V} \sum_{i_1, i_2, i_1', i_2'} \sum_{q_1, q_2} \delta_{q, q_1 + q_2} B_{q}^{ij}(t_1) \times \left\{ (C_{03} B_{q_1}^{-1})^{i_1} B_{q_2}^{-1} i_2 (C_{11} B_{q_2}^{-1})^{i_1'} i_2' + (C_{11} B_{q_1}^{-1})^{i_1} (C_{03} B_{q_2}^{-1})^{i_1'} i_2 \right\}_{t_1} 
\times d_{q_1}^{i_1}(t_1, t_2) d_{q_2}^{i_2}(t_1, t_2) 
\times \left\{ (B_{q_1} C_{33})^{i_1} B_{q_2}^{i_2} - (B_{q_1} C_{33})^{i_1'} B_{q_2} C_{11} + (B_{q_1} C_{11})^{i_1'} B_{q_2} C_{33} \right\}_{t_2} 
\times B^{-1, i_1'}(t_2).
$$

In summary, the self-energy $S_q^{ij}(t_1, t_2)$ is a sum of the loop and counter term contributions,

$$
S_q^{ij}(t_1, t_2) = S_q^{ij}(t_1, t_2) + S_q^{ij}(t_1, t_2) + S_q^{ij}(t_1, t_2),
$$

and its matrix elements satisfy the following relations. The tilde transformation gives $\{a_{H,q}^{ij}(t)\}^\dagger = C_{01}^{ii'} a_{H,q}^{ij}(t)$, $\{\bar{a}_{H,q}^{ij}(t)\}^\dagger = \bar{a}_{H,q}^{ij}(t) C_{01}^{jj'}$, and

$$
S_q^{*ij}(t_1, t_2) = -C_{01}^{ii'} S_q^{ij}(t_1, t_2) C_{01}^{jj'}.
$$

Furthermore, the quartets $a_{H,q}^{ij}$ and $\bar{a}_{H,q}^{ij}$ are related to each other, as can be seen from their definitions, $a_{H,-q}^{ii'}(t) = -i e q_{21} a_{H,-q}^{ii'}(t)$ and $\bar{a}_{H,q}^{ij}(t) = -i a_{H,-q}^{ij}(t) C_{21}^{ij}$, which derive the following relation.

$$
S_q^{ij}(t_1, t_2) = -C_{21}^{ii'} S_q^{*ij}(t_2, t_1) C_{21}^{jj'}.
$$

7. Renormalization condition

We impose the renormalization condition onto the on-shell self-energy. In Refs. [23, 24], we proposed an on-shell self-energy for time-dependent energy eigenvalues in nonequilibrium TFD. However, we renormalized only a part of the matrix elements of the on-shell self-energy. Extending the previous prescriptions, we propose renormalization conditions on all elements of the on-shell self-energy in the present $4 \times 4$ formulation.

In zero-temperature and finite-temperature quantum field theory with a time translational symmetry, the self-energies and propagators are two-variables functions that are not dependent on the two times, $t_1$ and $t_2$, individually, and are dependent only on the relative time $\tau = t_1 - t_2$. Subsequently, the on-shell is naturally introduced through the Fourier transformation of $\tau$ as

$$
\tilde{S} = \int_{-\infty}^{\infty} d\tau \ S(\tau) \ e^{i\omega \tau},
$$
with the renormalized energy $\omega$. Note that the factor $e^{i\omega \tau}$ is considered to originate from the time-dependence of the operator that annihilates the vacuum. In defining the on-shell state for systems in nonequilibrium TFD without a time translational symmetry and with time-dependent renormalized energy, we required a thermal causality in which the macroscopic time-dependent quantities such as $n_q(t)$ and $m_q(t)$ affect the microscopic motions only in the future but not in the past [23, 24]. To comfort the thermal causality, the time integration in the self-energy has been divided into the retarded and advanced parts as

$$S[z; t] = \int_0^\infty d\tau S(t, t - \tau) e^{i\int_0^\tau dz(s)} + \int_{-\infty}^0 d\tau S(t + \tau, t) e^{i\int_{-\tau}^0 dz(s)},$$

(108)
which is a functional depending on a function $z(t)$. In Refs. [23, 24], the on-shell self-energy was defined by setting $z(t) = \omega(t)$ as $S[\omega; t]$, which reduces to Eq. (107) within the equilibrium limit.

In the present formulation, because the $\xi$-operator is time-independent owing to TDCS, as in Eq. (49), we propose an on-shell self-energy defined by the obvious choice of $z(t) = 0$,

$$\bar{S}_q^{ij}(t) = \int_0^\infty d\tau S_q^{ij}(t, t - \tau) + \int_{-\infty}^0 d\tau S_q^{ij}(t + \tau, t).$$

(109)
Here and below, we write the momentum index $q$ simply as $q$ because it is a function of $q$. Notations of the functionals for retarded and advanced parts, respectively, are introduced, as in Ref. [23],

$$\bar{S}_q^{+ij}(t) = \int_0^\infty d\tau S_q^{+ij}(t, t - \tau), \quad \bar{S}_q^{-ij}(t) = \int_{-\infty}^0 d\tau S_q^{-ij}(t + \tau, t).$$

(110)
This and Eqs. (105) and (106) yield

$$S_q^{+11}(t) = -(S_q^{+22}(t))^* = (S_q^{-33}(t))^* = -S_q^{-44}(t),$$

(111)
$$S_q^{+12}(t) = -(S_q^{+21}(t))^* = -S_q^{-34}(t) = (S_q^{-43}(t))^*,$$

(112)
$$S_q^{+13}(t) = -(S_q^{+24}(t))^* = -(S_q^{-13}(t))^* = S_q^{+24}(t),$$

(113)
$$S_q^{+14}(t) = -(S_q^{+34}(t))^* = \bar{S}_q^{+14}(t) = -(S_q^{-23}(t))^*,$$

(114)
and we rewrite Eq. (109) as

$$S_q^{ij}(t) = \begin{pmatrix}
S_q^{+11}(t) & S_q^{+12}(t) & 2i \text{Im} S_q^{+13}(t) & 2S_q^{+14}(t) \\
 -(S_q^{+12}(t))^* & -(S_q^{+11}(t))^* & -2(S_q^{-+14}(t))^* & 2i \text{Im} S_q^{-+13}(t) \\
(S_q^{+13}(t))^* & (S_q^{+14}(t))^* & -S_q^{+12}(t) & S_q^{+11}(t) \\
(S_q^{+14}(t))^* & (S_q^{+13}(t))^* & -S_q^{+11}(t) & S_q^{+11}(t)
\end{pmatrix}. $$

(115)
It can be clearly seen that the on-shell self-energy consists of seven independent real functions: $S_q^{+11}(t)$, $S_q^{+12}(t)$, $S_q^{+14}(t)$, and $\text{Im} S_q^{+13}(t)$. 

We now propose the renormalization condition as

$$S_q^i(t) = 0,$$  \hspace{1cm} (116)

which is equivalent to the seven equations,

$$\text{Im} S_q^{+13}(t) = S_q^{-11}(t) = S_q^{-1,12}(t) = S_q^{-1,14}(t) = 0.$$  \hspace{1cm} (117)

Recall that the counter terms have only seven real parameters, i.e., three real functions $\delta\mathcal{L}_q$, $\kappa_q$, $\delta M_q$, $\delta H_q$, $\delta M_q$. We emphasize that the renormalization condition in Eq. (116) is a necessary and sufficient condition to determine these seven parameters.

The on-shell of Eq. (104) is

$$\tilde{S}_q(t) = \tilde{S}_q(t) + \tilde{S}_{Q,q}(t) + \tilde{S}_{\delta H,q}(t),$$  \hspace{1cm} (118)

where

$$\tilde{S}_{Q,q}^{ij}(t) = -i \left[ \begin{array} {cc} O & W_q N_q W_q^\dagger \\ O & O \end{array} \right] t,$$  \hspace{1cm} (119)

$$\tilde{S}_{\delta H,q}(t) = \left[ \begin{array} {cc} W_q^\dagger \delta T_q W_q & W_q^\dagger N_q W_q^\dagger \\ W_q^\dagger \delta T_q^\dagger W_q^\dagger & W_q^\dagger \delta T_q^\dagger W_q^\dagger \end{array} \right] t,$$  \hspace{1cm} (120)

with the definitions of Eqs. (66) and (84)–(86). The renormalization condition in Eq. (116) implies

$$\delta T(t) = -W_q^{-1}(t) \left( \begin{array} {cc} S_{\text{int},q}^{+11}(t) & S_{\text{int},q}^{+12}(t) \\ S_{\text{int},q}^{+11}(t)^* & S_{\text{int},q}^{+12}(t)^* \end{array} \right) W_q(t),$$  \hspace{1cm} (121)

and

$$\dot{N}_q(t) = -2iW_q^{-1}(t) \left( i \text{Im} \tilde{S}_{\text{int},q}^{+13}(t) - \tilde{S}_{\text{int},q}^{+14}(t) \right) W_q^{-1}(t) - i\mathcal{X}_q(t).$$  \hspace{1cm} (122)

Decomposing the matrices, we finally obtain

$$\delta\mathcal{L}_q = 2 \text{Re} \left[ c_q s_q \tilde{S}_{\text{int},q}^{+1,12} \right] - \left( |c_q|^2 + |s_q|^2 \right) \text{Re} \tilde{S}_{\text{int},q}^{+11},$$  \hspace{1cm} (123)

$$\kappa_q = \text{Im} \tilde{S}_{\text{int},q}^{+11},$$  \hspace{1cm} (124)

$$\delta M_q = 2c_q s_q^* \text{Re} \tilde{S}_{\text{int},q}^{+11} - c_q^2 s_q^* \text{Re} \tilde{S}_{\text{int},q}^{+12} + \left( s_q^2 \tilde{S}_{\text{int},q}^{+12} \right)^*,$$  \hspace{1cm} (125)

$$\dot{n}_q = 2 \left( |c_q|^2 + |s_q|^2 \right) \text{Im} \tilde{S}_{\text{int},q}^{+13} + 4 \text{Im} \left[ c_q s_q \tilde{S}_{\text{int},q}^{+14} \right] + 2 \text{Im} [m_q g n_c],$$  \hspace{1cm} (126)

$$\dot{m}_q = 4c_q s_q^* \text{Im} \tilde{S}_{\text{int},q}^{+13} - 2ic_q^2 \tilde{S}_{\text{int},q}^{+14} + 2i \left( s_q^2 \tilde{S}_{\text{int},q}^{+14} \right)^* + i(1 + 2n_q)g n_c + 2i m_q (\varepsilon_q + g n_c).$$  \hspace{1cm} (127)

In this way, the last two equations, i.e., the quantum transport equations for normal and anomalous density distributions, are derived. Equations (123) and (125) represent the energy shift. As an important result, $\kappa_q$, which represents the thermal instability whose inverse is a measure of the relaxation time to equilibrium, is also determined through the renormalization.
8. Conclusion and summary

In this paper, we have constructed a consistent TFD formulation for a nonequilibrium quantum field system of a homogeneous BEC associated with an SSB. To handle such thermal situations, in the unperturbed hat Hamiltonian $\hat{H}_a$, we need phase symmetry-breaking terms such as $a\tilde{a}$, in addition to the cross-terms between non-tilde and tilded operators such as $a\tilde{a}$. Thus, the general thermal Bogoliubov transformation used to relate $a$-operators with $\xi$-operators that define the thermal vacua and diagonalize $\hat{H}_a$ is represented using a $4\times4$-matrix. We require the minimal conditions on a bilinear $\hat{H}_a$, through Eqs. (13) and (14), related to the tilde conjugation and the $\alpha=1$ representation, respectively. It was shown that there are seven independent real parameters in $\hat{H}_a$. The self-energy $4\times4$-matrix of the loop and counter term contributions can be calculated according to the Feynman diagram method. A crucial step in this study is the use of the time-dependent BdG equation, which makes the thermal quasiparticle operators time-independent such that the on-shell part of the self-energy can be defined without ambiguity. The renormalization conditions in Eq. (116), implying that the entire on-shell self-energy should vanish, yield seven independent equations to determine the seven parameters in $\hat{H}_a$ without excess or deficiency, as in Eqs. (123)–(127). Two of these are the quantum transport equations. The others fix the five parameters of the time-dependent BdG equations, corresponding to the energy shift and the thermal instability.

We have treated similar nonequilibrium systems of BEC within TFD [20, 22]. We then assumed sequential $2\times2$ transformations, usual and thermal, instead of a general $4\times4$ transformation. It can be shown that the $4\times4$ transformation obtained in this study can also be put into a form of two sequential $2\times2$ transformations. On the other hand, the unperturbed hat Hamiltonians in Refs. [20, 22] differ from the unperturbed hat Hamiltonian in this study in such a manner that the parameter of the thermal instability $\kappa$ vanishes for the former, but does not vanish for the latter. The difference is as follows: In previous studies, an intermediate quasi-particle operator, say $a$-operator, a $b$-operator, was introduced and two-step transformations, $\xi = B_{\text{thermal}}b, \quad b = B_{\text{usual}}a, \quad B_{\text{thermal}}B_{\text{usual}} = B$. (128)

were performed. Finally, the unperturbed hat Hamiltonian was required to be diagonal in $b$-operators, which constrained $\kappa = 0$. The presence of $\kappa$, which makes the unprepared Hamiltonian non-Hermitian [see Eq. (45)], may become a major obstacle to conventional quantum field theory, whereas nonequilibrium TFD can take it in without a contradiction.

The derivation of the quantum transport equations in this paper remains formal. We presented only one-loop self-energy in Eq. (101). However, the equations have not yet been analyzed numerically. In addition, the role of $\kappa$ in the transport equations should be clarified. These remain as future tasks.

The study with several restrictions in this paper is the first step of a general $4\times4$ formulation. The restrictions can be lifted in the following way. We assumed a system with a homogeneous and stationary condensate, for which the momentum is a good quantum number and the unperturbed hat Hamiltonian is given as a simple sum of that of a single mode. In principle, it is not difficult to extend it to a system with an inhomogeneous and non-stationary condensate. The basic ideas are presented in Refs. [20, 22, 24]. In addition, we considered only non-zero real $\omega$, defined just below Eq. (44) and after
Eq. (40). In the case of a complex $\omega$, implying dynamical instability of the condensate, the bilinear Hamiltonian cannot be diagonalized by any particle operator with a bosonic commutation relation even at zero temperature [35]. In case of a vanishing $\omega$, $T$ is also non-diagonalizable [36, 37, 38]. An important example is the Nambu–Goldstone mode [39, 40] in the SSB, which has typically been neglected as a Bogoliubov approximation [1] for homogeneous systems. We considered inhomogeneous, finite systems, for which the zero mode appears as a discrete level and the Bogoliubov approximation is inapplicable, and proposed a formulation beyond the Bogoliubov approximation at zero temperature [27]. The development of the $4 \times 4$-matrix formulation of nonequilibrium TFD for a dynamically unstable system and for inhomogeneous system with a discrete Nambu–Goldstone mode will be a challenge.
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