Abstract—We address the problem of structured covariance matrix estimation for radar space-time adaptive processing (STAP). A priori knowledge of the interference environment has been exploited in many previous works to enable accurate estimators even when training is not generous. Specifically, recent work has shown that employing practical constraints such as the rank of clutter subspace and the condition number of disturbance covariance leads to powerful estimators that have closed form solutions. While rank and the condition number are very effective constraints, often practical non-idealities makes it difficult for them to be known precisely using physical models. Therefore, we propose a robust covariance estimation method for radar STAP via an expected likelihood (EL) approach. We analyze covariance estimation algorithms under three cases of imperfect constraints: 1) a rank constraint, 2) both rank and noise power constraints, and 3) condition number constraint. In each case, we formulate precise constraint determination as an optimization problem using the EL criterion. For each of the three cases, we derive new analytical results which allow for computationally efficient, practical ways of setting these constraints. In particular, we prove formally that both the rank and condition number as determined by the EL criterion are unique. Through experimental results from a simulation model and the KASSPER data set, we show the estimator with optimal constraints obtained by the EL approach outperforms state of the art alternatives.
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I. INTRODUCTION

Radar systems using multiple antenna elements and processing multiple pulses are widely used in modern radar signal processing since it helps overcome the directivity and resolution limits of a single sensor. Joint adaptive processing in the spatial and temporal domains for the radar systems, called space-time adaptive processing (STAP) [1]–[3], enables suppression of interfering signals as well as preservation of gain on the desired signal. Interference statistics, in particular the covariance matrix of the disturbance, which must be estimated from secondary training samples in practice, play a critical role on the success of STAP. To obtain a reliable estimate of the disturbance covariance matrix, a large number of homogeneous training samples are necessary. This gives rise to a compelling challenge for radar STAP because such generous homogeneous (target free) training is generally not available in practice [4].

Much recent research for radar STAP has been developed to overcome this practical limitation of generous homogeneous training. Specifically, the knowledge-based processing which uses a priori information about the interference environment is widely referred in the literature [5], [6] and has merit in the regime of limited training data. These techniques include intelligent training selection [5] and the spatio-temporal degrees of freedom reduction [6]–[8]. In addition, covariance matrix estimation techniques that enforce and exploit a particular structure have been pursued as one approach of these methods. Examples of structure include persymmetry [9], Toeplitz structure [10]–[12], circulant structure [13], eigenstructure [14]–[16]. In particular, the fast maximum likelihood (FML) method [14] which enforces a special eigenstructure that the disturbance covariance matrix represents a scaled identity matrix plus a rank deficient and positive semidefinite clutter component also falls in this category and is shown to be the most competitive technique experimentally.

Previous works, notably in statistics [17], [18] (and references therein) have considered factor analysis approaches for incorporating rank information in ML estimation. Recently, Kang et al. [15] have developed extensions based on convex optimization approaches and furnished closed forms for rank constrained ML (RCML) estimation in practical radar STAP. Crucially, Kang et al. show that rank of the clutter covariance if exactly known and incorporated, enables much higher normalized SINR and detection performance over the state-of-the-art, particularly FML, even under limited training.

Aubry et al. [16] also improve upon the FML by exploiting a practical constraint inspired by physical radar environment, specifically the eigenstructure of the disturbance covariance matrix. They employed a condition number of the interference covariance matrix as well as the structural constraint used in the FML. Though the initial optimization problem is non-convex, the estimation problem is reduced to a convex optimization problem.

In [15], the authors assume the rank of the clutter is given by Brennan rule [19] under ideal conditions. However, in practice (under non-ideal conditions) the clutter rank departs from the Brennan rule prediction due to antenna errors and internal clutter motion. In this case, the rank is not known precisely and needs to be determined before using the RCML estimator. Determination of the number of signals in a measurement record is a classical eigenvalue problem, which has received considerable attention in the past 60 years. It is important to note that the problem does not have a simple and unique solution. Consequently, a number of techniques have been developed to address this problem [18], [20]–[23]. The problem of rank estimation using the knowledge aided sensor
signal processing and expert reasoning (KASSPER) data [24] was also studied in [25] for the time varying multichannel autoregressive model, that provides an approximation to the spectral properties underlying the clutter phenomenon. A detailed comparison of the approach adopted here with that of [25] is beyond the scope of this paper. The condition number is also rarely known precisely, in fact Aubry et al. [16] employ an ML estimate of the condition number.

Expected likelihood (EL) approach [26] has been proposed to determine a regularization parameter based on the statistical invariance property of the likelihood ratio (LR) values. Specifically, the probability density function (pdf) of LR values for the true covariance matrix depends on only the number of training samples (K) and the dimension of the true covariance matrix (N), not the true covariance itself under a Gaussian assumption on the observations. This statistical independence of LR values on the true covariance itself enables pre-calculation of LR values even though the true covariance is unknown. Finally, the regularization parameters are selected so that the LR value of the estimate agrees as closely as possible with the median LR value determined via its pre-characterized pdf.

Contributions: In view of the aforementioned observations, we develop covariance estimation methods which automatically and adaptively determine the values of practical constraints via an expected likelihood approach for practical radar STAP. Our main contributions are outlined below.

- **Fast Algorithms for adaptively determining practical constraints**: We propose methods to select practical constraints employed in the optimization problems for covariance estimation in radar STAP using the expected likelihood approach. The proposed methods guide the selection of the constraints via the expected likelihood criteria when they are imperfectly known. We consider three different cases of the constraints in this paper: 1) the clutter rank constraint, 2) jointly the rank and the noise power constraints, and 3) the condition number constraint.

- **Analytical results with formal proofs**: For each case mentioned above, we derive new analytical results. We first formally prove that the rank selection problem based on the expected likelihood approach has a unique solution. This guarantees there is only one rank which is the best (global optimal) rank in the sense of the EL approach. Second, we derive a closed-form solution of the optimal noise power for a given rank, which means we do not need iterative or numerical methods to find the optimal noise power, which in turn enables fast implementation. Finally, we also prove there exists a unique optimal condition number for the condition number selection criterion via the EL approach.

- **Experimental Results through simulated model and the KASSPER data set**: Experimental investigation on a simulation model and on the KASSPER data set shows that the proposed methods for three different cases outperform alternatives such as the FML, leading rank selection methods in radar literature and statistics, and the ML estimation of the condition number constraint with respect to the normalized output SINR.

The rest of the paper is organized as follows. Section II briefly reviews the previous structured covariance estimation methods including the rank constrained ML estimator and the condition number constrained ML estimator and the expected likelihood approach. Constraint selection problems via the EL approach and their corresponding solutions are provided in Section III. Section IV performs experimental validation wherein we report the performance of the proposed method and compare it against existing methods in terms of normalized output SINR on both the simulation model and the KASSPER data set. Section V concludes the paper.

II. BACKGROUND

In this section, we briefly provide a review of related structured covariance estimation algorithms and the expected likelihood criterion which can be useful in estimating parameters/constraints.

A. Rank Constrained ML estimation

It has been shown [15] that the rank can be employed into the optimization problem in a tractable manner and the RCMLE estimator is the best STAP estimator when the rank is accurately predicted by the Brennan rule. The initial non-convex optimization problem for the rank constrained ML estimation is given by

$$
\begin{align*}
\max_{R} & \quad f(\mathbf{Z}) = \frac{1}{\pi \sigma^4 |\mathbf{R}|} \exp(-\text{tr}\{\mathbf{Z}^H \mathbf{R}^{-1} \mathbf{Z}\}) \\
\text{s.t.} & \quad \mathbf{R} = \sigma^2 \mathbf{I} + \mathbf{R}_c \\
& \quad \text{rank}(\mathbf{R}_c) = r \\
& \quad \mathbf{R}_c \succeq 0
\end{align*}
$$

Rank constrained ML estimation has been studied in statistics [17] and in the radar signal processing literature [15]. In particular, the closed form estimator when the radar noise floor is known is given by [15]

$$
\mathbf{R}^* = \sigma^2 \mathbf{X}^{-1} = \sigma^2 \mathbf{V} \Lambda^* \mathbf{V}^H
$$

where \( \mathbf{V} \) is the eigenvector matrix of the sample covariance matrix \( \mathbf{S} \) and \( \Lambda^* \) is a diagonal matrix with diagonal entries \( \lambda^*_i \) which is given by

$$
\lambda^*_i = \begin{cases} 
\min\left(1, \frac{1}{\bar{d}_i}\right) & \text{for } i = 1, 2, \ldots, r \\
1 & \text{for } i = r + 1, r + 2, \ldots, N
\end{cases}
$$

where \( \bar{d}_i \)'s are the eigenvalues of the normalized sample covariance and \( r \) is the clutter rank. Note that the ML solution of the eigenvalue is a function of the rank \( r \) and \( \bar{d}_i \)'s.

B. Condition Number constrained ML estimation

Aubry et al. proposed the method of a structured covariance matrix under a condition number upper-bound constraint [16].
The initial non-convex optimization problem is
\[
\max_{\mathbf{R}} f(\mathbf{Z}) = \frac{1}{\pi N^{1/2}} \exp(- \text{tr}(\mathbf{Z}^H \mathbf{R}^{-1} \mathbf{Z}))
\]
\[
\begin{align*}
\mathbf{R} &= \sigma^2 \mathbf{I} + \mathbf{R}_c \\
\lambda_{\text{max}}(\mathbf{R}) &\leq K_{\text{max}} \\
\mathbf{R}_c &\geq 0 \\
\sigma^2 &> c
\end{align*}
\]
(4)

The authors showed that the optimization problem falls within the class of MAXDET problems [28], [29] and developed an efficient procedure for its solution in closed form which is given by
\[
\mathbf{R}^* = \mathbf{V} \Lambda^* \mathbf{V}^H
\]
(5)

where
\[
\Lambda^* = \text{diag} \left( \Lambda^*(\bar{u}) \right)
\]
(6)

\[\bar{u} = \left[ \lambda_1^*(\bar{u}), \ldots, \lambda_N^*(\bar{u}) \right] \]

\[
\lambda_i^*(\bar{u}) = \min \left( \min(K_{\text{max}} \bar{u}, 1), \max(\bar{u}, 1/d_i) \right)
\]
(7)

\[d_i \leq 1, \text{ and }
\]

\[
G_i(u) = \left\{ \begin{array}{ll}
\log K_{\text{max}} - \log u + K_{\text{max}} d_i u & 0 < u \leq \frac{1}{K_{\text{max}}} \\
\log d_i + 1 & \frac{1}{d_i} \leq u \leq 1
\end{array} \right.
\]
(8)

for \(d_i \leq 1\), and

\[
G_i(u) = \left\{ \begin{array}{ll}
\log K_{\text{max}} - \log u + K_{\text{max}} d_i u & 0 < u \leq \frac{1}{K_{\text{max}}} \\
\log \frac{1}{d_i} + 1 & \frac{1}{d_i} \leq u \leq 1
\end{array} \right.
\]
(9)

for \(d_i > 1\). Similar to the RCML estimator, the ML solution is a function of \(d_i\)'s and the condition number \(K_{\text{max}}\).

### C. Expected Likelihood Approach

Abramovich et al. [26] proposed an approach called the expected likelihood (EL) method which develops a new criterion for selection of parameters such as the loading factor based on direct likelihood matching. Expected likelihood approach is motivated by invariance properties of the likelihood ratio (LR) value which is given by

\[
\text{LR}(\mathbf{R}, \mathbf{Z}) = \frac{|\mathbf{R}_0^{-1} \mathbf{Z} \exp N|}{\exp \left\{ \text{tr}(\mathbf{R}_0^{-1} \mathbf{S}^H) \right\}}
\]
(10)

under a Gaussian assumption on the observations, \(z_i\)'s. Furthermore, the unconstrained ML solution \(\mathbf{S}\) has the LR value of 1. That is,

\[
\max_{\mathbf{R}} \text{LR}(\mathbf{R}, \mathbf{Z}) = \text{LR}(\mathbf{S}, \mathbf{Z}) = 1
\]
(13)

However, as shown in [26] the LR values of the true covariance matrix \(\mathbf{R}_0\) are much lower than that of the ML solution \(\mathbf{S}\). Therefore, it seems natural to replace the ML estimate by one that generates LR values consistent with what is expected for the true covariance matrix. More importantly, Abramovich et al. showed [26] that the pdf of the LR for the true covariance matrix, which is given by

\[
\text{LR}(\mathbf{R}_0, \mathbf{Z}) = \frac{|\mathbf{R}_0^{-1} \mathbf{Z} \exp N|}{\exp \left\{ \text{tr}(\mathbf{R}_0^{-1} \mathbf{S}) \right\}}
\]
(14)

\[
= \frac{|\mathbf{R}_0^{-1/2} \mathbf{S} \mathbf{R}_0^{-1/2} \exp N|}{\exp \left\{ \text{tr}(\mathbf{R}_0^{-1/2} \mathbf{S} \mathbf{R}_0^{-1/2}) \right\}}
\]
(15)

does not depend on the true covariance itself since

\[
\mathbf{C} \equiv N \mathbf{R}_0^{-1/2} \mathbf{S} \mathbf{R}_0^{-1/2} = CV(K, N, I)
\]
(16)

where \(CV\) represents complex Wishart distribution which is determined entirely by \(K\) and \(N\) and does not need \(\mathbf{R}_0\). Therefore, the pdf of LR values for the true covariance matrix can be precalculated for given \(K\) and \(N\) and indeed the moments of distribution of the LR values were derived by Abramovich et al. in their paper [25].

Based on the invariance of the pdf of LR values, the EL approach can be used to determine values of parameters in estimation problems. For instance, the EL estimator for a diagonally loaded SMI technique under homogeneous interference training conditions and fluctuating target with known power is given by [26]

\[
\mathbf{R}_{\text{LSMI}} = \hat{\beta} \mathbf{I} + \mathbf{S}
\]
(17)

where

\[
\hat{\beta} = \text{arg} \min_{\beta} \left\{ \frac{|(\beta \mathbf{I} + \mathbf{S})^{-1} \mathbf{S} \exp N|}{\exp \left\{ \text{tr}((\beta \mathbf{I} + \mathbf{S})^{-1} \mathbf{S}) \right\}} \right\} = \text{LR}_0
\]
(18)

and LR0 is the reference median statistic, which can be precalculated from the pdf of the LR values

\[
\int_{0}^{1} \text{LR}_0 \left[ \text{LR}(\mathbf{R}_0, \mathbf{Z}) \right] d\text{LR} = 0.5
\]
(19)

where \(f[ \text{LR}(\mathbf{R}_0, \mathbf{Z})] \) is the invariant pdf of the LR values.

### III. Constraints Selection Method via Expected Likelihood Approach

#### A. Selection of rank constraint

We propose to use the EL approach to refine and find the optimal rank when the rank determined by underlying physics is not necessarily accurate.

Now we set up the optimization criterion to find the rank via the EL approach. Since the rank is an integer, there may not exist the rank which exactly satisfies Eq. (18). Therefore, we instead find a rank which such that the corresponding LR value departs the least from the median (and precomputed) LR value LR0. That is,

\[
\hat{\mathbf{R}}_{\text{RCML,EL}} = \sigma^2 \mathbf{V} \Lambda^* \min_r (\hat{\cdot}) \mathbf{V}^H
\]
(20)

where

\[
\hat{\cdot} = \text{arg} \min_{\mathbf{R}_c} \left| \text{LR} \left( \mathbf{R}_{\text{RCML}}(r), \mathbf{Z} \right) - \text{LR}_0 \right|^2
\]
(21)
and \( LR(\mathbf{R}_{\text{RCML}}(r), \mathbf{Z}) \) is given by Eq. (22).

Now we investigate the optimization problem (21) for the rank selection. Since the eigenvectors of \( \mathbf{R}_{\text{RCML}} \) are identical to those of the sample covariance matrix \( \mathbf{S} \) as shown in Eq. (2), the LR value of \( \mathbf{R}_{\text{RCML}} \) in Eq. (21) can be reduced to the function of the eigenvalues of \( \mathbf{R}_{\text{RCML}} \) and \( \mathbf{S} \). Let the eigenvalues of \( \mathbf{R}_{\text{RCML}} \) and \( \mathbf{S} \) be \( \lambda_i \) and \( d_i \) (arranged in descending order). Then the LR value of \( \mathbf{R}_{\text{RCML}} \) can be simplified to a function of ratio of \( d_i \) to \( \lambda_i \). That is,

\[
\text{LR}(\mathbf{R}_{\text{RCML}}(r), \mathbf{Z}) = \frac{|\mathbf{R}_{\text{RCML}}^{-1}(r)\mathbf{S}| \exp N}{\exp \left( \text{tr} \left[ \mathbf{R}_{\text{RCML}}^{-1}(r)\mathbf{S} \right] \right)} = \prod_{i=1}^{N} \frac{d_i}{\lambda_i} \cdot \exp N \exp \left( \sum_{i=1}^{N} \frac{d_i}{\lambda_i} \right)
\]

(23)

Lemma 1. The LR value of the RCML estimator, \( \text{LR}(\mathbf{R}_{\text{RCML}}(r), \mathbf{Z}) \), is a monotonically increasing function with respect to the rank \( r \) and there is only one unique \( \hat{r} \) in the optimization problem (21).

Proof: We derive the relationship between \( \text{LR}(\mathbf{R}_{\text{RCML}}(i)) \) and \( \text{LR}(\mathbf{R}_{\text{RCML}}(i + 1)) \). See Appendix A for details.

Lemma 1 gives us a significant analytical result that is the EL approach leads to a unique value of the rank, i.e., when searching over the various values of the rank it is impossible to come up with multiple choices. That also means that it is guaranteed that we can always find the global optimum of \( r \) not local optima (minima). We plot the values of \( \left( \log \left( \frac{\text{LR}(\mathbf{R}_{\text{RCML}}(r), \mathbf{Z})}{\text{LR}_0} \right) \right)^2 \) versus the rank \( r \) for one realization for the KASSPER dataset \( (K = 2N = 704) \) in Fig. 1. Since the LR values are too small in this case, we use a log scale and the ratio between two instead of the distance to see the variation clearly. Note that monotonic increase of the value of \( \text{LR}(\mathbf{R}_{\text{RCML}}(r), \mathbf{Z}) \) w.r.t \( r \) guarantees a unique optimal rank even if the optimization function as defined in (21) is not necessarily convex in \( r \).

The algorithm to find the optimal rank is simple and not computationally expensive due to the analytical results above.

Algorithm 1 The proposed algorithm to select the rank via EL criterion

1. Initialize the rank \( r \) by physical environment such as Brennan rule.
2. Evaluate \( LR(r - 1), LR(r), LR(r + 1) \), the LR values of RCML estimators for the ranks \( r - 1, r, r + 1 \), respectively.
   - if \( |LR(r + 1) - LR_0| < |LR(r) - LR_0| \) increase \( r \) by 1 until \( |LR(r) - LR_0| \) is minimized to find \( \hat{r} \).
   - elseif \( |LR(r - 1) - LR_0| < |LR(r) - LR_0| \) decrease \( r \) by 1 until \( |LR(r) - LR_0| \) is minimized to find \( \hat{r} \).
   - else \( \hat{r} = r \), the initial rank.

For a given initial rank, we first determine a direction of searching and then find the optimal rank by increasing or decreasing the rank one by one. The value of the initial rank can be given by Brennan rule for the KASSPER data set and the number of jammers for a simulation model. The availability of the initial guess hastens the process of finding the optimal rank as shown in Algorithm 1.

B. Joint selection of rank and noise power constraints

In this section, we investigate the second case that both the rank \( r \) and the noise power \( \sigma^2 \) are not perfectly known. We propose the estimation of both the rank and the noise level based on the EL approach. The estimator with both the rank and the noise power obtained by the EL approach is given by

\[
\hat{\mathbf{R}}_{\text{RCML}2} = \hat{\sigma}^2 \mathbf{V} \Lambda \ast^{-1}(\hat{r}) \mathbf{V}^H
\]

(24)

where

\[
(\hat{r}, \hat{\sigma}^2) = \arg \min_{r \in \mathbb{Z}, \sigma^2 \geq 0} \left| LR(\mathbf{R}_{\text{RCML}}(r, \sigma^2), \mathbf{Z}) - LR_0 \right|^2
\]

(25)

In section III-A we have shown that the optimal rank via the EL approach is uniquely obtained for a fixed \( \sigma^2 \). Now we analyze the LR values of the RCML estimator for various \( \sigma^2 \) and a fixed rank.

Lemma 2. For a fixed rank, the LR value of the RCML estimator, which is a function of \( \sigma^2 \), has a maximum value at \( \sigma^2 = \sigma_{\text{ML}}^2 \). It monotonically increases for \( \sigma^2 < \sigma_{\text{ML}}^2 \) and monotonically decreases for \( \sigma^2 > \sigma_{\text{ML}}^2 \).

Proof: We first represent the LR values as a function of \( \sigma^2 \) and show the function is increasing or decreasing according to the sign of the first derivative. See Appendix B for details.

Fig. 2 shows an example of the LR values as a function of the noise level \( \sigma^2 \) when two optimal solutions exist. As shown in Lemma 2 we see that the LR value is maximized for the ML solution of \( \sigma^2 \). It is obvious that we have three cases of the number of the solution of the optimal noise power for given a fixed rank from Lemma 2: 1) no solution if \( LR_0 > LR(\sigma_{\text{ML}}^2) \), 2) only one solution if \( LR_0 = LR(\sigma_{\text{ML}}^2) \), and 3) two optimal solutions if \( LR_0 < LR(\sigma_{\text{ML}}^2) \). Now we discuss how to obtain the optimal noise power for a fixed rank.
Algorithm 2 The proposed algorithm to select the rank and the noise level via EL

1: Initialize the rank \( r \) by physical environment such as Brennan rule or the number of jammers.
2: If there is no solution of \( \sigma^2 \) for given \( r \), increase \( r \) until the solution of \( \sigma^2 \) exists.
3: Obtain \( \sigma^2_{\text{ML}} = \frac{1}{N} \sum_{i=r+1}^{N} d_i \).
4: For given \( \sigma^2_{\text{ML}} \), find a new \( r \) using Algorithm 1.
5: Repeat Step 3 and Step 4 until the rank \( r \) converges.
6: After \( r \) is determined, choose \( \hat{\sigma}^2 \) among \( \sigma^2_{\text{ML}}, \sigma^2_{\text{EL}1}, \sigma^2_{\text{EL}2} \).

Lemma 3. For given a fixed rank, \( r \), satisfying \( LR_0 < LR(r, \sigma^2_{\text{ML}}) \), the noise power obtained by the expected likelihood approach, \( \hat{\sigma}^2_{\text{EL}} \), is given by

\[
\hat{\sigma}^2_{\text{EL}} = \exp \left( W_k \left( \frac{b}{a} e^{-\frac{c}{a}} \right) + \frac{c}{a} \right) \tag{26}
\]

where \( W_k(z) \) is the \( k \)-th branch of Lambert \( W \) function, \( k = 0, 1 \), and

\[
\begin{align*}
    a &= r - N \\
    b &= \sum_{k=r+1}^{N} d_k \\
    c &= \log LR_0 - \log \left( \prod_{k=r+1}^{N} d_k \right) + a
\end{align*} \tag{27}
\]

Proof: We first set \( LR(\sigma^2) \) to \( LR_0 \) and rewrite the equation by using a transformation of variables. The equation is reduced to a well-known form whose solution is expressed by a Lambert \( W \) function. See Appendix C for details. \( \blacksquare \)

Lemma 3 shows that there is a closed-form solution of the optimal noise power for a fixed rank. Therefore we do not need expensive iterative or numerical algorithms to find the optimal noise power.

Now we propose the method to alternately find the optimal solution of both the rank and the noise power. For a fixed \( \sigma^2 \), we can obtain the optimal rank via Algorithm 1. For a fixed rank, we should consider three cases described above. For the first case that the LR value corresponding \( LR(r, \sigma^2_{\text{ML}}) \) is less than \( LR_0 \), we increase the rank until at least one of the solutions of \( \sigma^2 \) exists. For the second case, we can easily determine \( \hat{\sigma}^2 = \sigma^2_{\text{ML}} \). For the third case that there are two solutions of \( \sigma^2 \), we have to choose one among two EL solutions and the ML solution. We intuitively observe that with target-free training samples the values of the test statistics such as the normalized matched filter given in (28) are typically smaller for the better estimator since smaller values of the test statistics clearly separate the values from observations including target information and lead to higher detection probability. Therefore, we generate the values of the test statistics for estimates with \( \sigma^2_{\text{ML}}, \sigma^2_{\text{EL}1}, \sigma^2_{\text{EL}2} \) and choose one that generates the smallest average value of the test statistics. The detailed procedure of jointly determining the best rank and noise power is described in Algorithm 2.

\[
\frac{|s^H \hat{R}^{-1} z|^2}{(s^H \hat{R}^{-1} s)(z^H \hat{R}^{-1} z)} \geq \lambda_{\text{NMF}} \tag{28}
\]

\[
\frac{|s^H \hat{R}^{-1} z|^2}{(s^H \hat{R}^{-1} s)(z^H \hat{R}^{-1} z)} \geq \lambda_{\text{NMF}} \tag{28}
\]

\[
\begin{align*}
    d_1 &\leq \sigma^2, & \hat{R}_{\text{CN}} &= \sigma^2 \mathbf{I} \tag{31} \\
    2) &\sigma^2 \leq d_1 \leq \sigma^2 K_{\text{max}}, & \hat{R}_{\text{CN}} &= \hat{R}_{\text{FML}} \tag{32} \\
3) &d_1 > \sigma^2 K_{\text{max}} \text{ and } K_{\text{max}} \geq \frac{\sum_{i=1}^{r} d_i}{c - \sum_{i=N+1}^{N} (d_i - 1)}, & \hat{R}_{\text{CN}} &= \Phi \text{ diag}(\lambda^*) \Phi^H \tag{33}
\end{align*}
\]

where

\[
\lambda^* = [\sigma^2 K_{\text{max}}, \ldots, \sigma^2 K_{\text{max}}, d_{c+1}, \ldots, d_N, \sigma^2, \ldots, \sigma^2] \tag{34}
\]

c and \( N \) are the vector of the eigenvalues of the estimate, the largest indices so that \( d_c > \sigma^2 K_{\text{max}} \), and \( d_N \geq \sigma^2 \).
The proposed algorithm to select condition number via EL.

1. Obtain the ML solution of the condition number $K_{\text{max}}$.
2. Set the initial step, $\Delta = K_{\text{max}}/100$.
3. Evaluate $LR(K_{\text{max}} - \Delta)$, $LR(K_{\text{max}})$, $LR(K_{\text{max}} + \Delta)$.
   - if $|LR(K_{\text{max}} + \Delta) - LR_0| < |LR(K_{\text{max}}) - LR_0|$ → increase $K_{\text{max}}$ by $\Delta$ until it does not hold.
   - if $|LR(K_{\text{max}} - \Delta) - LR_0| > |LR(K_{\text{max}}) - LR_0|$ → decrease $K_{\text{max}}$ by $\Delta$ until it does not hold.
4. Repeat Step 3 until $\Delta < 0.0001$.

4) $d_1 > \sigma^2 K_{\text{max}}$ and $K_{\text{max}} < \frac{\sum_{i=1}^p d_i}{c - \sum_{i=1}^p (d_i - 1)}$, \notag

$\lambda^* = \frac{\sigma^2}{u}, \ldots, \frac{\sigma^2}{u}, \frac{d_{p+1}}{uK_{\text{max}}}, \ldots, \frac{d_q}{uK_{\text{max}}}, \frac{\sigma^2}{uK_{\text{max}}}$ (35)

and the condition numbers of the estimates are 1, $\frac{d_2}{\sigma^2}$, $K_{\text{max}}$, and $K_{\text{max}}$, respectively.

Proof: In each case, we derive the closed form using $\bar{u}$ which is the optimal solution of (8) provided in [16]. See Appendix D for details.

From Lemma 5, for the first two cases that is $d_1 \leq \sigma^2 K_{\text{max}}$, the estimator is either a scaled identity matrix or the FIM. Therefore, there is no need to find an optimal condition number in these cases since the estimator is not a function of the condition number.

Now we investigate uniqueness of the optimal condition number as we have done in the case of only rank constraint for the last two cases where the optimal eigenvalues are functions of the condition number.

Lemma 5. The LR value of the condition number ML estimator is a monotonically increasing function with respect to the condition number $K_{\text{max}}$ and there is only one unique $K_{\text{max}}$.

Proof: We simplify $LR(K_{\text{max}})$ and evaluate the first derivative. Then we show its increasing property in each case in Lemma 5. See Appendix E for details.

Lemma 5 formally proves that there exist only one optimal condition number and therefore we can find the optimal condition number numerically. The algorithm of finding the global optimal condition number is shown in Algorithm 3. We first set the initial condition number as the ML condition number obtained by [16]. Then we increase or decrease the condition number to the direction where the LR value decreases. Reducing the step size as the direction is reversed, we find the optimal condition number as precisely as we want.

IV. EXPERIMENTAL VALIDATION

A. Experimental setup

We focus on structured covariance estimation techniques which incorporate rank, noise power and condition number constraints. Two data sets are used in the experiments: 1) a radar covariance simulation model and 2) the KASSPER dataset [24].

First, we consider a radar system with an $N$-element uniform linear array for the simulation model. The overall covariance which is composed of jammer and additive white noise can be modeled by

$$R(n, m) = \sum_{i=1}^{J} \sigma_i^2 \sin(\beta_i(n-m)\phi_i)e^{j(n-m)\phi_i} + \sigma_n^2 \delta(n, m)$$ (36)

where $n, m \in \{1, \ldots, N\}$, $J$ is the number of jammers, $\sigma_i^2$ is the power associated with the $i$th jammer, $\phi_i$ is the jammer phase angle with respect to the antenna phase center, $\beta_i$ is the fractional bandwidth, $\sigma_n^2$ is the actual power level of the white disturbance term, and $\delta(n, m)$ has the value of 1 only when $n = m = 0$ otherwise. This simulation model has been widely and very successfully used in previous literature [14], [16], [29], [30] for performance analysis.

Data from the L-band data set of KASSPER program is the other data set used in our experiments. Note that the KASSPER data set exhibits two desirable characteristics: 1) the low-rank structure of clutter and 2) the true covariance matrices for each range bin have been made available. These two characteristics facilitate comparisons via powerful figures of merit. The L-band data set consists of a data cube of 1000 range bins corresponding to the returns from a single coherent processing interval from 11 channels and 32 pulses. Therefore, the dimension of observations (spatio-temporal product) $N$ is $11 \times 32 = 352$. Other parameters are detailed in Table I.

As a figure of merit, we use the normalized signal to interference and noise ratio (SINR). The normalized SINR measure is widely used and given by

$$\eta = \frac{|s^H \hat{R}^{-1} s|^2}{|s^H \hat{R}^{-1} R \hat{R}^{-1} s||s^H \hat{R}^{-1} s|}$$ (37)

where $s$ is the spatio-temporal steering vector, $\hat{R}$ is the data-dependent estimate of $R$, and $R$ is the true covariance matrix. It is easily seen that $0 < \eta < 1$ and $\eta = 1$ if and only if $\hat{R} = R$. The SINR is plotted in decibels in all our experiments, that is, SINR(dB) = 10 log10 $\eta$. Therefore, SINR(dB) ≤ 0. For the KASSPER data set, since the steering vector is a function of both azimuthal angle and Doppler frequency, we obtain plots as a function of one variable (azimuthal angle or Doppler) by marginalizing over the other variable. We evaluate

| Parameter | Value          |
|-----------|----------------|
| Carrier Frequency | 1240 MHz       |
| Bandwidth (BW)    | 10 MHz         |
| Number of Antenna Elements | 11             |
| Number of Pulses   | 32             |
| Pulse Repetition Frequency | 1984 Hz       |
| 1000 Range Bins    | 35 km to 50 km  |
| 91 Azimuth Angles   | $87^\circ$, $90^\circ$, ..., $267^\circ$ |
| 128 Doppler Frequencies | -992 Hz, -976.38 Hz, ..., 992 Hz |
| Clutter Power      | 40 dB          |
| Number of Targets   | 226 (200 detectable targets) |
| Range of Target Dop. Freq. | -99.2 Hz to 372 Hz |

TABLE I

KASSPER DATASET-1 PARAMETERS
and compare different covariance estimation techniques and parameter selection methods as given by:

- **Sample Covariance Matrix:** The sample covariance matrix is given by \( S = \frac{1}{K} ZZ^H \). It is well known that \( S \) is the unconstrained ML estimator under Gaussian disturbance statistics. We refer to this as SMI.

- **Fast Maximum Likelihood:** The fast maximum likelihood (FML) [14] uses the structural constraint of the covariance matrix. The FML method just involves the eigenvalue decomposition of the sample covariance and perturbing eigenvalues to conform to the structure. The FML also can be considered as the RCML estimator with the rank which is the greatest index \( i \) satisfying \( \lambda_i > \sigma^2 \) where \( \lambda_i \)'s are the eigenvalues of the sample covariance in descending order. Therefore, a rank can be considered as an output of the FML. The FML’s success in radar STAP is widely known [31].

- **Rank Constrained ML Estimators:** The RCML estimator with the rank or the rank and the noise level obtained by the proposed methods using the expected likelihood approach. The rank is obtained by the EL approach in the case of the imperfect rank constraint and both of the rank and the noise level are obtained by the EL approach in the case of imperfect rank and noise power constraints. We refer to these as RCML\textsubscript{EL}.

- **Chen et al. Rank Selection Method:** Chen et al. [32] proposed a statistical procedure for detecting the multiplicity of the smallest eigenvalue of the structured covariance matrix using statistical selection theory. The rank can be estimated from their methods using pre-calculated parameters. We refer to this method as RCML\textsubscript{Chen}.

- **AIC:** Akaike [29] proposed the information theoretic criteria for model selection. The Akaike’s information criteria (AIC) selects the model that best fits the data for a given set of observations and a family of models, that is, a parameterized family of probability densities. Wax and Kailath [18] proposed the method to determine the number of signals from the observed data based on the AIC. Since their method only determines the rank, we compare the RCML estimator with the rank obtained by their method. We refer to this method as RCML\textsubscript{AIC}.

- **Condition number constrained ML estimators:** The maximum likelihood estimation method of the covariance matrix with a condition number \([16]\) proposed by Aubry et al. is considered for evaluating the performance with three different condition numbers. 1) CNCLM: the condition number obtained by the proposed method in [16], and 2) CNCLM\textsubscript{EL}: the condition number obtained by the expected likelihood approach.

### B. Rank constraint

First, we compare the rank estimation method proposed in Section III-A with alternative algorithms including SMI, FML, AIC, and Chen’s algorithm. We plot the normalized SINR (in dB) versus the number of training samples, 20, 30, and 40 in Fig. 3 for the simulation model. For this experiment, the parameters used are \( J = 3 \), \( \beta_i = [0.2, 0.0, 0.3] \), \( \sigma_i = [10, 100, 1000] \), \( \phi_i = [20^\circ, 40^\circ, 60^\circ] \), and \( \sigma_\alpha = 1 \).

The initial rank for Algorithm 1 is the number of jammers \((J = 3)\). The SINR values are obtained by averaging SINR values from 500 Monte Carlo trials. It is shown that the SINR values increases monotonically as \( K \) increases. Fig. 3 reveals that RCML\textsubscript{EL} exhibits the best performance in all training regimes. Particularly, the difference between RCML\textsubscript{EL} and other methods increases when training samples are limited. Table II shows the values of the rank estimated by the compared methods. Note that the ranks of SMI and FML are just output of the covariance estimate since they do not estimate the rank. In our simulation model, the true rank is 5 and the rank estimated by RCML\textsubscript{EL} is closer to the true rank.

Fig. 4 shows the normalized SINR values for various number of training samples for the KASSPER data set. We plot the averaged SINR values in decibel over either azimuth angle or Doppler frequency domain. The left and right column show the results for angle and Doppler, respectively. We use the rank given by Brennan rule, i.e. \( M + P - 1 = 42 \), as the initial guess for Algorithm 1. Similar to the results for the simulation model, RCML\textsubscript{EL} outperforms competing methods in all training regimes. Table II confirms that the rank predicted via RCML\textsubscript{EL} is closer to the true rank (43 in this case).

**Realistic case of contaminated observations:** In practice, homogeneous training samples are hard to obtain and a subset of the received signals is often corrupted by outliers resembling a target of interest. Therefore, it is meaningful to compare the performance for nonhomogeneous observation to investigate which algorithm indeed works well and is robust in practice. In this case, the training observations are given by:

\[
\begin{align*}
\mathbf{z} &= \mathbf{s} + \mathbf{d} \\
\mathbf{z} &= \mathbf{d} 
\end{align*}
\]

where \( \mathbf{s} \) and \( \mathbf{d} \) represent a target component and the disturbance vector, respectively. Fig. 5 shows the normalized SINR...
values when a half of the training samples contain $s$ with $\alpha = 50$. The gaps between RCML$_{EL}$ and the others are bigger than those in Fig. 4. Unsurprisingly, all methods fare worse in the case of corrupted data. However, the drop in RCML$_{EL}$ is much smaller than that of competing methods. Notably, in this realistic case of heterogenous or corrupted training, the RCML$_{EL}$ now offers a clear advantage over RCML$_{AIC}$. This is further corroborated by the results in Table II which shows that the AIC significantly over-estimates the clutter rank in heterogeneous data than in the homogeneous case leading to the performance degradation.

C. Rank and noise power constraints

In this case, we assume that both the rank and the noise power are unknown for both the simulation model and the KASSPER data set. Since the previous works such as AIC and Chen’s algorithm are for only estimating the rank and can not be extended to estimate both the rank and the noise power, we compare the proposed EL method with the sample covariance, FML, and the RCML estimator with a prior knowledge of
Fig. 5. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. The case of 50% of corrupted training data. (a) and (b) for $K = N = 352$, (c) and (d) for $K = 1.5N = 528$, and (e) and (f) for $K = 2N = 704$

the rank. For the RCML estimator, we employ the number of jammers ($r = 3$) and the Brennan rule ($r = 42$) as the clutter rank for the simulation model and the KASSPER data set, respectively. In addition, since the FML method requires a prior knowledge of the noise power, we calculate and use the maximum likelihood estimate of the noise power for a rank given by a prior knowledge for the FML.

Fig. 6 shows the performance of various estimators in the sense of the normalized SINR values for the simulation model. Similar to the case of only rank estimation, the RCML$_{EL}$ show the best performance in all training regimes.

Fig. 7 shows the performance of the methods in terms of the normalized output SINR for the KASSPER data set. RCML$_{EL}$ is slightly better than the RCML estimator using the rank by Brennan rule. This is expected because for the KASSPER data set Brennan rule predicts a rank very close to the true rank.
Fig. 7. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. (a) and (b) for $K = N = 352$, (c) and (d) for $K = 1.5N = 528$, and (e) and (f) for $K = 2N = 704$.

D. Condition number constraint

Now we show experimental results for the condition number estimation method proposed in Section III-C. We compare the proposed method, denoted by CNCML$_{EL}$, with three different covariance estimation methods, the sample covariance matrix (SMI), FML, and CNCML proposed by Aubry et al. [16].

Table III shows the normalized SINR values for the simulation model. We analyze five different scenarios with different parameters of the simulated covariance model given by Eq. (36). We use the same parameters as those used in [16] to evaluate the performances and they are shown in Table IIIf.

For the narrowband scenarios ($B_f = 0$) in Table IIIa and Table IIIc, CNCML$_{EL}$ outperforms the alternatives for the limited training regime and FML is the best in other training regimes. Note that the gap between CNCML$_{EL}$ and FML
(at most 0.002) is much smaller than that of the limited training regime (at least 0.3). On the other hand, for the wideband scenarios in Table IIIb, Table IIId, and Table IIIe, FML and CNCML are very close to each other and CNCLMEL shows the best performance in most cases.

The experimental results for the KASSPER data set are shown in Fig. 8. We do not plot the sample covariance matrix to clarify the difference among the estimators. In every case, FML and CNCML are very close to each other and CNCLMEL is the best estimator.

V. CONCLUSION

We propose robust covariance estimation algorithms which automatically determine the optimal values of practical constraints via the expected likelihood criterion for radar STAP. Three different cases of practical constraints which is exploited in recent works including the rank constrained ML estimation and the condition number constrained ML estimation are investigated. New analytical results are derived for each case. Uniqueness of the optimal values of the rank constraint and the condition number constraint is formally proved and a closed form solution of the noise level is obtained for a fixed rank. Experimental results show that the estimators with the constraints obtained by the expected likelihood approach outperform state of the art alternatives including those based on maximum likelihood solution of the constraints.

APPENDIX

A. Proof of Lemma 1

First, let $r$ be the largest $i$ such that $d_{i+1} \geq \sigma^2$. Then, from the closed form solution of the RCML estimator, the
Fig. 8. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. (a) and (b) for $K = N = 352$, (c) and (d) for $K = 1.5N = 528$, and (e) and (f) for $K = 2N = 704$.

From Eq. (23), the LR values of the RCML estimators with the ranks $i$ and $i + 1$ are

$$LR(i) = \frac{\exp N \prod_{k=i+1}^{N} d_k}{\exp(i + 1)} \prod_{k=i+1}^{N} d_k$$

(39)
Therefore, for all values of \( LR(i) \), it is obvious that

\[
LR(i + 1) = LR(i) \cdot \frac{\sigma^2}{d_{i+1}} \cdot \exp\left(\frac{d_{i+1}}{\sigma^2} - 1\right)
\]

for all values of \( \sigma^2 \). Therefore, it is obvious that

\[
LR(i + 1) \geq LR(i),
\]

which means the LR value monotonically increases with respect to \( i \).

Now, let’s consider the other case, \( i \geq r \). In this case, since \( d_{i+1} \leq \sigma^2 \), it is easily shown that

\[
R_{\text{RCML}}(i) = R_{\text{RCML}}(i + 1)
\]

Therefore,

\[
LR(i + 1) = LR(i)
\]

This proves that LR(i) monotonically increases for all \( 1 \leq i \leq N \).

B. Proof of Lemma 2

In this section, I investigate the LR values for varying noise level \( \sigma^2 \) and a given rank \( r \). From Eq. (39), we obtain the LR value when the rank is \( r \),

\[
LR(\sigma^2) = \frac{\exp N}{\sigma^{2(N-r)}} \prod_{k=r+1}^{N} d_k
\]

From Eq. (39) and Eq. (40), we obtain

\[
LR(i + 1) = \frac{\exp N}{\sigma^{2(N-i-1)}} \prod_{k=i+1}^{N} d_k
\]

\[
\exp(i + 1 + \frac{1}{\sigma^2} \sum_{k=N}^{N} d_k)
\]

\[
= \frac{\exp N}{\sigma^{2(N-i-1)}} \prod_{k=i+1}^{N} d_k \cdot \frac{\sigma^2}{d_{i+1}} \cdot \exp\left(\frac{d_{i+1}}{\sigma^2} - 1\right)
\]

\[
= LR(i) \cdot \frac{\sigma^2}{d_{i+1}} \cdot \exp\left(\frac{d_{i+1}}{\sigma^2} - 1\right)
\]

Eq. (43) tells us LR(i + 1) can be calculated by multiplying LR(i) by the coefficient \( \frac{\sigma^2}{d_{i+1}} \cdot \exp\left(\frac{d_{i+1}}{\sigma^2} - 1\right) \). Fig. 9 shows that

\[
\frac{\sigma^2}{d_{i+1}} \cdot \exp\left(\frac{d_{i+1}}{\sigma^2} - 1\right) \geq 1
\]

for all values of \( \sigma^2 \). Therefore, it is obvious that

\[
LR(i + 1) \geq LR(i),
\]

which means the LR value monotonically increases with respect to \( i \).

For simplicity, let \( \sigma^2 = t \) then Eq. (48) can be simplified as

\[
LR(t) = \frac{e^{N-r} \prod_{k=r+1}^{N} d_k}{t^{N-r} \exp N} = d_p e^{N-r} e^{-\frac{d_s}{t}}
\]

Now let \( \sum_{k=r+1}^{N} d_k = d_s \) and \( \prod_{k=r+1}^{N} d_k = d_p \), then

\[
LR(t) = \frac{e^{N-r} d_p}{t^{N-r} e^{\frac{d_s}{t}}} = d_p e^{N-r} e^{\frac{d_s}{t}}
\]

To analyze increasing or decreasing property Eq. (51), I calculate its first derivative. Since \( d_p e^{N-r} \) is a positive constant, it does not affect increasing or decreasing of the function. Therefore,

\[
(t^{r-N} e^{-\frac{d_s}{t}})' = (r-N) t^{r-N-1} e^{-d_s/t} + t^{r-N} e^{-d_s/t} \frac{d_s}{t^2}
\]

\[
= (r-N) t^{r-N-1} e^{-d_s/t} + t^{r-N-2} e^{-d_s/t} d_s
\]

\[
= t^{r-N-2} ((r-N)t + d_s) e^{-d_s/t}
\]

Since \( t^{r-N-2} \) and \( e^{-d_s/t} \) are always positive, the first derivative \( (t^{r-N} e^{-\frac{d_s}{t}})' = 0 \) if and only if

\[
t = \frac{d_s}{N - r} = \frac{\sum_{k=r+1}^{N} d_k}{N - r}
\]

and it is positive when \( t < \frac{\sum_{k=r+1}^{N} d_k}{N - r} \) and negative otherwise. This means that LR(\( \sigma^2 \)) increases for \( \sigma^2 < \frac{\sum_{k=r+1}^{N} d_k}{N - r} \) and decreases for \( \sigma^2 > \frac{\sum_{k=r+1}^{N} d_k}{N - r} \). The LR value is maximized when \( \sigma^2 = \frac{\sum_{k=r+1}^{N} d_k}{N - r} \). Note that \( \frac{\sum_{k=r+1}^{N} d_k}{N - r} \) is the average value of \( N - r \) smallest eigenvalues of the sample covariance matrix and in fact a maximum likelihood solution of \( \sigma^2 \) as shown in the RCML estimator [15].
C. Proof of Lemma 3

For a given rank $r$, the optimal solution of the noise power via the EL approach, $t = \sigma_{EL}^2$, is the solution of $LR(t) = LR_0$. From Eq. (51), that is, $t$ is the solution of the equation given by
\[ d_p e^{-N - r - N} e^{-\frac{a}{t}} = LR_0 \]
(56)

Taking log on both side leads
\[ \log d_p + N - r + (r - N) \log t - \frac{d_a}{t} = \log LR_0 \]
(57)

For simplification, we take substitutions of variables,
\[
\begin{align*}
    a &= r - N \\
    b &= \sum_{k=r+1}^N d_k \\
    c &= \log LR_0 - \log \left( \prod_{k=r+1}^N d_k \right) + a
\end{align*}
\]
(58)

Then, Eq. (57) is simplified to an equation of $t$,
\[ a \log t - \frac{b}{t} = c \]
(59)

Again, let $u = \log t$. Then, since $t = e^u$, we obtain
\[
\begin{align*}
    au - be^{-u} &= c \quad \text{(60)} \\
    e^{-u} &= \frac{a}{b} - \frac{c}{b}
\end{align*}
\]
(61)

Now let $s = u - \frac{c}{a}$. Then, the equation is
\[
\begin{align*}
    e^{-s} &= \frac{a}{b} \quad \text{(62)} \\
    se^s &= \frac{b}{a} e^{-\frac{c}{a}} \quad \text{(63)}
\end{align*}
\]

The solution of Eq. (63) is known to be obtained using Lambert $W$ function [33]. That is,
\[ s = W \left( \frac{b}{a} e^{-\frac{c}{a}} \right) \]
(64)

where $W(\cdot)$ is a Lambert $W$ function which is defined to be the function satisfying
\[ W(z)e^{W(z)} = z \]
(65)

Finally, we obtain
\[ u = W \left( \frac{b}{a} e^{-\frac{c}{a}} \right) + \frac{c}{a} \]
(66)

and
\[ \tilde{\sigma}_{EL}^2 = \tilde{t} = \exp \left( W \left( \frac{b}{a} e^{-\frac{c}{a}} \right) + \frac{c}{a} \right) \]
(67)

D. Proof of Lemma 4

We consider 5 cases provided in [16].

1) $d_1 \leq \sigma^2 \leq \sigma^2 K_{\text{max}}$

Since $u^* = \frac{1}{K_{\text{max}}}$,
\[
\begin{align*}
    \lambda_i^* &= \min(\min(K_{\text{max}} u^*, 1), \max(u^*, \frac{1}{d_i})) \quad \text{(68)} \\
    &= \min(\min(1, 1), \max(\frac{1}{K_{\text{max}}}, \frac{1}{d_i})) \\
    &= \min(1, \frac{1}{d_i}) = 1
\end{align*}
\]
(69)

Therefore,
\[ \tilde{R}_{\text{CN}} = \sigma^2 I \]
(71)

and the condition number is 1.

2) $\sigma^2 < d_1 \leq K_{\text{max}}$

Since $u^* = \frac{1}{d_1}$,
\[
\begin{align*}
    \lambda_i^* &= \min(\min(K_{\text{max}} u^*, 1), \max(u^*, \frac{1}{d_i})) \\
    &= \min(\min(K_{\text{max}} \frac{1}{d_1}, 1), \max(\frac{1}{d_1}, \frac{1}{d_i})) \\
    &= \min(\frac{1}{d_i}, \frac{1}{d_1}) \\
    &= \begin{cases} \\
        \frac{1}{d_i} & d_i \geq 1 \\
        \frac{1}{d_i} & d_i < 1
        \end{cases}
\end{align*}
\]
(72)

Therefore,
\[ \tilde{R}_{\text{CN}} = \tilde{R}_{\text{FML}} \]
(73)

and the condition number is $\frac{d_1}{d_i}$.

3) $d_1 > \sigma^2 K_{\text{max}}$ and $u^* = \frac{1}{d_1}$

Since $u^*$ is the optimal solution of the optimization problem [8], $\frac{dG(u)}{du} \bigg|_{u = \frac{1}{d_1}}$ must be zero if $u^* = \frac{1}{d_1}$. From Eq. (9) and Eq. (10), the first derivative of $G_i(u)$ is given by
\[
G_i'(u) = \begin{cases} \\
-\frac{1}{u} + K_{\text{max}} \frac{1}{d_i} & 0 < u \leq \frac{1}{K_{\text{max}}} \\
0 & \frac{1}{K_{\text{max}}} \leq u \leq 1
\end{cases}
\]
\]
(74)

for $d_i \leq 1$, and
\[
G_i'(u) = \begin{cases} \\
-\frac{1}{u} + K_{\text{max}} \frac{1}{d_i} & 0 < u \leq \frac{1}{K_{\text{max}}} \\
\frac{1}{u} + \frac{1}{d_i} & \frac{1}{K_{\text{max}}} \leq u \leq 1
\end{cases}
\]
\]
(75)

for $d_i > 1$. Therefore,
\[
\frac{dG(u)}{du} \bigg|_{u = \frac{1}{d_1}} = \sum_{i=N+1}^{N} (K_{\text{max}} \frac{1}{d_i}) + \sum_{i=p}^{N} (K_{\text{max}} \frac{1}{d_i}) - (79)
\]

where $p$ is the greatest index such that $\frac{1}{d_i} < \frac{1}{K_{\text{max}}}$.

For $i = \bar{N}, \ldots, N$, since $d_i \leq 1$,
\[ K_{\text{max}} \frac{1}{d_i} < \frac{1}{K_{\text{max}}} \]
\]
(80)

and for $i = p, \ldots, \bar{N}-1$, since $d_1 > K_{\text{max}} \frac{1}{d_i}$, $K_{\text{max}} \frac{1}{d_i} - d_1 < 0$. Therefore, in this case, it is obvious that
\[
\frac{dG(u)}{du} \bigg|_{u = \frac{1}{d_1}} < 0
\]
\]
(81)

which implies $u = \frac{1}{d_1}$ cannot be the optimal solution of [8].

4) $d_1 > \sigma^2 K_{\text{max}}$ and $u^* = \frac{1}{K_{\text{max}}}$

Aubry et al. [16] showed that $u^* = \frac{1}{K_{\text{max}}}$ if $\frac{dG(u)}{du} \bigg|_{u = \frac{1}{K_{\text{max}}}} \leq 0$. From Eq. (77) and Eq. (78),
\[
\frac{dG(u)}{du} \bigg|_{u = \frac{1}{K_{\text{max}}}} = \sum_{i=N+1}^{N} (K_{\text{max}} (\frac{1}{d_i}) - (82)
\]

(83)
where $p$ is the greatest index such that $\bar{d}_p > K_{\text{max}}$. Therefore,
\[
\frac{dG(u)}{du} \big|_{u=1} \leq 0 \quad (83)
\]
\[
\Leftrightarrow \sum_{i=\bar{N}+1}^{N} K_{\text{max}}(\bar{d}_i - 1) + \sum_{i=1}^{p} (\bar{d}_i - K_{\text{max}}) \leq 0 \quad (84)
\]
\[
\Leftrightarrow K_{\text{max}}(\sum_{i=\bar{N}+1}^{N} (\bar{d}_i - 1) - p) + \sum_{i=1}^{p} \bar{d}_i \leq 0 \quad (85)
\]
\[
\Leftrightarrow K_{\text{max}}(\sum_{i=\bar{N}+1}^{N} (\bar{d}_i - 1)) \leq - \sum_{i=1}^{p} \bar{d}_i \quad (86)
\]
\[
\Leftrightarrow K_{\text{max}} \geq \frac{\sum_{i=1}^{p} \bar{d}_i}{\sum_{i=\bar{N}+1}^{N} (\bar{d}_i - 1)} \quad (87)
\]
In this case,
\[
\lambda_i^* = \min(\min(K_{\text{max}} u^*, 1), \max(u^*, \frac{1}{d_i})) \quad (88)
\]
\[
= \min(1, 1), \max(\frac{1}{K_{\text{max}}}, \frac{1}{d_i}) \quad (89)
\]
\[
= \min(1, \max(\frac{1}{K_{\text{max}}}, \frac{1}{d_i})) \quad (90)
\]
\[
= \left\{ \begin{array}{ll}
\min(1, \frac{1}{K_{\text{max}}}) & d_i \geq K_{\text{max}} \\
\min(1, \frac{1}{d_i}) & d_i < K_{\text{max}}
\end{array} \right. \quad (91)
\]
\[
= \left\{ \begin{array}{ll}
\frac{1}{K_{\text{max}}} & d_i \geq K_{\text{max}} \\
1 & 1 \leq d_i < K_{\text{max}} \quad (92)
\end{array} \right.
\]
Finally we obtain
\[
\lambda^* = [\sigma^2 K_{\text{max}}, \ldots, \sigma^2 K_{\text{max}}, d_{p+1}, \ldots, d_{\bar{N}}, \sigma^2, \ldots, \sigma^2], \quad (93)
\]
where $p$ and $\bar{N}$ are the largest indices so that $d_p > \sigma^2 K_{\text{max}}$ and $d_{\bar{N}} \geq \sigma^2$, respectively.

5) $d_1 > \sigma^2 K_{\text{max}}$ and $K_{\text{max}} \leq \frac{\sum_{i=\bar{N}+1}^{N} \bar{d}_i}{-p}$

In this case, since $\frac{1}{d_1} < u^* < \frac{1}{K_{\text{max}}}$,
\[
\lambda_i^* = \min(\min(K_{\text{max}} u^*, 1), \max(u^*, \frac{1}{d_i})) \quad (94)
\]
\[
= \min(K_{\text{max}}, u^*, \max(u^*, \frac{1}{d_i})) \quad (95)
\]
\[
= \left\{ \begin{array}{ll}
\min(K_{\text{max}}, u^*) & d_i \geq \frac{1}{u^*} \\
\min(K_{\text{max}}, \frac{1}{d_i}) & d_i < \frac{1}{u^*}
\end{array} \right. \quad (96)
\]
\[
= \left\{ \begin{array}{ll}
u^* & d_i \geq \frac{1}{u^*} \\
\frac{1}{d_i} & \frac{1}{K_{\text{max}}} u^* \leq d_i \leq \frac{1}{u^*} \quad (97)
\end{array} \right.
\]
Therefore, we obtain
\[
\lambda^* = [\frac{\sigma^2}{u^*}, \ldots, \frac{\sigma^2}{u^*}, d_{p+1}, \ldots, d_{q}, \frac{\sigma^2}{u^* K_{\text{max}}}, \ldots, \frac{\sigma^2}{u^* K_{\text{max}}}]
\]
where $p$ and $q$ are the largest indices so that $d_p > \frac{\sigma^2}{u}$ and $d_q > \frac{\sigma^2}{u^* K_{\text{max}}}$, respectively.

E. Proof of Lemma 5

1) $d_1 \leq \sigma^2$

\[
\hat{R}_{CN} = \sigma^2 I \quad (99)
\]
In this case, $\hat{R}_{CN}$ does not change, so $LR(K_{\text{max}})$ is a constant.

2) $\sigma^2 \leq d_1 \leq \sigma^2 K_{\text{max}}$

\[
\hat{R}_{CN} = \Phi \Phi^H \quad (100)
\]
In this case, $\hat{R}_{CN}$ does not change, so $LR(K_{\text{max}})$ is a constant.

3) $d_1 > \sigma^2 K_{\text{max}}$ and $K_{\text{max}} \geq \frac{\sum_{i=\bar{N}+1}^{N} \bar{d}_i}{c - \sum_{i=\bar{N}+1}^{N} (\bar{d}_i - 1)}$

\[
\hat{R}_{CN} = \Phi \Phi^H \quad (101)
\]
where
\[
\lambda^* = [\sigma^2 K_{\text{max}}, \ldots, \sigma^2 K_{\text{max}}, d_{p+1}, \ldots, d_{\bar{N}}, \sigma^2, \ldots, \sigma^2], \quad (102)
\]
$p$ and $\bar{N}$ are the largest indices so that $d_p > \sigma^2 K_{\text{max}}$ and $d_{\bar{N}} \geq \sigma^2$, respectively.

\[
\text{LR}(K_{\text{max}}) = \prod_{i=1}^{N} \frac{d_i}{\sigma^2 K_{\text{max}}} \exp(\sum_{i=1}^{N} \frac{d_i}{\sigma^2}) \quad (103)
\]
\[
= \prod_{i=1}^{p} \frac{d_i}{\sigma^2 K_{\text{max}}} \prod_{i=p+1}^{\bar{N}} 1 \cdot \prod_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (104)
\]
\[
= \prod_{i=1}^{p} \frac{d_i}{\sigma^2 K_{\text{max}}} \cdot \prod_{i=p+1}^{\bar{N}} 1 \cdot \prod_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (105)
\]
a) within the range where $p$ remains same

\[
\text{LR}(K_{\text{max}}) = \prod_{i=1}^{p} \frac{d_i}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \prod_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (106)
\]
\[
= \frac{1}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (107)
\]
\[
= \frac{1}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (108)
\]
\[
= \frac{1}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (109)
\]
\[
= \frac{1}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (110)
\]
\[
= \frac{1}{\sigma^2 K_{\text{max}}} \frac{\sum_{i=1}^{p} d_i}{\sigma^2 K_{\text{max}}} \cdot \exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2}) \quad (111)
\]
where $c_1 = \frac{\prod_{i=\bar{N}+1}^{N} d_i}{\exp(\sum_{i=\bar{N}+1}^{N} \frac{d_i}{\sigma^2})}$, $c_2 = \frac{1}{\sigma^2 K_{\text{max}}}$, and $c_3 = \exp(\frac{1}{\sigma^2} \sum_{i=\bar{N}+1}^{N} d_i)$.

Now let's evaluate the first derivative of the de-
nominate of Eq. (111).

\[
\begin{align*}
(K_{\text{max}})^p \cdot c_{\text{max}}^{1/3} \cdot u^1 \\
p(K_{\text{max}})^{p-1} \cdot c_{\text{max}}^{1/3} + (K_{\text{max}}) \cdot c_{\text{max}}^{1/3} \cdot \log c_{\text{max}} - (K_{\text{max}})^2
\end{align*}
\]

(112)

\[
= p(K_{\text{max}})^{p-1} \cdot c_{\text{max}}^{1/3} - (K_{\text{max}})^{p-2} \cdot c_{\text{max}}^{1/3} \cdot \log c_{\text{max}}
\]

(113)

\[
= (K_{\text{max}})^{p-2} \cdot c_{\text{max}}^{1/3} \cdot (p \cdot K_{\text{max}} - \log c_{\text{max}})
\]

(114)

\[
= (K_{\text{max}})^{p-2} \cdot c_{\text{max}}^{1/3} \cdot (p \cdot K_{\text{max}} - \frac{1}{\sigma^2} \cdot \sum_{i=1}^{p} d_i)
\]

(115)

Since \(d_1 > d_2 > \cdots > d_p > \sigma^2 K_{\text{max}}\),

\[
pK_{\text{max}} - \frac{1}{\sigma^2} \cdot \sum_{i=1}^{p} d_i < 0
\]

(116)

This implies the denominator of Eq. (111) is a decreasing function, and therefore, \(LR(K_{\text{max}})\) is an increasing function with respect to \(K_{\text{max}}\).

b) \(p \to p + 1\) as \(K_{\text{max}}\) decreases.

The \(LR(K_{\text{max}})\) is a continuous function since \(\lambda\) at \(p + 1\) at the moment that \(\sigma^2 K_{\text{max}} = d_{p+1}\) and there is no discontinuity of \(\lambda\). Therefore, \(LR(K_{\text{max}})\) is an increasing function in this case.

4) \(d_1 > \sigma^2 K_{\text{max}}\) and \(K_{\text{max}} < \frac{\sum_{i=1}^{p} d_i}{\sum_{i=1}^{p} d_i - d_i}\)

\[
R_{CN} = \Phi \cdot \text{diag}(\lambda^* \cdot \Phi^T)
\]

(117)

where

\[
\lambda^* = \left[ \frac{\sigma^2}{u}, \ldots, \frac{\sigma^2}{u}, d_{p+1}, \ldots, d_q, \frac{\sigma^2}{uK_{\text{max}}}, \ldots, \frac{\sigma^2}{uK_{\text{max}}} \right]
\]

(118)

\(p, q,\) and \(N\) are the vector of the eigenvalues of the estimator, the largest indices so that \(d_p > \sigma^2 u, d_q > \sigma^2 uK_{\text{max}}\), and \(d_N \geq \sigma^2\), respectively.

Before we prove the increasing property of \(LR(K_{\text{max}})\), we show \(u\) decreases as \(K_{\text{max}}\) increases. \(u\) is the optimal solution of the optimization problem. In this case, \(u^*\), the optimal solution of the optimization problem \(\Phi \cdot \text{diag}(\lambda^* \cdot \Phi^T)\) is obtained by making the first derivative of the cost function 0. Let \(u_1\) and \(u_2\) be the optimal solutions for \(K_{\text{max}}\) and \(K_{\text{max}}\) respectively. Then, \(\sum_{i=1}^{p} G_i(u_1) = 0\) for \(K_{\text{max}}\). Since \(\frac{1}{d_1} \leq u_1 \leq \frac{1}{K_{\text{max}} d_1}\) in this case, for \(K_{\text{max}} < K_{\text{max}}\), the value of \(G_i(u_1)\) decreases for \(d_i \leq 1\). \(G_i(u_2)\) also decreases for \(d_i < d_i\) and \(u \leq \frac{K_{\text{max}} d_i}{uK_{\text{max}}}\) and remain same for \(d_i > 1\) and \(u < d_i\) and \(d_i < u\). Therefore, \(\sum_{i=1}^{N} G_i(u_2) < 0\) for \(K_{\text{max}}\). Finally, since \(\sum_{i=1}^{N} G_i(u_2)\) is zero for \(K_{\text{max}}\), it is obvious that \(u_1 < u_2\). This shows that \(u\) decreases as \(K_{\text{max}}\) increases.

Now we show the increasing property of \(LR(K_{\text{max}})\).

a) within the range where \(p\) and \(q\) remain same

In this case, We show \(LR(u)\) is a decreasing function of \(u\) and an increasing function of \(K_{\text{max}}\) for each of \(u\) and \(K_{\text{max}}\).

i) Proof of \(LR(u)\) is a decreasing function.

\[
LR(u) = \prod_{i=1}^{p} \frac{ud_i}{\sigma^2} \cdot \prod_{i=q+1}^{N} \frac{K_{\text{max}} ud_i}{\sigma^2} \cdot e^N
\]

(119)

\[
\exp\left(\frac{\sum_{i=1}^{p} ud_i}{\sigma^2} + \sum_{i=q+1}^{N} \frac{K_{\text{max}} ud_i}{\sigma^2}\right)
\]

(120)

where \(c_1 = \sum_{i=1}^{p} d_i + \sum_{i=q+1}^{N} K_{\text{max}} d_i\), \(c_2 = \sum_{i=1}^{p} d_i + \sum_{i=q+1}^{N} K_{\text{max}} d_i\), \(c_3 = \sum_{i=1}^{p} d_i + \sum_{i=q+1}^{N} K_{\text{max}} d_i\), and \(c_4 = e^2\). The first derivative of Eq. (122) is obtained by

\[
LR'(u) = \frac{(N - q + p) u^{N - q + p - 1} e^u}{u^{N - q + p - 1} e^u}
\]

(123)

\[
- u^{N - q + p - 1} e^u \log c_5 u
\]

(124)

\[
= u^{N - q + p - 1} c_5 u (N - q + p - u \log c_5)
\]

(125)

\[
= u^{N - q + p - 1} c_5 u (N - q + p - c_2 u)
\]

(126)

Since \(\sigma^2 \leq u \leq d_p\),

\[
N - q + p - u \left( \sum_{i=1}^{p} \frac{d_i}{\sigma^2} + \sum_{i=q+1}^{N} \frac{K_{\text{max}} d_i}{\sigma^2} \right)
\]

(127)

\[
\leq N - q + p - u \left( \frac{N - q}{u} \cdot K_{\text{max}} \right)
\]

(128)

Since \(K_{\text{max}} > 1\), \(LR'(u) < 0\) which implies \(LR(u)\) is a decreasing function with respect to \(u\).

ii) Proof of \(LR(K_{\text{max}})\) is an increasing function.

\[
LR(K_{\text{max}}) = \frac{\prod_{i=1}^{p} \frac{ud_i}{\sigma^2} \cdot \prod_{i=q+1}^{N} \frac{K_{\text{max}} ud_i}{\sigma^2} \cdot e^N}{\exp\left(\sum_{i=1}^{p} \frac{ud_i}{\sigma^2} + \sum_{i=q+1}^{N} \frac{K_{\text{max}} ud_i}{\sigma^2}\right)}
\]

(122)

\[
\frac{c_1 K_{\text{max}} - N - q}{c_5 K_{\text{max}} + c_3}
\]

(130)

\[
= c_4 e^{N - q + p^2 - \frac{1}{u K_{\text{max}}}}
\]

(131)

where \(c_1 = \prod_{i=1}^{p} \frac{ud_i}{\sigma^2} \cdot \prod_{i=q+1}^{N} \frac{K_{\text{max}} ud_i}{\sigma^2} \cdot e^N\), \(c_2 = \sum_{i=q+1}^{N} \frac{ud_i}{\sigma^2} \cdot c_3 = \sum_{i=1}^{p} \frac{ud_i}{\sigma^2} + q - p\), \(c_4 = c_5\), \(c_6 = e^2\).
and $c_5 = e^{c_2}$. The first derivative is

$$LR(K_{\max}) = \left( N - q \right) K_{\max}^{N-q-1} \frac{c_5}{K_{\max}} - K_{\max}^{N-q} \log c_5 - c_5 \frac{c_5}{K_{\max}}$$

$$= K_{\max}^{N-q-1} \left( N - q - K_{\max} \log c_5 \right) \frac{c_5}{K_{\max}}$$

$$= K_{\max}^{N-q+p-1} \times \frac{c_5}{K_{\max}} \left( N - q - c_2 K_{\max} \right)$$

$$= K_{\max}^{N-q+p-1} \times \frac{c_5}{K_{\max}} \left( N - q - c_2 K_{\max} \right)$$

$$= K_{\max}^{N-q+p-1} \times \frac{c_5}{K_{\max}} \left( N - q - c_2 K_{\max} \right)$$

Therefore, $LR(K_{\max}) \geq 0$ and $LR(K_{\max})$ is an increasing function with respect to $K_{\max}$. These two proofs show that $LR(u, K_{\max})$ is an increasing function with respect to $K_{\max}$.

b) $p$ and $q$ changes as $K_{\max}$ decreases

The $LR(u, K_{\max})$ is a continuous function, and therefore, $LR(u, K_{\max})$ is an increasing function in this case.
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