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Abstract. We introduce a new notion of viscosity solutions for the level set formulation of the motion by crystalline mean curvature in three dimensions. The solutions satisfy the comparison principle, stability with respect to an approximation by regularized problems, and we also show the uniqueness and existence of a level set flow for bounded crystals.
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1. Introduction

A crystalline mean curvature flow is a typical example of an anisotropic mean curvature flow, which can be regarded as a mean curvature flow under a Minkowski or Finsler metric [13]. A crystalline mean curvature flow was proposed by S. B. Angenent and M. E. Gurtin [3] and independently by J. Taylor [42] to describe the motion of an anisotropic antiphase boundary in materials science. There is a large amount of literature devoted to the study of the motion by crystalline mean curvature. However, even local-in-time unique solvability of its initial value problem has been a long-standing open problem except in the case of planar motion or convex initial data. The main reason is that the surface energy density is not smooth and hence the speed of evolution is determined by a nonlocal quantity.

Our goal in this paper is to solve this long-standing open problem for purely crystalline mean curvature flow in \( \mathbb{R}^3 \). In fact, we shall introduce a new notion of solutions which corresponds to a generalization of a level set flow for the mean curvature flow equation and establish its unique existence.
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To motivate the problem, let us explain an example of anisotropic mean curvature flow equation and its level set formulation; see e.g. [18, 23, 28]. Let $\gamma : S^2 \to (0, \infty)$ be a given interfacial energy density on the unit sphere $S^2$. For a given closed surface $\Gamma$ we define the interfacial energy

$$I_\gamma(\Gamma) = \int_\Gamma \gamma(n) \, dH^2,$$

and call $I_\gamma$ the interfacial energy of $\Gamma$ with density $\gamma$. Here $n$ denotes the unit exterior normal of $\Gamma$ and $dH^2$ denotes the area element. The anisotropic mean curvature $\kappa_\gamma$ is the first variation of $I_\gamma$ with respect to change of volume enclosed by $\Gamma$. Its explicit form is

$$\kappa_\gamma = - \text{div}_\Gamma (\nabla_p \gamma(n))$$

where $\gamma$ is 1-homogeneously extended as $\gamma(p) = |p| \gamma(p/|p|)$ for $p \in \mathbb{R}^3 \setminus \{0\}$ and $\gamma(0) = 0$; $\text{div}_\Gamma$ denotes the surface divergence [23, 40]. If $\gamma(p) = |p|$, $I_\gamma$ is the surface area and $\kappa_\gamma = - \text{div}_\Gamma n$, which is nothing but (two times) the classical mean curvature. When the interfacial energy density $\gamma$ is not a constant function on $S^2$, we say $\kappa_\gamma$ is an anisotropic mean curvature. Let \( \{\Gamma_t\}_{t > 0} \) be a smooth family of closed surfaces in $\mathbb{R}^3$ and let $V$ be its normal velocity in the direction of $n$. The equation for $\{\Gamma_t\}$ of the form

$$V = \kappa_\gamma \text{ on } \Gamma_t$$

is a simple example of an anisotropic mean curvature flow equation. Of course, if $\gamma(p) = |p|$, then this equation is nothing but the standard mean curvature flow equation $V = \kappa$. A typical feature of this equation is that even if one starts with a smooth surface $\Gamma_0$, the solution $\Gamma_t$ may pinch in finite time, for example a dumbbell with thin neck [31]. So a weak formulation is necessary to track the evolution after the formation of singularities. There are two standard approaches for the (isotropic) mean curvature flow equation. One is a variational way like a varifold solution initiated by K. Brakke [15] and developed further by T. Ilmanen [33] and K. Takasao and Y. Tonegawa [41]. Another approach is a level set method based on a comparison principle introduced by [18, 21]. As already noted in [18] the level set method is very flexible and it applies to anisotropic curvature flow equation [28] while a varifold solution is still limited to the isotropic mean curvature flow equation.

Let us explain the idea of the level set formulation. We introduce an auxiliary function $u : \mathbb{R}^3 \times [0, \infty) \to \mathbb{R}$ so that its zero level set agrees with $\Gamma_t$. To fix the idea we assume that $u > 0$ in a region $D_t$ enclosed by $\Gamma_t$ and $u < 0$ outside of $D_t \cup \Gamma_t$. Then the equation $V = \kappa_\gamma$ is represented as

$$\frac{u_t}{|\nabla u|} = - \text{div} \left( \nabla_p \gamma \left( - \frac{\nabla u}{|\nabla u|} \right) \right) \text{ on } \Gamma_t$$

since $V = u_t/|\nabla u|$, $n = -\nabla u/|\nabla u|$. The idea of the level set method is to consider this equation not only on $\Gamma_t$ but also in $\mathbb{R}^3$, i.e. each level set of $u$ is required to move by $V = \kappa_\gamma$. In other words, we consider

$$u_t - |\nabla u| \left( - \text{div} \left( \nabla_p \gamma \left( - \frac{\nabla u}{|\nabla u|} \right) \right) \right) = 0 \text{ in } \mathbb{R}^3 \times (0, \infty)$$

with initial condition

$$u(x, 0) = u_0(x), \ x \in \mathbb{R}^3.$$

Here $u_0$ is taken so that $\Gamma_0$ is its zero level set. In the case $\gamma(p) = |p|$, (1.1) is nothing but the famous level set mean curvature flow equation

$$u_t - |\nabla u| \text{ div} \left( \nabla u/|\nabla u| \right) = 0.$$
The level set equation (1.1) is degenerate even if $\gamma$ is convex. It is unexpected that the problem can be solved even locally-in-time in classical sense even if $u_0$ is smooth.

Fortunately, if $\gamma$ is $C^2$ on $\mathbb{R}^3 \setminus \{0\}$ and convex, the notion of viscosity solutions [19] is adjustable to solve (1.1)–(1.2) uniquely and globally-in-time for any uniformly continuous initial data [18, 23]. One shall notice that there is a large freedom to choose $u_0$ for given $\Gamma_0$. However, it is known [18, 23] that the zero level set is uniquely determined by $\Gamma_0$ (independently of the choice of $u_0$). Although the zero level set of $u$ may fatten, it is often called a level set flow (solution) of $V = \kappa_\gamma$ with initial data $\Gamma_0$. The theory is based on a comparison principle for viscosity solutions and it applies when $\gamma$ is not necessarily $C^2$ but the singularity is weak. For example, in planar motion even if the second derivative of $\gamma \in C^1(S^2 \setminus \{0\})$ is allowed to jump at finitely many point in $S^1$, the result of [18] is extendable [32,37]; see [34] for higher dimensional problem. However, if the singularity of $\gamma$ is strong, such that the first derivative of $\gamma$ may have jumps, then the situation is completely different. The equation becomes very singular in the sense that the speed becomes a nonlocal quantity and establishing the level set method becomes totally non-trivial even if only a planar motion is considered, although it has been established in [25]. However, it has been a long-standing open problem for surface evolution even if $\gamma$ is (purely) crystalline, i.e. $\gamma$ is piecewise linear and convex in $\mathbb{R}^3$. Such functions are often in convex analysis referred to as polyhedral [39].

Our purpose is to establish a level set method for a crystalline mean curvature flow, whose typical example includes $V = \kappa_\gamma$ for crystalline $\gamma$. Our theory can apply to more general equations such as $V = \kappa_\gamma + 1$. We shall introduce a new notion of viscosity solutions so that the following well-posedness result holds.

**Theorem 1.1 (Unique existence).** Let $\gamma$ be crystalline in $\mathbb{R}^3$. Assume that $f = f(m, \lambda)$ is continuous on $S^2 \times \mathbb{R}^3$ and $\lambda \mapsto f(m, \lambda)$ is non-decreasing. Assume that $|f(m, \lambda)| / (|\lambda| + 1)$ is bounded in $S^2 \times \mathbb{R}$. Let $D_0$ be a bounded open set in $\mathbb{R}^3$ with the boundary $\Gamma_0 = \partial D_0$. Then there exists a global unique level set flow $\{\Gamma_t\}_{t \geq 0}$ with

\begin{align}
V = f(n, \kappa_\gamma) \quad \text{on} \quad \Gamma_t
\end{align}

and initial data $\Gamma_0$.

The assumption of the linear growth for $f$ in $\lambda$ is just for simplicity. One can remove it by introducing a special class of test functions [23,35] or by a flattening argument [30].

To prove the uniqueness part a key step is to establish a comparison principle for the level set equation of (1.3) which is of the form

\begin{align}
 u_t + F(\nabla u, \text{div} \partial W(\nabla u)) = 0,
\end{align}

where

\begin{align}
 F(p, \Lambda) = -|p|f(-p/|p|, \Lambda), \quad W(p) = \gamma(-p).
\end{align}

Here we rather use the subdifferential notion $\partial W$ instead of $\nabla W$ since $W$ is piecewise linear and so not everywhere differentiable. To prove the existence part, one cannot unfortunately apply Perron’s method since the nonlocal quantity “$\text{div} \partial W(\nabla u)$” is not constant in a flat part of the solution (which is different from planar case.) We thus construct a solution by smoothing $W$. Here we need to establish a stability of our viscosity solutions. The basic idea of proofs is an elaboration on the idea for establishing uniqueness based on the comparison principle and stability for the total variation flow of non-divergence type [26,27]. We shall
establish comparison principle for a more general nonlinearity $F$ than (1.5), see Remark 1.3 below.

The bibliography of [26] includes many references on unique solvability. We take this opportunity to mention related results for evolution of closed surfaces by crystalline or more general singular interface energy. In three dimensions and higher, the crystalline mean curvature $\kappa_\gamma$ is not only a nonlocal quantity as mentioned above, but it might be non-constant on facets of the crystal [10]. In fact, it might be discontinuous, and in general it is known to be only a function of bounded variation [11, 12]. Therefore facet breaking and bending might occur and we cannot restrict the solutions only to surfaces with facets parallel to those of the Wulff shape corresponding to the crystalline energy density $\gamma$. A more general notion of solutions is necessary. The variational approach have led to a significant progress by understanding the properties of $\kappa_\gamma$. A notion of solutions via an approximation by reaction-diffusion equations for $V = \gamma \kappa_\gamma$ was established in [8, 9]. An approximation via minimizing movements was used in [6, 7, 16]. However, all these results only provide existence for convex initial data.

We also establish a convergence result which is useful to discuss approximation by an Allen-Cahn type equation.

**Theorem 1.2 (Convergence).** Under the assumption of Theorem 1.1, let $u$ be a viscosity solution of (1.4) with initial data $u_0 \in C(\mathbb{R}^3)$ such that $u_0(x) = -c$ for $|x| \geq R$ with some $R$ and $c > 0$. Assume that $\gamma_\varepsilon$ is smooth in $\mathbb{R}^3 \setminus \{0\}$, convex and 1-homogeneous and $\gamma_\varepsilon \to \gamma$ uniformly on $S^2$. Let $u^\varepsilon$ be a viscosity solution of (1.4) with $W = W_\varepsilon(p) = \gamma_\varepsilon(-p)$, with initial data $u^\varepsilon_0$ such that $u^\varepsilon_0(x) = -c$ for $|x| \geq R$. Assume that $u^\varepsilon_0 \to u_0$ uniformly. Then $u^\varepsilon$ converges locally uniformly to $u$ in $\mathbb{R}^3 \times [0, \infty)$.

This gives a convergence of diffuse interface model to the sharp interface model even if $\gamma$ is crystalline; see [29, 43].

After this work had been completed, the authors learned of a recent work by A. Chambolle, M. Morini and M. Ponsiglione [17], where they established a unique global solvability (up to fattening) for $V = \gamma \kappa_\gamma$ for any convex $\gamma$ by introducing a new notion of a solution related to the anisotropic distance function. Their approach applies to all dimension and all initial data not necessarily bounded. However, their approach requires a special form of the equation so that the mobility is proportional to the interfacial energy density $\gamma$ and it does not apply to $V = \kappa_\gamma$ or $V = \kappa_\gamma + 1$. Our approach applies to all $V = f(n, \kappa_\gamma)$ including these equations but the dimension $n$ is limited as $n \leq 3$ and $\gamma$ is limited to crystalline. It is not yet clear whether or not our solution agrees with theirs in the case when both approaches are available although it is very likely.

**Remark 1.3.** In full generality, we will assume that $F \in C(\mathbb{R}^n \times \mathbb{R})$, $n \geq 1$, and that it is nonincreasing in the second variable, that is,

\begin{equation}
F(p, \xi) \leq F(p, \eta) \quad \text{for all } p \in \mathbb{R}^n, \; \xi \geq \eta.
\end{equation}

For simplicity, we shall also assume that

$$F(0, 0) = 0.$$
Viscosity solutions and the contribution of this paper. We extend the notion of viscosity solutions to the problem (1.4) with crystalline $W$. The main strength of the viscosity solution approach is that it can handle general problems that are not of divergence form by exploiting their comparison principle structure [19,23].

The main difficulty in defining a solution of (1.4) is the singular, nonlocal operator $\text{div} \partial W(\nabla \cdot)$. We interpret this operator as the minimal section (also known as the canonical restriction) of the subdifferential of the anisotropic total variation energy in the Hilbert space $L^2(\Omega)$,

$$
E(\psi) := \begin{cases} 
\int_{\Omega} W(D\psi) \, dx, & \psi \in L^2(\Omega) \cap BV(\Omega), \\
+\infty, & \text{otherwise,}
\end{cases}
$$

where $\Omega$ is the flat torus $\mathbb{R}^n/L\mathbb{Z}^n$ for some $L > 0$, $n \geq 1$, and $BV(\Omega)$ is the space of functions of bounded variation. That is, we only consider this energy for periodic functions $\psi$ to avoid issues with handling the boundary of $\Omega$. Since $D\psi$ is in general only a Radon measure, the functional $E$ is understood as the lower semi-continuous envelope (closure) of the functional defined for Sobolev functions $W^{1,1}(\Omega)$.

It is well-known that the subdifferential of $E$ defined above is the set of divergences of certain vector fields, often called Cahn-Hoffman vector fields [36]. More precisely, if $\psi$ is a Lipschitz function on $\Omega$, then

$$
\partial E(\psi) = \{- \text{div } z : z(x) \in \partial W(\nabla \psi(x)) \text{ for a.e. } x, \text{ div } z \in L^2(\Omega)\}.
$$

The subdifferential $\partial E(\psi)$ is a closed convex, possibly empty subset of the Hilbert space $L^2(\Omega)$. If it is nonempty, we say that $\psi \in \mathcal{D}(\partial E)$ and the unique element of the subdifferential with the minimal $L^2$-norm is called the minimal section of $\partial E(\psi)$ and is denoted as $\partial^0 E(\psi)$. In such a case we will interpret $\text{div} \partial W(\nabla \psi)$ as $-\partial^0 E(\psi)$.

This interpretation is consistent with the classical theory of monotone operators for the solvability of problems of the form

$$
u'(t) \in -\partial E(u(t)).
$$

Indeed, it is known that a solution is right-differentiable and the right derivative $d^+ u/ dt(t) = -\partial^0 E(u(t))$. As we noted above, the mean curvature flow can be viewed as the gradient flow of the surface energy functional.

The viscosity solutions are defined via a comparison with a suitable class of test functions. It is therefore necessary to identify a sufficiently large class of functions for which we can define $\text{div} \partial W(\nabla \cdot)$ so that they can serve as test functions in the definition of viscosity solutions. In particular, it must be possible to prove both uniqueness (via a comparison principle) and existence (via a stability property of solutions).

Since the energy density $W$ is crystalline, that is, piecewise linear, the domain of the subdifferential of $E$ can be understood as functions that have flat parts with gradients that fall into the set where $W$ is not differentiable. These flat parts then correspond to the features of the crystal—facets and edges—depending on the dimension of the subdifferential $\partial W(\nabla \psi)$ on the given flat part of $\psi$. This then leads to an idea of energy stratification with respect to the subdifferential dimension. It turns out that the value of $\text{div} \partial W(\nabla \psi)$ at a point $x$ depends only on the shape of $\psi$ in the directions parallel to $\partial W(\nabla \psi(x))$, and it is basically independent of the shape in the orthogonal direction.
Because of the simple structure of $W$, the local behavior of $W$ (and $\partial W$) in a neighborhood of a given gradient $p$ can be completely captured by a one-homogeneous function that is linear in directions orthogonal to the subspace spanned by the directions in $\partial W(p)$, Proposition 3.3. We therefore for a given slope $p$ define a sliced energy $E^p_{\eta}$ to capture the interesting behavior, and reduce the analysis to a space $\mathbb{R}^k$, where $k$ is the dimension of $\partial W(p)$. Then we consider stratified faceted functions by separating the variables into the directions parallel to $\zeta, \varepsilon$, and then analyze the maxima of $\Phi_{\zeta, \varepsilon}$, which is below $(\partial W - \Phi_{\zeta, \varepsilon})$.

By Theorem 1.1 and Theorem 1.2 will automatically apply to the higher-dimensional cases as well. Our results Theorem 1.1 and Theorem 1.2 will automatically apply to the higher dimensions. However, if we consider two dimensions as well.

We use the stratified faceted functions as the test functions for the definition of viscosity solutions. Heuristically speaking, a continuous function $u$ is a viscosity solution of (1.4) if it satisfies a comparison principle property with respect to a natural ordering of the $k$-dimensional facets. This is substantially extended to handle the stratified energy and the stratified faceted test functions. We consider two solutions $u, v$ of (1.4) that are ordered as $u \leq v$ at $t = 0$ and consider the function

$$
\Phi_{\zeta, \varepsilon}(x, t, y, s) := u(x, t) - v(y, s) - \frac{|x - y - \zeta|^2}{2 \varepsilon} - S_{\varepsilon}(t, s),
$$
on $(x, t, y, s) \in \mathbb{R}^n \times (0, T) \times \mathbb{R}^n \times (0, T)$, where $S_{\varepsilon}$ is defined in (7.2), and $T, \varepsilon > 0$ are fixed. We then analyze the maxima of $\Phi_{\zeta, \varepsilon}$ for $\zeta \in \mathbb{R}^n$ small. This extra parameter $\zeta$ allows us to recover additional information about the behavior of $u$ and $v$ near the maximum of $\Phi_{\zeta, \varepsilon}$. We
then argue by contradiction: if \( u > v \) at some point, we can construct stratified faceted test functions for \( u \) and \( v \) near the maximum of \( \Phi_{\zeta, \varepsilon} \). These test functions have ordered facets, which then together with the comparison principle for \( \Lambda_p \) yields a contradiction.

The stability of solutions with respect to approximation of (1.4) by regularized problems then follows from an extension of the argument developed in [27]. We have to again overcome the discrepancy between the test functions of the regularized problem, which are only smooth functions, and the stratified faceted functions for the limit problem (1.4). This is related to the fact that we are approximating a singular, nonlocal operator by local operators. The idea is to perturb the test function by solving the resolvent problem for the energy \( E \) and the regularized (elliptic) energy \( E_m \) with a small parameter \( a > 0 \):

\[
\psi_a = (I + a\partial E)^{-1}\psi, \quad \psi_{a,m} = (I + a\partial E_m)^{-1}\psi,
\]

which amounts to solving one step of the implicit Euler discretization of the gradient flow of those energies. This transfers the nonlocal information onto the perturbed test function and allows passing in the limit, Theorem 8.1. The main extension in this paper is the handling of the sliced energy. An elaboration on this argument yields also stability with respect to an approximation by one-homogeneous energies \( E_m \), Theorem 8.9.

Combining the above results we obtain the existence of a unique solution of (1.4). Since the level set of the solution does not depend on the choice of the initial level set function, we have uniqueness of the level set flow.

**Outline.** We open with a review of the theory for convex functionals with linear growth in Section 2. This will allow us to introduce the idea of energy stratification and the slicing of the energy density \( W \) according to its features, Section 3. We then define the crystalline mean curvature \( \Lambda \) on various features of the evolving surface such as edges and facets, Section 4, and establish its properties, including a comparison principle. At this point we introduce the notion of viscosity solutions, Section 5, and construct faceted test functions in Section 6. The comparison principle for viscosity solutions is established in Section 7, followed by the stability results, Section 8. Finally, the main result on the well-posedness of (1.4) is presented in Section 9.

### 2. Convex Functionals with Linear Growth

There are a considerable number of publications on the topic of convex functionals with linear growth, see [2] for a list of references. In this section we review the rather standard notation and results that we will use throughout the paper, and prove two important lemmas that will allow us to better understand the crystalline mean curvature later.

Suppose that \( W : \mathbb{R}^d \to \mathbb{R}, d \geq 1, \) is a convex function that satisfies the growth condition

\[
|W(p)| \leq M(1 + |p|), \quad p \in \mathbb{R}^d,
\]

for some \( M > 0 \). Note that it is usually also assumed that \( W(p) \geq c|p| \) for some \( c > 0 \), or that \( W(p) = W(-p) \), but we make no such assumption since they are unnecessary for our purposes, and in fact we need the generality.

Let \( \Omega \) be either an bounded open subset of \( \mathbb{R}^d \) or the \( d \)-dimensional flat torus \( \mathbb{R}^d/L\mathbb{Z}^d \). We are interested in the functional \( E_W(\cdot; \Omega) : L^2(\Omega) \to \mathbb{R} \) defined as

\[
E_W(\psi; \Omega) = \begin{cases} 
\int_{\Omega} W(D\psi) & \psi \in L^2(\Omega) \cap BV(\Omega), \\
+\infty & \text{otherwise}
\end{cases}
\]
that is understood as the relaxation (also the closure or the lower semi-continuous envelope) of the functional

$$\psi \mapsto \begin{cases} \int_{\Omega} W(\nabla \psi) & \psi \in L^2(\Omega) \cap W^{1,1}(\Omega), \\ +\infty & \text{otherwise.} \end{cases}$$

(2.3)

The relaxed functional $E_W$ can be expressed more explicitly following [14,22]. Indeed, we introduce the recession function of $W$,

$$W(p) = \lim_{\lambda \to 0^+} \lambda W(\lambda^{-1} p),$$

which is a positively one-homogeneous convex function on $\mathbb{R}^d$ due to the growth condition (2.1). If $W$ is one-homogeneous itself, we have $W(p) = W$. For $\psi \in BV(\Omega)$, $\nabla \psi$ will denote the Radon-Nikodým derivative of the absolutely continuous part of $D \psi$ with respect to the Lebesgue measure $L^d|\Omega$ and $D^s \psi$ will be the singular part. Then we have

$$D \psi = \nabla \psi L^d|\Omega + D^s \psi,$$

and we can write $E_W$ as

$$E_W(\psi; \Omega) = \int_{\Omega} W(\nabla \psi) \, dx + \int_{\Omega} W^+(\frac{D^s \psi}{|D^s \psi|}) \, d|D^s \psi|,$$

(2.4)

where $\frac{D^s \psi}{|D^s \psi|}$ is the Radon-Nikodým derivative of $D^s \psi$ with respect to $|D^s \psi|$. We note that if $\psi \in L^2(\Omega) \cap W^{1,1}(\Omega)$, or even $\psi \in Lip(\Omega)$, then this formula simplifies to (2.3) since $D^s \psi = 0$.

2.1. Subdifferentials. Since $E_W(\cdot; \Omega)$ is a proper closed (that is, lower semi-continuous) convex functional on $L^2(\Omega)$, its subdifferential

$$\partial E_W(\psi; \Omega) = \{ v \in L^2(\Omega) : E_W(\psi + h; \Omega) - E_W(\psi; \Omega) \geq (h, v) \text{ for all } h \in L^2(\Omega) \}$$

(2.5)

is a closed convex, possibly empty subset of the Hilbert space $L^2(\Omega)$ equipped with the inner product $(h, v) := \int_{\Omega} hv \, dx$. If $\partial E_W(\psi; \Omega)$ is nonempty, we say that $\psi \in D(\partial E_W(\cdot; \Omega))$, the domain of the subdifferential, and we define the minimal section (also known as the canonical restriction) $\partial^0 E_W(\psi; \Omega)$ of the subdifferential as the unique element of $\partial E_W(\psi; \Omega)$ with the minimal norm in $L^2(\Omega)$.

The characterization of the subdifferential of $E_W$ is well-known when $W$ is a positively one-homogeneous function, that is, when

$$W(tp) = tW(p) \quad t \geq 0.$$
is a closed convex, possibly empty subset of $L^2(\Omega)$. We have the well-known characterization of the subdifferential of $E_W$ in the periodic case, see [2, Section 1.3] or [36].

**Proposition 2.1.** Let $\Omega = \mathbb{R}^d/L\mathbb{Z}^d$ for some $d \in \mathbb{N}$ and $L > 0$, and assume that $W$ is a positively one-homogeneous convex function on $\mathbb{R}^d$. If $\psi \in \text{Lip}(\Omega)$ then
\[
\partial E_W(\psi; \Omega) = \{- \text{div} z : z \in CH_W(\psi; \Omega)\} = -\text{div} CH_W(\psi; \Omega).
\]

**Remark 2.2.** If $\Omega$ is a bounded open subset of $\mathbb{R}^d$ with a Lipschitz boundary, then the subdifferential is given by the vector fields $z \in CH_W(\psi; \Omega)$ such that $[z \cdot \nu] = 0$ on $\partial \Omega$; see [2] for details. We will work on periodic domains to not have to deal with this technicality. We will see later (Lemma 2.8 and Properties 4.10) that this does not change the value of the crystalline curvature on the facet.

Let us also mention one trivial result concerning the subdifferential of one-homogeneous convex functions on $\mathbb{R}^d$.

**Lemma 2.3.** Suppose that $W$ is positively one-homogeneous convex function on $\mathbb{R}^d$. Then $\partial W(p) \subset \partial W(0)$ for any $p \in \mathbb{R}^d$. We also have $(x - y) \perp p$ for any $x, y \in \partial W(p)$ and any $p \in \mathbb{R}^d$.

### 2.2. The resolvent problem and the approximation by regularized functionals.

Let $W$ be a convex function satisfying the growth condition (2.1). For some flat torus $\Gamma = \mathbb{R}^d/L\mathbb{Z}^d$, $d \geq 1$, we want to approximate $E_W(\cdot; \Gamma)$ defined in (2.2) by certain regularized functionals.

Suppose therefore that $\{W_m\}_{m \in \mathbb{N}}$ is a sequence of convex functions on $\mathbb{R}^d$ that satisfies the following:

(a) $\{W_m\}_{m \in \mathbb{N}}$ is a decreasing sequence,
(b) $W_m \in C^2(\mathbb{R}^d)$,
(c) $W_m \downarrow W$ as $m \to \infty$ locally uniformly on $\mathbb{R}^d$,
(d) there exist positive numbers $a_m$ such that $a_m^{-1}I \leq \nabla_p^2 W_m(p) \leq a_m I$ for all $p \in \mathbb{R}^d$, $m \in \mathbb{N}$, where $I$ is the $d \times d$ identity matrix.

We introduce the regularized functionals
\[
E_m(\psi; \Gamma) := \begin{cases} \int_{\mathbb{R}^d} W_m(\nabla \psi) \, dx & \psi \in H^1(\Gamma), \\ +\infty & \psi \in L^2(\Gamma) \setminus H^1(\Gamma), \end{cases}
\]
where $H^k(\Gamma) := W^{k,2}(\Gamma)$ is the standard Sobolev space of $L\mathbb{Z}^d$-periodic functions.

Let us give an example of a regularized $W_m$ first.

**Example 2.4.** Let $\eta_m$ be the standard mollifier with support of radius $1/m$. Define the smoothing
\[
W_m(p) = (W * \eta_m)(p) + \frac{1}{2m} |p|^2 \quad p \in \mathbb{R}^n.
\]
By convexity we have $W_m \geq W$ and $W_m$ convex, $W_m \in C^\infty(\mathbb{R}^d)$, $\nabla^2 W_m \geq \frac{1}{m} I$ and $W_m \downarrow W$ as $m \to 0$ locally uniformly. The uniform upper bound on $\nabla^2 W_m$ follows immediately from $\partial_{p,p_j}(W * \eta_m) = \partial_{p_j} W * \partial_{p_j} \eta_m$, and the right-hand side is bounded since $\nabla W$ is bounded.

We need the following result similar to [27, Proposition 5.1].

**Proposition 2.5.** (a) $E_m(\cdot; \Gamma)$ form a decreasing sequence of proper closed convex functionals on $L^2(\Gamma)$. 

(b) The subdifferential $\partial E_m$ is a singleton for all $\psi \in \mathcal{D}(\partial E_m) = H^2(\Gamma)$ containing the unique element

$$- \text{tr} \left[ (\nabla^2 W_m)(\nabla \psi) \nabla^2 \psi \right] \quad \text{a.e.}$$

(c) $(\inf_m E_m(\cdot; \Gamma))_* = E_W(\cdot; \Gamma)$, the lower semi-continuous envelope of $\inf_m E_m$ in $L^2(\Gamma)$.

Proof. For (a) and (b) see [20, Section 9.6.3].

(c): $\{ E_m(\cdot; \Gamma) \}$ is decreasing since $\{ W_m \}$ is decreasing. Therefore $E_m(\psi; \Gamma) \to E_W(\psi; \Gamma)$ for any $\psi \in H^1(\Gamma)$ by the Dominated convergence theorem, since $E_W$ is of the form (2.3) in this case. If $\psi \notin H^1(\Gamma)$, $E_m(\psi; \Gamma) = \infty$ by definition and therefore $E_W(\cdot; \Gamma) \leq \inf_m E_m(\cdot; \Gamma)$, with equality on $H^1(\Gamma)$. Let us now denote $F(\psi) = \inf_m E_m(\psi; \Gamma)$. By a standard approximation result, for any $\psi \in BV(\Gamma)$ there exists a sequence $\{ \psi_k \} \subset C^\infty(\Gamma) \cap BV(\Gamma) \subset H^1(\Gamma)$ such that $\psi_k \to \psi$ in $L^2(\Omega)$ and $\int_\Gamma |D\psi_k| \to \int_\Gamma |D\psi|$, which yields $E_W(\psi_k; \Gamma) \to E_W(\psi; \Gamma)$ due to [38]; see [22]. In particular,

$$F_*(\psi) \leq \liminf_{k \to \infty} F(\psi_k) = \liminf_{k \to \infty} E_W(\psi_k; \Gamma) = E_W(\psi; \Gamma).$$

Hence $F_* = E_W$ by the lower semi-continuity of $E_W$. 

We will need the following approximation and convergence result for the resolvent problems.

**Proposition 2.6.** For $\psi \in \text{Lip}(\Gamma)$, and $m \in \mathbb{N}$, $a > 0$, the resolvent problems

$$\psi_a + a\partial E_W(\psi_a; \Gamma) \ni \psi,$$

$$\psi_{a,m} + a\partial E_m(\psi_{a,m}; \Gamma) \ni \psi,$$

admit unique solutions $\psi_a$ and $\psi_{a,m}$ in $L^2(\Gamma)$, respectively. Moreover, $\psi_a$ and $\psi_{a,m}$ are Lipschitz continuous and

$$\|\nabla \psi_a\|_\infty, \|\nabla \psi_{a,m}\|_\infty \leq \|\nabla \psi\|_\infty.$$

Finally, $\psi_{a,m} \in C^{2,\alpha}(\Gamma)$ for some $\alpha = \alpha_m > 0$.

We also introduce the functions

$$h_a := \frac{\psi_a - \psi}{a}, \quad h_{a,m} := \frac{\psi_{a,m} - \psi}{a} = - \text{tr} \left[ (\nabla^2 W_m)(\nabla \psi_{a,m}) \nabla^2 \psi_{a,m} \right].$$

Then, for fixed $a > 0$,

$$\psi_{a,m} \Rightarrow \psi_a \quad \text{uniformly as } m \to \infty, \text{ and},$$

$$h_{a,m} \Rightarrow h_a \quad \text{uniformly as } m \to \infty.$$

Moreover,

$$\psi_a \Rightarrow \psi \quad \text{uniformly as } a \to 0.$$

If furthermore $\psi \in \mathcal{D}(\partial E_W(\cdot; \Gamma))$ then also

$$h_a \to -\partial^0 E(\psi; \Gamma) \quad \text{in } L^2(\Gamma) \text{ as } a \to 0.$$
Proof. We follow the proof of [27, Proposition 5.3]. Due to Proposition 2.5(a), [5, Theorem 3.20] implies the Mosco convergence of $E_m$ to $E$. This yields the resolvent convergence [5, Theorem 3.26], namely, for fixed $a > 0$ we have

$$\psi_{a,m} \to \psi_a \quad \text{in } L^2(\Gamma).$$

The $C^{2,\alpha}$ regularity of $\psi_{a,m}$ is standard from the elliptic theory, as $I + a\partial^0 E_m(\cdot, \Gamma)$ is a quasilinear uniformly elliptic operator as noted in Proposition 2.5.

Since the $E_m$-resolvent problem is translation invariant and has a maximum principle, we find that $\psi_{a,m}$ is Lipschitz since $\psi$ is Lipschitz, and

$$\|\nabla \psi_{a,m}\|_{\infty} \leq \|\nabla \psi\|_{\infty}.$$ 

Therefore the Arzelá-Ascoli theorem and (2.7) yield the uniform convergence of $\psi_{a,m} \to \psi_a$ and $h_{a,m} \to h_a$ as $m \to \infty$ for fixed $a > 0$, and hence also the Lipschitz bound $\|\nabla \psi_a\|_{\infty} \leq \|\nabla \psi\|_{\infty}$. Moreover, since the $E_m$-resolvent problem has a maximum principle, the $E_W$-resolvent problem has a maximum principle as well.

Finally, a standard result implies that $\psi_a \to \psi$ in $L_2(\Gamma)$ as $a \to 0$ [5, Theorem 3.24], therefore with Arzelá-Ascoli and the uniform Lipschitz bound we conclude that $\psi_a \to \psi$ uniformly. If furthermore $\psi \in D(\partial E_W(\cdot, \Gamma))$, also $h_a \to -\partial^0 E_W(\psi; \Gamma)$ [5, Proposition 3.56].

We give a lemma on the Mosco convergence of functionals with linear growth.

**Lemma 2.7.** Suppose that $W_m$ are convex positively one-homogeneous functions such that $W_m \rightharpoonup W$ uniformly on the unit ball. Then $E_m(\psi) = \int_\Gamma W_m(\nabla \psi)$ Mosco-converges to $E(\psi) = \int_\Gamma W(\nabla \psi)$ as $m \to \infty$.

**Proof.** By [5, Proposition 3.19], we need to show that for every $\psi$, $\psi_m \rightharpoonup \psi$ weakly in $L^2(\Gamma)$ we have $E(\psi) \leq \liminf_m E_m(\psi_m)$ and that for every $\psi \in L^2(\Gamma)$ there exists a sequence $\psi_m \to \psi$ strongly in $L^2(\Gamma)$ such that $E(\psi) = \lim_m E_m(\psi_m)$.

If $\psi_m \rightharpoonup \psi$ weakly in $L^2(\Gamma)$, we can deduce $E(\psi) \leq \liminf_m E_m(\psi_m)$ from the formula [1]

$$E(\psi) := \sup \left\{ \int_\Gamma \psi \div \varphi : \varphi \in C^1(\Gamma), \|\varphi\|_{\infty} \leq 1, \varphi(x) \cdot p \leq 1 \text{ whenever } W(p) \leq 1, x \in \Gamma \right\}.$$ 

By a standard approximation result, for any $\psi \in BV(\Gamma)$ there exists a sequence $\{\psi_k\} \subset C^\infty(\Gamma) \cap BV(\Gamma) \subset W^{1,1}(\Gamma)$ such that $\psi_k \to \psi$ in $L^2(\Omega)$ and $\int_\Gamma |D\psi_k| \to \int_\Gamma |D\psi|$, which yields $E(\psi_m) \to E(\psi)$ by the theorem of Rešetnikov [38]. On the other hand, by the uniform convergence of $W_m$ to $W$ on the unit ball we have for any $\xi \in W^{1,1}(\Gamma)$

$$\left| \int_\Gamma W_m(\nabla \xi) - W(\nabla \xi) \, dx \right| \leq \int_\Gamma |\nabla \xi| \left| W_m \left( \frac{\nabla \xi}{|\nabla \xi|} \right) - W \left( \frac{\nabla \xi}{|\nabla \xi|} \right) \right| \, dx$$

$$\leq \int_\Gamma |\nabla \xi| \, dx \|W_m - W\|_{L^\infty(B_1(0))}.$$ 

Therefore $E(\psi) = \lim_m E_m(\psi_m)$. 

□
2.3. Cahn-Hoffman vector field patching. We shall use the minimal section $\partial^0 E_W(\psi; \Omega)$ of the subdifferential of $E_W$ to define the crystalline curvature for a given Lipschitz function $\psi$ on $\Omega$. However, the minimal section is a solution of a variational problem and therefore its value might depend strongly on the set $\Omega$, and nonlocally on the values of $\psi$. Fortunately, the situation is not as dire as it might appear at first, and in fact, the minimal section is nonlocal only on flat parts (facets) of $\psi$. This restriction of nonlocality is expressed by the following lemma. Intuitively, we can patch the Cahn-Hoffman vector fields as much as we please as long as we do it across the level sets of $\psi$.

**Lemma 2.8.** Let $W : \mathbb{R}^d \to \mathbb{R}$ be a positively one-homogeneous convex function, $d \geq 1$. Suppose that $\psi_1 \in \text{Lip}(\Omega_1)$ and $\psi_2 \in \text{Lip}(\Omega_2)$ are two Lipschitz functions on two open subsets $\Omega_1, \Omega_2$ of $\mathbb{R}^d$. Let $G = \{ x \in \Omega_1 : a < \psi_1(x) < b \}$ for some $a < b$ such that $\overline{G} \subset \Omega_1 \cap \Omega_2$ and $\psi_1 = \psi_2$ on $G$. If $z_i \in CH_W(\psi_i; \Omega_i)$ are two Cahn-Hoffman vector fields, then

$$z(x) = \begin{cases} z_2(x) & x \in G, \\ z_1(x) & x \in \Omega_1 \setminus G, \end{cases}$$

is also a Cahn-Hoffman vector field $z \in CH_W(\psi_1; \Omega_1)$, and

$$\text{div } z(x) = \begin{cases} \text{div } z_2(x) & \text{a.e. } x \in G, \\ \text{div } z_1(x) & \text{a.e. } x \in \Omega_1 \setminus G. \end{cases}$$

**Proof.** Since adding the same constant to both $\psi_1$ and $\psi_2$ does not change anything, we can assume that $a = -\delta$ and $b = \delta$ for some $\delta > 0$. For given $\varepsilon \in (0, \delta)$ we introduce the Lipschitz function

$$\zeta_\varepsilon(x) = 1 + \max \left(-1, \min \left(0, \frac{|\psi_1(x)| - \delta}{\varepsilon}\right)\right).$$

Note that $\zeta_\varepsilon = 0$ on $\{ |\psi_1| \leq \delta - \varepsilon \}$ and $\zeta_\varepsilon = 1$ on $\{ |\psi_1| \geq \delta \}$. Furthermore,

$$\nabla \zeta_\varepsilon(x) = \begin{cases} \text{sign } \psi_1(x) \frac{\nabla \psi_1(x)}{\varepsilon} & \delta - \varepsilon < \psi_1(x) < \delta, \\ 0 & \text{otherwise} \end{cases}$$

for a.e. $x$. Finally, $\zeta_\varepsilon \searrow \chi_{\Omega_1 \setminus G}$ monotonically pointwise as $\varepsilon \to 0$.

Now for $\rho > 0$ we define $z_i^\rho = z_i * \eta_\rho$, where $\eta_\rho$ is the standard mollifier with radius $\rho$, and we extend $z_i$ as 0 to $\Omega_i$. We have $z_i^\rho \to z_i$ in $L^\infty(\Omega_i)$-weak$^*$ and strongly in $L^p_{\text{loc}}(\Omega_i)$ for any $1 \leq p < \infty$ as well as $\text{div } z_i^\rho \to \text{div } z_i$ strongly in $L^2_{\text{loc}}(\Omega_i)$ as $\rho \to 0$, $i = 1, 2$. Define

$$z_i^\rho = z_i^\rho \zeta_\varepsilon + z_2^\rho (1 - \zeta_\varepsilon).$$

This function is clearly Lipschitz.

On $G$ we have $z_i(x) \in \partial W(\nabla \psi_1(x)) = \partial W(\nabla \psi_2(x))$ for a.e. $x$. Therefore $(z_1(x) - z_2(x)) \cdot \nabla \psi_1(x) = 0$ for a.e. $x \in G$ by Lemma 2.3, which together with (2.10) implies

$$\nabla \zeta_\varepsilon \cdot (z_1 - z_2) = 0 \quad \text{a.e.}$$

(2.11)

Thus we have for any $\varphi \in C_c^\infty(\Omega_1)$

$$\int z_i^\rho \cdot \nabla \varphi = -\int \varphi \text{div } z_i^\rho$$

$$= -\int \varphi \left[ \zeta_\varepsilon \text{div } z_1^\rho + (1 - \zeta_\varepsilon) \text{div } z_2^\rho + \nabla \zeta_\varepsilon \cdot (z_1^\rho - z_2^\rho) \right].$$
Now we send $\rho \to 0$ and obtain
\[
\int z_\varepsilon \cdot \nabla \varphi = - \int \varphi \left[ \zeta_\varepsilon \operatorname{div} z_1 + (1 - \zeta_\varepsilon) \operatorname{div} z_2 + \nabla \zeta_\varepsilon \cdot (z_1 - z_2) \right]
\]
\[
= - \int \varphi \left[ \zeta_\varepsilon \operatorname{div} z_1 + (1 - \zeta_\varepsilon) \operatorname{div} z_2 \right],
\]
where we used (2.11). Finally we send $\varepsilon \to 0$ and use the Domated convergence theorem to conclude that
\[
\int z \cdot \nabla \varphi = - \int \varphi \left[ \chi_{\Omega_1 \setminus G} \operatorname{div} z_1 + \chi_G \operatorname{div} z_2 \right].
\]
Since this holds for any test function, we see that $\operatorname{div} z \in L^2(\Omega_1)$ and it can be expressed as in (2.9).

\[\square\]

**Remark 2.9.** We can take an arbitrary convex combination of $z_1$ and $z_2$ on $G$ in (2.8). Indeed, take $z$ as in (2.8). Then $\lambda z_1 + (1 - \lambda)z = (\lambda z_1 + (1 - \lambda)z_2)\chi_G + z_1\chi_{G_1 \setminus G} \in CH_W(\psi_1; G_1)$ by convexity.

**Remark 2.10.** In the proof of [27, Proposition 2.10] in the case of $W$ with a smooth 1-level set we used the fact that Cahn-Hoffman vector fields can be patched across the boundary of a facet arbitrarily, as a consequence of [27, Proposition 2.8]. This is stronger than Lemma 2.8 above where we can patch the Cahn-Hoffman vector field only if the support functions coincide on a neighborhood of the facet. We believe that this requirement can be removed as in [27], but we do not pursue this matter further in the current paper.

Finally, let us briefly consider the characterization of the subdifferential of $E_W$ in the case when $W$ is not positively one-homogeneous. Proposition 2.1 does not apply in such a case. However, if $W$ is equal to a positively one-homogeneous function $W'$ in the neighborhood of the origin, the subdifferentials of $E_W$ and $E_{W'}$ coincide at least for functions with small Lipschitz constant.

**Lemma 2.11.** Suppose that $W$ is a convex function and $W'$ is a positively one-homogeneous convex function on $\mathbb{R}^d$, $d \geq 1$, and there exists $\varepsilon > 0$ such that $W(p) = W'(p)$ for $|p| < \varepsilon$. Suppose that $\Omega$ is a bounded open subset of $\mathbb{R}^n$ or the torus $\mathbb{R}^d/L\mathbb{Z}^d$ for some $L > 0$. If $\psi \in \operatorname{Lip}(\Omega)$ and $\|
abla \psi\|_\infty < \varepsilon$, then
\[
\partial E_W(\psi; \Omega) = \partial E_{W'}(\psi; \Omega).
\]

**Proof.** We shall denote the functionals as $E$ and $E'$ for short. Fix $\psi \in \operatorname{Lip}(\Omega)$ with $\|
abla \psi\|_\infty < \varepsilon$. By definition of the functionals and our assumption on the equality of $W$ and $W'$, we have
\[
E(\psi + h) = E'(\psi + h), \quad h \in \operatorname{Lip}(\Omega), \quad \|\nabla h\|_\infty < \delta = \varepsilon - \|
abla \psi\|_\infty.
\]

The convexity of $W$, $W'$, and one-homogeneity of $W'$ imply for $p \in \mathbb{R}^d$ and $\lambda \in (0, 1)$ such that $\lambda \|p\| < \varepsilon$
\[
\lambda W(p) \geq W(\lambda p) - (1 - \lambda)W(0) = W'(\lambda p) = \lambda W'(p).
\]
In particular, $W(p) \geq W'(p)$ on $\mathbb{R}^d$. Therefore $E(\psi + h) - E(\psi) \geq E'(\psi + h) - E'(\psi)$ for all $h \in L^2(\Omega)$ since $E(\psi) = E'(\psi)$. We conclude that $\partial E'(\psi) \subset \partial E(\psi)$.

To prove the opposite inclusion, take $v \in \partial E(\psi)$, if such an element exists. We want to prove
\[
E'(\psi + h) - E'(\psi) \geq (h, v) \quad \text{for all } h \in L^2(\Omega).
\]
If $h \notin BV(\Omega)$, $E'(\psi + h) = \infty$ by definition. Thus we can assume that $h \in BV(\Omega)$. By a standard approximation result, there exists a sequence $\{h_m\} \subset C^\infty(\Omega) \cap BV(\Omega)$ such that $h_m \to h$ in $L^2(\Omega)$ and $Dh_m \to Dh$ weakly* as measures, which yields $E'(\psi + h_m) \to E'(\psi + h)$ due to [38]; see [22]. But we can choose $\lambda_m \in (0, 1)$ such that $\lambda_m \|\nabla h_m\|_\infty < \delta$.

Then (2.12) implies
\[
E'(\psi + \lambda m h_m) - E'(\psi) = E(\psi + \lambda m h_m) - E(\psi) \geq \lambda_m(h, v).
\]
By convexity, we have
\[
E'(\psi + h_m) - E'(\psi) \geq (h, v).
\]
Indeed,
\[
\lambda_m E'(\psi + h_m) + (1 - \lambda_m) E'(\psi) \geq E(\lambda_m(\psi + h_m) + (1 - \lambda_m)\psi)
= E'(\psi + \lambda_m h_m) \geq E'(\psi) + \lambda_m(h, v).
\]
Sending $m \to \infty$ yields (2.13). $\square$

3. Energy stratification

In this section we shall assume that $W$ is a convex polyhedral function on $\mathbb{R}^n$. Since $W$ is polyhedral, it can be locally viewed as a positively one-homogeneous convex function; we will give a detailed explanation in this section. The features of $W$ correspond to the dual features of the crystal such as facets, edges and vertices, depending on the dimension. For each gradient, we will decompose the space into orthogonal subspaces of interesting directions, corresponding to the given feature of the crystal, and the directions in which $W$ is linear and therefore its behavior simple.

3.1. Slicing of $W$. To perform the decomposition, we need a few standard concepts from convex analysis (see for example [39]). For a given convex set $C$ let $\text{aff}C$ denote the affine hull of $C$, that is, the smallest affine space containing $C$. The dimension of the convex set is defined as the dimension of its affine hull, $\dim C := \dim \text{aff} C$. Let $\text{ri}C$ be the relative interior of $C$ with respect to $\text{aff} C$. A convex set is said to be relatively open if $C = \text{ri} C$. We know that $\text{ri} C \neq \emptyset$ if $C \neq \emptyset$ ([39, Theorem 6.2]). We say that $\text{aff} C$ is parallel to a subspace $V \subset \mathbb{R}^n$ if $\text{aff} C = p + V$ for some $p \in \mathbb{R}^n$.

We can decompose $\mathbb{R}^n$ based on the features of the crystal, which correspond to the value of $\partial W$.

**Proposition 3.1** (Feature decomposition). For given $W$ polyhedral with $W < \infty$ on $\mathbb{R}^n$ there exist a finite number of mutually disjoint maximal sets $\Xi_i$, $i \in \mathcal{N}$, such that $\mathbb{R}^n = \bigcup_{i \in \mathcal{N}} \Xi_i$ and $\partial W$ is constant on each $\Xi_i$. Furthermore, each $\Xi_i$ is a relatively open convex set and $\text{aff} \Xi_i \perp \text{aff} \partial W(p)$ for $p \in \Xi_i$ in the sense that whenever $p, q \in \Xi_i$ and $\xi, \zeta \in \partial W(p)$ then $p - q \perp \xi - \zeta$.

**Proof.** We use the projections of relative interiors of the non-empty faces of the epigraph $\text{epi} W := \{(p, \lambda) : \lambda \geq W(p), p \in \mathbb{R}^n\}$, other than $\text{epi} W$ itself, onto $\mathbb{R}^n$. For the definition of a face of a convex set see [39, Section 18]. By [39, Corollary 18.1.3], all faces of $\text{epi} W$ other than $\text{epi} W$ itself must lie in the relative boundary of $\text{epi} W$. The relative boundary of $\text{epi} W$, the set $\text{epi} W \setminus \text{ri epi} W$, is just the regular boundary and therefore it is the graph of $W$, graph $W := \{(p, W(p)) : p \in \mathbb{R}^n\} \subset \mathbb{R}^{n+1}$. By [39, Theorem 18.2], the relative interiors $\hat{\Xi}_i$ of the faces of $\text{epi} W$ other than $\text{epi} W$ itself form a partition of graph $W$. By projecting
these relative interiors \( \hat{\Xi}_i \) onto \( \mathbb{R}^n \) we obtain sets \( \Xi_i \), which form a partition of \( \mathbb{R}^n \) and are again relatively open by [39, Theorem 6.6].

Let us now prove that \( \partial W \) is constant on \( \Xi_i \). Fix two points \( p, q \in \Xi_i \). Since \( \hat{\Xi}_i \) are relatively open, there exists \( \mu > 1 \) such that \( W(\mu p + (1 - \mu)q) = \mu W(p) + (1 - \mu)W(q) \). Let \( \xi \in \partial W(p) \). By definition of the subdifferential, we have \( W(\mu p + (1 - \mu)q) \geq W(p) + (\mu - 1)\xi \cdot (p - q) \) and \( W(q) \geq W(p) + \xi \cdot (q - p) \). Using the equality in the first inequality and dividing by \( \mu - 1 \) we obtain \( W(q) \leq W(p) + \xi \cdot (q - p) \). Therefore \( W(q) - W(p) = \xi \cdot (q - p) \) and we deduce that \( \xi \in \partial W(q) \). Finally, if \( \zeta \in \partial W(p) \) as well, we have \( (\zeta - \xi) \cdot (q - p) = 0 \). Maximality, that is, that \( \partial W(p) \neq \partial W(q) \) for \( p \in \Xi_i, q \in \Xi_j, i \neq j \), follows from the definition of convex faces.

\( \square \)

**Lemma 3.2.** Suppose that \( \Xi_i \) are as in Proposition 3.1 and suppose that \( W \) is also positively one-homogeneous. Then \( 0 \in \text{aff} \, \Xi_i \) for every \( i \).

**Proof.** This follows immediately from one-homogeneity since \( \partial W(p) = \partial W(tp) \) for any \( p \in \mathbb{R}^n \), \( t > 0 \).

Since \( W \) is finite everywhere, \( \partial W(p) \) is a nonempty closed convex set for any \( p \in \mathbb{R}^n \). For given \( p_0 \in \mathbb{R}^n \) we introduce the one-sided directional derivative of \( W \) at \( p_0 \) with respect to a vector \( p \in \mathbb{R}^n \) as ([39, Section 23])

\[
W'_p(p) := \lim_{\lambda \to 0^+} \frac{W(p_0 + \lambda p) - W(p_0)}{\lambda}.
\]

Then \( W'(p_0; \cdot) \) is a positively one-homogeneous convex function, and ([39, Theorem 23.4])

\[
W'_p(p) = \delta^*(p \mid \partial W(p_0)) := \sup \{ p \cdot \xi : \xi \in \partial W(p_0) \}.
\]

In particular, \( W'_p \) is the convex conjugate of the indicator function of \( \partial W(p_0) \). Therefore by [39, Theorem 13.4] the linearity space of \( W'_p \) (the subspace of directions in which \( W'_p \) is affine) is the orthogonal complement of the subspace parallel to \( \text{aff} \partial W(p_0) \). This provides the orthogonal decomposition of \( \mathbb{R}^n \) for a given gradient.

**Proposition 3.3** (Direction decomposition). Let \( W \) be a polyhedral convex function on \( \mathbb{R}^n \) finite everywhere and let \( p_0 \in \mathbb{R}^n \). Let \( V \) be the subspace of \( \mathbb{R}^n \) parallel to \( \text{aff} \, \partial W(p_0) \) and set \( U = V^\perp \). Then \( W'_p \) is linear on \( U \) and

\[
W'_p(p) = W'_p(P_U p) + \xi \cdot P_U p \quad \text{for any } p \in \mathbb{R}^n, \xi \in \text{aff} \partial W(p_0),
\]

where \( P_U \) and \( P_V \) are the orthogonal projections onto \( U \) and \( V \), respectively.

Moreover, there exists \( \delta > 0 \) such that

\[
W(p) = W'_p(p - p_0) + W(p_0) \quad \text{for all } |p - p_0| < \delta.
\]

**Proof.** (3.2) follows from (3.1) and from the orthogonality of \( U \) and \( V \).

The existence of \( \delta > 0 \) can be proved by contradiction: suppose that there exists a sequence \( \{p_k\} \), \( p_k \to p_0 \) such that \( W(p_k) - W(p_0) > W'_p(p_k - p_0) \) (it is clear that \( W'_p(p - p_0) \leq W(p) - W(p_0) \) by convexity). Since \( W \) is polyhedral, it is given as the maximum of a finite number of affine functions, and therefore by taking a subsequence we can assume that \( W(p_k) = \xi \cdot p_k + c \) for some fixed \( \xi \in \mathbb{R}^n, c \in \mathbb{R} \). By continuity we have \( W(p_k) - W(p_0) = \xi \cdot (p_k - p_0) \). Therefore \( \xi \in \partial W(p_0) \). But this yields a contradiction since then (3.1) implies \( W'_p(p_k - p_0) \geq \xi \cdot (p_k - p_0) \).

\( \square \)
The previous proposition tells us that the behavior of $W$ is interesting only in the directions parallel to $\text{aff} \partial W$. That motivates the following notation. For given $W : \mathbb{R}^n \to \mathbb{R}$ convex polyhedral and $p \in \mathbb{R}^n$ let $V$ be the subspace of $\mathbb{R}^n$ parallel to $\text{aff} \partial W(p)$, $U = V^\perp$, $k = \dim V$, and we fix an arbitrary rotation

$$(3.3) \quad \mathcal{T} : \mathbb{R}^n \to \mathbb{R}^n$$

that maps $\mathbb{R}^k \times \{0\}$ onto $V$ and $\{0\} \times \mathbb{R}^{n-k}$ onto $U$. For given $x \in \mathbb{R}^n$, we define the unique $x' \in \mathbb{R}^k$ and $x'' \in \mathbb{R}^{n-k}$ such that

$$(3.4) \quad \mathcal{T}(x', x'') = x.$$ 

We set $\mathcal{T}_V : \mathbb{R}^k \to V$ and $\mathcal{T}_U : \mathbb{R}^{n-k} \to U$ by

$$(3.5) \quad \mathcal{T}_V x' = \mathcal{T}(x', 0), \quad \mathcal{T}_U x'' = \mathcal{T}(0, x').$$

In the above we also allow for $k = 0$ and $k = n$, in which case terms containing $x'$ respectively $x''$ simply do not appear in the formulas, and $\mathcal{T}_V$ respectively $\mathcal{T}_U$ are trivial maps. Note that

$$(\mathcal{T}_V z)' = z, \quad (\mathcal{T}_U w)' = w, \quad z \in \mathbb{R}^k, w \in \mathbb{R}^{n-k},$$

and

$$\mathcal{T}_V x' = P_V x, \quad \mathcal{T}_U x'' = P_U x, \quad x \in \mathbb{R}^n,$$

where $P_V$ and $P_U$ are respectively the orthogonal projections on $V$ and $U$. Since $\mathcal{T}$ is a linear isometry, it preserves the inner product

$$z_1 \cdot z_2 = \mathcal{T}_V z_1 \cdot \mathcal{T}_V z_2, \quad z_1, z_2 \in \mathbb{R}^k,$$

and similarly for $\mathcal{T}_U$.

**Remark 3.4.** We are free to choose any such $\mathcal{T}$, as long as we keep this choice consistent throughout the paper for given $W$ and $p$. We can in fact choose the same $\mathcal{T}$ for all $p \in \Xi_i$ from Proposition 3.1.

We will introduce the sliced energy density $W_{\text{sl}}$ that locally captures behavior of $W$ in the directions $V$.

**Definition 3.5.** We define the sliced density $W_{p\text{sl}} : \mathbb{R}^k \to \mathbb{R}$ as

$$(3.6) \quad W_{p\text{sl}} := W' \circ \mathcal{T}_V.$$ 

**Lemma 3.6** (Decomposition). For any fixed $p_0 \in \mathbb{R}^n$ we have

$$\partial W_{p_0}''(p) = \{ \mathcal{T}(\zeta', \xi'') : \zeta' \in \partial W_{p_0}'(p') \} \quad \text{for all } p \in \mathbb{R}^n, \xi \in \partial W_{p_0}''(0).$$

The following lemma states that the behavior of $W$ in the neighborhood of some $p$ is completely captured by the sliced density $W_{p\text{sl}}$.

**Lemma 3.7.** For every $p_0 \in \mathbb{R}^n$ there exists $\varepsilon > 0$ such that

$$(3.7) \quad W(p) = W_{p_0\text{sl}}(p' - p'_0) + P_U \xi \cdot (p - p_0) + W(p_0)$$

for any $p \in \mathbb{R}^n$, $|p - p_0| < \varepsilon$, $\xi \in \partial W(p)$. Since $\mathcal{T}$ is an isometry, we have $P_U \xi \cdot (p - p_0) = \xi'' \cdot (p'' - p''_0)$.

**Proof.** The claim follows from Definition 3.5 and Proposition 3.3. \qed
Lemma 3.8. Suppose that $p_0 \in \mathbb{R}^n$ and $\xi_0 \in \operatorname{ri} \partial W(p_0)$. Then there exists $\delta > 0$ such that
$$W_{p_0}^\ast(z) - \xi_0^* \cdot z \geq \delta |z|, \quad z \in \mathbb{R}^k,$$
where $k = \dim \operatorname{aff} \partial W(p_0)$.

Proof. Let again $V$ be the subspace parallel to $\operatorname{aff} \partial W(p_0)$. Then $\partial W(p_0) = \xi_0 + V$. Since $\xi_0 \in \operatorname{ri} \partial W(p_0)$, there exists $\delta > 0$ with $\xi \in \partial W(p_0)$ for all $|\xi - \xi_0| \leq \delta$, $\xi \in \xi_0 + V$. Take $z \in \mathbb{R}^k$ and set $\zeta = \xi_0 + \delta \frac{V \cdot z}{|z|} \in \partial W(p_0)$. From the definition of $W_{p_0}^\ast$ we have from (3.5) and (3.1)
$$W_{p_0}^\ast(z) = W'_{p_0}(\mathcal{T}_V z) = \sup \{ \mathcal{T}_V z \cdot \xi : \xi \in \partial W(p_0) \} \geq \mathcal{T}_V z \cdot \zeta = \xi_0^* \cdot z + \delta |z|.$$  
This yields the lower bound. \hfill \square

3.2. Sliced energy. Suppose now that $p \in \mathbb{R}^n$ such that $k = \dim \partial W(p) > 0$ and recall the definition of $\mathcal{T}$ in (3.3). We shall consider the rotated flat torus $\Gamma = \mathbb{R}^n/L\mathbb{T}\mathbb{Z}^n$ for some $L > 0$. We can write $\Gamma = \mathcal{T}(\Gamma' \times \Gamma'')$, where $\Gamma' = \mathbb{R}^k/L\mathbb{Z}^k$ and $\Gamma'' = \mathbb{R}^{n-k}/L\mathbb{Z}^{n-k}$, and $x \in \Gamma$ is given as $x = \mathcal{T}(x', x'')$ for $x' \in \Gamma'$, $x'' \in \Gamma''$.

We define the functionals
$$E_p(\psi) := E_{W(\cdot + p) - W(p)}(\psi; \Gamma), \quad \psi \in L^2(\Gamma),$$
$$E'_p(\psi) := E_{W_p}(\psi; \Gamma), \quad \psi \in L^2(\Gamma),$$
$$E_{p}^\ast(\psi) := E_{W_p}(\psi; \Gamma'), \quad \psi \in L^2(\Gamma').$$

All three functionals are proper closed convex functions on $L^2(\Gamma)$ resp. $L^2(\Gamma')$.

Since $W_p'$ and $W_{p}^\ast$ are positively one-homogeneous, the characterization of the subdifferential in Proposition 2.1 applies.

The function $q \mapsto W(q + p) - W(p)$ is not one-homogeneous in general, however, and therefore the same characterization does not apply for the subdifferential of $E_p$. Nevertheless, it coincides with the subdifferential of $E_p'$ at $\psi \in \operatorname{Lip}(\Gamma)$ when $\|\nabla \psi\|_\infty$ is small by Lemma 2.11. This observation allows us to use the simpler, positively one-homogeneous energy $E_p'$ when defining the crystalline curvature of a facet.

What follows is the main justification of the energy stratification. We show that since $W_p'$ is linear on the subspace $U$, we need to only consider the directions in $V = U^\perp$ when computing the crystalline curvature of a stratified function.

Lemma 3.9. Let $p$ be as above. Suppose that $\bar{\psi} \in \operatorname{Lip}(\Gamma')$ and $f \in C^1(\Gamma'')$ are given functions and let $\psi(x) = \bar{\psi}(x') + f(x'')$. Let $\psi_a$ and $\tilde{\psi}_a$ be the unique solutions of the resolvent problems
$$\psi_a + a \partial E_p'(\psi_a) \ni \psi,$$
$$\tilde{\psi}_a + a \partial E_{p}^\ast(\tilde{\psi}_a) \ni \bar{\psi},$$
for given $a > 0$. Then
$$\psi_a(x) = \bar{\psi}_a(x') + f(x''), \quad x = \mathcal{T}(x', x'') \in \Gamma.$$  

or, equivalently,
$$(I + a \partial E_p'(\psi))^{-1}(x) = (I + a \partial E_{p}^\ast(\bar{\psi}))^{-1}(x') + f(x'').$$

If moreover $\bar{\psi} \in \mathcal{D}(\partial E_{p}^\ast)$, then $\psi \in \mathcal{D}(\partial E_p')$, $\partial^0 E_p'(\psi)$ is independent of $x''$ and
$$\partial^0 E_p'(\psi)(x) = \partial^0 E_{p}^\ast(\bar{\psi})(x') \quad a.e. \ x = \mathcal{T}(x', x'') \in \Gamma.$$
Proof. Suppose that \( \psi(x) = \tilde{\psi}(x') + f(x'') \) for some \( \tilde{\psi} \in \text{Lip}(\Gamma') \) and \( f \in C^1(\Gamma'') \). By the characterization of the subdifferentials in Proposition 2.1, we have
\[
\partial E_p'(\psi) = - \text{div} CH_{W_p}(\psi; \Gamma), \quad \partial E_p^{\text{sl}}(\psi) = - \text{div} CH_{W_p^{\text{sl}}}(\tilde{\psi}; \Gamma').
\]
The decomposition lemma 3.6 implies (3.10)
\[
(3.9) \quad \partial W_p'(\nabla \psi(x)) = \{ \mathcal{T}(\xi', \xi'') : \xi' \in \partial W_p^{\text{sl}}(\nabla \tilde{\psi}(x')) \}
\]
for some fixed \( \xi'' \in \mathbb{R}^{n-k} \) since
\[
\nabla \psi(x) = \mathcal{T}(\nabla \tilde{\psi}(x'), \nabla f(x'')).
\]

By Proposition 2.6, both \( \psi_a \) and \( \tilde{\psi}_a \) are Lipschitz. As \( \tilde{\psi}_a \) is the unique solution of the resolvent problem, the characterization of the subdifferential of \( E_p^{\text{sl}} \) above yields that there exists \( \tilde{z}_a \in CH_{W_p^{\text{sl}}}(\tilde{\psi}_a; \Gamma') \) such that \( \tilde{\psi}_a - \tilde{\psi} = a \text{div} \tilde{z}_a \). Set \( z_a(x) = \mathcal{T}(\tilde{z}_a(x'), \xi'') \) for some fixed \( \xi'' \) as above and \( \zeta_a(x) = \tilde{\psi}_a(x') + f(x'') \). Note that \( z_a \in CH_{W_p}(\zeta_a; \Gamma) \) by (3.9). Moreover \( \text{div}_x z_a(x) = \text{div}_x' \tilde{z}_a(x') \).

The characterization of the subdifferential of \( E_p' \) above implies that \( \zeta_a - \psi \in - \partial E_p'(\zeta_a; \Gamma) \) and therefore \( \zeta_a \) is a solution of the resolvent problem. However, the solution is unique and therefore \( \psi_a = \zeta_a \) almost everywhere.

Now we suppose that \( \tilde{\psi} \in D(\partial E_p^{\text{sl}}) \), that is, that \( \partial E_p^{\text{sl}}(\tilde{\psi}) \) is nonempty. And so there exists \( \tilde{z} \in CH_{W_p^{\text{sl}}}(\tilde{\psi}; \Gamma') \) with \( z(x) = \mathcal{T}(\tilde{z}(x'), \xi'') \in CH_{W_p}(\psi; \Gamma) \) as we just observed. In particular, \( \psi \in D(\partial E_p) \).

Let us set \( h_a = (\psi_a - \psi)/a \) and \( \tilde{h}_a = (\tilde{\psi}_a - \tilde{\psi})/a \) as in Proposition 2.6. Observe that due to (3.10)
\[
(3.10) \quad h_a(x) = \tilde{h}_a(x').
\]
Since \( -h_a \to \partial^0 E_p'(\psi; \Gamma) \) in \( L^2(\Gamma) \) and \( -\tilde{h}_a \to \partial^0 E_p^{\text{sl}}(\tilde{\psi}; \Gamma') \) in \( L^2(\Gamma') \) as \( a \to 0 \), we conclude (3.8).

4. Crystalline curvature

We introduce an operator \( \Lambda_p \) that assigns the crystalline curvature to a facet with slope \( p \) given by a faceted function, as long as the faceted function is admissible in a certain sense.

4.1. Facets. To describe facets, let us recall the notation for pairs that was introduced in [26]. Since we need to construct facets of various dimensions, depending on the dimension of \( \partial W(p) \), \( \mathcal{P}^k \) will denote the set of pairs on \( \mathbb{R}^k \):

**Definition 4.1** (cf. [26]). For any \( k \in \mathbb{N} \) we will denote by \( \mathcal{P}^k \) the set of all ordered pairs \( (A_-, A_+) \) of disjoint sets \( A_+ \subset \mathbb{R}^k \), \( A_- \cap A_+ = \emptyset \).

We will introduce a partial ordering \( (\mathcal{P}^k, \preceq) \) by
\[
(A_-, A_+) \preceq (B_-, B_+) \quad \iff \quad A_+ \subset B_+ \text{ and } B_- \subset A_- \text{ for } (A_-, A_+), (B_-, B_+) \in \mathcal{P}^k, \text{ as well as the reversal}
\]
\[
- (A_-, A_+) := (A_+, A_-).
\]
Clearly, if \( (A_-, A_+) \preceq (B_-, B_+) \) then \( -(B_-, B_+) \preceq -(A_-, A_+) \).
A pair \((A_-, A_+) \in \mathcal{P}^k\) is said to be open if both \(A_-\) and \(A_+\) are open. A smooth pair is then an open pair \((A_-, A_+) \in \mathcal{P}^k\) for which we also have

(i) \(\text{dist}(A_-, A_+) > 0\), where we use the convention \(\text{dist}(\emptyset, E) = +\infty\) for any \(E\), and

(ii) \(\partial A_- \in C^\infty\) and \(\partial A_+ \in C^\infty\).

We will refer to the set

\[
\mathbb{R}^k \setminus (A_- \cup A_+) = A_-^c \cap A_+^c
\]

as the facet of the pair \((A_-, A_+) \in \mathcal{P}^k\).

**Remark 4.2.** We will drop \(k\) if the dimension is understood from the context or is irrelevant.

We will add the notion of a bounded pair.

**Definition 4.3.** We say that a pair \((A_-, A_+) \in \mathcal{P}^k\) is bounded if either \(A_-^c\) or \(A_+^c\) is bounded.

**Remark 4.4.** Note that if \((A_-, A_+)\) is a bounded pair, then the facet \(A_-^c \cap A_+^c\) is bounded. If \((A_-, A_+)\) is an open pair, the reverse implication also applies.

Let us also recall the useful notion of a support function.

**Definition 4.5** (cf. [26]). A Lipschitz function \(\psi \in \text{Lip}(\mathbb{R}^k)\) is called a support function of an open pair \((A_-, A_+) \in \mathcal{P}^k\) if

\[
\psi(x) \begin{cases} 
> 0 & x \in A_+^c \\
= 0 & x \in A_-^c \cap A_+^c \\
< 0 & x \in A_-
\end{cases}
\]

On the other hand, for any function \(\psi\) on \(\mathbb{R}^k\) we define the pair

\[
\text{Pair}(\psi) := \left\{ \{x \in \mathbb{R}^k : \psi(x) < 0\}, \{x \in \mathbb{R}^k : \psi(x) > 0\} \right\}.
\]

**Example 4.6.** For any open pair \((A_-, A_+) \in \mathcal{P}^k\) the function

\[
\psi(x) := \text{dist}(x, A_-^c) - \text{dist}(x, A_+^c)
\]

is a support function of the pair \((A_-, A_+)\).

Finally, let us recall the notion of a generalized neighborhood of a subset of \(\mathbb{R}^k\).

**Definition 4.7** (cf. [26]). For any set \(E \subset \mathbb{R}^k\) and \(\rho \in \mathbb{R}\) the generalized neighborhood is defined as

\[
\mathcal{U}^\rho(E) := \begin{cases} 
E + \overline{B}_\rho(0) & \rho > 0, \\
E & \rho = 0, \\
\{x \in E : \overline{B}_{|\rho|}(x) \subset E\} & \rho < 0.
\end{cases}
\]

For a pair \((A_-, A_+) \in \mathcal{P}^k\) we introduce the generalized neighborhood

\[
\mathcal{U}^\rho(A_-, A_+) := (\mathcal{U}^{-\rho}(A_-), \mathcal{U}^\rho(A_+))
\]

A part of the following proposition was stated in [26] for the \(n\)-dimensional torus, but it can be easily restated for \(\mathbb{R}^n\). The proof is straightforward.

**Proposition 4.8.** \((a)\) \(\mathcal{U}^{-\rho}(A) \subset A \subset \mathcal{U}^\rho(A)\) for \(\rho > 0\).
(b) (complement)

\[(U^\rho(A))^c = U^{-\rho}(A^c)\] for any set \(A \subset \mathbb{R}^n\) and \(\rho \in \mathbb{R}\)

(c) (monotonicity)

\[U^\rho(A_1) \subset U^\rho(A_2)\] for \(A_1 \subset A_2 \subset \mathbb{R}^n\) and \(\rho \in \mathbb{R}\).

(d) \(U^\rho(A_1 \cap A_2) \subset U^\rho(A_1) \cap U^\rho(A_2)\) for all \(\rho \in \mathbb{R}\), with equality for \(\rho \leq 0\).

(e) \(U^r(U^\rho(A)) \subset U^{r+\rho}(A)\) for \(r \geq 0\) and \(\rho \in \mathbb{R}\); equality holds if \(\rho \geq 0\).

(f) For any \(\rho \in \mathbb{R}\), we have \(U^\rho(A_1) \subset A_2\) if and only if \(A_1 \subset U^{-\rho}(A_2)\).

(g) (interior and closure)

\[\bigcup_{\rho > 0} U^{-\rho}(A) = \text{int} A \subset A \subset \overline{A} = \bigcap_{\rho > 0} U^\rho(A)\] for any set \(A \subset \mathbb{R}^n\).

(h) (distance)

\[\text{dist}(A_1, A_2) = \sup \{\rho \geq 0 : U^\rho(A_1) \subset A_2^c\}\] for all \(A_1, A_2 \subset \mathbb{R}^n\).

4.2. Definition of crystalline curvature. We assume for the rest of the paper that \(W\) is a convex polyhedral function on \(\mathbb{R}^n\). Let \(p \in \mathbb{R}^n\) such that \(k = \dim \partial W(p) > 0\). Let \(\psi\) be a support function of a bounded open pair \((A_-, A_+) \in \mathcal{P}^k\). We say that \(\psi\) is a \(p\)-admissible support function if there exists an open set \(G \supset A_+^c \cap A_-^c\) such that the set of Cahn-Hoffman vector fields

\[CH^s_p(\psi; G) := CH^s_W(p; G)\]

is nonempty. We denote this for short as \(\psi \in \mathcal{D}(\Lambda_p)\). If for a given bounded open pair \((A_-, A_+)\) there exists at least one \(p\)-admissible support function, we say that \((A_-, A_+)\) is a \(p\)-admissible pair. If \(p\) is understood from the context, we refer to them as an admissible support function and an admissible pair.

Let \(\psi \in \mathcal{D}(\Lambda_p)\) be an admissible support function of an admissible pair \((A_-, A_+)\). We define the function \(\Lambda_p[\psi] \in L^2(A_-^c \cap A_+^c)\) on the facet as

\[(4.2)\]

\[\Lambda_p[\psi](x) = \text{div} z_{\min}(x), \quad x \in A_-^c \cap A_+^c,\]

where \(z_{\min}\) is an element of \(CH^s_p(\psi; G)\) that minimizes \(\|\text{div} z\|_{L^2(G)}\). We call \(\Lambda_p\) the crystalline curvature.

Remark 4.9. As we shall see later in Corollary 4.14 at the end of this section, the crystalline curvature satisfies a comparison principle and therefore its value on a facet of a given admissible pair is independent of the choice of an admissible support function of this pair.

We first prove that the crystalline curvature is well-defined \(\Lambda_p\).

Proposition 4.10. The quantity \(\Lambda_p[\psi]\) is well-defined in the sense that the value is unique a.e. and it does not depend on \(G\) nor on the value of \(\psi\) away from the facet. More precisely, if \(\psi_1\) and \(\psi_2\) are two support functions of a bounded open pair \((A_-, A_+) \in \mathcal{P}^k\) with \(\psi_i \in \mathcal{D}(\Lambda_p)\) for some \(p \in \mathbb{R}^n\) with \(k = \dim \partial W(p) > 0\) such that \(\psi_1 = \psi_2\) on a neighborhood of the facet \(A_-^c \cap A_+^c\), then \(\Lambda_p[\psi_1] = \Lambda_p[\psi_2]\) a.e. on \(A_-^c \cap A_+^c\).

Proof. Let \(\psi_i \in \mathcal{D}(\Lambda_p), i = 1, 2\), be two support functions that satisfy the hypothesis. Then there are open sets \(G_i \supset A_-^c \cap A_+^c\) and associated Cahn-Hoffman vector fields \(z_i \in CH^s_p(\psi_i; G_i)\) that minimize \(\|\text{div} z_i\|_{L^2(G_i)}\) over \(CH^s_p(\psi_i; G_i)\). Since the facet \(A_-^c \cap A_+^c\) is assumed to be
bounded, we can find a bounded open set \( H \supseteq A^- \cap A^+ \) with \( \psi_1 = \psi_2 \) on \( H \) and \( H \subset G_1 \cap G_2 \).

Let us take \( 0 < \delta < \min_{H} |\psi_1| \) and set \( G = \{ x \in H : |\psi_1| < \delta \} \subset H \).

Set \( z = z_1 \chi_{G_1 \setminus G} + z_2 \chi_G \). By Lemma 2.8 we have that \( z \in CH_p^s(\psi_1;G_1) \) and therefore \( \| \text{div} \ z \|_{L^2(G_1)} \geq \| \text{div} \ z_1 \|_{L^2(G_1)} \), which with (2.9) implies

\[
\| \text{div} \ z_2 \|_{L^2(G)} \geq \| \text{div} \ z_1 \|_{L^2(G)}.
\]

Reversing the roles of \( \psi_1 \) and \( \psi_2 \), and \( G_1 \) and \( G_2 \), we get the opposite inequality.

Therefore the strict convexity of the \( L^2 \)-norm implies that \( \text{div} \ z_1 = \text{div} \ z_2 \) a.e. on \( L \). Indeed, if they are not equal, we can decrease the norm by taking the vector field \( z = \frac{1}{2} (z_1 + z_2) \) on \( G \) which is still admissible due to Remark 2.9.

The following crucial result will allow us to express the crystalline curvature as the minimal section of the subdifferential of the sliced energy on a periodic domain.

**Proposition 4.11.** Let \( p \in \mathbb{R}^k \) be such that \( k = \dim \partial W(p) > 0 \). Suppose that \( \psi \in \mathcal{D}(A_p) \), that is, \( \psi \) is an admissible support function of a bounded open pair \( (A_-, A_+) \). Let \( L > 0 \) be such that \( A^- \cap A^+ \subset B_{L/4}(0) \). Denote \( \Gamma = \mathbb{R}^k / L \mathbb{Z}^k \).

There exists an \( L \)-periodic Lipschitz function \( \psi_2 \in \text{Lip}(\Gamma) \) such that \( \psi_2 \) is a support function of the open pair \( (A_- + L \mathbb{Z}^k, A_+ + L \mathbb{Z}^k) \) and \( CH_p^s(\psi_2;\Gamma) \) is nonempty, and for some open set \( H, A^- \cap A^+ \subset H \subset B_{L/4}(0) \) we have \( \psi = \psi_2 \) on \( H \). Moreover,

\[
A[\psi_1](x) = -\partial^0 E_p^s(\psi_2;\Gamma)(x) \quad \text{a.e. } x \in A^- \cap A^+.
\]

**Proof.** Let us first show (4.3) if we have function \( \psi_2 \) with the properties stated in the proposition. We use the characterization of the differential in Proposition 2.1. Let therefore \( z_2 \in CH_p^s(\psi_2;\Gamma) \) be a Cahn-Hoffman vector field that minimizes \( \| \text{div} \ z_2 \|_2 \) in this set. Note that we have \( \partial^0 E_p^s(\psi_2;\Gamma)(x) = -\text{div} \ z_2 \) by the characterization of the subdifferential in Proposition 2.1.

Now we can proceed as in the proof of Proposition 4.10. Let \( z_1 \) minimize \( \| \text{div} \ z_1 \|_2 \) in \( CH_p^s(\psi_1;G_1) \) for some open set \( G_1 \supset A^- \cap A^+ \). We can assume that \( G_1 \subset H \). We proceed as follows: given that \( G \subset H \) with \( G \) as defined in that proof, Lemma 2.8 can be applied to \( \psi_1 \) on \( G_1 \) and \( \psi_2 \) on \( G = G_2 \), and since we are only modifying the vector fields away from the boundary of \( H \), replacing \( z_2 \) by \( z_1 \) on the set \( G \) yields again a vector field in \( CH_p^s(\psi_2;\Gamma) \). We again deduce that \( \text{div} \ z_1 = \text{div} \ z_2 \) on \( A^- \cap A^+ \).

We shall now construct \( \psi_2 \). Since \( \psi_1 \) is admissible there are an open set \( G \supset A_\cap A_+ \), \( G \subset B_{L/4}(0) \), and a vector field \( z \in CH_p^s(\psi_1;G) \). Let us choose a positive \( \delta \) such that \( \delta < \min_G |\psi_1| \). This is possible since \( \psi_1 \) is continuous and \( \partial G \subset A_- \cup A_+ = \{ \psi_1 \neq 0 \} \). We set

\[
\xi(x) = \begin{cases} 
-\delta & \text{if } x \in A_- \setminus G, \\
\max(-\delta, \min(\delta, \psi_1(x))) & \text{if } x \in G \\
\delta & \text{if } x \in A_+ \setminus G.
\end{cases}
\]

Note that \( \xi \) is Lipschitz on \( \mathbb{R}^k \), \( \nabla \xi(x) = \nabla \psi_1 \) whenever \( |\xi(x)| < \delta \) and \( \nabla \xi(x) = 0 \) if \( |\xi(x)| = \delta \), almost everywhere. Moreover, we see that

\[
(4.4) \quad \xi = \psi_1 \quad \text{on } H := \{ x \in G : |\psi_1| < \delta \}.
\]

Since the complement of \( B_{L/4}(0) \) is connected and \( A_-, A_+ \) are open disjoint sets, we must have either \( A_- \subset B_{L/4}(0) \) or \( A_+ \subset B_{L/4}(0) \). In any case, \( \xi \) is constant outside of \( B_{L/4}(0) \).
Let \( \phi \in C^\infty(\mathbb{R}^k) \) be such that \( 0 \leq \phi \leq 1 \), \( \text{supp} \, \phi \subset G \) and \( \phi = 1 \) on \( \{ x \in G : |\psi| \leq \delta \} \). Define
\[
  w(x) = \begin{cases} 
    z(x)\phi(x) & x \in G, \\
    0 & \text{otherwise}.
  \end{cases}
\]
Clearly \( w \in L^\infty(\mathbb{R}^k; \mathbb{R}^k) \), \( \text{div} \, w \in L^2(\mathbb{R}^k) \), \( \text{supp} \, w \subset G \). Moreover, since \( \partial W_p^{sl}(q) \subset \partial W_p^{sl}(0) \supset 0 \) for any \( q \in \mathbb{R}^k \) by Lemma 2.3 and \( \partial W_p^{sl}(0) \) is convex, we have \( w(x) \in \partial W_p^{sl}(\nabla \xi(x)) \) for a.e. \( x \in \mathbb{R}^k \). Therefore \( \xi \) is an admissible support function of the pair \((A_-, A_+)\).

Since \( \xi = \psi \) in a neighborhood of \( A_+^\infty \cap A_+^c \), we conclude that \( \Lambda_p[\xi] = \Lambda_p[\psi_1] \) a.e. on \( A_+^\infty \cap A_+^c \) due to Proposition 4.10.

Now we \( L \)-periodically extend \( \xi \) and \( w \) from \([-L/2, L/2)k \) to \( \mathbb{R}^k \) and call them \( \psi_2 \) and \( z_2 \), respectively. This gives a support function of an open pair \((A_- + LZ^k, A_+ + LZ^k)\) and clearly \( CH_p^{sl}(\psi_2; \Gamma) \supset z_2 \).

By construction, \( \psi_2 = \psi_1 \) on \( H \) due to \((4.4)\). \( \square \)

4.3. Comparison principle for the crystalline curvature. We can prove the following comparison theorem for the crystalline curvature of ordered facets, as in [27]. This will imply that \( \Lambda_p[\psi] \) on a given admissible pair is in fact independent of the choice of an admissible support function \( \psi \), Corollary 4.14 below.

**Proposition 4.12** (Comparison principle for \( \Lambda_p \)). Let \( p \in \mathbb{R}^n \) such that \( k = \dim \partial W(p) > 0 \). Suppose that \((A_{1-}, A_{1+})\) and \((A_{2-}, A_{2+})\) are two \( p \)-admissible pairs in \( \mathcal{P}^k \). If the pairs are ordered in the sense of
\[
(A_{1-}, A_{1+}) \prec (A_{2-}, A_{2+}),
\]
then for any two \( p \)-admissible support functions \( \psi_1 \) and \( \psi_2 \) of the respective pairs we have
\[
(4.5) \quad \Lambda_p[\psi_1](x) \leq \Lambda_p[\psi_2](x) \quad \text{a.e. } x \in A_{1-}^\infty \cap A_{1+}^c \cap A_{2-}^c \cap A_{2+}^\infty.
\]

Before proceeding with the proof, we first give a technical lemma, which is a variant of [23, Lemma 4.2.9]; such a result goes back to [18, 21] to establish a uniqueness of a level set flow.

**Lemma 4.13.** Suppose that \( \psi \) and \( \varphi \) are two nonnegative periodic Lipschitz functions on \( \mathbb{R}^d \), \( d \geq 1 \), such that \( \{ \psi = 0 \} \subset \{ \varphi = 0 \} \). Then there exists a Lipschitz continuous function \( \theta : [0, \infty) \to [0, \infty) \) such that \( \theta(0) = 0 \), \( \theta(s) > 0 \) for \( s > 0 \) and \( \theta'(s) > 0 \) for almost every \( s > 0 \) and we have
\[
\theta \circ \varphi \leq \psi \quad \text{on } \mathbb{R}^d.
\]

**Proof.** We may assume that \( \{ \psi = 0 \} \neq \emptyset \), otherwise the statement is trivial. We define
\[
\eta(s) := \inf \{ \psi(x) : \varphi(x) \geq s \}.
\]
Clearly by compactness \( \eta(0) = 0 \), \( \eta(s) > 0 \) for \( s > 0 \). Furthermore, \( \eta \) is nondecreasing since \( s \mapsto \{ \varphi \geq s \} \) is nonincreasing. Finally, \( \eta \circ \varphi \leq \psi \) as
\[
\eta(\varphi(x)) = \inf \{ \psi(y) : \varphi(y) \geq \varphi(x) \} \leq \psi(x).
\]

As \( \eta \) can have jumps or be infinite, we now consider
\[
\sigma(s) := \inf \{ \eta(t) + |s - t| : 0 \leq t \leq s \}.
\]
We also show that $\sigma(s) \leq \eta(s)$ and $\sigma(0) = 0$. On the other hand, $\eta(t) + |s - t| \geq \min \left\{ \frac{s}{2}, \eta\left(\frac{s}{2}\right) \right\} > 0$ for $s > 0$, $t \in [0, s]$, and so $\sigma(s) > 0$ for $s > 0$. As for monotonicity, a simple estimate for $s \geq u \geq 0$ yields

$$\sigma(s) = \min \{ \inf \{ \eta(t) + |s - t| : 0 \leq t \leq u \}, \inf \{ \eta(t) + |s - t| : u \leq t \leq s \} \}
\geq \min \{ \sigma(u) + |s - u|, \eta(u) \}
\geq \sigma(u).$$

We also show that $\sigma$ is Lipschitz. Take $0 \leq u \leq s$ and $\delta > 0$ and find $t \in [0, u]$ such that $\sigma(u) > \eta(t) + |u - t| - \delta$. Then we have

$$\sigma(s) \leq \eta(t) + |s - t| = \eta(t) + |u - t| + |s - u| < \sigma(u) + |s - u| + \delta.$$

Since $\delta$ was arbitrary, $\sigma$ is Lipschitz.

Finally, set

$$\theta(s) := (1 - e^{-s})\sigma(s).$$

Clearly $\theta(0) = 0$, $\theta(s) > 0$ for $s > 0$. The product rule yields $\theta'(s) > 0$ for almost every $s > 0$. By construction,

$$\theta \circ \varphi \leq \sigma \circ \varphi \leq \eta \circ \varphi \leq \psi.$$

Now we complete the proof of the comparison principle for the crystalline curvature $\Lambda_p$.

**Proof of Theorem 4.12.** By Proposition 4.11, we can for a sufficiently large $L > 0$ find $L$-periodic functions, called $\check{\psi}_1$ and $\check{\psi}_2$, such that $CH_p(\check{\psi}_i; \Gamma)$ is nonempty, $\Gamma = \mathbb{R}^k/L\mathbb{Z}^k$, and $\check{\psi}_i$ coincides with the original $\psi_i$ on the neighborhood of the facet $A_{i,-}^c \cap A_{i,+}^c$, $i = 1, 2$, and that

$$\Lambda_p[\check{\psi}_i] = -\partial^0 E_p(\check{\psi}_i; \Gamma) \quad \text{a.e. on } A_{i,-}^c \cap A_{i,+}^c, i = 1, 2.$$

Since the pairs are ordered, if we consider the sets $A_{i,\pm}$ as subsets of $\Gamma$ we have

$$\begin{align*}
\{ \check{\psi}_{2,+} = 0 \} &= A_{2,+}^c \subset A_{1,+}^c = \{ \check{\psi}_{1,+} = 0 \}, \\
\{ \check{\psi}_{1,-} = 0 \} &= A_{1,-}^c \subset A_{2,-}^c = \{ \check{\psi}_{2,-} = 0 \},
\end{align*}$$

where $\check{\psi}_{i,\pm} := \max(\pm \check{\psi}_i, 0)$ denote the positive and negative parts. By Lemma 4.13, there exist Lipschitz functions $\theta^-$ and $\theta^+$ on $[0, \infty)$ such that $\theta^-(0) = 0$, $\theta^+(s) > 0$ for $s > 0$, and $(\theta^\pm)'(s) > 0$ for almost all $s > 0$, such that $\theta^+ \circ \check{\psi}_{1,+} \leq \check{\psi}_{2,+}$ and $\theta^- \circ \check{\psi}_{2,-} \leq \check{\psi}_{1,-}$. We introduce

$$\begin{align*}
\theta_1(s) := \begin{cases} s, & s < 0, \\
\theta^+(s), & s \geq 0,
\end{cases} \quad \theta_2(s) := \begin{cases} -\theta^-(s), & s < 0, \\
s, & s \geq 0.
\end{cases}
\end{align*}$$

and

$$\xi_1 := \theta_1 \circ \check{\psi}_1, \quad \xi_2 := \theta_2 \circ \check{\psi}_2.$$

By construction we have that $\xi_i$ are Lipschitz on $\Gamma$,

$$\xi_1 \leq \xi_2,$$

and the chain rule for Lipschitz functions yields

$$\nabla \xi_i(x) = \theta_i'(\xi_i(x)) \nabla \check{\psi}_i(x), \quad \text{for almost every } x,$$
if we interpret the right-hand side to be equal to zero if $\nabla \tilde{\psi}_i(x)$ is zero, no matter if $\theta'_i(s)$ is differentiable at $\xi_i(x)$ or not. Since $\theta'_i(s) > 0$ for almost every $s \in \mathbb{R}$, we have by the positive one-homogeneity of $W_{sl}$

$$\partial W_{sl}^d(\nabla \xi_i(x)) = \partial W_{sl}^d(\nabla \tilde{\psi}_i(x))$$

for almost every $x$, and therefore

(4.7) $\quad CH_{sl}^d(\xi_i; \Gamma) = CH_{sl}^d(\tilde{\psi}_i; \Gamma) \neq \emptyset$.

The functional $E_{sl}^d(\cdot; \Gamma)$ is proper closed convex and therefore the resolvent problems

$$\zeta_i + \lambda \partial E_{sl}^d(\zeta_i; \Gamma) \ni \xi_i$$

have unique solutions $\zeta_i \in L^2(\Gamma)$.

By approximation by smooth problems that have a comparison principle, as in Proposition 2.6 and its proof, we can deduce that $\zeta_i$ are Lipschitz since $\xi_i$ are Lipschitz, and

$$\zeta_1 \leq \zeta_2.$$

On the intersection of the facets $K = A_{1-}^c \cap A_{1+}^c \cap A_{2-}^c \cap A_{2+}$ we have $\xi_1 = \xi_2 = 0$ and therefore

(4.8) $\quad \frac{\zeta_1 - \xi_1}{\lambda} \leq \frac{\zeta_2 - \xi_2}{\lambda}$\quad on $K$.

By (4.7) and the characterization of the subdifferential Proposition 2.1, we know that $\xi_i \in D(\partial E_{sl}^d(\cdot; \Gamma))$ and therefore the standard result [5, Proposition 3.56] yields

$$\frac{\zeta_i - \xi_i}{\lambda} \to -\partial^0 E_{sl}^d(\xi_i; \Gamma) \quad \text{in } L^2(\Gamma) \text{ as } \lambda \to 0.$$ 

We can send $\lambda \to 0$, and then use (4.6), (4.7) and the ordering (4.8) to conclude that

$$\Lambda_p[\psi_1] = -\partial^0 E_{sl}^d(\xi_1; \Gamma) \leq -\partial^0 E_{sl}^d(\xi_2; \Gamma) = \Lambda_p[\psi_2] \quad \text{a.e. on } K.$$ 

This is the comparison principle for the $\Lambda_p$. \hfill \Box

The following result is an immediate consequence of Proposition 4.12.

**Corollary 4.14.** Suppose that $p \in \mathbb{R}^n$ with $k := \dim \partial W(p) > 0$ and let $(A_-, A_+) \in P^k$ be a $p$-admissible pair. Then the value of $\Lambda_p$ on the facet $A_-^c \cap A_+^c$ is independent of the choice of a $p$-admissible support function, that is, for any two $p$-admissible support functions $\psi, \xi$ of pair $(A_-, A_+)$ we have

$$\Lambda_p[\psi] = \Lambda_p[\xi] \quad \text{a.e. on } A_-^c \cap A_+^c.$$ 

5. **Viscosity solutions**

In this section we introduce viscosity solutions of problem (1.4). For the definition of viscosity solutions we shall use stratiﬁed faceted functions that rely on the concept of energy stratiﬁcation that we have developed in Section 3. Recall that for every $\hat{p} \in \mathbb{R}^n$ we have introduced the coordinate system $x = T(x', x'')$ using the rotation $T = T_{\hat{p}}$ from (3.3).
**Definition 5.1.** Let \((\hat{x},\hat{t}) \in \mathbb{R}^n \times \mathbb{R}\) and \(\hat{p} \in \mathbb{R}^n\), \(V \subset \mathbb{R}^n\) be the subspace parallel to \(\text{aff} \partial W(\hat{p})\), \(U = V^\perp\), \(k = \dim V\). We say that a function \(\varphi(x,t)\) is a stratified faceted test function at \((\hat{x},\hat{t})\) with gradient \(\hat{p}\) if

\[
\varphi(x,t) = \tilde{\psi}(x' - \hat{x}') + f(x'' - \hat{x}'') + \hat{p} \cdot x + g(t),
\]

where

- \(\tilde{\psi} : \mathbb{R}^k \to \mathbb{R}\) is a support function of a bounded facet \((A_-,A_+) \in \mathcal{P}^k\) with \(0 \in \text{int}(A_-^c \cap A_+^c)\) and \(\tilde{\psi} \in \mathcal{D}(\Lambda_{\hat{p}})\),
- \(f \in C^2(\mathbb{R}^{n-k})\), \(f(0) = 0\) and \(\nabla f(0) = 0\),
- \(g \in C^1(\mathbb{R})\).

With this notion of test functions, we define viscosity solutions.

**Definition 5.2.** An upper semi-continuous function \(u : \overline{Q} \to \mathbb{R}\) is a viscosity subsolution of (1.4) if the following hold:

(i) (faceted test) Let \(\varphi\) be a stratified faceted test function at \((\hat{x},\hat{t}) \in Q\) with gradient \(\hat{p} \in \mathbb{R}^n\) and pair \((A_-,A_+)\). Then if there is \(\rho > 0\) such that

\[
(5.1) \quad u(x + w,t) - \varphi(x,t) \leq u(\hat{x},\hat{t}) - \varphi(\hat{x},\hat{t})
\]

for all \(|w'| \leq \rho, \ w'' = 0\), \(x' - \hat{x}' \in U^p(A_-^c \cap A_+^c)\), \(|x'' - \hat{x}''| \leq \rho\), \(|t - \hat{t}| \leq \rho\), then there exists \(\delta > 0\) such that \(B_\delta(\hat{x}') \subset \text{int}(A_-^c \cap A_+^c)\) and

\[
\varphi(\hat{x},\hat{t}) + F(\hat{p}, \text{ess inf}_{B_\delta(0)} \Lambda_{\hat{p}}[\tilde{\psi}]) \leq 0.
\]

(ii) (off-facet test) Let \(\varphi \in C^1(U)\) where \(U\) is a neighborhood of some point \((\hat{x},\hat{t}) \in Q\) and suppose that \(\dim \partial W(\nabla \varphi(\hat{x},\hat{t})) = 0\). If \(u - \varphi\) has a local maximum at \((\hat{x},\hat{t})\) then

\[
\varphi(\hat{x},\hat{t}) + F(\nabla \varphi(\hat{x},\hat{t}),0) \leq 0.
\]

Supersolutions are defined analogously.

If for some \(p\) the value of \(F(p,\xi)\) does not depend on \(\xi\) in the sense below, we can replace the faceted test by a simpler test that does not need an admissible faceted function.

**Definition 5.3** (Curvature-free type at \(p_0\)). We say that \(F\) is of curvature-free type at \(p_0 \in \mathbb{R}^n\) if we have for any constant \(C > 0\)

\[
\lim_{p \to p_0} \sup_{|\xi| \leq C} F(p,\xi) = F(p_0,0) = \lim_{p \to p_0} \inf_{|\xi| \leq C} F(p,\xi).
\]

**Remark 5.4.** The function \(F\) defined in (1.5) is of curvature-free type at \(p_0 = 0\).

**Definition 5.5** (Faceted test at curvature-free gradients). If \(F\) is of curvature-free type at \(p_0 = 0\), we replace the faceted test (i) in Definition 5.2 at \(\hat{p} = p_0 = 0\) by the following test:

(i-cf) Let \(g \in C^1(\mathbb{R})\), \(\varphi(x,t) := g(t)\) and suppose that \(u - \varphi\) has a local maximum at \((\hat{x},\hat{t})\). Then

\[
g'(\hat{t}) + F(0,0) = g'(\hat{t}) \leq 0.
\]
6. Construction of faceted functions

To prove the uniqueness of viscosity solutions of (1.4), we need to be able to construct a sufficiently wide class of test functions, the *faceted functions*. In this section we will assume that $W$ is convex, positively one-homogeneous and crystalline. We shall also assume that there exists $\delta > 0$ such that $W(p) \geq \delta |p|$. The important case for us is $W_p$ from Definition 3.5.

The polar function $W^\circ$ of $W$ is defined as

$$W^\circ(x) = \sup \{ x \cdot p : W(p) \leq 1 \}. \tag{6.1}$$

Clearly

$$(W^\circ)^\circ = W.$$ 

We define the Wulff shape corresponding to $W$ as

$$\text{Wulff}_W := \{ x \in \mathbb{R}^n : W^\circ(x) \leq 1 \}.$$ 

Note that the Wulff shape of a one-homogeneous crystalline (polyhedral) $W$ with linear growth is a bounded polyhedron containing the origin in its interior.

We want to establish a proposition similar to [26, Proposition 2.12], but for a crystalline energy:

**Proposition 6.1.** Let $k = 1$ or 2, $(A_-, A_+) \in \mathcal{P}^k$ be a bounded pair and let $0 \leq \rho_1 < \rho_2$. Suppose that $W : \mathbb{R}^k \to \mathbb{R}$ is a convex, positively one-homogeneous polyhedral function such that there exists $\delta > 0$ with $W(p) \geq \delta |p|$ for $p \in \mathbb{R}^k$. Then there exists an admissible pair $(G_-, G_+) \in \mathcal{P}^k$ such that

$$U^{\rho_1}(A_-, A_+) \leq (G_-, G_+) \leq U^{\rho_2}(A_-, A_+), \tag{6.2}$$

that is, there exists a support function $\psi$ of pair $(G_-, G_+)$ such that $CH_W(\psi; \mathbb{R}^k)$ is nonempty.

We shall use this result in the following form:

**Corollary 6.2.** Let $W : \mathbb{R}^n \to \mathbb{R}$ be a polyhedral convex function finite everywhere. Suppose that $p_0 \in \mathbb{R}^n$ such that $\dim \partial W(p_0) = k$ for $k = 1$ or 2. Then for any bounded pair $(A_-, A_+) \in \mathcal{P}^k$ and any $0 \leq \rho_1 < \rho_2$ there exists a $p_0$-admissible pair $(G_-, G_+)$ satisfying (6.2).

**Proof.** Let us take $\xi_0 \in \ri \partial W(p_0)$. The function $\bar{W}(p) := W_{p_0}^\text{sl}(p) - \xi_0' \cdot p$ satisfies the assumptions of Proposition 6.1 by Lemma 3.8. Therefore there exists a pair $(G_-, G_+) \in \mathcal{P}^k$, its support function $\psi$ and a Cahn-Hoffman vector field $z \in CH_{\bar{W}}(\psi; \mathbb{R}^k)$. It is easy to see that $z + \xi_0 \in CCH_{p_0}^\text{sl}(\psi; \mathbb{R}^k)$, and therefore $(G_-, G_+)$ is $p_0$-admissible. \hfill $\square$

As of now we only know how to construct such admissible facets for dimensions $k = 1$ and $k = 2$.

For the construction of an admissible function we will basically use a signed-distance-like function induced by $W$, and then define a possible Cahn-Hoffman vector field for this function. For a given set $V \subset \mathbb{R}^k$ the signed-distance-like function $d_V$ is defined as

$$d_V(x) := \inf_{y \in V} W^\circ(x - y) - \inf_{y \in V^c} W^\circ(y - x), \quad x \in \mathbb{R}^k, \tag{6.3}$$

where $W^\circ$ is the polar of $W$ given as (6.1).
6.1. One-dimensional admissible facets. We will give an explicit construction as a proof of Proposition 6.1 in the one-dimensional case to illustrate the process and hopefully prepare the reader for the construction in the two-dimensional case. The situation is depicted in Figure 1.

Let $(A_-, A_+) \subset \mathcal{P}^1$ be a bounded pair in $\mathbb{R}$. By making $\rho_1$ larger if necessary, we can assume that $0 < \rho_1 < \rho_2$. Let us set $\varepsilon := \frac{\rho_2 - \rho_1}{3}$.

We define the open sets

$$G_- := \text{int} \mathcal{U}^\varepsilon \left( \mathcal{U}^{-\rho_2}(A_-) \right) \quad \text{and} \quad G_+ := \text{int} \mathcal{U}^{\rho_1+\varepsilon}(A_+).$$

Due to the properties of the set neighborhood, we have for all $\eta > 0$

$$\mathcal{U}^{-\rho_2}(A_-) \subset G_- \subset \mathcal{U}^{-\rho_2+\varepsilon+\eta}(A_-), \quad \mathcal{U}^{\rho_1}(A_+) \subset G_+ \subset \mathcal{U}^{\rho_1+\varepsilon+\eta}(A_+).$$

In particular, we take the interior of the closure in the definition of $G_\pm$ to regularize the boundary so that $G_\pm^c$ has no isolated points.

By definition $A_- \subset A_+^c$, and therefore Proposition 4.8 together with (6.4) imply that for any $\eta \in (0, 2\varepsilon)$

$$G_- \subset \mathcal{U}^{\varepsilon+\eta} \left( \mathcal{U}^{-\rho_2}(A_-) \right) \subset \mathcal{U}^{-\rho_2+\varepsilon+\eta}(A_-) \subset \mathcal{U}^{-\rho_2+\varepsilon+\eta}(A_+^c) \subset \mathcal{U}^{\varepsilon+2\eta}(\mathcal{U}^{\rho_1+\varepsilon-\eta}(A_+^c)) \subset \mathcal{U}^{\varepsilon+2\eta}(\mathcal{U}^{\rho_1+\varepsilon+\eta}(A_+))^c \subset \mathcal{U}^{\varepsilon-2\eta}(G_+)^c$$

We conclude that

$$\text{dist}(G_-, G_+) = \varepsilon > 0.$$ 

Therefore $(G_-, G_+)$ is an open pair, and due to (6.4)

$$\mathcal{U}^{\rho_1}(A_-, A_+) \preceq (G_-, G_+) \preceq \mathcal{U}^{\rho_2}(A_-, A_+),$$

To prove that the pair $(G_-, G_+)$ is bounded, we recall that $(A_-, A_+)$ is a bounded pair therefore there exists $R > 0$ such that $\mathcal{B}_R^c(0) \subset A_-$ or $\mathcal{B}_R^c(0) \subset A_+$. From (6.4) we have that $\mathcal{U}^{-\rho_2}(\mathcal{B}_R^c(0)) \subset G_-$ or $\mathcal{U}^{\rho_1}(\mathcal{B}_R^c(0)) \subset A_+$. Therefore $\mathcal{B}_R^c(0) \subset G_-$ or $\mathcal{B}_R^c(0) \subset G_+$ for $\tilde{R} = R + \rho_2$, which implies that $(G_-, G_+)$ is bounded.

Since $G_\pm$ are open, we can write the union $G_- \cup G_+$ as at most a countable union of disjoint open intervals. Since the facet $G_-^c \cap G_+^c$ is bounded, and the sets $G_\pm$ have the interior ball property with radius $\varepsilon$ by construction, the length of the intervals must be greater than or equal to $2\varepsilon$. In particular, there must only be finitely many of them. Since moreover $\text{dist}(G_-, G_+) > 0$, we can find $m \in \mathbb{N}$ and $\{a_i\}_{i=0}^m$, $\{b_i\}_{i=0}^m$ such that

$$-\infty = a_0 < b_0 < a_1 < b_1 < \cdots < a_m < b_m = \infty$$
and
\[ G_- \cup G_+ = \bigcup_{i=0}^{m} \langle a_i, b_i \rangle. \]

Finally, by construction,
\[ \delta := \frac{1}{3} \min \left\{ \min_{0 \leq i \leq m} b_i - a_i, \min_{1 \leq i \leq m} a_i - b_{i-1} \right\} > 0. \]

The facet \( G_-^c \cap G_+^c \) is closed and
\[ G_-^c \cap G_+^c = \bigcup_{i=1}^{m} \langle b_{i-1}, a_i \rangle. \]

Let us now introduce the sign function
\[ \sigma(x) := \begin{cases} 1 & x \in G_+, \\ -1 & x \in G_-, \\ 0 & \text{otherwise}. \end{cases} \]

This allows us to define the function
\[ \psi(x) := \min \{ \delta, \text{dist}(x, G_+^c) \} - \min \{ \delta, \text{dist}(x, G_-^c) \} , \]

as a clipped version of the function in Example 4.6, which is again clearly a support function of the pair \( (G_-, G_+) \). Moreover,
\[ \psi(x) = \begin{cases} \delta \sigma(x) & x \in [a_i + \delta, b_i - \delta] \text{ for some } i, \\ 0 & x \in [b_{i-1}, a_i] \text{ for some } i, \\ (x - a_i) \sigma(x) & x \in (a_i, a_i + \delta) \text{ for some } i, \\ (b_i - x) \sigma(x) & x \in (b_i - \delta, b_i) \text{ for some } i. \end{cases} \]

Therefore the function \( \psi \) is differentiable everywhere except at the points \( a_i, b_i, a_i + \delta, b_i - \delta \) for \( 0 \leq i \leq m \). We can evaluate the derivative at the other points as
\[ \psi'(x) = \begin{cases} 0 & x \in (a_i + \delta, b_i - \delta) \cup (b_{i-1}, a_i) \text{ for some } i, \\ \sigma(x) & x \in (a_i, a_i + \delta) \text{ for some } i, \\ -\sigma(x) & x \in (b_i - \delta, b_i) \text{ for some } i. \end{cases} \]

In one dimension, the subdifferential of one-homogeneous \( W \) can be expressed as
\[ \partial W(p) = \begin{cases} \{w_-\} & p < 0, \\ \{w_-, w_+\} & p = 0, \\ \{w_+\} & p > 0, \end{cases} \]

for \( w_+ = W'(\pm 1), w_- < 0 < w_+ \).
Let us define the continuous Cahn-Hoffman vector field as

\[
  z(x) := \begin{cases} 
    W'(\sigma(x)) & x \in (a_i, a_i + \delta) \text{ for some } i, \\
    W'(-\sigma(x)) & x \in (b_i - \delta, b_i) \text{ for some } i, \\
    W'(\sigma(b_0)) & x \leq b_0 - \delta, \\
    W'(\sigma(a_m)) & x \geq a_m + \delta, \\
    \text{linear} & \text{otherwise},
  \end{cases}
\]

One can easily see that the function \( z \) is Lipschitz continuous on \( \mathbb{R} \) and \( \| \nabla z \|_{\infty} \leq \frac{w_+ - w_-}{\delta} \leq \infty \) by the definition of \( \delta \) in (6.5). Therefore \( \psi \in D(\partial E) \) and the facet \((G-, G+)\) is admissible, which finishes the proof of Proposition 6.1 in the case of \( k = 1 \).

### 6.2. Two-dimensional admissible facets

In this section we give a proof of Proposition 6.1 in the two-dimensional case. We can without loss suppose that \( \rho_1 = 0 \) and \( \rho_2 = \rho > 0 \). Let us stress again that we do not assume that the Wulff shape of \( W \) is symmetric with respect to the origin.

The proof of Proposition 6.1 for \( k = 2 \) uses a rather simple idea of an explicit construction that is unfortunately quite technical. It will be split in several steps:

1. Approximate a general bounded facet by a smooth facet.
2. Rotate the smooth facet by a small angle so that the boundary has nonzero curvature at the points where the normal is pointing in the direction of a corner of \( W \).
3. Flatten the boundary locally at these points.
4. Use the Fenchel distance-like function induced by \( W \) to construct a support function and a Cahn-Hoffman vector field in the neighborhood of the boundary.

We define the set of critical directions,

\[
  \mathcal{N} := \{ p \in S^1 : \partial W(p) \text{ is not a singleton} \} = \{ p \in S^1 : W \text{ is not differentiable at } p \},
\]

where \( S^1 := \{ p \in \mathbb{R}^2 : |p| = 1 \} \) is the unit circle. Since \( W \) is polyhedral, \( \mathcal{N} \) is finite.

**Lemma 6.3.** \( \partial W : p \rightarrow 2\mathbb{R}^2 \) is constant on every connected component of \( S^1 \setminus \mathcal{N} \). Moreover, \( \partial W(p) \) is a singleton for every such \( p \).

**Proof.** This follows from the fact that \( W \) is polyhedral. \( \square \)

We will also use some basic results of the convex analysis. In particular, recall the definition of the polar \( W^\circ \) in (6.1). We will for short denote the associate Wulff shape as

\[
  \mathcal{W} := \{ x : W^\circ(x) \leq 1 \}.
\]

This is a polygon in two dimensions, with a finite number of vertices, corresponding to the number of critical directions \( \mathcal{N} \). We have the following basic result:

**Lemma 6.4.** If \( p \neq 0 \) and \( x \in \partial W(p) \) then \( W^\circ(x) = 1 \) and \( x \cdot p = W(p) \). Similarly, if \( x \neq 0 \) and \( p \in \partial W^\circ(x) \) then \( W(p) = 1 \) and \( x \cdot p = W^\circ(x) \). Suppose now that \( x \neq 0 \) and \( p \neq 0 \). Then

\[
  \frac{x}{W^\circ(x)} \in \partial W(p) \iff \frac{p}{W(p)} \in \partial W^\circ(x).
\]
6.2.1. Smooth pair approximation. By the smooth approximation lemma, [26, Lemma 2.11], we can find smooth disjoint open sets $H_-, H_+$ such that

$$U^\omega(A_-, A_+) \leq (H_-, H_+) \leq U^{2\omega/4}(A_-, A_+).$$

We note that $(H_-, H_+)$ is an smooth bounded pair.

We claim that we can choose $H_-, H_+$ in such a way that

the curvature of $\partial H_-$ and $\partial H_+$ at $x$ is nonzero whenever $\nu_{\partial H_-}(x) \in \mathcal{N}$ or $-\nu_{\partial H_+}(x) \in \mathcal{N}$, respectively.

Indeed, let $V$ be $H_-$ or int $H_+^c$. Since $\partial V$ is smooth and bounded, it is a union of finitely many disjoint closed curves. Each of these curves is a one-dimensional manifold without boundary and the unit outer normal vector map $\nu : \partial V \to S^1$ is smooth. By Sard's theorem we have $\mathcal{H}^1(\nu(\{x \in \partial V : d\nu(x) \text{ has rank } < 1\})) = 0$. Note that the curvature $\kappa(x)$ of $\partial V$ at $x \in \partial V$ is zero if and only if the rank of $d\nu(x)$ is zero. Since the set of critical directions $\mathcal{N} \subset S^1$ is finite, we can find a rotation $R$ of $\mathbb{R}^2$ by an arbitrary small angle such that $R(\mathcal{N}) \cap \nu(\{x \in \partial V : \kappa(x) = 0\}) = \emptyset$. We therefore rotate the set $V$ by $R^{-1}$ with a sufficiently small such angle so that the rotated set still approximates the original one. Therefore whenever $x \in R^{-1}(V)$ such that $\kappa_{R^{-1}(\partial V)}(x) = 0$, we have $\nu_{R^{-1}(\partial V)}(x) \notin \mathcal{N}$. We can therefore replace $H_-$ and $H_+$ with the rotated ones by a sufficiently small angle if necessary and then $H_\pm$ satisfy (6.7).

6.2.2. Flattening of $\partial H_\pm$ in the critical directions. Let $V$ denote either $H_-$ or int $H_+^c$ in what follows and let $\nu(x) = \nu_{\partial V}(x)$ be the unit outer normal to $\partial V$ at $x \in \partial V$. We will modify $V$ in the neighborhood of the critical points of its boundary $x \in \partial V$ with $\nu(x) \in \mathcal{N}$ so that the boundary of the modified set has a flat part of nonzero length with the same normal. Let us denote the set of these critical points by $S$,

$$S := \{x \in \partial V : \nu(x) \in \mathcal{N}\}.$$

Note that $S$ is compact since $\nu$ is smooth and $\partial V$ is bounded.

We claim that $S$ is finite. Indeed, suppose that $S$ is infinite. Since $S$ is compact, there is $\hat{x} \in S$ such that $B_{\rho}(\hat{x}) \cap S$ is infinite for every $\varepsilon > 0$. Since $\mathcal{N}$ is discrete and $\nu$ is continuous, there exists $\varepsilon_0 > 0$ such that $\nu(x) \equiv \nu(\hat{x})$ for all $x \in B_{\varepsilon_0}(\hat{x}) \cap S$. But that is a contradiction with $d\nu(\hat{x}) \neq 0$ from (6.7).

Let us choose $\eta > 0$ such that

$$\eta < \min \left\{ \frac{1}{40} \text{dist}(\partial H_-, \partial H_+), \frac{\rho}{8} \min_{x,y \in S} |x-y| \right\}.$$

Since for any $\hat{x} \in S$ we have $\kappa(\hat{x}) \neq 0$, by making $\eta$ smaller if necessary, we may also assume that $\partial V \cap B_{2\rho}(\hat{x})$ is a graph of a convex or a concave function $g = g_{\hat{x}}$ in the sense that

$$V \cap B_{2\rho}(\hat{x}) = \{y + \hat{x} \in B_{2\rho}(\hat{x}) : y \cdot \nu(\hat{x}) < g(y \cdot \tau(\hat{x}))\},$$

where $\tau(\hat{x}) \perp \nu(\hat{x})$, $|\tau(\hat{x})| = 1$. Note that $g(0) = g'(0) = 0$. Since $\kappa(\hat{x}) \neq 0$, we have $g''(\hat{x}) \neq 0$ and by Taylor expansion we may also assume that

$$\frac{1}{4} |g''(0)| s^2 \leq |g(s)| \leq |g''(0)| s^2, \quad |s| < 20\eta.$$
we shall finally define a candidate for the admissible function with an appropriate Cahn-Hoffman vector field in a small neighborhood of the flattened boundary $\partial V$. Note that at the intersection of $L$ points $x$ of the Wulff shape such that $\{v \in V : g_\tau(x) \in C_0\}$ there exists exactly two distinct vertices $v,w$; see Figure 2. Since $v,w$ are linearly independent, we have a unique point $x$ when starting with $x=tv$ and $x(sw)$ for some
If \( v \cdot p = 1 \), then \( p \in \partial W^c(v) \) with \( v \cdot p = 1 \) such that \((x - y) \cdot p = 0\). In particular, if \( x \in \Gamma'(\Gamma) \) then \( L_v(x) \cap \Gamma = \{y\} \) for some \( y \), that is, there exists a unique \( t \in \mathbb{R} \) such that \( x - tv \in \Gamma \).

Proof. Since \( \Gamma \) is a smooth curve, by the mean value theorem there exists \( \xi \in \Gamma \) such that \((x - y) \cdot \nu(\xi) = 0\). But \( p := \frac{\nu(\xi)}{W(\nu(\xi))} \in \partial W^c(v) \) by construction. Then \( v \cdot p = 1 \) follows from the characterization of the subdifferential of \( W^c \) in Lemma 6.4.

Now let \( x \in \Gamma'(\Gamma) \). By definition, there exists \( t \in \mathbb{R} \) such that \( x - tv \in \Gamma \). Suppose that \( x - sv \in \Gamma \) for \( s \in \mathbb{R} \). Then from the above there exists \( p \) such that \( v \cdot p = 1 \) and \( 0 = (x - tv - x + sv) \cdot p = (s - t)v \cdot p = s - t \). We have \( s = t \).

**Lemma 6.6.** Let \( \Gamma \in \mathcal{C} \) and \( \Gamma' \in \mathcal{C} \) such that \( \text{dist}(\Gamma, \Gamma') \neq 0 \). Then there exist \( \nu \) such that \( \{\nu\} \cap \mathcal{V}(\Gamma) \cap \mathcal{V}(\Gamma') = \{\xi\} \). Moreover, \( L_v(\Gamma) \cap L_v(\Gamma') = 0 \) and \( \Gamma' \cap \Gamma = L_v(\xi) \).

Proof. If \( \text{dist}(\Gamma, \Gamma') = 0 \), then \( \Gamma \) must be the flattened part and \( \Gamma' \) must be the adjacent smooth part of \( \partial \hat{V} \). By construction, \( \mathcal{V}(\Gamma) \cap \mathcal{V}(\Gamma') = \{\nu\} \) for some \( \nu \in \mathcal{V} \), and \( \Gamma \cap \Gamma' = \{\xi\} \) for some \( \xi \). In particular, \( L_v(\Gamma) \cap L_v(\Gamma') \subset L_v(\xi) \). Now suppose that there exist distinct points \( x \in \Gamma \), \( y \in \Gamma' \) such that \( L_v(x) = L_v(y) \). Then by connectedness of \( \Gamma \) and \( \Gamma' \), we can find such points arbitrarily close to \( \xi \). But this is a contradiction with the fact that \( L_v(x) \) can intersect both \( \Gamma \) and \( \Gamma' \) at most once by Lemma 6.5, and the line \( L_v(x) \) in the direction of \( v \) travels from \( \hat{V} \) to \( \hat{V}^c \) at two consecutive points \( x, y \), with no transition from \( \hat{V}^c \) to \( \hat{V} \) in between.

**Corollary 6.7.** Suppose that \( \Gamma \in \mathcal{C} \), \( \Gamma', \Gamma'' \in \mathcal{C} \) are the adjacent flat parts, \( \text{dist}(\Gamma', \Gamma) = \text{dist}(\Gamma'', \Gamma) = 0 \), and \( x, y \in \Gamma \cup \Gamma' \cup \Gamma'' \). Let \( v \in \mathcal{V}(\Gamma) \). Then there exists \( p \in \partial W^c(v) \) with \( v \cdot p = 1 \) such that \((x - y) \cdot p = 0\). In particular, if \( x \in L_v(\Gamma \cup \Gamma' \cup \Gamma'') \) then \( L_v(x) \cap (\Gamma \cup \Gamma' \cup \Gamma'') = \{y\} \) for some \( y \), that is, there exists a unique \( t \in \mathbb{R} \) such that \( x - tv \in \Gamma \cup \Gamma' \cup \Gamma'' \).

Proof. This follows by combining Lemma 6.6 and Lemma 6.5 for the neighboring components \( \Gamma, \Gamma', \Gamma'' \), since the flat ones have normals \( \nu', \nu'' \in \partial W^c(v) \).
Given $\mu > 0$, we define the sets $U_\Gamma$ for $\Gamma \in \mathcal{C}$ by

$$U_\Gamma := \begin{cases} 
\{ x + tv : x \in \Gamma, \ |t| \leq \mu, \ v \in \mathcal{V}(\Gamma) \} & \text{if } \Gamma \in \mathcal{C}_r, \\
\{ x : |\xi^\Gamma_v(x) + \xi^\Gamma_w(x) - \alpha^\Gamma| \leq \mu, \ \xi^\Gamma_v(x)\xi^\Gamma_w(x) > 0 \} & \text{if } \Gamma \in \mathcal{C}_0.
\end{cases}$$

We shall show below in (6.10) that $\{U_\Gamma\}_{\Gamma \in \mathcal{C}}$ cover a neighborhood of $\partial \hat{V}$. Note that if we take $\mu \leq |\alpha^\Gamma|/2$ we must have $\text{sign} \xi^\Gamma_v(x) = \text{sign} \xi^\Gamma_w(x) = \text{sign} \alpha^\Gamma$ on $U_\Gamma$ for $\Gamma \in \mathcal{C}_0$.

If we choose $\mu > 0$ small enough, the sets $U_\Gamma$ are pair-wise disjoint.

**Lemma 6.8.** Suppose that $0 < \mu < \min \{\mu_1, \mu_2\}$, where

$$\mu_1 := \frac{1}{3\max_{W^\circ(v)} |v|} \min_{\Gamma, \Gamma' \in \mathcal{C}, \ \text{dist}(\Gamma, \Gamma') > 0} \text{dist}(\Gamma, \Gamma'), \quad \mu_2 := \min_{r \in \mathcal{C}_0} \frac{|\alpha^\Gamma|}{2}.$$

Then $U_\Gamma \cap U_{\Gamma'} = \emptyset$ for all $\Gamma, \Gamma' \in \mathcal{C}$, $\Gamma \neq \Gamma'$.

**Proof.** Suppose that $\text{dist}(\Gamma, \Gamma') > 0$. Then $U_\Gamma \subset \mathcal{U}'(\Gamma)$ and $U_{\Gamma'} \subset \mathcal{U}'(\Gamma')$ with $t = \mu \max_{W^\circ(v) \leq 1} |v|$. Hence $U_\Gamma \cap U_{\Gamma'} = \emptyset$ by $\mu < \mu_1$.

On the other hand, if $\text{dist}(\Gamma, \Gamma') = 0$, then one of the sets, say $\Gamma$, belongs to $\mathcal{C}_r$, and the other belongs to $\mathcal{C}_c$. Suppose that $y \in U_\Gamma \cap U_{\Gamma'}$. We will show that this leads to a contradiction. Indeed, set $v \in \mathcal{V}(\Gamma')$ and note that $U_{\Gamma'} \subset L_v(\Gamma')$. We have $\alpha^\Gamma \in L_v(\Gamma')$. Therefore $y(\lambda) := \lambda y + (1 - \lambda)\alpha^\Gamma \in L_v(\Gamma')$ for every $\lambda \in [0, 1]$. By Lemma 6.6, we have $\Gamma \cap L_v(y(\lambda)) = \emptyset$ for all $\lambda \in [0, 1]$.

Let $t := \xi^\Gamma_v(y) + \xi^\Gamma_w(y) - \alpha^\Gamma$. Since $y \in U_\Gamma$, we have $|t| \leq \mu < \mu_2 = |\alpha^\Gamma|/2$ and $\xi^\Gamma_v(y)\xi^\Gamma_w(y) > 0$. If $t\alpha^\Gamma \leq 0$, we have $y - tv \in \Gamma$ by (6.8), and this is a contradiction with $\Gamma \cap L_v(y) = \emptyset$. If $t\alpha^\Gamma > 0$, we set $\lambda := \frac{\alpha^\Gamma}{\alpha^\Gamma + t} \in (0, 1)$. A simple computation using (6.8) shows that $y(\lambda) \in \Gamma$, which is a contradiction with $\Gamma \cap L_v(y(\lambda)) = \emptyset$. The conclusion $U_\Gamma \cap U_{\Gamma'} = \emptyset$ follows.

We choose $\mu$ satisfying the assumption in Lemma 6.8. Then on the pair-wise disjoint collection of sets $\{U_\Gamma : \Gamma \in \mathcal{C}\}$, we define functions $\psi$ and $z$ by

$$\psi(x) := \begin{cases} t \text{ such that } x - tv \in \Gamma, \ v \in \mathcal{V}(\Gamma), & x \in U_\Gamma, \ \Gamma \in \mathcal{C}_r, \\
\xi^\Gamma_v(x) + \xi^\Gamma_w(x) - \alpha^\Gamma, & x \in U_\Gamma, \ \Gamma \in \mathcal{C}_0,
\end{cases}$$

and

$$z(x) := \begin{cases} v, \text{ where } v \in \mathcal{V}(\Gamma) & x \in U_\Gamma, \ \Gamma \in \mathcal{C}_r, \\
\frac{\xi^\Gamma_v(x)v + \xi^\Gamma_w(x)w}{\xi^\Gamma_v(x) + \xi^\Gamma_w(x)}, \text{ where } v, w \in \mathcal{V}(\Gamma), & x \in U_\Gamma, \ \Gamma \in \mathcal{C}_0.
\end{cases}$$

Both $\psi$ and $z$ are well-defined by Lemma 6.5. Note that $|\psi| \leq \mu$ on $U_\Gamma$. We can easily see that $\psi$ is differentiable in the interior of $U_\Gamma$ for all $\Gamma \in \mathcal{C}$ by the inverse function theorem. Moreover, the level set $\{ x : \psi(x) = \psi(y) \}$ in a neighborhood of $y \in \text{int} U_\Gamma$ is just a translation of $y$. Therefore $\nabla^s \psi(y) = sv'$, where $v' = \nu^\Gamma$ for $\Gamma \in \mathcal{C}_0$, or $v' = \nu(y - \psi(y)v)$ for $\Gamma \in \mathcal{C}_r$, with $s = v \cdot v' > 0$. In particular,

$$z(y) \in \partial W(\nabla^s \psi(y)) \quad \text{for } z \in \text{int} U_\Gamma, \ \Gamma \in \mathcal{C}.$$

We now conclude this part by showing that for small $\delta > 0$, the functions $\psi$ and $z$ are well-defined, Lipschitz continuous functions on $\mathcal{U}^\delta(\partial \hat{V})$. We shall use the following two lemmas that we prove first. We set

$$K := \max_{W(p) \leq 1} |p| \quad \text{and} \quad \delta_0 = \min_{\Gamma \in \mathcal{C}} \min_{v \in \mathcal{V}(\Gamma)} \theta(L_v(\Gamma)), \quad \text{and} \quad \delta_\mu := \frac{\mu}{K}. $$
Finally, we find $\delta_s > 0$ such that for every $\Gamma \in \mathcal{C}_0$, $\Gamma' \in \mathcal{C}_r$ the adjacent component to $\Gamma$, \[ \text{dist}(\Gamma', \Gamma) = 0, \ v \in \mathcal{V}(\Gamma'), \ v \neq w \in \mathcal{V}(\Gamma), \] we have
\begin{equation}
\text{dist}(\Gamma' \cap \mathcal{U}_\delta(L_v(\Gamma)), L_w(c\Gamma)) > \delta_s.
\end{equation}

This is possible since $\Gamma' \cap \overline{L_v(\Gamma)} = \{x_v\}$, $\Gamma'$ is smooth (in fact detaching from $L_v(\Gamma)$ linearly), with $\xi_v(x_v) = \alpha \Gamma \neq 0$, and $L_w(c\Gamma) = \{x : \xi_v(x) = 0\}$.

**Lemma 6.9.** Let $x \in \Gamma \in \mathcal{C}_r$, $v \in \mathcal{V}(\Gamma)$, and let $\Gamma', \Gamma'' \in \mathcal{C}_0$ be the neighboring components with \[ \text{dist}(\Gamma', \Gamma) = \text{dist}(\Gamma'', \Gamma) = 0. \] Then for every $y, |y - x| \leq \min \{\delta_\theta, \delta_\mu, \delta_s\}$ there exists a unique $t(y)$ such that $y - t(y)v \in \Gamma \cup \Gamma' \cup \Gamma''$. Moreover, $|t(y)| \leq \mu$. Finally, sign $\xi_v^\Gamma(y) = \text{sign} \alpha \Gamma^\prime$ and sign $\xi_v^\Gamma(y) = \text{sign} \alpha \Gamma^\prime$.

**Proof.** Using Lemma 6.6 and $|x - y| \leq \delta_\theta$, that is, that the distance between $x$ and $y$ is smaller than the width of the cylinders $L_v(\Gamma')$ and $L_v(\Gamma'')$, we are guaranteed that $y \in L_v(\Gamma \cup \Gamma' \cup \Gamma'')$. Therefore there exists a unique $t \in \mathbb{R}$ with $y - tv \in \Gamma \cup \Gamma' \cup \Gamma''$. By Corollary 6.7, there exists $p \in \partial W^\circ(v)$ such that
\[ 0 = (x - y + tv) \cdot p = (x - y) \cdot p + t. \]

By Cauchy-Schwarz $|t| \leq K|x - y| \leq \mu$ and the conclusion follows. The sign of $\xi_v^\Gamma(y)$ and $\xi_v^\Gamma(y)$ must match the sign at $\Gamma \cap \Gamma'$, $\Gamma \cap \Gamma''$, which matches that of $\alpha \Gamma^\prime$, $\alpha \Gamma''$, respectively, since $\delta \leq \delta_s$ and $\delta_s$ satisfies (6.9).

**Lemma 6.10.** Let $x \in \Gamma \in \mathcal{C}_0$, $v \in \mathcal{V}(\Gamma)$, and let $\Gamma', \Gamma'' \in \mathcal{C}_r$ be the neighboring components with \[ \text{dist}(\Gamma', \Gamma) = \text{dist}(\Gamma'', \Gamma) = 0. \] Let $v \in \mathcal{V}(\Gamma')$ and $w \in \mathcal{V}(\Gamma'')$. Then for every $y, |y - x| \leq \min \{\delta_\theta, \delta_\mu\}$ where $\delta_\mu = \mu/K$. Then exactly one of the following holds:

(a) $\xi_v^\Gamma(y) \xi_w^\Gamma(y) > 0$, $|\xi_v^\Gamma(y) + \xi_w^\Gamma(y) - \alpha| \leq \mu$, or
(b) $y \in L_v(\Gamma')$, there exists $t$ such that $y - tv \in \Gamma'$, and $|t| \leq \mu$, or
(c) $y \in L_w(\Gamma'')$, there exists $t$ such that $y - tw \in \Gamma''$, and $|t| \leq \mu$.

**Proof.** Let us set $t = \xi_v^\Gamma(y) + \xi_w^\Gamma(y) - \alpha$. Then $\xi_v^\Gamma(y - tv) + \xi_v^\Gamma(y - tv) - \alpha = 0$ and therefore $(x - y + tv) \cdot v_0 = 0$, where $v_0$ is the normal of $\Gamma$. In particular, $t = (x - y) \cdot \frac{v_0}{\text{dist}(\Gamma')} \leq K|x - y| \leq \mu$, which implies the estimate in (a).

Since $|y - x| \leq \delta_\mu$, we have $|t| \leq \mu < \mu_2 \leq \alpha^{\Gamma}/2$ and therefore $\xi_v^\Gamma(y) + \xi_w^\Gamma(y)$ has the same sign as $\alpha^{\Gamma}$. We conclude that at least one of $\xi_v^\Gamma(y)$, $\xi_w^\Gamma(y)$ has the same sign as $\alpha^{\Gamma}$. Due to Lemma 6.6, $L_v(\Gamma') \subset \{\xi_v^\alpha \alpha^{\Gamma} \leq 0\}$ and $L_w(\Gamma'') \subset \{\xi_w^\alpha \alpha^{\Gamma} \leq 0\}$. Therefore $y \notin L_v(\Gamma') \cap L_w(\Gamma'')$.

If $\xi_v^\Gamma(y) \xi_w^\Gamma(y) > 0$ then we are at case (a). Otherwise since $|y - x| \leq \delta_\theta$, $y$ must be in exactly one of the cylinders $L_v(\Gamma')$ or $L_w(\Gamma'')$ due to the discussion above.

Suppose therefore $y \in L_v(\Gamma')$. Then there exists a unique $t$ such that $y - tv \in \Gamma'$, and Corollary 6.7 implies the estimate $|t| \leq K|y - x| \leq \mu$ as in Lemma 6.9. The case $y \in L_w(\Gamma'')$ can be handled similarly.

We therefore take
\[ 0 < \delta < \min \{\delta_\theta, \delta_\mu, \delta_s\}. \]

With this choice,
\begin{equation}
\mathcal{U}_\delta(\partial V) \subset \bigcup_{\Gamma \in \mathcal{C}} U_{\Gamma}.
\end{equation}

Indeed, let us fix $y \in \mathcal{U}_\delta(\partial V)$. Then there exists $x \in \partial V$ with $|x - y| \leq \delta$. 

In the case that $x \in \Gamma \in \mathcal{C}_r$, we apply Lemma 6.9 to conclude that there is a unique $t$, $|t| \leq K|y - x| \leq K\delta \leq \mu$, such that $y - tv \in \Gamma \cup \Gamma' \cup \Gamma''$ where $v \in \mathcal{V}(\Gamma)$. If $y - tv \in \Gamma$, then clearly $y \in U_t$. On the other hand, if $y - tv \in \Gamma'$, we have

$$0 = \xi_{w}^{\Gamma'}(y - tv) + \xi_{w}^{\Gamma'}(y - tv) - \alpha^{\Gamma'} = \xi_{w}^{\Gamma'}(y) + \xi_{w}^{\Gamma'}(y) - \alpha^{\Gamma'} - t.$$ \hspace{1cm} (6.2.4)

Since also $\text{sign} \xi_{w}^{\Gamma'}(y) = \text{sign} \alpha^{\Gamma'}$, we conclude that $y \in U_{tv}$. An analogous argument works if $y - tv \in \Gamma''$.

Now if $x \in \Gamma \in \mathcal{C}_0$, we apply Lemma 6.10, and we argue as above to conclude that $y \in U_{t}$, $U_{tv}$ or $U_{tv}$. Therefore we recover (6.10).

Now we finally show that $\psi$ and $z$ are Lipschitz on $U^\delta(\partial \hat{V})$. Since $\psi$ and $z$ are smooth in the interior of $U_t$, we only need to address the continuity across the transition between $U_t$, $U_{tv}$, $\Gamma \in \mathcal{C}_0$, $\Gamma' \in \mathcal{C}_r$, with $\text{dist}(\Gamma, \Gamma') = 0$. The function $z$ is clearly Lipschitz across this boundary, since we can alternatively define $z$ in the neighborhood of this boundary using

$$\zeta(x) := \begin{cases} \xi_{w}^{\Gamma}(x), & \xi_{w}^{\Gamma}(x)\alpha^{\Gamma} > 0, \\ 0, & \text{otherwise}. \end{cases}$$

Then we have in the neighborhood of the boundary between $U_t$ and $U_{tv}$ that

$$z(x) = \frac{\xi_{w}^{\Gamma}(x)v + \zeta(x)w}{\xi_{w}^{\Gamma}(x) + \zeta(x)},$$

which is clearly a Lipschitz function when $|\xi_{w}^{\Gamma}(x)| > \varepsilon > 0$, as is the case near the boundary.

Similarly, we can alternatively define $\psi$ in the neighborhood of the boundary between $U_t$ and $U_{tv}$ as

$$\psi(x) = t \quad \text{where } t \text{ is such that } x - tv \in \Gamma \cup \Gamma'.$$

This function is Lipschitz continuous by Corollary 6.7.

6.2.4. Completion of the proof of Proposition 6.1. We now have two Lipschitz functions $\psi^-, \psi^+$ and Lipschitz continuous vector fields $z^-, z^+$ defined in $U^\delta(\partial G_-)$ and $U^\delta(\partial G_+)$, respectively, such that $z^\pm(x) \in \partial W(\nabla \psi^\pm)$). Furthermore, $\partial G_\pm = \{ \psi^\pm = 0 \}$ almost everywhere. We now have to connect them to produce an admissible support function of the pair $(G_-, G_+)$. We define the constant $\eta = \min(\eta^-, \eta^+) > 0$ by

$$\eta^\pm := \frac{1}{2} \min \{|\psi^\pm(x)| : \delta/2 \leq \text{dist}(x, \partial G_\pm) \leq \delta\}.$$ \hspace{1cm} (6.2.4)

We find smooth cutoff functions $\varphi^\pm \in C_c^\infty$ such that

$$0 \leq \varphi^\pm \leq 1, \supp \varphi^\pm \subset U^{3\delta/4}(\partial G_\pm), \varphi^\pm = 1 \text{ on } U^{\delta/2}(\partial G_\pm).$$

We define the support function of the pair $(G_-, G_+)$ as

$$\psi(x) := \begin{cases} \eta & x \in G_+ \setminus U^\delta(\partial G_+), \\ \min(\eta, \max(\psi^+, 0)) & x \in U^\delta(\partial G_+), \\ 0 & x \in G_-^c \cap G^c_+ \setminus U^\delta(\partial G_- \cup \partial G_+), \\ \max(-\eta, \min(\psi^-, 0)) & x \in U^\delta(\partial G_-), \\ -\eta & x \in G_- \setminus U^\delta(\partial G_-). \end{cases}$$
It is easy to check that $\psi$ is a Lipschitz support function of $(G_-, G_+)$. Moreover, it is admissible with the Lipschitz Cahn-Hoffman vector field

$$z(x) := z^-(x)\varphi^-(x) + z^+(x)\varphi^+(x).$$

by Lemma 2.3.

7. Comparison principle

In this section we prove the comparison principle on a spacetime cylinder $Q := \mathbb{R}^n \times (0, T)$ for some $T > 0$.

**Theorem 7.1** (Comparison principle). Let $W : \mathbb{R}^n \to \mathbb{R}$ be a positively one-homogeneous convex polyhedral function such that the conclusion of Corollary 6.2 holds for $1 \leq k \leq n - 1$, and let $F$ be of curvature-free type at $p_0 = 0$. Suppose that $u$ and $v$ are a subsolution and a supersolution of (1.4) on $\mathbb{R}^n \times [0, T]$ for some $T > 0$, respectively. Moreover, suppose that there exist a compact set $K \subset \mathbb{R}^n$ and constants $c_u \leq c_v$ such that $u \equiv c_u, v \equiv c_v$ on $(\mathbb{R}^n \setminus K) \times [0, T]$. Then $u(\cdot, 0) \leq v(\cdot, 0)$ on $\mathbb{R}^n$ implies $u \leq v$ on $\mathbb{R}^n \times [0, T]$.

We will use the standard doubling-of-variables technique with an additional parameter to enforce a certain facet-like behavior of the functions at a contact point, which will allow us to construct faceted test functions there.

Let us suppose that the comparison theorem does not hold for a given subsolution $u$ and supersolution $v$, that is, suppose that

$$m_0 := \sup_{Q} [u - v] > 0. \tag{7.1}$$

For arbitrary $\zeta \in \mathbb{R}^n$, $\varepsilon > 0$ we define

$$\Phi_{\zeta, \varepsilon}(x, t, y, s) := u(x, t) - v(y, s) - \frac{|x - y - \zeta|^2}{2\varepsilon} - S_{\varepsilon}(t, s),$$

where

$$S_{\varepsilon}(t, s) := \frac{|t - s|^2}{2\varepsilon} + \frac{\varepsilon}{T - t} + \frac{\varepsilon}{T - s}. \tag{7.2}$$

As in [24], we define the maximum of $\Phi_{\zeta, \varepsilon}$ as

$$\ell(\zeta, \varepsilon) = \max_{\overline{Q} \times \overline{Q}} \Phi_{\zeta, \varepsilon}$$

and the set of maxima of $\Phi_{\zeta, \varepsilon}$ over $\overline{Q} \times \overline{Q}$

$$A(\zeta, \varepsilon) := \arg \max_{\overline{Q} \times \overline{Q}} \Phi_{\zeta, \varepsilon} := \{ (x, t, y, s) \in \overline{Q} \times \overline{Q} : \Phi_{\zeta, \varepsilon}(x, t, y, s) = \ell(\zeta, \varepsilon) \}.$$  

Moreover, we define the set of gradients

$$B(\zeta, \varepsilon) := \left\{ \frac{x - y - \zeta}{\varepsilon} : (x, t, y, s) \in A(\zeta, \varepsilon) \right\}.$$

**Proposition 7.2** (cf. [24]). There exists $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ we have

$$A(\zeta, \varepsilon) \subset Q \times Q$$

for all $|\zeta| \leq \kappa(\varepsilon)$,

where $\kappa(\varepsilon) := \frac{1}{8}(m_0 \varepsilon)^{\frac{1}{2}}$. 

From now on, we fix $\varepsilon \in (0, \varepsilon_0)$ so that Proposition 7.2 holds and we write $\kappa = \kappa(\varepsilon)$ for simplicity, and drop $\varepsilon$ from our notation.

We have the following properties of $A(\zeta)$ and $B(\zeta)$.

**Proposition 7.3.** The graphs of $A(\zeta)$ and $B(\zeta)$ over $\zeta \in B_\kappa(0)$ are compact.

*Proof.* See [24, Proposition 7.3]. Since $\Phi_{\zeta} - \ell(\zeta) \leq 0$ by definition of $\ell$, we observe that $\text{graph} A(\zeta) := \{(x, t, y, s) \in B_\kappa(0) \times \mathbb{Q} \times \mathbb{Q} : \Phi_{\zeta}(x, t, y, s) - \ell(\zeta) \geq 0\}$, which is closed since $\Phi_{\zeta}$ is an upper semi-continuous function of $\zeta, x, t, y, s$ and $\ell(\zeta)$ is a lower semi-continuous function. $\text{graph} B(\zeta)$ is a continuous image of $\text{graph} A(\zeta)$ and therefore also compact. □

**Proposition 7.4.** With $\kappa = \kappa(\varepsilon)$ fixed above, there exists a maximal relatively open convex set $\Xi \subset \mathbb{R}^n$ on which $\partial W$ is constant, $\zeta_0 \in \mathbb{R}^n$ and $\lambda > 0$ such that $|\zeta_0| + 2\lambda < \kappa$ and $B(\zeta) \cap \Xi \neq \emptyset$ for all $\zeta \in B_{2\lambda}(\zeta_0)$.

Moreover, $\text{aff} \Xi \perp \text{aff} \partial W(p)$ for all $p \in \Xi$.

In other words, for every $\zeta \in B_{2\lambda}(\zeta_0)$ there exists a point of maximum $(\hat{x}, \hat{t}, \hat{y}, \hat{s}) \in A(\zeta)$ of $\Phi_{\zeta}$ such that

$$\frac{\hat{x} - \hat{y} - \zeta}{\varepsilon} \in \Xi.$$  

(7.3)

*Proof.* Recall the decomposition of $\mathbb{R}^n$ from Proposition 3.1 into relatively open convex sets $\Xi_i, i \in \mathcal{N}$. Moreover, since $\Xi_i$ is relatively open we can find an increasing sequence of compact sets $K_{i,j} \subset \Xi_i$ such that

$$\Xi_i = \bigcup_{j \in \mathbb{N}} K_{i,j}.$$  

Let us now define the sets

$$Z_{i,j} := \{\zeta \in B_\kappa(0) : K_{i,j} \cap B(\zeta) \neq \emptyset\}.$$  

We observe that $Z_{i,j}$ are compact due to Proposition 7.3. Since

$$B_\kappa(0) = \bigcup_{i \in \mathcal{N}} \bigcup_{j \in \mathbb{N}} Z_{i,j},$$  

the Baire category theorem implies that there exists $i_0 \in \mathcal{N}, j_0 \in \mathbb{N}$ such that $\text{int} Z_{i_0,j_0} \neq \emptyset$. In particular, we can find $\zeta_0$ and $\lambda > 0$ with $B_{2\lambda}(\zeta_0) \subset Z_{i_0,j_0}$, and we set $\Xi = \Xi_{i_0}$. Note that $\Xi$ is maximal by Proposition 3.1. □

**7.1. Flatness at a contact point.** We will now use the information about the behavior of $u$ and $v$ at the point of maximum to show that there is enough space to construct faceted test functions. We shall use the Constancy lemma from [24].

**Lemma 7.5** (Constancy lemma). Let $1 \leq k < N$, $K \subset \mathbb{R}^N$ be compact and $G \subset \mathbb{R}^k$ be a bounded domain. Denote $P : \mathbb{R}^N \to \mathbb{R}^k$ the natural projection $w \mapsto (w_1, \ldots, w_k)$. Assume
that \( h \) is an upper semi-continuous function and \( \phi \in C^2(\mathbb{R}^k) \), and define for \( w \in K \) and \( z \in G \)
\[
    h_z(w) := h(w) - \phi(Pw - z), \\
    H(z) := \max_K h_z.
\]
If for all \( z \in G \) there exists \( w \in K \) such that \( h_z(w) = H(z) \) and \( (\nabla \phi)(Pw - z) = 0 \) then \( H(z) \) is constant on \( G \).

In what follows, we will decompose \( \mathbb{R}^n \) into two orthogonal subspaces \( V \) and \( U \), as in Section 3.1, of dimensions \( k = \dim V \) and \( n - k = \dim U \). Therefore we will use \( T, T_{\nu}, T_V \), and the decomposition \( x = T(x', x'') \) as introduced in (3.3), (3.4) and (3.5).

**Lemma 7.6.** Suppose that there exist \( p_0, \zeta_0 \in \mathbb{R}^n \), a subspace \( U \subset \mathbb{R}^n \) and \( \lambda > 0 \) such that \( |\zeta_0| + 2\lambda < \kappa \) and for all \( \zeta \in B_{2\lambda}(\zeta_0) \) we have
\[
    B(\zeta) \cap (p_0 + U) \neq \emptyset.
\]
Then
\[
    \ell(\zeta) - p_0 \cdot \zeta = \text{const} \quad \text{for} \quad \zeta \in (\zeta_0 + V) \cap B_{2\lambda}(\zeta_0),
\]
where \( V := U^\perp \).

**Proof.** We apply the constancy lemma, Lemma 7.5. Set \( k = \dim V \) and \( N = 2(n+1) \). We will denote \( w = (\xi', \xi'', t, y, s) \) for \( \xi, y \in \mathbb{R}^n, t, s \in \mathbb{R} \), so that the natural projection \( P: \mathbb{R}^N \to \mathbb{R}^k \) is given as \( Pw = \xi' \) (for the notation ‘ and “ see (3.4)). Additionally, let us set
\[
    K = \{ (\xi', \xi'', t, y, s) : (\xi + y, t) \in \overline{Q}, (y, s) \in \overline{Q} \} \quad \text{and} \quad G = B_{2\lambda}^d(0).
\]
And, finally, let us define the functions
\[
    h(w) = u(\xi + y) - v(y) - p'_0 \cdot \xi' - \frac{|p'' - \zeta''_0|^2}{2\varepsilon} - S(t, s), \quad w \in \mathbb{R}^N, \\
    \phi(\eta) = \frac{|\eta - \zeta'_0|^2}{2\varepsilon} - p'_0 \cdot \eta, \quad \eta \in \mathbb{R}^k.
\]
The Pythagorean theorem \( |\xi' - \zeta'_0 - z|^2 + |\xi'' - \zeta''_0|^2 = |\xi - \zeta_0 - T_V z|^2 \), due to the fact that \( T \) is a rotation, yields
\[
    h_z(w) := h(w) - \phi(\xi' - z) = \Phi_{\zeta_0 + T_V z}(\xi + y, y) - p'_0 \cdot z.
\]
We know, by assumption, that for every \( \zeta = \zeta_0 + T_V z, z \in G \), there exists a point of maximum \( (x, t, y, s) \in A(\zeta) \) of \( \Phi_{\zeta} \) such that \( \frac{x - y - \zeta_0}{\varepsilon} \in p_0 + U \). This yields \( \frac{x' - y' - z - \zeta_0}{\varepsilon} = p'_0 \). In particular,
\[
    (\nabla \phi)(x' - y' - z) = 0.
\]
Thus, by Lemma 7.5, we infer that
\[
    H(z) = \max_K h_z = \ell(\zeta_0 + T_V z) - p'_0 \cdot z
\]
is constant for \( z \in G \), which is what we wanted to prove since \( p_0 \cdot \zeta = p'_0 \cdot z + p_0 \cdot \zeta_0 \). \( \square \)

The previous lemma has the following important corollary.
Corollary 7.7. Suppose that we have \( p_0, \zeta_0, \lambda, U \) and \( V \) as in Lemma 7.6. Define
\[
\theta(x, t, y, s) := u(x, t) - v(y, s) - \frac{|x'' - y'' - \zeta_0''|}{2\varepsilon} - p'_0 \cdot (x' - y' - \zeta'_0) - S(t, s).
\]
Then for any \((\hat{x}, \hat{t}, \hat{y}, \hat{s}) \in \mathcal{A}(\zeta_0)\) such that \( \frac{\hat{x}' - \hat{y}' - \zeta_0'}{\varepsilon} = p'_0 \) we have
\[
\theta(x, t, y, s) \leq \theta(\hat{x}, \hat{t}, \hat{y}, \hat{s}) \quad \text{for} \quad (x, t), (y, s) \in \overline{Q}, \quad |x' - y' - (\hat{x}' - \hat{y}')| \leq \lambda.
\]

Proof. For the sake of clarity, we will drop \( t, s, \hat{t} \) and \( \hat{s} \) from the following formulas. Let us fix \( x, y, \hat{x}, \hat{y} \) that satisfy the assumptions and set
\[
(7.4) \quad \zeta = \zeta_0 + T_V(x' - y' - (\hat{x}' - \hat{y}')).
\]
Since \( |\zeta - \zeta_0| \leq \lambda \) and \( \zeta \in \zeta_0 + V \), Lemma 7.6 implies \( \ell(\zeta) - p_0 \cdot \zeta = \ell(\zeta_0) - p_0 \cdot \zeta_0 \) and we infer from the definition of \( \ell \)
\[
(7.5) \quad \Phi_\zeta(x, y) \leq \ell(\zeta) = \ell(\zeta_0) + p_0 \cdot (\zeta - \zeta_0) = \Phi_\zeta(x, y) + p_0 \cdot (\zeta - \zeta_0).
\]
Note also that \( p_0 \cdot (\zeta - \zeta_0) = p'_0 \cdot (\zeta' - \zeta'_0) \). We express \( \theta \) in terms of \( \Phi_\zeta \) and use (7.5) to obtain
\[
\theta(x, y) = \Phi_\zeta(x, y) + \frac{|x' - y' - \zeta'|^2}{2\varepsilon} - p'_0 \cdot (x' - y' - \zeta'_0)
\leq \Phi_{\zeta_0}(\hat{x}, \hat{y}) + \frac{|x' - y' - \zeta'|^2}{2\varepsilon} + p'_0 \cdot (\zeta' - \zeta'_0 - (x' - y' - \zeta'_0))
= \theta(\hat{x}, \hat{y}) + \frac{|x' - y' - \zeta'|^2}{2\varepsilon} - \frac{|\hat{x}' - \hat{y}' - \zeta'_0|^2}{2\varepsilon}
+ p'_0 \cdot (- (x' - y' - \zeta') + (\hat{x}' - \hat{y}' - \zeta'_0))
= \theta(\hat{x}, \hat{y}) + \frac{|w|^2}{2\varepsilon} - \frac{|\hat{z}|^2}{2\varepsilon} + p'_0 \cdot (-w + z),
\]
where we set \( w = x' - y' - \zeta' \) and \( z = \hat{x}' - \hat{y}' - \zeta'_0 \). We now just have to show that the extra terms cancel out. First, we see that \( w - z = 0 \) by (7.4). Furthermore, by the choice of \( \hat{x}, \hat{y} \) we have \( z/\varepsilon = p'_0 \). Therefore we have, using \( |w - z|^2 = |w|^2 + |z|^2 - 2w \cdot z \),
\[
\frac{|w|^2}{2\varepsilon} - \frac{|\hat{z}|^2}{2\varepsilon} = \frac{|w - z|^2}{2\varepsilon} - \frac{|\hat{z}|^2}{\varepsilon} + \frac{w \cdot z}{\varepsilon} = 0 - p'_0 \cdot z + p'_0 \cdot w.
\]
Therefore \( \theta(x, t, y, s) \leq \theta(\hat{x}, \hat{t}, \hat{y}, \hat{s}) \), which is what we wanted to prove. \( \square \)

7.2. Construction of faceted test functions. We shall use Corollary 7.7 to construct test functions for \( u \) and \( v \) following the idea from [26]. Let us fix \( \Xi, \zeta_0 \in \mathbb{R}^n \) and \( \lambda > 0 \) to be a triplet provided by Proposition 7.4. Then we fix a point of maximum \((\hat{x}, \hat{t}, \hat{y}, \hat{s}) \in \mathcal{A}(\zeta_0)\) that satisfies (7.3) with \( \zeta = \zeta_0 \). We set \( p_0 := \frac{\hat{x} - \hat{y} - \zeta_0}{\varepsilon} \in \Xi \), \( U := \text{span}(\Xi - p_0) \) and \( V \subset \mathbb{R}^n \) be the subspace parallel to \( \text{aff} \partial W(p_0) \). We have \( U = V \perp \) by Proposition 3.1. It is easy to check that \( p_0, \zeta_0, \lambda, U, V \) and \((\hat{x}, \hat{t}, \hat{y}, \hat{s}) \) satisfy the hypothesis of Corollary 7.7. Let us also set \( k = \text{dim} V \) as usual.

Depending on the value \( k \) and \( p_0 \), we split the situation into three cases:

Case I : \( k = 0 \);
Case II : \( k = n, p_0 = 0 \) and \( F \) is of curvature-free type at \( p_0 = 0 \);
Case III : none of the above.
We will deal with each case individually in the following three subsections and show that they all lead to a contradiction. Therefore (7.1) cannot occur and the comparison principle holds.

7.2.1. Case I. We have \( k = 0 \). In this case we use the off-facet test in Definition 5.2(ii). Corollary 7.7 in this case reduces to

\[
(7.6) \quad u(x, t) - v(y, s) - \frac{|x - y - \xi_0|^2}{2\epsilon} - S(t, s) \leq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{s}) - \frac{\hat{x} - \hat{y} - \xi_0|^2}{2\epsilon} - S(\hat{t}, \hat{s})
\]

for all \((x, t), (y, s) \in \overline{Q}\). We define the test functions

\[
\varphi_u(x, t) := \frac{|x - \hat{y} - \xi_0|^2}{2\epsilon} + S(t, \hat{s}),
\]

\[
\varphi_v(x, t) := -\frac{|\hat{x} - x - \xi_0|^2}{2\epsilon} - S(\hat{t}, t).
\]

From (7.6) we deduce that \( u - \varphi_u \) has a global maximum at \((\hat{x}, \hat{t})\) and \( v - \varphi_v \) has a global minimum at \((\hat{y}, \hat{s})\). Therefore we must have from the definition of viscosity solutions

\[
(\varphi_u)_t(\hat{x}, \hat{t}) + F(\nabla \varphi_u(\hat{x}, \hat{t}), 0) \leq 0,
\]

\[
(\varphi_v)_t(\hat{y}, \hat{s}) + F(\nabla \varphi_v(\hat{y}, \hat{s}), 0) \geq 0.
\]

Since \( \nabla \varphi_u(\hat{x}, \hat{t}) = \nabla \varphi_v(\hat{y}, \hat{s}) \), subtracting the second inequality from the first and evaluating the time derivatives yields

\[
0 \geq (\varphi_u)_t(\hat{x}, \hat{t}) - (\varphi_v)_t(\hat{y}, \hat{s}) = \frac{\epsilon}{(T - \hat{t})^2} + \frac{\epsilon}{(T - \hat{s})^2} > 0,
\]

a contradiction.

7.2.2. Case II. Now \( k = n \), or, in other words, \( V = \text{aff} \partial W(p_0) = \mathbb{R}^n \). Since we now assume that \( p_0 = 0 \) and that \( F \) is of curvature-free type at \( p_0 = 0 \), we use Definition 5.5. Then this case is just a minor modification of Case I. Indeed, Corollary 7.7 now reads

\[
(7.7) \quad u(x, t) - v(y, s) - S(t, s) \leq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{s}) - S(\hat{t}, \hat{s})
\]

for all \((x, t), (y, t) \in \overline{Q}, |x - y - (\hat{x} - \hat{y})| \leq \lambda\). Thus if we define the test functions

\[
\varphi_u(x, t) := S(t, \hat{s}), \quad \text{and} \quad \varphi_v(x, t) := -S(\hat{t}, t),
\]

we see from (7.7) that \( u - \varphi_u \) has a local maximum at \((\hat{x}, \hat{t})\), and \( v - \varphi_v \) has a local minimum at \((\hat{y}, \hat{s})\). The definition of viscosity solution for the curvature-free type case yields

\[
(\varphi_u)_t(\hat{x}, \hat{t}) + F(0, 0) \leq 0,
\]

\[
(\varphi_v)_t(\hat{y}, \hat{s}) + F(0, 0) \geq 0.
\]

The contradiction then follows as in Case I.
7.2.3. Case III. This is the most involved situation. Since $W$ is positively one-homogeneous, we have $p_0 \perp V$ by Lemma 3.2 and the orthogonality from Proposition 3.1, and therefore $p'_0 = 0$ in what follows. Nevertheless, we keep the terms with $p'_0$ below for completeness, they are necessary when handling a case of general polyhedral $W$. We first reduce the problem to the subspace $V$ by introducing the functions

\[
\hat{u}(w) := u(T_v w + \hat{x}, \hat{t}) - p'_0 \cdot w - u(\hat{x}, \hat{t}),
\]
\[
\hat{v}(w) := v(T_v w + \hat{y}, \hat{s}) - p'_0 \cdot w - v(\hat{y}, \hat{s}),
\]

Then we build facets on $\mathbb{R}^k$ using the closed sets

\[
\hat{U} := \{ w \in \mathbb{R}^k : \hat{u}(w) \geq 0 \}, \quad \hat{V} := \{ w \in \mathbb{R}^k : \hat{v}(w) \leq 0 \}.
\]

as in [26]; see Figure 3. Note that these sets were denoted there as $U$ and $V$. This allows us to create test functions for both subsolution and supersolution and arrive at a contradiction as before.

Let us review the construction. For convenience we set

\[
\xi_u(x'', t) := \frac{|x'' - \hat{y}'' - \zeta''_0|^2}{2\varepsilon} - \frac{|\hat{x}'' - \hat{y}'' - \zeta''_0|^2}{2\varepsilon} + S(t, \hat{s}) - S(\hat{t}, \hat{s}),
\]
\[
\xi_v(y'', s) := \frac{|\hat{x}'' - \hat{y}'' - \zeta''_0|^2}{2\varepsilon} - \frac{|\hat{x}'' - \hat{y}'' - \zeta''_0|^2}{2\varepsilon} + S(\hat{t}, \hat{s}) - S(\hat{t}, \hat{s}).
\]

Then

\[
u(x, t) - u(\hat{x}, \hat{t}) - p'_0 \cdot (x' - \hat{x}') - \xi_u(x'', t) \leq 0, \quad \text{for } (x, t) \in \overline{Q}, x' - \hat{x} \in \mathcal{U}^\lambda(\hat{V}),
\]
\[
v(y, s) - v(\hat{y}, \hat{s}) - p'_0 \cdot (y' - \hat{y}') - \xi_v(y'', s) \geq 0, \quad \text{for } (y, s) \in \overline{Q}, y' - \hat{y} \in \mathcal{U}^\lambda(\hat{U}).
\]

We set $r := \lambda/10$ and introduce the closed sets

\[
X := (\mathcal{U}^\nu(\hat{U}))^c, \quad Y := (\mathcal{U}^\nu(\hat{V}))^c.
\]

Since dist($\hat{U}, X) = \text{dist}(\hat{V}, Y) = r$, the semi-continuity of $u$ and $v$ imply that there exists $\delta > 0$ such that

\[
u(x, t) - u(\hat{x}, \hat{t}) - p'_0 \cdot (x' - \hat{x}') - \xi_u(x'', t) < 0, \quad x' - \hat{x}' \in X, |x'' - \hat{x}''| \leq \delta, |t - \hat{t}| \leq \delta,
\]
\[
v(y, s) - v(\hat{y}, \hat{s}) - p'_0 \cdot (y' - \hat{y}') - \xi_v(y'', s) > 0, \quad y' - \hat{y}' \in Y, |y'' - \hat{y}''| \leq \delta, |s - \hat{s}| \leq \delta.
\]
Note that if \( X \) is unbounded, then \( u(x, t) = c_u < u(\hat{x}, \hat{t}) \) for all \( x \not\in K \) and therefore we only need to use semi-continuity of \( u \) on a compact subset of \( X \) to get the \( \delta \) above. We can similarly handle the case of unbounded \( Y \).

Therefore as in [26], we define the pairs
\[
S_u := (\hat{U}^c, \hat{U} \setminus \mathcal{U}^{3r}(\hat{V})), \quad S_v := (\hat{V}^c, \hat{V} \setminus \mathcal{U}^{3r}(\hat{U})).
\]
We note that both \( S_u \) and \( S_v \) are bounded pairs. Indeed, \( S_u \) bounded if \( \hat{U} \) is bounded or \( \hat{U}^c \cup \hat{V} \) is bounded. Since \( u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t}) \geq m_0 \), we deduce that \( u(\hat{x}, \hat{t}) > v(\hat{y}, \hat{t}) \). Then if \( \hat{U} \) is unbounded, we have \( u(\hat{x}, \hat{t}) \leq c_u \) and therefore \( v(\hat{y}, \hat{s}) < u(\hat{x}, \hat{t}) \leq c_u \leq c_v \), and so we conclude that \( \hat{U}^c \cup \hat{V} \) are both bounded. We can argue similarly for \( S_v \).

Since both \( S_u \) and \( S_v \) are bounded pairs, Corollary 6.2 (currently only for \( k = 1, 2 \)) implies that there exist \( p_0 \)-admissible pairs \((U_-, U_+)\) and \((V_-, V_+)\) such that
\[
\mathcal{U}^{2r}(S_u) \leq (U_-, U_+) \leq \mathcal{U}^{3r}(S_u),
\]
\[
\mathcal{U}^{2r}(S_v) \leq (V_-, V_+) \leq \mathcal{U}^{3r}(S_v).
\]

We have the following lemma.

**Lemma 7.8.** The pair \((U_-, U_+)\) and the pair \((V_-, V_+)\) have the following properties:

(a) The pairs are strictly ordered in the sense
\[
(7.8) \quad \mathcal{U}^{\rho}(U_-, U_+) \preceq (V_-, V_+) = -(V_-, V_+).
\]
(b) The origin 0 lies in the interior of the intersection of the facets, that is,
\[
 \mathcal{B}_r(0) \subset U_+ \cap U_- \cap V_+ \cap V_-.\]
(c) The pairs are in general position with respect to \( R_u \) and \( R_v \), that is,
\[
\mathcal{U}^{\rho}(R_u) \preceq (U_-, U_+), \quad \mathcal{U}^{\rho}(R_v) \preceq (V_-, V_+),
\]
where
\[
R_u := (X, X^c \setminus \mathcal{U}^\lambda(\hat{V})), \quad R_v := (Y, Y^c \setminus \mathcal{U}^\lambda(\hat{U})).
\]

**Proof.** See [26, Lemma 4.6]. \( \square \)

Now we have all that we need to reach a contradiction. Let us define
\[
\bar{u}(x' - \hat{x}') := \sup \sup_{|x'' - \hat{x}| \leq \delta, |t - \hat{t}| \leq \delta} [u(x, t) - u(\hat{x}, \hat{t}) - p_0' \cdot (x' - \hat{x}') - \xi_u(x'', t)],
\]
\[
\bar{v}(y' - \hat{y}') := \inf \inf_{|y'' - \hat{y}| \leq \delta, |s - \hat{s}| \leq \delta} [v(y, s) - v(\hat{y}, \hat{s}) - p_0' \cdot (y' - \hat{y}') - \xi_v(y'', s)].
\]
By the construction above, we have \( \bar{u} < 0 \) on \( X \) and \( \bar{u} \leq 0 \) on \( X \cup \mathcal{U}^\lambda(\hat{V}) \). Similarly, we have \( \bar{v} > 0 \) on \( Y \) and \( \bar{v} \geq 0 \) on \( Y \cup \mathcal{U}^\lambda(\hat{U}) \). Lemma 7.8(c) implies that \( X \supset \mathcal{U}^{\rho}(U_-) \) and \( X \cup \mathcal{U}^\lambda(\hat{V}) \supset \mathcal{U}^{\rho}(U_+^c) \). Therefore for any support function \( \psi \) of pair \((U_-, U_+)\) we can by upper semi-continuity of \( \bar{u} \) find two constants \( \alpha, \beta > 0 \) so that \( \alpha \psi_+ - \beta \psi_- \geq \bar{u}(\cdot - w) \) for all \( |w| \leq r/2 \) in a neighborhood of the facet \( J^- \). An analogous reasoning applies to \( \bar{v} \).

Since the pairs \((U_-, U_+)\) and \((V_-, V_+)\) are \( p_0 \)-admissible, there exist faceted functions \( \psi_u, \psi_v \in \mathcal{D}(\Lambda_{p_0}) \) that are the support functions of the respective pairs. By applying the observation in the previous paragraph, we can assume that \( \bar{u}(\cdot - w) \leq \psi_u \) and \( \bar{v}(\cdot - w) \leq \psi_v \) for all \( |w| \leq r/2 \) in a neighborhood of the respective facets \( U_- \cap U_+^c \) and \( V_- \cap V_+^c \). Therefore the
functions $\varphi_u(x, t) := \psi_u(x') + p'_0 \cdot (x' - \tilde{x}') + \xi_u(x'', t)$, $\varphi_v := \psi_v(x') + p'_0 \cdot (y' - \tilde{y}') + \xi_v(x'', t)$ are test functions for $u$ and $v$, respectively, in the sense of Definition 5.2(i). Due to Lemma 7.8(a–b), the comparison principle for the crystalline curvature Proposition 4.12 yields

$$\text{ess inf}_{B_r(0)} [\Lambda_{p_0} [\psi_u]] \leq \text{ess sup}_{B_r(0)} [\Lambda_{p_0} [\psi_v]].$$

From the definition of viscosity solutions, namely Definition 5.2(i), we infer

$$\begin{align*}
(\xi_u)_t (\hat{t}) + F \left( p_0, \text{ess inf}_{B_r(0)} [\Lambda_{p_0} [\psi_u]] \right) & \leq 0, \\
(\xi_v)_t (\hat{s}) + F \left( p_0, \text{ess sup}_{B_r(0)} [\Lambda_{p_0} [\psi_v]] \right) & \geq 0.
\end{align*}$$

Using (7.9) and the ellipticity of $F$, we get after subtracting the above two inequalities

$$0 < \frac{\varepsilon}{(T - \hat{t})^2} + \frac{\varepsilon}{(T - \hat{s})^2} + F \left( p_0, \text{ess inf}_{B_r(0)} [\Lambda_{p_0} [\psi_u]] \right) - F \left( p_0, \text{ess sup}_{B_r(0)} [\Lambda_{p_0} [\psi_v]] \right) \leq 0,$$

a contradiction.

This finished the proof of the comparison principle Theorem 7.1 since we have shown that (7.1) always yields a contradiction.

8. Stability

We will show the stability of (1.4) under the approximation by parabolic problems

$$\begin{cases}
  u_t + F(\nabla u, \text{tr} \left[ (\nabla^2 W_m)(\nabla u) \nabla^2 u \right]) = 0, \\
  u|_{t=0} = u_0,
\end{cases}$$

where $W_m$ approximate $W$ as in Section 2.2. An example of such sequence $\{W_m\}$ is given in Example 2.4.

The main result of this section is the following stability theorem. We recall the definition of half-relaxed limits (semi-continuous limits)

$$\begin{align*}
\star\text{-limsup}_{m \to \infty} u_m(x, t) & := \lim \sup_{m \to \infty} \sup_{k>\frac{1}{m}} \sup_{\|y-x\|<\frac{1}{k}} \sup_{\|t-s\|<\frac{1}{k}} u_m(y, s), \\
\star\text{-liminf}_{m \to \infty} u_m(x, t) & := \lim \inf_{m \to \infty} \left( - u_m(x, t) \right).
\end{align*}$$

**Theorem 8.1** (Stability). Let $u_m$ be a locally bounded sequence of viscosity solutions of (8.1) (without the initial condition). Then $\star\text{-limsup}_{m \to \infty} u_m$ is a viscosity subsolution of (1.4) and $\star\text{-liminf}_{m \to \infty} u_m$ is a viscosity supersolution of (1.4).

**Proof of stability** We will only show the subsolution part, the proof of the supersolution part is analogous. Let $u = \star\text{-limsup}_{m} u_m$. Clearly $u$ is upper semi-continuous. We want to show that $u$ is a subsolution of (1.4).

We have to verify (i)–(ii) of Definition 5.2 and (i-cf) of Definition 5.5 for curvature-free type $F$. 
Figure 4. Situation at the contact point of $\bar{u}$ and $\bar{\psi}$. The thick line denotes the boundary of $N$.

8.1. Case (i). Suppose that $\varphi$ is a stratified faceted test function at $(\hat{x}, \hat{t})$ with gradient $\hat{\rho}$ and with $\bar{\psi}$, $f$ and $g$ as in Definition 5.1, and suppose that this test function is a test function for $u$ in the sense of Definition 5.2(i), i.e., it satisfies (5.1) with some $\rho > 0$. Let $(A_-, A_+)$ be the pair supported by $\bar{\psi}$. We will set $V \subset \mathbb{R}^n$ to be the subspace parallel to $\text{aff} \partial W(\hat{\rho})$, $U = V^\perp$ and $k = \dim V$. We recall that we have the rotated coordinate system $x = \mathcal{T}(x', x'')$ with $\mathcal{T} = \mathcal{T}_{\hat{\rho}}$ introduced in (3.3).

Let us define the function $\bar{u} : \mathbb{R}^k \to \mathbb{R}$

$$\bar{u}(x') := \sup_{|x''| \leq \rho} u(\hat{x} + x, \hat{t}) - u(\hat{x}, \hat{t}) - f(x'') - g(\hat{t}) - \hat{\rho} \cdot x$$

and the closed subsets of $\mathbb{R}^k$

$$Y := \{ x' \in \mathbb{R}^k : \bar{u}(x') \geq 0 \};$$

$$Z := \{ x' \in O : \bar{\psi}(x') \leq 0 \} = A_+ \cap O,$$

where $O = \mathcal{U}_\rho(A_- \cap A_+)$, see Figure 4. Note that with this definition of $\bar{u}$, the condition (5.1) is equivalent to

\[(8.2) \quad \bar{u}(y') \leq \bar{\psi}(x') \quad \text{for all} \quad x' \in O, \quad |y' - x'| \leq \rho.\]

We immediately have the following “geometrical” lemma. Intuitively, since $\bar{u}$ and $\bar{\psi}$ are ordered even when shifted by a small distance, we must have that $\bar{\psi}$ is nonnegative in a neighborhood of the set $Y$ where $\bar{u}$ is nonnegative, and, analogously, $\bar{u}$ is nonpositive in a neighborhood of the set $Z$ where $\bar{\psi}$ is nonpositive.

Lemma 8.2 (cf. [27, Lemma 5.6]). Suppose that $u$ and $\varphi$ satisfy (5.1) for some $\rho > 0, (\hat{x}, \hat{t}) \in \mathbb{R}^n$. Then

$$\bar{u}(x') \leq 0 \quad \text{for all} \quad x' \in \mathcal{U}_\rho(Z),$$

or, more explicitly,

$$u(x, t) \leq f(x'' - \hat{x}'') + g(\hat{t}) - g(t) + u(\hat{x}, \hat{t}) + \hat{\rho} \cdot (x - \hat{x})$$

for $x' - \hat{x} \in \mathcal{U}_\rho(Z), |x'' - \hat{x}''| \leq \rho, |t - \hat{t}| \leq \rho$. Furthermore, we have

$$\bar{\psi}(x') \geq 0 \quad \text{for} \quad x' \in \mathcal{U}_\rho(Y) \cap O.$$
Proof. Let us prove the first statement. If \( x' \in U^\rho(Z) \) then there exists \( z' \in Z \subset O \) such that \( |x' - z'| \leq \rho \). Thus (8.2) and the definition of \( Z \) imply
\[
\bar{u}(x') \leq \bar{\psi}(z') \leq 0,
\]
and that is what we wanted to prove.

Similarly, if we suppose that \( x' \in U^\rho(Y) \cap O \), there exists \( y' \in Y \) with \( |x' - y'| \leq \rho \). Then (8.2) and the definition of \( Y \) imply
\[
\bar{\psi}(x') \geq \bar{u}(y') \geq 0.
\]
The lemma is proved. \( \Box \)

We obtain the following corollary.

**Corollary 8.3.** Suppose that (8.2) holds with \( \rho > 0 \). Then there exists \( \delta, 0 < \delta \leq \rho/5 \), such that \( U^{\delta}(N) \subset O \) where
\[
N := U^\delta(Z) \cap Y \cap O,
\]
and moreover
\[
\overline{B}_\delta(0) \subset A_+^c \cap A_+^c
\]
and
\[
\bar{u}(x') \leq \alpha \bar{\psi}(x' + z') \quad \text{for all } \alpha > 0, x' \in U^{\delta}(N), |z'| \leq \delta,
\]
with strict inequality for \( x' \notin N \).

**Proof.** By definition, \( Z \subset A_+^c \). Moreover, the second result in Lemma 8.2 is equivalent to
\[
U^\rho(Y) \cap O \subset A_+^c.
\]
We can therefore estimate
\[
N = U^\delta(Z) \cap Y \cap O \subset U^\delta(A_+^c) \cap A_+^c \subset U^\delta(\partial A_+) \cup (A_+^c \cap A_-^c).
\]
Since \( A_+ \) is open, we have \( \partial A_+ \subset A_+^c \). But since \( A_- \cap A_+ = \emptyset \) and \( A_- \) is also open, we must also have \( \partial A_+ \subset A_-^c \). Therefore \( \partial A_+ \) is in the facet, and by assumption on \( O \) we have
\[
\partial A_+ \subset A_-^c \cap A_+^c \subset O.
\]
Since \( O \) is open and \( A_-^c \cap A_+^c \) is compact, and \( 0 \in \text{int } A_-^c \cap A_+^c \), for \( \delta > 0 \) small enough we will have
\[
U^{\delta}(A_-^c \cap A_+^c) \subset O \quad \text{and} \quad \overline{B}_\delta(0) \subset A_-^c \cap A_+^c.
\]
Using (8.5) in (8.4), we obtain
\[
U^\delta(N) \subset U^{\delta}(A_-^c \cap A_+^c) \subset O.
\]
Let us now fix \( \alpha > 0 \) and \( |z'| \leq \delta \). Using the definition and (8.6), we can estimate
\[
U^{\delta}(N) \subset U^{\delta}(Z) \cap U^{\delta}(Y) \cap U^{-\delta}(O).
\]
In particular, if \( x' \in U^{\delta}(N) \) then \( x' + z' \in U^\rho(Y) \cap O \) and \( x' \in U^\rho(Z) \). Hence Lemma 8.2 applies, yielding
\[
\bar{u}(x') \leq 0 \leq \bar{\psi}(x' + z'),
\]
and therefore (8.3) follows. If \( x' \in U^{\delta}(N) \setminus N \), then we must have \( x' + z' \in O \) and at least one of the following:
\begin{itemize}
  \item $x' \notin \mathcal{U}^\delta(Z)$: Thus $x' + z' \in O \setminus Z$ and therefore $\psi(x' + z') > 0$.
  \item $x' \notin Y$: Thus $u(x') < 0$.
\end{itemize}

We deduce the strict ordering in (8.3) for $x \notin N$. \hfill \qed

The previous corollary has the following important direct consequence.

**Lemma 8.4** (cf. [27, Lemma 5.4]). Suppose that (8.2) is satisfied for some $\rho > 0$. By adding the term $|y|^2$ to $f(y)$ and $|t - \hat{t}|^2$ to $g(t)$ if necessary, there exists $0 < \delta < \rho/5$ such that for all $|z'| \leq \delta$ and $\alpha > 0$

\[ u(x, t) - \alpha \tilde{\psi}(x' + z' - \hat{x}') - f(x'' - \hat{x}'') - g(t) - \hat{p} \cdot (x - \hat{x}) \leq u(\hat{x}, \hat{t}) - g(\hat{t}) \]

whenever

\[ x' - \hat{x}' \in \mathcal{U}^{\delta}(N), \quad |x'' - \hat{x}''| \leq \rho, \quad |t - \hat{t}| \leq \rho, \]

with a strict inequality outside of $\{(x, t) : x' - \hat{x}' \in N, \ x'' = \hat{x}'', \ t = \hat{t}\}$.

We shall now proceed with the proof of stability. By Proposition 4.11, for $L > 0$ sufficiently large and $\Gamma' = \mathbb{R}^k/L\mathbb{Z}^k$, we can find a function $\xi \in \text{Lip}(\Gamma')$ such that $\xi(x') = \tilde{\psi}(x')$ on a neighborhood of the facet $A_c^\circ \cap A_k^\circ$ such that $\xi \in \mathcal{D}(\partial E^a_p(\cdot; \Gamma'))$ and $\Lambda_p(\tilde{\psi}) = -\partial^0 E^a_p(\xi; \Gamma')$ a.e. on $A_c^\circ \cap A_k^\circ$. By making the set $O$ smaller if necessary, we can assume that $\xi = \psi$ on $O$. Let $\delta > 0$ be from Lemma 8.4.

Fix $\alpha > 0$. Since $\nabla f(0) = 0$, we can find $\theta_\alpha > 0$ and $f_\alpha \in \text{Lip}(\Gamma')$, $\Gamma' = \mathbb{R}^{n-k}/L\mathbb{Z}^{n-k}$, such that $f_\alpha(x'') = f(x'')$ for $|x''| \leq 2\theta$ with $\|\nabla f_\alpha\|_\infty \leq \alpha \|\nabla \xi\|_\infty$. Let us define the function

(8.7) \[ \psi(x) = \psi_\alpha(x) = \alpha \xi(x') + f_\alpha(x''), \quad x \in \Gamma = T(\Gamma' \times \Gamma''). \]

We see that $\psi \in \text{Lip}(\Gamma)$ and therefore by Lemma 3.9 $\psi \in \mathcal{D}(\partial E'_{\rho}(\cdot; \Gamma'))$. We can estimate

(8.8) \[ \|\nabla \psi_\alpha\|_\infty \leq 2\alpha \|\nabla \xi\|_\infty. \]

In particular, if $\alpha$ is sufficiently small, $\partial E'_{\rho}(\psi_\alpha) = \partial E'_{\rho}(\psi_\alpha)$ by Lemma 2.11.

From now on we fix one such $\alpha$ and we write $\psi = \psi_\alpha$. For given $a > 0$ let $\psi_a$ and $\psi_{a,m}$ be the solutions of the resolvent problems in Proposition 2.6 for energies $E_W = E_{\rho}$ and $E_m = E_{W_m(\cdot - \bar{\rho}) - W(\bar{\rho})}$, respectively, on $\Gamma$. Note that these energies satisfy all the assumptions of Proposition 2.6.

For given $a > 0$ and $|z'| \leq \delta$, we define the set of maxima

\[ A_{a,z'} := \text{arg max}_{(x, t) \in M_a} \left[u(x + \hat{x}, t + \hat{t}) - \psi_a(x + \mathcal{T}_V z') - \hat{p} \cdot x - g(t + \hat{t})\right] \]

where $M_a := \{(x, t) : x' \in \mathcal{U}^{\delta}(N), \ |x''| \leq s\theta, \ |t| \leq s\delta\}$. Note that $\psi(x + \mathcal{T}_V z') = \alpha \tilde{\psi}(x' + z') + f(x'')$ for $(x, t) \in M_a$, $|z'| \leq \delta$. Due to the uniform convergence $\psi_a \rightharpoonup \psi$ on $\Gamma$ from Proposition 2.6, and the strict ordering of Lemma 8.4, we have that there exists $a_0 > 0$, independent of $z'$, such that

(8.9) \[ \emptyset \neq A_{a,z'} \subset M_1 \quad \text{for all } |z'| \leq \delta, \ a < a_0. \]

We now fix one such $a < a_0$ and find $|z'| \leq \delta$ such that

(8.10) \[ \psi_a(\mathcal{T}_V z') - \alpha \tilde{\psi}(z') = \min_{|w'| \leq \delta} \left[\psi_a(\mathcal{T}_V w') - \alpha \tilde{\psi}(w')\right]. \]

As in [27], $z'$ is chosen in such a way that Lemma 8.5 below holds.
Due to the uniform convergence \( \psi_{a,m} \to \psi_a \) as \( m \to \infty \) there exists \( (x_a, t_a) \in A_{a,z'} \) and a sequence \( (x_{a,m}, t_{a,m}) \) (for a subsequence of \( m \)) of local maxima of
\[
(x, t) \mapsto u_m(x + \hat{x}, t + \hat{t}) - \psi_{a,m}(x + \mathcal{T}_V z') - \hat{p} \cdot x - g(t + \hat{t})
\]
such that \( (x_{a,m}, t_{a,m}) \to (x_a, t_a) \) as \( m \to \infty \) (along a subsequence).

Recall the definitions of \( h_a \) and \( h_{a,m} \) from Proposition 2.6. Since \( \psi_{a,m} \in C^{2,\alpha}(\Gamma) \) and \( u_m \) is a viscosity subsolution of (8.1), we must have
\[
g'(t_{a,m} + \hat{t}) + F(\nabla \psi_{a,m}(x_{a,m} + \mathcal{T}_V z') + \hat{p}, h_{a,m}(x_{a,m} + \mathcal{T}_V z')) \\
= g'(t_{a,m} + \hat{t}) + F(\nabla \psi_{a,m}(x_{a,m} + \mathcal{T}_V z') + \hat{p}) \\
+ \text{tr} \left[ (\nabla^2 p W_m)(\nabla \psi_{a,m} + \hat{p}) \nabla^2 \psi_{a,m} \right] (x_{a,m} + \mathcal{T}_V z') \leq 0.
\]

By the uniform Lipschitz bound \( \| \nabla \psi_{a,m} \|_\infty \leq \| \nabla \psi \|_\infty \leq C\alpha \) from (8.8), and \( h_{a,m} \Rightarrow h_a \) as \( m \to \infty \), we can find a point \( p_a \in \mathbb{R}^n \), \( |p_a - \hat{p}| \leq C\alpha \), and send \( m \to \infty \) along a subsequence to recover
\[
(8.11) \quad g'(t_a + \hat{t}) + F(p_a, h_a(x_a + \mathcal{T}_V z')) \leq 0.
\]
To estimate \( h_a(x_a + \mathcal{T}_V z') \), we prove the following lemma.

**Lemma 8.5** (cf. [27, Lemma 5.5]). We have
\[
h_a(x_a + \mathcal{T}_V z') \leq h_a(\mathcal{T}_V z') = \min_{|w'| \leq \delta} h_a(\mathcal{T}_V w').
\]

**Proof.** We chose \( z' \) so that (8.10) holds and therefore the equality above holds as well. Therefore we only need to show the inequality. Recalling the definition of \( h_a \), we have to show that
\[
(8.12) \quad \psi_a(x_a + \mathcal{T}_V z') - \psi(x_a + \mathcal{T}_V z') \leq \psi_a(\mathcal{T}_V z') - \psi(\mathcal{T}_V z').
\]

We begin by expressing the second term on the left-hand side using (8.7), which yields
\[
-\psi(x_a + \mathcal{T}_V z') = -\alpha \psi(x_a' + z') - f(x_a'').
\]
Since \( (x_a, t_a) \in A_{a,z'} \in M_1 \) by (8.9), clearly
\[
(8.13) \quad x_a' + z' \in \mathcal{U}^{2\delta}(Z) \cap \mathcal{U}^{2\delta}(Y) \cap O
\]
and therefore \( \psi(x_a' + z') \geq 0 \) by Lemma 8.2. This implies
\[
(8.14) \quad -\psi(x_a + \mathcal{T}_V z') \leq -f(x_a'').
\]
For the first term in (8.12), we use the fact that \( (x_a, t_a) \) is a point of maximum and therefore
\[
u(x_a + \hat{x}, t_a + \hat{t}) - \psi_a(x_a + \mathcal{T}_V z') - \hat{p} \cdot x_a - g(t_a + \hat{t}) \geq u(\hat{x}, \hat{t}) - \psi_a(\mathcal{T}_V z') - g(\hat{t}).
\]
After rearranging the terms, we obtain
\[
\psi_a(x_a + \mathcal{T}_V z') \leq [u(x_a + \hat{x}, t_a + \hat{t}) - u(\hat{x}, \hat{t}) - \hat{p} \cdot x_a - g(t_a + \hat{t}) + g(\hat{t})] + \psi_a(\mathcal{T}_V z').
\]
We use (8.13) again and therefore the first inequality of Lemma 8.2 allows us estimate the term in the bracket from above by \( f(x_a''') \), yielding
\[
\psi_a(x_a + \mathcal{T}_V z') \leq \psi_a(\mathcal{T}_V z') + f(x_a''').
\]
Finally, by the choice of \( \delta \) we have \( z' \in A_{c}^+ \cap A_{c}' \) and therefore
\[
\psi(\mathcal{T}_V z') = 0.
\]
Hence using this observation, and taking the sum of (8.14) and (8.15) we arrive at (8.12) and the proof of the lemma is finished. \[\square\]

Then, by the ellipticity of $F$ in (1.6),
\[
g'(t_\alpha + \hat{t}) + F(p_\alpha + \hat{p}, \min_{|w'| \leq \delta} h_a(T_V w')) \leq g'(t_\alpha + \hat{t}) + F(p_\alpha, h_a(x_\alpha + T_V z')) \leq 0.
\]

We send $\alpha \to 0$ along a subsequence $\alpha_l$ such that $\min h_a \to \lim inf_{\alpha \to 0} \min h_a$ and $p_\alpha \to p_0$ as $l \to \infty$, for some $p_0 \in \mathbb{R}^n$, $|p_0 - \hat{p}| \leq C\alpha$, to obtain
\[
g'(\hat{t}) + F(p_0, \lim inf_{\alpha \to 0} \min h_a(T_V w')) \leq 0.
\]

Now we use Lemma 3.9, in particular the fact that $h_a(x) = \tilde{h}_a(x')$ for some $\tilde{h}_a = (\tilde{\psi}_a - \tilde{\psi})/a \in \text{Lip}(\Gamma')$ and that $\tilde{h}_a \to -\partial^0 E^{\text{sl}}_{\tilde{p}}(\tilde{\psi}; \Gamma')$ in $L^2(\Gamma')$. Thus, recalling Proposition 4.11,
\[
\lim inf_{\alpha \to 0} \min_{|w'| \leq \delta} h_a(T_V w') = \lim inf_{\alpha \to 0} \min_{|w'| \leq \delta} \tilde{h}_a(w') \leq \text{ess inf}_{B_\delta(0)} -\partial^0 E^{\text{sl}}_{\tilde{p}}(\xi; \Gamma') = \text{ess inf}_{B_\delta(0)} \Lambda_{\tilde{p}}[\tilde{\psi}],
\]
and ellipticity yields
\[
g'(\hat{t}) + F(p_0, \text{ess inf}_{B_\delta(0)} \Lambda_{\tilde{p}}[\tilde{\psi}]) \leq 0.
\]

Since this holds for any $\alpha > 0$ small, and therefore continuity of $F(p, \xi)$ in $p$ and the estimate $|p_0 - \hat{p}| \leq C\alpha$ yields
\[
g'(\hat{t}) + F(\hat{p}, \text{ess inf}_{B_\delta(0)} \Lambda_{\tilde{p}}[\tilde{\psi}]) \leq 0,
\]
which we needed to prove.

8.2. **Case (ii).** In this case the test function is also a test function (8.1) and therefore the stability follows the standard viscosity solution argument.

8.3. **Case (curvature-free type).** In this part we will assume that $F$ is of curvature-free type at $p = 0$ in the sense of Definition 5.3. We need to verify Definition 5.5(i-cf).

Suppose therefore that $\phi(x, t) = g(t)$ on a neighborhood $U$ of a point $(\hat{x}, \hat{t})$ and $u - \phi$ has a local maximum 0 at $(\hat{x}, \hat{t})$. We want to show that $g(\hat{t}) + F(0, 0) \leq 0$.

This can be accomplished by perturbing the test function $\phi(x, t)$ and considering the function
\[
\phi_{m,q}(x, t) = W^{*}_{m,A,q}(x - \hat{x}) + g(t) + |t - \hat{t}|^2,
\]
with $W^{*}_{m,A,q}$ given by [26, Lemma 5.8], and with suitable parameters $A, q > 0$.

Let us recall that $W^{*}_{m,A,q}$ is the Legendre-Fenchel transform of
\[
W_{m,A,q}(p) := A \left( W_m(p) + q\psi \left( \frac{p}{q} \right) - W_m(0) \right).
\]

Here $\psi : \mathbb{R}^n \to [0, \infty]$ is a lower semi-continuous nonnegative convex function such that $\psi \in C^\infty(B_1(0))$, $\psi(0) = 0$ and $\psi(p) = \infty$ for $|p| \geq 1$. The semi-continuity then implies $\psi(p) \to \infty$ as $|p| \to 1^-$.

The following lemma was proved in [26].
Lemma 8.6 (c.f. [26, Lemma 5.6]). For any \( m, A, q \) positive, \( W^*_{m:A,q} \) is a strictly convex, nonnegative, \( C^2 \) function on \( \mathbb{R}^n \) and
\[
|\nabla W^*_{m:A,q}(x)| \leq q, \quad 0 \leq \mathcal{L}_m(W^*_{m:A,q})(x) \leq A^{-1} n, \quad x \in \mathbb{R}^n,
\]
where \( \mathcal{L}_m(u)(x) := \text{tr}[(\nabla^2 W_m)(\nabla u(x))\nabla^2 u(x)] \) for \( u \in C^2(\mathbb{R}^n) \).

We will add the following modification of [26, Lemma 5.8].

Lemma 8.7. For every \( \delta > 0 \) there exists \( A > 0 \) such that for every \( q > 0 \) there exist \( \varepsilon > 0 \) and \( m_0 > 0 \) for which
\[
W^*_{m:A,q}(x) > \varepsilon, \quad \text{for all } x, |x| \geq \delta, \text{ and } m \geq m_0.
\]

Proof. Let us define
\[
\mu := \sup_{|p| = 1/2} [W(p) + \psi(p)] \in (0, \infty)
\]
and set for given \( \delta > 0 \)
\[
A := \frac{\delta}{8 \mu}.
\]

Now we fix \( q > 0 \) and set
\[
\varepsilon := \frac{q \delta}{8}.
\]

By the locally uniform convergence of \( W_m \to W \), we can find \( m_0 > 0 \) such that
\[
\sup_{|p| = q/2} |W_m(p) - W_m(0) - W(p)| \leq q \mu, \quad m \geq m_0.
\]

Now whenever \( |x| \geq \delta \) and \( m \geq m_0 \), we can take \( p = \frac{q}{2} \frac{x}{|x|} \) and estimate, using (8.17), one-homogeneity of \( W \), and (8.16),
\[
W^*_{m:A,q}(x) \geq x \cdot p - W_{m:A,q}(p)
\]
\[
= \frac{q}{2} |x| - A \left( W_m(p) + q \psi \left( \frac{p}{q} \right) - W_m(0) \right)
\]
\[
\geq \frac{q}{2} |x| - A \left( W(p) + q \psi \left( \frac{p}{q} \right) + q \mu \right)
\]
\[
= \frac{q}{2} |x| - A \left( q W \left( \frac{p}{q} \right) + q \psi \left( \frac{p}{q} \right) + q \mu \right)
\]
\[
\geq \frac{q}{2} |x| - 2 A q \mu \geq \frac{q \delta}{4} > \varepsilon.
\]

\[\square\]

Lemma 8.8. For any \( A, q \) positive
\[
W^*_{m:A,q}(0) \to 0 \quad \text{as } m \to \infty.
\]

Proof. Since \( W_m \) is a decreasing sequence converging to \( W \) locally uniformly, we have \( W_m \geq \min W = 0 \) and \( W_m(0) \to W(0) = 0 \). As also \( \psi \geq 0 \), it follows that
\[
0 \leq W^*_{m:A,q}(0) \leq A W_m(0) \to 0.
\]

\[\square\]
Let us now choose \( \delta > 0 \) small enough so that \( Q := B_\delta(\hat{x}) \times [\hat{t} - \delta, \hat{t} + \delta] \subset U \). We have \( u - \phi \leq 0 \) on \( Q \) with equality at \((\hat{x}, \hat{t})\). For this \( \delta \) we fix \( A > 0 \) from Lemma 8.7.

Now due to the same lemma for any \( q > 0 \) we also have \( \varepsilon, m_0 > 0 \) such that
\[
u - \phi_{m,q} < -\varepsilon \quad \text{on} \quad (\partial B_\delta(\hat{x})) \times [\hat{t} - \delta, \hat{t} + \delta], \quad \text{for} \quad m \geq m_0.
\]
Because \( W^{*}_{m;A,q} \geq 0 \) by Lemma 8.6, we also have
\[
u - \phi_{m,q} \leq -\delta^2 \quad \text{on} \quad x \in B_\delta(\hat{t}), \quad t = \hat{t} \pm \delta, \quad \text{for all} \quad m.
\]
Since \( \phi_{m,q}(0) \to 0 \) as \( m \to \infty \) by Lemma 8.8 and since \( \phi_{m,q} \) is uniformly Lipschitz in \( m \) by Lemma 8.6, we conclude that there must exist a subsequence \( m_j \) and a sequence of points \((x_j, t_j)\) such that \( u_{m_j} - \phi_{m_j,q} \) has a local maximum at \((x_j, t_j)\), \( x_j \in B_\delta(\hat{x}) \), and, moreover, \( t_j \to \hat{t} \).

Let us now choose \( q_k = 1/k \). By the standard diagonalization argument we can find a subsequence \( m_k \) such that \( u_{m_k} - \phi_{m_k,q_k} \) has a local maximum at a point \((x_k, t_k)\), \( x_k \in B_\delta(\hat{x}) \), and \(|t_k - \hat{t}| \leq 1/k \). Thus we introduce
\[
p_k := \nabla \phi_{m_k,q_k}(x_k, t_k) = \nabla W^{*}_{m_k;A,q_k}(x_k - \hat{x}), \quad \text{and} \quad 
\xi_k := L_{m_k}(\phi_{m_k,q_k}(\cdot, t_k))(x_k) = L_{m_k}(W^{*}_{m_k;A,q_k})(x_k - \hat{x}).
\]
By the assumption that \( u_{m_k} \) is a subsolution of \((8.1)\), we have
\[
g'(t_k) + 2(t_k - \hat{t}) + F(p_k, \xi_k) \leq 0.
\]
Furthermore, from Lemma 8.6 and the choice of \( q_k \) we have the bounds
\[
|p_k| \leq 1/k, \quad |\xi_k| \leq A^{-1}n \quad \text{for all} \quad k,
\]
where \( A \) is independent of \( k \).

Since \( F \) is of curvature-free type at \( p = 0 \), Definition 5.3, we finally obtain
\[
g'(\hat{t}) + F(0, 0) = g'(\hat{t}) + \liminf_{p \to 0} \inf_{|\xi| \leq A^{-1}n} F(p, \xi)
\leq \liminf_{k \to \infty} [g'(t_k) + 2(t_k - \hat{t}) + F(p_k, \xi_k)] \leq 0.
\]

The supersolution case can be handled similarly with a test function
\[
\phi_{m,q}(x, t) = -W^{*}_{m;A,q}(-x + \hat{x}) + g(t) + |t - \hat{t}|^2.
\]
This finishes the proof of stability for the curvature-free test function case.

The proof of Theorem 8.1 is complete.

8.4. Approximation by linear growth functionals. In this section we prove the following approximation result:

**Theorem 8.9.** Suppose that \( F \) is of curvature-free type at \( p_0 = 0 \) and that \( \{W_m\}_{n \in \mathbb{N}} \subset C(\mathbb{R}^n) \cap C^2(\mathbb{R}^n \setminus \{0\}) \) are positively one-homogeneous functions with bounded, strictly convex sub-level sets \( \{W_m \leq 1\} \) such that \( W_m \Rightarrow W \) uniformly on \( \overline{B}_1(0) \). Let \( u_m \) be the unique viscosity solutions of
\[
\begin{cases}
u_t + F(\nabla u, \text{div} \nabla_p W_m(\nabla u)) = 0, & \text{in} \ \mathbb{R}^n \times (0, \infty), \\
\nu(\cdot, 0) = u_{0,m}, & \text{in} \ \mathbb{R}^n.
\end{cases}
\]
where \( u_{0,m} \in C(\mathbb{R}^n) \) are uniformly bounded. Then
\[
\overline{u} := \star \limsup_{m \to \infty} u_m, \quad \underline{u} := \star \liminf_{m \to \infty} u_m
\]
are a viscosity subsolution and a viscosity supersolution of (1.4).

Proof. We will follow the proof of Theorem 8.1 with an additional approximation because the solutions \( \psi_{a,m} \) of the resolvent problem for the linear growth energy \( E_m \) might not be smooth. Let us set for \( \delta > 0 \)
\[
W^\delta_m(p) := (W_m \ast \eta_\delta)(p) + \delta|p|^2,
\]
where \( \eta_\delta \) is the standard mollifier with radius \( \delta \), and let \( u^\delta_m \) be the unique viscosity solution of
\[
\begin{cases}
  u_t + F(\nabla u, \text{div} \nabla_p W^\delta_m(\nabla u_m)) = 0, & \text{in } \mathbb{R}^n \times (0, \infty), \\
  u_m(\cdot, 0) = u_{0,m}, & \text{in } \mathbb{R}^n.
\end{cases}
\]
From the standard theory we have that \( u^\delta_m \Rightarrow u_m \) as \( \delta \to 0 \) locally uniformly on \( \mathbb{R}^n \times [0, \infty) \).

Suppose now that \( \varphi \) is a stratified test function at \((\hat{x}, \hat{t})\) with gradient \( \hat{p} \), as in the proof in Section 8.1, Case (i) above, for a subsolution. We proceed as in that proof, but we use an additional perturbation of the test function by solving the resolvent problem for the energy \( E^\delta_m := E_{W^\delta_m(-\hat{p})} - W(\hat{p}) \): we define the unique solution \( \psi^\delta_{a,m} \in L^2(\Gamma) \) of
\[
\psi^\delta_{a,m} + a\partial E_m^\delta(\psi^\delta_{a,m}) \ni \psi,
\]
where \( \psi \) and \( \Gamma \) were given in (8.7). Recall that \( \psi^\delta_{a,m} \in C^{2,\gamma}(\Gamma) \) by the elliptic regularity.

We can apply Proposition 2.6 to \( E^\delta_m \) and \( E_m \) for fixed \( m \) in the limit \( \delta \to 0 \). We in particular have \( \psi^\delta_{a,m} \Rightarrow \psi_{a,m} \) and \( h^\delta_{a,m} \Rightarrow h_{a,m} \) as \( \delta \to 0 \) for fixed \( a, m \).

Due to the Mosco convergence of \( E_m \) to \( E_{\hat{p}} \) in Lemma 2.7, we also can apply Proposition 2.6 to \( E_m \) and \( E_{\hat{p}} \) in the limit \( m \to \infty \).

We now fix \( a \) and \( z' \) as in (8.10). Due to the uniform convergence \( \psi^\delta_{a,m} \Rightarrow \psi_{a,m} \) as \( \delta \to 0 \) and \( \psi_{a,m} \Rightarrow \psi_a \) as \( m \to \infty \), there exists \((x_a, t_a) \in A_{a, z'}\) and a sequence \((x_{a,m}, t_{a,m})\) (for a subsequence of \( m \)) of local maxima of
\[(x, t) \mapsto u_m(x + \hat{x}, t + \hat{t}) - \psi_{a,m}(x + \mathcal{T}_V z') - \hat{p} \cdot x - g(t + \hat{t})\]
such that \((x_{a,m}, t_{a,m}) \to (x_a, t_a)\) as \( m \to \infty \) (along a subsequence), and for each \( m \) in this subsequence there exist a sequence \((x^\delta_{a,m}, t^\delta_{a,m})\) (for a subsequence of \( \delta \) as \( \delta \to 0 \)) of local maxima of
\[(x, t) \mapsto u^\delta_m(x + \hat{x}, t + \hat{t}) - \psi^\delta_{a,m}(x + \mathcal{T}_V z') - \hat{p} \cdot x - g(t + \hat{t}),\]
such that \((x^\delta_{a,m}, t^\delta_{a,m}) \to (x_{a,m}, t_{a,m})\) as \( \delta \to 0 \) (along a subsequence).

Since \( u^\delta_m \) is a viscosity solution of (8.18), we have
\[
g'(t^\delta_{a,m} + \hat{t}) + F(\nabla \psi^\delta_{a,m}(x^\delta_{a,m} + \mathcal{T}_V z') + \hat{p}, h^\delta_{a,m}(x^\delta_{a,m} + \mathcal{T}_V z')) \\
\quad = g'(t_{a,m} + \hat{t}) + F(\nabla \psi_{a,m}(x_{a,m} + \mathcal{T}_V z') + \hat{p}, \\
\quad \text{tr} \left[ (\nabla^2 W^\delta_m)(\nabla \psi^\delta_{a,m} + \hat{p}) \nabla^2 \psi^\delta_{a,m} \right] (x^\delta_{a,m} + \mathcal{T}_V z') \leq 0.
\]
Sending $\delta \to 0$ along a subsequence and using the uniform convergence of $h^\delta_{a,m} \rightrightarrows h_{a,m}$, we can find $p_{a,m}$ with $|p_{a,m} - \hat{p}| \leq C \alpha$ such that
\begin{equation}
(8.19) \quad g'(t_{a,m} + \hat{t}) + F(p_{a,m}, h_{a,m}(x_{a,m} + T \nu z')) \leq 0.
\end{equation}

Sending $m \to \infty$ along a subsequence, we obtain $p_{a}$ and (8.11). Then we finish the proof as in the proof of Theorem 8.1 for Case(i).

Case (ii) as well as the curvature-free case are both straightforward. \hfill \Box

\section{Well-posedness}

Once the stability with respect to the approximation of the energy density $W$ is established, we get existence of solutions as in [27].

\begin{theorem}[Well-posedness]
Let $W : \mathbb{R}^n \to \mathbb{R}$ be a positively one-homogeneous convex polyhedral function such that the conclusion of Corollary 6.2 holds for $1 \leq k \leq n - 1$, and let $F$ be of curvature-free type at $p_0 = 0$. Then for given $u_0 \in C(\mathbb{R}^n)$ such that $u \equiv c$ on $\mathbb{R}^n \setminus K$ for some compact $K \subset \mathbb{R}^n$ and $c \in \mathbb{R}$ there exists a unique viscosity solution of
\begin{equation}
(9.1) \quad \left\{ \begin{array}{ll}
  u_t + F(\nabla u, \nabla W(\nabla u)) = 0, & \text{in } \mathbb{R}^n \times (0, \infty), \\
  u(\cdot, 0) = u_0, & \text{in } \mathbb{R}^n.
\end{array} \right.
\end{equation}

Moreover, if $u_0$ is Lipschitz, then
\[
\|\nabla u(\cdot, t)\|_\infty \leq \|\nabla u_0\|_\infty, \quad t \geq 0.
\]
\end{theorem}

\begin{proof}
We follow a standard approximation argument using the stability result from Section 8. Let $W_m \in C(\mathbb{R}^n) \cap C^2(\mathbb{R}^n \setminus \{0\})$ be a sequence of convex positively one-homogeneous functions with $\{W_m \leq 1\}$ strictly convex, such that $W_m \rightrightarrows W$ on $B_1(0)$. We can find the unique viscosity solutions $u_m$ of the problem
\begin{equation}
\left\{ \begin{array}{ll}
  u_t + F(\nabla u, \nabla W_m(\nabla u)) = 0, & \text{in } \mathbb{R}^n \times (0, \infty), \\
  u(\cdot, 0) = u_0, & \text{in } \mathbb{R}^n.
\end{array} \right.
\end{equation}

We define the limits
\[
\overline{u} := \ast\text{-lim sup}_{m \to \infty} u_m, \quad u := \ast\text{-lim inf}_{m \to \infty} u_m.
\]

These limits are well-defined since $u_m$ are uniformly bounded. By the stability result Theorem 8.9, we see that $\overline{u}$ is a viscosity subsolution and $u$ is a viscosity supersolution of (9.1).

We need to prove that $\overline{u}$ and $u$ have the correct initial data. We can compare $u_m$ with translations of barriers
\[
\psi^+_{m,a,b} := a(W^+_m(x - x_0) - bt)_+, \quad \psi^-_{m,a,b} := -a(-W^+_m(-x + x_0) + bt)_-,
\]
where $W^+_m$ is the polar of $W_m$. The comparison with such barriers shows that $\overline{u}(\cdot, 0) = u(\cdot, 0) = u_0$, and for every $T > 0$ there exists a compact set $K_T \subset \mathbb{R}^n$ such that $\overline{u} = u = c$ on $(\mathbb{R}^n \setminus K_T) \times [0, T]$.

Then the comparison principle Theorem 7.1 yields $\overline{u} \leq u$ and thus $u := \overline{u} = u$ is the unique solution of (9.1).

The Lipschitz continuity follows from the comparison principle. \hfill \Box

We now present the proofs of Theorems 1.1 and 1.2.
Proof of Theorems 1.1 and 1.2. Find $R > 0$ such that $D_0 \subset B_{R/2}(0)$. Let $F$ and $W$ be as in (1.5). Let $u_0$ be a continuous function with $D_0 = \{ u_0 > 0 \}$ such that $u_0 = -c$ for some $c > 0$ for $|x| \geq R$. For instance, take a cutoff of the signed distance function to $\Gamma_0$, $u_0(x) := -\min(\text{dist}(x, D_0), 1) + \text{dist}(x, D_0)$. Then there is a unique solution $u$ of (1.4) with initial data $u_0$ by Theorem 9.1. This establishes the existence of a level set flow $\{ \Gamma_t \}_{t \geq 0}$ as $\Gamma_t := \{ x : u(x, t) = 0 \}$.

We therefore only need to show that the zero level set of $u$ does not depend on $u_0$. For this we simply argue as in [23, Section 4.1.1] to show that $\theta \circ u := \theta(u)$ is also a viscosity solution of (1.4) for any continuous, nondecreasing function $\theta$ and $u$ and $\tilde{u}$ have the same zero level sets as $u$ and $\tilde{u}$, respectively. By the comparison principle Theorem 7.1 we get $\theta_1 \circ u \leq \tilde{u}$ and $\theta_2 \circ \tilde{u} \leq u$. Since $\theta_1 \circ u$ and $\theta_2 \circ \tilde{u}$ have the same zero level sets as $u$ and $\tilde{u}$, respectively, we conclude that the level set flow $\{ \Gamma_t \}_{t \geq 0}$ is unique.

The stability result of Theorem 1.2 follows from Theorem 8.9 and the comparison principle Theorem 7.1.

\[ \square \]
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