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Digital data are anticipated to transform medicine. However, most of today’s medical data lack interoperability: hidden in isolated databases, incompatible systems and proprietary software, the data are difficult to exchange, analyze, and interpret. This slows down medical progress, as technologies that rely on these data – artificial intelligence, big data or mobile applications – cannot be used to their full potential. In this article, we argue that interoperability is a prerequisite for the digital innovations envisioned for future medicine. We focus on four areas where interoperable data and IT systems are particularly important: (1) artificial intelligence and big data; (2) medical communication; (3) research; and (4) international cooperation. We discuss how interoperability can facilitate digital transformation in these areas to improve the health and well-being of patients worldwide.
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INTRODUCTION
The digitalization of medicine promises great advances for global health. Electronic medical records, mobile health apps, medical imaging, low-cost gene sequencing as well as new sensors and wearable devices provide an ever-increasing flow of digital health data. Combined with artificial intelligence, cloud computing and big data analytics, this wealth of data holds huge potential for healthcare and can improve the lives of millions of patients worldwide – with better diagnostics, personalized treatments, and early disease prevention.1,6

But medical data are only useful if they can be turned into meaningful information. This requires high-quality datasets, seamless communication across IT systems and standard data formats that can be processed by humans and machines. Judged by these criteria, however, large parts of today’s medical data are virtually useless: Hidden in isolated data silos and incompatible systems, the data are difficult to exchange, process and interpret. In fact, the current medical landscape seems less characterized by “big data” but rather by a large number of disconnected small data. These are suboptimal conditions for the data-driven technologies anticipated to drive medical innovation. Uncovering the full potential of digital medicine requires an interconnected data infrastructure with fast, reliable and secure interfaces, international standards for data exchange as well as medical terminologies that define unambiguous vocabularies for the communication of medical information. In short: Digital health depends on interoperability.

The aim of this article is to show why interoperability is so important for achieving the full potential of digitalization in healthcare and medicine. Although the importance of interoperable health IT systems is increasingly acknowledged,7–9 awareness of this topic is still relatively low among healthcare professionals – especially compared with topics such as artificial intelligence, big data or mobile technologies, which are generally seen as the main drivers of digital health innovation.10–13 Accordingly, progress in health interoperability is slow.14 Here, we argue that interoperability is indispensable for advances in digital health and that it is, in fact, a prerequisite for most of the innovations envisioned for future medicine.

Our article starts with an overview of interoperability and its different levels: technical, syntactic, semantic, and organizational. It then shows how interoperability can improve medicine, focusing on four areas that especially benefit from (and sometimes crucially depend on) interoperable health IT systems: (1) artificial intelligence and big data; (2) medical communication; (3) research; and (4) international cooperation (Fig. 1). We chose these four areas because they illustrate particularly well how interoperability can facilitate digital transformation and improve medicine and healthcare (however, the areas are not mutually exclusive, and advancing, for example, medical communication can also improve international cooperation). Note that our views are shaped by our German/European perspective. However, we discuss points general enough to be relevant for international readers. Also note that, though giving some examples of specific health IT standards and medical terminologies that can improve interoperability, this article does not aim to provide detailed technical discussions of specific standards or terminologies (this information can be found elsewhere15,16).

INTEROPERABILITY
Interoperability can be broadly defined as “the ability of two or more systems or components to exchange information and to use the information that has been exchanged”.17 Most definitions further distinguish between different components, layers or levels of interoperability.15,16 Although these components can slightly differ across definitions, they generally follow a distinction between lower-level technical components and higher-level organizational components. In line with this conceptualization, this section gives a brief overview of technical, syntactic, semantic and organizational aspects of interoperability.
How can interoperability improve digital medicine?

### Technical Interoperability

Technical interoperability ensures basic data exchange capabilities between systems (for example, moving data from a USB stick to a computer). This requires communication channels and protocols for data transmission. With today’s digital networks and communication protocols, achieving technical interoperability is usually relatively straightforward. However, moving data from A to B is not enough. To process the data and extract meaningful information, syntactic and semantic interoperability is needed.

### Syntactic Interoperability

Syntactic interoperability specifies the format and structure of the data (for example, in an XML document). The structured exchange of health data is supported by international standards development organizations (SDOs) such as Health Level Seven International (HL7) or Integrating the Healthcare Enterprise (IHE), which specify health IT standards and their use across systems. An emerging standard for the communication of health data is, for example, HL7’s Fast Healthcare Interoperability Resources (FHIR), which defines around 140 common healthcare concepts, so-called resources, which can be accessed and exchanged using modern web technologies. FHIR is increasingly adopted by the health industry, as it lends itself to the development of mobile health apps that run on different IT systems. Another initiative aiming to improve the structured exchange of health data is openEHR. OpenEHR allows medical professionals and health IT experts to define clinical content using so-called archetypes, specifications of clinical concepts based on an underlying reference model. OpenEHR includes a portable language for querying, the Archetype Querying Language (AQL), as well as tools for defining and publishing the archetypes.

### Semantic Interoperability

While standards such as FHIR and openEHR already define basic semantics of health data, semantic interoperability is really the domain of medical terminologies, nomenclatures, and ontologies. They ensure that the meaning of medical concepts can be shared across systems, thus providing a digital “lingua franca”, a common language for medical terms that is, ideally, understandable to humans and machines worldwide. With more than 340,000 medical concepts (including, for example, clinical findings, procedures, substances, organisms, or body structures), the terminology SNOMED CT seems particularly well-suited as a general-purpose language for advancing semantic interoperability in medicine and healthcare. It can be complemented by more domain-specific terminologies such as, for example, Logical Observation Identifiers Names and Codes (LOINC) for laboratory observations, the Identification of Medicinal Products (IDMP) for medicines, the nomenclature of the HUGO Gene Nomenclature Committee (HGNC) for genes or the Human Phenotype Ontology (HPO) for phenotypic abnormalities. Combined with the standards discussed above, the use of these terminologies can ensure that health data have a clear structure and unambiguous semantics.

### Organizational Interoperability

At the highest layer, interoperability also involves organizations, legislations and policies. Exchanging data across health IT systems is not an end in itself but should, ultimately, help healthcare professionals to work more efficiently and improve patients’ health. This requires common business processes and workflows that enable a seamless provision of healthcare across institutions. As different stakeholders in healthcare have different interests (and these interests do not always aim to maximize interoperability), this also requires policies that provide incentives for interoperable data exchange and, if necessary, enforce interoperability via legal regulations.

HOW INTEROPERABILITY CAN IMPROVE MEDICINE

Interoperability for artificial intelligence and big data

Digital technologies such as artificial intelligence (AI) and the large-scale analytics subsumed under the term “big data” are increasingly changing medicine and healthcare. These technologies rely on growing volumes of digital medical data. Therefore, to use AI algorithms and big data analytics to their full capacity and feed them with maximum input, processing information from different systems and across institutional boundaries is crucial. A comprehensive analysis of a patient’s health data could, for example, require information from general practitioners, hospitals, laboratories, mobile health apps, and wearable sensors. Similarly, multiple data sources are often
necessary when data are scarce, for example, in the areas of rare diseases, precision medicine, or pharmacogenomics: tailoring treatments and drugs to increasingly smaller subpopulations of patients requires a large pool of comparable data, making it necessary to exchange information across systems, institutions, and countries.

Unfortunately, today’s digital health infrastructure makes large-scale data processing across IT systems still unnecessarily difficult. Current health IT systems operate with a wide variety of data formats, custom specifications and ambiguous semantics. This situation is exacerbated by the trend to store increasing amounts of unstructured data in non-relational databases and so-called data lakes.26 Although these unstructured data are, arguably, better than no data – and modern algorithms can partly extract useful information even from unstructured data – they are difficult to process. As a consequence, time-consuming data cleaning and pre-processing procedures are usually necessary before analysis.

Moreover, running algorithms on unstructured, non-standardized data can introduce errors that distort analysis results. An AI algorithm programmed to identify, for example, diabetes patients from unstructured text could erroneously select patients with a family history of diabetes, not actual diabetes (not to mention the different types and subgroups of diabetes that could easily be confused). Such errors are difficult to detect in large datasets because the sheer volume of the data makes it difficult to anticipate, detect and correct all possible errors. This can introduce systematic biases, which compromise the validity of analysis results and which will eventually undermine trust in digital health technologies. This problem becomes even more relevant when considering the rise of artificial neural networks and deep learning algorithms. Although these algorithms can increasingly compete with (and even outperform) human experts,27–29 the mechanisms that drive their decisions usually remain hidden within the network. As these methods are essentially “black boxes” for human users, it is important that their calculations are based on a solid foundation. This requires data with a clear structure and unambiguous semantics. Otherwise, modern AI algorithms could do more harm than good – not because their calculations are wrong but because they rely on questionable input.

To avoid these pitfalls and provide AI algorithms and big data technologies with usable input, interoperability of health data is essential. The largest barrier for applying AI and big data to medicine is, arguably, not a lack of algorithms but a lack of suitable data for developing AI and big data applications. Using the international standards and terminologies mentioned previously can therefore help to provide algorithms with structured and meaningful data and foster the use of AI and big data in medicine.

Interoperability for medical communication
Digital medicine does not always require sophisticated analytics or complex AI algorithms. In many cases, simply making the right information available to the right person at the right time can significantly improve patient care. Often, important parts of medical information are lost as patients move through the healthcare system. For example, if a patient is rehospitalized, relevant information from previous visits to other hospitals may not be available (in Germany, medical information can sometimes not even be shared across different departments of the same hospital due to data protection regulations). This leads to inefficiencies in care and sometimes poses serious risks for patients (for example, if a lack of communication results in adverse drug interactions). Giving healthcare providers the necessary information about their patients can help to avoid such inefficiencies and improve the quality of care.

Promoting the use of interoperable electronic health records (EHRs) is particularly important in this context. Too often, EHRs are disconnected, proprietary solutions buried in systems that do not talk to each other. The use of international standards and terminologies can make EHRs interoperable, enabling the reliable communication of medical information. Existing specifications for patient summary data such as the International Patient Summary (IPS) developed by HL7 and the European Committee for Standardization (CEN)30 can further help clinicians to access relevant, accurate, and up-to-date medical information about their patients.

Importantly, by making relevant health information easily accessible, interoperable health IT systems should also make lives easier for physicians and other healthcare professionals. The rise of digital health technologies often raises concerns that physicians have to spend more time with documentation and data entry and less time with their patients. But interoperable EHRs can reduce the documentation burden (for example, by avoiding repeated entry of data) and simplify cumbersome information retrieval processes. This can enable physicians to focus on their patients and provide optimal care.

On the other end of the spectrum, interoperable EHRs can also help patients to manage their own health more actively. Currently, much of the information that drives providers’ decisions about treatments is not easily accessible to the patients themselves, making them inactive bystanders in the treatment process. If patients are given better access to their health data (combining, for example, information about prescriptions, treatments and data from personal health apps), they can take more control of their health. This in itself can have positive health effects, as patients turn from helpless recipients of healthcare to active managers of their health and well-being.

Interoperability for research
Apart from improving health at the point of care, interoperability can also advance medical research. This is particularly true for the field of real-world evidence: Using interoperable formats for real-world data (that is, data routinely collected in medical care or, increasingly, via mobile apps in patients’ everyday lives) opens up various opportunities for researchers. First, if real-world data are interoperable, they can be used for large-scale observational studies at regional, national or global levels. Such studies can address epidemiological questions and public health concerns, providing, for example, up-to-date insights into prevalence and incidence of disease, typical treatment pathways of patients or gaps in care. Second, real-world data are a treasure trove for the AI and machine learning methods discussed above. Being able to form patterns and correlations in high-dimensional datasets, these methods can help researchers to identify interesting new research hypotheses, which can subsequently be investigated more closely in controlled clinical trials (these controlled trials will remain important to rule out spurious correlations and identify causal relationships).

More generally, if health data are structured according to international standards, data are much easier to analyze, and efforts needed for data cleaning and pre-processing are reduced. This can speed up the research process and also makes the development of analysis scripts more flexible: If researchers and data scientists know that data will conform to certain formats and semantics, analyses no longer need to be programmed with direct access to the data. Instead, analyses can be developed remotely and later be transferred to the data site to compute results. This can unlock data sources that would otherwise not be easily accessible (due to, for example, strict data protection regulations). It can also improve research quality because analyses can be programmed by experts worldwide, not only by those who have direct access to the data (and who happen to know their
Interoperability for international cooperation

Interoperable interfaces and standard terminologies make health data exchangeable and comparable across systems, institutions and countries. This has obvious benefits for cross-institutional and international cooperation. As mentioned previously, exchanging health data across different IT systems is especially important when data are scarce or when very large datasets are needed, such as in research on rare diseases, precision medicine or drug development. In the case of rare diseases, for example, the number of patients is often so small that even large health institutions may have access to only a handful of cases of a given disease (sometimes only a single patient). To get a better understanding of these diseases and improve diagnosis and treatment, data exchange across institutions is therefore crucial. National and international networks like the Undiagnosed Diseases Network (UDN) in the US or the European Reference Networks (ERNs) already aim to improve collaboration between clinicians treating rare diseases. The adoption of standard data formats and terminologies such as the Orphanet rare disease nomenclature or the previously mentioned HPO for phenotypic abnormalities can help to coordinate international efforts to optimize research and care in this area.

Exchanging health data internationally is also essential for tackling global health issues more effectively. Arguably the most serious public health risk – or, for that matter, the most serious risk for humanity in general – is a global pandemic. Last year’s centenary of the 1918 influenza epidemic should remind us of the potentially devastating consequences of such pandemics, with levels of human suffering and death only comparable to the deadliest wars (the 1918 influenza epidemic, or “Spanish flu”, has been estimated to have killed at least 50 million people worldwide). In today’s highly connected world, a dangerous epidemic could spread within hours from almost anywhere in the world to Berlin, Beijing or Buenos Aires, killing tens of millions of people within a few months. But the same global connectedness by which epidemics can spread rapidly around the globe can also help us to control them. If health data are interoperable so that information can be easily exchanged across borders and organizations, effective surveillance systems can be established that allow for an accurate tracking of global disease movements. Outbreaks can then be detected early and further spread prevented.

Importantly, interoperable health IT systems not only facilitate the exchange of data but also the exchange of algorithms, applications and technologies. If organizations standardize their data, cutting-edge health applications developed for these standardized data could be made available to patients and physicians worldwide. The wide use of smartphones and mobile apps can further contribute to the dissemination of digital health technology. This can aid the “democratization” of medicine, making health technologies globally accessible and improving healthcare in underprivileged regions of the world. 37,38

2019 has seen the first exchange of common data models between European countries (an electronic prescription and a digital patient summary). 39,40 This demonstrates that cross-border exchange of interoperable health data is attainable, even though it is still a long way to a global infrastructure for interoperable data exchange. But gradually expanding the reach of these and other, more extended data models will eventually advance the international exchange of health data to provide seamless, cross-border care to patients.

CONCLUSION AND OUTLOOK

Digital medicine depends on interoperable and standardized data. In this article, we discussed how interoperable health data can help to realize the full potential of AI and big data, improve the communication of medical information, make medical research more efficient and foster international cooperation. As interoperability requires the collaborative efforts of healthcare professionals, researchers, IT experts, data engineers, and politicians, it is important to make interoperability a prominent topic in medicine and healthcare. Eventually, efforts to improve interoperability will pay huge dividends: With international standards and medical terminologies, interoperability can pave the way for an interconnected digital health infrastructure that overcomes barriers between individuals, organizations and countries. This will make it possible to turn digital medical data into meaningful information and improve the health and well-being of patients worldwide.

ACKNOWLEDGEMENTS

We acknowledge support from the German Research Foundation (DFG) and the Open Access Publication Fund of Charité – Universitätsmedizin Berlin.

AUTHOR CONTRIBUTIONS

M.L. developed the concept for the article and wrote the initial draft. J.S., A.E., J.S., and S.T. contributed important ideas and participated in reviewing and editing of the text.

ADDITIONAL INFORMATION

Competing interests: S.T. is vice chair of HL7 Deutschland e.V. The remaining authors declare no competing interests.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

REFERENCES

1. Jensen, P. B., Jensen, L. J. & Brunak, S. Mining electronic health records: towards better research applications and clinical care. Nat. Rev. Genet. 13, 395–405 (2012).
2. Murdoch, T. B. & Detsky, A. S. The inevitable application of big data to health care. JAMA 309, 1351–1352 (2013).
3. Topol, E. J., Steinhardt, S. R. & Torkamani, A. Digital medical tools and sensors. JAMA 313, 353–354 (2015).
4. Insel, T. R. Digital phenotyping: technology for a new science of behavior. JAMA 318, 1215–1216 (2017).
5. Glicksberg, B. S., Johnson, K. W. & Dudley, J. T. The next generation of precision medicine: observational studies, electronic health records, biobanks and continuous monitoring. Hum. Mol. Genet. 27, R56–R62 (2018).
6. Rajkomar, A., Dean, J. & Kohane, I. Machine learning in medicine. N. Engl. J. Med. 380, 1347–1358 (2019).
7. Perlin, J. B. Health information technology interoperability and use for better care and evidence. JAMA 316, 1667–1668 (2016).
8. The Lancet. Making sense of our digital medicine Babel. Lancet 392, 1487 (2018).
9. National Academy of Medicine. Procuring Interoperability: Achieving High-Quality, Connected, and Person-Centered Care. (2018).
10. Obermeyer, Z. & Emanuel, E. J. Predicting the future — big data, machine learning, and clinical medicine. N. Engl. J. Med. 375, 1216–1219 (2016).
11. Jiang, F. et al. Artificial intelligence in healthcare: past, present and future. Stroke Vasc. Neurol. 2, 230–243 (2017).
12. Fogel, A. L. & Kvedar, J. C. Artificial intelligence powers digital medicine. NPJ Digit. Med. 1, 5 (2018).
13. Mosa, A. S. M., Yoo, I. & Sheets, L. A systematic review of healthcare applications for smartphones. BMC Med. Inform. Decis. Mak. 12, 67 (2012).

14. Holmgren, A. J., Patel, V. & Adler-Milstein, J. Progress in interoperability: measuring US hospitals’ engagement in sharing patient data. Health Aff. 36, 1820–1827 (2017).

15. Benson, T. & Grieve, G. Principles of Health Interoperability: SNOMED CT, HL7 and FHIR (Springer-Verlag, London, 2016).

16. Oemig, F. & Snelick, R. Healthcare Interoperability Standards Compliance Handbook: Conformance and Testing of Healthcare Data Exchange Standards (Springer International Publishing, Switzerland, 2016).

17. IEEE Standard Computer Dictionary: A Compilation of IEEE Standard Computer Glossaries. IEEE Std 610 1–217 (1991). https://doi.org/10.1109/IEEESTD.1991.106963

18. Bender, D. & Sartipi, K. HL7 FHIR: an Agile and RESTful approach to healthcare information exchange. In Proceedings of the 26th IEEE International Symposium on Computer-Based Medical Systems p. 326–331 (2013). https://doi.org/10.1109/CBMS.2013.6627810

19. Mandel, J. C., Kreda, D. A., Mandl, K. D., Kohane, I. S. & Ramoni, R. B. SMART on FHIR: a standards-based, interoperable app platform for electronic health records. J. Am. Med. Inform. Assoc. 23, 899–908 (2016).

20. Beale, T. Archetypes: constraint-based domain models for future-proof information systems, in Eleventh OOPSLA Workshop on Behavioral Semantics. (2002).

21. Miñarro-Giménez, J. A. et al. Quantitative analysis of manual annotation of clinical text samples. Int. J. Med. Inf. 123, 37–48 (2019).

22. McDonald, C. J. et al. LOINC, a universal standard for identifying laboratory observations: a 5-year update. Clin. Chem. 49, 624–633 (2003).

23. European Medicines Agency. https://www.ema.europa.eu/en/human-regulatory/overview/data-medicines-iso-idmp-standards-overview (2016).

24. Yates, B. et al. Genenames.org: the HGNC and VGNC resources in 2017. Nucleic Acids Res. 45, D619–D625 (2017).

25. Robinson, P. N. et al. The human phenotype ontology: a tool for annotating and analyzing human hereditary disease. Am. J. Hum. Genet. 83, 610–615 (2008).

26. Gandhi, R., Verma, S., Baltassiotis, E. & Gordon, N. Look Before You Leap into the Data Lake. https://www.bc.com/de-de/publications/2016/big-data-advanced-analytics-technology-digital-look-before-you-leap-into-data-lake.aspx (2016).

27. Esteva, A. et al. Dermatologist-level classification of skin cancer with deep neural networks. Nature 542, 115–118 (2017).

28. Liang, H. et al. Evaluation and accurate diagnoses of pediatric diseases using artificial intelligence. Nat. Med. 25, 433 (2019).

29. Gulshan, V. et al. Development and validation of a deep learning algorithm for detection of diabetic retinopathy in retinal fundus photographs. JAMA 316, 2402–2410 (2016).

30. European Commission. https://ec.europa.eu/digital-single-market/en/news/european-standard-digital-patient-summary-has-been-approved (2018).

31. Ramoni, R. B. et al. The undiagnosed diseases network: accelerating discovery about health and disease. Am. J. Hum. Genet. 100, 185–192 (2017).

32. European Commission. https://ec.europa.eu/health/ern_en (2016).

33. Rath, A. et al. Representation of rare diseases in health information systems: The orphanet approach to serve a wide range of end users. Hum. Mutat. 33, 803–808 (2012).

34. Gates, B. The next epidemic — lessons from Ebola. N. Engl. J. Med. 372, 1381–1384 (2015).

35. Johnson, N. P. A. S. & Mueller, J. Updating the accounts: global mortality of the 1918-1920 ‘Spanish’ influenza pandemic. Bull. Hist. Med. 76, 105–115 (2002).

36. Gates, B. Innovation for Pandemics. N. Engl. J. Med. 378, 2057–2060 (2018).

37. Ozcan, A. Mobile phones democratize and cultivate next-generation imaging, diagnostics and measurement tools. Lab Chip 14, 3187–3194 (2014).

38. Steinhubl, S. R., Kim, K., Ajayi, T. & Topol, E. J. Virtual care for improved global health. Lancet 391, 419 (2018).

39. European Commission. http://europa.eu/rapid/press-release_IP-18-6808_en.htm (2019).

40. European Commission. http://europa.eu/rapid/press-release_MEX-19-3351_en.htm (2019).