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Abstract—Fog computing is a promising computing paradigm for time-sensitive Internet of Things (IoT) applications. It helps to process data close to the users, in order to deliver faster processing outcomes than the Cloud; it also helps to reduce network traffic. The computation environment in the Fog computing is highly dynamic and most of the Fog devices are battery powered hence the chances of application failure is high which leads to delaying the application outcome. On the other hand, if we rerun the application in other devices after the failure it will not comply with time-sensitiveness. To solve this problem, we need to run applications in an energy-efficient manner which is a challenging task due to the dynamic nature of Fog computing environment. It is required to schedule application in such a way that the application should not fail due to the unavailability of energy. In this paper, we propose a multiple linear, regression-based resource allocation mechanism to run applications in an energy-aware manner in the Fog computing environment to minimise failures due to energy constraint. Prior works lack of energy-aware application execution considering dynamism of Fog environment. Hence, we propose a multiple linear regression-based approach which can achieve such objectives. We present a sustainable energy-aware framework and algorithm which execute applications in Fog environment in an energy-aware manner. The trade-off between energy-efficient allocation and application execution time has been investigated and shown to have a minimum negative impact on the system for energy-aware allocation. We compared our proposed method with existing approaches. Our proposed approach minimises the delay and processing by 20%, and 17% compared with the existing one. Furthermore, SLA violation decrease by 57% for the proposed energy-aware allocation.

Index Terms—Fog Computing, Time-sensitive Application, Energy-aware, Resource Allocation, Internet of Things.

1 INTRODUCTION

Fog computing evolved to utilise computational resources near the users, for serving time-sensitive Internet of Things (IoT) applications [1]. To this end, Fog computing supports time-sensitive and real-time applications [2] along with other applications which require edge level processing. Although Fog computing is more energy-efficient than the cloud [3], further attention is required to execute applications in the Fog environment in a time sensitive manner. Most of the Fog devices were imagined to be run by battery power and, thus, the efficient and smart use of energy will help successful application execution with fewer application failures. Energy usage for mobile devices are highly dynamic. Hence it is challenging to perform energy profiling for mobile devices. Also, energy usage is highly varied, based on the applications running on the devices, as well as the life-span of the battery and its current physical condition. Making energy profiling sustainable is another challenge since the profiling should be realistic. Additionally, energy profiling needs to be designed in a way that it could learn from the usage pattern and energy module condition. Placing applications in highly dynamic Fog devices is another competitive task, satisfying time sensitive requirements.

A limited amount of research has been undertaken which specifically focused on energy-aware resource allocation in the Fog environment. In our previous works, we explored how we can place applications in the Fog environment by considering the dynamism of Fog devices and user requests [1], [4]. Prior works have lack of addressing realistic energy-aware resource allocation in the Fog environment by considering the changing nature of resource availability in the devices. Hence, this paper aims to determine the energy-aware resource allocation goals by considering the dynamic nature of the resources in the Fog devices. The key contributions of this work are summarised as follows:

- Energy-aware resource allocation in the highly dynamic Fog environment
- A sustainable solution that can find appropriate and most suitable resources based on application requirements.

The remainder of the paper is organised as follows: Section 2 provides the background information about energy aware resource allocation research in different distributed computing paradigms. The application scenario used in our proposed solution is presented in Section 3. Detailed descriptions of the problem and the proposed solution are demonstrated in Section 4 and Section 5, respectively.
In section 6, the experimental and simulation setup is presented. The experimental outcome from the simulation is analysed and discussed in section 7. Finally, Section 8 provides conclusive remarks and suggests the direction of future research.

2 RELATED WORK

Resource allocation in an energy-aware manner is studied in various distributed computing paradigms. Some research work has been undertaken for the Fog-Cloud and Fog environments. In this section, in order to explain the novelty of our research contributions, we thoroughly analyse various work undertaken for energy-aware resource allocation.

Borylo et al. [5] proposed an energy-aware method for a wide area Software Defined Network (SDN) to provision resources dynamically in the Fog-Cloud environment. In their proposed approach, brown DCs and green DCs have been considered in which the assumption is brown DCs are contributing to CO$_2$ emission but green DCs are not contributing to CO$_2$ emission at all. Based on their assumption, requests are being handled in the Fog-Cloud environment. In their approach, energy-aware resource handling is only considered for the Cloud, while latency-aware requests are processed by the Fog. An Energy-Aware Offloading Clustering Approach (EAOCA) is proposed by Bozorgchenani et al. [6] to ensure network fairness, considering the Fog node energy level. The offloading is done in three phases. In the first phase, Fog nodes are classified by their energy availability. In the second phase, the Fog cluster has been selected by checking its capability to handle the request. Finally, the Fog cluster member is associated with the Fog cluster head in order to perform processing. Their proposed approach generated different policies by choosing the Fog nodes base power level and clustering the updating intervals during simulation. Simulation has been carried out for all the policies and the results were analysed from different generated policies. Nan et al. [7] proposed a computation offloading method for the Fog-Cloud environment which considered energy-awareness. The work referred to the Fog-Cloud environment as the Cloud of Things (CoT). To reduce energy emission, their framework proposed solar power as the primary power for Fog nodes. Lyapunov optimisation was employed to manage the offloading decision in order to optimise processing time and monetary costs. Their proposed system influenced the application processing in the Fog tier rather than in the Cloud tier.

Naranjo et al. [8] proposed an architecture in which a device can provide services in an efficient way with low energy usage; this is known as the Fog Computing Architecture Network (FOCAN). The main goal of the FOCAN model is to demonstrate the communication between intelligent city components and services, and between Fog computing environments. In order to accommodate various accessible technologies (e.g. 3G/4G, WiFi, ZigBee), the intelligent city is comprised of many heterogeneous elements that satisfy multiple requests from different users. FOCAN minimises the average power consumption of the Fog node and efficiently performs communication. Through two case studies, La et al. [9] suggested an approach involving device-driven and human-driven knowledge as essential to minimising energy consumption and latency in Fog computing. The first applies the learning of the computer to detect user behaviour and to adjust the Medium Access Control (MAC) layer of low latency programming for the sensor devices. They developed an algorithm for an intelligent union system in the second case study on task offloading, in the presence of multiple Fog nodes in the region, to select its task offloading decision while minimising its own energies and latency targets. The work analysed the energy and latency of end users with the number of Fog nodes. As the number of Fog nodes increased in the area, they showed substantial energy and latency reduction. Although the performance gain decreased marginally when the number of Fog nodes increased, it is obvious that the users benefit from the dense deployment of Fog nodes.

In order to place an application module or task on Fog computing, Mahmud et al. [10] proposed an energy-aware task allocation strategy. The work explored the importance of achieving reduced latency and energy consumption in the interaction between Fog computing and the two-tier Cloud of Things paradigm. In contrast to default assignments and Cloud-only policies, their simulation-based evaluation showed the efficiency of the energy-aware task allocation strategy. In contrast with the Cloud-only and Fog-default allocations, this solution was found to be more energy efficient.

The above-mentioned research work deals with energy-aware application placement in the Fog environment. However, none of these focused on finding energy-aware resource allocation, considering various system characteristics, such as energy usage, CPU utilisation, power, mobility, network communication and response time. Hence, this work finds the appropriate resource by considering the energy usage of the Fog devices. This approach helps to manage the application execution in a way that minimises overheads, in terms of execution time and energy consumption.

3 PROPOSED SOLUTION

This work is aimed to solve the following problem: How to achieve an energy-aware resource allocation objective in the Fog environment and how to make the Fog environment sustainable when satisfying time-sensitive application requirements while available resources in the devices are changing dynamically? To make the system sustainable, the system should have some intelligence to predict which resource is suitable for energy-aware resource allocation. Hence, multiple linear regression is employed to manage application execution in an energy-aware manner. Based on the data set of energy usage by the application in the Fog devices, it is possible to predict which device will best suit for energy-aware application processing. An energy-aware resource allocation prediction is developed by using the linear-regression-based approach. Using linear regression, we will be able to find how all the independent variables cause changes for the dependent variables. In our experimental scenario, all variables are interchangeably independent and dependent. Hence, it is necessary to quantify thoroughly the relationship between each one for energy-aware resource allocation in the Fog environment. The variables in our
system are energy profiles, CPU utilisation, power, mobility, network communication and response time.

3.1 Overall system design

The overall goal of the proposed system is to find appropriate resources for energy-aware resource allocation. We are using planetLab workload traces to find the energy usage pattern, based on CPU utilisation in the Fog environment. We applied multiple linear regression approaches to predict which resource will work better for energy-awareness, deadline-awareness and hybrid manner. Figure 1 shows the processes in the system.

Energy-aware resource allocation will only consider energy usage of Fog device while choosing best Fog device for the execution of the application. On the other hand, deadline-aware prediction basically focuses on meeting the deadline to fulfill the time-sensitiveness of the application. Then the best resource selection process was tuned up by considering how to achieve the trade-off between energy and time sensitiveness. The multiple linear regression considered Fog device characteristics, such as network communication, power availability, mobility, energy usage, response time and CPU utilisation.

3.2 Multiple Linear Regression in Fog

Fog application execution completion time varied on CPU utilisation, mobility, network communication and response time. Here the application execution time is the dependent variable which depends on four other dependent variables such as: CPU utilisation, mobility, network communication and response time. Hence, we can predict application execution time with the following multiple linear regression equation.

\[ ETP_a = \beta_0 + \beta_1 CPU_{a_{dr}} + \beta_2 Dev_{m_{dr}} + \beta_3 Net_{com_{dr}} + \beta_4 Res_{tdr} + \epsilon \]  

We have chosen multiple linear regression because prediction of application completion time from multiple quantitative independent variable is possible with this regression method. Simple regression is not suitable because we have multiple independent variables.

In the above equation, \( ETP_{a_x} \) is the predicted execution time for the application \( x \). \( \beta_0 \) is the intercept of the model which represents its value, while all dependent variable are equal to zero. \( \beta_1 CPU_{a_{dr}} \) is the CPU utilisation for device \( r \) for application \( x \). \( \beta_2 Dev_{m_{dr}} \) is the device mobility for device \( r \) for application \( x \). \( \beta_3 Net_{com_{dr}} \) and \( \beta_4 Res_{tdr} \) are the network communication and response times for device \( r \) and for application \( x \), respectively. \( \beta_1, \beta_2, \beta_3 \) and \( \beta_4 \) are the coefficients of the model which determine the slope of the regression line and which describe the proposed model. \( \epsilon \) is the error rate which defines the difference between the proposed regression model and actual observation results.

On the other hand, power availability influences whether it is possible to complete an intended task with the particular Fog resources or not. Hence, power availability will be considered as a dichotomous predictor variable, defining whether it is positive or negative. Furthermore, the energy usage patterns of the application and the devices (also known as power profiling) have direct impact on energy usage patterns of the application and the devices whether it is possible to complete an intended task with the particular Fog resources or not. Hence, power availability will be considered as a dichotomous predictor variable, defining whether it is positive or negative. Furthermore, the energy usage patterns of the application and the devices (also known as power profiling) have direct impact on energy usage patterns of the application and the devices. Equation 8 is most suitable for a deadline-aware application. However, the following regression model will be used for energy-aware allocation.

\[ EEC_{a_x} = \beta_0 + \beta_1 CPU_{a_{dr}} + \beta_2 Dev_{m_{dr}} + \beta_3 Net_{com_{dr}} + \beta_4 Res_{tdr} + \beta_5 Pow_{avail_{dr}} + \beta_6 Ene_{usage_{dr}} + \epsilon \]  

In the above equation, \( EEC_{a_x} \) is the predicted energy consumption for the application \( x \). \( AE_{tdr} \) is the application execution time for the \( x \) application in the device \( d_r \). For both \( ETP_{a_x} \) and \( EEC_{a_x} \) the best device will be selected using the following equations (Equation 4 and Equation 5).

\[ a_{xsrda} = \min \left( ETP_{a_{x1}}, ETP_{a_{x2}}, ETP_{a_{x3}} \ldots ETP_{a_{xn}} \right) \]  

\[ a_{xsrc} = \min \left( EEC_{a_{x1}}, EEC_{a_{x2}}, EEC_{a_{x3}} \ldots EEC_{a_{xn}} \right) \]  

\( a_{xsrda} \) is the selected resource which best meets the deadline and \( a_{xsrc} \) is the selected resource which best meets energy awareness.
3.3 Modelling Energy Usage of Fog Device

We used the Planetlab workload dataset [10] for modelling energy usage patterns for Fog devices. Planetlab has a CPU utilisation dataset; based on that we can calculate the energy consumption pattern of the node. We used a similar approach to calculate the energy consumption of the Fog node since our goal is energy-aware resource allocation. The Planetlab dataset contains CPU utilisation data for every five minutes from thousands of virtual machines. We choose CPU utilisation data randomly from the dataset for each Fog device in order to find the energy usage pattern.

3.4 Proposed algorithm

Energy and deadline-aware resource allocation is presented in Algorithm 1. The proposed algorithm find the best Fog resource for application execution, using multiple linear regression. Based on the application requirements, the proposed algorithm finds a resource which can execute the application in a deadline-aware, energy-aware or hybrid manner.

Algorithm 1 Energy and deadline-aware resource allocation.

Input: $FD[d, CPU_{util}, Dev_{mob}, Net_{comm}, Res_{time}, Pow_{avail}]$, $E_{nusage}, AE_{time}$, $a_x$

Output: $FD_{id}$

$\epsilon \leftarrow 0$;

for all $FD[d]$ do

  Calculate $ETP_{appx}$
  Calculate $EEC_{appx}$

end for

if $Req = D_{aw}$ then

  Calculate $a_x_{src}$
  return $FD_{id}$

else if $Req = E_{aw}$ then

  Calculate $a_x_{src}$
  return $FD_{id}$

else if $Req = D_{Eaw}$ then

  $Br \leftarrow FD[]$
  return $FD_{id}$

else

  return NULL

end if

The input of the algorithm is the list of Fog devices and the application requests. Each Fog device has its id along with its resource characteristics, such as CPU utilisation, mobility, network communication, response time, power availability, energy usage and application execution performance. The output of the algorithm is the best suited Fog device for the submitted application. The error for the regression model will be set to 0 initially. Then, execution time and energy consumption will be estimated for the requested application for each Fog device. After that, based on user requirement, the algorithm will select the best resource for the requested application. While selecting the best resource, the algorithm will consider either time-sensitiveness or energy awareness. It also considers the trade-off between both energy and deadline.

3.5 Performance Metrics

All the performance metrics adopted from our previous works [4], [11].

Delay: We considered delay between the user and the Fog resources. Delay is the time between task submission and starting task execution. It can be calculated as follows:

$$d_t^x = E_{st} - U_S$$  \hspace{1cm} (6)

In Equation 6 $d_t^x$ denotes the delay for the $x$ Fog device which is involved in task execution. $E_{st}$ is the task start time and $x - U_S$ is the time when the user requested for the task execution.

Processing time: Processing time is the required time to process a task. It is the time between task processing start time $p_{st}$ and task processing end time $p_{en}$ which can be calculated by using the Equation 8

$$Pt_t^x = p_{en} - p_{st}^x$$ \hspace{1cm} (7)

In the above equation $x$ is the Fog device which is involved in task execution and $Pt_t$ is the processing time for task $t$.

Processing Cost: We considered connectivity and messaging costs for processing costs. These costs are based on the AWS IoT pricing model. Cost is from $1 to $1.65 per million messages for messaging and from $0.08 to $0.132 for connectivity cost for per million minutes for various regions. We considered the price that has been allocated to the Sydney region. Processing cost can be calculated as follows:

$$Pc_t = \sum_{k=a}^{n} (M_c + C_c)$$ \hspace{1cm} (8)

In the above equation, $M_c$ is the messaging cost, $C_c$ is the connectivity cost and $Pc_t$ is the total processing cost. We calculated the cost for Fog device $a$ to Fog device $n$.

Service Level Agreement (SLA): Service quality is generally guaranteed by the SLA. The provider is responsible for the maintenance of an adequate response time to avoid the violation of SLA. We will measure the response time and cost as agreed by the SLA. In the Fog, users’ dynamic requirements will be response time or cost. If the provider is unable to serve according to the agreed requests of the users, then the provider will have to pay for the violation. An SLA violation penalty will follow a linear function which is similar to other related works of [12], [13], [14], [15], [16]. The function is as follows:

$$Penalty = \alpha + \beta \times DT$$ \hspace{1cm} (9)

where, $\alpha$ is a constant value for the penalty, $\beta$ is the penalty rate and $DT$ is the delay time. Delay time is the extra time that users waited as stated in the SLA for obtaining a response. The percentage of SLA violations is also calculated.
4 EXPERIMENTAL SET UP AND SIMULATION PARAMETERS

4.1 Experimental Setup

To control over the experimental environment, we chose simulation for the evaluation of the proposed method. We adopted a simulation environment and performance parameters from our previous works [11] [4]. In addition, we modelled a realistic Fog environment using the CloudSim [17] toolkit, similar to our previous work [11] [4]. All submitted tasks followed deadlines which varied dynamically from 10% to 80%. Successful execution of the application by maintaining deadlines indicated successful processing. Based on the previous literature [18], [19], we tested the proposed method by increasing the number of application submissions. Hence, 70 to 560 applications have been submitted to the Fog environment, increasing by 70 applications each time.

4.2 Simulation Parameters

Table 1 illustrates the parameters used for the simulation. Table 2 represents the other parameters that are used to model dynamic user behaviour, distance, battery life and CPU availability fluctuations.

**TABLE 1: Simulation Parameters**

| Parameter                  | Value          |
|----------------------------|----------------|
| **Fog Server Configuration** |                |
| MIPS (Millions Instruction Per Second) | 10000          |
| No of Pes                  | 1              |
| No of Host                 | 1              |
| Bandwidth (bps)            | 1000000        |
| RAM                        | 302768         |
| **Fog Device Configuration** |                |
| MIPS (Millions Instruction Per Second) | 2000 to 6000    |
| No of Pes                  | 1              |
| No of Host                 | 1              |
| Bandwidth (bps)            | 100000         |
| RAM                        | 2048           |
| **Task Configuration**      |                |
| Task Length (MI)           | 3000           |
| Data Size                  | 5120 and above |
| **Sub Task Configuration** |                |
| Task Length (MI)           | 500            |
| Data Size                  | 5120 and above |

**TABLE 2: Other Parameters**

| Parameter                        | Value          |
|----------------------------------|----------------|
| No of Task per App               | 10             |
| Minimum deadline for tasks       | 4              |
| CPU availability fluctuation     | 30% - 130%     |
| Distance                         | 5 to 40 Meter  |
| Battery power                    | 20% to 90%     |
| CPU Utilisation variation during task execution | 10% to 40% |

The main goal of this work is to allocate the application tasks to the Fog infrastructure. During the simulation, different evaluation scenarios were followed. In the first evaluation scenario, 70 applications were submitted to the Fog environment in the initial stage, then the number of application submissions was increased gradually, up to 560 applications. We measured delay, processing time and cost for this evaluation scenario. In the second evaluation scenario, with the increased number of application submissions, SLA violation was measured with and without reservation. In the last evaluation scenario, each dynamic parameter for users and devices was varied. These dynamic parameters were variations of user deadlines, free resources, battery power and CPU utilisation fluctuation.

5 RESULTS AND DISCUSSION

Energy-aware, deadline-aware and hybrid resource allocation methods were compared with FOCAN [8]. We measured average delay, average processing time, total processing time and SLA violation for all methods. Figures 2, 3, 4 and 5 show average delay, average processing time, total processing time and SLA violation respectively, while a number of Fog devices are changing in the Fog environment. According to the Figure 2, deadline-aware, energy-aware and hybrid resource allocation methods performed better, compared with FOCAN. On average, the improvements were 46% for deadline-aware, 20% for energy-aware and 41% for the hybrid method, compared with FOCAN. However, the highest improvement was 59% when 50 Fog devices are active in the application environment. On the other hand, the improvement was 39% when the minimum number of Fog devices was in operation in the Fog environment. From the experiments it was found that average delay is decreasing with the increasing number of Fog resources.

![Fig. 2: Average delay when the number of Fog devices is changing.](image)

Average processing time improved by 20% to 24% for energy-aware, deadline-aware and hybrid resource allocation methods, compared with FOCAN as shown in Figure 3. It was observed that the average processing time is lower when a higher number of Fog devices is in operation in the Fog environment.

Compared with FOCAN, the total processing cost was lower in the proposed methods. Total costs were 33% lower for deadline-aware, 25% lower for energy-aware and 28% lower for the hybrid method compared with FOCAN, as shown in Figure 4. It was observed that the processing cost is less when the higher number of Fog devices is in operation in the Fog environment.

SLA violation decreased by 83% for deadline-aware, 60% lower for energy-aware and 43% lower for hybrid method
Fig. 3: Average processing time when the number of Fog devices is changing.

Fig. 4: Total processing cost when the number of Fog devices is changing.

Fig. 5: SLA violation when the number of Fog devices is changing.

Fig. 6: Average delay when the number of application submissions is changing.

Fig. 7: Average processing time when the number of application submissions is changing.

Figure 3, 4, 5 and 6 show average delay, average processing time, total processing time and SLA violation respectively when the number of application submission is changing in the Fog environment. According to the Figure, deadline-aware, energy-aware and hybrid resource allocation methods performed better, compared with FOCAN. On average the improvement were 39% for deadline-aware, 35% for energy-aware and 18% for the hybrid method, compared with FOCAN. The best improvement were found in deadline-aware but if we consider energy-awareness, it is necessary to utilise the energy-aware method, although the improvement was less compared with deadline-aware and hybrid methods. From the experiments it was observed that the average delay is increasing with the increasing number of application submissions in the Fog environment.

On average compared with FOCAN as shown in Figure 5, Proposed methods were outperformed in terms of SLA violation compared with FOCAN. However, it was observed that SLA violation is lower when the number of available Fog devices is higher in the Fog environment.

Average processing time was improved by around 17% for the proposed method, compared with FOCAN as shown in Figure 6. For the energy-aware method, the average processing time improvement was 14% to 18%. For the deadline-aware method the average processing time improvement was 11% to 20%. A similar processing time improvement pattern observed for the proposed hybrid method. The processing time increased with the increasing number of application submission.

In the proposed method, the total processing cost decreased by 22% to 27%, as shown in Figure 7. However, the processing cost was increased with the increasing number of application submissions. We found similar costs for both energy-aware and hybrid methods.
SLA violation decreased by 85% for deadline-aware, 57% lower for energy-aware and 46% lower for hybrid methods on average, compared with FOCAN as shown in Figure 9. The proposed methods outperformed in terms of SLA violation, compared with FOCAN, similar to the change in the number of Fog devices scenario. However, it was observed that SLA violation is lower when a lower number of applications was submitted in the Fog environment.

Fig. 8: Total processing cost when the number of application submissions is changing.

From our experimental evaluation we found that a higher number of available Fog devices minimises the risk of SLA violation. Since the Fog computing environment is best for time sensitive applications, it is required to have a lower number of SLA violations for successful application execution. We found that the hybrid method is better for an energy-efficient application environment, although delay and processing time are slightly higher.

Fig. 9: SLA violation when the number of application submissions is changing.

6 CONCLUSION

The devices in the Fog environment are mostly run on battery power. Hence, energy-aware resource allocation is required for successful application execution. In this work, we proposed a resource allocation method which considers energy and deadline while selecting resources for application execution. We employed multiple linear regression for selecting more appropriate resources, based on user requests. Since the energy-aware method did not perform well for some cases, we further developed a hybrid method which considers both deadline and energy-awareness. The proposed method performed better than the existing one. In the future, we will implement the proposed resource allocation mechanism in an operational Fog environment.
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