Generic Maximum-Valence Model for Fluid Polyamorphism
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Recently, maximal valence model has been proposed to model liquid-liquid phase transition induced by polymerization in sulfur. In this paper we present a simple generic model to describe liquid polyamorphism in single-component fluids using a maximum-valence approach for any arbitrary coordination number. The model contains three types of interactions: i) atoms attract each other by van der Waals forces that generate a liquid-gas transition at low pressures, ii) atoms may form covalent bonds that induce association, and iii) additional repulsive forces between atoms with maximal valence and atoms with any valence. This additional repulsion generates liquid-liquid phase separation and the region of negative heat expansion coefficient (density anomaly) on a P-T phase diagram. We show the existence of liquid-liquid phase transitions for dimerization, polymerization, gelation and network formation for corresponding coordination numbers \( z = 1, 2, \ldots, 6 \) and discuss the limits of this generic model for producing fluid polyamorphism.

The existence of two alternative liquid phases in a single-component substance is known as “liquid polyamorphism”\(^{11,12}\). A substance may be found to be polyamorphic by experimentally or computationally detecting a liquid-liquid phase transition (LLPT), which can be terminated at a liquid-liquid critical point (LLCP)\(^{13}\). Liquid polyamorphism has been observed in a variety of substances including: hydrogen\(^{14}\), helium\(^{15}\), sulfur\(^{16}\), phosphorous\(^{17}\) and liquid carbon\(^{18}\), while being proposed to exist in selenium and tellurium\(^{19,20}\). It has also been hypothesized in metastable deeply supercooled water below the temperature of spontaneous ice nucleation\(^{21,22}\).

The phenomenon of liquid polyamorphism can be understood through the interconversion of the two alternative molecular or supramolecular states via a reversible reaction\(^{23,24}\). While for some polyamorphic systems, like supercooled water, this approach is still being debated, there are substances (such as hydrogen, sulfur, phosphorous, and liquid carbon) where liquid-liquid phase separation is indeed induced by a chemical reaction. For example, it was recently discovered that high-density sulfur, well above the liquid-gas critical pressure (in the range from 0.5 to 2.0 GPa), exhibits a LLPT indicated by a discontinuity in density from a low-density-liquid (LDL) monomer-rich phase to a high-density-liquid (HDL) polymer-rich phase\(^{11}\). This liquid-liquid transition is found in a polymerized state of sulfur (observed above 160°C at ambient pressure)\(^{22,25}\). Another liquid-liquid transition accompanied by a reaction has been observed in hydrogen at extremely high-pressures (above 325 GPa at ambient temperature)\(^{26}\), in which liquid-molecular hydrogen (dimers) dissociates into atomistic-metallic hydrogen\(^{27}\). In this work, motivated by the recent discoveries of the LLPT in hydrogen\(^{26}\) and continuing our previous work on the maximal valence model for sulfur\(^{28}\), we propose a simple generic model to describe liquid polyamorphism in a variety of chemically-reacting fluids. The model combines the ideas of two-state thermodynamics\(^{29,30}\) with the maximum-valence approach\(^{31,32}\), in which atoms may form covalent bonds via a reversible reaction, changing their state according to their bond number. By mimicking the valence structure by maximum bond number, \( z \), our model predicts the LLPT in systems with dimerization (\( z = 1 \)), polymerization (\( z = 2 \)), and gelation (\( z > 2 \)). We show that when the atoms with maximal valence repel atoms with any valence, phase separation is coupled to dimerization (\( z = 1 \)), polymerization (\( z = 2 \)), and gelation (\( z > 2 \)), thus generating the LLPT in polyamorphic substances. The key difference of this paper and the previously published one\(^{20}\) is that here we investigate the case of repulsion between atoms with the maximum valence \( z \) and any other atoms which causes the segregation of the atoms with the maximum valence into the low density phase; while in the previous paper in which we have attempted to model sulfur we investigate the case of attraction of the atoms of maximal valence (\( z = 2 \)) to each other which causes segregation of the polymerized atoms into the high density phase. Thus we have two classes of maximal valence models - one with attraction and another with repulsion, which drastically differ from each other. The models with repulsion studied here do have a density anomaly region with negative heat expansion coefficient \( \alpha_T < 0 \), while the models with attraction do not.

I. MAXIMUM-VALENCE MODEL

We model LLPT induced by molecular interconversion in polyamorphic substances by characterizing each atom by its coordination number \( k \leq z \), the number of bonds it has with other atoms. Depending on the coordination number, each atom is assigned to distinguished \( z + 1 \) states: \( B_0 \) (with zero bonds), \( B_1 \) (with one bond), \( B_k \) (with \( k \) bonds), and finally \( B_z \) (with \( z \) bonds). Atoms cannot form more than \( z \) bonds and, consequently, will associated into either dimers, for \( z = 1 \), or linear polymers, \( z = 2 \), or some network structure \( z > 2 \). All of the atoms in the system may change their state by forming or breaking a covalent bond via a reversible reaction. Fig. 1 depicts all \( z(z+1)/2 \) types of reversible reactions that may occur in the system. In this work, we demonstrate that the minimal ingredients required to produce a LLPT are the following: i) the van der Waals interactions between atoms, which produce a LGPT; ii) covalent bonds between atoms, which induce association; and iii), as we hypothesize, additional re-
Reactions and interactions in the generic maximum-valence model with repulsion.

(a) $z(z+1)/2$ types of covalent bond-forming reversible chemical reactions that may occur in the system. If two atoms without bonds ($B_0$) collide with each other, they may form a bond and become $B_1$ atoms. If a $B_0$ and $B_1$ atom collide, they may form a bond and become $B_1$ and $B_2$ atoms, respectively. If two $B_1$ atoms collide with each other, they form an additional bond and become $B_2$ atoms. This continues until the atoms reach their maximum valency - state $B_z$.

(b-d) The three major interactions between atoms, in which each atom is composed of a core and shell, both with a diameter $\sigma$ and mass $m$. $U(r)$ is the pair potential energy and $r$ is the distance from the centers of the particles. (b) The cores of each atom interact with an attractive square well of depth $\epsilon$ and width $w$. (c) The shells may react to form covalent bonds that consist of a narrow well with depth $\epsilon_b$ and width $w_b$. (d) Phase segregation is coupled to dimerization, polymerization, gelation, etc., via the additional repulsive interactions between atoms in state $B_2$ and atoms in a state $B_k$ with $k \leq z$, described by a square shoulder of height $-\epsilon_z$ and width $w_z$.

In case of hydrogen, the pioneering quantum calculations of Wigner and Huntington suggested that at high density the energy of the metallic lattice is lower than the energy of molecular lattice. In other words, at high densities $H_2$-dimers disassociate due to a steric effect, i.e. electron shells of $H_2$-dimers are getting larger than intermolecular distances. This steric repulsion is expected to happen not only for the case of hydrogen, but for other molecular liquids with higher valence.

Similar rule may be applied to the case of water. It was found experimentally that at high densities when the fifth neighbors are being pushed into the first coordination shell of a molecule, hydrogen bonds bifurcate and the energy of the bifurcated bonds are roughly half of the energy of the straight bonds. Essentially this implies that the shells of the atoms with coordination number four become impenetrable for a fifth intruder at low temperatures.

To verify our hypothesis, we implement these three ingredients of interactions via an event-driven MD technique; in particular, we use a discrete MD package (DMD) that only includes particles interacting through spherically-symmetric step-wise potentials, which may form bonds via reversible reactions. We simulate an NVT ensemble of $N = 1000$ atoms in a cubic box with periodic boundaries at various constant densities and temperatures. The temperature is controlled by a Berendsen thermostat. The van der Waals and covalent-bonding interactions are implemented by separating each atom into two overlapping hard spheres (a core and a shell), with the same diameter $\sigma$ and mass $m$, see Figs. (b-d). The connection between the core and its shell is repre-
sented by an infinite square-well potential of width \( d \ll \sigma \). The cores and shells of different atoms do not interact with each other. The core represents the atom without its valence electrons. It interacts with other cores via a wide potential well with depth \( \varepsilon \) and width \( w \sim \sigma \). We use \( \sigma, m, \) and \( \varepsilon \) as units of length, mass, and energy, respectively, and measure all other physical quantities using combination of these units. For example, temperature \( T \) is measured in units of \( \varepsilon/k_B \), pressure \( P \) is measured in units of \( \varepsilon/\sigma^3 \); and time \( t \) is measured in units of \( \sqrt{m/\varepsilon} \). We note that all physical parameters reported below are normalized by the appropriate combination of mass \( m \), length \( \sigma \), and energy \( \varepsilon \) units, as used in Ref.\[13\] Meanwhile, the shell represents the outer valence electron cloud. It can form bonds with other shells via a narrow potential well with depth \( \varepsilon_B = \varepsilon \) and width \( w_B \) (Fig. \[1\]), which models the breaking and forming of covalent bonds. When the shell interactions are included and the system may form covalent bonds, the location of the LGCP changes, but not significantly. Note that for \( z \geq 3 \), the liquid-gas critical point may form due to bonds only without vdW attraction between the cores as in the original maximal valence model.\[13\]

Also we introduce an additional repulsive potential shoulder (with depth \( \varepsilon_L \) and width \( w_L \), Fig. \[1\]) to model the steric repulsion of the atoms with \( z \) bonds, which are not chemically bonded to each other. Here we assume that \( \varepsilon_L < 0 \) means repulsion, while the \( \varepsilon_L > 0 \) means attraction. We also emphasize the key difference between the case of repulsion in this work and attraction for the atoms of maximal valence model.\[13\]

In case of attraction the shells in the state \( B_3 \) attract each other, but do not interact with other shells other than by hard-core repulsion with diameter \( \sigma \). Conversely, for the case of repulsion shells in the state \( B_3 \) repel from each other and from all other shells, while other shells do not interact with each other except by forming and breaking bonds, with the condition that two non-bonded atoms with \( k < z \) cannot be within distance from each other smaller than the bond length \( w_B \). Technically, this is achieved by assigning to such a pair a very strong repulsive potential at distance \( w_B \).

We note that during either the formation or breaking of a bond, the new state of the reacting particles may modify the potential energy of their interactions with their non-bonded neighboring particles. In our model, this occurs when particles in the state \( B_k \) convert to the state \( B_{k-1} \) (or vice versa). To maintain the conservation of energy, we calculate the change of the total potential energy, \( \Delta U \), due to the change of the state of the reacting particles and subtract it from the kinetic energy of the reacting pair. As a consequence, the equations for computing the new velocities may not have real solutions. In this case, the bond will not form or break, and the reacting particles will conserve their states through an elastic collision.

The applicability of the maximum-valence model has been already tested for the case of sulfur \(( z = 2, \varepsilon_L > 0)\).\[33\] Here we focus on an arbitrary value of \( z \) and additional repulsive interactions \( \varepsilon_L < 0 \). Note that for the case of attraction \(( \varepsilon_L > 0) \) the high density phase is polymerized. In the case of repulsion \( \varepsilon_L < 0 \), the low density phase is dimerized, polymerized or forms network with coordination number \( z \). By tuning \( z \), the phase behavior of a variety of substances can be described. For instance, for \( z = 1 \), dimerization-induced phase separation (such as in high-pressure hydrogen)\[13\] is investigated, while for \( z > 2 \), gelation-induced phase separation is investigated. In particular, the phase behavior of more complex chemically-reacting systems, such as phosphorous \(( z = 3)\)\[12,13\] and supercooled water, forming hydrogen instead of covalent bonds, \(( z > 3)\)\[18-32,34,35\], can be investigated.

II. DIMERIZATION \(( z = 1) \)

We start with the simplest case of \( z = 1 \), i.e. dimerization. We are allowing our system to have only two types of atoms, \( B_0 \) and \( B_1 \), which interact and may react by the scheme described by Fig. 1 with the maximal valence \( z = 1 \). We found that in the case of repulsion between the atoms with the maximal valence, \( B_1 \), we see liquid-liquid phase transition produced by dimerization of atoms while reducing pressure. To mimic the behavior of the hydrogen we select the following set of parameters \( w = 0.5, w_B = 0.1, \varepsilon_B = 0, w_1 = 0.2, \varepsilon_1 = -12 \). The choice of a very large values of \( \varepsilon_B \) and \( \varepsilon_1 \), comparatively to \( \varepsilon \) of the van der Waals forces is motivated by the desire to make the temperature and pressure of the liquid-gas critical point to be much smaller than the temperature and pressure of the liquid-liquid critical point. For the selected set of parameters, the LGCP is located at \( T_{c,L} \approx 0.91 \pm 0.02, \rho_{c,L} = 0.030 \pm 0.002, \rho^{L}_{c,L} = 0.225 \pm 0.005 \). Fig. 2a shows the \( P - T \) phase diagram for this set of parameters near the LLCP with the crossing of isotherms at \( T_c = 2.12, \rho_c = 8.1655, \rho_{c,L} = 0.5775 \), the liquid-liquid coexistence line shown with blue line ending in the LLCP marked with a red ellipse. Note, that in the region near the critical point the slopes of the isotherms become negative which means that there exists a region of density anomaly in which the density of liquid decreases upon cooling. Moreover, it may indicate that the critical point is located in the region of density anomaly which implies that the critical isotherms and the liquid-liquid coexistence line have a negative slope. Fig. 2b shows the apparent van der Waals loops on the \( P - \rho \) phase diagram, which correspond to the Liquid-liquid phase transition.

Another interesting feature of the model is found by looking at the temperature-density phase diagram, as well as the plot of temperature vs fraction of bonded atoms \( \phi = N_1/N \), where \( N \) is the total number of atoms and \( N_1 \) is the number of atoms in state \( B_1 \). In these diagrams we used reduced variables \( \phi_c = (\phi - \phi_c)/\phi_c, T_r = (T - T_c)/T_c, \) and \( \rho_r = (\rho - \rho_c)/\rho_c \) with \( \phi_c = 0.5775, T_c = 2.12, \phi_c = 0.350 \) for \( w_B = 0.10 \) and \( \rho_c = 0.76, T_c = 2.14434, \phi_c = 0.578 \) for \( w_B = 0.06 \). Figure 3 shows that while the coexistence line on the \( T_r - \rho_r \) phase diagram is highly skewed to the right, the coexistence line on the \( T_r - \phi \) phase diagram is quite symmetric, which resembles the actual liquid-liquid coexistence line in hydrogen.\[33\] Note, that one might apply two-state thermodynamics approach and compare the exact solution for hydrogen with our results from the simulations. This comparison is one of our future works in progress which requires a thorough analysis of the hydrogen system.

Next, we studied the dependence of the phase diagram on
FIG. 2. Phase diagrams for the maximum-valence model of dimerization, \( z = 1 \), \((w_b = 0.10)\) obtained in an NVT ensemble after \( t = 10^6 \) time units. (a) The isochores in the \( P - T \) plane with \( \rho = 0.550 - 0.680 \) in steps \( \Delta \rho = 0.005 \). (b) The isotherms in the \( P - \rho \) plane with \( T = 1.78 - 2.14 \) in steps \( \Delta T = 0.01 \). In both figures, the liquid-liquid coexistence curves are calculated via the Maxwell construction and indicated by the blue curves. The liquid-liquid (\( T_{LLc} = 2.12, P_{LLc} = 8.1655, \rho_{LLc}^{1} = 0.5775 \)) critical point is indicated by the red circles.

The parameters: \( \varepsilon_1 \) and \( w_b \), the strength of the additional interaction between the atoms in states with maximal valence, i.e. \( B_1 \) with \( z = 1 \), as well as the width of the bonds. As can be seen in the Fig. 4, upon increasing the strength \( \varepsilon_1 \) all the LLCP parameters decrease - critical temperature, critical pressure, as well as critical density. Physically it means that upon increasing the repulsive energy between the bonded atoms, we effectively make the bonds less stable, and hence the temperature must be reduced to increase stability of the bonds necessary for the liquid-liquid phase segregation. As the repulsive energy between dimers increases the dimers get less penetrable and their density as well as the pressure, required to create such a density, drop. Thus we expect that both the density and the pressure of the second critical point decrease, as the repulsive energy increases. Fig 4(d) shows that we can force our system to have a negative slope of a liquid-liquid coexistence line on a \( P - T \) phase diagram by increasing \( |\varepsilon_1| \), which qualitatively reproduces the negative slope in real hydrogen. Another important note is that upon increasing further the interaction energy between atoms with maximal valence, all four plots reach the plateau which corresponds to the limit \( |\varepsilon_1| / \varepsilon_b \to \infty \), when the repulsion strength between \( B_1 \) atoms is much larger than bond strength and the system reaches the limit when the dimers become effectively impenetrable, so the system behaves like a system of quasi-hard spheres made of dimers which have larger effective radius rather than hydrogen monomers, and the LGCP parameters and the slope of the coexistence line rapidly acquire the values corresponding to this limiting case, because the probability to find an atom sitting on a repulsive shoulder decreases according to Arhenius law \( \exp[\varepsilon_1/(k_B T)] \). Indeed, all four
parameters approach their limit exponentially with $\varepsilon_1 \to -\infty$. The limit $\varepsilon_1 \to -\infty$ corresponds to the impenetrable electron shells of the $H_2$ molecules, which cannot exist if another atom enters their electron shells and must break if such an event happens.

Figure 5 shows the dependence of liquid-liquid critical pressure and critical density on the bond width at $\varepsilon_b = 6$, $\varepsilon_1 = -12$, keeping $w_1 = 2w_b$: as we increase the bond width, the system doesn’t require that much pressure, or doesn’t need to be in such a squeezed state, for monomers to start dimerization, so the LLCP moves down in both $P$ and $\rho$ axis, however, the temperature of LLCP stays approximately the same, since the increase of the bond width only plays the entropic effect, not the energetic one. We note that upon decreasing the bond width further below $w = 0.06$, the LLCP becomes submerged below the crystallization line, and the phase transition is not observed anymore. However, increasing the bond width further will only decrease the $(P_c, \rho_c)$ further, up to the point when the liquid-liquid critical pressure becomes negative or LLCP is getting destroyed by the uLG spinodal. The phase diagrams corresponding to $w_b = 0.06$ are show in Fig. 6.

Note, that when we compare the $T - \rho$ phase diagrams, as well as the plots of $T - \phi$, for the two values of the bond width $w_b = 0.10$ and $w_b = 0.06$, we find that the the coexistence regions are indeed squeezed, when we reduce $w_b$ from $w_b = 0.10$ to $w_b = 0.06$. The percentage difference of the densities of the HDL and LDL far away from the critical point is about 11.5% for $w_b = 0.10$, while for $w_b = 0.06$ it is 6.9% (see Fig. 3). Note, that in hydrogen it is approximately 2%.[24] In theory, upon decreasing the bond width we should obtain the desired 2%, however our simulations show that below $w_b = 0.06$ the LLCP is submerged below the crystallization line.

The same effect can be achieved by reducing the width of repulsive interactions $w_1$, while keeping $w_b$ constant. The difference in densities decreases when $(w_1 - w_b)/\sigma$ decreases, and reaches 6% when $(w_1 - w_b)/\sigma = 0.06$, but further decrease leads to instantaneous crystallization in the region where the LLCP would be expected.

III. $z = 2, 3, 4, 5, 6$ (Polymerization, Gelation / Network Formation)

We can generalize our model for any arbitrary coordination number $z$. So far we have discussed in details only dimerization, $z = 1$, and polymerization, $z = 2$ for attractive interaction between $B_2$ atoms[33]. Upon studying other $z > 2$, we found that our generic maximal valence model also produces liquid-liquid phase transitions induced by molecular interconversion in polyamorphic substances for higher $z$ as well, up to the point the critical density becomes so high that the LLCP moves below the crystallization line.

Figure 7 shows the dependence of critical parameters, critical temperature $T_c$, critical pressure $P_c$ and critical density $\rho_c$, on the coordination number $z$, while keeping all other parameters constant ($w = 0.5$, $w_b = 0.1$, $w_1 = 0.2$, $d = 0.1$, $\varepsilon_b = 6$, $\varepsilon_2 = -6$). Upon increasing $z$ the liquid-liquid critical temperature decreases, while the liquid-gas critical temperature in-

![FIG. 4. The dependence of the Liquid-liquid critical point parameters on the additional interaction strength $|\varepsilon_1|$ for $z = 1$, $w = 0.5$, $d = 0.1$, $w_b = 0.1$, $w_1 = 0.2$, $\varepsilon_b = 6$.](image1)

![FIG. 5. The dependence of the liquid-liquid critical point parameters on the bond width for $z = 1$, $\varepsilon_1 = -12$, $w = 0.5$, $d = 0.1$, $\varepsilon_b = 6$, $w_1 = 2w_b$.](image2)
create such a density also increases, so we see that the LLCP pressure increases with \( z \). The most intriguing observation of Fig.7 (a) is the apparent crossing of the temperatures of the LGCP and LLCP as \( z \) increases. This is in agreement with the experimental observations that for hydrogen (\( z = 1 \)) the liquid-gas critical temperature (33K) is much smaller than the hypothetical critical temperature of the liquid-liquid critical point (\( > 400 \)K), while for water (\( z = 4 \)) the liquid-gas critical temperature is 647K is much larger than the hypothetical critical point of the supercooled water \( T < 230 \)K. Note that the pressures for LGCP and LLCP are quite different, the later is orders of magnitude larger than the former, so the physical processes behind these critical points are quite independent. The crossing of the critical temperature curves at a particular \( z \) is just a coincidence, an interplay of the parameters. What important is that \( T_{LG}^c \) is increasing, while \( T_{LL}^c \) is decreasing. While the increase of \( T_{LG}^c \) is obvious because the low density liquid has a much lower energy because additional bonds for larger \( z \) decrease the energy of the liquid phase, the decrease of \( T_{LL}^c \) with \( z \) can be explained by entropic effect. Increasing the number of neighbors in the coordination shell from \( z - 1 \) to \( z \) leads to a larger entropy loss for larger \( z \). This observation is consistent with the behavior of the slope of the LL coexistence versus \( z \) (Fig. 8). Indeed, for all other parameters equal, the LL coexistence line for \( z = 1 \) to \( z \) has a positive slope on a PT diagram, while for \( z > 2 \) the slope is negative and is getting more negative for higher \( z \). This means that the low density phase for \( z = 1 \) (dimeric) has higher entropy than low density phase (monomeric). In contrast for \( z = 2 \) the low density phase (polymeric) has lower entropy than the high density phase (dimeric) and for higher values of \( z \) this difference is getting more negative. If heat expansion coefficient is positive, density and entropy are negatively correlated, but for negative heat expansion (density anomaly) the density and entropy are positively correlated.[6] This implies that the higher density phase has more disordered neighborhood than the low density phase. And this disordered upon compression increases with \( z \). Thus analyzing the slope of the coexistence line leads to the same conclusion, as analyzing the decrease of the critical temperature with \( z \).

The choice of parameters for our model is quite simple and natural. In reality, a wide region in the parameter space produces a phase diagram with a region of density anomaly and a LLCP with a negatively sloped coexistence line, like it happens in water[21]. In the previous section we find that for \( z = 1 \), the slope of the coexistence line is negative only for large additional repulsive interaction for the dimerized atoms \( \varepsilon_1 \approx -2\varepsilon_b \). For larger \( z \) the slope becomes more negative even for weaker repulsion \( \varepsilon_1 = -\varepsilon_b \) (Fig. 8). Our preliminary results show that increasing the width of the repulsive shoulder (\( \omega_c \)) to 1.35 at \( z = 4 \) while keeping all other parameters constant as in Fig 7, reduces the pressure of the region of the density anomaly to zero like in water. In this case the critical point is located at negative pressures very close to the LG spinodal. Further increase of \( \omega_c \) leads to the disappearance of the critical point below the LG spinodal, similar to the critical point free scenario.[18, 15]

Reducing the width to 0.15 leads to the disappearance of

![Graph](image-url)
the density anomaly together with the critical point. Increasing the height of the shoulder to infinity does not change the phase diagram after a certain point, approximately $\varepsilon_2/\varepsilon_b > 2$, while the decrease of the height to $\varepsilon_b/2$ eliminates the critical point. The detailed investigation of the phase diagram for the wide shoulder is very important for understanding the phase diagram of water and is the subject of our current work.

Lastly, Fig. 9 shows the radial distribution function, $g(r)$, and the structure factor, $S(q)$, for the system with a repulsive interaction for $z = 4$ with a set of parameters $w = 0.5$, $w_b = 0.1$, $w_z = 0.2$, $d = 0.1$, $\varepsilon_b = 6$, $\varepsilon_z = -6$ along the isochore $\rho = 0.87$, which crosses the line of the liquid-liquid phase transition illustrated by three snapshots at $T = 1.35$ (high density phase), $T = 1.09$ (coexistence), and $T = 0.86$ (low density phase). On the $g(r)$ and $S(q)$ plots for low temperature one can see the splitting of the first shell into two peaks, the first peak corresponds to the atoms with maximal valence ($z = 4$), while the second peak corresponds to the atoms which cannot penetrate into the repulsive shoulder. At low temperatures, we can see the low-density phase consisting predominantly of atoms with four bounds (white), while at high temperature we see the high density phase consisting of atoms with three bonds (blue) and with a small fraction of atoms with four bonds (white) and two bonds (green). To relate this picture to the structure of water, we must emphasize that only straight hydrogen bonds are counted as bonds in the maximal valence model. The bifurcated bonds are counted as the intruders onto the repulsive shoulder with the correspondent energy penalty.

IV. CONCLUSION

The maximum-valence model describes liquid polymorphism in a variety of chemically-reacting fluids. By tuning the maximum valency, $z$ (maximum coordination number), of the model, the liquid-liquid phase transitions (LLPT) in these systems can be investigated. We show that when the atoms with maximal valence $k = z$ repel atoms with valence $k \leq z$, the LLPT is generated by the coupling between phase separation and the chemical reactions.

We showed that when $z = 1$, the LLPT is induced by dimerization (e.g. hydrogen at extremely large pressures). We described how by tuning the size of the molecule relatively to the atomic hydrogen radius, our model may be used to reproduce the real hydrogen. By decreasing the difference between the bond length, $w_b$, and the repulsive range of the atoms in the molecule, $w_1$, one may reduce the difference between percentage of high- and low-density phases to 6%, while in the real hydrogen this difference is reported to be approximately 2%. After reducing the difference between the $w_b$ and $w_1$ even further, the system crystallizes. Since the exact position of the LLCP in hydrogen is still under debate, our results suggest that 2% difference between high- and low-density phases is inconsistent with the existence of the LLPT above the crystallization line.

In our previous work for $z = 2$, we showed that LLPT induced by polymerization could describe LLPT in sulfur. For $z \geq 3$, the LLPT could be induced either by gelation or by molecular network formation. For example, it could be used to model the phase behavior of liquid phosphorous with $z = 4$, or supercooled water with $z > 4$. Indeed for high values of $z$ we obtained the negative slope of the coexistence line on $P - T$ plane as well as the relationships between the critical parameters of the model, $T_{c}^{LL} > T_{c}^{LG}$ and $P_{c}^{LL} < P_{c}^{LG}$, which qualitatively reproduces the real wa-
FIG. 8. The dependence of the slope of the liquid-liquid coexistence line on coordination number $z$. The parameters are: $w = 0.5$, $w_b = 0.1$, $w_z = 0.2$, $d = 0.1$, $\varepsilon_b = 6$, $\varepsilon_z = -6$

An interesting question is the existence of the liquid-liquid transition for very high values of $z$. The highest possible $z$ for short bonds is 12, when the spherical atoms must form the hexagonal close packed (hcp) or the face centered cubic (fcc) lattice. But already, for $z = 6$, the structure of the liquid must resemble a simple cubic lattice, and the liquid becomes prone to crystallization. However, the liquid phase with $z = 6$ can still be observed in a very narrow range of densities. For $z > 6$ the liquid at high densities, necessary to achieve these high coordination numbers, spontaneously crystallizes into the body centered cubic lattice (bcc), which has coordination number eight. Our preliminary observations suggests that these bcc crystals may display an inosstructural solid-solid phase transition ending in solid-solid critical point.

In a future study, the two-state thermodynamics of liquid polyamorphism could be applied to these systems to develop the equation of state, which would determine the anomalies of the physical properties in these systems, especially near the critical points.
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