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Abstract

Machine learning brings the hope of finding new biomarkers built from cohorts with rich biomedical measurements. A good biomarker is one that gives reliable detection of the corresponding condition. However, biomarkers are often extracted from a cohort that differs from the target population. Such a mismatch, known as a dataset shift, can undermine the application of the biomarker to new individuals. Dataset shifts are frequent in biomedical research, e.g. because of recruitment biases. When a dataset shift occurs, standard machine-learning techniques do not suffice to extract and validate biomarkers. This article provides an overview of when and how dataset shifts break machine-learning extraction of biomarkers, as well as detection and correction strategies.

1 Introduction: dataset shift breaks learned biomarkers

Biomarkers are measurements that provide information about a medical condition or physiological state [1]. For example, the presence of an antibody may indicate an infection; a complex combination of features extracted from a medical image can help assess the evolution of a tumor. Biomarkers are important for diagnosis, prognosis, and treatment or risk assessment.

Complex biomedical measures may carry precious medical information, as with histopathological images or genome sequencing of biopsy samples in oncology. Building quantitative biomarkers from these requires sophisticated statistical analysis. With large datasets becoming accessible, supervised machine learning provides new promises as it can optimize the information extracted to relate to a specific output variable of interest.
such as a cancer diagnosis \cite{2, 3, 4}. These methods, cornerstones of artificial intelligence, are starting to appear in clinical practice: a machine-learning based radiological tool for breast-cancer diagnosis has recently been approved by the FDA\footnote{https://fda.gov/report/PRR/K192864}.

Can such biomarkers, built from complex data processing, be safely used in clinical practice, beyond the initial research settings? One risk is that there can be a mismatch, or dataset shift, between the distribution of the individuals used to estimate this statistical link and that of the target population that should benefit from the biomarker. In this case, the extracted associations may not apply to the target population \cite{5}. Computer aided diagnosis of thoracic diseases from X-ray images has indeed been shown to be unreliable for individuals of a given sex if built from a cohort over-representing the other sex \cite{6}. More generally, biomarkers may fail on data from different imaging devices, hospitals, populations with a different age distribution, etc.

Dataset biases are frequent in medicine. For instance selection biases – eg due to volunteerism and non-response, dropout... – \cite{7, 8} may cause cohorts to capture only a small range of possible patients and disease manifestations in the presence of spectrum effects \cite{9, 10}. Dataset shift or dataset bias can cause systematic errors that cannot be fixed by acquiring larger datasets and require specific methodological care.

In this article, we consider biomarkers built with supervised machine learning. We characterize the problem of dataset shift, show how it can hinder the use of machine learning for health applications \cite{11, 12}, and provide mitigation strategies.

2 A primer on machine learning for biomarkers

2.1 Empirical Risk Minimization

Let us first introduce the principles of machine learning used to build biomarkers. Supervised learning captures from observed data the link between a set of input measures (features) $X$ and an output (e.g. a condition) $Y$, for example the relation between the absorption spectrum of oral mucosa and blood glucose concentration $1$. A supervised learning algorithm finds a function $f$ such that $f(X)$ is as close as possible to the output $Y$. Following machine-learning terminology, we call the system’s best guess $f(x)$ for a value $x$ a prediction, even when it does not concern a measurement in the future.

Empirical Risk Minimization, central to machine learning, uses a loss function $L$ to measure how far a prediction $f(x)$ is from the true value $y$, for example the squared difference:

$$L(y, f(x)) = (y - f(x))^2.$$  \hspace{1cm} (1)

The goal is to find a function $f$ that has a small risk, which is the expected loss on the true distribution of $X$ and $Y$, i.e. on unseen individuals. The true risk cannot be computed in practice: it would require having seen all possible patients, the true distribution of patients. The empirical risk is used instead: the average error over available examples,

$$\hat{R}(f) = \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i)),$$  \hspace{1cm} (2)

where $\{(x_i, y_i), i = 1, \ldots, n\}$ are available $(X,Y)$ data, called training examples. The statistical link of interest is then approximated by choosing $f$ within a family of candidate functions as the one that minimizes the empirical risk $\hat{R}(f)$.

The crucial assumption underlying this very popular approach is that the biomarker $f$ will then be applied to individuals drawn from the same population as the training examples $\{x_i, y_i\}$. It can be important to distinguish the source data, used to fit and evaluate a biomarker (e.g. a dataset collected for research), from the target data, on which the biomarker is meant to be used for clinical applications (e.g. new visitors of a hospital). Indeed, if the training examples are not representative of the target population – if there is a dataset shift – the empirical risk is a poor estimate of the expected error, and $f$ will not perform well on individuals from the target population.

2.2 Evaluation: Independent test set and cross-validation

Once a biomarker has been estimated from training examples, measuring its error on these same individuals results in an optimistic estimate of the risk, the expected error on un-
We now point out some misconceptions and confusions with problems not directly related to dataset shift.

Dataset shift differs from confounding. The machine-learning methods we consider here capture statistical associations, but do not target causal effects. For biomarkers, the association itself is interesting, whether causal or not. Elevated body temperature may be the consequence of a condition, but also cause a disorder. It is a clinically useful measure in both settings. The notion of confounding is one of causal analysis, and does not relate to predictive analysis, as pointed out by seminal textbooks: "If the goal of the data analysis is purely predictive, no adjustment for confounding is necessary [...] the concept of confounding does not even apply." [20, Sec. 18.1], or Pearl [21]. In prediction settings, applying procedures meant to adjust for confounding generally degrades prediction performance without solving the dataset shift issue, as seen in Figure 1.

Training examples should not be selected to be homogeneous. To obtain valid predictive models that perform well beyond the training sample, it is crucial to collect datasets that represent the whole population and reflect its diversity as much as possible [5, 23, 24]. Yet clinical research often emphasizes the opposite: very homogeneous datasets and carefully selected participants. While this may help reduce variance and improve statistical testing, it degrades prediction performance and fairness.

Simpler models are not less sensitive to dataset shift. Often, flexible models can be more robust to dataset shifts, and thus generalize better, than linear models [25], as seen in Figures 1 and 5. Indeed, an over-constrained (ill-specified) model may only fit well a restricted region of the feature space, and its performance can degrade if the distribution of inputs changes, even if the relation to the output stays the same (i.e. when covariate shift occurs, Section 6.1).

Dataset shift does not call for simpler models as it is not a small-sample issue. Collecting more data will not correct systematic dataset bias.

4 Preferential sample selection: a common source of shift

In 2017, competitors in the million-dollar-prize data science bowl used machine learning to predict if individuals would be diagnosed with lung cancer within one year, based on a CT scan. Assuming that the winning model achieves satisfying accuracy on left-out examples from this dataset, is it ready to be deployed in hospitals? Most likely not. Selection criteria may make this dataset not representative of the potential lung cancer patients general population. Selected participants verified many criteria, including being a smoker and not having recent medical problems such as pneumonia. How would the winning predictor perform on a more diverse population? For example, another disease could present features that the classifier could mistakenly take for signs of lung cancer. Beyond explicit selection criteria, many factors such as age, ethnicity, or socioeconomic status influence participation in biomedical studies [26, 27, 22, 28]. Not only can these shifts reduce overall predictive performance, they can also lead to discriminative
Figure 1. Classification with dataset shift – regressing out a correlate of the shift does not help generalization. We learn to classify patients (blue circles) from healthy subjects (orange circles), using 2-dimensional features. Age, indicated by color, influences both the features and the probability of disease (fig. 2). In a second dataset (bottom row), the process generating the data is the same but the age distribution is shifted: subjects tend to be older. This situation is often met in practice as the elderly are less likely to participate in clinical studies [22]. First column: no correction is applied. As the situation is close to a covariate shift (Section 6.1), a powerful learner (RBF-SVM) generalizes well to the second dataset. A misspecified model – Linear-SVM – generalizes poorly. Second column: wrong approach. To remove associations with age, features are replaced by the residuals after regressing them on age. This destroys the signal and results in poor performance for both models and datasets. Third column: Features are not modified but samples are weighted to give more importance to those that are more likely in the target distribution. Small circles indicate younger subjects, with less influence on the classifier estimation. This reweighting yields a better prediction for the older population.

Figure 2. Generative process for data in Figure 1. Age influences both the target $Y$ and the features $X$, and $Y$ also has an effect on $X$. Between the source and target datasets, the distribution of age changes.

$$Y := g(Age)$$  \hspace{1cm} (3) \\
$$X := h(Age, Y)$$ \hspace{1cm} (4)

For some $g, h$. 

4.1 The selection mechanism influences the type of dataset shift

The correction for a dataset shift depends on the nature of this shift, characterized by which and how distributions are modified [25]. Knowledge of the mechanism producing the dataset shift helps formulate hypotheses about clinical decisions for poorly represented populations [29, 30, 31, 32, 33].
distributions that remain unchanged in the target data [36, 37, Chap. 5].

Figure 3 illustrates this process with a simulated example of preferential sample selection. We consider the problem of predicting the volume $Y$ of a tumor from features $X$ extracted from contrast CT images. These features can be influenced not only by the tumor size, but also by the dosage of a contrast agent $M$. The first panel of Figure 3 shows a selection of data independent of the image and tumor volume: there is no dataset shift. In the second panel, selection depends on the CT image itself (for example images with a low signal-to-noise ratio are discarded). As selection is independent of the tumor volume $Y$ given the image $X$, the distribution of images changes but the conditional distribution $P(Y | X)$ stays the same: we face a covariate shift (Section 6.1). The learned association remains valid. Moreover, reweighting examples to give more importance to those less likely to be selected can improve biomarkers for a target data (Section 5), and it can be done with only unlabelled examples from the target data. In the third panel, subjects who received a low contrast agent dose are less likely to enter the training dataset. Selection is therefore not independent of tumor volume (the output) given the image values (the input features). Therefore we have sample selection bias: the relation $P(Y | X)$ is different in source and target data, which will affect the performance of the prediction.

As these examples illustrate, the causal structure of the data helps identify the type of dataset shift and what information is needed to correct it.

5 Importance weighting: a generic tool against dataset shift

We now describe a solution to dataset shift that applies to many situations and can be easy to implement. We will not detail other approaches (e.g. invariant representations [39], data augmentation, adversarial methods), because they require implementing new learning algorithms or only apply to specific situations. Weiss et al. [40] and Pan and Yang [41] give systematic reviews of transfer learning.

Dataset shift occurs when the joint distribution of the features and outputs is different in the source (data used to fit the biomarker)
and in the target data. Informally, importance weighting consists in reweighting or resampling the available data to create a pseudo-sample that follows the same distribution as the target population.

To do so, examples are reweighted by their importance weights – the ratio of their likelihood in target data over source data. Examples that are rare in the source data but are likely in the target data are more relevant and therefore receive higher weights. Many statistical learning algorithms – including Support Vector Machines, decision trees, random forests, neural networks – naturally support weighting the training examples. Therefore, the challenge relies mostly in the estimation of the appropriate sample weights and the learning algorithm itself does not need to be modified.

To successfully use importance weighting, no part of the target distribution should be completely unseen. For example, if we use sex (among other features) to predict heart failure and our dataset only includes men, importance weighting cannot transform this dataset and make its sex distribution similar to that of the general population (Figure 4). Conversely, the source distribution may be broader than the target distribution (as seen for example in Figure 1).

Figure 4. Left: distribution of sex can be balanced by downweighting men and upweighting women. Right: women are completely missing; the dataset shift cannot be fixed by importance weighting.

In Appendix A, we provide a more precise definition of the importance weights, as well as an overview of how they can be estimated and used.

6 Special cases of dataset shift

Storkey [25] and Moreno–Torres et al. [42] provide a comprehensive categorization of dataset shifts. We summarize two frequently–met sce–narios that can call for different adjustments.

6.1 Covariate shift

Covariate shift occurs when the marginal distribution of \(X\) changes between the source and target datasets (i.e. \(p_x(x) \neq p_s(x)\)), but \(P(Y|X)\) stays the same. This happens for example in the second scenario in Figure 3, where sample selection based on \(X\) (but not \(Y\)) changes the distribution of the inputs. If the model is correctly specified, an estimator trained with uniform weights will lead to optimal predictions given sufficient training data [prediction consistency 43, Lemma 4]. However the usual (unweighted) estimator is not consistent for an over-constrained (misspecified) model. Indeed, a misspecified model may be able to fit the data well only in some regions of the input feature space (Figure 1). In this case reweighting training examples to give more importance to those that are more representative of the target data is beneficial [25, 36]. Figure 5 illustrates covariate shift.

6.2 Prior probability shift

With prior probability shift (a.k.a. label shift or target shift), the distribution of \(Y\) changes but not \(P(X|Y)\). This happens for example if one rare class is over–represented in the training data so that the dataset is more balanced, as when extracting a biomarker from a case–control cohort, or when disease prevalence changes in the target population but manifests itself in the same way. Prior probability...
shift can be corrected without extracting a new biomarker, simply by adjusting a model’s predicted probabilities using Bayes’ rule [as noted for example in 25, 36]. Figure 6 illustrates prior probability shift.

7 Conclusion

Ideally, machine learning biomarkers would be designed and trained using datasets carefully collected to be representative of the targeted population – as in Liu et al. [44]. To be trusted, the biomarker ultimately needs to be evaluated rigorously on an independent and representative sample. However, such data collection is expensive. It is therefore useful to exploit existing datasets in an opportunistic way as much as possible in the early stages of biomarker development. When doing so, correctly accounting for dataset shift can prevent wasting important resources on machine-learning predictors that have little chance of performing well outside of one particular dataset.

We gave an overview of importance weighting, an effective tool against dataset shift. Importance weighting needs a clear definition the targeted population and access to a diverse training dataset. When this is not possible, distributionally robust optimization is a promising alternative [see 45, for a review]. It consists in defining an ambiguity set – a set of distributions to which the target distribution might belong – then minimizing the worse risk across all distributions in this set. A related approach consists in ensuring the learner performs well for all inputs by penalizing the variance of the training error (loss) [46, 47]. These methods can help improve performance homogeneity across sub-populations and thus fairness [48, 49]. Even with distributionally robust optimization, a rich, diverse training set and any information about the target population remain extremely valuable. This technique is, to date, quite recent and more difficult to implement than importance weighting, as it requires adapting or designing new learning algorithms.

We conclude with some recommendations:

• collect diverse, representative data
• use importance weighting to correct biases in the data collection
• do not adjust for confounding in a predictive setting.

Following these recommendations should maximize building fair biomarkers and their efficient application on new cohorts.
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We will implicitly assume that all the random variables we consider admit densities and denote $p_s$ and $p_t$ the density of the joint distribution of $(X,Y)$ applied to the source and target populations respectively. If the support of $p_s$ is included in that of $p_t$ (meaning that $p_t > 0$ whenever $p_s > 0$), we have:

$$\mathbb{E}_{source}[L(Y, f(X))] = \mathbb{E}_{target}[\frac{p_t(X, Y)}{p_s(X, Y)} L(Y, f(X))],$$

(5)

where $L$ is the cost function and $f$ is a prediction function. $\mathbb{E}_{source}$ (resp. $\mathbb{E}_{target}$) the expectation on the source (resp. target) data. The risk (on target data) can therefore be computed as an expectation on the source distribution where the loss function is reweighted by the importance weights:

$$w(x,y) = \frac{p_t(x,y)}{p_s(x,y)}.$$  

(6)

If we have empirical estimates $\hat{w}$ of the importance weights $w$, we can compute the reweighted empirical risk:

$$\hat{R}_w(f) = \frac{1}{n} \sum_{i=1}^{n} \hat{w}(x_i, y_i) L(y_i, f(x_i)).$$  

(7)

Rather than weighting examples we can also perform importance or rejection sampling [50, 51]. Importances can also be taken into account for model selection – for example in Sugiyama et al. [52] examples of the test set are also reweighted when computing cross-validation scores. Cortes et al. [53] study how errors in the estimation of the weights affect the prediction performance.

### A.1 Preferential Sample selection and Inverse Probability weighting

In the case of preferential sample selection (Section 4), the condition that requires for the support of $p_t$ to be included in the support of $p_s$ translates to a requirement that all individuals have a non-zero probability of being selected: $P(S = 1 | x,y) > 0$ for all $(x,y)$ in the support of $p_t$. When this is verified, by applying Bayes’ rule the definition of importance weights in Equation (6) can be reformulated [see 53, Sec. 2.3]:

$$w(x,y) = \frac{P(S = 1)}{P(S = 1 | X = x, Y = y)}.$$  

(8)

These weights are sometimes called Inverse Probability weights [54] or Inverse Propensity weights.
Training examples that had a low probability of being selected receive higher weights, because they have to account for similar individuals who were not selected.

### A.2 Computing importance weights

In practice we do not know \( p_t(x, y) \), which is the joint density of \((X, Y)\) in the target data. However, we do not need it to estimate \( p_s/p_t \).

More efficient estimation hinges on two observations: we do not need to estimate both densities separately to estimate their ratio, and we can factor out variables that have the same distribution in source and target data.

Here we describe methods that estimate the true importance weights \( p_t/p_s \), but we point out that reweighting the training examples reduces the bias of the empirical risk but increases the variance of the estimated model parameters. Even when the importances are perfectly known, it can therefore be beneficial to regularize the weights [43].

**Computing importance weights does not require distributions densities estimation**

Importance weights can be computed by modelling separately \( p_s \) and \( p_t \), and then computing their ratio [56, Sec. 4.1]. However, distribution density estimation is notoriously difficult; non-parametric methods suffer from the curse of dimensionality and parametric methods depend heavily on the correct specification of a parametric form.

But estimating both densities is more information than we need to compute the sample weights. Instead, we can directly optimize importance weights in order to make the reweighted sample similar to the target distribution, by matching moments [57] or mean embeddings [58, 59], minimizing the KL divergence [60], solving a least-squares estimation problem [61] or with optimal transport [62].

Alternatively, a discriminative model can be trained to distinguish source and target examples. In the specific case of preferential sample selection, this means estimating directly the probability of selection \( P(S = 1) \) (cf Equation (8)). In general, the shift is not always due to selection: the source data is not necessarily obtained by subsampling the target population. In this case we denote \( T = 1 \) if a subject comes from the target data and \( T = 0 \) if it comes from the source data. Then, a classifier can be trained to predict from which dataset (source or target) a sample is drawn, and the importance weights obtained from the predicted probabilities [56, Sec. 4.3]:

\[
w(x, y) = \frac{P(T = 1 | X = x, Y = y)}{P(T = 0 | X = x, Y = y)} \frac{P(T = 0)}{P(T = 1)},
\]

The classifier must be calibrated (i.e., produce accurate probability estimates, not only a correct decision), see Niculescu-Mizil and Caruana [63]. Note that constant factors such as \( P(T = 0)/P(T = 1) \) usually do not matter and are easy to estimate if needed. This discriminative approach is effective because the distribution of \((T | X = x, Y = y)\) is much easier to estimate than the distribution of \((X, Y | T = t)\): \( T \) is a single binary variable whereas \((X, Y)\) is high-dimensional and often continuous.

The classifier does not need to distinguish source and target examples with high accuracy. In the ideal situation of no dataset shift, the classifier will perform at chance level. On the contrary, a high accuracy means that there is little overlap between the source and target distributions and the biomarker will probably not generalize well.

**What distributions differ in source and target data?**

We may exploit prior information telling us that some distributions are left unchanged in the target data. For example,

\[
\frac{p_t(x, y)}{p_s(x, y)} = \frac{p_t(y | x)p_t(x)}{p_s(y | x)p_s(x)}.
\]

Imagine we know that the marginal distribution of input \( X \) differs in source and target data, but the conditional distribution of the output \( Y \) given the input stays the same: \( p_t(x) \neq p_s(x) \) but \( p_t(y | x) = p_s(y | x) \) (a setting known as *covariate shift*). Then, the importance weights simplify to

\[
w(x, y) = \frac{p_t(x)}{p_s(x)}.
\]

In this case, importance weights can be estimated using only unlabelled examples (individuals for whom we do not know \( Y \)) from the target distribution.

Often, the variables that influence selection (e.g., demographic variables such as age) are lower-dimensional than the full features
(e.g. high-dimensional images), and dataset shift can be corrected with limited information on the target distribution, with importance weights or otherwise. Moreover, even if we have access to additional information $Z$ that predicts selection but is independent of $(X, Y)$, we should not use it to compute the importance weights. Indeed, this would only increase the weights’ variance without reducing the bias due to the dataset shift [20, Sec. 15.5].

B Glossary

Here we provide a summary of some terms and notations used in the paper.

**Target population** the population on which the biomarker (machine-learning model) will be applied.

**Source population** the population from which the sample used to train the machine-learning model is drawn.

**Selection** in the case that source data are drawn (with non-uniform probabilities) from the target population, we denote by $S = 1$ the fact that an individual is selected to enter the source data (e.g. to participate in a medical study).

**Provenance of an individual** when we are provided with samples from both the source and the target populations (e.g. Appendix A.2), we also denote $T = 1$ if an individual comes from the target population and $T = 0$ if they come from the source population.
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Dear editors of GigaScience,

we would like to submit a didactic review on dataset shift when defining biomarkers with machine learning, a major threat to external validity of these biomarkers.

Machine-learning techniques are increasingly used to define biomarkers from complex measurements. They hold strong promises for biology and healthcare, such as improving clinical practice and precision medicine with early detection of diseases, or defining intermediate outcomes in epidemiology. However, medical research cohorts often fail to faithfully represent the target population, due to biases such as sample selection biases – the sampling distribution of these datasets is shifted with respect to the population that might benefit from the biomarker. This external-validity challenge is seldom discussed in the context of machine-learning practice. Yet, such settings can break standard machine-learning tools: the extracted biomarker may not perform well on the target population.

We think that a didactic review on this topic is important and timely given the increasing number of publications that opportunistically apply machine-learning techniques to biomedical datasets. While machine-learning methods carry great promises for medicine and public health, they are often developed without properly taking dataset shift into account, applied without measuring how much this shift limits their validity, or discarded without resorting to appropriate techniques to make them more robust. In addition, the literature contains some misunderstanding regarding the solutions to dataset shift, as intuitions do not carry over from inferential statistics to predictive modeling. The specific focus of our proposed review is to explain progress in mathematical techniques to non specialists who can most benefit from them, namely healthcare researchers.

Best regards,

Jérôme Dockès, Gaël Varoquaux, Jean-Baptiste Poline.