Spin and charge transport in graphene-based spin transport devices with Co/MgO spin injection and spin detection electrodes
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Abstract
In this review we discuss spin and charge transport properties in graphene-based single-layer and few-layer spin-valve devices. We give an overview of challenges and recent advances in the field of device fabrication and discuss two of our fabrication methods in more detail which result in distinctly different device performances. In the first class of devices, Co/MgO electrodes are directly deposited onto graphene which results in rough MgO-to-Co interfaces and favor the formation of conducting pinholes throughout the MgO layer. We show that the contact resistance area product \( R_c A \) is a benchmark for spin transport properties as it scales with the measured spin lifetime in these devices indicating that contact-induced spin dephasing is the bottleneck for spin transport even in devices with large \( R_c A \) values. In a second class of devices, Co/MgO electrodes are first patterned onto a silicon substrate. Subsequently, a graphene-hBN heterostructure is directly transferred onto these prepatterned electrodes which provides improved interface properties. This is seen by a strong enhancement of both charge and spin transport properties yielding charge carrier mobilities exceeding 20000 cm\(^2\)/Vs and spin lifetimes up to 3.7 ns at room temperature. We discuss several shortcomings in the determination of both quantities which complicates the analysis of both extrinsic and intrinsic spin scattering mechanisms. Furthermore, we show that contacts can be the origin of a second charge neutrality point in gate dependent resistance measurements which is influenced by the quantum capacitance of the underlying graphene layer.
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1. Introduction

In spin-based electronics, three main aspects have to be considered when exploring suitable spin transport materials and material combinations: (1) electrical injection and detection of spins, (2) their manipulation, and (3) the transport of spins in the material [1–3]. What makes graphene a promising material in the field of spintronics, is its unique spin transport performance in particular at room temperature [4] where spin lifetimes of up to 3.7 ns [5] and spin diffusion length of 12 \( \mu \)m [6] have been measured by means of electrical Hanle spin precession measurements in non-local spin-valve devices. The corresponding charge carrier mobilities in these devices are above 20000 cm\(^2\)/Vs [5, 6]. Other interesting materials in the field of spintronics, e.g. Si, also exhibit nanosecond spin lifetimes at room temperature but fail short to graphene in respect to the spin diffusion lengths and charge carrier mobilities [7]. We note that we only compare device and material properties from electrical spin precession measurements at room temperature. Less invasive spin sensitive methods such as electron spin resonance or optical pump-probe methods can yield much longer spin lifetimes, especially at low temperatures [1, 7, 9].

Form a theoretical point of view the long spin lifetimes are attributed to graphene’s extraordinary band structure [10] which exhibits weak spin-orbit coupling at energies close to the Dirac point [11, 13]. Because for the most prominent spin relaxation mechanisms the spin relaxation rate scales with the spin-orbit coupling strength [2, 3]. But the weak spin-orbit coupling in graphene is a mixed blessing because for spin manipulation, e.g. via the Bychkov-Rashba effect, a strong spin-orbit coupling is needed [2, 3]. While there are many publications by different groups about electrical injection and detection of spins in graphene (e.g. [5, 14, 36]) the manipulation of spins in these experiments is therefore solely done by an external magnetic field.

Therefore, one emerging topic in graphene-based spintronic research is the partial functionalization of graphene with the goal to achieve other ways for spin manipulation, e.g. by electrostatic gating. The aim is to use high quality graphene parts as leads for efficient spin transport whereas the spin manipulation is realized in a functionalized part of the graphene device with enhanced spin-orbit coupling. Routes to increase the spin-orbit coupling include the spin-orbit proximity effect, in which additional materials such as the two dimensional transition metal dichalcogenides (e.g. tungsten disulfide [37]) or ferromagnetic insulators (e.g. EuO [38]) are put in direct contact to graphene.
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Also hydrogenation of graphene \[39\] or the deposition of heavy adatoms \[40\] can yield enhanced spin-orbit coupling in graphene, but as a drawback, these approaches are already known to strongly change its band structure \[41\]\[41\].

Very recently, an excellent review article about graphene spintronics compiled a significant part of both theoretical and experimental work which has been carried out on spin phenomena in graphene \[4\]. In particular, this review focuses on how to measure spin transport in graphene, the spin-orbit coupling in pristine and modified graphene, magnetic moments from defects and adatoms, and the open question about which spin relaxation mechanisms limit spin transport in graphene. In our article, we expand the review to open questions and challenges in the experimental field of work. In section 2 we discuss new routes in device fabrication by the usage of novel transfer techniques and outline the issue of device contaminations during fabrication. Then, we cover the influence of metallic contacts on the underlying graphene in section 3 and present new results on the appearance of a contact-induced second charge neutrality point in gate dependent resistance measurements. Next, the reliability of extracted values for both spin lifetimes and charge carrier mobilities is discussed in sections 4 and 5 respectively. In section 6 we briefly comment on spin relaxation mechanisms in graphene.

2. New methods of device fabrication

A completely new road of device fabrication was paved by the introduction of mechanical transfer techniques for 2d materials (see e.g. \[42\]\[47\]). These transfer techniques provide a controlled deposition of flakes with high spatial precision, which results in two important advantages: (1) The device fabrication becomes now independent of the random position of exfoliated flakes on a substrate and (2) the possibility to deposit different 2d materials on top of each other in order to build so-called van der Waals heterostructures (review about these heterostructures in reference \[48\]).

To highlight the first advantage, we first have to discuss the shortcomings when growing complicated structures directly on top of graphene. Without the novel transfer techniques, the starting point of a graphene-based spin transport device is the randomly exfoliated graphene flake which is typically deposited onto Si/SiO\(_2\). The next fabrication step is usually a lithography process on top of graphene which is needed for the deposition of ferromagnetic electrodes. But as soon as graphene gets into contact with an organic resist, it is extremely difficult to completely remove the contamination of hydrocarbons. This is illustrated in the atomic force microscopy (AFM) images of figures 1(a)-(c), which show one of our earlier but not optimized dosage tests. As a resist, we used PMMA (950K) which was dissolved in ethyl lactate and n-butyl acetate with a thickness of 250 nm after spin-coating and baking. For developing we used isopropyl alcohol and methyl isobutyl ketone with a developing time of 105 s. E-beam writing was performed with an acceleration voltage of 10 kV. The dosages in figures 1(a)-(c) are given in fractions of 100 µC/cm\(^2\). The scale in figure 1(a) was chosen to depicted the flake in high contrast. The resist is underdeveloped for a dosage below 70 µC/cm\(^2\). But also for dosages larger than 110 µC/cm\(^2\) an increasing contamination of the graphene flake can be observed, which can be easier be visualized in the phase signal of the AFM image in tipping mode (figure 1(b)). The difference in contrast can be understood by different attenuations of the AFM cantilever for SiO\(_2\), graphene on SiO\(_2\), and PMMA on graphene. The increasing contamination for higher dosages can be explained by crosslinking of PMMA \[49\] or e-beam-induced defects in the graphene flake \[50\]\[51\] which enables a stronger binding with hydrocarbons. We observe the cleanest graphene surface at a dosage of 90 µC/cm\(^2\) and were able to reduce the amount of leftover resist residues even further by increasing the developing time to 210 s.

But even for optimized lithography conditions the graphene flake will be contaminated with hydrocarbons on an atomic scale. Such contaminations are clearly seen by transmission electron microscopy and annealing temperatures of up to 700 °C are needed to remove the hydrocarbons \[52\]\[53\]. But such high temperatures are far beyond the glass transition temperature of the resist and therefore will destroy the patterning mask. Next to thermal annealing also other methods are applied to remove resist residues after the development step of the resist, e.g. low-density inductively coupled Ar plasma \[54\], CO\(_2\) cluster cleaning \[55\], or ultraviolet-ozone treatment \[56\]\[57\]. But it still has to be seen if these cleaning methods are able to remove even the last atomic layer of hydrocarbons from the graphene flake. While in most of these publications only rather macroscopic analysis methods such as Raman spectroscopy or even qualitative electrical measurements are used, only the high-resolution X-ray photoelectron spectroscopy in case of the ultraviolet-ozone treatment of reference \[57\] may really demonstrate the complete removal of all contaminations. There is, however, also a drawback to this method as long treatments can also create defects in the graphene flake.

The next issue arises because of the chemically inert nature of graphene and its sp\(^2\) hybridization, which leads to unfavorable growth conditions of many materials on top of graphene. This can already been seen in the stronger accumulation of the PMMA on the graphene flake compared to the area of SiO\(_2\) for dosages lower than 70 µC/cm\(^2\) in figure 1(b) (in this figure the scale is optimized to the height of the underdeveloped PMMA). The reason for this accumulation is the low wettability of graphene \[58\] and again it is transmission electron microscopy which reveals the clustering of almost every metal deposited on graphene \[53\]\[59\]. The interaction between metals and graphene is so weak, that in sub-monolayer growth of metal layers on graphene, the metal atoms solely resides on the hydrocarbon contamination and not on the clean graphene parts.
By now, there are only few studies reporting epitaxial-like growth of materials on graphene, e.g. EuO or Ti.

The hydrocarbon contaminations from the lithography step and the clustering of many materials are important issues for graphene-based spin transport devices because both can reduce the quality of insulating oxide barriers between graphene and ferromagnetic electrodes which are needed for spin injection and spin detection. But an insufficient barrier quality can be the bottleneck for the overall spin transport properties of the device. Presently, there are two widely used oxide materials: MgO and Al₂O₃. The direct growth of MgO on graphene is governed by the Volmer-Weber island growth mechanism resulting in inhomogeneous oxide layers with presumably pinholes. This is illustrated in the AFM image of a 3 nm thick MgO layer grown on top of graphene in figure 1(d), which exhibits peak-to-peak values of up to 2 nm. The use of a Ti/TiO₂ wetting layer yields more homogeneous MgO layers but the impact of Ti on the properties of graphene is still an open question. For Al₂O₃ the evaporation of Al and its subsequent oxidation to Al₂O₃ can also yield rough layers with pinholes. On the other hand, there is a report on homogeneous and pinhole free Al₂O₃ oxide barriers on graphene by argon sputter deposition. But the same group also demonstrated by Raman spectroscopy that this technique may also induce defects in graphene.

It has been shown that the new transfer techniques can overcome the described problems by avoiding the direct growth of electrode material onto graphene. In a first step the electrode structure is fabricated by means of e-beam lithography and metallization. Only afterwards the graphene flake is deposited on top of the prepatterned structure. Therefore, the graphene flake is not exposed to the e-beam lithography step, hence resist residues and e-beam induced defects can be avoided. Furthermore, the growth conditions of the ferromagnetic electrodes and the oxide barrier are far more suitable and can be adapted to an adequate substrate. Especially, the whole expertise already achieved in the fabrication of high quality magnetic tunnel junction devices may now also be applied to graphene spin transport devices. In this respect, we especially refer to the improvement of magnetic tunnel junctions by annealing which results in crystallization of the interface between ferromagnetic metals and oxide barriers. The approach to first fabricate spin injection and detection electrodes on a wafer and then to...
deposit a stack of graphene on hexagonal boron nitride on top of it was applied in reference [5], where spin lifetimes of 3.7 ns were measured at room temperature in trilayer graphene, which is the lowest room temperature spin lifetime reported so far.

As already mentioned in the first paragraph of this section, the possibility to deposit and stack various 2d materials on top of each other in order to fabricate van der Waals heterostructures is the second advantage of the transfer techniques. So far, many possible 2d materials beyond graphene have emerged (overview e.g. in [18, 22−24]) and combining these 2d materials with graphene has expanded the field of graphene research dramatically. One of the first applications was the fabrication of stacks consisting of hexagonal boron nitride (hBN) and graphene. Due to the atomically smooth surface and similar lattice constant of hBN to graphene, these devices exhibit significantly improved electrical properties compared to graphene deposited on SiO$_2$. [22, 70, 77]. The incorporation of such hBN-graphene stacks in graphene spintronic devices led to a significant enhancement of the measured spin diffusion lengths as well as the charge carrier mobility [5, 6]. Another application of hBN which became feasible with the transfer techniques is its usage as an oxygen-free injection barrier when placed between graphene and the ferromagnetic electrodes [33–35]. By transferring exfoliated hBN flakes, the above-mentioned problems in oxide barrier growth may be avoided.

Finally, the transfer techniques offer a new route to functionalize graphene by putting different 2d materials in direct contact to graphene. One important application of such a heterostructure is the enhancement of the spin-orbit coupling (e.g. by the spin-orbit proximity effect of tungsten disulfide on graphene [37]) to allow for spin manipulation via the Bychkov-Rashba effect. We emphasize that many effects like the spin-orbit proximity effect greatly rely on contamination-free interfaces. However, depending on the exact kind of transfer technique different amounts of hydrocarbon contamination between the layers of the heterostructures can be observed [78, 79]. Interestingly, there seems to be “self-cleansing” effects in some heterostructures (e.g. graphene on hBN, MoS$_2$, and WS$_2$), in which the surface contamination of the 2d materials automatically aggregates into bubbles, leaving behind rather clean interfaces throughout μm-sized graphene/hBN areas [78, 79].

3. Impact of metals on graphene

In this section, we discuss the influence of metallic electrodes on both spin and charge properties of the underlying graphene layer. One important tool to investigate the electronic properties is angle-resolved photoemission spectroscopy (ARPES), which can directly probe the band structure of graphene which is in direct contact to the metal (see e.g. references [40, 80, 83] for ARPES measurements of graphene in contact with Au, Ag, Fe, Ni, Co, Al, and Cu). Of special interest in the area of graphene spintronics are the 3d transition metals Fe, Ni, and Co, which are used as ferromagnetic electrodes to generate spin polarized currents. ARPES measurements have revealed that all three metals significantly alter the band structure of graphene: The Dirac point of graphene shifts around 2.8 eV below the Fermi energy and the graphene’s π$^+$ band hybridizes with 3d bands of Co near the Fermi level [52, 53].

As a result, as soon as the ferromagnetic electrode gets into direct contact with graphene (which can be the case for pinholes in the separating oxide layer), the spin current is initially, i.e. right after electrical spin injection, no longer carried by pure graphene states near the Dirac point but rather by the hybridized states near the Fermi level. A significant higher spin scattering rate in such states in comparison to the states near the Dirac point of unmodified graphene may explain the overall short spin lifetime measured in devices with ohmic contacts exhibiting small contact resistance area products $R_c A < 1$ kΩμm$^2$ [27] (see also figure 6). Furthermore, the large density of states at the Fermi level due to hybridization results in a pinning of the Fermi level. Considering the n-doping of graphene un-
derneath the contacts caused by the Co, the gate voltage dependent doping profiles of figure 2(c) can be deduced for ohmic contacts, which in turn can explain the gate dependent resistance curve of such a device in figure 2(a).

A sufficiently thick oxide barrier without pinholes, which is preferable for spin transport devices, is expected to suppress hybridization between the metal and graphene. Nevertheless, a field effect doping of graphene in such metal/dielectric/graphene heterostructures is still expected because of different respective work functions [84–86]. The thicker the insulating oxide barrier between graphene and metallic electrode (which results in larger $R_c A$ products) the lower the corresponding doping [86]. At some point the doping is small enough to be also tuned by the back gate voltage (see corresponding doping profile in figure 2(d)). The different doping of graphene in between and underneath the electrodes can be seen by two distinct charge neutrality points (CNP) in gate dependent resistance measurements (figure 2(b)): the right peak (blue arrow) corresponds to the graphene part between the electrodes (CNP mostly around a gate voltage of $V_G = 0$ V for untreated devices or at positive gate voltages because of p-doping during oxygen treatments, see reference [28]) while the left one (red arrow) results from the graphene underneath the electrodes (CNP at large negative gate voltages because of the n-doping of Co). For our devices, the contact-induced CNP at negative gate voltage (see red arrow in figure 2(b)) typically appears for $R_c A > 1 \text{k\Omega}\mu\text{m}^2$ [27, 28].

In the following, we discuss the origin of the contact-induced second CNP in more detail. Although this review article is about spin transport, we consider this discussion as crucial as it highlights two important aspects which are often neglected: (1) The significant modification of graphene’s transport properties right underneath the contacts and (2) the existence of lateral pn-junctions which the spin polarized charge carriers have to overcome.

To confirm that the left CNP in our devices is indeed contact-induced, we now focus on a non-local spin-valve device with Co/MgO electrodes in more detail. This device exhibit a large electrode-to-electrode variation of the respective $R_c A$ values. Figure 3(a) depicts the schematic layout. The measured contact resistance area products of the inner contacts 2 to 4 are: $R_c A_2 = 1.2 \text{k\Omega}\mu\text{m}^2$, $R_c A_3 = 7.6 \text{k\Omega}\mu\text{m}^2$, and $R_c A_4 = 4.8 \text{k\Omega}\mu\text{m}^2$. Consistent to the above explanations, we assign higher doping levels to lower $R_c A$ values which yields the potential profile of figure 3(a) for which we assume that the graphene between the contacts is hole doped by an applied gate voltage. The depicted black curve corresponds to the position of graphene’s CNP relative to the Fermi level $E_F$ (also see depicted Dirac cone). Gate dependent 4-terminal resistance measurements were performed as a function of
dc-current. For this, we apply a total current of $I = I_{ac} + I_{dc} = 1 \mu A + I_{dc}$ over the outermost electrodes 1 and 5 and measure the voltage drop between contacts 2 and 3 for region A and contacts 3 and 4 for region B by standard low frequency lock-in technique (see also reference [87]).

As it can be seen for both regions in figures 3(b) and (d) both the position and magnitude of the left CNP significantly depends on the applied dc-current whereas for the right CNP of the bare graphene there is only a small decrease in resistance for both positive and negative dc current which can be explained by the larger local temperatures from current-induced Joule heating. Figure 3(c) depicts the dependence of the gate voltage position of the contact-induced left CNP as a function of dc-current. We show this data not only for regions A and B but also between contacts 2 and 4, which we call region AB. Interestingly, the gate voltage shift of the CNP has different sign and amplitude in regions A and B. Both, the different sign and amplitude can also be seen in the doping profile of figure 3(a) (indicated by the arrows). Consistently, the dc-current dependent shift of the contact-induced CNP measured between contacts 2 and 4 (green curve in figure 3(c)) is in very good agreement the arithmetic mean of the respective curves of region A and B.

With the help of theoretical considerations about graphene field effect transistors [88–92] we are able to qualitatively understand the gate voltage shift of the contact-induced CNP. For this we assume that high quality tunnel barriers induce a field effect similar to top gates, which changes the Fermi level in graphene underneath the contacts. In fact, a reverse argumentation might be more intuitive (we refer to reference [86]): Because of the different work functions between graphene and a metal a charge transfer will occur during the alignment of the Fermi levels. The charge transfer yields a carrier doping of graphene, but it also creates a voltage drop and therefore a local electric field over the separating dielectric MgO barrier as the barrier acts as a capacitor with the graphene and the metallic electrodes as its plates. These voltages $V_{TGi}$ (TG as in top gate) are depicted in the schematic layout of a graphene field effect transistor in figure 4(a). In the following, we assume that these voltages remain unaffected if the two inner contacts in figure 4(a) are used as voltage probes while the outer ones are source and drain contacts (this wiring applies to the measurement of figure 4).

Next, we determine the charge carrier density in the graphene flake. For the graphene underneath an inner electrode (marked by “X” in figure 4(a)) we can apply the equivalent circuit in figure 4(b). The MgO layer, which acts as a barrier for spin injection and spin detection, is approximated to be a top gate with capacitance $C_{TG1}$, whereas the back gate voltage $V_{BG}$ is applied over the capacitance $C_{BG}$, which represents the SiO$_2$ layer. Far more complicated is the incorporation of graphene in this picture. For this we first discuss the Fermi level shift by
applying a bias voltage over the graphene flake. In figure \(4\) this effect is illustrated in a very simplified system, in which e.g. the doping effects of the contacts are neglected. We first consider ideal, undoped graphene, in which case the Fermi level of the graphene underneath the grounded contact (left contact in figure \([4]\)) is at the Dirac point. A bias voltage applied to the right contact results in a lateral voltage gradient along the graphene channel with corresponding shifts of the Fermi level \([88, 90]\). Along the graphene flake a gradual \(nm\)-junction is generated, which can be verified by photocurrent measurements \([83]\).

The Fermi level shift underneath the contacts with the applied source-drain-voltage \(V_{\text{SD}}\) can be written as \(E_F \equiv -eV_{\text{ch}}\), where the energy scale is set to zero at the CNP of graphene. In this simplified system the voltage drop \(V_{\text{ch}}\) along the graphene channel only depends on the electrostatic potential by the applied bias. But in general, the Fermi level also depends on the electrochemical potential. Accordingly, the position of the Fermi level \(E_F = -eV_{\text{ch}}\) also depends on other factors such as the applied gate voltage or changes in the electrochemical potential by adsorbates. This is also illustrated in figure \([4]\) in the case that graphene is p-doped by an applied gate voltage or adsorbates. Apparently, the local area with vanishing charge carrier density, i.e. where the Fermi level is at the Dirac point, moves along the graphene channel (from left to right in the lower panel of figure \([4]\)) with increasing p-doping concentration. Such a shift of the CNP by an applied gate voltage is e.g. observed in photocurrent and thermal infrared microscopy \([93, 96]\).

The capacitance of the graphene part in the equivalent circuit over which the voltage \(V_{\text{ch}}\) drops is the quantum capacitance \(C_Q\) of graphene \([97, 98]\). The quantum capacitance directly results from the Pauli principle and becomes relevant in materials with a small density of states (DOS) near the Fermi level. To explain the quantum capacitance, we first consider ideal graphene with the Fermi level at the Dirac point, where the DOS vanishes (figure \([4]\), left band structure). If now the charge carrier density in graphene is changed by \(\Delta n\) the Fermi level shifts by \(\Delta E_{F1}\) as the electrons have to occupy higher energy states. For single layer graphene, the Fermi level \(E_F\) and the DOS at the Fermi level \(D(E_F)\) are given by \([99]\):

\[
E_F = \hbar v_F \sqrt{\pi n}, \quad D(E_F) = \frac{2E_F}{\pi \hbar v_F^2},
\]

where \(v_F\) is the Fermi velocity. If now the charge carrier density is doubled by adding the same amount of charges \(\Delta n\) a second time, the increase of the Fermi level becomes less strong because of the previous increase in DOS (\(\Delta E_{F2} < 2\Delta E_{F1}\)) (see figure \([4]\)). As mentioned above, the electrons at the Fermi level have an energy \(E_F \equiv -eV_{\text{ch}}\). Combining this expression with equation \((1)\) and the general definition of a capacitance \(C_Q = \partial Q / \partial V_{\text{ch}}\) (with the charge \(Q = Ne = An e\) and area \(A\)) results in the quantum capacitance of graphene:

\[
C_Q = \frac{2}{A} \frac{e^3 V_{\text{ch}}}{h v_F^2} = \frac{2}{\pi} \left( \frac{e}{\hbar v_F} \right)^2 E_F = \frac{2}{\sqrt{\pi}} \frac{e^2}{\hbar v_F \sqrt{n}}.
\]

In figure \([4]\) we plot this quantum capacitance of graphene as a function of the applied gate voltage (black solid line). Due to broadening of the DOS by both thermal excitation at room temperature and by structural inhomogeneities the experimentally determined graphene quantum capacitance is also broadened \([100, 101]\) which is depicted as a black dashed line. Furthermore, we include the capacitance of both oxide layers (the MgO of the top electrode with thicknesses of 2 and 3 nm and the SiO\(_2\) of the back gate).

Now we go back to the equivalent circuit in figure \([4]\). First, we start with the graphene part between the contacts (marked by a circle in figure \([4]\)). As there is no top gate capacitance in this region, back gate and quantum capacitances are put in series and give a total capacitance \(C_{\text{total}} = C_{\text{BG}} C_Q / (C_{\text{BG}} + C_Q)\). As the back gate capacitance is much smaller than the quantum capacitance (compare to figure \([4]\)), it dominates the total capacitance: \(C_{\text{total}} \approx C_{\text{BG}}\). Accordingly, the quantum capacitance does not play any significant role in the back gate induced field effect (see also \([97, 98]\)). This is an important conclusion as the bias voltage can only change the charge carrier density at the node of the equivalent circuit in figure \([4]\) with help of the quantum capacitance. The fact that the quantum capacitance can be neglected now explains why the CNP of the bare graphene part between the contacts does not shift with dc currents (figures \([3]\) and \([4]\)). In contrast, the quantum capacitance plays a significant role for graphene parts underneath the electrodes as it is in the same order of magnitude as the electrode capacitance (figure \([4]\)). If we assume a fixed charge carrier density at the node of the equivalent circuit of figure \([4]\) for the contact region, now the shift of the contact-induced CNP in figures \([3]\) and \([4]\) becomes clear: By changing the dc current (or accordingly the bias voltage) the voltage \(V_{\text{ch}}\) will change according to the discussion in figure \([4]\). If we want to keep the charge carrier density at the node of the equivalent circuit at \(n = 0\) (i.e. to the contact-induced CNP) the voltages \(V_{\text{TG1}}\) (i.e. the actual doping of the graphene by the contacts) and \(V_{\text{BG}}\) also have to change. To simulate this, all changes of \(V_{\text{TG1}}, V_{\text{BG}},\) and \(V_{\text{ch}}\) have to be calculated self-consistently (e.g. a change in the back gate voltage will shift the Fermi level and therefore the value of the graphene quantum capacitance), which goes beyond the scope of this paper. For a far more detailed description we refer to the references \([88, 92]\).

Finally, we again point to the fact that the different charge transport properties of graphene underneath the contacts and graphene in between the contacts are so far widely neglected. It has to be seen how the change in the doping underneath the contacts with different dc-biases or the pn-junctions along the graphene channel have an
impact on the performance of graphene-based spintronic devices.

4. Determination of spin lifetimes

In this section we discuss on how to extract the spin lifetime out of spin precession measurements and address how several limitations to this approach have recently been recognized. We restrict ourselves to non-local spin transport measurements, so we can neglect the drift term in the Bloch-Torrey equation and only consider changes in the net spin vector $\vec{s}$ by spin precession about a perpendicular magnetic field $B$ (see measurement configuration in figure 5(a)), spin diffusion, and spin dephasing and relaxation [2]:

$$\frac{\partial \vec{s}}{\partial t} = \vec{s} \times \vec{\omega}_0 + D_s \nabla^2 \vec{s} - \frac{\vec{s}}{\tau_s}.$$  \hspace{1cm} (3)

Here $\vec{\omega}_0 = g\mu_B \vec{B}/\hbar$ is the Larmor frequency, $g$ is the gyromagnetic ratio, $D_s$ the spin diffusion constant, and $\tau_s$ the spin lifetime.

The advantage of non-local measurements is that the spin signal can be significantly decoupled from spurious charge signals [2 3 102]. To achieve such a non-local configuration, dc measurements or lock-in techniques with low frequencies are needed, because electric pulses in case of RF measurements propagate through the whole device, which means that no non-local part can exist. The dc or low frequency measurements lead to a stationary or quasi-stationary condition and therefore the time derivative of equation (3) is set to zero. Hence a solution to

$$\vec{s} \times \vec{\omega}_0 + D_s \nabla^2 \vec{s} - \frac{\vec{s}}{\tau_s} = 0.  \hspace{1cm} (4)$$

has to be found to extract the spin lifetime by means of a fit to the dc spin precession curve (so-called Hanle curve). Typical Hanle curves for a spin transport device are shown in figure 5(b) with both parallel and antiparallel alignments of the inner Co electrodes in figure 5(a). The non-local spin resistance $\Delta R_{nl}$ can be determined at $B = 0$. As expected, both Hanle curves merge at larger magnetic fields. However, they do not become constant but rather increase above $|B| > 0.2$ T. We note that this magnetic field dependent background signal is typical for most studies and it can even be much more pronounced. Recently, it has been shown that the background can be caused by an inhomogeneous current flow through the oxide barriers. As a result there is a charge accumulation signal next to the actual spin accumulation signal in the non-local voltage which can be explained by a redistribution of charge carriers by a perpendicular magnetic field similar to the classical Hall effect [57].

One fundamental drawback of every solution to equation (4) is that the three parameters $g, D_s,$ and $\tau_s$ cannot be determined independently. This is because of the steady state condition, which allows the multiplication of equation (4) by any factor $\alpha$ without changing the overall result. Therefore a fit using a solution to equation (4) is invariant with respect to the transition $(g, D_s, \tau_s) \rightarrow (\alpha g, \alpha D_s, \tau_s/\alpha)$. Hence one of the three parameters has to be assumed or determined by other measurements.

Often $g = 2$ is assumed for the analysis of spin precession measurements. For pristine or moderately modified graphene flakes this assumption is confirmed by electron spin resonance (ESR) measurements [103 105]. It remains to be seen if this value also holds for functionalized graphene. By now, spin precession measurements of hydrogenated graphene suggest larger $g$-factors [106 108]. Of course, the most elegant way to circumvent this uncertainty is to give up on the non-local, steady state condition and apply time-resolved RF measurements which offer the possibility to directly determine the $g$-factor from time dependent spin precession.

In the following, we discuss some assumptions and simplifications, which have to be made in order to find useable solutions to equation (4). One of the first and still widely used analytical solution was developed by Johnson and Silsbee [102]. But in recent years it was found that the measured spin lifetime of a graphene device scales with the $R, A$ product at least up to values of several tens of kTpm$^2$ (see figure 5(b)) suggesting that the measured spin lifetime is not the intrinsic spin lifetime of...
graphene but rather has extrinsic origin. One route to explain this dependence is that the measured spin lifetime can be significantly underestimated if spin relaxation by the contacts is not included in the fit model and hence some work was done in the direction of more elaborated models. But even these models make two crucial assumptions: (1) The injection barriers are homogeneous and can be characterized by the $R_A$ value only and (2) the spin lifetime in graphene underneath the contacts is the same as the spin lifetime in the bare graphene part between the contacts.

As it was already discussed in section the growth of homogeneous oxide barriers on graphene is quite challenging. But as long as the contact is not spatially homogenous, the measured contact resistance can only be an averaged value. Especially if there are pinholes within the barrier the contact resistance area product cannot precisely be determined, because the exact number and sizes of the pinholes cannot be deduced from electrical measurements. Therefore, the uncertainty in the contact resistance will also lead to an uncertainty in the extracted spin lifetimes by the aforementioned models.

And also the second assumption of a single spin lifetime seems to be oversimplified considering section. As it was demonstrated by ARPES measurements the interaction between graphene and ferromagnetic metals can significantly change the band structure of graphene due to hybridization. The hybridized states are directly at the Fermi level and therefore both charge and spin transport will occur through these states, which may have a strong impact on the spin lifetime. But even if we assume a sufficiently thick oxide barrier, which inhibits this hybridization, the assumption of a single spin lifetime may still be too simple if the spin lifetime depends on the Fermi level or, correspondingly, the charge carrier density. Because the field effect doping of the contacts can e.g. lead to the case at which the graphene underneath the contacts is highly n-doped whereas the graphene between the contacts is at its CNP. By now, only some research was done on the topic how two spatially different graphene parts with different spin relaxation times influence the overall measured spin lifetime (e.g. in reference).

Finally, we note that a rough MgO layer like the one in figure (d) not only can cause pinholes but also leads to an equally rough surface of the Co electrode which is deposited on top. But such a rough ferromagnetic interface yield stray fields, which may result in a broadening of the spin precession curve and thereby an apparent reduction of the extracted spin lifetime.

5. Determination of charge carrier mobilities

In this section we discuss the determination of the charge carrier mobility $\mu$ from gate dependent resistance measurements. There are two reasons making this an important topic for graphene-based spin transport studies. Firstly, the dependence of the spin lifetime and the charge carrier mobility is often used to identify the dominating spin relaxation mechanism. Secondly, the use of oxide barriers for spin injection and detection can lead to the appearance of the contact-induced CNP as it has been discussed in section. We will demonstrate that this 2nd CNP has significant impact on the determination of the charge carrier mobility.

Firstly, we analyze the electron mobility in one of our devices by different methods which are currently used in literature showing that the determination of the mobility is not unambiguous and yield values which vary by more than a factor of 2. The simplest model considers a graphene field effect transistor, for which a linear dependence between the charge carrier density $n$ (or accordingly back gate voltage) and the conductivity $\sigma$ is often observed (see e.g. ). For this case several groups (e.g. ) assume a simple Drude model and define the Drude mobility as:

$$\mu_{\text{Drude}} = \sigma/(n\epsilon). \quad (5)$$

We emphasize that this Drude mobility is extracted at a single point of the conductivity curve. To account for the residual conductivity $\sigma_0$ even in the case of $n \to 0$ the conductivity can be written as $\sigma = \mu_en + \sigma_0$. Starting from this equation the extracted field effect mobility $\mu_{\text{FE}}$ from fitting the slope of the conductivity curves is given by (e.g. in references):

$$\mu_{\text{FE}} = (1/e)(\Delta\sigma/\Delta n). \quad (6)$$
We applied both methods to a conductivity curve from one of our actual spin valve devices in figure 7(b). The red circle marks the point at which $\mu_{\text{Drude}}$ and $\mu_{\text{FE}}$ have been determined. Remarkably, $\mu_{\text{Drude}}$ exceeds $\mu_{\text{FE}}$ by almost 60%. In the as-fabricated state of this device the conductivity drops only slightly at large negative gate voltages, whereas the contact-induced CNP points to the doping underneath the contacts; model for fitting is discussed further below, which is fitted with different models for the determination of the charge carrier mobility (dashed lines). See text for more information. (e) After the contacts of the same device were oxidized, the contact induced CNP shifted into the measurable gate voltage range.

Figure 7: (Color online) (a) Decomposition of a gate dependent resistance measurement into two Dirac curves corresponding to the n-doped graphene underneath the contacts and the undoped graphene between the contacts. Figures (b)-(d) show the conductivity curve of one device, which is fitted with different models for the determination of the charge carrier mobility (dashed lines). See text for more information. (e) After the contacts of the same device were oxidized, the contact induced CNP shifted into the measurable gate voltage range.

We can decompose resistance contributions of both graphene regions (underneath and in between the contacts; model for fitting is discussed further below), which is shown by red and blue dashed lines, respectively. The overlapping of both curves clearly demonstrates one major issue of the two mobility fits discussed so far: As soon as the doping underneath the contact approaches the one of the bare graphene part, both the absolute value and the slope of the measured gate dependent resistance curve significantly changes in the overlapping part. And so does the extracted mobility. The reason for this is quite clear: Both equation (5) and (6) are based on one well-defined transport regime, whereas the contact-induced CNP points to the fact that the charge transport in graphene underneath and in between the contacts can differ significantly.

But before we discuss more detailed fitting models, which include different transport regimes, we first want to discuss another issue when using equation (6) which arises as soon as the conductivity curves are not linear as the ones in figure 7. In this case, the extracted mobility $\mu$, which is determined by the slope, depend on the charge carrier density $n$. But this is a mathematical contradiction which is often neglected. The derivative of $\sigma$ with respect to $n$ is now given by:

$$\frac{d\sigma}{dn} = \frac{d}{dn} (ne\mu(n) + \sigma_0) = e \left( \mu(n) + n \frac{d\mu(n)}{dn} \right).$$

But the question arises if the mobility indeed depends on the charge carrier density in case of a non-linear conductivity curve as the non-linearity can also be explained by a constant mobility ($d\mu/dn = 0$) if there is a charge carrier independent contribution $\rho_0$ to the overall resistivity. Such a contribution can result from both short- and correlated long-range disorder [110]. Hence, the corresponding conductivity is given by (see e.g. references [111][112]):

$$\frac{1}{\sigma} = \frac{1}{ne\mu^* + \sigma_0} + \rho_0.$$

Figure 7(c) demonstrates that a significant part of the electron branch for $V_G > 0$ of the non-linear conductivity...
curve can be fitted under the assumption of the constant mobility $\mu^* = 8380 \text{ cm}^2/\text{Vs}$. However, the fitting fails completely in the hole branch (not shown), because here the impact of the contact-induced CNP has to be considered. Furthermore, all three approaches that are discussed so far break down near the CNP. But there are also models trying to fit the whole conductivity curve including the two CNPs (e.g. in reference [115]). We also use the following model which assumes two differently doped graphene parts with different mobilities $\mu_i$:

$$\frac{1}{\sigma} = \sum_{i=1,2} \frac{1}{\sqrt{(n_i^+ + n_i^-) \epsilon \mu_i}} + \rho_0, \quad (10)$$

where $n_i = \alpha (V_G - V_{\text{CNP},i})$ is the gate voltage $V_G$ dependent charge carrier density, $\alpha = 7.18 \times 10^{10} \text{ 1/(cm}^2\text{V)}$ the capacitive coupling for a 300 nm thick SiO2 layer, $n_{i0}$ the residual charge carrier densities due to the presence of electron-hole puddles [119] and thermally excited carriers, which prevent a divergence at the CNPs [115], and a gate independent resistivity $\rho_0$. This model can be fitted quite well to the conductivity curve of figure 7(d) (the given mobility $\mu = 10900 \text{ cm}^2/\text{Vs}$ corresponds to its CNP near zero gate voltage).

But now there are two issues: At first, the values of the charge carrier mobilities as extracted from the four models spread over a broad range between 4580 cm$^2$/Vs and 10900 cm$^2$/Vs. Secondly, there is a serious issue when extracting the mobility from equation (10), which already contains seven parameters, as it cannot be used to adequately fit the conductivity curve of the same device after oxygen treatment (figure 7(e)). We tried several other models to fit the curve in figure 7(e), but for a reasonable fit we need at least eight free parameters. But as we already briefly discussed in one of our previous publications [27] and will discuss in this section in more detail, such a large number of free parameters make such a model useless. Because as long as the Dirac curves have symmetric shapes, which they have in figure 7(a) and in our previous publications [27, 23], only seven parameters can reliably be extracted out of a gate dependent resistivity curve with two visible CNPs: The position, magnitude and width for each of the two peaks and the background. Therefore, a model of eight parameters is overdetermined and accordingly we are able to change the mobility values in such a model over an unreasonable wide range without seriously worsening the fit results.

To approach reliable mobility fits, we now deduce several parameters which have to be included into a conductivity model to adequately fit a gate dependent resistivity curve with two CNPs. First, there is the carrier mobility as the actual quantity of interest. As already discussed in section 3 the interaction with the electrodes can significantly change the electronic properties of graphene. We therefore have to consider two mobilities for each device: one for the graphene underneath the contacts and one for the graphene area in between the contacts. The same argument holds for the electrochemical doping of the respective graphene parts, which is obvious as we observe two CNPs. Two additional parameters are needed to include spatial variations of the electrochemical potentials within each graphene region. These two parameters can also account for the minimum conductivities as the variations in the potential lead to the electron-hole puddles at the charge neutrality point [115]. So far this yields six parameters.

In the next step, we have to critically review the gate voltage as the tuning parameter for the resistivity measurement. As discussed e.g. in [120–122] the interaction between contact and graphene may lead to a screening of the gate electric field underneath the electrodes. We assume that there is a gradual transition from pinning to depinning of the Fermi level underneath the contacts with increasing oxide barrier thickness and quality. Therefore, we have to consider a screening factor as a seventh parameter which accounts for the effective Fermi level shift in the graphene underneath the contacts as a function of applied gate voltage.

Furthermore, there is the unknown transition of the electrochemical potentials between contact covered and bare graphene part, i.e. the exact shape and lateral extension of the pn-junctions, which are known to exist near the edges of the contacts [121, 122]. In the most simple approximation, at least one more parameter has to be considered which describes the decaying length of the pn-junction (see e.g. references [123, 124]). And finally, there might be a gate voltage independent contribution $\rho_0$ to the overall resistance as already discussed in equation (4). Hence, at least nine parameters are necessary to simulate the gate dependent resistivity, whereas only seven independent parameters may be experimentally determined by a gate dependent resistance measurement.

The whole problem with the analysis of the carrier mobility from gate dependent resistance measurements is that both the contact-covered and bare graphene parts are measured simultaneously in series. The lack of independently probing both regions is bound to the very nature of a pure electrical transport measurement. Therefore, independent measurements have to be conducted to determine some of the aforementioned parameters separately. Especially, information about the spatial change in the electrochemical potential along the contact induced pn-junctions may be helpful. These can be obtained from scanning photocurrent microscopy [121, 122, 125].

Finally, we note that most other graphene-based nanoelectronic devices are fabricated with low-ohmic, metallic contacts. This might be the reason why the aforementioned issues concerning the determination of the charge carrier mobility is not discussed in recent publications in more detail. For metallic contacts, a complete pinning of the Fermi level underneath the contacts can be assumed (see section 3). Therefore, the complete contact area of the device only contributes as a gate independent constant resistance to the overall gate dependent resistance.
with $R$ devices with contact resistance area products larger than 1 kΩ·µm² like spin scattering. This dependence was only found in single-layer and bilayer \cite{26} graphene which is thus indicative for D'yakonov-Perel' mechanism in graphene. Maybe the most direct way to identify the dominating spin relaxation mechanism is to evaluate inverse relation $\tau_s \propto 1/\mu$ or $1/\tau_p$, which is the momentum scattering time, is a priori suggestive of a D'yakonov-Perel'-like (DP) spin scattering mechanism. In our previous studies we found an inverse dependence of spin lifetime on the mobility for both single-layer \cite{27} and bilayer \cite{26} graphene which is thus indicative for DP-like spin scattering. This dependence was only found in devices with contact resistance area products larger than $R_cA > 1$ kΩ·µm² (figure 5(a)). In contrast, all devices with $R_cA < 1$ kΩ·µm² (figure 5(a)) and devices where the contact resistances were enhanced by subsequent oxygen treatments (figure 5(b)) do not show this $1/\mu$-dependence. All these devices have been prepared by the conventional top-down method for which the MgO injection and detection barrier was directly deposited onto graphene.

Most strikingly, the new generation of devices where we apply the bottom-up approach by transferring a hBN-graphene-stack on prepatterned electrodes (see figure 1(e)) and section 2 exhibit significantly enhanced charge and spin transport properties (see full symbols in figure 5(c)). We attribute the increase in mobility to the hBN substrate while we relate the increase in spin lifetime to improved contact properties according to our advanced transfer technique which has several advantages over the previous fabrication methods. At first, the contact region has not been exposed to an electron beam which reduces the number of defects in graphene. Secondly, the interface between MgO and graphene is expected to be of higher quality yielding more homogeneous barriers which can be seen by the larger $R_cA$ values for devices with thinner MgO layer thicknesses \cite{5}.

Our results indicate that the overall improvement of the spin properties primarily result from the improvement of the contact properties suggesting that the observed $1/\mu$ dependence in the initial work is of extrinsic origin. In this context, we again want to emphasize (sections 4 and 5) that the determination of both the charge carrier mobility and the spin lifetime is by no means unambiguous and may thus result in contradicting $\tau_s - \tau_p$ dependencies.

Furthermore, we demonstrated in \cite{27} and \cite{28} that the spin lifetimes in \cite{26} are most likely limited by contact properties (also see figure 6) in all devices. In fact, there are indications that even in our newest bottom-up devices the contacts may still limit spin transport properties (paper in preparation). If in current devices extrinsic parameters limit spin transport properties, it will be interesting to see how far more advanced fabrication methods will yield devices with even longer spin lifetimes and larger carrier mobilities which ultimately allows to unveil intrinsic spin scattering mechanisms.

6. Spin relaxation mechanism and perspectives

In this final section we review several studies which were used to investigate the relevant spin relaxation mechanism in graphene. Maybe the most direct way to identify the dominating spin relaxation mechanism is to evaluate the dependence of the spin lifetime on the charge carrier mobility $\tau_s \propto \mu$ or $\tau_p$. A linear dependence of $\tau_s$ on $\mu$ or $\tau_p$, which is the momentum scattering time, is a priori suggestive of an Elliott-Yafet (EY) spin scattering mechanism, while the inverse relation $\tau_s \propto 1/\mu \times 1/\tau_p$ indicate the dominance of a D'yakonov-Perel'-like (DP) spin scattering mechanism. In our previous studies we found an inverse dependence of spin lifetime on the mobility for both single-layer \cite{27} and bilayer \cite{26} graphene which is thus indicative for DP-like spin scattering. This dependence was only found in devices with contact resistance area products larger than $R_cA > 1$ kΩ·µm² (figure 5(a)). In contrast, all devices with $R_cA < 1$ kΩ·µm² (figure 5(a)) and devices where the contact resistances were enhanced by subsequent oxygen treatments (figure 5(b)) do not show this $1/\mu$-dependence. All these devices have been prepared by the conventional top-down method for which the MgO injection and detection barrier was directly deposited onto graphene.

Most strikingly, the new generation of devices where we apply the bottom-up approach by transferring a hBN-graphene-stack on prepatterned electrodes (see figure 1(e)) and section 2 exhibit significantly enhanced charge and spin transport properties (see full symbols in figure 5(c)). We attribute the increase in mobility to the hBN substrate while we relate the increase in spin lifetime to improved contact properties according to our advanced transfer technique which has several advantages over the previous fabrication methods. At first, the contact region has not been exposed to an electron beam which reduces the number of defects in graphene. Secondly, the interface between MgO and graphene is expected to be of higher quality yielding more homogeneous barriers which can be seen by the larger $R_cA$ values for devices with thinner MgO layer thicknesses \cite{5}.

Our results indicate that the overall improvement of the spin properties primarily result from the improvement of the contact properties suggesting that the observed $1/\mu$ dependence in the initial work is of extrinsic origin. In this context, we again want to emphasize (sections 4 and 5) that the determination of both the charge carrier mobility and the spin lifetime is by no means unambiguous and may thus result in contradicting $\tau_s - \tau_p$ dependencies.

Furthermore, we demonstrated in \cite{27} and \cite{28} that the spin lifetimes in \cite{26} are most likely limited by contact properties (also see figure 6) in all devices. In fact, there are indications that even in our newest bottom-up devices the contacts may still limit spin transport properties (paper in preparation). If in current devices extrinsic parameters limit spin transport properties, it will be interesting to see how far more advanced fabrication methods will yield devices with even longer spin lifetimes and larger carrier mobilities which ultimately allows to unveil intrinsic spin scattering mechanisms.

7. Acknowledgments

The research leading to these results has received funding from the DFG through FOR-912 and the European Union Seventh Framework Programme under grant agreement no. 604391 Graphene Flagship.
References

[1] S. A. Wolf, D. D. Awschalom, R. A. Buhrman, J. M. Daughton, S. von Molnár, M. L. Roukes, A. Y. Chtchelkanova, D. M. Treger, Spintronics: A spin-based electronics vision for the future Science 294 (5546) (2001) 1488–1495, arXiv: http://www.sciencemag.org/content/294/5546/1488.full.pdf doi:10.1126/science.1065389
URL http://www.sciencemag.org/content/294/5546/1488.abstract

[2] I. Žutić, J. Fabian, S. Das Sarma, Spintronics: Fundamentals and applications Rev. Mod. Phys. 76 (2004) 323–410. doi:10.1103/RevModPhys.76.323
URL http://link.aps.org/doi/10.1103/RevModPhys.76.323

[3] J. Fabian, A. Matos-Abiague, C. Ertler, P. Stano, I. Žutić, Semiconductor spintronics, ACTA PHYSICA SLOVACA 57 (4–5) (2007) 565–907.

[4] W. Han, R. K. Kawakami, M. Gmitra, J. Fabian, Graphene spintronics Nat Nano 9 (10) (2014) 794–807.
URL http://dx.doi.org/10.1038/nano.2014.214

[5] A. Drèger, F. Volmer, M. Wolter, B. Terrés, K. Watanabe, T. Taniguchi, G. Güntherodt, C. Stampfer, B. Beschoten, Nanosecond spin lifetimes in single- and few-layer graphene/hbn heterostructures at room temperature Nano Lett. 14 (11) (2014) 6050–6055. doi:10.1021/nl501278c
URL http://dx.doi.org/10.1021/nl501278c

[6] M. H. D. Guimarães, P. J. Zomer, J. J. van den Berg, N. IJbema, F. Fromm, H. T. Jonkman, B. J. van Wees, Electronic spin transport and spin precession in single layer graphene spin valves Phys. Rev. B 83 (2011) 041405. doi:10.1103/PhysRevB.83.041405
URL http://link.aps.org/doi/10.1103/PhysRevB.83.041405

[7] W. Han, K. Pi, W. Bao, K. M. McCreary, Y. Li, W. H. Wang, C. N. Lau, R. K. Kawakami, Electrical detection of spin precession in single layer graphene spin valves with transparent contacts Applied Physics Letters 94 (22) (2009) 222109. doi:10.1063/1.3147203
URL http://link.aip.org/link/?APL/94/222109/1

[8] W. Han, K. Pi, K. M. McCreary, Y. Li, J. T. Wong, A. G. Swartz, R. K. Kawakami, Tunneling spin injection into single layer graphene, Phys. Rev. Lett. 105 (16) (2010) 167202. doi:10.1103/PhysRevLett.105.167202
URL http://link.aps.org/doi/10.1103/PhysRevLett.105.167202

[9] K. Pi, W. Han, K. M. McCreary, A. G. Swartz, Y. Li, R. K. Kawakami, Manipulation of spin transport in graphene by surface chemical doping, Phys. Rev. Lett. 104 (18) (2010) 187201. doi:10.1103/PhysRevLett.104.187201
URL http://link.aps.org/doi/10.1103/PhysRevLett.104.187201

[10] W. Han, J.-R. Chen, D. Wang, K. M. McCreary, H. Wen, A. G. Swartz, J. Shi, R. K. Kawakami, Spin relaxation in single-layer graphene with tunable mobility Nano Letters 12 (7) (2012) 3443–3447. doi:10.1021/nl301567a
URL http://dx.doi.org/10.1021/nl301567a

[11] A. G. Swartz, J.-R. Chen, K. M. McCreary, P. M. Odenthal, W. Han, R. K. Kawakami, Effect of in situ deposition of mg adatoms on spin relaxation in graphene, Phys. Rev. B 87 (2013) 075435. doi:10.1103/PhysRevB.87.075435
URL http://link.aps.org/doi/10.1103/PhysRevB.87.075435

[12] A. Asv, T.-Y. Yang, S. Bae, J. Balakrishnan, F. Volmer, M. Jaiswal, Z. Yi, S. R. Ali, G. Güntherodt, B. H. Hong, B. Beschoten, B. Özyilmaz, Toward wafer scale fabrication of graphene-based spin valve devices Nano Letters 11 (6) (2011) 2363–2368. doi:10.1021/nl200714q
URL http://pubs.acs.org/doi/abs/10.1021/nl200714q

[13] T.-Y. Yang, J. Balakrishnan, F. Volmer, A. Asv, M. Jaiswal, J. Samm, S. R. Ali, A. Pachoud, M. Zeng, M. Popincic, G. Güntherodt, B. Beschoten, B. Özyilmaz, Observation of long spin-relaxation times in bilayer graphene at room temperature, Phys. Rev. Lett. 107 (4) (2011) 047206. doi:10.1103/PhysRevLett.107.047206
URL http://link.aps.org/doi/10.1103/PhysRevLett.107.047206

[14] F. Volmer, M. Drögeler, E. Maynicke, N. von den Driesch, M. L. Boschen, G. Güntherodt, B. Beschoten, Role of mgo barriers for spin and charge transport in co/mgo/graphene nonlocal spin-valve devices Phys. Rev. B 88 (2013) 161405. doi:10.1103/PhysRevB.88.161405
URL http://link.aps.org/doi/10.1103/PhysRevB.88.161405

[15] F. Volmer, M. Drögeler, E. Maynicke, N. von den Driesch, M. L. Boschen, G. Güntherodt, C. Stampfer, B. Beschoten, Suppression of contact-induced spin dephasing in graphene/mgo/spin-valve devices by successes
B. Dlubak, P. Seneor, A. Anane, C. Barraud, C. Deranlot, C. Gong, S. McDonnell, X. Qin, A. Azcatl, H. Dong, Y. J. W. H. Wang, W. Han, K. Pi, K. M. McCreary, F. Miao, A. L. Hsu, R. J. Koch, M. T. Ong, W. Fang, M. Hofmann, S. Wang, Y. Zhang, N. Abidi, L. Cabrales, Wettability and W. Li, C. A. Hacker, G. Cheng, Y. Liang, B. Tian, A. R. C. Wei Chen, F. Ren, G.-C. Chi, S.-C. Hung, Y. P. Y.-D. Lim, D.-Y. Lee, T.-Z. Shen, C.-H. Ra, J.-Y. Choi, W. J. al D. Deneuve, B. Servet, R. Mattana, F. Petroff, A. Fert, Are ers on graphene, Appl. Phys. Lett. 101 (20) (2012) 203104–3. S. Fusil, R. Mattana, F. Petroff, A. Anane, P. Seneor, A. Fert, tact structures, ACS Nano 8 (1) (2013) 642–649.

10.1063/1.4881635
URL http://scitation.aip.org/content/aip/journal/apl/104/22/10.1063/1.4881635

C. Wei Chen, F. Ren, G.-C. Chi, S.-C. Hung, Y. P. Huang, J. Kim, J. I. Kravchenko, S. J. Pearton, UV ozone treatment for improving contact resistance on graphene Journal of Vacuum Science & Technology B 30 (6) (2012) –. doi:10.1116/1.4754566
URL http://scitation.aip.org/content/jvsb/30/6/10.1116/1.4754566

T. Li, G. C. Hacker, G. Cheng, Y. Liang, B. Tian, A. R. Hight Walker, C. A. Richter, D. J. Gundlach, X. Liang, L. Peng, Highly reproducible and reliable metal/graphene contact by ultraviolet-ozone treatment Journal of Applied Physics 115 (11) (2014) –. doi:10.1063/1.4868897
URL http://scitation.aip.org/content/jap/115/11/10.1063/1.4868897

S. Wang, Y. Zhang, N. Abidi, L. Cabrales, Wettability and surface free energy of graphene films. Langmuir 25 (18) (2009) 11078–11081.

http://dx.doi.org/10.1021/la901042f

R. Zan, U. Bangert, R. Ramasse, K. S. Novoselov, Metal-graphene interaction studied via atomic resolution scanning transmission electron microscopy Nano Letters 11 (3) (2011) 1087–1092. arXiv:http://dx.doi.org/10.1021/nn103980h doi:10.1021/nn103980h
URL http://dx.doi.org/10.1021/nn103980h

A. L. Hsu, R. J. Koch, M. T. Ong, W. Fang, M. Hofmann, K. K. Kim, T. Seyller, M. S. Dresselhaus, E. J. Reed, J. Kong, T. Palacios, Surface-induced hybridization between graphene and titanium: ACS Nano 8 (8) (2014) 7704–7713. arXiv:http://dx.doi.org/10.1021/nn502842x doi:10.1021/nn502842x
URL http://dx.doi.org/10.1021/nn502842x

T. Maassen, C. P. Liu, A. Sierra-Marin, M. H. D. Guimarães, B. J. van Wees, Contact-induced spin relaxation in Kane spin precession measurements Phys. Rev. B 86 (2012) 235408. doi:10.1103/PhysRevB.86.235408
URL http://link.aps.org/doi/10.1103/PhysRevB.86.235408

W. H. Wang, W. Han, K. Pi, K. M. McCreary, F. Miao, W. Bao, C. N. Lau, R. K. Kawakami, Growth of atomically smooth mgo films on graphene by molecular beam epitaxy Applied Physics Letters 93 (18) (2008) 183107. doi:10.1063/1.3013820
URL http://link.aps.org/doi/10.1103/PhysRevB.86.235408

S. Engels, B. Terrés, B. T. Heinz, R. Plötting, M. Hofmann, K. Watanabe, T. Taniguchi, F. Guinea, A. F. Morpurgo, Random strain fluctuations as dominant disorder source for high-quality on-substrate graphene devices. Phys. 15
K. M. McCreary, A. G. Swartz, W. Han, J. Fabian, R. K. Kawakami, Magnetic moment formation in graphene detected by scattering of pure spin currents [Phys. Rev. Lett. 109 (2012) 186604]. doi:10.1103/PhysRevLett.109.186604

A. G. Swartz, K. M. McCreary, W. Han, J. J. I. Wong, P. M. Odenthal, H. Wen, J.-R. Chen, R. K. Kawakami, Y. Hao, R. S. Ruoff, J. Fabian, Integrating mbe materials with graphene to induce novel spin-based phenomena [Journal of Vacuum Science & Technology B 31 (4) (2013) 040843]. doi:10.1116/1.4803843

M. Wojtaszek, I. J. Vera-Marun, T. Maassen, B. J. van Wees, Enhancement of spin relaxation time in hydrogenated graphene spin-valve devices [Phys. Rev. B 87 (2013) 081402]. doi:10.1103/PhysRevB.87.081402

E. Soenko, H. Wei, V. Aji, Effect of contacts on spin lifetime measurements in graphene [Phys. Rev. B 89 (2014) 245436]. doi:10.1103/PhysRevB.89.245436

H. Idzuchi, A. Fert, Y. Otani, Revisiting the measurement of the spin relaxation time in graphene-based devices, ArXiv e-print arXiv:1411.2949

S. P. Dash, S. Sharma, J. C. Le Breton, J. Peiro, H. Jaffrès, J.-M. George, A. Lemaitre, R. Jansen, Spin precession and inverted hall effect in a semiconductor near a finite-roughness ferromagnetic interface [Phys. Rev. B 84 (2011) 054410]. doi:10.1103/PhysRevB.84.054410

K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva, A. A. Firsov, Electric field effect in atomically thin carbon films [Science 306 (5696) (2004) 666–669]. doi:10.1126/science.1102896

K. Bolotin, K. Sikes, Z. Jiang, M. Klima, G. Fudenberg, J. Martin, N. Akerman, G. Ulbricht, T. Lohmann, J. H. Smet, K. von Klitzing, A. Yacoby, Observation of electron-hole puddles in graphene using a scanning single-electron transistor [Nat Phys 4 (2) (2008) 144–148]. doi:10.1038/nphys781

R. Nouchi, K. Tanigaki, Charge-density depinning at metal contacts of graphene field-effect transistors [Applied Physics Letters 96 (25) (2010) 253503]. doi:10.1063/1.3456383

L. J. H., K. Balasubramanian, R. T. Weitz, M. Burghard, K. Kern, Contact and edge effects in graphene devices [Nat Nano 3 (8) (2008) 486–490]. doi:10.1038/nnano.2008.172

T. Mueller, F. Xia, M. Freitag, J. Tsang, P. Avouris, Role of contacts in graphene transistors: A scanning photocurrent study, Phys. Rev. B 79 (24) (2009) 245430. doi:10.1103/PhysRevB.79.245430

R. Nouchi, K. Tanigaki, Empirical modeling of metal-contact effects on graphene field-effect transistors [Japanese Journal of Applied Physics 50 (7) (2011) 070109]. doi:10.1143/JJAP.50.070109

P. A. Khomyakov, A. A. Starikov, G. Brooks, P. J. Kelly, Nonlinear screening of charges induced in graphene by metal contacts [Phys. Rev. B 82 (2010) 115437]. doi:10.1103/PhysRevB.82.115437

J. Park, Y. H. Ahn, C. Ruiz-Vargas, Imaging of photocurrent generation and collection in single-layer graphene [Nano Letters 9 (5) (2009) 1742–1746]. doi:10.1021/nl8029493

J.-H. Chen, W. G. Cullen, C. Jiang, M. S. Fuhrer, E. D. Williams, Defect scattering in graphene [Phys. Rev. Lett. 102 (23) (2009) 236805]. doi:10.1103/PhysRevLett.102.236805

Q. Li, E. H. Hwang, E. Rossi, S. Das Sarma, Theory of 2d transport in graphene for correlated disorder [Phys. Rev. Lett. 107 (2011) 156601]. doi:10.1103/PhysRevLett.107.156601

J. Yan, M. S. Fuhrer, Correlated charged impurity scattering in graphene [Phys. Rev. Lett. 107 (2011) 206601]. doi:10.1103/PhysRevLett.107.206601

I. J. Vera-Marun, V. Ranjan, B. J. van Wees, Nonlinear detection of spin currents in graphene with non-magnetic electrodes [Nat Phys 8 (4) (2012) 313–316]. doi:10.1038/nphys2219

17