SUPPLY CHAIN SCHEDULING USING DOUBLE DEEP TIME-SERIES DIFFERENTIAL NEURAL NETWORK
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Abstract—The purpose of supply chain scheduling is to be able to find an optimized plan and strategy so as to optimize the benefits of the entire supply chain. This paper proposes a method for processing tightly coordinated supply chain task scheduling problems based on an improved Double Deep Timing Differential Neural Network (DDTDN) algorithm. The Semi-Markov Decision Process (SMDP) modeling of the state characteristics and action characteristics of the supply chain scheduling problem is realized, so as to transform the task scheduling problem of the tightly coordinated supply chain into a multi-stage decision problem. The deep neural network model can help fit the state value function, and the unique reinforcement learning online evaluation mechanism can realize the selection of the best action strategy combination, and optimize it under the condition of only the stator processing time. Finally, the optimal action strategy group is obtained.

1 Introduction

Supply chain occupies a core position in global trade. Manufacturing is a national basic industry, and its supply chain situation directly represents its position in the international division of labor [1-2]. Compared with traditional supply chain systems, open real-time supply chain systems are quite different in terms of tasks, services, resources, optimization goals, and uncertainties [3-4]. The traditional manufacturing scheduling model [5] has been unable to adapt to the rapid changes in open supply chain tasks. The supply chain task scheduling system used by manufacturing companies is far from the actual production situation, and it is difficult to apply in complex dynamic open situations [6], so there is an urgent need for dynamic and intelligent scheduling methods [7].

In terms of research status at home and abroad, Pan A et al.[8] constructed a "production-scheduled" collaborative process based on multi-agent downstream manufacturers and upstream suppliers; Wang G et al. [9] used ontology-based methods to study the supply and demand of resources and services in the supply chain; Serban R et al. [10] studied the effect of implementing a differential negotiation strategy on the agent of supply and sales tasks in an e-commerce environment; Jihang Z et al. [11] transferred reinforcement learning by reusing the knowledge of the opponent’s behavior learned before, and promoted the negotiation between the collaborative tasks of the supply chain; Daniel, J.S.R. et al. [12-14] use genetic algorithms to optimize supply chain scheduling problems; Ma Yuge et al. [15-16] combine particle swarm optimization with supply chain scheduling problems to quickly obtain convergence results. Among the above algorithms, the particle swarm algorithm is simple to use and has fast convergence speed, but it is easy to be premature and fall into local optimality; while genetic algorithm has strong global search ability, but the search speed is slow; reinforcement learning algorithm is unstable and cannot handle large-scale scheduling problems, and there has not been much breakthrough.

Based on the DQN algorithm [17-18], this paper proposes a method for handling the task scheduling problem of the tightly coordinated supply chain based on the Double Deep Timing Differential Neural Network (DDTDN) algorithm, which transforms the task scheduling problem of a tightly coordinated supply chain into a multi-stage decision-making problem, the given supply chain sub-order processing time is used to optimize the supply chain task scheduling process, and finally the optimal action strategy group is obtained. The advantages of this algorithm include:

1) The action space of the supply chain scheduling problem is a multi-dimensional discrete space, which is not suitable for Q learning using one-dimensional discrete action functions. TD learning is used to replace the Q learning algorithm to solve the problem.

2) The combination of deep neural network and reinforcement learning makes the system capable of handling more complex and larger-scale supply chain task scheduling problems.
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3) The traditional DQN algorithm has an overestimation problem. Using DDTDN to replace the DQN algorithm to solve this problem.

2 SYSTEM IMPLEMENTATION METHOD

The focus of the tightly cooperative supply chain scheduling task on the production side is to reasonably allocate the pending supply chain orders \( j (j=1, 2 \ldots n) \) to the processing sequence composed of \( m \) suppliers. The optimization goal of scheduling is to minimize the waiting time of each supplier in order to minimize the total supply chain order completion time. The task scheduling problem of a tightly cooperative supply chain must satisfy the following constraints:

1) The overall processing flow of each supply chain order is fixed, but the processing sequence of each supplier’s order queue can be changed;

2) Each supplier can only process one supply chain sub-order at each time and no interruption is allowed;

3) Each supply chain order \( j \) has a supply chain sub-order processing time \( p_{ij} \) corresponding to supplier \( i \) \((i=1,2, \ldots,m)\), and preparation time and logistics time are included in the processing time.

3 SYSTEM MODELING

Aiming at the task scheduling problem of a tightly coordinated supply chain, this paper proposes a processing method based on Double DTDN to realize the semi-Markov decision-making process for the state and action characteristics of the tightly coordinated supply chain task scheduling problem. The details are shown in Figure 1:
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**Fig 1.** SUPPLY CHAIN SCHEDULING USING Algorithm

3.1 System State Feature Modeling

In this paper, 12 state characteristics are selected to formulate the tasks of the tightly coordinated supply chain and form the basis for judging the busyness of each supplier [19]. Status feature 1 describes the distribution of supply chain order quantities of different suppliers; status feature 2 describes the current workload allocated to each supplier; status feature 3 describes the total workload that each supplier needs to complete from the current status; features 4, 5 describe the longest or shortest processing time of supply chain orders currently in each waiting queue; status feature 6 represents the remaining processing time of the processing job, which in turn characterizes the supplier’s free/busy status; status feature 7, 8 represents the longest or shortest remaining processing time for the supplier to wait to complete the supply chain sub-order; status features 9, 10 describe the ratio of the processing time of the supply chain order at a certain supplier to the processing time at the next supplier; state features 11 and 12 describe whether the supplier can adopt Johnson-Bellman rule heuristic behavior.

3.2 System Action Feature Modeling

This paper selects 11 allocation rules as the action characteristics of the tightly coordinated supply chain tasks based on 113 scheduling performance indicators [20]. Among them, actions 1-8 are common allocation rules for scheduling problems, actions 9, 10 are Johnson-Bellman allocation rules, and action 11 is the first-come-first-processing rule, when there is only one supply chain order in the queue, action 11 would be adopted. When the DDTDN algorithm works, it selects the behavior that suits the current supply chain order queue according to the status value input of each supplier, and then selects the supply chain sub-orders for processing.

3.3 Reward Function

The production cycle is closely related to the busyness of the supplier. Define \( \sigma_i(t) \) as the supplier's free/busy status indicator function:

\[
\sigma_i(t) = \begin{cases} 
0 & \text{Supplier } i \text{ is busy at time } t \\
1 & \text{Supplier } i \text{ is free at time } t 
\end{cases}
\]  

(1)

The reward function is defined as:

\[
r = \sum_{i=1}^{m} \int_{t_{k-1}}^{t_k} \sigma_i(t) \ dt
\]  

(2)

In the formula, \( r \) represents the reward that the system gets when it moves to the state at time \( t_{k+1} \) after executing the behavior at the decision time \( t_k \). Obviously, \( r \) is equal to the inverse number of the total idle time of the supplier in the interval \([ t_k, t_{k+1} ]\).
3.4 Double DTDN Modeling

Suppose the objective function value is \( V_t(S_{t+1}) \), in the DQN algorithm, it is directly calculated from the current neural network, as:

\[
V_t(S_{t+1}) = \max V_{eval}(S_{t+1})
\]  

(3)

The estimated value output by the network model of the DQN algorithm is larger than the true function value, and for different states, the overestimation amplitude will be different, which directly leads to the change of the optimal action strategy selection.

In the DDTDN algorithm, on the basis of the current value function of the subsequent state corresponding to each action calculated by the current neural network, the action corresponding to the largest current value function value is found, namely:

\[
a^{max} = \arg \max V_{eval}(S_{t+1})
\]  

(4)

Then the simulation environment executes the selected action \( a^{max} \) to obtain the corresponding subsequent state \( S'_{t+1} \), and calculate the corresponding value function in the target network, namely:

\[
V_t(S'_{t+1}) = \max V_{target}(S'_{t+1})
\]  

(5)

\( V_t(S'_{t+1}) \) is the value of the objective function we require, so that the over-estimation problem caused by the DQN algorithm is well solved.

The neural network in DDTDN is divided into two types: current neural network (eval_net) and target neural network (target_net) (as shown in Figure 2). The system triggers a learning flag every n steps to perform learning and update the current neural network parameters, besides, the target neural network parameters will be updated at the end of each complete supply chain order. The current neural network and the target neural network have the same network structure (shown in Table 3), the loss calculation method is variance calculation, and the optimizer is the RMSPropOptimizer. What DDTDN seeks is an iterative form of harvest function related to the value function of the next state, which means when performing reinforcement learning, you only need to obtain the value function of the current state and the next state, without obtaining a complete cycle.

![Algorithm implementation steps](image)

**Table 1. DOUBLE DTDN STRUCTURE**

| Layers | Type        | Input dimension          | Output dimension         | Activation function |
|--------|-------------|--------------------------|--------------------------|---------------------|
| 1      | Input layer | (None, Feature size)     | (None, 200)              | ReLU                |
| 2      | Hidden layer| (None, 200)              | (None, 300)              | ReLU                |
| 3      | Hidden layer| (None, 300)              | (None, 400)              | ReLU                |
| 4      | Hidden layer| (None, 400)              | (None, 300)              | ReLU                |
| 5      | Hidden layer| (None, 300)              | (None, 200)              | ReLU                |
| 6      | Hidden layer| (None, 200)              | (None, 100)              | ReLU                |
| 7      | Output layer| (None, 100)              | (None, 1)                | ReLU                |

3.5 Double DTDN Algorithm Training

The DDTDN algorithm flow is shown in Figure 3. The system mainly contains two layers of loops. The inner loop simulates the sub-order processing process of the supply chain, stores the obtained single-step samples in the memory, and updates the current neural network parameters when the learning flag is triggered; the outer loop is used to repeatedly execute the inner layer loop, and update the state transition at the end of each episode, replace the target neural network parameters, and output the optimal production cycle corresponding strategy combination when the episode reaches the set value \( \text{Max\_Episode} \), and record its current neural network parameters.
4 EXPERIMENTAL SIMULATION

4.1 Experimental Platform and Data Set

The experiment was carried out under the environment of Intel Core i5-9300HF 2.40GHz, 16G memory, interpreter python3.7, and deep neural network modeling using TensorFlow.

In order to evaluate the effectiveness of the algorithm in the task scheduling of tightly coordinated supply chain, this paper uses various data sets of different scales to verify it.

The data set includes: the number of suppliers \( m \), the number of pending supply chain orders \( n \), and the pending supply chain sub-order processing time data set. Collect historical supply data of the enterprise, and define the supply chain task for the supply demand of product manufacturing: decompose the supply chain task into multiple (5-20) supply chain orders, and each supply chain order contains multiple sub-orders (5-20), each sub-order is completed by a supplier to complete the construction of the supply chain task data set. In addition, in order to increase the sample size of the data set, the simulation data set is also constructed with reference to the historical supply data of the company to randomly generate the simulation data set, that is, the historical supply data of the company is referred to, and the corresponding processing time curve of the sub-orders of the historical pending supply chain is randomly generated. The sub-order processing time data set.

The experimental data set is generated randomly, and the sub-order processing time of the supply chain obeys a discrete and uniform distribution of 1-100. The size of the test data set includes the number of 4 types of suppliers \( m = 5, 6, 7, 10 \) and the number of 5 types of orders \( n = 5, 6, 7, 10, 20 \), which are set by \( m \) and \( n \), resulting in a total of 6 groups data.

4.2 Experimental Result and Analysis

Comparing the results of the execution of this algorithm with the results of several other common scheduling rules, the results are shown in Table 2. The evaluation criteria of the algorithm in the table are based on the total idle time of the supplier in the entire scheduling process, in seconds, the shorter the idle time is, the better the algorithm scheduling is.

The comparison rules used in the experiment are common allocation rules in scheduling problems. The experimental results show that compared with these common scheduling rules, this algorithm can achieve better results in the above-mentioned supply chain scheduling tasks of different scales. Effectively reduce the waiting time of the supplier's production queue, improve the efficiency of task scheduling in a tightly coordinated supply chain, and increase productivity.

Table 2.

|                | LPT | LPT/TWK | LWKR | MWKR | Johnson1 | Johnson2 | DDTDN |
|----------------|-----|--------|------|------|----------|----------|-------|
| 5_5.xlsx       | 1802| 1752   | 1502 | 2052 | 1777     | 1567     | 1167  |
| 6_6.xlsx       | 2299| 2317   | 2173 | 1927 | 2029     | 1981     | 1645  |
| 7_7.xlsx       | 4006| 3341   | 3593 | 3299 | 3164     | 3852     | 2879  |
| 10_10.xlsx     | 8497| 7727   | 7745 | 7637 | 8387     | 9037     | 7445  |
5 Conclusion

This paper proposes a double deep timing differential neural network (DDTDN) to optimize the task scheduling process of a tightly coordinated supply chain under the condition of only a given processing time for sub-orders of the pending supply chain, and finally get the optimal action strategy group.

The advantages of the proposed algorithm include:

It has learning ability and strong real-time performance. When the neural network training is mature, the past experience patterns are stored in the network parameters, and scheduling decisions can be made in real time.

The development potential is great, and there is a lot of room for development at the moment when the theory of deep neural networks continues to advance and the computing capabilities of computers continue to improve.
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