Many-body meets QM/MM: Application to indole in water solution
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Aromatic chromophores are used as optical probes to investigate the structure of complex biological systems. For this purpose, it is crucial to understand the role of the bio-chemical environment in the modification of their optical properties. Here we present a theoretical method to analyze this aspect on large scale systems, like biologically relevant molecules in aqueous solution. We combine many body perturbation theory with a quantum-mechanics/molecular-mechanics (QM/MM) approach. We include quasi-particle and excitonic effects for the calculation of optical absorption spectra in a QM/MM scheme. In agreement with the experiments, we find that the solvent induces a redshift in the main spectral peak of indole, and we demonstrate this shift originates both from electrostatic and geometrical effects.

1 Introduction

16.6% of the human body weight is due to proteins. Proteins are the second most abundant body constituent after water (61% in weight). They are mostly present inside the cell membranes and regulate a huge variety of functions. They act as enzymes in all the chemical reactions such as the ones involved in the respiration or in metabolism, they play a crucial role in cellular signaling and molecular transport. These are just a small number of the possible functions. Proteins are essential macromolecules without which our bodies would be unable to repair, regulate, assimilate food, or protect themselves.

A protein is essentially a long chain of amino acids. The final shape of the protein depends on the aminoacidic sequence and on the formation conditions. The amino acids forming the proteins in living beings are only 20. Three of them include aromatic rings in the side chain: tryptophan, tyrosin, and phenylalanine. This chemical characteristic enables these three so-called aromatic amino acids to extend their absorption optical spectrum range up to the close ultraviolet region. The optical active part of the molecule is called chromophore. The chromophore of tryptophan is indole and is formed by two aromatic carbon rings (one exagonal and the other pentagonal containing a nitrogen atom, see Figure in abstract). Due to its optical properties, that strongly depend on the particular bio-chemical environment, indole is used as a probe in proteins.

Actually, the analysis of the optical properties of biological systems is often the only possible method to characterize them in their specific bio-chemical environments: the absorption and emission lines of a biomolecule, called spectral signatures, are useful for its identification, and the shift of the signatures induced by the interaction with the environment (called solvatochromic shift or solvatochromism) gives information on the full system.
Theoretical simulations to predict optical properties can help to better understand these systems. A completely ab initio, parameter-free, determination of the excited state properties of materials is very important to interpret the experimental spectra and the chemical features of the system. A problem of biological systems is their large size making the quantum calculations computationally very expensive, and in many cases impossible. A solution to this problem is to combine the quantum mechanics (QM) theoretical methods with molecular mechanics (MM) one by the so-called QM/MM techniques [1, 2]. This theoretical scheme has been applied in the past for the calculation of ground state and optical properties by interfacing methods based on TDDFT [3, 4] with molecular mechanics [5–7]. In this work we show that it is possible to implement a similar interface also for many-body methods (GW and Bethe–Salpeter equation [8–10]) and we apply this scheme to indole in water solution. We investigate the physical reasons of the red shift induced on the lower part of the indole spectrum by the presence of the water solution and compare our results with the one obtained in this work by TDDFT/MM methods.

2 Methods To obtain the optical spectrum we follow a classical scheme involving DFT [11] calculations providing Kohn–Sham solutions, then we obtain the quasi-particle energies by the GW method [8], and finally we solve the Bethe–Salpeter equation (BSE) [9]. The DFT calculations are performed in a QM/MM scheme, by expanding wavefunctions and charge density in plane waves, and by using Tuckerman–Martyna method [12] to avoid Coulomb interactions between periodic quantum replicas. Further details concerning DFT calculations are discussed later.

The GW approximation consists into set the vertex in the Hedin equations [13] equal to a delta function. Under this condition, the time Fourier transform of the proper self-energy $\Sigma(x, x', \omega)$ is a convolution of the Green’s function $G(x, x', \omega)$, with the screened Coulomb potential $W(x, x', \omega)$. The electronic bands are obtained solving the following eigenproblem:

$$\left[ -\frac{\hbar^2 \nabla^2}{2m} + V_H(x) + U_{QM}(x) + U_{QM/MM}(x) \right] \phi_i(x) + \int d^3x_2 \Sigma(x_1, x_2, \epsilon_{OP}^i) \phi_j(x_2) = \epsilon_{QP}^i \phi_j(x_1).$$

(1)

This expression is derived from the Dyson equation for $G$ in Lehman representation [8]. $U_{QM}$ is the electron–ion potential of the QM part, while $U_{QM/MM}$ is the potential felt by the electrons due to the point charges of the MM part. Finally, $\epsilon_{QP}^i$ are the quasi-particle eigenvalues. The main point to be stressed here is that $U_{QM/MM}$ includes the potential induced by the atoms of the classical region. This is a first important assumption to insert the GW method in the QM/MM scheme. Equation (1) has the same form of a KS equation, [11] where the DFT exchange-correlation potential $V_{xc}(x)$ is replaced by the self-energy $\Sigma(x_1, x_2, \epsilon_{OP}^i)$ that acts as a nonlocal potential. Therefore the eigenvalue problem described above can be solved perturbatively considering the KS equation as an unperturbed Hamiltonian and $\Sigma - V_{xc}$ as a perturbative term. The quasi-particle eigenvalues are obtained through the following expression:

$$\epsilon_{QP}^i = \epsilon_{KS}^i + \frac{\langle KS | \Sigma(\epsilon_{OP}^i) - V_{xc} \rangle | KS \rangle}{1 - \langle KS | \frac{\partial^2 \Sigma}{\partial \omega^2} | KS \rangle}.$$

(2)

All the Coulomb interactions, and hence also the one induced by the classical part, are included in the KS eigenvalues $\epsilon_{KS}^i$, and eigenvectors $|KS\rangle$, that are used to calculate the $\Sigma$ in the GW/MM scheme. In Eq. (2) we use a cutoff in the real space for the self-energy to prevent the periodic images of the quantum part to interact with each other, following Ref. [14].

The GW method not only provides a way to calculate the energy bands, but it also allows the calculation of some of the main ingredients necessary to solve the BSE giving the four-point polarization $P^4$ and consequently the optical spectrum ($^4P = ^4P_0 + ^4P_0(v - W)^4P$). These main ingredients are the four-point screened Coulomb interaction $^4W(1234) = ^4W(12)\delta(13)\delta(24)$, and the four-point independent particle polarizability, that in transition space takes the form:

$$p_0^{0123}(n_1n_2n_3n_4)(\omega) = \frac{f_{n_2} - f_{n_1}}{\epsilon_{QP}^i - \epsilon_{QP}^j - \omega} \delta_{n_1n_3}\delta_{n_2n_4}.$$  

(3)

Given these two quantities, the BSE is the same [15] of a all-QM case. The main approximation of this procedure is that we do not consider the excitonic effect due to the presence of electrons in water unoccupied states or holes in water occupied states. We demonstrate in the next section that this approximation can be done for the low absorption energy peaks of indole, and does not induce errors in the spectrum calculation for the specific case of indole in water.

3 Results and discussion We performed a 20 ps hybrid QM/MM Car–Parrinello [16] simulation of an indole molecule (QM part) [17] surrounded by 1376 water molecules treated classically (MM part), with the Amber force field. Since the Full Hamiltonian QM/MM scheme we used [2] is a dual simulation box method, it is not obvious to understand how many water molecules are necessary to correctly reproduce the physical properties of a disordered system such as liquid water at room temperature (300 K). On the other hand, it was clear already at the DFT-independent particle approach (DFT-IPA) that an underestimation of such a number could take to incorrect results for the optical properties: in fact we calculated the absorption spectrum for indole with no water (with indole in the same “distorted” geometrical configuration as if in water), for indole with 2 water molecules, and for indole with 1376 water molecules (Fig. 1). The three spectra are all different. This is due to the long range electrostatic potential of water which acts on indole. Indeed 30–60 water molecules may be enough for...
many hydration properties. However, we decided to use 1376 H2O in order to be on the safe side without the need of convergence tests.

Next, we tested our assumption that the solvent can be treated classically in the calculation of absorption spectra by performing TDDFT calculations [25] for a system where two water molecules were treated at quantum level, and the remaining 1374 classically. The position of the absorption peak is the same (within 0.02 eV) as in the case where all waters were treated within MM. Our result supports the use of this approach for solutes in water [6]. A complete discussion on this subject including an analysis of the hydrogen bonds between solute and solvent is reported in Ref. [26].

For ten snapshots of the QM/MM dynamics (one every 2 ps) we computed the optical spectra at the independent particle level (DFT-IPA) and within TDDFT. The final spectrum was obtained by an average over the snapshots. The convergence of the spectrum was reached already after 6 snapshots, hence the subsequent GW and BSE calculations have been performed on only 6 snapshots.

The calculated DFT and GW HOMO–LUMO gaps [30], averaged over the QM/MM configurations, are 3.8 eV (with standard deviation $\sigma = \pm 0.1$ eV) and 7.2 eV ($\sigma = \pm 0.2$ eV), respectively. The HOMO–LUMO gap calculated by GW method corresponds to the electronic gap, and not to the optical gap. The GW corrections to the gap turned out to be practically constant in all the snapshots considered ($3.4 \pm 0.1$ eV). This fact, already found for liquid water [31], confirms that one can in principle strongly reduce the computational effort, by performing a GW calculation for just one snapshot.

We finally calculate the low energy range of the optical spectrum of indole, by GW–BSE and TDDFT, always as result of an average over the QM/MM snapshots. In Figs. 2 and 3 we report our results together with the calculated absorption spectrum in gas phase. We notice that, in both approaches, the most intense peak ($^1L_a$) is red-shifted on passing from gas phase to the water solution. The same conclusion was obtained by previous theoretical calculations of indole in water based on CASSCF and CASPT2 methods [33]. But, the value we calculate for such a redshift is $\sim 0.2$ eV, in good agreement with experiment (0.18 eV) [32]. On the contrary the CASSCF and CASPT2 prediction for the solvent shift is about 0.06 eV only. Such an underestimation may depend on the geometrical distortion of indole molecule caused by temperature effects due to the solvent and by an explicit H-bonding between water molecules, which were not considered explicitly therein. To quantify the effect of the geometry distortion on such shift, we performed calculations of indole switching on and off the water field in order to separate the geometry effect from the electrostatic ones. The results, presented for a single snapshot in Fig. 4, are obtained by performing additional calculations for the same QM/MM configuration without the water field. The corresponding solvent-shift goes from $-0.1$ eV with water field to $+0.2$ eV (hence, a blue-shift) without water field. This emphasizes the importance of taking into account explicitly the electrostatic interaction with the solvent, since the geometry distortion alone would...
The optical shift enables to understand the nature of their proteins and cell membranes, for which the evaluation of MBPT/MM to other bio-relevant molecules, such as optical calculations.

one snapshot (several, indeed) for carrying out accurate environment.

dipoles. Both effects, and their sum, depend on the particular the electrostatic interaction with the water molecules electric geometrical distortion of indole molecule in the solvent and shift is a consequence of the combination of two effects: the Our GW–BSE calculations further show that the solvent

0.25 eV. As expected [34], CASSCF is much worse, it overestimates by ~1 eV or more, whilst CASPT2 is more accurate (~0.13 eV for the gas phase).

In conclusion, we have included many-body perturbative techniques in a QM/MM scheme. We have applied it, together with a TDDFT/MM approach, to study the optical properties of indole in water solution. Both methods reproduce quantitatively the redshift induced by the solvent.

give, at least for this snapshot, a wrong sign in the solvatochromoshift.

TDDFT underestimates the energy position of the $^1L_a$ peak both in gas phase and in solution by ~0.4 eV, and BSE–GW overestimates them by ~0.3 eV. As expected [34], CASSCF is much worse, it overestimates by ~1 eV or more, whilst CASPT2 is more accurate (~0.13 eV for the gas phase).

In conclusion, we have included many-body perturbative techniques in a QM/MM scheme. We have applied it, together with a TDDFT/MM approach, to study the optical properties of indole in water solution. Both methods reproduce quantitatively the redshift induced by the solvent. Hence the GW–BSE method can be applied to biomolecules in aqueous solution (i.e., in laboratory-realizable conditions) in cases where the TDLDA/GGA approach does not work [35, 36]. Moreover, a better exchange and correlation kernel can be derived from MBPT to improve TDLDA/GGA [37]. Our GW–BSE calculations further show that the solvent shift is a consequence of the combination of two effects: the geometrical distortion of indole molecule in the solvent and the electrostatic interaction with the water molecules electric dipoles. Both effects, and their sum, depend on the particular configuration of the system; this emphasizes the need of including both altogether, and of averaging over more than one snapshot (several, indeed) for carrying out accurate optical calculations.

This work opens the way to further applications of MBPT/MM to other bio-relevant molecules, such as proteins and cell membranes, for which the evaluation of the optical shift enables to understand the nature of their environment.
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