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Abstract. Counterfactual explanations are a popular type of explanation for making the outcomes of a decision making system transparent to the user. Counterfactual explanations tell the user what to do in order to change the outcome of the system in a desirable way. However, it was recently discovered that the recommendations of what to do can differ significantly in their complexity between protected groups of individuals. Providing more difficult recommendations of actions to one group leads to a disadvantage of this group compared to other groups. In this work we propose a model-agnostic method for computing counterfactual explanations that do not differ significantly in their complexity between protected groups.
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1 Introduction

Transparency and fairness are essential building blocks of modern trustworthy decision making systems deployed in the real world [33,23]. Transparency is often realized by means of explanations – i.e. explanations of the system’s behavior are provided to the user [24]. A lot of different explanation methodologies have been developed by researchers establishing the field of eXplainable Artificial Intelligence (XAI) [24]. Developed explanation methodologies include feature relevance/importance methods [15] and examples based methods [1]. Instances of popular example based methods are contrasting explanations like counterfactual explanations [36,34] and prototypes & criticisms [19] – these methods use a set or a single example for explaining the behavior of the system. The aspect of fairness [23] usually refers to the requirement that the output (i.e. predictions) of the systems must not discriminate single individuals or groups of individuals. Individual fairness states that similar individuals must be treated similarly [13] – i.e. the behavior or output of a fair system should not differ significantly between similar individuals. The key problem here is to come up with a suitable definition of similarity. On the other hand, group fairness states that the system
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must not behave significantly different between individuals from different protected groups, which are created based on protected attributes such as gender, race, etc., – i.e. the behavior/output of the system must be independent of the protected attribute. Here the challenges is to model independence of the protected attribute – different modelings give rise to different fairness criteria which contradict each other.

Both aspects, transparency/explanations and fairness, have been extensively studied in the past. Only recently, the research community started to investigated the fairness of different explanation methodologies and discovered that fairness issues might exist there as well. In particular, it was observed that provided explanations might differ significantly between similar individuals or between protected groups of individuals. This becomes problematic especially in case of actionable recourse – i.e. explanations that tell the user what to do in order to observe a different outcome. A common way of achieving actionable recourse is to provide recommendations as explanations such as counterfactual explanations – as some recommendations are easier to fulfill than others, significant differences in these recommendations across groups or similar individuals can therefore disadvantage certain individuals or groups of individuals.

Our contributions We propose a novel model-agnostic method for computing counterfactual explanations, a very popular instance of contrasting explanations, that satisfy a particular notion of group fairness – i.e. the counterfactual explanations should not differ significantly between different protected groups. We also extensively empirically evaluate the performance of our proposed method in several experiments.

The remainder of this work is structured as follows: In Section 2 we review counterfactual explanations and (re-)introduce the group fairness problem of counterfactual explanations with which we are dealing in this work. Next, in Section 3 we propose our methodology for computing group fair counterfactual explanations, which we evaluate empirically in Section 4. Finally, after discussing important characteristics of our proposed method and its broader impact in Section 5 the work closes with a conclusion and summary in Section 6.

2 Counterfactual Explanations

Counterfactual explanations (often just called counterfactuals) are an instance of contrasting explanations, stating changes to the input that lead to a different outcome (i.e. behavior of the system). Counterfactuals can be interpreted as a recommendation of actions that lead to a different specific behavior or output of the system. Since this mimics the way humans explain things – i.e. humans often ask questions like “What needs to be changed in order to observe a different outcome?” –, counterfactuals became quite popular in the XAI community. For illustrative purposes, consider the example of loan application: Imagine you applied for a credit at a bank. Unfortunately, the bank rejects your
application. Now, you would like to know why. In particular, you would like to know what would have to be different so that your application would have been accepted. A possible explanation might be that you would have been accepted if you had earned 500$ more per month and if you had not had a second credit card. In order to keep the explanations “simple” – i.e. easy to understand –, a common approach is to minimize the number of recommended actions by staying as close as possible to the original input. This is formalized in the following definition Definition 1.

**Definition 1 ((Closest) Counterfactual Explanation [36]).** Assume a prediction function $h : \mathbb{R}^d \rightarrow \mathcal{Y}$ is given. Computing a counterfactual $\vec{x}_{cf} \in \mathbb{R}^d$ for a given input $\vec{x}_{orig} \in \mathbb{R}^d$ is phrased as the following optimization problem:

$$\arg \min_{\vec{x}_{cf} \in \mathbb{R}^d} \ell(h(\vec{x}_{cf}), y_{cf}) + C \cdot \theta(\vec{x}_{cf}, \vec{x}_{orig})$$

where $\ell(\cdot)$ denotes a loss function that penalizes deviation of the prediction $h(\vec{x}_{cf})$ from the requested target prediction $y_{cf}$, $\theta(\cdot)$ denotes a penalty for dissimilarity of $\vec{x}_{cf}$ and $\vec{x}_{orig}$, and $C > 0$ denotes the regularization strength.

Note that the actual explanation – i.e. recommendation of actions to change some features in a particular way – is given by the difference $\delta = \vec{x}_{cf} - \vec{x}_{orig}$. Furthermore, $\theta(\cdot)$ can also be interpreted as the complexity of the counterfactual $\vec{x}_{cf}$ – i.e. measuring how difficult it is to execute the recommended changes $\delta$, since changing some features might be easier or more difficult than changing others, and also the amount of change might contribute to the complexity & difficultiness of the explanation. For illustrative purposes, we again consider the previous example of a loan application: While a valid explanation might be to increase the monthly income by 500$, another valid explanation might be to increase monthly income by 400$, canceling a second credit card and having some property as a collateral security. Clearly, the latter one is much more difficult to full fill than the first one – therefore, one would assign a higher score $\theta(\cdot)$ to the latter.

In the remainder of this work, we assume a binary classification problem: In this case, we denote a (closest) counterfactual $\vec{x}_{cf}$ (according to Definition 1) of a given sample $\vec{x}_{orig}$ under a prediction function $h(\cdot)$ simply as $\vec{x}_{cf} = \text{CF}(\vec{x}_{orig}, h)$ and drop the target label $y_{cf}$ because it is uniquely determined.

The counterfactuals $\vec{x}_{cf}$ from Definition 1 are also called closest counterfactuals [18] because they try stay as close as possible to the original input $\vec{x}_{orig}$. However, closest counterfactual are not necessarily plausible & actionable which might hinder they use in practice [37] – there exist numerous extensions [5, 22, 6, 32, 28], that try to improve plausibility & actionability of counterfactuals from Definition 1. The most simple approach for generating plausible,
and therefore hopefully actionable, counterfactuals is to limit the feasible set of solutions to Eq. (1) to a set of training samples – i.e. simply picking the most similar sample from the training set as a counterfactual explanation. While this option is easily implementable and guarantees plausible counterfactuals, it comes however at the price of potentially leaking sensitive information and might therefore pose a privacy issue. Nevertheless, this is the method we use whenever we refer to plausible counterfactuals.

2.1 Fairness of Counterfactual Explanations

In this work, we assume that the individuals are grouped into two so called protected groups \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) based on some sensitive attribute like sex, race, etc. While fairness of the predictions of AI systems is a well known challenge that has been studied for quite some time, potential fairness issues of explanations were only recently discovered by the community. In particular, it was observed that closest counterfactual explanations (Definition 1) might differ significantly between individuals from different groups or also between similar individuals.

In this work, we follow the common fairness notion of counterfactuals as introduced in , that is based on the complexity & difficultiness of the explanation, which is measured by the distance \( \theta(\cdot) \) between the original sample \( \vec{x}_{\text{orig}} \) and the corresponding counterfactual explanation \( \vec{x}_{\text{cf}} \) – we refer to this quantity as the cost of a counterfactual:

**Definition 2 (Cost of a Counterfactual Explanation).** For a given sample \( \vec{x}_{\text{orig}} \in \mathbb{R}^d \) and a classifier \( h(\cdot) \), we define the cost of the corresponding closest counterfactual Definition 1 \( \vec{x}_{\text{cf}} \) as the distance between the original sample and the counterfactual:

\[
\theta(\vec{x}_{\text{orig}}, CF(\vec{x}_{\text{orig}}, h))
\]

where we substituted \( \vec{x}_{\text{cf}} \) with \( CF(\vec{x}_{\text{orig}}, h) \) to stress the dependencies on \( \vec{x}_{\text{orig}} \), \( h(\cdot) \) and the explanation generation method \( CF(\cdot, \cdot) \) itself.

Note that in Definition 2 we completely rely on \( \theta(\cdot) \) for measuring the complexity and costs of the recommended actions by the counterfactual explanation – note that in practice, \( \theta(\cdot) \) must be chosen carefully and might require some domain knowledge.

It can be perceived as problematic if the cost of the counterfactuals (i.e. recommended actions) differs significantly between protected groups of individuals (e.g. males vs. females) or between similar individuals, since achieving the algorithmic recourse would be much easier for the individuals getting low-cost explanations than those getting high-cost (i.e. more difficult to execute) explanations – this would disadvantage certain groups of individuals which violates social norms of fairness. For illustrative purposes, we again come back to our running example of loan applications: For instance, it can be considered as unfair if the counterfactual explanations presented to males on average ask only for a minor increase in their monthly income while those presented to
females ask for a major increase in their monthly income. We formalize this intuition of group fairness of counterfactual explanations by using the definition of a cost (Definition 2) of a counterfactual:

**Definition 3 (Group Fair Counterfactual Explanation).** We say that counterfactual explanations are fair iff their costs (Definition 2) do not differ significantly between the different groups [17,31] – i.e. the distributions of $\theta(\cdot)$ are “sufficiently similar”:

$$p_{\tilde{x}_{\text{orig}} \sim \mathcal{D}_1} \left( \theta(\tilde{x}_{\text{orig}}, \text{CF}(\tilde{x}_{\text{orig}}, h)) \right) \approx p_{\tilde{x}_{\text{orig}} \sim \mathcal{D}_2} \left( \theta(\tilde{x}_{\text{orig}}, \text{CF}(\tilde{x}_{\text{orig}}, h)) \right) \quad (3)$$

Since dealing with the entire distribution $p_{\tilde{x}_{\text{orig}} \sim \mathcal{D}_i}$ might be too complicated, we relax and reduce Eq. (3) to the expected value [31]:

$$\mathbb{E}_{\tilde{x}_{\text{orig}} \sim \mathcal{D}_1} \left[ \theta(\tilde{x}_{\text{orig}}, \text{CF}(\tilde{x}_{\text{orig}}, h)) \right] \approx \mathbb{E}_{\tilde{x}_{\text{orig}} \sim \mathcal{D}_2} \left[ \theta(\tilde{x}_{\text{orig}}, \text{CF}(\tilde{x}_{\text{orig}}, h)) \right] \quad (4)$$

which can be easily estimated using given sets of samples.

**Existing work from literature** In order to achieve group fairness of counterfactual explanations – i.e. satisfying Eq. (3) – in case of a support vector machine (SVM), the authors of [17] propose to change the training of the SVM such that the counterfactual explanations satisfy the group fairness criterion Eq. (4). More specifically, they propose an iterative method where they add recourse constraints to the original SVM optimization problem. In addition, they also propose a model-agnostic method where they iteratively generate samples using LIME [30] that are used to retrain the original classifier $h(\cdot)$ using these samples.

However, to the best of our knowledge, all existing methods either focus on specific models and/or do not consider changing the model-agnostic algorithm CF($\cdot$, $\cdot$) for computing the final counterfactuals that satisfy Eq. (3). In this work, we aim to address this research gap by proposing a model-agnostic algorithm CF($\cdot$, $\cdot$) for computing group fair counterfactual explanations (see Section 3) without retraining or changing the given model $h(\cdot)$.

### 3 Computing Group Fair Counterfactual Explanations

In order to achieve the relaxed group fairness of counterfactual explanations (Definition 3) as stated in Eq. (4), we propose to change the method CF($\cdot$, $\cdot$) for computing counterfactuals. More specifically, we propose to extend Eq. (4) as follows:

$$\min_{\tilde{x}_{\text{cf}} \in \mathbb{R}^d} \theta(\tilde{x}_{\text{orig}}, \tilde{x}_{\text{cf}}) + C_0 \cdot \ell(h(\tilde{x}_{\text{cf}}), y_{\text{cf}}) + C_1 \cdot \max(z - \theta(\tilde{x}_{\text{orig}}, \tilde{x}_{\text{cf}}))$$

where $z \sim p(\theta(\tilde{x}_{\text{orig}}, \tilde{x}_{\text{cf}})) \quad (5)$

where the only difference to Eq. (4) is the addition of the last regularization term $C_1 \cdot \max(z - \theta(\tilde{x}_{\text{orig}}, \tilde{x}_{\text{cf}}))$ in Eq. (5) which adds a penalty if the distance (i.e.
Algorithm 1 Computing Group Fair Counterfactual Explanations

**Input:** A classifier \( h(\cdot) \); Samples grouped into two groups \( D_1 \) and \( D_2 \) based on their binary sensitive attribute; Regularization strengths \( C_0, C_1 > 0 \)

**Output:** Group fair counterfactuals \( \vec{x}_{cf} \)

1. \( \triangleright \) **Initialization step**
2. \( \triangleright \) Compute the cost of counterfactual explanation for all samples in both sets
3. \( Z_1 = \{ \theta(\vec{x}_{orig}, CF(\vec{x}_{orig}, h)) \mid \vec{x}_{orig} \in D_1 \} \)
4. \( Z_2 = \{ \theta(\vec{x}_{orig}, CF(\vec{x}_{orig}, h)) \mid \vec{x}_{orig} \in D_2 \} \)
5. \( \triangleright \) Check which of the two groups is disadvantaged compared to the other
6. \( Z = \emptyset \)
7. if \( \frac{1}{|Z_1|} \sum_{z_i \in Z_1} z_i > \frac{1}{|Z_2|} \sum_{z_j \in Z_2} z_j \) then
8. \( Z = Z_1 \)
9. else
10. \( Z = Z_2 \)
11. end if
12.
13. \( \triangleright \) **Main step**
14. \( \triangleright \) For all new samples \((\vec{x}_{orig}, y_{orig})\) we compute a group fair counterfactual as follows:
15. \( z = \text{RANDOM CHOICE}(Z) \) \( \triangleright \) Select a random cost from the disadvantaged group
16. \( \triangleright \) Compute the group fair counterfactual by solving Eq. (5)
17. \( \vec{x}_{cf} = \arg\min_{\vec{x}_{cf} \in \mathbb{R}^d} \theta(\vec{x}_{orig}, \vec{x}_{cf}) + C_0 \cdot \ell(h(\vec{x}_{cf}), y_{cf}) + C_1 \cdot \max(z - \theta(\vec{x}_{orig}, \vec{x}_{cf})) \)

Cost/complexity) of the counterfactual \( \vec{x}_{cf} \) is larger than some particular value \( z \) sampled from the distribution of distances (i.e. costs) \( \theta(\cdot) \) of the disadvantaged group – by this we make sure that the difference between the advantaged and disadvantage group disappears on average. Note that for this, we need access to a set of samples (including their counterfactual explanation) from the disadvantaged group, so that we can estimate \( \mathbb{E}[\theta(\vec{X}_{orig}, \vec{X}_{cf})] \) since we do not know the true distribution. For practical purposes, we suggest to simply select the distance (i.e. cost) of a random sample from the disadvantaged group as a value of \( z \) – by this we obtain a randomized algorithm/method for computing counterfactual explanations and the counterfactuals are no longer deterministic. After we obtained a value of \( z \), we can solve Eq. (5) either by using any black-box solver, like for instance Downhill-Simplex, resulting in a closest counterfactual or we could obtain a plausible counterfactual by simply select a sample from the training set \( D_1 \cup D_2 \) that minimizes Eq. (5). The entire proposed methodology for computing group fair counterfactual explanations is described in full detail in Algorithm 1.

Note that the major advantage of this approach, compared to existing methods [17], is that the model \( h(\cdot) \) remains untouched – i.e. we do not assume that we have access to model internals, or more crucially, that we are able to retrain the entire model which might be quite costly in practice – which perfectly aligns with the model-agnostic paradigm of counterfactual explanations [36].
4 Experiments

We empirically evaluate our proposed method (Algorithm 1) for generating group fair counterfactual explanations on a diverse set of data sets and classifiers. We also consider and compare our proposed method (Algorithm 1) for two different types of counterfactuals: Closest counterfactuals (Definition 1) and plausible counterfactuals (i.e. samples from the training set). The Python implementation, including all necessary details for reproduction, of the experiments is publicly available on GitHub.

4.1 Data

Credit card clients data set The Credit card clients data set [39] (Credit) contains 30000 data records of customers used for default payment prediction. Each record is described by 23 attributes (8 categorical, 14 numerical and 1 binary). The sensitive attribute is “sex” but we also remove “age” and “marriage”.

Communities & Crime data set The Communities & Crime data set [12] (Crime) contains 1994 socio-economic data records from 46 states in the USA. Following the preprocessing as suggested in [20], we are left with 100 encoded attributes and that are used to predict the crime rate (low crime rate vs. high crime rate). The sensitive attribute is “race”.

Law school data set The Law school data set [38] (Law) contains 20798 law school admission records. Each record (student) is described by 12 attributes (3 categorical, 3 binary and 6 numerical). The binary target attribute describes whether the student as admitted or not. The sensitive attribute is “sex” but we also remove the attribute “race”.

4.2 Setup

We run the following procedure, for every data set and classifier – we consider logistic regression (Logreg), decision trees (Dectree) and Gaussian naive Bayes (GNB) –, in a 3-fold cross validation:

1. Build the classifier using all available training data – i.e. ignore any group assignments based on sensitive attributes – but sensitive attributes are NOT included as features.
2. Compute two counterfactual explanations for each sample of all test samples that are classified correctly – the closest counterfactual (Definition 1) is computed by using [8] and for a plausible counterfactual we simply select the sample from the training set that minimizes Eq. 1. We then group these samples and their counterfactuals according to the sensitive attribute.

https://github.com/HammerLabML/ModelAgnosticGroupFairnessCounterfactuals
3. Use Algorithm 1 to compute group fair counterfactuals of all correctly classified samples. Again, we solve Eq. (5) in two different ways: A closest counterfactual by solving Eq. (5) using the Downhill-Simplex method, and a plausible counterfactual by limiting the set of feasible solutions of Eq. (5) to the training set.

For the purpose of evaluating our proposed method Algorithm 1, we compare the costs per group of the closest counterfactuals (Definition 1) with those of the group fair counterfactuals (Definition 3).

4.3 Results

Table 1. Results for closest counterfactuals – we report the median cost of counterfactuals (Definition 2), all number are rounded to two decimal points.

| Clf  | Data set | Group-0 | Group-1 | Group-0-Fair | Group-1-Fair | Diff | Diff-Fair |
|------|----------|---------|---------|--------------|--------------|------|-----------|
| Logreg | Credit   | 0.96    | 0.97    | 1.62         | 1.65         | 0.01 | 0.03      |
|       | Crime    | 1.75    | 1.2     | 2.06         | 1.91         | 0.55 | 0.15      |
|       | Law      | 1.8     | 1.81    | 2.6          | 2.63         | 0.01 | 0.02      |
| Dectree | Credit  | 0.23    | 0.25    | 0.43         | 0.43         | 0.02 | 0.0       |
|        | Crime    | 1.52    | 1.06    | 1.61         | 1.52         | 0.46 | 0.09      |
|        | Law      | 0.46    | 0.45    | 0.76         | 0.75         | 0.01 | 0.01      |
| GNB   | Credit   | 6.71    | 6.39    | 10.26        | 10.01        | 0.32 | 0.24      |
|       | Crime    | 7.06    | 5.47    | 7.21         | 8.16         | 1.59 | 0.95      |
|       | Law      | 5.71    | 5.73    | 6.93         | 6.95         | 0.02 | 0.02      |

Table 2. Results for plausible counterfactuals – we report the median cost of counterfactuals (Definition 2), all number are rounded to two decimal points.

| Clf  | Data set | Group-0 | Group-1 | Group-0-Fair | Group-1-Fair | Diff | Diff-Fair |
|------|----------|---------|---------|--------------|--------------|------|-----------|
| Logreg | Credit   | 3.81    | 3.65    | 10.33        | 10.41        | 0.17 | 0.08      |
|       | Crime    | 62.1    | 55.34   | 61.86        | 61.62        | 6.76 | 0.24      |
|       | Law      | 4.25    | 4.31    | 5.30         | 5.33         | 0.06 | 0.03      |
| Dectree | Credit  | 3.03    | 2.96    | 10.13        | 10.15        | 0.07 | 0.02      |
|        | Crime    | 63.04   | 53.92   | 61.73        | 62.32        | 9.12 | 0.59      |
|        | Law      | 2.89    | 2.97    | 6.06         | 6.41         | 0.08 | 0.35      |
| GNB   | Credit   | 4.47    | 4.18    | 9.87         | 10.14        | 0.28 | 0.26      |
|       | Crime    | 74.42   | 60.36   | 58.88        | 61.06        | 14.05 | 2.18     |
|       | Law      | 5.11    | 5.16    | 4.63         | 4.63         | 0.05 | 0.01      |

A summary of results for the closest counterfactuals are shown in Table 1 and the results for plausible counterfactuals are shown in Table 2. We observe
Fig. 1. Normal vs. group fairness constrained counterfactuals: Group wise cost of closest counterfactuals for a decision tree classifier on the Communities & Crime data set.
two things: First, not all scenarios show group fairness issues – i.e. in some cases there is no significant difference in the costs across the different groups. Second, if there is a significant difference, our method almost always improves the group fairness significantly – i.e. the difference in the costs across different groups is much smaller, which we additionally illustrate in Figure 1 for the particular scenario of closest counterfactuals of a decision tree classifier on the CommunitiesCrime data set. We do not observer any difference between closest and plausible counterfactuals. These findings demonstrate the strong performance of our proposed model-agnostic method for computing group fair counterfactual explanations.

5 Discussion & Broader Impact

Advantages. The key advantage of our proposed method over existing work is that it is completely model-agnostic – i.e. we do not assume access to any model internals or that we are able to retrain the model.

Computational complexity. Before we can compute group fair counterfactuals, we first have to compute counterfactual explanations of all samples from the training set that is used to estimate the distribution of costs. The computational complexity of this step mainly depends on the number of samples and the classifier $h(\cdot)$, since the computational complexity of computing a counterfactual varies significantly between different classifiers and how many assumptions we can make on the classifier [4]. However, this initial step has to be done only once and does not need to be repeated if the data distribution and model do not change. The computation of the group fair counterfactual is then done by solving Eq. (5) using a black-box method like Downhill-Simplex method.

Limitations. There exist two potential limitations of our proposed method: First, the initialization step of Algorithm 1 assumes access to a sufficiently large set of training samples that can be used to estimate the costs of counterfactuals across the two protected groups. In practice, it might be challenging to obtain enough samples from a minority group in order to reliably estimate the cost of the counterfactuals. Furthermore, the computation of these counterfactuals induces some computational costs as discussed above. Second, the advantage of being model-agnostic, and not considering any special cases where we might have access to model internals, comes at the price that we can not exploit any structure of $h(\cdot)$ for efficiently computing a group fair counterfactual by solving Eq. (5). As a consequence, we have to rely on computationally expensive methods for solving Eq. (5). Note that this is in contrast to the initialization step of Algorithm 1, where we have to compute normal counterfactuals and can exploit any structure or access to model internals if those are available.

Broader impact. Counterfactual explanations are widely used in practice to provide users with actionable feedback how to change the outcome of a decision making system. Potential fairness issues, as described in this work, are therefore harmful to individuals and must be eliminated as much as possible. We therefore expect that our proposed method have a high impact in practice.
as it can significantly improve the fairness of counterfactual explanations. Because it is completely model-agnostic, it can be applied to any models used by practitioners, and our publicly available Python implementation of Algorithm 1 is easy to use and therefore allows a direct and seamless integration into existing XAI pipelines.

6 Summary & Conclusion

In this paper, we looked into the issue of group fairness of counterfactual explanations, and proposed a model-agnostic method for computing group fair counterfactuals. We empirically evaluated our proposed algorithm on a diverse set of experiments and observed a strong performance. The key advantage over existing methods from literature is that our method does not need access to the model or have to retrain the model – i.e. our method is completely model-agnostic and can be applied to any model that is going to be explained by counterfactuals.

Based on this work, there emerge a couple of potential directions for future research:

– In this work we ignored any potential access to model internals or structure of \( h(\cdot) \) for computing group fair counterfactuals. However, as it was shown in [4], exploiting model internals can lead to much more efficient algorithms for computing normal closest counterfactuals (Definition 1). In this context it would interesting and relevant to study how such available knowledge could be exploited for computing group fair counterfactuals by solving Eq. (5).

– As discussed, the initialization step of Algorithm 1 has to be recomputed if the data distribution or \( h(\cdot) \) changes. Since the initialization step can be computationally expensive, it would be relevant to study if and how an adaptation of this initialization step is possible in case of any changes in the data distribution or the model \( h(\cdot) \).
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