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ABSTRACT

Machine learning models achieve state-of-the-art performance on many supervised learning tasks. However, prior evidence suggests that these models may learn to rely on “shortcut” biases or spurious correlations (intuitively, correlations that do not hold in the test as they hold in train) for good predictive performance. Such models cannot be trusted in deployment environments to provide accurate predictions. While viewing the problem from a causal lens is known to be useful, the seamless integration of causation techniques into machine learning pipelines remains cumbersome and expensive. In this work, we study and extend a causal pre-training debiasing technique called causal bootstrapping (CB) under five practical confounded-data generation-acquisition scenarios (with known and unknown confounding). Under these settings, we systematically investigate the effect of confounding bias on deep learning model performance, demonstrating their propensity to rely on shortcut biases when these biases are not properly accounted for. We demonstrate that such a causal pre-training technique can significantly outperform existing base practices to mitigate confounding bias on real-world domain generalization benchmarking tasks. This systematic investigation underlines the importance of accounting for the underlying data-generating mechanisms and fortifying data-preprocessing pipelines with a causal framework to develop methods robust to confounding biases.
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1 INTRODUCTION

Machine learning (ML) models have achieved state-of-the-art performance on safety-critical tasks ranging from self-driving cars [6] to disease prediction [14, 18]. In many real settings, models are found to rely on specific biases present in their training environment as “shortcuts” for successful prediction [4, 15, 25]. For instance, Zech et al. [57] found that deep learning models exploited chest X-ray data’s hospital of origin, rather than disease-specific features, to detect pneumonia. Zhang et al. [60] showed that language models capture relationships between gender and medical conditions which exceed biological associations. Other studies have uncovered a worrisome reliance on gender in models trained for recommending jobs [13], and race in prioritizing patients for medical care in spite of comparable risk [33]. In these cases, the hospital of origin or person’s gender and race act as the source of “shortcut” bias respectively. This is known as confounding bias and occurs when some attributes are systematically correlated to the prediction label and data features. A naively trained model learns to rely on the confounding biases rather than the true association between data features and outcomes. This effectively obscures a model’s ability to learn the true relationship between data and outcome [20, 37].

When deployed in an environment where these spurious associations change or no longer exist, the model performs poorly. While understanding the problem from the lens of causation can be powerful, most causal techniques (e.g. Peters et al. [40], Subbaswamy et al. [50]) scale poorly with respect to the number of variables in the learning problem in terms of computational complexity. As such, the integration of causation tools into the machine learning pipeline remains cumbersome and expensive. Further, to reliably debias models, a careful augmentation to the training pipeline is required. Existing work has primarily sought to address this challenge using...
expensive model specific training procedures [2, 27, 42, 54, 58]. On the other hand, pre-training methods for debiasing have received relatively little attention in the literature [10, 29]. One baseline pre-rotation training method is to use domain knowledge to select features we think are predictive of the label and want the model to learn upon. However, this does not explicitly account for possible biases, e.g., chest x-ray data to predict disease labels without accounting for possible hospital metadata biases [57]. Others resort to utilizing as many features as possible to rely on models themselves to filter out spurious correlations [16, 52]. In some cases, we explicitly account for confounding, by upsampling data w.r.t the confounding to ensure invariances to confounding bias (simple data augmentation) [15, 17, 35, 46, 61]. Such information is not always explicit, resulting in bias mis-specification [15, 54]. To address these problems, we study causal bootstrapping (CB) – data re-sampling based on causal information – as proposed by Little and Badawy [30] which uses prior knowledge of the data generating process to debias models. Their utility however has only been tested for simple data generation scenarios and evaluated on simple model classes, such as random forest and logistic regression. To the best of our knowledge, there has been no study analyzing causal pre-training debiasing techniques like CB for learning unbiased deep models.

In this work, we first perform a systematic analysis to provide evidence that complex deep neural network models are prone to confounding biases. We extend CB, by deriving CB weights under more complex and realistic data acquisition scenarios and analyze their debiasing performance. We contrast CB with existing popular pre-training methods, including data-augmentation, to demonstrate benefits of a causal perspective in pre-training debiasing without additional training costs. We study these methods under five acquisition scenarios motivated by realistic settings: a) observed confounding, b) observed confounding with mediator (a variable that directly influences the input based on the label, and is affected by confounding only through label), c) partially observed confounding with a mediator, d) unmeasured confounding with a mediator, e) observed confounding with biased level of care.

We demonstrate our results on synthetic and semi-synthetic data with synthesized and real-world shifts using six datasets: CelebA [31], ChestXray18 [55], CheXpert [23], MIMIC-CXR [26], Camelyon17 [3] and PovertyMap [56] from the recent WILDS benchmark [28]. We demonstrate benefits of proposed pre-training method to train models that generalize to unseen test environments, providing evidence that such methods help deep networks rely on generalizable associations in the data as opposed to spurious ones. Our observations are as follows:

1) Deep networks trained on selected “predictive” features without accounting for biases tend to rely on bias signals for prediction. While this effect is small when correlations are low, the reliance on confounding increases as these correlations increase. This is shown as a drop in performances of up to 40% on test sets with different bias-label correlations for simulated multivariate Gaussian data and up to 50% for real-world medical data.

2) Models trained with all available features without adjusting for the confounding, perform poorly when spurious correlations are high. We observe this across all five evaluation scenarios in all six datasets.

3) While simple data-augmentation performs well when the source of confounding is known, CB is the only method able to leverage causal information to perform well when the confounding is unknown. CB only needs the appropriate causal quantity to be identified.

4) Our real-world analyses provides strong evidence that models debiased using CB do not learn on confounding bias, and hence show similar performance on test data with unknown changes in confounding bias-label correlations.

2 RELATED WORK

Supervised ML models have been shown to learn on spurious confounding [7, 51, 62], with many rigorous solutions recently proposed to tackle this problem [1, 19, 30, 39]. We summarize methods used during either model pre-training and in-training.

2.1 Pre-training Debiasing of Data

Several methods have been proposed to address biased data prior to model training. Chyzhyk et al. [10] propose “anti” mutual-information sub-sampling to create de-biased samples. However it does not guarantee marginal distributions are retained. Landeiro and Culotta [29] use predictive models to learn unobserved confoundings from a few samples with measured confounding. These methods are restricted to either a single measured confounder, or a pre-specified bias for many inputs. Another approach to remove confounder influence is matching samples to improve data balance. Given the kind of bias, when additional examples can be collected like in Panda et al. [35] or supplied through generating functions for images [15] or text [45], the training data itself can be de-confounded. However, building a generative model with pre-defined bias types can easily suffer from bias mis-specification and lacks practicality. If specific information about which parts of the causal graph to be invariant to is known, Subbaswamy et al. [50] and Subbaswamy and Saria [49] present a causal algorithm for identifying the corresponding stable distribution independent of these biases. Usually specifying this information requires domain expertise. Instead, we focus on removing all sources of confounding. Also, unlike the work on causal transportability in Pearl and Bareinboim [38], we do not assume access to multiple heterogeneous sources with distinct experiments. We note that “A Causal bootstrap” by Imbens and Menzel [22] has a similar name, but proposes to resolve statistical issues in average causal effect estimates, as opposed to our work in confounding bias.

2.2 In-training Debiasing of Models

Several methods improve training procedures to learn models invariant to confounding bias. Arjovsky et al. [1], Heinze-Deml et al. [19], Peters et al. [39] use multiple datasets from various sources to construct predictors that exploit invariant information within them during training. Other approaches have proposed removing predictability of bias based on input/outcome through domain adversarial losses [54] or mutual information minimization [27]. These methods depend on the knowledge of bias for every sample, which is often difficult to enumerate. A few in-training approaches explored in the context of algorithmic fairness, encourage independence to the sensitive attribute [42, 58]. While, Bahng et al. [2], Zhang et al. [59] propose methods where explicit knowledge of
confounding is not essential, they still require a bias-characterising model. When explicit knowledge of bias is unavailable, but data from a specific target environment is, domain adaptation has been used to re-weight samples from the source for their likelihood on the target [5, 8, 11, 12, 44]. In contrast, we address known and unknown confounding biases without access to target data.

### 3 METHODS

To explore the effect of pre-training debiasing on deep networks, we use causal machinery to design our framework. We then demonstrate how pre-training methods rely on spurious correlations. Next, we extend causal bootstrapping to general data-acquisition mechanisms (under certain conditions) and show its debiasing capabilities.

We first introduce notations and preliminaries.

**Notations and preliminaries.** Capital letters $X, Y, Z, D$ and $U$ represent random variables while $x, y, z, d$ and $u$ are their realizations. Multi-dimensional random variables and realizations are in bold i.e. $X$ and $x$. We represent data acquisition scenarios using causal graphs (Fig. 1). In a causal graph, nodes represent (observed or unobserved) variables of interest and directed edges represent their causal dependence [37]. Variables with a bidirectional (dotted) edge have a latent (unknown) common cause which acts as confounding, shown as a black node. Usually, $X, Z, D, U$ represent covariates. Note that they are not always collected i.e. we only know of their presence. $Y$ denotes the target label to be learned.

| Term            | Definition                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| Confounded data | Data samples from a process that has confounding bias. (e.g. processes in Figure 1 are all confounded) |
| Unconfounded data | Data samples from a process that does not have confounding bias.                 |
| Deconfounded data | Data samples from a process that has confounding bias, but is debiased by a pre-training method. |

**Table 1: Common terms used in the paper**

### 3.1 Problem Setup

Once we know the underlying causal data-acquisition process, it is easy to transparently see the sources of spurious correlation which could act as confounding. For example, an underlying disease like pneumonia, $Y$ causes symptoms to manifest in a patient’s X-ray, $X$. If the data-acquisition method, $U$ (e.g., X-ray machine) to acquire data $X$ (X-Rays) is correlated with the outcome $Y$ (presence of pneumonia), then $U$ acts as a confounding since it now affects both the symptoms $X$ (X-ray quality) and outcome $Y$. This is shown by arrows $U \rightarrow X$ and $U \rightarrow Y$ creating a path $Y \leftarrow U \rightarrow X$. $U$ is called confounding bias, see Fig. (1a). To train models that predict disease label $Y$ based on patient symptoms $X$ [33, 57], one must mitigate direct effects from the confounding $U$ to the label $Y$ for which we will need interventional distributions.

**Interventional distribution:** An interventional distribution is one that is induced by local interventions on variables in a causal graph. The intervention breaks the causal relationship between the intervened variable and its parents. If we intervene on $Y$ and we’re interested in characterizing the distribution over $X$, the corresponding interventional distribution is denoted by $P(x|do(Y = y))$. For e.g., in Fig. 1a, the value of $Y$ is fixed to some $y$ irrespective of the influence from $U$.

Interventional distributions can be directly used to predict labels $Y$ free of the spurious correlation with $U$ as in Subbaswamy et al. [50]. Here, for simple case of Fig. (1a): $P(y|x, do(y)) \propto P(x) \times P(y|x, u)P(u)$, these models cannot be scaled to high-dimensional data. Instead, to learn a confounding free model, we sample from an interventional distribution. Since the goal is to learn labels $Y$ without being directly influenced by the confounding, $U$ (and unknown confounding), the desired interventional distribution we want samples from is denoted by $P(x|do(y))$. Having samples from $P(x|do(y))$ instead of $P(x|y)$ ensures that the incoming edge from $U$ to $Y$ is broken, so that a deconfounded sample (i.e. $X, Y$ pairs) has no direct influence from the confounder $U$. Samples drawn from this interventional distributions are the de-confounded data (see Table 1) that will be used to train an unbiased model trying to learn the conditional $P(y|x)$ [38]. However, this target interventional distribution is not always identifiable.

### Theorem 1 (see [37]).

**For disjoint variable sets $V, W \subseteq O$ in a causal model, the effect of an intervention $do(v)$ on $V$ is said to be identifiable from the joint distribution over all variables $P(O)$ in the causal graph $G$ over $O$, if $P(W|do(v))$ is (uniquely) computable from $P(O)$ in any causal model which induces $G$.**

A causal effect is identifiable, if such an expression can be found by applying the rules of do-calculus repeatedly. This follows directly from the definition of identifiability due to the fact that all observational distributions are assumed identical for the causal models that induce $G$ [37]. We apply rules of do-calculus in order to obtain an interventional distribution of interest [36]. The interventional distribution, if it exists, can be equivalently obtained using the ID algorithm [53]. Applying these rules requires knowledge of the acquisition process $G$ and other variables (here, $U, Z, D$).

**do-calculus.** We briefly review the rules of do-calculus. The purpose of do-calculus is to represent the interventional distribution $P(x|do(y))$ using only observational probabilities. Let $X, Y$ and $Z$ be pairwise disjoint sets of nodes in graph $G$. Here $\mathcal{G}_{T,Z}$ means the graph that is obtained from $G$ by removing all incoming edges to $Y$ and all outgoing edges of $Z$. Let $P$ be the joint distribution of all observed and unobserved variables. The following rules hold [36]:

1. **Insertion and deletion of observations:**
   \[
P(x | z, w, do(y)) = P(x | w, do(y)), \quad \text{if } (X \perp Z | Y, W)_{\mathcal{G}_{T,Z}}
   \]

2. **Exchanging actions and observations:**
   \[
P(x | w, do(y), do(z)) = P(x | z, w, do(y)), \quad \text{if } (X \perp Z | Y, W)_{\mathcal{G}_{T,Z}}
   \]

3. **Insertion and deletion of actions:**
   \[
P(x | w, do(y), do(z)) = P(x | w, do(y)), \quad \text{if } (X \perp Z | Y, W)_{\mathcal{G}_{T,Z,W}}
   \]
   where $Z(W) = Z \{\text{Ant}(W)\}_{\mathcal{G}_{T}}$

The expressions of all identifiable causal effects can be derived by using the three rules, implying do-calculus is complete [47].
We now describe pretraining debiasing methods in the context of causal data-acquisition processes. We compare commonly used methods that i) explicitly attempt to address the challenge of confounding bias to create de-confounded models and ii) those that do not and instead create confounded models. De-confounded models: Trained on data that is first de-confounded by some pre-training, e.g., Data-augmentation (DA), to proactively account for the confounding bias. This deconfounded data is subsequently used to train the model. These techniques will only use the data X from de-confounded sample to predict Y.

Confounded models: Directly trained on confounded data i.e. the original biased data. These correspond to methods that are either trained on all available data variables X, Z, D, U or a subset thereof from the confounded data to predict Y.

3.2 De-Confounding Methods

Data augmentation (DA). In DA, we upsample in proportion to the training data for every specific confounding [15, 17, 35, 61]. While this is an effective method when the source of confounding is known, the number of samples required to re-balance [38] or building generative models [15] with pre-defined bias types can be prohibitive [41]. When the source of confounding itself is unknown, simple data augmentation procedures cannot be used. In DA, for label Y, number of samples for each value of U is rebalanced by upsampling. Therefore, DA can successfully be applied for scenarios in Fig.(1a), Fig.(1b) and Fig.(1e). It can only partially remove confounding for Fig.(1c) and cannot be applied to Fig.(1d) at all.

Causal bootstrapping (CB). Causal bootstrapping [30] is a sampling strategy that augments classical bootstrap re-sampling with casual information of the data acquisition process to generate samples from the interventional distribution we want to model. Any standard ML method can then be applied to the de-confounded data to train a de-confounded predictor. Thus, we can use out-of-the-box ML algorithms to train powerful, debiased models. We first derive the interventional distributions for the three cases in Fig. (1c), Fig. (1b), and Fig.(1e) not derived in Lible and Badawy [30]:

Partially Observed Confounding with Mediator (Fig. 1c): To identify the $P(x|do(y))$, we begin with factorization:

$$P(x|do(y)) = \sum_{u,z} P(x | u, z, do(y))P(z | do(y))P(u | do(y))$$ (1)

(1) The term $P(x | u, z, do(y))$ in the sum is simplified by repeatedly using rule 2 and rule 3 of do calculus as:

$$P(x | u, z, do(y)) = \sum_{y} P(x | u, y, z)P(y | u)$$ (2)

(2) The term $P(z | do(y))$ in the sum is simplified using rule 2:

$$P(z | do(y)) = P(z | y), \text{ b.c. } (Z \perp Y)_{\partial z}$$ (3)

(3) The term $P(u | do(y))$ in the sum is simplified using rule 3:

$$P(u | do(y)) = P(u), \text{ b.c. } (U \perp Y)_{\partial u}$$ (4)

(4) Finally combining Eq. (2), Eq. (3) and Eq. (4) into Eq. (1):

$$P(x|do(y)) = \sum_{u,z} \left( \sum_{y} P(x|u, y', z)P(y'|u) \right) P(z|y)P(u)$$ (5)

Observed Confounding with Mediator (Fig. 1b): Similar to the previous scenario, we begin with the factorization:

$$P(x | do(y)) = \sum_{u,z} P(x | u, z, do(y))P(z | do(y))P(u | do(y))$$ (6)

(1) The term $P(x | u, z, do(y))$ is simplified using rule 3:

$$P(x | u, z, do(y)) = P(x | u, z), \text{ b.c. } (X \perp Y | Z, U)_{\partial x}$$ (7)

(2) $P(z | do(y))$ is simplified using rule 2 similar to Eq.(3). Similarly, $P(u | do(y))$ is simplified using rule 3 similar to Eq.(4). Finally combining Eq. (7), Eq. (3) and Eq. (4):

$$P(x | do(y)) = \sum_{u,z} P(x | u, z)P(z | y)P(u)$$ (8)

Biased care with observed confounding (Fig. 1e): Factorizing to obtain the conditional intervention distribution:

$$P(x | do(y)) = \sum_{u,d} P(x | u, do(y))P(d | u, do(y))P(u | do(y))$$ (9)

(1) The term $P(x | u, do(y))$ in the sum is simplified using rule 2:

$$P(x | u, do(y)) = P(x | u, y), \text{ b.c. } (X \perp Y)_{\partial x}$$ (10)

(2) The term $P(d | u, do(y))$ in the sum is simplified using rule 2:

$$P(d | u, do(y)) = P(d | u, y), \text{ b.c. } (D \perp Y)_{\partial d}$$ (11)

(3) $P(u | do(y))$ is simplified using rule 3 similar to Eq.(4). Finally we combine Eq. (10), Eq. (11) and Eq. (4) into Eq. (9):

$$P(x | do(y)) = \sum_{u,d} P(x | u, y)P(d | u, y)P(u)$$ (12)
Joint distribution can be estimated non-parametrically using KDE:

\[
P_{\tilde{\mathcal{X}}}(\mathbf{x}) = \frac{1}{N} \sum_{n \in \mathcal{N}} K[\mathbf{x} - \mathbf{x}_n] \omega_n(c) \tag{13}
\]

Where \( \mathbf{x}_n \) corresponds to \( n \)th data sample from the observational data with \( N \) samples. Therefore the weights for the different causal graphs in Figs. (1c), (1b) and (1e) are:

Partially observed confounding with mediator (Fig. 1c). The interventional distribution in Eq. (5) can be written as

\[
P(\mathbf{x} | do(y = c)) = \sum_{n \in \mathcal{N}} K[\mathbf{x} - \mathbf{x}_n] \omega_n(c) \tag{14}
\]

Joint distribution can be estimated non-parametrically using KDE:

\[
P(\mathbf{x}, \mathbf{u}, \mathbf{z}, y') \approx \frac{1}{N} \sum_{n \in \mathcal{N}} K[\mathbf{x} - \mathbf{x}_n] K[\mathbf{u} - \mathbf{u}_n] K[z - z_n] \tag{15}
\]

Inserting Eq. (15) into Eq. (14) we get:

\[
P(\mathbf{x}|do(y = c)) = \sum_{n \in \mathcal{N}} K[\mathbf{x} - \mathbf{x}_n] \frac{1}{N} \sum_{u, x, y} K[\mathbf{u} - \mathbf{u}_n] K[z - z_n] K[y' - y'_n] P(y'/u)P(y = c)P(u) \tag{16}
\]

Expressing the desired intervention \( P(\mathbf{x}|do(y)) \) in the form Eq.(13), the desired weights \( \omega_n(c) \) are given as

\[
\omega_n(c) = \frac{1}{N} \sum_{u, x, y} K[\mathbf{u} - \mathbf{u}_n] K[z - z_n] K[y' - y'_n] \frac{P(y'/u)P(y = c)P(u)}{P(u, y', z)}
\]

After further factorizing and simplifying:

\[
\omega_n(c) = \frac{1}{N} \sum_{u, x, y} K[\mathbf{u} - \mathbf{u}_n] K[z - z_n] \frac{P(z | y = c)}{P(z | u, y')} y' = y'_n
\]

Every instance of variable \( y' \) is replaced with it’s realization \( y'_n \). Similarly factorize for \( \{u, z\} \).

Observed confounding with mediator (Fig. 1b). The interventional distribution in Eq. (8) can be re-written as:

\[
P(\mathbf{x}|do(y = c)) = \sum_{u, z} P(\mathbf{x}, \mathbf{u}, \mathbf{z}) \frac{P(z | y = c)}{P(\mathbf{u}, \mathbf{z})} \tag{17}
\]

Following a similar procedure we obtain weights \( \omega_n(c) \):

\[
\omega_n(c) = \frac{1}{N} \sum_{u, z} K[\mathbf{u} - \mathbf{u}_n] K[z - z_n] \frac{P(z | y = c)}{P(z | u, y')} \tag{18}
\]

Biased care with observed confounding (Fig. 1c): The interventional distribution in Eq. (12) can be re-written as:

\[
P(\mathbf{x}|do(y = c)) = \sum_{u, d} P(\mathbf{x}, \mathbf{u}, y = c) \frac{P(d | u, y = c)}{P(\mathbf{u}, y = c)} \tag{19}
\]

Estimating the joint by KDE and expressing the desired intervention \( P(\mathbf{x}|do(y)) \) in the form Eq.(13), we obtain weights \( \omega_n(c) \):

\[
\omega_n(c) = \frac{1}{N} \sum_{u, d} K[\mathbf{u} - \mathbf{u}_n] I[y_n = c] \frac{P(d | u, y = c)}{P(y = c | u)}
\]

For a classification task with discrete sample space for \( y \in \mathcal{Y} = \{c_1, c_2, \ldots, c_k\} \), given causal graph \( \mathcal{G} \) from Fig. 1, the weights \( \omega_n(c) \) for a given class \( y = c \) are given by:

\[
\omega_n(c) = \frac{1}{N} \sum_{u} I[y_n = c] \frac{P(d | u, y = c)}{P(y = c | u)} \tag{20}
\]

For each class \( y = c \), we can now re-sample \( \mathbf{x} \) from the observed distribution using kernel function \( K \) centered on \( \mathbf{x}_n \), with probability \( \omega_n(c) \) obtained by the desired interventional distribution \( P(\mathbf{x}|do(y = c)) \). This provides de-confounded samples which are simulated from observational data. For simple classification problems, kernel \( K \) can just be a delta function, making \( \mathbf{x} = \mathbf{x}_n \). In this case we sample \( \mathbf{x}_n \) with probability \( \omega_n(c) \) for class \( c \). This causal method allows us to model the associated conditional distribution devoid of confounding biases, without explicitly collecting data from the interventional distribution. We apply causal bootstrapping using confounding (U), mediator (Z) and level of care (D) information, as given by weights in Eq. 18 to scenarios in Fig. (1). The overall procedure to estimate the weights and sample deconfounded data is provided in Algorithm 1. The Algorithm takes as input the ‘confounded data’ sample \( X_{conf} \), \( Y_{conf} \) and any additional covariates as available U, Z, D, and graph \( \mathcal{G} \). First, we check if \( P(\mathbf{x}|do(y)) \) is identifiable using the 10 algorithm or do-calculus rules. We cannot truly de-bias a model if \( P(\mathbf{x}|do(y)) \) is not identifiable (using any technique). If the distribution is identifiable, we proceed with an iterative procedure to determine sample weights per label in \( \Omega_Y \) to generate \( X_{deconf} \), \( Y_{deconf} \). We can use \( X_{deconf} \), \( Y_{deconf} \) with any standard ML method and no longer need U, Z and D to train our model. Therefore the information from U, Z and D is only used prior to training and is not required for prediction. Thus acquisition cost of confounding and mediator information is a one time cost.

**Algorithm 1** Causal bootstrapping for De-biasing data for classification for graphs \( \mathcal{G} \) in Fig. (1)

1. **Input:** \( \mathcal{G}, X_{conf} \in \mathcal{X}, Y_{conf} \in \mathcal{Y} = \{c_1, c_2, \ldots, c_k\} \).
2. **Output:** \( X_{deconf}, Y_{deconf} \)
3. **Additional CB inputs:** \( Z_{conf}, D_{conf}; \) and/or \( U_{conf} \), as observed.
4. Find interventional distribution \( P(\mathbf{x} | do(y)) \) using do-calculus.
5. If \( P(\mathbf{x} | do(y)) \) is identifiable from \( \mathcal{G} \) then
6. for \( y = c \) do
7. for \( n \in \mathcal{N} \) do
8. Compute \( \omega_n(c) \) from Eq. (18)
9. end for
10. Sample \( N_p(y = c) \) samples from \( \mathcal{X} \), sampling \( \mathbf{x}_n \) with probability \( \omega_n(c) \)

11. For sampled \( \mathbf{x}_n \), set \( y_n = c \)
12. end for
13. else
14. FAIL
15. end if

### 3.3 Confounding Methods

We use the term “confounding methods” to refer to methods that rely on original (confounded) data.
Informative features (IF). Common knowledge in deep learning advocates using as many features as possible for prediction, to allow deep networks to learn separable representations from raw features [16, 52]. For scenarios in Fig. (1a) and Fig. (1e) where we have measured confounding, confounding (U) is used along with image (X) to train a model. For scenarios in Fig. (1b), Fig. (1c) and Fig. (1d) we use both mediator (Z) and confounding (U) information along with image (X) to train the models. A challenge with IF method is that mediator (e.g., bio-markers) and confounding information is required at test time which can be prohibitively expensive.

Simple. Another common practice is to only use manually selected features (X) from the original confounded data, that we want the model to learn their label based on. We call this method 'Simple', and train models using only X for all data scenarios.

4 EXPERIMENTAL SETUP

Data generation-acquisition mechanisms can be arbitrarily complex. Here, we use five fundamental scenarios that capture commonly observed confounding biases in practice. These scenarios are analogous to causal models in Fig. (1). A method that succeeds in these scenarios is a strong debiasing pre-training method.

4.1 Acquisition Scenarios

We motivate each of the five cases using real-world examples. Consider data that is used to train models to predict disease labels Y based on patient symptoms or X-rays (X). Data-acquisition methods across hospitals represented by U could act as a confounding variable, and affect both the disease outcomes, Y and symptoms, X. Therefore, our confounding is either a spurious correlation or information that we do not want our model to learn based on. For e.g., hospital specific information for predicting disease label based on medical imaging data, patients’ race for risk prediction using claims data are examples of confounding [33, 57].

Observed confounding: In some cases, confounding (U) is observed and available for model training. For e.g., hospital specific information or patient’s race could be recorded as in Fig. (1a).

Observed confounding with mediator: A mediating variable directly influences a patient’s X-ray, X, based on patients’ underlying disease, Y and is affected by confounding (X-ray machine specifications) U only through disease Y. For instance, in Zech et al. [57] a disease bio-marker Z could be unaffected by U given label Y, and therefore act as a mediating variable. Mediators can help in settings where precise confounding variables are not known i.e. if X-ray machine specs are not recorded as in Fig. (1b).

Partially observed confounding with mediator: In most practical scenarios, the type of confounding is unknown and identifying all confounding is impossible. For instance, the US Affordable Care Act requires collecting race information but not patient’s socioeconomic condition which could act as an unobserved confounding in addition to the recorded race U [32, 34]. In such situations, the presence of mediating variable Z can be beneficially used to learn unbiased models using the graph in Fig. (1c).

Unobserved confounding with mediator: During data observation or collection, the presence of possible confoundings could be unknown and hence unobserved. Even if all confounders are known, they may be unavailable (missing) or not collected because obtaining such information comes at a high cost to patient confidentiality as well as to the institution. In the above examples, if we are unaware of race or hospital information being a confounding signal or are unable to collect this data, we have a hidden confounding. In the most general setting, such confounding cannot be corrected for [48] as the target interventional distribution is unidentifiable. However, this scenario too stands to gain from the availability of a mediator Z. Hence we focus our analysis on completely hidden confounding with mediators (Fig. (1d)).

Biased care with Observed confounding: In some cases, the level of care given to a patient could be influenced by the confounding bias i.e. unwarranted reliance on race in prioritizing patients for medical care [33]. Accounting for this bias with knowledge of the care level D can help debias models (Fig. (1e)).

4.2 Evaluation Methodology

To quantify whether a specific procedure can truly learn unbiased models, we use four separate test settings for evaluation. None of the methods have access to these test samples during training or validation.

Confounded (Conf) test. This test data is generated with the same distribution as the training set. Testing on this data exclusively can be misleading, and is a standard practice in ML. Performance on this sample in relation to other evaluations will tell us if the model is learning on biases.

Unconfounded (Unconf) test. This data consists of samples free of any confounding bias. Performance on this data reveals how reliant a model actually is on confounding bias for training.

Reverse-confounded (Rev-Conf) test. This setting creates a shift in the confounding-label distribution by reversing the correlations found in the training set i.e. If in the training set most positive disease labels (Y=1) come from hospital U=1 and controls (Y=0) come from hospital U=0, then it’s vice-versa in the test set. Good performance on this set confirms that the debiasing method has learned an unbiased model. Deteriorated performance indicates model relies on the confounding.

Unseen test. This setting consists of unconfounded data with different confounding biases i.e. If the training data has data from hospitals (biases) U ∈ {0, 1} then the unseen test set contains data from hospital U = 2. This measures the ability of the model to generalize to novel biases unseen during training or validation.

If a model has learnt to predict based on the confounding in the dataset, it will perform well on Confounded test set but not on other test sets. However, a model not relying on confounding bias will perform similarly across all test cases, with the exception of the Unseen test, where domain shifts could lead to decreases in model performance regardless.
4.3 Data Simulation

Quantifying failure modes of deep learning methods requires that we precisely control the level of confounding. We therefore create synthetic and semi-synthetic datasets for the five acquisition settings from Fig. 1. Sampling from any causal graph $G$ in Fig.(1) can be performed using the following conditional distributions as applicable for the causal graph of interest:

\[
\begin{align*}
Y & \sim \text{Bernoulli}(p), \\
U & \sim \text{Bernoulli}(q(y)) \quad (a) \\
Z & \sim \text{Bernoulli}(r(y)) \quad (b) \\
D & \sim f(y,u) \quad (c)
\end{align*}
\]

For the partially observed confounding case in Fig. (1c), the unobserved confounding $V$ is modelled as:

\[
V \mid Y \sim \text{Bernoulli}(q'(y))
\]

This is used only for data-generation. Parameter $p$ denotes the probability with which $Y = 1$. While, Parameter $q(y)$ models the relation between the $Y$ and confounding $U$. For different settings of correlation, if $q(1) = q_c$, then $q(0) = 1 - q_c$. Wherever applicable, the mediator $Z$ has conditional parameter for $r(0) = p(Z = 1 | Y = 0) = 0.05$ and $r(1) = p(Z = 1 | Y = 1) = 0.95$. The level of care label $D$ is generated using the conditional distribution $f(1,0) = 1 - f(0,0) = p(D = 1 | Y = 1, U = 0) = 0.8$ and $f(1,1) = 1 - f(0,1) = p(D = 1 | Y = 1, U = 1) = 0.95$.

4.4 Datasets

**Synthetic Data:** For synthetic data generation, $X$ is modeled as a mixture of Gaussians: $X \mid Pa(X) \sim \mathcal{N}(\mu(Pa(X)), \sigma^2)$. Here Pa($X$) refers to the parents of $X$ in the causal graph $G$.

**Semi-synthetic Data.** We sample and modify the following imaging datasets: a) CelebA for gender classification [31], b) ChestXray8 (NIH) for atelectasis classification [55], c) MIMIC-CXR for atelectasis classification [26], d) CheXpert for atelectasis classification [23], e) Camelyon17 for tumor prediction [28], f) PovertyMap for classification of asset index above median [56]. Depending on the causal graph $G$, we sample an image $X$ based on the label (and mediating information) if they are parents $Pa(X) = \{Y, Z\}$ in $G$ and then transform the image by inducing random confounding according to $U$ and $V$ (as applicable). $V$ is used only for data generation.

4.5 Inducing Confounding

Confounding is any effect observed in the data $X$ that we do not want to rely on to train our model. For each evaluation scenario, we generate: i) the confounded training data ii) the evaluation test sets described in Sec 4.2. Table 2 summarizes our data generation procedure for all experiments.

---

**Figure 2:** Performance of confounded (IF and Simple) and de-confounded (CB and DA) models on synthetic data for different levels of correlation. The confounded model performance on Unconf and Rev-conf test data decreases significantly at higher correlations showing these models are biased.

**Figure 3:** Performance of confounded (IF and Simple) and de-confounded (CB and DA) models learnt on MIMIC-CXP data with real shifts for different levels of correlation. We do not study MIMIC-CXP on partially obs. with mediator scenario (Fig. 1c) to avoid introducing synthetic confounding. The de-confounded model performance on Unconf and Rev-conf test remain constant across scenarios, showing these models are unbiased. Legend shared with Fig. 2.

**Figure 4:** Comparison between the performance drops of a) “Simple” (confounded model) b) “CB” (unconfounded models) on predictive tasks of decreasing complexity trained on datasets with $q_c = 0.95$ for “Observed confounding (Fig.(1a))” scenario. We observe that the performance gap (i.e. the level of reliance on confounding bias) decreases with increasing baseline performance for the “Simple” model.
we notice that "Simple" models perform well on data drawn from
\(q\) with real world shifts, at different confounding levels (Fig. 1a).
If model performances deteriorate with increasing confounding
ator information, i.e. "Observed" (Fig. 1b) and "Biased Care" (Fig. 1e).
However, DA is only applicable when the confounding is known and measured, limiting its utility.
When the source of confounding is only partially known in "Partially Obs. with Mediator" (Fig. 1c), DA can train only partially unbiased models.
As shown, on synthetic data in Fig. (2)(c), DA performance is significantly lower on Unconf and Rev-Conf test (>24%) showing its dramatic failure in cases when confounding is only partially known.
However, hidden and partially observed confounding is a more practically occurring non-trivial scenario. In contrast, CB models leverage mediators and can adjust for all potential unobserved confounding and shows similar performance across the "Partially Obs. with Mediator" (Fig. 1c) and "Unobs. with Mediator" (Fig. 1d).
Table 3 shows similar performances across all scenarios in the most correlated case, \(q_c = 0.95\). We find that CB is very effective even for cases with "Unobs. with Mediator" (Fig. 1d).
CB needs mediator information only during pre-training, hence models trained with CB can be deployed with no mediator information. These results show that CB is highly beneficial for learning in all data acquisition scenarios, establishing the benefit of using causal knowledge for pre-training debiasing.

5 Performance Across Tasks

5.1 Performance Across Methods and Acquisition Scenarios

Motivation. We investigate the extent to which each method in Sec 3 helps to learn unbiased models. Biased models should have poorer performance on unconfounded and reverse-confounded test data than on confounded test. A successfully debiased model will perform well for all test data. We measure the AUC of models learnt using Simple, IF, DA, and CB methods on all test sets.

Experiment. In Fig. (2) and Fig. (3) we compare model performance on i) synthetic data and ii) semi-synthetic MIMIC-CXR data with real world shifts, at different confounding levels \(q_c\) for all test cases (see Sec. 4.2), for all evaluation scenarios. The X-axis shows increasing level of spurious correlation \(q_c \in \{0.65, 0.75, 0.85, 0.95\}\) between the confounding and label. In Table 3, we showcase one demonstrative example comparing methods of on MIMIC-CXR data with very strong spurious correlation \(q_c = 0.95\).

Results.

Confounding Methods lead to biased models. In Fig. (2) and Fig. (3) we notice that "Simple" models perform well on data drawn from Conf-test, but deteriorate with a large margin on Unconf and Rev-conf (>41.9%) test sets (for \(q_c = 0.95\)). For scenarios without mediator information, i.e. "Observed" (Fig. 1a) and "Biased care" (Fig. 1e), IF model performances deteriorate with increasing confounding correlations, similar to "Simple" models (>22.0%) (for \(q_c = 0.95\)). In cases with mediator information "Obs. with Mediator" (Fig. 1b), "Partially Obs. with Mediator" (Fig. 1c) and "Unobs. with Mediator" (Fig. 1d), IF training is robust for low correlations but fails with a large margin for higher confounding correlations. IF model performance drop on Rev-conf test shows their reliance on confounding.

De-Confounding Methods lead to unbiased models. De-confounding methods, CB and DA perform similarly with little difference across all correlations in scenarios when the source of confounding is known - "Observed" (Fig. 1a), "Obs. with Mediator" (Fig. 1b) and "Biased Care" (Fig. 1e). However, DA is only applicable when the confounding is known and measured, limiting its utility. When the source of confounding is only partially known in "Partially Obs. with Mediator" (Fig. 1c), DA can train only partially unbiased models. As shown, on synthetic data in Fig. (2)(c), DA performance is significantly lower on Unconf and Rev-Conf test (>24%) showing its dramatic failure in cases when confounding is only partially known. However, hidden and partially observed confounding is a more practically occurring non-trivial scenario. In contrast, CB models leverage mediators and can adjust for all potential unobserved confounding and shows similar performance across the "Partially Obs. with Mediator" (Fig. 1c) and "Unobs. with Mediator" (Fig. 1d).
Table 3 shows similar performances across all scenarios in the most correlated case, \(q_c = 0.95\). We find that CB is very effective even for cases with "Unobs. with Mediator" (Fig. 1d). CB needs mediator information only during pre-training, hence models trained with CB can be deployed with no mediator information. These results show that CB is highly beneficial for learning in all data acquisition scenarios, establishing the benefit of using causal knowledge for pre-training debiasing.

5.2 Performance Across Tasks

Motivation. We analyse how performance of deep networks trained using "CB" and the naive "Simple" method varies across task complexity. We define task complexity as the strength of the invariant correlation, i.e. the ease with which a model is able to learn the association \(X \rightarrow Y\) in the absence of spurious confounding. We vary this by varying the datasets shown in Table (2). Note that we empirically find the strength of \(X \rightarrow U\) to be strong in all cases.

Experiment. In Figure (4) we examine the most spuriously confounded scenarios by fixing \(q_c = 0.95\) for all datasets. Results for other levels of confounding show a similar trend, although with less significant drops at lower correlations. The X-axis shows the baseline performance i.e., training and testing on unconfounded data, which shows strength of the association \(X \rightarrow Y\). The Y-axis is the AUROC difference between the \(Unconf\) test - \(Rev-conf\) test which shows model dependence on confounding bias. A larger gap suggests that the model is more biased.

Results. Complex tasks more susceptible to bias. We find that confounded models learnt using the "Simple" method show decreasing performance gap with decreasing task complexity. Thus, "Simple" models are more prone to confounding for tasks where the invariant correlation is weaker. CB models however show similar performance gaps throughout, implying that they do not depend on the spurious correlation regardless of task complexity.
Table 3: AUC difference of confounded (methods: IF and Simple) and de-confounded models (methods: CB and DA) learnt on the MIMIC-CXP dataset with $q_c = 0.95$ and hospital location as confounding. Performance of CB models across scenarios shows the effectiveness of causal bootstrap de-confounding to learn without relying on confounding bias. The DA models perform comparably well, though they cannot be applied when the confounding is not fully observed.

5.3 Performance on Real World Shifts

Motivation. We analyze the effectiveness of CB in de-confounding data with real-world shifts. We compare against other methods highlighting its ability to learn unbiased models and hence generalize better to completely unseen biases.

Experiment. In Fig. (5) we compare model performance on Camelyon17, NIH-MIMIC and PovertyMap datasets with real world shifts ($U \rightarrow X$) at different confounding levels $q_c$ for all test cases (see Sec.4.2). We show this analysis only on the observed confounding scenario in Fig.1(a) where each variable $X$, $Y$ and $U$ is observed in the datasets and no variable is synthesized. Additionally, we also show the performance of the methods on test data from unseen biases (here domains) as listed in Table 2.

Results. CB helps learn invariant associations. We notice that across the three datasets, “Simple” models perform well on data drawn from Conf test, but deteriorate with a large margin on Unconf and Rev-Conf test sets. Deconfounding methods on the other hand show similar performance across correlations and test environments. We see similar behaviour in their performances on test data from different domains implying that CB is indeed helping models learn invariant associations.

6 DISCUSSION

Training ML models that are robust to spurious correlations is especially beneficial for safety-critical applications. Here we systematically investigate benefits of pre-training methods designed to train unbiased models. Using five complex but practical confounded generation-acquisition scenarios, we conclude that commonly used practices in current ML are insufficient to learn truly robust deep models. Our generative scenarios are designed to cover fundamental but practical scenarios reflecting data-collection practices or well
known disparities in healthcare\(^1\) [9]. For medical imaging tasks we see drops in AUC of up to 50% across all scenarios. We show that CB accounts for domain knowledge using causal mechanisms and is applicable across all acquisition scenarios as long as required interventional distribution is identifiable. This highlights the need to incorporate causal view along with domain knowledge when building reliable deep models. Our investigation is complementary to methods attempting to build robustness to confounding during training [24, 50] or those using multiple environments to capture the desired invariances [1, 19, 39]. Many such methods focus on worst-case adversarial robustness [24] which can decrease utility [21]. Our analyses are a first investigative step towards a causal view to design pre-training methods that could easily be adopted by practitioners.
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