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Abstract. Extreme learning machine (ELM) is a widely used neural network with random weights (NNRW), which has made great contributions to many fields. However, the relationship between the parameters and the performance of ELM has not been fully investigated yet, i.e. the impact of the number of hidden layer nodes, the randomization range of the weights between the input layer and hidden layer, the randomization range of the threshold of hidden nodes, and the type of activation functions. In this paper, eight benchmark functions are used to study this relationship. We have some interesting findings, such as more hidden layer nodes cannot guarantee the best performance of ELM, the empirical randomization range of the hidden weights (i.e., [-1, 1]) and the empirical randomization range of the threshold of hidden nodes (i.e., [0, 1]) may not lead to the optimal performance of ELM models, and ELM with sigmoid as the activation function always achieves better performance on some regression problems than ELM withtribas as the activation function. We hope the findings from our work could provide a useful guidance for researchers to select right parameters for ELM.

1. Introduction

Traditional artificial neural network (ANN), including deep learning, train models using the BP-based method [1]. That is, iteratively tuning all the weights and biases based on the back-propagated derivatives of loss function. This training mechanism has several notorious shortcomings such as local minima problem, slow convergence rate, time-consuming, and model uncertainty.

By contrast, neural network with random weights (NNRW) is a non-iterative algorithm that can avoid the above issues. NNRW was first proposed in 1992 by Schmidt et al. [2] and Pao’s group [3], respectively. The biggest difference between NNRW and the BP-based method is that the hidden weights are selected randomly while the output weights are obtained analytically. Compared with the BP-based method, NNRW can achieve much faster training speed. The combination of NNRW and traditional deep learning can effectively improve the computational efficiency of deep learning, which has been proven in many applications [4-6].

The name of NNRW proposed by Pao’s group [3] is random vector functional link networks (RVFL). In RVFL, the input layer is directly connected to both the hidden layer and the output layer. The hidden parameters are randomly selected from [-1, 1], while the weights between the input layer and output layer and the weights between the hidden layer and output layer are obtained by Moore-
Penrose pseudo-inverse. Zhang et al. [7] and Li’s group [8] showed that the direct links between the input layer and the output layer have a significant impact on the performance of RVFL and the empirical randomization range (i.e., [-1, 1]) of input weights and biases may not always be the right one. In addition, they studied the impact of the different activation functions on the performance of RVFL.

The NNRW proposed by Schmidt et al. [2] is somewhat different from RVFL. In Schmidt’s model, there is no direct link between the input layer and output layer and they used the Fisher method to determine the output weights. This type of NNRW was further investigated by Huang et al. who proposed a generalized algorithm, that is, extreme learning machine (ELM), in 2004 [9]. They have given a lot of theoretical analysis and rigorous theoretical proof for ELM [10, 11]. Huang et al. demonstrated that ELM has universal approximation capability and can approximate any continuous target function with probability one under certain conditions. In addition, any nonlinear piecewise continuous random hidden nodes can be used in ELM, such as Sigmoid nodes, Radial basis function nodes, Wavelet, etc. ELM and its variants have been widely used in real-world applications, including human face recognition [12, 13], fault diagnosis [14, 15], handwritten digit recognition [16], 3D image classification [17], fuzzy nonlinear regression [18], etc.

The idea behind RVFL, Schmidt’s method, and ELM, is similar, but their implementations are different [19]. Inspired by [7, 8], we did a comprehensive study on the relationship between the parameters and the performance of ELM using eight different benchmark functions. The parameters we studied include empirical randomization range of hidden parameters, the number of hidden layer nodes, and the selection of activation functions. In this paper, we share some interesting findings that could provide a useful guidance to help researchers select parameters wisely.

The rest of this paper is organized as follows. Section 2 gives a brief introduction to ELM. The details of experiment settings are shown in Section 3. In Section 4, we present the simulation results and our discussions. Conclusions and future work are given in Section 5.

2. Extreme learning machine

Extreme learning machine (ELM) is a special single hidden layer feed-forward neural network (SLFN), which was proposed by Huang’s group in 2004 [9]. A typical structure of ELM is shown in Figure 1.

![Figure 1. The structure of ELM.](image)

where $\omega$ denotes the weights between the input layer and hidden layer, $b$ denotes the threshold of hidden nodes, and $\beta$ denotes the output weights. It is noted that there is an activation function in the hidden layer to perform nonlinear transformation.

The biggest difference between ELM and other traditional SLFNs (BP-based methods) is that the hidden parameters (the weights between the input layer and hidden layer and the threshold of hidden nodes) are randomly selected and the output weights are determined by solving a system of linear matrix equations. Compared with the BP-based methods, ELM can achieve much faster learning speed.
with acceptable accuracy.

A typical ELM has \( L \) hidden layer nodes, \( N \) instances, and an activation function \( G(\chi) \), which can be modeled as:

\[
\sum_{i=1}^{L} \beta_i G(\omega_{ij} \cdot x_j + b_j) = o_j, j = 1, 2, ..., N
\]

where \( o_j \) is the predictive value of ELM model. According to the ELM theory [11], the optimization goal of ELM is

\[
\min_{\beta} \left( \min_{\|t\|} \sum_{i=1}^{N} \| t_i - o_i \|^2 \right),
\]

where \( t \) is the actual value of each instance, and \( \| \cdot \| \) is the matrix norm in Euclidean space. Equation (1) and (2) can be rewritten as

\[
H\beta = T,
\]

where

\[
H = \begin{bmatrix}
G(\omega_1 \cdot x_1 + b_1) & \cdots & G(\omega_L \cdot x_1 + b_L) \\
\vdots & \ddots & \vdots \\
G(\omega_1 \cdot x_N + b_1) & \cdots & G(\omega_L \cdot x_N + b_L)
\end{bmatrix}_{N \times L}, \quad \beta = \begin{bmatrix}
\beta_1^T \\
\vdots \\
\beta_L^T
\end{bmatrix}_{L \times m}, \quad T = \begin{bmatrix}
t_1^T \\
\vdots \\
t_N^T
\end{bmatrix}_{N \times m}
\]

\( H \) is the output matrix of the hidden layer, and the output weight \( \beta \) can be solved by

\[
\beta = H^{-1}T
\]

where \( H^{-1} \) is the Moore–Penrose generalized inverse of \( H \).

In general, the weights \( \omega \) are generated randomly within the range of \([-1, 1]\) and the thresholds of hidden layer nodes, \( b \), are generated randomly within the range of \([0, 1]\) under a uniform sampling distribution. The output weight \( \beta \) is determined by the Moore–Penrose generalized inverse as shown in equation (4). The commonly used activation functions \( G(\chi) \) include Sigmoid function, Sine function, Hardlim function, Triangular basis function, and Radial basis function.

Although ELM and its variants have been widely applied to numerous applications, to the best of our knowledge, there is no thorough investigation on the relationship between the parameters and the performance of ELM. In this paper, we use eight benchmark functions to fully study the impact of these parameters on the performance of ELM by answering the following questions.

(1) Is it true: the more hidden layer nodes, the better performance of ELM?
(2) Can the empirical randomization range of hidden weights (i.e., \([-1, 1]\)) lead to the optimal performance of ELM?
(3) Can the empirical randomization range of the hidden threshold (i.e., \([0, 1]\)) lead to the optimal performance of ELM?
(4) What’s impact of different activation functions on the performance of ELM?

3. Experiment settings

All our experiments are conducted in the MATLAB R2014a environment on the same Windows 10 machine with Intel Core i5-5300U 2.3 GHz CPU and 8 GB RAM. For each benchmark function, the average results over 50 trials are obtained for ELM.

3.1. Data preparation

In our experiments, eight commonly used benchmark functions are used to test the performance of ELM, i.e., Sphere function (Function 1), Step function (Function 2), Schwefel function (Function 3), Rastrigin function (Function 4), Ackley function (Function 5), Rosenbrock function (Function 6), Schaferf function (Function 7), and Quartic function (Function 8). The details of these eight functions are shown in Table 1.
Each benchmark function is used to generate a dataset with 2000 records, respectively. In each experiment, we shuffled the records, randomly selected 1000 records for training, and saved the remaining 1000 records for testing. The indicators for ELM performance testing include Testing Time, Standard Deviation of Testing Accuracy, the Root-Mean-Square Error of Training (Training RMSE), and the Root-Mean-Square Error of Testing (Testing RMSE).

Table 1. The details of eight benchmark functions

| Function name | Function model                                                                 | Initial range  | $f_{\text{min}}$ |
|---------------|--------------------------------------------------------------------------------|----------------|-----------------|
| Sphere        | $f = \sum_{i=1}^{D} x_i^2$                                                     | $[-100,100]^D$ | 0               |
| Step          | $f = \sum_{i=1}^{D} (x_i + 0.5)^2$                                             | $[-100,100]^D$ | 0               |
| Schwefel      | $f = \sum_{i=1}^{D} x_i \times \sin \sqrt{|x_i|}$                              | $[-500,500]^D$ | -12569.6        |
| Rastrigin     | $f = \sum_{i=1}^{D} [x_i^2 - 10 \cos(2\pi x_i) + 10]$                         | $[-5.12,5.12]^D$ | 0               |
| Ackley        | $f = -20 \exp(-0.2\sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2}) - \exp(\frac{1}{D} \sum_{i=1}^{D} \cos 2\pi x_i) + 20 + e$ | $[-32,32]^D$ | 0               |
| Rosenbrock    | $f = \sum_{i=1}^{D} [100(x_{i+1} - x_i)^2 + (x_i - 1)^2]$                      | $[-30,30]^D$ | 0               |
| Schafferf     | $f = \sum_{i=1}^{D} [(x_i^2 + x_{i+1}^2)^{0.25} (\sin(50(x_i^2 + x_{i+1}^2)^{0.1})^2 + 1)]$ | $[-100,100]^D$ | 0               |
| Quartic       | $f = \sum_{i=1}^{D} x_i^4 + \text{random}[0,1]$                              | $[-1.28,1.28]^D$ | 0               |

3.2. Different ELM configurations
In our experiments, the variables for testing include the number of hidden layer nodes, the randomization range of the weights between the input layer and hidden layer, the randomization range of the threshold of hidden nodes, and the type of activation functions. In this paper, we use the single variable method to carry on the experiments, i.e., when we test the impact of a specific variable on the performance of ELM, the other variables remain unchanged. All the experimental results and analysis are shown in Section 4.

4. Simulation results and discussions
Supported by the experiments described in Section 3, we conducted a comprehensive study on the relationship between the parameters and performance of ELM using eight benchmark functions. The experimental results are shown in Table 2-5. It is noted that the near results are underlined and the best results are in boldface. In the rest of this section, we will give a detailed explanation on these results.

4.1. Is it true: the more hidden layer nodes, the better the performance of ELM?
Although Huang et al. have theoretically proved that the ELM model can approximate any continuous target function with any degree of accuracy provided it has as many hidden layer nodes as possible
[10]. However, in practical applications, would more hidden layer nodes lead to better performance of ELM model?
To answer this question, we conducted a validation experiment on the eight benchmark functions. The experimental results are shown in Table 2. In this experiment, the randomization range of the weights between the input layer and hidden layer is set to [-1, 1], the randomization range of the threshold of hidden nodes is set to [0, 1], and Sigmoid function is used as the activation function of ELM. Here, the variable of testing is the number of the hidden layer nodes $L$, which is set to

$$L = k \times N, K = \{0.2, 0.4, 0.6, 0.8\}$$

where $N$ is the number of training records.

| Dataset | Nodes number | Testing time(s) | Standard deviation | Mean | | Training RMSE | Testing RMSE |
|----------|--------------|-----------------|--------------------|------|------|----------------|----------------|
| Function1 | 0.2 * N | 1.56E-02 | 4.98E-08 | 2.79E-08 | 3.62E-08 |
|          | 0.4 * N | 3.25E-02 | 1.83E-08 | 1.15E-08 | 1.46E-08 |
|          | 0.6 * N | 4.72E-02 | 1.41E-08 | 1.51E-08 | 1.71E-08 |
|          | 0.8 * N | 6.44E-02 | 8.88E-08 | 5.84E-08 | 5.95E-08 |
| Function2 | 0.2 * N | 1.59E-02 | 6.80E-09 | 6.18E-09 | 7.33E-09 |
|          | 0.4 * N | 3.16E-02 | 1.64E-07 | 3.92E-08 | 4.05E-08 |
|          | 0.6 * N | 4.41E-02 | 1.94E-07 | 8.14E-08 | 8.16E-08 |
|          | 0.8 * N | 6.22E-02 | 1.23E-07 | 7.38E-08 | 7.40E-08 |
| Function3 | 0.2 * N | 1.72E-02 | 1.67E-02 | 2.76E-01 | 4.16E-01 |
|          | 0.4 * N | 2.69E-02 | 1.42E-02 | 2.02E-01 | 4.84E-01 |
|          | 0.6 * N | 4.72E-02 | 2.17E-02 | 1.28E-01 | 5.85E-01 |
|          | 0.8 * N | 6.06E-02 | 3.92E-02 | 6.56E-02 | 7.46E-01 |
| Function4 | 0.2 * N | 1.75E-02 | 2.92E-06 | 1.93E-06 | 1.93E-06 |
|          | 0.4 * N | 3.03E-02 | 5.36E-06 | 4.90E-06 | 4.90E-06 |
|          | 0.6 * N | 4.63E-02 | 4.71E-06 | 5.20E-06 | 5.20E-06 |
|          | 0.8 * N | 6.34E-02 | 3.21E-06 | 3.70E-06 | 3.70E-06 |
| Function5 | 0.2 * N | 1.97E-02 | 2.79E-04 | 2.20E-04 | 3.07E-04 |
|          | 0.4 * N | 3.22E-02 | 1.42E-04 | 8.38E-05 | 1.52E-04 |
|          | 0.6 * N | 4.66E-02 | 1.14E-04 | 4.82E-05 | 1.35E-04 |
|          | 0.8 * N | 6.53E-02 | 1.24E-04 | 2.35E-05 | 1.28E-04 |
| Function6 | 0.2 * N | 1.69E-02 | 5.77E-06 | 6.75E-06 | 5.77E-06 |
|          | 0.4 * N | 3.13E-02 | 1.04E-05 | 1.13E-05 | 1.13E-05 |
|          | 0.6 * N | 4.66E-02 | 5.87E-06 | 7.63E-06 | 7.63E-06 |
|          | 0.8 * N | 6.19E-02 | 7.38E-06 | 1.03E-05 | 1.03E-05 |
| Function7 | 0.2 * N | 1.69E-02 | 6.05E-08 | 2.54E-08 | 2.60E-08 |
|          | 0.4 * N | 2.84E-02 | 7.00E-07 | 1.96E-07 | 1.96E-07 |
|          | 0.6 * N | 4.56E-02 | 1.99E-07 | 1.52E-07 | 1.52E-07 |
|          | 0.8 * N | 6.16E-02 | 7.45E-07 | 3.65E-07 | 3.65E-07 |
| Function8 | 0.2 * N | 1.50E-02 | 1.61E-03 | 7.86E-03 | 1.93E-02 |
|          | 0.4 * N | 3.34E-02 | 2.31E-03 | 2.86E-03 | 1.93E-02 |
|          | 0.6 * N | 5.19E-02 | 2.23E-03 | 9.51E-04 | 2.05E-02 |
|          | 0.8 * N | 6.56E-02 | 3.05E-03 | 3.02E-04 | 2.29E-02 |
From the Table 2, we can see that simply adding hidden layer nodes cannot guarantee the better performance for ELM. In this experiment, the ELM model with 400 hidden layer nodes achieves the best performance on Function 1, while the ELM model with 800 hidden layer nodes achieves the best performance on Function 5. In other cases, 200 hidden layer nodes are enough to obtain the best performance for ELM models. One explanation is that, because there are a lot of noises in the datasets, arbitrarily setting the number of hidden layer nodes or simply using a lot of hidden layer nodes in ELM models may cause the models to be under-fitting or over-fitting. Due to the number of hidden layer nodes has a significant impact on the performance of ELM, in practical applications, one recommended is to automatically deduce the initial number of hidden nodes by using incremental constructive methods such as incremental ELM (I-ELM) [10], enhanced incremental ELM (EI-ELM) [20], bidirectional ELM (B-ELM) [21], pruned ELM (P-ELM) [22], error minimized ELM (EM-ELM) [23], etc. And then optimize the initial model to obtain the optimal network model.

4.2. Can the empirical randomization range of hidden weights (i.e., [-1, 1]) lead to the optimal performance of ELM?

In many ELM applications, we found that the authors always used the empirical randomization range [-1, 1] as the default selection range of hidden weights without giving any explanation [20, 24, 25]. To test the rationality of this range (i.e., whether this range can always lead to the optimal performance of ELM), we conducted a thorough experiment on the eight benchmark functions described in Table 1. Here, we set the number of hidden layer nodes to 200, set the randomization range of the threshold of hidden nodes to [0, 1], and use Sigmoid function as the activation function of ELM. The variables of testing (i.e., the randomization range of the weights between the input layer and hidden layer) are set to [-1, 1], [-10, 10], [-20, 20], and [-30, 30], respectively. The experimental results are shown in Table 3.

| Dataset | Weights range | Testing time(s) | Standard deviation | Mean Training RMSE | Testing RMSE |
|---------|---------------|----------------|--------------------|------------------|--------------|
| Function3 | [-1,1] | 1.72E-02 | 1.67E-02 | 2.76E-01 | **4.16E-01** |
| | [-10,10] | 2.28E-02 | 1.45E-02 | 2.84E-01 | **4.20E-01** |
| | [-20,20] | 1.78E-02 | 1.67E-02 | 2.84E-01 | **4.16E-01** |
| | [-30,30] | 1.25E-02 | 1.25E-02 | 2.83E-01 | **4.21E-01** |
| Function4 | [-1,1] | 1.75E-02 | 2.92E-06 | 1.93E-06 | **1.93E-06** |
| | [-10,10] | 1.81E-02 | 5.41E-06 | 6.09E-06 | **6.09E-06** |
| | [-20,20] | 2.09E-02 | 5.65E-06 | 4.72E-06 | **4.72E-06** |
| | [-30,30] | 1.38E-02 | 1.25E-02 | 4.15E-06 | **4.15E-06** |
| Function5 | [-1,1] | 1.97E-02 | 2.79E-04 | 2.20E-04 | **3.07E-04** |
| | [-10,10] | 1.94E-02 | 6.01E-06 | 3.80E-06 | **3.80E-06** |
| | [-20,20] | 2.00E-02 | 1.11E-03 | 2.43E-06 | **5.73E-04** |
| | [-30,30] | 1.75E-02 | 1.23E-03 | 2.17E-06 | **7.86E-04** |
| Function6 | [-1,1] | 1.69E-02 | 5.77E-06 | 6.75E-06 | **5.77E-06** |
| | [-10,10] | 1.28E-02 | 8.48E-06 | 6.35E-06 | **6.35E-06** |
| | [-20,20] | 1.81E-02 | 5.00E-06 | 4.36E-06 | **4.36E-06** |
| | [-30,30] | 1.22E-02 | 5.27E-06 | 4.27E-06 | **4.27E-06** |

As shown in Table 3, the randomization range of the weights between the input layer and hidden layer has significant impact on the performance of ELM. In addition, we found that the empirical randomization range (i.e., [-1, 1]) may not lead to the optimal performance of ELM models, e.g. Function 3/5/6 cases, which implies that many existing ELM models are likely to achieve better performance by tuning the randomization range of hidden weights.
4.3. Can the empirical randomization range of the hidden threshold (i.e., \([0, 1]\)) lead to the optimal performance of ELM?

Similar to Section 4.2, here we test that whether the most common randomization range (i.e., \([0, 1]\)) of the threshold of hidden nodes can lead to the optimal performance of ELM. In this experiment, the number of hidden layer nodes is set to 200, the randomization range of the hidden weights is set to \([-1, 1]\), and **Sigmoid function** is used as the activation function of ELM. The variables of testing (i.e., the randomization range of the threshold of hidden nodes) are set to \([0, 1]\), \([0, 5]\), \([0, 10]\), and \([0, 15]\), respectively. The experimental results are shown in Table 4.

**Table 4.** The performance of ELM based on different randomization ranges of bias.

| Dataset | Bias range | Testing time(s) | Standard deviation | Mean |
|---------|------------|-----------------|--------------------|------|
|         |            |                 | Training RMSE      | Testing RMSE |
| Function1 | [0, 1] | 1.56E-02 | **4.98E-08** | 2.79E-08 | 3.62E-08 |
|          | [0, 5]   | 1.50E-02 | 9.58E-08 | 3.11E-08 | **3.15E-08** |
|          | [0, 10]  | 1.53E-02 | 7.61E-07 | 5.60E-07 | 5.60E-07 |
|          | [0, 15]  | 1.69E-02 | 6.29E-06 | 5.98E-06 | 5.98E-06 |
| Function2 | [0, 1]   | 1.59E-02 | **6.80E-09** | 6.18E-09 | **7.33E-09** |
|          | [0, 5]   | 1.56E-02 | 8.22E-08 | 5.12E-08 | 5.12E-08 |
|          | [0, 10]  | 1.47E-02 | 2.34E-06 | 1.12E-06 | 1.12E-06 |
|          | [0, 15]  | 1.06E-02 | 4.68E-06 | 4.86E-06 | 4.86E-06 |
| Function3 | [0, 1]   | 1.72E-02 | 1.67E-02 | 2.76E-01 | **4.16E-01** |
|          | [0, 5]   | 1.75E-02 | **1.47E-02** | 2.88E-01 | 4.31E-01 |
|          | [0, 10]  | 1.88E-02 | 2.74E-02 | 2.94E-01 | 4.77E-01 |
|          | [0, 15]  | 1.34E-02 | 8.35E-01 | 2.94E-01 | 1.21E+00 |
| Function4 | [0, 1]   | 1.75E-02 | **2.92E-06** | 1.93E-06 | **1.93E-06** |
|          | [0, 5]   | 1.84E-02 | 5.30E-06 | 4.96E-06 | 4.96E-06 |
|          | [0, 10]  | 1.34E-02 | 7.41E-06 | 8.06E-06 | 8.06E-06 |
|          | [0, 15]  | 1.16E-02 | 1.53E-05 | 1.63E-05 | 1.63E-05 |
| Function5 | [0, 1]   | 1.97E-02 | 2.79E-04 | 2.20E-04 | 3.07E-04 |
|          | [0, 5]   | 2.09E-02 | 6.16E-05 | 2.31E-05 | 3.77E-05 |
|          | [0, 10]  | 1.41E-02 | 6.68E-07 | 3.76E-07 | 5.28E-07 |
|          | [0, 15]  | 1.53E-02 | **2.05E-08** | 1.20E-08 | **1.34E-08** |
| Function6 | [0, 1]   | 1.69E-02 | **5.77E-06** | 6.75E-06 | **5.77E-06** |
|          | [0, 5]   | 1.09E-02 | 9.27E-06 | 1.06E-05 | 1.06E-05 |
|          | [0, 10]  | 1.38E-02 | 1.40E-05 | 1.48E-05 | 1.48E-05 |
|          | [0, 15]  | 1.44E-02 | 1.31E-05 | 1.42E-05 | 1.42E-05 |
| Function7 | [0, 1]   | 1.69E-02 | **6.05E-08** | 2.54E-08 | **2.60E-08** |
|          | [0, 5]   | 1.44E-02 | 6.81E-07 | 1.87E-07 | 1.87E-07 |
|          | [0, 10]  | 2.06E-02 | 4.23E-06 | 2.39E-06 | 2.39E-06 |
|          | [0, 15]  | 1.25E-02 | 7.83E-06 | 7.19E-06 | 7.19E-06 |
| Function8 | [0, 1]   | 1.50E-02 | **1.61E-03** | 7.86E-03 | 1.93E-02 |
|          | [0, 5]   | 1.72E-02 | 2.46E-03 | 3.65E-03 | **1.64E-02** |
|          | [0, 10]  | 1.00E-02 | 1.85E-02 | 9.89E-04 | 2.52E-02 |
|          | [0, 15]  | 1.91E-02 | 1.08E-01 | 5.64E-04 | 7.12E-02 |

From Table 4, we can see that the empirical randomization range (i.e., \([0, 1]\)) may not always lead to the best performance of ELM models, e.g. Function 1/3/5/8 cases. Similarly, it implies that some existing ELM models may achieve better performance by tuning the randomization range of the threshold of hidden nodes.
To test the impact of different activation functions on the performance of ELM model, we conducted a set of experiments. Here, we set the number of hidden layer nodes to 200, set the randomization range of the hidden weights to $[-1, 1]$, and set the randomization range of the threshold of hidden nodes to $[0, 1]$. The variables of testing (i.e., the functions that used as activation functions) are set to $sigmoid$ (Sigmoid function), $sine$ (Sine function), $hardlim$ (Hardlim function), $tribas$ (Triangular basis function), and $radbas$ (Radial basis function), respectively. The experimental results are shown in Table 5.

**Table 5.** The performance of ELM based on different activation functions.

| Dataset | Activation functions | Testing time(s) | Standard deviation | Mean Testing RMSE |
|---------|----------------------|-----------------|--------------------|-------------------|
| Function1 | Sigmoid             | 1.56E-02        | 4.98E-08           | 2.79E-08          | 3.62E-08         |
|         | sine                | 3.30E-03        | 1.10E-04           | 2.61E-03          | 3.30E-03         |
|         | hardlim            | 9.69E-03        | 2.57E-04           | 4.31E-15          | 2.44E-04         |
|         | tribas              | 1.19E-02        | 6.40E-03           | 4.53E-02          | 4.82E-02         |
|         | radbas             | 8.75E-03        | 2.48E-03           | 1.43E-02          | 1.73E-02         |
| Function2 | Sigmoid             | 1.59E-02        | 6.80E-09           | 6.18E-09          | 7.33E-09         |
|         | sine                | 2.03E-02        | 1.55E-04           | 1.30E-03          | 1.66E-03         |
|         | hardlim            | 1.06E-02        | 1.55E-04           | 4.82E-15          | 7.99E-05         |
|         | tribas              | 1.22E-02        | 5.59E-03           | 3.28E-02          | 3.46E-02         |
|         | radbas             | 1.34E-02        | 1.38E-03           | 7.60E-03          | 9.08E-03         |
| Function3 | Sigmoid             | 1.72E-02        | 1.67E-02           | 2.76E-01          | 4.16E-01         |
|         | sine                | 2.19E-02        | 1.63E-02           | 5.04E-01          | 6.48E-01         |
|         | hardlim            | 8.44E-03        | 1.41E-02           | 2.89E-01          | 4.18E-01         |
|         | tribas              | 8.13E-03        | 2.45E-02           | 5.29E-01          | 7.05E-01         |
|         | radbas             | 1.53E-02        | 2.14E-02           | 4.70E-01          | 6.36E-01         |
| Function4 | Sigmoid             | 1.75E-02        | 2.92E-06           | 1.93E-06          | 1.93E-06         |
|         | sine                | 1.25E-02        | 1.02E-07           | 2.04E-06          | 2.57E-06         |
|         | hardlim            | 1.75E-02        | 4.30E-05           | 8.81E-15          | 6.14E-06         |
|         | tribas              | 1.50E-02        | 3.07E-04           | 1.61E-03          | 1.65E-03         |
|         | radbas             | 1.53E-02        | 1.04E-05           | 2.41E-05          | 2.76E-05         |
| Function5 | Sigmoid             | 1.97E-02        | 2.79E-04           | 2.20E-04          | 3.07E-04         |
|         | sine                | 2.06E-02        | 5.82E-03           | 1.41E-01          | 1.78E-01         |
|         | hardlim            | 1.13E-02        | 1.06E-03           | 2.85E-15          | 2.53E-03         |
|         | tribas              | 1.09E-02        | 3.08E-01           | 1.33E-01          | 2.41E-01         |
|         | radbas             | 1.38E-02        | 1.31E+02           | 8.64E-02          | 3.63E+01         |
| Function6 | Sigmoid             | 1.69E-02        | 5.77E-06           | 6.75E-06          | 5.77E-06         |
|         | sine                | 1.38E-02        | 5.01E-09           | 8.61E-08          | 1.12E-07         |
|         | hardlim            | 6.25E-03        | 4.43E-05           | 8.54E-15          | 6.32E-06         |
|         | tribas              | 1.13E-02        | 4.56E-05           | 2.93E-04          | 3.02E-04         |
|         | radbas             | 1.78E-02        | 5.55E-07           | 9.26E-07          | 1.05E-06         |
| Function7 | Sigmoid             | 1.69E-02        | 6.05E-08           | 2.54E-08          | 2.60E-08         |
|         | sine                | 2.22E-02        | 2.46E-05           | 5.46E-04          | 7.00E-04         |
|         | hardlim            | 1.19E-02        | 1.78E-04           | 6.34E-15          | 1.18E-04         |
|         | tribas              | 1.19E-02        | 2.25E-02           | 2.04E-02          | 2.53E-02         |
|         | radbas             | 1.19E-02        | 6.44E-04           | 3.59E-03          | 4.19E-03         |
As shown in Table 5, we found that the choice of the activation function has a significant impact on the performance of ELM. In our experiments, the ELM models with sigmoid as activation function can achieve the best performance in most cases, while the models with tribas as activation function always obtain suboptimal results. One explanation is that the datasets generated by different benchmark functions have different data distributions, and the effect of the feature mappings generated by each data distribution under different activation functions is quite different, which directly affect the performance of ELM. In other words, the sigmoid function may perform better nonlinear transformations and obtain more meaningful feature mappings than the tribas function on these benchmark functions.

5. Conclusions and future work
In this paper, we did a comprehensive study on the relationship between the parameters and the performance of ELM based on eight benchmark functions. Based on the experimental results, we have the following interesting findings.

1) More hidden layer nodes may not always lead to the better performance of ELM. Arbitrarily setting the number of hidden nodes may cause the ELM model to be under-fitting or over-fitting. One recommendation is to use the incremental constructive method to obtain an initial network model, and then prune the unimportant hidden nodes to obtain the optimal network model.

2) The empirical randomization range (i.e., [-1, 1]) of the weights between the input layer and hidden layer and the empirical randomization range (i.e., [0, 1]) of the threshold of hidden nodes cannot guarantee better performance for ELM models. One recommendation is to use the grid search or random search to obtain the best parameters for ELM model.

3) The effects of five commonly used activation functions on the performance of ELM are shown in Table 5. It turns out that the sigmoid function always leads to better performance than the tribas function on these regression problems.

In the future, we will give a complete theoretical proof for these phenomena and establish the quantitative relationship between the parameters and the performance of ELM. In addition, ELMs with kernel functions and the multi-layer ELMs will be studied. We hope this study could provide guidance for researchers to select appropriate parameters for ELM.
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