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Abstract— In multi-agent applications such as surveillance and logistics, fleets of mobile agents are often expected to coordinate and safely visit a large number of goal locations as efficiently as possible. The multi-agent planning problem in these applications involves allocating and sequencing goals for each agent while simultaneously producing conflict-free paths for the agents. In this article, we introduce a new algorithm called MS* which computes an optimal solution for this multi-agent problem by fusing and advancing state of the art solvers for multi-agent path finding (MAPF) and multiple travelling salesman problem (mTSP). MS* leverages our prior subdimensional expansion approach for MAPF and embeds the mTSP solvers to optimally allocate and sequence goals for agents. Numerical results show that our new algorithm can solve the multi-agent problem with 20 agents and 50 goals in a minute of CPU time on a standard laptop.

I. INTRODUCTION

Multi-agent applications such as information acquisition in surveillance or package delivery in logistic services require agents to safely visit a large number of goal locations as efficiently as possible. A fundamental problem in these applications, referred to as the Multi-agent simultaneous multi-goal sequencing and path finding (MSMP), aims to allocate and sequence goals for each agent and plan conflict-free paths for the agents while minimizing the sum of the travel costs. MSMP generalizes the single-agent path finding problem in [3] to multiple agents. MSMP also extends the multi-agent path finding (MAPF) problem [10], [20] found in the robotics community as well as the well-known multiple traveling salesman problem (mTSP) [12] addressed in the optimization community. Specifically, MAPF generally assumes the number of goals is equal to the number of agents and are mainly about finding conflict-free paths for the agents. On the other hand, the mTSP is a combinatorial problem that only addresses the allocation and sequencing of goals for agents without considering the conflicts between the paths of agents. The MSMP considers both path finding and goal sequencing concurrently (Fig. 1).

While several variants of the MAPF and mTSP have been addressed in the literature in isolation, we are not aware of any exact algorithm that finds an optimal solution for the MSMP problem. In this work, we take our first step to address this gap and propose a new algorithm named as MS* and a variant named MS*-c. We show that MS*-c can solve the MSMP problem to optimality. In MS* and MS*-c, we create a new state space and handle conflicts via subdimensional expansion [25] while simultaneously allocating and sequencing goals for agents via state of the art mTSP solvers. Specifically, the subdimensional expansion method dynamically modifies the dimension of the new search space based on agent-agent conflicts and defers planning in the joint space until necessary. Concurrently, the complexity in goal allocation and sequencing is addressed by embedding the mTSP solvers in the form of (1) heuristics that underestimate the cost-to-go from any state, and (2) individual optimal policies that constructs the low dimensional search space for subdimensional expansion. To further reduce the computational complexity, we also define new dominance rules in the proposed state space to prune any partial solution that can not to lead to an optimal solution. Numerically, we perform simulations on instances from [20] with at most 20 agents and 50 goals to verify the performance of the proposed approach.

The rest of the article is organized as follows. Sec. II provides a literature review related to MSMP. We formally define the MSMP problem in Sec. III. Next, we describe the MS* algorithm in Sec. IV, and discuss its completeness and optimality properties in Sec. V. Numerical results are presented in Sec. VI with conclusions in Sec. VII.

II. PRIOR WORK

Multi-agent path finding, as its name suggests, computes an ensemble of collision-free paths that navigate a set of agents from their respective starts to destinations. Finding optimal paths for MAPF is NP-hard [26] as the problem complexity
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increases exponentially with respect to the number of agents. MAPF methods tend to fall on a spectrum from decentralized to centralized, trading off completeness and optimality for scalability. Conflict-based search [19] and subdimensional expansion [25] are widely known approaches for MAPF that lie in the middle of the spectrum. They are complete and guaranteed to provide optimal solutions; however, they typically handle scenarios where the number of goals or tasks is equal to the number of agents.

Subdimensional expansion [25], our prior method, by-passes the curse of dimensionality by dynamically modifying (while attempting to bound) the dimension of the search space based on agent-agent conflicts. This approach applies to many algorithms, and therefore inherits completeness and optimality, if the underlying algorithm already has these features, while scaling well on average in less crowded environments. Applying subdimensional expansion to $A^*$ results in $M^*$. $M^*$ begins by computing an individual optimal policy for every agent and lets them follow the policies towards to their destinations, ignoring any other agents. When a conflict is found, the subset of agents in conflict are coupled together and a corresponding new search space with increased dimensions is formed where a new search is conducted in order to resolve the conflict locally.

**Multi-goal sequencing** is related to the traveling salesman problem (TSP), which aims to find an optimal tour in a given graph is one of the most well known NP-Hard problems in the literature [1]. Several methods have been developed [1] for the TSP ranging from exact techniques (branch and bound, branch and price) to heuristics and approximation algorithms which trade off optimality for computational efficiency. There are numerous generalizations of the TSP which include multiple agents with motion, fuel, capacity and other resource constraints [4], [22]. Multiple TSP (mTSP) is much harder than solving a single TSP since goal locations must be partitioned and allocated to each agent in addition to finding an optimal sequence of the assigned locations for each agent to visit. Our prior work in this area has developed several state of the art approximation algorithms for homogeneous [11], [16] and heterogeneous [4], [15], [2] agents using Lagrangian relaxation and primal-dual techniques. All of these methods ignore conflicts between the agent’s paths. This issue is explicitly handled in this work.

**Integrating goal allocation and path finding** extends MAPF to consider multiple goals [9], [23], [10], [7], [8]. However, most of the prior work either consider the **allocation** aspect of the problem: assigning exactly one goal to each agent from a set of goals, or the **sequencing** aspect of the problem: a set of goals are pre-assigned to each agent and the visiting order is to be determined. In this work, the multi-goal sequencing in MSMP involves both allocation and sequencing.

### III. Problem Description

Let index set $I_N = \{1, 2, \ldots, N\}$ denote a set of $N$ agents. All agents move in a workspace represented as a finite graph $G = (V, E)$, where the vertex set $V$ represents the possible locations for agents and the edge set $E = V \times V$ denotes the set of all the possible actions that can move an agent between any two vertices in $V$. An edge between $u, v \in V$ is denoted as $(u, v) \in E$ and the cost of an edge $\epsilon \in E$ is a non-negative real number $\epsilon(u, v) \in \mathbb{R}^+$. In this article, we use superscript $i \in I_N$ over a variable to represent the specific agent to which the variable belongs (e.g. $v^i \in V$ means a vertex corresponding to agent $i$). Let $v^i_0 \in V$ denote the initial vertex of agent $i$. There are $N$ **destination** vertices in $G$ denoted by the set $V_d \subseteq V$. Each agent must terminate its path at any one of these destination vertices. Note here that each destination needs to be assigned to exactly one agent and vice-versa. In addition, let $V_g = \{t_1, t_2, \ldots, t_M\} \subseteq V$ denote the set of $M$ goal vertices that must be visited by at least one of the agents in the middle of its path. For the rest of the article, we will use destinations and goals to represent vertices in $V_d$ and $V_g$ respectively.

Let $\pi^i(v^i_1, v^i_M)$ denote a path for agent $i$ that connects vertices $v^i_1$ and $v^i_M$ via a sequence of vertices $(v^i_1, v^i_2, \ldots, v^i_M)$ in the graph $G$. Let $g(\pi^i(v^i_1, v^i_M))$ denote the cost associated with the path. This path cost is the sum of the costs of all the edges present in the path, i.e., $g(\pi^i_1, v^i_M) = \sum_{j=1,2,\ldots,m} \text{cost}(v^i_j, v^i_{j+1})$.

All agents share a global clock. Each action, either wait or move, requires one unit of time for any agent. Any two agents $i, j \in I_N$ are claimed to be in conflict if one of the following two cases happens. The first case is a “vertex conflict” where two agents occupy the same vertex at the same time. The second case is an “edge conflict” where two agents travel through the same edge from opposite directions between times $t$ and $t + 1$ for some $t$.

The multi-agent simultaneous multi-goal sequencing and path finding (MSMP) problem aims to find a set of conflict-free paths for the agents such that (1) each goal is visited at least once by some agent, (2) the path for each agent starts at its initial vertices and terminates at one of the destinations, and (3) the sum of the cost of the paths is a minimum.

### IV. MS* Algorithm

#### A. Preliminaries

Let $G = (V, E) = \bigtimes_{i=1}^N G$ denote the joint graph which is the cartesian product of $N$ copies of $G$, where each vertex $v \in V$ represents a joint vertex and $e \in E$ represents a joint edge that connects a pair of joint vertices. The joint vertex corresponding to the initial vertices of all agents is $v_0 = (v^1_0, v^2_0, \ldots, v^N_0)$. In addition, let $\pi(u, v), u, v \in V$ represent a joint path, which is a tuple of $N$ individual paths of same length, i.e., $\pi(u, v) = (\pi^1(u^1, v^1), \ldots, \pi^N(u^N, v^N))$.

Let $a \in \{0, 1\}^M$ denote a binary vector of length $M$ that indicates the visiting status of goals, i.e., for $m \in \{1, 2, \ldots, M\}$, the $m$-th component of $a$, denoted as $a(m)$, is equal to one if goal $t_m \in V_g$ is visited by some agent, and $a(m) = 0$ otherwise. To compare two binary vectors, a **dominance** relationship is established as follows.

**Definition 1 (Binary Dominance):** For any two binary vectors $a_k$ and $a_l$, $a_k$ dominates $a_l$ ($a_k \succeq b a_l$), if both the following conditions hold:
\[ a_k(m) \geq a_l(m), \forall m \in \{1, 2, \ldots, M\}. \]
\[ a_k(m) > a_l(m), \exists m \in \{1, 2, \ldots, M\}. \]

The state space in this work is the cartesian product of the joint graph and the space of binary vectors, i.e., \( G \times \{0, 1\}^M \). A state \( s = (v, a) \) is a tuple which includes a joint vertex \( v \in V \) occupied by the agents and a binary vector, \( a \in \{0, 1\}^M \). For the rest of the work, we use \( v(s_k) \) and \( a(s_k) \) to denote the joint vertex and binary vector contained in state \( s_k \) respectively. The initial state of all agents is \( s_0 = (v_0, 0^M) \). The search algorithm conducts A*-like [5] search and every state \( s_k \) represents a partial solution from \( s_0 \) to \( s_k \), which contains a joint path from \( v_0 \) to \( v(s_k) \). The algorithm terminates when one of the states in the final set \( S_f := \{(vf, 1^M)\} \) is expanded, where \( vf \) is a joint vertex that represents a permutation of the destinations in \( V_d \).

Additionally, for any state \( s_k \), during the search process, as in A*, let \( g(s_k) \) denotes the least cost of any joint path found thus far from \( s_0 \) to \( s_k \). To compare two states, we define a dominance rule between them as follows.

**Definition 2 (State Dominance):** For any two states \( s_k \) and \( s_l \) with \( v(s_k) = v(s_l) \), \( s_k \) dominates \( s_l \) if either of the following two conditions holds:

- \( a(s_k) \geq a(s_l), g(s_k) \leq g(s_l) \), or
- \( a(s_k) = a(s_l), g(s_k) < g(s_l) \).

If \( s_k \) does not dominate \( s_l \), \( s_l \) is then non-dominated by \( s_k \).

Let \( \alpha(v) = \{ s_k | v(s_k) = v \} \) denote a set of states generated by the algorithm at joint vertex \( v \). Initially, \( \alpha(v_0) \) contains \( s_0 \) only, and \( \alpha(v) = \emptyset, \forall v \notin V, v \neq v_0 \). When a new state \( s_k \) is generated by the algorithm during the search, \( s_k \) is inserted into \( \alpha(v(s_k)) \) only when \( s_l \) is non-dominated by any states in \( \alpha(v(s_k)) \).

A heuristic function is also introduced to guide the search, which maps a state to a non-negative real number (i.e., \( h(s) \geq 0 \)) that underestimates the cost-to-go before finding a solution. In addition, let \( f(s) := g(s) + h(s) \) represent the \( f\)-value of state \( s \), and at any stage of the algorithm, let OPEN denote the open list which contains candidate states to be expanded. As commonly done, we sort the candidate states in OPEN based on their \( f\)-values.

In addition, let collision set \( I_C(s) \subseteq I_N \) represent a set of agents in conflict at state \( s \). To detect conflicts, collision function \( \Psi : V \times V \to 2^I_N \) is introduced to check if there is any vertex or edge conflicts given two neighboring joint vertices. Collision function \( \Psi \) returns either an empty set if no conflict is detected, or the set of agents that are in conflict.

**B. Key features of the Algorithm**

MS* (Algorithm 1) conducts a M*-like [25] search in the new state space to find an optimal joint path for the agents. However, there are **three crucial aspects** where MS* differs from M* that makes it applicable to the MSMP. **First,** to construct individual policies and the heuristic value from a state to any (final) state in \( S_f \), we ignore the conflicts between the agent’s paths and solve the resulting mTSP. The mTSP in this paper is solved by transforming it to an equivalent TSP and using the LKH algorithm [6] (a state of the art TSP solver). The solution to the transformed TSP can then be readily converted into a path for each agent as explained later in section IV-D. **Second,** when a conflict is found, back-propagating only the subset of agents involved in the conflict may not be sufficient to guarantee an optimal solution for MSMP. Therefore, we have two variants of the MS* algorithm, one which back-propagates in a similar way as the standard M* and another called MS*-c which back-propagates the entire set of agents. While the numerical results show that MS* finds optimal solutions for almost all of the instances, our proof of optimality currently only applies to MS*-c. **Third,** we use the state dominance rules to prune any state from OPEN, which can not be part of an optimal solution.

**Algorithm 1 Pseudocode for MS* (MS*-c)**

1: Initialize OPEN with \( s_0 = (v_0, 0^M) \)
2: while OPEN not empty do
3: \( s_k = (v_k, a_k) \leftarrow \text{OPEN}.\text{pop}() \)
4: if \( s_k \in S_f \) then
5: \( \pi \leftarrow \text{Reconstruct}(s_k) \)
6: return \( \pi \)
7: \( S^{a_k,h} \leftarrow \text{GetNeighbor}(s_k) \)
8: for all \( s_l = (v_l, a_l) \in S^{a_k,h} \) do
9: add \( s_k \) to back_set(\( s_l \))
10: if \( \Psi(v_k, v_l) \neq \emptyset \)
11: \( I_C(s_k) \leftarrow I_C(s_k) \cup \Psi(v_k, v_l) \)
12: if \( s_l \) is non-dominated by any states in \( \alpha(v_l) \) then
13: add \( s_l \) to OPEN
14: parent(\( s_l \) \( \leftarrow s_k \))
15: else (Notes: \( s_l \) is dominated by states in \( \alpha(v_l) \))
16: \( A \leftarrow \{ s_l | s_l \in \alpha(v_l), s_l \geq s_k \} \)
17: for all \( s_l \in A \) do
18: \( \text{BackProp}(s_k, I_C(s_l)) \)
19: add \( s_l \) to back_set(\( s_l \))
24: return Failure (no solution)

MS* starts by inserting the initial state \( s_0 \) into OPEN. In every round of the search, a state \( s_k \) with a minimum \( f\)-value is popped from OPEN. If \( s_k \in S_f \), the algorithm outputs a solution by simply tracing the parents of the states iteratively from \( s_k \) to \( s_0 \) and terminates. Otherwise, \( s_k \) is further expanded.

To expand \( s_k \), all neighboring state in the limited neighbor set (denoted as \( S^{a_k,h} \)), of \( s_k \) are explored (see Sec. IV-C). For each \( s_l \in S^{a_k,h} \), the collision checking function \( \Psi(v(s_k), v(s_l)) \) is invoked and the resulting collision set \( I_C(s_l) \) is back-propagated, which updates the collision set of the parent states recursively. As noted before, back-propagating \( I_C(s) \) may not be enough to guarantee that the algorithm returns an optimal solution. Thus, in MS*-c, the index set \( I_N \), which contains all agents, is back-propagated instead of \( I_C(s_l) \), when there is conflict detected at state \( s_l \).

Any neighboring state \( s_l \) that leads to a conflict is discarded after the collision sets are back-propagated (line 13). If \( s_l \) is not in conflict, \( s_l \) is then check for dominance against states in \( \alpha(v(s_l)) \). If \( s_l \) is not dominated, it is added to OPEN for
future expansion. Otherwise, \( s_l \) is discarded and for all states \( s'_l \) that dominates \( s_l \), i.e., \( \{ s'_l | s'_l \in \alpha(v_l), s'_l \succeq s_l \} \), \( I_C(s'_l) \) is backpropagated to \( s_l \). By doing so, MS* (and MS* c) keeps updating the collision set of ancestor states of \( s_l \) after \( s_l \) is pruned by dominance [18]. Finally, MS* either finds a solution or terminates when OPEN becomes empty, which indicates there is no solution for the problem. More details of the algorithm are presented in the following subsections.

**C. State Expansion**

To expand a state, we leverage the concept of “limited neighbors”, which was originally introduced in our prior work [25]. The limited neighbors \( S^{\text{nh}} \) of a state \( s_k \) is a set of neighboring states \( s_l \) that can be reached from \( s_k \) and is determined by \( I_C(s_k) \). Denote \( v_k = v(s_k) \) and for each agent \( i \), if \( i \notin I_C(s(l)) \), agent \( i \) is only allowed to follow the path \( \phi_l(v_i' , v_i') \) which moves it from \( v_i' \) to its assigned destination \( v_i' \) (see Sec. IV-D). If agent \( i \) is in the collision set \( (i \in I_C(s_k)) \), it is allowed to explore all possible neighbors of \( v_i' \) in \( G \). The binary vector \( a(s_l) \) is updated correspondingly if any un-visited goals get visited in \( v_i' \) by some agent \( i \in I_N \), where \( v_l = v(s_l) \).

**Algorithm 2 Pseudocode for BackProp**

```plaintext
1: INPUT: s, I
2: if I \( \not\subseteq I_C(s) \) then
3: \( I_C(s) \leftarrow I \cup I_C(s) \)
4: if s \( \notin \) OPEN then
5: add s to OPEN
6: for all \( s_k \) in back_set(s) do
7: BackProp \((s_k, I_C(s))\)
```

\( S^{\text{nh}} \) of a state \( s \) varies once \( I_C(s) \) changes, which dynamically modifies the sub-space embedded in the overall state space that can be reached from \( s \). Note that \( I_C(s) \) is updated recursively when Algorithm 2 is called. To back-propagate collision sets, a data structure “back_set” is defined at every state. Intuitively, the back_set at state \( s \) contains all parent states from which \( s \) is reached. When \( I_C(s) \) is enlarged, \( I_C(s) \) is back-propagated to every state in back_set(s). When back-propagating a collision set \( I_C(s) \) to a state \( s_k \in \text{back_set}(s) \), if \( I_C(s_k) \) is not a super set of \( I_C(s) \), then \( I_C(s_k) \) is updated by taking the union of \( I_C(s) \) (line 3). In addition, \( s_k \) is re-opened, which makes MS* expand \( s_k \) again with a possibly larger limited neighbor set.

The aforementioned state expansion strategy is “aggressive” in a sense that, at a state \( s \), only agents \( i \in I_C(s) \) are allowed to explore all possible moves and agents \( i \notin I_C(s) \) are restricted to their individual optimal policies. However, in MSMP, all agents are “coupled” in the space of binary vectors \( \{0, 1\}^M \) as a goal visited by one agent does not need to be visited by any other agents. Therefore, when agent \( i \in I_C(s) \) changes its next move at state \( s \), the optimal policies of other agents \( j \notin I_C(s) \) may change. This requires agents \( j \notin I_C(s) \) to consider all possible moves as well in order to guarantee the optimality. Based on this observation, we propose a “conservative” (c) expansion strategy and name the corresponding MS* algorithm with this strategy as MS*-c. In MS*-c, when a collision is detected between agents \( I_C(s) \subseteq I_N \) at state \( s \), instead of back-propagating \( I_C(s) \) as MS* does, MS*-c back-propagates \( I_N \), the index set that includes all agents. By doing so, all possible combinations of individual agent moves are considered in the state expansion. Notice here that MS*-c still differs from a naive A* search in the state space because for states where collision sets are not back-propagated, agents are still restricted to follow their optimal policies.

**D. Multi-goal Sequencing, Policies and Heuristics**

**Multi-goal Sequencing.** Ignoring the possible conflicts, the (multi-)goal sequencing procedure (Fig. 2) takes a state \( s \) as input and outputs a set of goal sequences for all agents. Each goal sequence is an ordered list of vertices in \( G' \), which starts from current vertex of an agent, as specified in \( v(s) \), visits a subset of un-visited goals assigned to the agent in order, and ends at some destination vertex in \( V_d \). This procedure has three steps:

- The goal sequencing problem in \( G \) is transformed [13] to a single asymmetrical traveling salesman problem (ATSP) in a transformed graph \( G' \).
- Solve the ATSP in \( G' \) and get an optimal tour \( \tau_s \) in \( G' \).
- Partition the optimal tour \( \tau_s \) in \( G' \) into \( N \) goal sequences for the agents in \( G \).

The transformation step leverages our prior work [13]. We use symbols with prime (e.g. \( G' \)) to denote the variables after transformation. Given a state \( s \), let \( V_g(s) \) denote the subset of goals that are not visited, i.e., \( V_g(s) = \{ t_m : a(m) = 0, \forall m = 1, 2, \ldots, M, a = a(s) \} \). Let \( G' = (V', E') \) represent a transformed graph, where \( V' \) is defined as the
union of (i) the current vertices of the agents, (ii) the unvisited goals in \( V_g(s) \), and (iii) the destinations \( V_d \). The transformed graph \( G' \) is a complete (i.e., fully-connected) directed graph and the travel cost, \( cost'(v'_a, v'_b) \), for any edge joining \( v'_a \in V' \) and \( v'_b \in V' \) is defined in Table I, where \( g(\pi_i) \) denotes the cost of the min-cost path in \( G' \) from \( v'_a \) to \( v'_b \), which can be computed by any single-agent min-cost path algorithms such as A* [5].

| \( v'_a \in V \) | \( v'_b \in V \) | \( v'_b \in V_g(s) \) | \( v'_b \in V_d \) |
|-----------------|-----------------|-----------------|-----------------|
| \( v'_a \in V \) | \( \infty \) | \( g(\pi_a) \) | \( g(\pi_b) \) |
| \( v'_b \in V_g(s) \) | \( \infty \) | \( g(\pi_a) \) | \( g(\pi_b) \) |
| \( v'_b \in V_d \) | \( 0 \) | \( \infty \) | \( \infty \) |

**TABLE I:** Edge cost definition in the transformed graph \( G' \).

The LKH algorithm [24], which is one of the best heuristic-based solver currently available for TSP, is used to find a tour in \( G' \). The LKH, in addition to providing a near-optimal solution, also provides a tight lower bound which can be used as an underestimate for the cost to go from state \( s \). It has been shown in [13] that the near-optimal tour costs for agent \( i \) is defined in Table I, where \( g(\pi_i) \) denotes the cost of the min-cost path in \( G' \) from \( v'_a \) to \( v'_b \), which can be computed by any single-agent min-cost path algorithms such as A* [5].

More discussion can be found in [17].

**Lemma 1:** Given a state \( s \), let \( C(\tau_s) \) denote the cost of the tour \( \tau_s \) computed by the goal sequencing procedure and let \( \tau_{m,s}(v(s), v_f) \) denote a joint path in \( G \) with the minimum cost that starts from \( v \), visits all unvisited goals and ends at destinations. Then \( C(\tau_s) = g(\tau_{m,s}(v(s), v_f)) \).

**Lemma 2:** If there is no feasible solution, \( MS^*-c \) reports failure in finite time.

**Theorem 1:** \( MS^*-c \) either computes the optimal solution for MSMP or reports failure in finite time.

**Proof:** With Lemma 1, if no conflict, \( MS^* \) restricts agents to move along the joint path computed by the goal sequencing procedure and the resulting joint path is guaranteed to be optimal. If there are conflicts at state \( s \) along the joint path, with Alg. 2, all ancestor states of \( s \) are updated with \( I_C = I_N \) and re-inserted into OPEN for re-expansion with all possible moves considered. Among these moves, \( MS^*-c \) uses an underestimating heuristic and expands states as in A*, and thus computes an optimal solution. With Lemma 2, if no solution, \( MS^*-c \) reports failure in finite time.

**VI. NUMERICAL RESULTS**

**A. Test Settings**

We implemented both \( MS^* \) and \( MS^*-c \) in Python and tested on a computer with a CPU of Intel Core i7 and 16GB RAM. We selected grids from [20] and make them four-connected. Each action of an agent, either wait or move, incurs a unit cost. For each grid, we generated a set of \( M \) goals with \( M = 10, 20, \ldots, 50 \) at random location without overlapping with agents’ starts or destinations. We tested with number of agents \( N = 5, 10, 20 \). For each test instance, the time bound is one minute. We tested both \( MS^* \) and \( MS^*-c \), and they return the same solution cost for any instance when both of them succeed. In addition, the success rates of \( MS^* \) is higher than \( MS^*-c \) within 5% for all the instances. We thus report only the results of \( MS^* \) below to make the article concise.

**B. Success Rate**

We first measured the success rates of \( MS^* \) with varying \( M \) and \( N \). As shown in Fig. 3, as \( M \) increases, \( MS^* \) achieves relatively stable success rates except the rightmost game grid, where the initial goal sequencing procedure times out with \( M = 50 \). When \( N \) increases, the chance that agents collide increases when they follow the policies computed by the goal sequencing procedure, which lowers the success rates. The types of the grid also affects the success rates.

**C. Multi-goal Sequencing Time**

To get a better sense of the computational burden of (multi-)goal sequencing in \( MS^* \), we measured the run time of each goal sequencing call and took the average over all the succeeded test instances. From Fig. 3, as one can expect, as \( N \) or \( M \) increases, each call of goal sequencing takes more time. When \( M = 50 \) and \( N = 20 \), there are 20 agents + 50 goals + 20 destinations = 90 vertices in the transformed graph \( G' \). In random, room and maze grid, it takes roughly 30 seconds to compute the transformed graph.
Fig. 3: The left vertical axis of each plot represents the success rates of MS* as a function of both the number of agents (N) and number of goals (M). The right vertical axis of each plot (bar plots) represents the average run time (in seconds) of goal sequencing per call as M varies. The grids used from the left to the right are of type (size): random (32x32), room (32x32), maze (32x32), game map (65x81)

and call LKH to compute a set of goal sequences, which is more than half of the time limit and is very burdensome.

VII. CONCLUSION

New algorithms, MS* and its variant MS*-c were presented for a multi-agent simultaneous multi-goal sequencing and path finding (MSMP) problem. The completeness and optimality properties of the algorithms were shown. Numerical results verify the performance of both algorithms. There are several directions for future work. One can focus on variants of MSMP and MS* can be suitably modified to handle the variants. One can also focus on fast approximation algorithms for goal sequencing which can improve the performance of the MS*.
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