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Abstract—In this paper, we conduct a comprehensive study on the co-salient object detection (CoSOD) problem for images. CoSOD is an emerging and rapidly growing extension of salient object detection (SOD), which aims to detect the co-occurring salient objects in a group of images. However, existing CoSOD datasets often have a serious data bias, assuming that each group of images contains salient objects of similar visual appearances. This bias can lead to the ideal settings and effectiveness of models trained on existing datasets, being impaired in real-life situations, where similarities are usually semantic or conceptual. To tackle this issue, we first introduce a new benchmark, called CoSOD3k in the wild, which requires a large amount of semantic context, making it more challenging than existing CoSOD datasets. Our CoSOD3k consists of 3,316 high-quality, elaborately selected images divided into 160 groups with hierarchical annotations. The images span a wide range of categories, shapes, object sizes, and backgrounds. Second, we integrate the existing SOD techniques to build a unified, trainable CoSOD framework, which is long overdue in this field. Specifically, we propose a novel CoEG-Net that augments our prior model EGNet with a co-attention projection strategy to enable fast common information learning. CoEG-Net fully leverages previous large-scale SOD datasets and significantly improves the model scalability and stability. Third, we comprehensively summarize 40 cutting-edge algorithms, benchmarking 18 of them over three challenging CoSOD datasets (iCoSeg, CoSaI2015, and our CoSOD3k), and reporting more detailed (i.e., group-level) performance analysis. Finally, we discuss the challenges and future works of CoSOD. We hope that our study will give a strong boost to growth in the CoSOD community. The benchmark toolbox and results are available on our project page at http://dpfan.net/CoSOD3K/.
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1 INTRODUCTION

Salient object detection (SOD) in color images [2]–[6], RGB-D images [7]–[11], and videos [12]–[14] has been an active field of research in the computer vision community over the past [15]–[22]. SOD mimics the human visual system to detect the most attention-grabbing object(s) in a single image, as shown in Fig. 1 (a). As a extension of this, co-salient object detection (CoSOD) emerged recently to employ a set of images. The goal of CoSOD is to extract the salient object(s) that are common within a single image (e.g., red-clothed football players in Fig. 1 (b)) or across multiple images (e.g., the blue-clothed gymnast in Fig. 1 (c)). Two important characteristics of co-salient objects are local saliency and global similarity. Due to its useful potential, CoSOD has been attracting growing attention in many applications, including collection-aware crops [23], co-segmentation [24], [25], weakly supervised learning [26], image retrieval [27], [28], and video foreground detection [29].

As such, the CoSOD task has been rapidly growing in recent few years [18], [34], with hundreds of related publications since 20101. Most CoSOD datasets tend to focus on the appearance-similarity between objects to identify the co-salient object across multiple images. However, this leads to data selection bias [2], [35] and is not always appropriate, since, in real-world applications, the salient objects in a group of images often vary in terms of texture, scene, and background (see our CoSOD3k dataset in Fig. 1 (d)), even if they belong to the same category. In addition to the data selection bias, CoSOD methods also suffer from two main limitations:

(A) Completeness. ε (Mean Absolute Error) [36] and F-measure [37] are two widely used metrics in CoSOD/SOD model evaluation. As discussed in [38], these metrics have their inherent limitations. To provide thorough and reliable conclusions, we need introduce more accurate metrics e.g., structural based evaluation metric or perceptual based evaluation metric.

(B) Fairness. To evaluate the F-measure, the first step is to binarize a saliency map into a set of foreground maps using different threshold values. There are many binarization strategies [39], such as adaptive threshold, fixed threshold and so on. However, different strategies will result in different F-measure performances. Further, few previous works provide details on their binarization strategy, leading to inconsistent F-measures for different researchers.

To address the aforementioned limitations, we argue that integrating various publicly available CoSOD algorithms, datasets, and metrics, and then providing a complete, unified benchmark, is highly desired. As such, we make four distinct contributions in this work:

1. Some representative works can be found on https://hzuifu.github.io/proj_cosal_review.html.
First, we construct a challenging CoSOD3k dataset, with more realistic settings. Our CoSOD3k is the largest CoSOD dataset to date, with two aspects: 1) it contains 13 super-classes, 160 groups, and 3,316 images in total, where each super-class is carefully selected to cover diverse scenes; e.g., Vehicle, Food, Tool, etc.; 2) each image is accompanied by hierarchical annotations, including category, bounding box, object, and instance, which could greatly benefit various vision tasks (e.g., object proposal, co-location, co-segmentation, co-instance detection, etc.), as shown in Fig. 2.

Second, we present the first large-scale co-salient object detection study, reviewing 40 state-of-the-art (SOTA) models, and evaluating 18 of them on three challenging, large-scale CoSOD datasets (iCoSeg, CoSal2015, and the proposed CoSOD3k). A convenient benchmark toolbox is also provided to integrate various publicly available CoSOD datasets and multiple metrics for better performance evaluation. The benchmark toolbox and results have been made publicly available at https://dpfan.net/CoSOD3K/.

Third, we propose a simple but effective CoEG-Net baseline for CoSOD, which uniformly and simultaneously embeds the appearance and semantic features through a co-attention projection and a basic SOD network. Comprehensive benchmarking results show that CoEG-Net outperforms the 18 SOTA models. Moreover, it also yields competitive visual results, making it an efficient solution for the CoSOD task.

Finally, we make several interesting observations, discuss the important issues arising from the benchmark results, and suggest some future directions. Our study serves as a potential catalyst for promoting large-scale model comparison for future CoSOD research.

This paper is based on and extends our previous CVPR2020 version [1] in the following aspects. 1) We have implemented a simple but effective framework of CoSOD, which uniformly and simultaneously embeds the appearance and semantic features through a sparse convolution and a basic SOD network. Importantly, we also designed a common feature detector, which solved with Plug-and-Play. 2) We have made a lot of efforts to improve the presentations (e.g., dataset, framework, key results) and organizations of our paper. We have added several new sections to describe our new framework about the method formulation, corresponding technical components, and further experiments (e.g., comparison with baselines, running time). Besides, several sections have been re-written to improve the readability and provide more detailed explanations about the introduction, CoSOD models, quantitative/qualitative comparisons, and discussions. 3) We build the first standard Benchmark and model zoo of CoSOD, which integrates various publicly available CoSOD datasets with uniform input/output formats (i.e., JPEG for image; PNG for GT). The gathered code of traditional or learning-based will be released soon as well.

2. Collecting the CoSOD dataset is more difficult than the SOD dataset, that is why the previous largest CoSOD dataset, i.e., [40], in the past 15 years has only 2K images. Even for our 3K dataset, we have spent 1 year to collect such high-quality dataset. Moreover, we also pay more attention to provide high-quality hierarchical annotations (e.g., image-level and object-/instance-level) to promote related vision tasks rather than the size of the dataset.
2 RELATED WORK

2.1 CoSOD Datasets

Currently, only a few CoSOD datasets have been proposed [28], [31]–[33], [40], [41], as shown in Table 1. MSRC [33] and Image Pair [32] are two of the earliest ones. MSRC was designed for recognizing object classes from images and has spurred many interesting ideas over the past several years. This dataset includes 8 image groups and 240 images in total, with manually annotated pixel-level ground-truth data. Image Pair, introduced by Li et al. [32], was specifically designed for image pairs and contains 210 images (105 groups) in total. The iCoSeg [41] dataset was released in 2010. It is a relatively larger dataset consisting of 38 categories with 643 images in total. Each image group in this dataset contains 4 to 42 images, rather than only 2 images like in the Image Pair dataset. The THUR15K [28] and CoSal2015 [40] are two large-scale publicly available datasets, with CoSal2015 widely used for assessing co-salient object detection algorithms. Different from the above-mentioned datasets, the WICOS [31] dataset aims to detect co-salient objects from a single image, where each image can be viewed as one group.

Although the aforementioned datasets have advanced the CoSOD task to various degrees, they are severely limited in variety, with only dozens of groups. On such small-scale datasets, the scalability of methods cannot be fully evaluated. Moreover, these datasets only provide object-level labels. None of them provide rich annotations such as bounding boxes, instances, etc., which are important for progressing many vision tasks and multi-task modeling. Especially in the current deep learning era, where models are often data-hungry. In this work, thus, we will focus on the two relatively large-scale datasets (i.e., iCoSeg [41] and CoSal2015 [40]) together with the proposed challenging dataset to provide more in-depth analysis.
2.2 CoSOD Methods.

Previous CoSOD studies [32], [57], [72], [80] have found that the inter-image correspondence can be effectively modeled by segmenting the input image into several computational units (e.g., superpixel regions [105], or pixel clusters [29]). A similar observation can be found in recent reviews [18], [34]. In these approaches, heuristic characteristics (e.g., contour [51], color, luminance) are extracted from images, and the high-level features are captured to express the semantic attributes in different ways, such as through metric learning [72] or self-adaptive weighting [57]. Several studies have also investigated how to capture inter-image constraints through various computational mechanisms, such as translational alignment [23], efficient manifold ranking [53], and global correspondence [56]. Some methods (e.g., PCSD [48], which only uses a filter bank technique) do not even need to perform the correspondence matching between the two input images, and are able to achieve CoSOD before the co-attention occurs.

Recently, deep learning based CoSOD models have achieved good performance by learning co-salient object representations jointly. For instance, Zhang et al. [38] introduced a domain adaption model to transfer prior knowledge for CoSOD. Wei et al. [67] used a group input and output to discover the collaborative and interactive relationships between group-wise and single-image feature representations, in a collaborative learning framework. Along another line, the MVSRCC [70] model employs typical features, such as SIFT, LBP, and color histograms, as multi-view features. In addition, several other methods [77], [81], [83], [86], [88], [95], [97] are based on more powerful CNN models (e.g., ResNet [76], Res2Net [106], GoogLeNet [84], and VGGNet [69]), achieving SOTA performances. These deep models generally achieve better performance through either weakly-supervised (e.g., CODW [59], SP-MIL [63], GONet [75], and FASS [78]) or fully supervised learning (e.g., DIM [38] and GD [67], and DML [73]). There are also some concurrent works [100]–[104] that are proposed after this submission. A summary of the existing CoSOD models is provided in Table 2.

3 CoSOD3k Dataset

3.1 Image Collection

We build a high-quality dataset, CoSOD3k, images of which are collected from the large-scale object recognition dataset ILSVRC [107]. There are several benefits of using ILSVRC to generate our dataset. First, ILSVRC is gathered from Flickr using scene-level queries and thus it includes various object categories, diverse realistic-scenes, and different object appearances, and covers a large span of the major challenges in CoSOD, providing us a solid basis for building a representative benchmark dataset for CoSOD. More importantly, though, the accompanying axis-aligned bounding boxes for each target object category allow us to identify unambiguous instance-level annotations.

3.2 Hierarchical Annotation

Similar to [108], [109], the data annotation is performed in a hierarchical (coarse to fine) manner (see Fig. 2).

- **Category Labeling.** We establish a hierarchical (three-level) taxonomic system for the CoSOD3k dataset. 160 common categories (see Fig. 3) are selected to generate subclasses (e.g., Ant, Fig, Violin, Train, etc.), which are consistent with the original categories in ILSVRC. Then, an upper-level class (middle-level) is assigned for each sub-class. Finally, we integrate the upper-level classes into 13 super-classes. The taxonomic structure of our CoSOD3k is given in Fig. 4.

- **Bounding Box Labeling.** The second level of annotation is bounding box labeling, which is widely used in object detection and localization. Although the ILSVRC dataset provides bounding box annotations, the labeled objects are not necessarily salient. Following many famous SOD datasets [30], [37], [45], [96], [110]–[116], we ask three viewers to redraw the bounding boxes around the object(s) in each image that dominate their attention. Then, we merge the bounding boxes labeled by the three viewers and have two additional senior researchers in the CoSOD field double-check the annotations. After that, as done in [117], we discard the images that contain more than six objects. Finally, we collect 3,316 images within 160 categories. Examples can be found in Fig. 2.
Object-/Instance-level Annotation. High-quality pixel-level masks are necessary for CoSOD datasets. We hire twenty professional annotators and train them with 100 image examples. They are then instructed to annotate the images with object- and instance-level labels according to the previous bounding boxes. The average annotation time per image is about 8 and 15 minutes for object-level and instance-level labeling, respectively. Moreover, we also have three volunteers cross-check the whole process (more than three-fold), to ensure high-quality annotation (see Fig. 5). In this way, we obtain an accurate and challenging dataset with a total of 3,316 object-level and 4,915 instance-level annotations. Note that our final bounding box labels are refined further based on the instance-level annotations to tighten the target.

3.3 Dataset Features and Statistics
To provide deeper insight into our CoSOD3k, we present several important characteristics below.

- Mixture-specific Category Masks. Fig. 7 shows the average ground-truth masks for individual categories and the overall dataset. As can be observed, some categories with unique shapes (e.g., airplane, zebra, and bicycle) present shape-biased maps, while categories with non-rigid or convex shapes (e.g., goldfish, bird, and bus) do not have clear shape-bias. The overall dataset mask (the right of Fig. 7) tends to appear as a center-biased map without shape bias. As is well-known, humans are usually inclined to pay more attention to the center of a scene when taking a photo. Thus, it is easy for a SOD model to achieve a high score when employing a Gaussian function in its algorithm. Due to the limitation of space, we present all 160 mixture-specific category masks in the supplementary materials.
As illustrated in Fig. 8 (a), the number of instances (1, 2, \( \geq 3 \)) is subject to a ratio of 7:2:1.

Sufficient Object Diversity. As shown in Table 5 (2\textsuperscript{nd} row) and Fig. 3, our CoSOD3k covers a large variety of super-classes including Vegetables, Food, Fruit, Tool, Necess- sary, Traffic, Cosmetic, Ball, Instrument, Kitchenware, Animal, and Others, enabling a comprehensive understanding of real-world scenes.

Number of Instances. Being able to parse objects into instances is critical for humans to understand, categorize, and interact with the world. To enable learning methods to gain instance-level understanding, annotations with instance labels are in high demand. With this in mind, in contrast to existing CoSOD datasets, our CoSOD3k contains the multi-instance scenes with instance-level annotations. As illustrated in Fig. 8 (a), the number of instances (1, 2, \( \geq 3 \)) is subject to a ratio of 7:2:1.

- Size of Instances. The instance size is defined as the ratio of foreground instance pixels to the total image pixels. Fig. 8 (b) shows the instance sizes of our CoSOD3k in terms of small, middle, and large instance/object. The distributions of instance sizes are 0.02\% \( \sim \) 86.5\% (avg.: 13.8\%), yielding a broad range.

4 PROPOSED METHOD

In this work, we also propose a simple but effective CoEGNet baseline for CoSOD, which extend state-of-the-art SOD model EGNet [118] by introducing co-attention information in an unsupervised manner.

4.1 Method Formulation

For a group of \( N \) associated images \( \{ \mathbf{I}^n \}_{n=1}^N \), the co-saliency detection task aims at segmenting out the common attentive foreground objects and generating optimized co-saliency maps, which indicate common salient objects among the input images. To predict the co-saliency masks, we present a two-branch detection framework to respectively capture the concurrent dependencies and salient foregrounds in a multiply independent fashion. Fig. 9 illustrates the framework of the proposed method, which independently outputs co-attention maps \( \{ \mathbf{A}^n \}_{n=1}^N \) in the top branch and saliency prior maps \( \{ \mathbf{S}^n \}_{n=1}^N \) in the bottom branch. The co-attention map \( \mathbf{A}^n \) and saliency prior map \( \mathbf{S}^n \) are then integrated via element-wise multiply to produce the final co-saliency prediction \( \mathbf{A}^n \otimes \mathbf{S}^n \).

To obtain the saliency prior map \( \mathbf{S}^n \) for an input image \( \mathbf{I}^n \), we simply use the edge guided salient object detection method EGNet [118] to collect multi-scale saliency priors. The EGNet is trained on large scale single image SOD dataset DUTS [30], which helps to identify the salient object regions in images without cross image information. The real challenge then becomes how to discover co-attention map \( \mathbf{A}^n \) in an unsupervised manner, which we present in the next subsection.

4.2 Co-attention Projection for Co-saliency Learning

The design of co-attention learning (see Fig. 6) is motivated by the class activation mapping (CAM) technique proposed by Zhou et al. [119]. Given an input image \( \mathbf{I}^n \), the corresponding feature activations \( \mathbf{X}^n \) in the last convolution
Unfortunately, in the co-saliency detection problem settings, the keywords level supervision is not available. Thus, we have to discover the weighting \( \omega \) for the common objects in an unsupervised fashion, by revealing the internal structure of the image features. Ideally, the unknown common object category among a group of associated images \( \{ \Gamma^n \}_{n=1}^N \) should corresponds to a linear projection that results in high class activation scores in the common object regions, while having low class activation scores in other image regions. From another point of view, the common object category should correspond to the linear transformation that generates the highest variance (most informative) in the resulting class activation maps. Follow the idea in coarse localization task [123], we achieve this gold by exploring the classical principle component analysis (PCA) [124], which is the simplest way of revealing the internal structure of the data in a way that best explains the variance in the data.

Specifically, given the associated images \( \{ \Gamma^n \}_{n=1}^N \), with corresponding feature activations \( X^n \) for each image \( \Gamma^n \), we aim at finding the linear transformation of \( X^n \) that results in the co-attention maps \( \{ A^n \} \) with the highest variance. This can be achieved by analyzing the covariance matrix of the feature descriptors \( \{ x^n(i,j) \} \). Let \( x = \frac{1}{N} \sum_n \sum_{i,j} x^n(i,j), \) where \( Z = N \times H \times W \). We have the zero mean version of the descriptors as \( \hat{x}^n(i,j) = x^n(i,j) - \bar{x} \). The covariance matrix can be denoted as

\[
\text{Cov}(\hat{x}) = \frac{1}{Z} \sum_n \sum_{i,j} (\hat{x}^n(i,j) - \bar{x})(\hat{x}^n(i,j) - \bar{x})^T.
\]

Then the expected linear projection can be established by using the eigenvector \( \xi^* \), that corresponds to the largest eigenvalue of \( \text{Cov}(\hat{x}) \). Thus, the co-attention projection can be designed as a projection that presents the features in its most informative viewpoint

\[
A^n(i,j) = \xi^*^T \cdot \hat{x}^n(i,j).
\]
Fig. 10 shows some visual templates of common activation maps (second and third row), using largest and second eigenvalue, and their corresponding post-processed (i.e., manifold ranking and DenseCRF) co-attention map $A^\alpha$ (fourth row) selected from the “banana” group of CoSal2015 [46].

4.3 Implementation

The VGGNet16 network [69] after removing the top layer is selected as our backbone for a fair comparison. The training process is finished in 30 epochs and the learning rate is divided by 10 after 15 epochs. For the edge-guided contextual saliency network, the setting is the same with [118]. Note that in the training stage, the loss function is the same with EGNet. Similar to the post-processing in [75], we utilize the DenseCRF [47] and manifold ranking [125] to further refine co-attention map $A^\alpha$ before integrating them with the saliency prior map $S^\beta$. The examples are shown in the third row of Fig. 10.

5 Benchmark Experiments

5.1 Experimental Settings

- Evaluation Metrics. To provide a comprehensive evaluation, four widely used metrics are employed for evaluating CoSOD performance, including maximum F-measure $F_\beta$ [37], mean absolute error (MAE) $\epsilon$ [36], S-measure $S_n$ [126], and maximum E-measure $E_\phi$ [127]. The complete evaluation toolbox can be found at https://github.com/DengPingFan/CoSODToolbox.

- F-measure $F_\beta$ [37] evaluate the weighted harmonic mean of precision and recall. The saliency maps have to be binarized using different threshold, where each threshold corresponds to a binary saliency prediction. The predicted and ground-truth binary maps are compared to get precision and recall values. $F_\beta$ is typically chosen as the F-measure score that corresponds to the best fixed threshold for the whole dataset.

- MAE $\epsilon$ [36] is a much simple evaluation metric that directly measures the absolute difference between the ground-truth value and the predicted value, without any binarization requirements. Both F-measure and MAE evaluate the prediction in a pixel by pixel manner.

- S-measure $S_n$ [126] is designed to evaluate the structural similarity between a saliency map and the corresponding ground-truth. It can directly evaluate the continuous saliency prediction without binarization and consider the large scale structure similarity at the same time.

- E-measure $E_\phi$ [127] is a perceptual metric that evaluates both local and global similarity between the predicted map and ground-truth simultaneously.

- Competitors. In the CoSOD experiments, we evaluate/compare sixteen SOTA CoSOD models, including seven traditional methods [29], [51], [53], [57], [72], [120], [121] and nine deep learning models [58], [59], [63], [64], [75], [85], [95], [118], [122]. The methods were chosen based on two criteria: (1) representative, and (2) released code or results.

- Benchmark Protocols. We evaluate on two existing
CoSOD datasets, i.e., *iCoSeg* [41], and *CoSal2015* [40], and our CoSOD3k. To the best of our knowledge, ours is the largest-scale and most comprehensive benchmark. For comparison, we run the available codes directly, either under default settings (e.g., CBCS [29], ESMG [53], RFPR [120], CSHS [51], SACS [57], CODR [121], UMLF [72], DIM [58], CPD [122], and EGNNet [118]) or using the CoSOD maps provided by the authors (e.g., IML [85], CODW [59], GONet [75], SP-MIL [63], and CSMG [95]).

5.2 Quantitative Comparisons

5.2.1 Performance on *iCoSeg*. The *iCoSeg* dataset [41] was originally designed for image co-segmentation but is widely used for the CoSOD task. Interestingly, as can be seen in Table 4, the two SOD models (i.e., EGNNet [118] and CPD [122]) achieve the state-of-the-art performances. The CoSOD methods (e.g., CODR [121], IML [85], and CSMG [95]) also obtain close performances to the top SOD models (i.e., EGNNet [118] and CPD [122]). Our CoEG-Net obtains the best performance in $E_\phi$, $S_\alpha$, and $F_\beta$, but the results are very close to those of the backbone, i.e., EGNNet [118]. One possible reason is that the *iCoSeg* dataset contains a lot of images with single objects, which can easily be detected by SOD models. The co-salient feature is not an importance role in *iCoSeg* dataset. This also suggests that the *iCoSeg* dataset may not be suitable for evaluating CoSOD methods in the deep learning era. Some examples can be found in Fig. 12.

5.2.2 Performance on *CoSal2015*.

Table 4 shows the evaluation results on the *CoSal2015* dataset [40]. One interesting observation is that the existing salient object detection methods, e.g., EGNNet [118] and CPD [122], obtain higher performances than most CoSOD methods. This implies that some top-performing salient object detection frameworks may be better-suited for extension to CoSOD tasks. The CoSOD method CSMG [95] achieves comparable performance in $E_\phi$ (0.842) and $F_\beta$ (0.784), but worse scores in $S_\alpha$ (0.774) and $\epsilon$ (0.130). This demonstrates that existing CoSOD methods cannot solve the task well. Our CoEG-Net obtains the best results, significantly outperforming both SOD and CoSOD baselines.

5.2.3 Performance on CoSOD3k.

The overall results on our CoSOD3k are presented in Table 4. As expect, our model still achieve the best performance. To provide deeper insight into each group, we report the performances of models on 13 super-classes in Table 5. We observe that lower average scores are achieved on classes such as Other (e.g., *baby bed* and *pencil box*), Instrument (e.g., *piano*, *guitar*, *cello*, etc.), Necessary (e.g., *pitcher*), Tool (e.g., *axe*, *nail*, *chain saw*, etc.), and Ball (e.g., *soccer*, *tennis*, etc.), which contain complex structures in real scenes. Note that almost all of the deep-based models (e.g., EGNNet [118], CPD [122], IML [85], and CSMG [95]) perform better than the traditional approaches (CODR [121], CSHS [51], CBCS [29], and ESMG [53]), demonstrating the potential advantages in utilizing deep learning techniques to address the CoSOD problem. Another interesting finding is that edge features can help provide good boundaries for the results. For instance, the best methods from both traditional (CSHS [51]) and deep learning models (e.g., EGNNet [118]) introduce edge information to aid detection. Finally, our method CoEG-Net obtains the best performance on average, with an $E_\phi$ of 0.825 which is much higher than the second-best method, i.e., CSMG [95] with 0.804. Moreover, the performances (Table 4) of all methods are worse than on the other two datasets (e.g., *iCoSeg* and *CoSal2015*), which clearly shows...
that the proposed CoSOD3k dataset is challenging and leaves abundant room for further research.

5.3 Qualitative Comparisons
Fig. 12 shows some qualitative examples on iCoSeg, CoSal2015, and our CoSOD3k. As can be seen, the SOD models, e.g., EGNet [118] and CPD [122], detect all salient objects and obtain sharp boundaries, performing better than other baselines. However, these SOD models ignore the context information.

For example, the “banana” group in the CoSal2015 dataset contain several other irrelevant objects, e.g., oranges, pineapples, and apples. The SOD models cannot distinguish these as being irrelevant. Another similar situation also occurs in the images in the dog group of our CoSOD3k, where the humans (the third and fifth images) are detected together with the dogs. On the other hand, the CoSOD methods, e.g., CSMG [95] and DIM [58], can identify the common salient objects and remove the other objects (e.g., human). However, these CoSOD methods cannot produce accurate predicted maps, especially around object boundaries. By contrast, our CoEG-Net preserves the advantages of SOD and CoSOD methods, and obtains the best visual results in all datasets.

5.4 Comparison with Baselines
Our baseline CoEG-Net consists of a co-attention projection and a basic SOD model. In order to explore the efficiency
of the co-attention projection, we (1) adopt the same training dataset (i.e., DUTS [30] and test datasets (i.e., iCoSeg, CoSal2015, and CoSOD3k) for three SOTA SOD models (i.e., Amulet [17], PiCANet [92], and EGNet [118]); and (2) apply the same co-attention projection strategy for these models, as presented in Section 4, to conduct this experiment. Table 6 shows the performances of three baselines in terms of $E_\phi$, $S_\alpha$, $F_\beta$, and $\epsilon$ metrics. Based on the results, we observe that: (i) On the relatively simple iCoSeg dataset, our baselines (i.e., Ours-A, Ours-P, and Ours-E) slightly improve upon the backbone models (i.e., Amulet, PiCANet, and EGNet). We note that because this dataset contains a large number of single objects with similar appearances (Fig. 12) in each group, only using a SOD model can achieve very high performance. This conclusion is consistent with the analysis in Section 5.2.1; (ii) On the classical CoSal2015 dataset, our baselines are consistently better than the backbones in terms of all four metrics. It is worth noting that, for this more challenging dataset CoSOD3k, we find that the improvement is still significant (e.g., 7.1% $F_\beta$ score for Amulet). To further analyze the improvement, we also provide the 160 sub-class performances in the supplementary materials. We observe that, for objects in the common super-class (i.e., ‘Ball’) such as “rugby_ball” and “soccer_ball”, we achieve 23.5% and 23.9% $F_\beta$ improvements. We attribute this to the co-attention projection operation being able to automatically learn mutual-features, which are crucial for overcoming challenging ambiguities.

### 5.5 Running Time

Our CoEG-Net is implemented in PyTorch and Caffe with an RTX 2080Ti GPU for acceleration. For traditional algorithms (CBCS [29], ESMG [53], CSHS [51], CODR [121], and UMLF [72]), the comparison experiments are executed on a laptop with Intel(R) Core(TM) i7-2600 CPU @3.4GHz. The remaining deep learning models (DIM [58], CSMG [95], CPD [122], and EGNet [118]) are tested on a workstation with Intel(R) Core(TM) i7-8700K CPU @3.70GHz and an RTX 2080Ti GPU. As shown in Table 7, among the top-3 CoSOD models, i.e., the proposed CoEG-Net, CSMG [95], and UMLF [72], evaluated in terms of $E_\phi$ measure on the proposed CoSOD3k, our model achieves the fastest inference time. In addition, compared with the top-2 fastest CoSOD models (i.e., CBCS [29] and ESMG [95]), although the proposed model has a longer test time, it obtains a significantly improved $S_\alpha$ measure. This partially suggests that our framework is not only efficient but also effective for the CoSOD task. However, compared to two recently released state-of-the-art models, CPD [122] and EGNet [118], there is still large room for improvement in running time.

### 6 Discussion and future directions

From the evaluation, we observe that, in most cases, the current SOD methods (e.g., CSMG [95] and SP-MIL [63]), although this does not necessarily mean that the current datasets are not complex enough or using the SOD methods directly can obtain the good performances—the performances of the SOD methods on the CoSOD datasets are actually lower than those on the SOD datasets. For example, EGNet achieves 0.937 and 0.943 $F_\beta$ scores on the HKU-IS dataset [113] and ECSSD dataset [116], respectively. However, it only obtains 0.786 and 0.702 $F_\beta$ scores on the CoSal2015 and CoSOD3k datasets, respectively. Consequently, the evaluation results reveal that many problems in CoSOD are still under-studied and this makes the existing CoSOD models less effective. In this section, we discuss four important issues (i.e., scalability, stability, compatibility, and metrics) that have not been fully addressed by the existing co-salient object detection methods and should be studied in the future. Finally, we discuss the weakness of the the proposed CoEG-Net framework.

- **Scalability.** The scalability is one of the most important issues that needs to be considered when designing CoSOD algorithms. Specifically, it indicates the capability of a CoSOD model of handling large-scale scene images. As we know, one key property of CoSOD is that the model needs to consider multiple images from each group. However, in reality, an image group may contain numerous related images. Under this circumstance, methods that do not consider scalability would have huge computational costs and take a very long time to run, making them unacceptable in practice (e.g., CSHS-102s and UMLF-87s). Thus, how to address the scalability issue, or how to reduce the computational complexity caused by the number of images contained in an image group, becomes a key problem in this field, especially when applying CoSOD methods for real-world applications.

| Models  | CBCS [29] | ESMG [53] | CSHS [51] | CODR [121] |
|---------|-----------|-----------|-----------|------------|
| Time (seconds) | 0.3 | 1.2 | 102 | 36 |

| Models  | UMLF [72] | DIM [58] | CSMG [95] | CPD [122] |
|---------|-----------|----------|-----------|-----------|
| Time (seconds) | 25 | 3.2 | 3.3 | 110.16 |

| Models  | EGNet [118] | Ours |
|---------|-------------|------|
| Time (seconds) | 0.034 | 2.3 |

| Language | PyTorch | PyTorch |
|----------|---------|---------|

**TABLE 6**

Ablative studies of our model on three benchmark datasets, where Ours-A, Ours-P, Ours-E represent the co-salient results of Amulet, PiCANet, EGNet on our baseline, respectively.

| Datasets | Metric | Amulet | Ours-A | PiCANet | Ours-P | EGNet | Ours-E |
|----------|--------|--------|--------|---------|--------|-------|--------|
| iCoSeg   | $E_\phi$ | 0.88   | 0.87   | 0.90   | 0.90   | 0.91  | 0.91   |
|          | $S_\alpha$ | 0.88   | 0.87   | 0.85   | 0.85   | 0.85  | 0.85   |
|          | $F_\beta$  | 0.08   | 0.08   | 0.05   | 0.05   | 0.06  | 0.06   |
|          | $\epsilon$ | 0.09   | 0.09   | 0.06   | 0.06   | 0.06  | 0.06   |

**TABLE 7**

Average running time of ten SOTA models.

| Models  | CBCS [29] | ESMG [53] | CSHS [51] | CODR [121] |
|---------|-----------|-----------|-----------|------------|
| Time (seconds) | 0.3 | 1.2 | 102 | 35 |

| Language | UMLF [72] | DIM [58] | CSMG [95] | CPD [122] |
|----------|-----------|----------|-----------|-----------|
| Time (seconds) | 25 | 3.2 | 3.3 | 110.16 |

| Models  | EGNet [118] | Ours |
|---------|-------------|------|
| Time (seconds) | 0.034 | 2.3 |

| Language | PyTorch | PyTorch |
|----------|---------|---------|
• **Stability.** Another important issue is the stability of model. When dealing with image groups containing multiple images, some existing methods (e.g., HCNco [128], PCSD [48], and IPCS [32]) divide the image group into image pairs or image sub-groups (e.g., GD [67]). Another school of methods adopt the RNN-based model (e.g., GWD [99]), which involves assigning an order to the input images. These strategies all make the overall training process unstable as there is no principle way of dividing image groups or assigning input order to related images. In other words, when generating image sub-groups or assigning the input orders following different strategies, the learning procedure produces different co-saliency detectors, and the test results are also unstable. Consequently, this not only brings difficulty for evaluating the performance of the learned co-saliency detectors but also influences the application of the co-salient object detection.

• **Compatibility.** Introducing SOD in CoSOD is a direct yet effective strategy for building CoSOD framework as the single image saliency can conduce to the co-saliency pattern identification. However, most existing CoSOD works only utilize the results or features of the SOD models as useful information cues. The proposed CoEG-Net baseline still follows this two-stage framework that spends more inference time than the single SOD model. Although as a preliminary attempt, we have also achieved the best performance among the existing CoSOD models. From this point of view, one further direction for leveraging the SOD technique is to deeply combine a CNN-based SOD network with a CoSOD model to build an end-to-end trainable framework for detecting CoSOD directly. To achieve this goal, one needs to consider the compatibility of the CoSOD framework, making it convenient for integrating the existing SOD techniques.

• **Metrics.** Current evaluation metrics for CoSOD are designed in terms of SOD, i.e., they calculate the mean of the SOD scores on each group directly. In contrast to SOD, CoSOD involves relationship information between co-salient objects of different images, which is more important for CoSOD evaluation. For example, current CoSOD metrics assume that the target objects have similar sizes in all images. As the objects actually have different sizes in different images, these metrics ($S_x, E, F, \beta, \epsilon$ in Sec. 5) would likely be inclined to detecting large objects. Moreover, the current CoSOD metrics are based towards detecting objects in a single image, rather than identifying co-occurring objects across multiple images. Thus, how to design suitable metrics for CoSOD is an open issue.

• **Weakness.** Compared with the end-to-end CoSOD detection frameworks that output binary predictions with smoothed fine-structures, the prediction results of CoEG-Net suffers from coarse boundaries, indicating that CoEG-Net cannot finely preserve detailed shape information for the co-salient objects. Some failed detection cases are shown in Fig. 13.

• **Potential Applications.** In this part, we discuss two potential new applications that could benefit from the high-quality CoSOD models. For more CoSOD applications, please refer to the related survey in [18], [34].

  **Collection-Aware Crops.** This application is derived from Jacob et al.’s work [23]. It studies where people look when comparing images and triggers the seminal works on the CoSOD task. Sharing the same spirit, we show a more general potential application which is not limited to image pairs. As an example, when dealing with the automatic thumb-nailing task as in Fig. 14, we first obtain the yellow bounding box from the saliency maps generated by our CoEG-Net. After that, an enlarged (≈60 pixels) red box is used to identify the crop regions automatically. To obtain high-quality crops from the first row, we can also introduce existing SOTA super-resolution techniques [129], [130] to further improve the visualization results.

  **Object Co-Localization.** As shown by DeepCO[97], the co-saliency detection results will provide the class-agnostic attention cues for the object co-location task. Introducing our CoEG-Net to existing commerce application will be a possible solution to improve the performance in this field.

7 Conclusion

In this paper, we have presented a comprehensive investigation on the co-salient object detection (CoSOD) task. After identifying the serious data bias in current dataset, which assume that each image group contains salient object(s) of similar visual appearance, we built a new high-quality dataset, named CoSOD3k, containing co-salient object(s) that are similar at a semantic or conceptual level. Notably, CoSOD3k is the most challenging CoSOD dataset so far, containing 160 groups and total of 3,316 images labeled with category, bounding box, object-level, and instance-level annotations. Our CoSOD3k dataset makes a significant leap in terms of diversity, difficulty and scalability, benefiting several related vision tasks, e.g., co-segmentation, weakly

3. Note that we keep the original width of the yellow box when the enlarged red box touched the boundary of the image.
supervised localization, and instance-level detection, and their future development.

To create an effective co-salient object detector, we integrated existing SOD techniques to build a unified, trainable CoSOD framework called CoEG-Net. Specifically, we augmented our prior model EGNet with a co-attention projection strategy to enable efficient common information learning, improving the scalability and stability of the co-salient object detection framework.

Besides, this paper has also provided a comprehensive study by summarizing 40 cutting-edge algorithms, benchmarking 18 of them over two classical datasets, as well as the proposed CoSOD3k. By evaluating recent SOD and CoSOD methods, this paper demonstrated that the SOD methods are surprisingly better. This is an interesting finding that can guide further investigation into better CoSOD algorithms. We hope the studies presented in this work will give a strong boost to the growth of the CoSOD community. In the future, we plan to increase the dataset scale to spark more novel ideas.
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