Energy-Efficient Multi-UAV Data Collection for IoT Networks with Time Deadlines

Oussama Ghdiri, Wael Jaafar, Safwan Alfattani, Jihene Ben Abderrazak, and Halim Yanikomeroglu

Abstract—In this paper, we focus on energy-efficient UAV-based IoT data collection in sensor networks in which the sensed data have different time deadlines. In the investigated setting, the sensors are clustered and managed by cluster heads (CHs), and multiple UAVs are used to collect data from the CHs. The formulated problem is solved through a two-step approach. In the first step, an efficient method is proposed to determine the minimal number of CHs and their best locations. Subsequently, the minimal number of UAVs and their trajectories are obtained by solving the associated capacitated vehicle routing problem. Results show the efficiency of our proposed CHs placement method compared to baseline approaches, where bringing the CHs closer to the dockstation allows significant energy savings. Moreover, among different UAV trajectory planning algorithms, Tabu search achieves the best energy consumption. Finally, the impact of the battery capacity and time deadline are investigated in terms of consumed energy, number of visited CHs, and number of deployed UAVs.

I. INTRODUCTION

The vision of future wireless technologies with numerous smart applications and services has emerged with the Internet of Things (IoT), connecting millions of devices and people. IoT sensor networks are a key enabler for novel applications, including smart cities, connected cars, smart grids, and intelligent transportation. Indeed, the Third Generation Partnership Project (3GPP) has issued recently several standardization documents to support IoT in 5G systems (e.g., TR 23.700-20 and TR 23.700-24). Typically, IoT sensors are low-cost and limited-energy devices with short transmission ranges. In large-scale IoT systems, the deployment of super-sensors or cluster heads (CHs) to aggregate data from neighboring sensors is a practical solution to reduce communication overhead and save sensors’ energy. However, even CHs may have a limited communication range, and therefore, a data collector needs to be deployed to gather sensed data and send it to the control center. In that matter, UAVs can be deployed as data collectors [1]. Indeed, UAVs have been presented as an efficient tool to solve several wireless communication challenges [2]. According to the agility, strong Line-of-Sight (LoS), and fast deployment of UAVs, the latter are a relevant option for data collection in IoT systems [3]. Nevertheless, UAVs have a limited onboard energy and are sensitive to blockages. Hence, accurate communication channel and power consumption models should be considered when designing data collection missions. On the other hand, large-scale IoT networks encompass sensors with different priorities, criticality levels, and time-sensitive usefulness. Consequently, energy-efficient data collection needs an accurate UAV deployment and trajectory planning to meet time-sensitive constraints, e.g., time deadlines for data collection.

Several works proposed UAV-based sensors’ data collection. In our previous work [1], we proposed collecting data from a clustered wireless sensor network using one or several UAVs, aiming to minimize the mission costs in terms of number of clusters and traveled distance by UAVs, while guaranteeing data is collected from all clusters. In this setting, sensor nodes (SNs) were clustered using a K-means-based algorithm, and UAV trajectories designed with different approaches, including genetic algorithm and nearest-neighbor. In [3], the problem of minimizing data collecting time from IoT time-constrained sensors is investigated, where the trajectory of a single collecting UAV and radio resource allocation are optimized. Moreover, the authors of [4] proposed joint optimization of wakeup schedule of SNs and a single UAV’s trajectory to minimize the total consumed energy by SNs, while guaranteeing complete data collection from all of them. Finally, authors in [5] presented a data collection framework, where multiple UAVs are deployed to collect data from clustered SNs, aiming to minimize the number of deployed UAVs and their flight times and distances, with respect to a mission deadline. The optimal solution is obtained, which outperforms a benchmark greedy approach. Nevertheless, these works have several limitations. Authors in [1], [5] did not consider energy restrictions of UAVs, while [4] focused only on single UAV trajectory planning. Finally, [5] did not account for energy limitations and air-to-ground accurate channel modeling.

Motivated by the aforementioned points, we propose here a practical data collection approach for large-scale IoT systems, where multiple UAVs collect sensed data with different time deadlines. The proposed solution follows a two-step approach. First, the minimum number of CHs and their locations are determined to guarantee that data from all SNs is aggregated at the CHs. Then, the number of collecting UAVs and their trajectories are optimized to minimize the total consumed energy. Finally, the impact of key parameters, e.g., UAV’s battery capacity and data time deadlines, is investigated.
II. SYSTEM MODEL

A. NETWORK AND CHANNEL MODELS

We consider an IoT sensor network consisting of a set \( M = \{1, \ldots, M\} \) of SNs, randomly located in a large area and constantly collecting time-sensitive data. We assume that SNs are heterogeneous, i.e., sensed data by SNs are of different kind, having different importance in time. Indeed, some sensed data are more critical and need to be collected faster than other less-critical data. Due to the limited energy and communication capability of typical IoT sensors, we assume that a set of \( K = \{1, \ldots, K\} \) cluster heads (CHs) can be deployed to collect, aggregate, and transmit sensed data to the data collector. In our system, collection of data is operated by multiple UAVVs, which fly and hover above/close to CHs for a sufficient time to collect the aggregated data.

Each sensor transmits its sensed data to its associated CH using power \( P_{SN} \), while a CH communicates with the collecting UAV using power \( P_{CH} > P_{SN} \). Assuming that IoT sensors communicate with their associated CH using the time-division multiple access (TDMA) protocol, the received signal-to-noise ratio (SNR) at CH \( c \) for the signal transmitted by SN \( s \), denoted \( \gamma_{sc} \), can be written as

\[
\gamma_{sc} = \frac{P_{SN}d_{sc}^{-\alpha}}{\sigma^2}, \forall s \in M, \forall c \in K
\]  

where \( d_{sc} = ||\mathbf{q}_s - \mathbf{q}_c|| \) is the distance between IoT sensor \( s \) and CH \( c \), \( \mathbf{q}_i = [x_i, y_i, z_i] \) is the 3D location of node \( i \) (\( i = s \) or \( c \)), \( \alpha \) is the path loss exponent, and \( \sigma^2 \) is the noise power. This communication link is considered successful if \( \gamma_{sc} \geq \gamma_{th} \), where \( \gamma_{th} \) is a selected SNR threshold. Hence, the maximum communication range for each SN \( s \) associated with CH \( c \) is defined as

\[
d_{sc} \leq d_{th} = \left( \frac{P_{SN}}{\sigma^2 \gamma_{th}} \right)^{1/\alpha}, \forall s \in A_c, \ c \in K
\]  

where \( A_c \) is the set of SNs associated with CH \( c \).

Given \( \mathcal{A} \), CHs are deployed to collect data from SNs and send it to UAVs. Let \( \mathcal{U} = \{1, \ldots, U\} \) be the set of available UAVs for CHs data collection. For the sake of simplicity, we assume that a UAV flies at a fixed altitude \( H \) above ground, such that \( H \) respects authority regulations and safety considerations. Also, UAVs are equipped with sensors that allow obstacle avoidance at a certain safety distance, denoted \( d_{safe} \), when they fly at maximum speed \( v_{max} \).

When UAV \( u \) hovers to receive data from CH \( c \), the air-to-ground channel between them can be expressed using the probabilistic path loss model given by

\[
\Lambda_{cu} = P_{cu}^{LoS}l_{cu}^{LoS} + P_{cu}^{NLoS}l_{cu}^{NLoS}, \forall c \in K_u, \forall u \in \mathcal{U},
\]  

where \( \Lambda_{cu} \) is the average path-loss between CH \( c \) and UAV \( u \), \( K_u \subset K \) is the subset of ordered CHs to visit by UAV \( u \), \( P_{cu}^{LoS} \) is the LoS probability, \( P_{cu}^{NLoS} = 1 - P_{cu}^{LoS} \) is the NLoS probability, and \( l_{cu}^{LoS} \) and \( l_{cu}^{NLoS} \) are LoS and NLoS path-loss, respectively. These parameters are written as

\[
P_{cu}^{LoS} = 1/\left(1 + ae^{b(\theta_{cu} - a)}\right), \forall c \in K_u, \forall u \in \mathcal{U},
\]  

and

\[
l_{cu}^{m} = 20 \log(4\pi f_c/V) + 20 \log(d_{cu}) + \beta_m, \ m = LoS \ or \ NLoS
\]

where \( a \) and \( b \) are constant values determined from the environment (rural, urban, etc.), \( \theta_{cu} = \frac{180}{\pi} \arcsin(H/V_{cu}) \) is the elevation angle between UAV \( u \) and CH \( c \), \( f_c \) is the carrier frequency, \( V \) is the speed of light, and \( \beta_m \) is the excessive path-loss coefficient. Using Friis formula, the received power at UAV \( u \) from CH \( c \) is expressed by

\[
P_{cu} = P_{CH} - \Lambda_{cu}, \forall c \in K_u, \forall u \in \mathcal{U},
\]

where \( P_{CH} \) is the unit power (in Watt), i.e. equal to 0 dBm.

B. UAV DATA COLLECTION MODEL

We assume that the mission time, i.e., the maximum time for UAVs to collect data from CHs and return to their dockstation, is \( T_F \) and divided into \( N \) time slots (TSs). Thus, TSs are equal and are of length \( \delta = \frac{T_F}{N} \). We define the 3D location of UAV \( u \) in time slot \( t \) as \( \mathbf{q}_{u} = [x_{u}^{t}, y_{u}^{t}, H] \). Since the UAV’s speed is limited by \( v_{max} \), its traveled distance in one TS is constrained by

\[
||\mathbf{q}_{u}^{t+1} - \mathbf{q}_{u}^{t}|| = \sqrt{(x_{u}^{t+1} - x_{u}^{t})^2 + (y_{u}^{t+1} - y_{u}^{t})^2} \leq v_{max}\delta.
\]

In our system, each CH \( c \) uploads its data to its associated UAV \( u \) at rate \( R_{cu} \) in bits/second (bps), determined using the Shannon equation as follows:

\[
R_{cu} = W \log_2(1 + \gamma_{cu}), \forall c \in K_u, \forall u \in \mathcal{U},
\]

where \( W \) is the total bandwidth of the channel and \( \gamma_{cu} = \frac{P_{cu}}{\sigma^2} \) is the SNR, where \( P_{cu} = 10^{2\gamma_{cu}} \) is the linear value of \( P_{cu} \).

Accordingly, the required number of TSs to upload one packet to the UAV can be expressed by

\[
T_{1,cu} = \left[ \frac{S_p}{R_{cu}\delta} \right], \forall c \in K_u, \forall u \in \mathcal{U},
\]

where \( S_p \) is the size of the packet in bits and \( \lceil \cdot \rceil \) is the ceiling function. Given \( Q_c \) data packets to be transmitted by CH \( c \), then the required data collection time (in TSs) by UAV \( c \) is

\[
T_{cu} = Q_cT_{1,cu}, \forall c \in K_u, \forall u \in \mathcal{U}.
\]

Due to the different priorities of collected data at each CH, we define by \( T_{d,c} \) the time deadline of data stored in CH \( c \), i.e., if not totally collected within this deadline, the data present in the CH becomes outdated and is dropped\footnote{Typically, this deadline is determined by the most critical sensed data.}. Hence, data collection has to respect the following constraint, assuming that all packets in one CH are collected by only one UAV

\[
\sum_{m=1}^{T_{mu} + T_{f,u}(m-1, m)} T_{mu} + T_{f,u}(m-1, m) \leq T_{d,c}, \forall c \in K_u,
\]

where \( \phi_u(c) \) designates the rank (i.e. index) of CH \( c \) in \( K_u \), \( T_{mu} \) is the data collection time of CH ranked \( m \) in \( K_u \), and \( T_{f,u}(m-1, m) \) is the flight time (in TSs) from the hovering location to collect data from CH ranked \( m - 1 \) to that associated to the CH ranked \( m \) in \( K_u \), with \( m = 0 \).
designating the dockstation. The flight time of UAV \( u \) between two locations \( \mathbf{q}_{u,i} \) and \( \mathbf{q}_{u,i'} \), where \( i \) and \( i' \) are two CHs ranks in the UAV path, can be calculated as follows:

\[
T_{f,u}(i,i') = \frac{||\mathbf{q}_{u,i'} - \mathbf{q}_{u,i}||}{v_u \delta},
\]

(12)

with \( v_u \leq v_{\text{max}} \) is the flying speed of the UAV (in m/sec).

### C. UAV Energy Model

The UAV is energy-constrained due to limited on-board battery. The battery lifetime depends on several factors, e.g., UAV’s energy source, type, weight, speed, etc. Typically, the UAV’s energy consumption consists of the propulsion energy and the communication energy. Without loss of generality, communication energy is several orders of magnitude smaller than propulsion energy. Hence, it is neglected in the considered energy model. For the propulsion energy, we adopt the propulsion-power model for rotary-wing UAVs of [9]

\[
P_{\text{prop}}(v_u) = \zeta_t \left( \frac{1}{2} + \frac{v_u^2}{4c_0} \right)^{1/2} + \zeta_B \left( 1 + \frac{3c_0^2}{2U_{\text{tip}}} \right) + \frac{1}{2} d_u \psi r A v_u^3,
\]

(13)

where \( \zeta_B \) and \( \zeta_t \) are the blade profile power and induced power, respectively. \( U_{\text{tip}} \) is the tip speed of the rotor blade, \( v_0 \) is the mean rotor induced velocity, \( \psi \) is the air density, \( d_0 \) is the fuselage drag ratio, \( r \) is the rotor solidity, and \( A \) denotes the rotor disc area. In order to obtain the power consumption for hovering, we use the same equation above, but with null flying speed \( v_u = 0 \), thus, we get

\[
P_{\text{hover}}(v_u) = P_{\text{prop}}(v_u = 0) = \zeta_B + \zeta_t.
\]

(14)

Using (13)–(14), the consumed energy of UAV \( u \) during a time period \( T \) can be given by

\[
E_u(v,T) = \begin{cases} P_{\text{prop}}(v) \times T, & \text{if } v > 0 \\ P_{\text{hover}}(v) \times T, & \text{if } v = 0. \end{cases}
\]

(15)

Hence, the related battery status at TS \( t \), denoted \( S_u(t) \), can be expressed by

\[
S_u(t) = S_u(t-1) - E_u(v, \delta), \quad \forall t > 0,
\]

(16)

where \( S_u(t-1) \) is the battery’s status at the end of TS \( (t-1) \), and \( S_u(0) \) is the initial battery capacity. The latter is expressed as \( S_u(0) = S_{\text{ini}} + S_{\text{min}} \), where \( S_{\text{ini}} \) is the battery capacity dedicated for the mission, while \( S_{\text{min}} \) is a safety capacity, reserved for emergency pull back to the dockstation. Hence, \( S_u(t) \in [S_{\text{min}}, S_u(0)] \).

### III. Problem Formulation

In this section, we formulate our optimization problem aiming to minimize the total consumed energy for data collection, by optimizing the deployment of CHs, the number of required UAVs, and their trajectories. Let \( K_u = |K_u| \) be the cardinality of the set \( K_u, \forall u \in \mathcal{U} \). Then, using (15), the consumed energy by UAV \( u \) during the mission is given by

\[
E_u(K_u) = \sum_{m=1}^{K_u} \left[ E_u(0, T_{nu} \delta) + E_u(v_u, T_f,u(m-1, m) \delta) \right],
\]

(17)

where \( T_f,u(K_u, K_u+1) = ||\mathbf{q}_{u,k_u} - \mathbf{q}_0||/v_u \delta \), and \( \mathbf{q}_0 \) is the initial location of all UAVs, i.e., the dockstation. Therefore, the optimization problem can be formulated as follows:

\[
\begin{align}
\min_{\mathcal{K}, \mathcal{L}, \{\mathcal{A}_c\}, \{\mathcal{K}_u\}, \{\mathcal{U}\}} & \sum_{u \in \mathcal{U}} E_u(K_u) \\
\text{s.t.} & \quad d_{\text{ade}} \leq d_{\text{th}}, \forall s \in \mathcal{A}_c, \forall c \in \mathcal{K}, \quad (P1.a) \\
& \quad S_u(t) \geq S_{\text{min}}, \forall u \in \mathcal{U}, \forall t \leq T_u, \forall u \in \mathcal{U} \quad (P1.b) \\
& \quad \sum_{m=0}^{T_u} (T_{nu} + T_f,u(m-1, m)) \leq T_{d,c}, \quad (P1.c) \\
& \quad ||\mathbf{q}_{u,i} - \mathbf{q}_{u,i'}|| \geq d_{\text{ade}}, \forall i, \forall i' \in \mathcal{U}, \quad (P1.d) \\
& \quad ||\mathbf{q}_{u,i} - \mathbf{q}_0|| \leq v_{\text{max}} \delta, \forall i, \forall t \leq T_u, \forall u \in \mathcal{U}, \quad (P1.e)
\end{align}
\]

where \( T_u \leq N \) is the effective mission completion time for UAV \( u \) (in TSs), \( \mathcal{L} = \{\mathbf{q}_u\} \in \mathcal{K} \) is the set of selected locations for CHs, and \( \mathcal{L}_u = \{\mathbf{q}_{i,u}\} \in \mathcal{K}_u \) is the set of ordered UAV hovering locations to collect data from its associated CHs.

The objective function is the total consumed energy by all UAVs, given their trajectories \( \mathcal{L}_u \) associated to their sets of CHs \( \mathcal{K}_u \). \((P1.a)\) ensures the successful communication between SNs in \( \mathcal{A}_c \) and their associated CH c. \((P1.b)\) guarantees that enough energy is available in the battery to complete the mission at any TS \( t \), while \((P1.c)\) satisfies the time deadline condition when a UAV collects data from CHs. Also, \((P1.d)\) ensures that no collisions between UAVs occur, and finally, \((P1.e)\) limits the flying distance, for a given \( v_{\text{max}} \).

Problem \((P1)\) is NP-hard. Indeed, in the special case of already deployed CHs, the problem becomes finding the best routes for UAVs, while respecting the energy and time deadlines conditions. The latter can be seen as the capacitated vehicle routing problem with time windows (CVRPTW) [10]. The CVRPTW can be described as selecting the routes for a number of vehicles, aiming to serve a group of customers within time windows. Each vehicle has a limited capacity, which is used to depart from a depot point, serve a number of customers along its route, then return to the same depot point. The objective of the CVRPTW is to minimize the total transport costs. Logically, the vehicles, customers, and transport costs, can be assimilated by the UAVs, CHs, and energy consumption, respectively. Since the CVRPTW is known to be NP-hard [10], then by restriction, \((P1)\) is NP-hard.

### IV. Solution Approach

In \((P1)\), we notice that the optimization of parameters \( \mathcal{U} \) and \( \{\mathcal{K}_u, \mathcal{L}_u\} \in \mathcal{U} \) directly depends on the selected parameters \( \mathcal{K}, \{\mathcal{A}_c\}, \{\mathcal{K}_u\} \) and \( \mathcal{L} \). Moreover, since their associated constraints are independent, problem \((P1)\) can be divided into two cascaded problems as follows:
1. A first problem of sensors clustering and CHs placement, where only \( K, L, \) and \( \{A_c\}_{c \in K} \) are optimized, aiming to minimize the number of deployed CHs is formulated.

2. Then, given \( K, L \) and \( \{A_c\}_{c \in K} \), a second problem of UAV trajectory planning is formulated in order to minimize the total consumed energy, through the optimization of \( \mathcal{U} \) and \( \{K_u, L_u\}_{u \in \mathcal{U}} \).

Hence, we present next the two described problems and propose efficient approaches to solve them.

### A. IoT Sensors Clustering

Typically, IoT sensors are deployed in large areas in order to sense, process, and communicate relevant data for some applications. Due to their limited battery, IoT sensors need to carefully use their energy, while prolonging the life of collected data as much as possible. To do so, IoT sensors can be grouped into disjoint and non-overlapping clusters to reduce the amount of used energy. SNs scan the surrounding environment and transmit sensed data to CHs, which aggregate and transmit obtained information to the UAVs [1].

Several state-of-the-art clustering techniques exist, e.g., K-means [12], density-based spatial clustering, and hierarchical cluster analysis (HCA) [13]. Nevertheless, due to the low-complexity of K-means, we focus here on its customization, aiming to group SNs and deploy the minimal number of CHs. Thus, the associated clustering problem can be written as

\[
\begin{align*}
\min_{\{A_c\}_{c \in K}} & \quad \sum_{c=1}^{K} \sum_{s=1}^{M} a_{sc} d_{sc}^2 \\
\text{s.t.} & \quad d_{sc} \leq d_{th}, \forall s \in A_c, \forall c \in K, \\
& \quad |A_c| \leq F, \quad \forall c \in K, \tag{P2.a} \\
& \quad (P2.b)
\end{align*}
\]

where \( a_{sc} \in \{0, 1\} \) is a binary variable indicating whether SN \( s \) is associated with CH \( c \) or not, \( \forall s \in A_c \). Constraint \( (P2.a) \) guarantees fairness in associating SNs with CHs, while \( F \) is the maximum number of SNs associated with one CH. Finally, \( |A_c| \) is the cardinality of the set \( A_c \).

Conventionally, K-means clustering requires a predefined number of CHs. Hence, in [1], the authors proposed a K-means algorithm to solve (P2) without any constraint, then reexecuted it iteratively until \( (P2.a) \) is met. Such method is time consuming and inaccurate, as the clustering performance may vary with the algorithm initialization. Therefore, we propose here to improve the method of [1] by integrating both constraints \( (P2.a) \) and \( (P2.b) \) into the clustering process. The proposed approach is presented in Algorithm [1] and described as follows. First, locations of \( K \) CHs are randomly initialized. Then, each SN is assigned to the closest CH with respect to \( (P2.a) \) and \( (P2.b) \). Next, the locations of CHs are updated by calculating the resulting mean location of associated SNs for each CH. This procedure is repeated until convergence, i.e., the calculated locations remain unchanged. Since we

\[\text{Algorithm 1: IoT sensors clustering algorithm}
\]

Given \( K, L, \) and \( A_c, \forall c \in K, \) the trajectory planning problem can be formulated as

\[
\begin{align*}
\min_{\{K_u, L_u\}_{u \in \mathcal{U}}} & \quad \sum_{u=1}^{U} E_u(K_u) \\
\text{s.t.} & \quad (P3.b) - (P3.c)
\end{align*}
\]

As discussed previously, this problem is NP-hard, and can be assimilated to a CVRPTW problem. In order to solve it, we model our system as a graph, described as follows. Let \( G = (\mathcal{D}, \mathcal{E}) \) be a complete graph, where \( \mathcal{D} = \{0, 1, \ldots, K\} \) is a set of vertices (nodes) representing the dockstation (node

\[3\text{This objective has a direct impact on the consumed energy of data collection since a lower number of CHs would reduce the mission time and energy consumption of UAVs.}\]
0) and \( K \) CHs, and \( E \) is the set of directed edges connecting the nodes. A directed edge from node \( i \) to node \( j \), denoted \( e_{ij} \), represents the UAV’s flying operation from \( i \) to \( j \) and the hovering operation at \( j \). A cost associated to the edge \( e_{ij} \), called \( \chi_u(e_{ij}) = E_u(v_u, \mu_1(e_{ij})) + E_u(0, \mu_2(e_{ij})) \), is expressed as the sum of the UAV’s flying and hovering energy, where \( \mu_1(e_{ij}) = T_{f,u}(i, j)\delta \) and \( \mu_2(e_{ij}) = T_{h,u}\delta \) respectively, \( \forall u \in U \).

Moreover, the time deadlines at CHs are represented in the graph by a time window \( \omega_c = [o_c, v_c] \), where \( o_c \) and \( v_c \) are the minimum and maximum instants for data collection, for each node \( c \in D \). This time window defines when data collection at node \( c \) can begin and end. Finally, trajectory of UAV \( u \) in \( G \) can be defined by \( K_u \), where each element of \( K_u \) is the ordered node to visit. Accordingly, (P3) can be reformulated as problem (P4) to detail below:

\[
\begin{align*}
\min \quad & \sum_{u \in U} \sum_{i,j \in D} \chi_u(e_{ij}) b_{u,ij} \\
\text{s.t.} \quad & \sum_{u \in U} \sum_{j \in D} b_{u,ij} \leq 1, \quad \forall j \in D \quad (P4.a) \\
& \sum_{j \in D} b_{u,0j} = \sum_{i \in D} b_{ui,0} = 1, \quad \forall u \in U \quad (P4.b) \\
& \sum_{i=1}^{\mu_1(e_{ij})} + \mu_2(e_{ij}(i+1)) \in [o_c, v_c], \quad \forall j \in K_u \quad (P4.c) \\
& \sum_{i \in D} \sum_{j \in D} \chi_u(e_{ij}) b_{u,ij} \leq S_u(0) - S_{\min}, \quad \forall u \in U, \quad (P4.d)
\end{align*}
\]

where \( b_{u,ij} \) is the binary variable indicating the selection of the edge \( i \rightarrow j \) within UAV \( u \)’s trajectory. Constraint (P4.a) ensures that each CH is visited at most once by exactly one UAV. (P4.b) guarantees that each UAV departs and returns to the dockstation. Condition (P4.c) emphasizes that the data collection operation cannot exceed the time deadline. Finally, (P4.d) guarantees that the consumed energy by any UAV respects the battery capacity. Subsequently, problem (P4) can be solved using any of the available CVRPTW heuristic or metaheuristic approaches, such as gradient descent, simulated annealing, Tabu search, etc. [14].

V. NUMERICAL RESULTS

We assume \( M=2000 \) IoT sensors randomly and uniformly distributed within a geographical area of \( 5 \times 5 \) km\(^2\). Unless specified otherwise, we use the simulation parameters of Table I as presented in the next page.

Fig. 1 presents the clustering performance of several algorithms, expressed by the average number of clusters as a function of communication range, \( d_{th} \) (averaging over 100 scenarios of SNs). We consider three clustering algorithms, namely proposed Algo. 1, K-means-based clustering in [1] (K-means Algo. [1]), and HCA-based clustering (HCA [13]). As \( d_{th} \) increases, a smaller number of CHs is needed, as the latter can be reached by a higher number of SNs. Moreover, Algo. 1 achieves the best clustering performance. Indeed, unlike the other algorithms, Algo. 1 is capable of adjusting the clusters to constraints (P2.a)-(P2.b) on-the-fly, i.e., while processing the SNs.

In Fig. 2, we depict a scenario where Algo. 1 is used to group 2000 SNs into 48 clusters, from which data is collected using 11 UAVs. We distinguish two variations, Algo. 1 as is, and “Algo. 1 (Short)”, where lines 32–34 are omitted. It is obvious that Algo. 1 would result in a more energy-efficient data collection, since UAVs would fly for less time, assuming that they hover directly above each CH to collect data.

For the clustering design of Fig. 2, Figs. 3–4 compare the consumed energy (in kilojoule), number of visited CHs, and number of deployed UAVs performances, as functions of the battery capacity, for different UAV trajectory planning approaches, namely Tabu search (Tabu), simulated annealing (SA), and guided local search (GLS). Performances of these methods are almost similar, with a preference for Tabu. Indeed, Tabu consumes less or equal energy to SA and GLS. Also, as the battery capacity increases (above 2250 mAh), the performance saturates, guaranteeing that data is collected from all CHs. Finally, the optimal battery capacity of 2500 mAh is provided by Tabu, where minimum energy (=167.9 kJ) and number of UAVs (=12) are achieved.

In Figs. 5–6, the same aforementioned performances are depicted as functions of the time deadline, for variations of Algo. 1, including “Algo. 1 (Short)” and “Algo. 1 (Range)”, where in the latter, UAVs do not hover directly above CHs, but rather within a range of 150 m from the initial UAV locations defined in Algo. 1. For all approaches, as the deadline increases, the consumed energy reaches a peak then decreases. Below this peak, the deadline is very small such that it prevents collecting data from all CHs as the latter will be outdated, hence, a small number of UAVs is deployed, which consumes low energy due to short trajectories. In contrast, beyond the peak point, the deadline is long enough to deploy a few UAVs that visit all CHs. The peak point corresponds to the critical deadline for which the maximum number of UAVs is deployed to collect data from the CHs. “Algo. 1 (Range)” presents the best energy consumption for deadlines above 90 sec, while visiting and deploying similar numbers of CHs and UAVs respectively, as Algo. 1. Indeed, “Algo. 1 (Range)” compensates for the prolonged data collecting time and energy (due to longer distances to CHs) by shorter flying time and energy. For deadlines below 90 sec, Algo. 1 performs either better or similarly to “Algo. 1 (Range)”, in terms of energy and number of visited CHs, since hovering exactly above CHs improves the data transmission and thus respects the deadline. Finally, “Algo. 1 (Short)” presents the worst performances as it spends more energy to reach CHs at distant locations, or in contrast, abandon them due to their data becoming outdated.

VI. CONCLUSION

In this paper, we investigated the multi-UAV data collection problem in clustered IoT networks, where sensed data have time deadlines. Aiming to optimize the data collection
deployment costs in terms of energy consumption, we propose a two-step solution. In the first step, the number and locations of CHs, which gather data from associated IoT sensors, are optimized using a customized K-means approach. Subsequently, an energy-efficient data collection framework which uses the minimal number of UAVs is presented; in this framework, the UAV trajectories are defined with respect to time deadlines of collected data and energy constraints. Simulation results show the efficiency of our customized K-means clustering compared to baseline approaches. Also, moving CHs closer to the dockstation provided a significant energy gain. On the other hand, it is shown that Tabu search achieves the best performance in terms of energy consumption, number of visited CHs, and number of deployed UAVs.
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