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Abstract Visual and audio events simultaneously occur and both attract attention. However, most existing saliency prediction works ignore the influence of audio and only consider vision modality. In this paper, we propose a multi-task learning method for visual-audio saliency prediction and sound source localization on multi-face video by leveraging visual, audio and face information. Specifically, we first introduce a large-scale database of multi-face video in visual-audio condition (MVVA), containing eye-tracking data and sound source annotations. Using this database, we find that sound influences human attention, and conversely attention offers a cue to determine sound source on multi-face video. Guided by these findings, a visual-audio multi-task network (VAM-Net) is introduced to predict saliency and locate sound source. VAM-Net consists of three branches corresponding to visual, audio and face modalities. Visual branch has a two-stream architecture to capture spatial and temporal information. Face and audio branches encode audio signals and faces, respectively. Finally, a spatio-temporal multi-modal graph (STMG) is constructed to model the interaction among multiple faces. With joint optimization of these branches, the intrinsic correlation of the tasks of saliency prediction and sound source localization is utilized and their performance is boosted by each other. Experiments show that the proposed method outperforms 12 state-of-the-art saliency prediction methods, and achieves competitive results in sound source localization.
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1 Introduction

With the rapid development of video platforms, such as YouTube and Netflix, millions of videos have emerged during the past years. A large proportion of those videos, including movies, video conferences, interviews and variety shows, contain more than one face. In multi-face videos, faces are dominate salient objects that attract human attention. Therefore, it is important and interesting to model human attention on multi-face videos through saliency prediction. Saliency prediction on multi-face videos has many applications such as video analytics, human-computer interface design, event understanding, perceptual video coding (Xu et al., 2018), etc. During the past few years, the flourish of deep learning has significantly boosted the performance of saliency prediction (Wang et al., 2018; Jiang et al., 2018; Cornia et al., 2018; Droste et al., 2020; Huang et al., 2015; Pan et al., 2017; Wang and Shen, 2017; Min and Corso, 2019; Bak et al., 2017), in particular in multi-face video saliency prediction (Liu et al., 2017; Xu et al., 2018). However, deep saliency models only concentrate on visual information, and often ignore auditory information. In practice, however, videos are always played with sound, which is an important cue in guiding human attention. As illustrated in Fig. 1 (a), humans pay attention to different regions in presence or absence of sound in the video. They fixate at the salient face and transit to other faces faster when sound is available. Without sound, people often rely on visual cues (e.g., motion) to locate the speaking person, leading to slower attention transition. Therefore, only consid-
Fig. 1: (a) An example of visual attention on a multi-face video. Four persons are speaking in a sequence from the left to the right. The first row (“visual-only”) represents the condition when subjects view only mute frames. The second row (“visual-audio”) shows the condition when both visual and audio information is present. (b) An example of the correlation between human attention and sound source localization. The pink bounding box represents the sound source region.

Fig. 1 (b) presents an example where sound source influences attention, and in return, the attention regions provide cues to localize sound source. Hence, the combination of sound source localization and saliency prediction has potential in improving the performance for both tasks, which has not been considered in previous works. Unfortunately, there is little cross talk between existing methods of multi-face video saliency prediction (Liu et al., 2017; Xu et al., 2018) and sound source localization (Senocak et al., 2018; Owens and Efros, 2018; Arandjelovic and Zisserman, 2018; Zhao et al., 2018).

Here, we propose a multi-task learning method for visual-audio saliency prediction and sound source localization on multi-face video, which jointly leverages the information of visual, audio and face. Specifically, we first establish a large-scale database of multi-face videos in visual-audio condition (MVVA), which includes fixations of 34 subjects and annotated location of sound source on 300 multi-face videos. Then, we mine our MVVA database to obtain several findings. In particular, we find that human attention consistently focuses on one among multiple faces in a video, and that the attention on and its transition across faces are influenced by both visual and audio information. In addition, we also find that human attention can be used to guide the localization of sound source on multi-face videos.

Inspired by the above findings, we propose a visual-audio multi-task network (VAM-Net) to predict fixations and locate sound source on multi-face videos. VAM-Net consists of three branches with corresponding modalities: visual, audio and face. The input audio is fed to the audio branch for learning the sound-related features. Subsequently, faces are extracted from the input video using a face detector (Zhang et al., 2016) and then fed to the face branch. In the face branch, both extracted faces and sound-related features from the audio branch are encoded to explore and relate the interaction among multiple faces through a spatio-temporal multi-modal graph (STMG). In our VAM-Net, STMG takes faces, audio and global visual features as nodes, yielding a sound source map for each video frame. STMG is able to accurately predict the sound source locations, by leveraging the powerful capability of graph neural network (GNN) in modeling the relationship between nodes. Also, the attention weights, corresponding to each extracted face, are generated and fed to the visual branch. Given the attention weights, the visual branch constructs a two-stream architecture to learn spatio-temporal features for visual saliency prediction on multi-face video. Finally, extensive experimental results show the superiority of the proposed method over state-the-art methods in the main task of saliency prediction and the auxiliary task of sound source localization for multi-face video. The MVVA database and codes of our method are available at: https://github.com/MinglangQiao/MVVADatabase.

To the best of our knowledge, this paper is a first attempt to build a multi-task learning framework for saliency prediction and sound source localization. Our main contributions in this paper are three-fold:

- We establish the MVVA database, as a large-scale multi-face video database for visual-audio saliency prediction and sound source localization.
- We thoroughly analyze our MVVA database, study the influence of face and sound on human attention, and explore the factors that impact sound source localization.
- We propose a deep learning model called VAM-Net that fuses visual, face and audio information to jointly learn the tasks of visual-audio saliency prediction and sound source localization on multi-face video.

This paper significantly extends our conference paper (Liu et al., 2020) by jointly learning the tasks of saliency prediction and sound source localization, rather than the single task of saliency prediction (Liu et al., 2020). Accordingly, the extension is in the following aspects. 1) We supplement a profound analysis on the factors that influence sound source localization, motivating us to embed sound source localization as an auxiliary task for saliency prediction. 2) To simultaneously predict saliency and locate sound
source, we re-design the multi-task deep learning architecture of VAM-Net, instead of the single task architecture (Liu et al., 2020). In addition, STMG, a novel GNN, is added to the VAM-Net to fuse the multi-modal information and explore the interaction among faces. Consequently, VAM-Net obtains higher saliency prediction performance than (Liu et al., 2020), in particular up to 0.577 gain in normalized scanpath saliency (NSS). It also achieves competitive results on sound source localization. 3) We conduct additional experiments on both sound source localization and saliency prediction, e.g., comparing with more methods, and evaluating on more databases, as well as additional ablation studies.

2 Related work

2.1 Saliency prediction

**Visual saliency prediction.** Visual saliency models have been widely developed to predict where people look in images (Huang et al., 2015; Zhang and Sclaroff, 2016; Pan et al., 2017; Wang and Shen, 2017; Cornia et al., 2018; Li et al., 2014) or videos (Hossein Khatoonabadi et al., 2015; Bak et al., 2017; Liu et al., 2017; Jiang et al., 2021; Wang et al., 2018; Min and Corso, 2019; Zanca et al., 2019; Bellitto et al., 2021; Li et al., 2010; Souly and Shah, 2016). The seminal work of Itti et al. (1998) proposed a computational model to predict the image saliency, via combining three low-level features including color, intensity, and orientation. Since then, a number of low-level feature-based saliency prediction methods have emerged (Harel et al., 2007; Le Meur et al., 2007; Xu et al., 2016; Hossein Khatoonabadi et al., 2015). For example, Le Meur et al. (2007) proposed to incorporate both the achromatic and chromatic visual features to compute spatial saliency. Harel et al. (2007) introduced a graph based model leveraging several low-level image features for saliency prediction. Later, some authors proposed to combine both high- and low-level features to predict human attention (Cerf et al., 2008; Judd et al., 2009). For example, Cerf et al. (2008) adopt both low-level feature maps (i.e., color, intensity, orientation) and face conspicuity maps to predict human fixations. Judd et al. (2009) proposed an SVM method for saliency prediction, which is based on the extracted low-, middle- and high-level image features.

Recently, visual saliency prediction has achieved a great success, benefiting from the powerful deep neural networks (DNNs) and large scale eye-tracking databases (Wang et al., 2018; Jiang et al., 2018) . In particular, a great number of deep saliency methods (Huang et al., 2015; Wang and Shen, 2017; Pan et al., 2017) use convolutional features to predict visual saliency. Cornia et al. (2018) utilized a dilated convolutional network and an attentive convolutional long short-term memory (LSTM) (Xingjian et al., 2015) to extract more sufficient and accurate visual saliency information. Pan et al. (2017) introduced a model based on generative adversarial networks (GAN) to predict saliency. Over videos, most works (Wang et al., 2018; Liu et al., 2017; Bak et al., 2017; Jiang et al., 2021) integrate CNNs and LSTMs to learn spatial and temporal visual features. Bak et al. (2017) proposed a two-stream CNN architecture, the inputs of which are the RGB frames and optical flow sequences, respectively. Zanca et al. (2019) leveraged various visual features, such as face and motion, to predict the scanpaths of fixations on images and videos. Recently, some works have focused on predicting saliency over multi-face videos. Liu et al. (2017) proposed an architecture to combine a CNN and a multiple-stream LSTM to learn face features. A comprehensive overview of saliency prediction can be found in (Borji and Itti, 2012; Borji, 2019). Unfortunately, all of the above methods have discarded the audio modality. In contrast, our method utilizes both audio and video modalities for saliency prediction.

**Visual-audio saliency prediction.** Only a few methods take into account the auditory modality. The early models (Courtot and Guyader, 2014a, 2015; Tsiami et al., 2016) mainly depend on hand-crafted features. In (Courtot and Guyader, 2014a, 2015), low-level features (e.g., lumiance information) and faces are used as visual information, while the audio is fed into a speaker diarization algorithm to locate the speaking person. Then, the saliency maps of a multi-face video are generated by integrating the visual and audio information. Tsiami et al. (2016) proposed to combine a visual saliency model (Itti et al., 1998) and an audio saliency model (Kayser et al., 2005). However, (Tsiami et al., 2016) only considers the scenario in which a simple stimuli is moving in clustered images. Recent works tend to make use of machine learning methods. Boccignone et al. (2018) proposed a probabilistic framework to predict the saliency maps of conversational scenes, via sampling the attractive locations based on a list of pre-computed priority feature maps. However, this method only considers the simple audio scenes, and it relies on several existing deep learning models (Chung and Zisserman, 2016; Kumar et al., 2007) to obtain the required features.

For visual-audio saliency prediction, few DNN models have been proposed. Jain et al. (2020) proposed a 3D convolutional encoder-decoder architecture, named AViNet, to predict visual saliency. In AViNet, SoundNet (Aytar et al., 2016) is applied to extract audio features and S3D (Xie et al., 2018) for visual features, which are fused to output saliency maps of videos. Most recently, Tavakoli et al. (2019) have developed a two-stream 3D-CNN (Hara et al., 2018) to encode visual and audio information into feature vectors, which are then concatenated to learn visual-audio saliency. Tavakoli et al. (2019) do not focus on saliency prediction of multiple
faces in a video, which is the main target of our work. More importantly, we develop a brand-new multi-task DNN architecture for jointly learning to predict saliency and locate sound source in multi-face videos.

2.2 Sound Source localization

Sound source localization in visual context aims at locating the spatial regions that make sound in images and videos. Recently, several deep learning methods (Senocak et al., 2019; Senocak et al., 2018; Owens and Efros, 2018; Arandjelovic and Zisserman, 2018; Zhao et al., 2018; Tian et al., 2018; Hu et al., 2020; Jia et al., 2020) have been proposed for sound source localization, achieving remarkable progress. Among them, several methods utilize the synchrony or correspondence of visual and audio signals to train the DNN models, and then employ visualization algorithms to obtain the sound source heat map from the DNN models. Note that visualization can be conducted by various algorithms, including directly showing the feature maps, computing maps with class activation map (CAM) (Zhou et al., 2016), and other similar algorithms. For example, Owens and Efros (2018) proposed a self-supervised algorithm that trains a DNN to predict whether the video frames and audio waves are aligned in the temporal domain. Then, the sound source map is obtained by applying the CAM visualization algorithm. In (Arandjelovic and Zisserman, 2018), an audio-visual correspondence network was designed to localize objects that make sound in images. Zhao et al. (2018) introduced a cross-modal learning system, named PixelPlayer, to achieve the localization and separation of sounds. Senocak et al. (2019) used an attention mechanism to explore the correlation between visual and audio modalities. They developed a two-stream architecture consisting of a visual subnet and an audio subnet. Then, a localization subnet is leveraged to integrate the two-stream features and to locate sound source regions in images.

The VAM-Net, as a multi-task learning method, is proposed for simultaneously predict visual-audio saliency and to locate sound sources. Our VAM-Net method differs from the traditional sound source localization methods in two aspects: 1) VAM-Net guides the localization of sound source by making use of human attention, and 2) A novel GNN, i.e., STMG, is proposed in the VAM-Net to fuse the multimodal information of face and sound, for locating sound in multi-face video.

2.3 Visual-audio databases

Only few databases are available for studying visual-audio attention (Coutrot and Guyader, 2013, 2014b, 2015). The details about these databases are summarized in Tab. 1 of the supplemental material. These datasets are limited in the following ways. First, they are small. In particular, the numbers of videos in these databases are typically under 150, which is insufficient to train DNNs. Second, their videos contain only one or a few scenes. For example, Coutrot II (Coutrot and Guyader, 2014b) and Coutrot III (Coutrot and Guyader, 2015) only include conversation and 4 person meetings events. Third, all of their videos have low resolution. To be specific, their resolutions are up to 1232 × 504, lower than the high definition standard (i.e., 1920 × 1080 or 1280 × 720). More importantly, to the best of our knowledge, none of the visual-audio eye-tracking databases contain both eye-tracking data and annotated sound source.

For sound source localization, the existing databases are diverse in annotation style, content and scale. On the one hand, several databases (Arandjelovic and Zisserman, 2018; Senocak et al., 2019; Hu et al., 2020; Jia et al., 2020) have been proposed mainly for instrument scenes, annotated in the form of image-audio pairs, i.e., one labeled frame and the corresponding audio clip. For example, Jia et al. (2020) introduced a sound source database called INSTRUMENT-32CLASS, which contains 3,604 image-audio pairs with 32 instrument classes and only 747 pairs are annotated by a segment mask. Hu et al. (2020) collected 3 larger sound localization databases comprised of more than 29,000 image-audio pairs over 15 instrument classes. The labeled images are annotated by bounding boxes. On the other hand, a few databases concentrate on multi-face videos (Chakravarty and Tuytelaars, 2016; Roth et al., 2020). They usually annotate bounding boxes on faces with speaking/non-speaking labels. For instance, Chakravarty and Tuytelaars (2016) built a 35-minute multi-face video database in a specific scene, in which the videos are all cut from a panel discussion video. Subsequently, a larger database (Roth et al., 2020) containing 160 videos with about 40,000 labeled face tracks was established. It is currently the largest active speaker detection database over multi-face videos.

Different from the above databases, our MVVA database contains both eye-tracking and sound source labels of multi-face videos with diverse scenes. Furthermore, MVVA has annotated each frame from all 300 videos, which have a total number of 146,000+ frames and 923 labeled face tracks. Our database is publicly available online to facilitate the future research on visual-audio saliency prediction and sound source localization.

3 The Proposed Database

In this section, we introduce a large-scale eye-tracking database called multi-face video in visual-audio condition (MVVA). The proposed database contains eye-tracking fixations when both audio and video were presented. Besides, we have manually annotated all talking faces at the frame
level for all videos. To the best of our knowledge, our database is the first public database that has multi-face videos with audio information and contains both eye-tracking data and sound source annotations. Therefore, in addition to saliency, it can be used in other research areas such as sound localization, speaker diarization, etc., since the faces of speakers are manually marked. Here, we present the details about the database creation as follows.

**Stimuli.** A total number of 300 videos with 146,529 frames, containing both images and audio, were collected. Among them, 143 videos were selected from MUFVET (Liu et al., 2017) and other 157 videos were selected from YouTube. The selection criterion are as follows.

- **Containing at least one obvious face.** Face is an important factor that attracts human attention. We aim to predict the salient face and saliency transition among faces. Thus, we collect videos containing at least one obvious face. In MVVA, the average face number is 3, with the average face size of $101 \times 145$ pixels, ranging from $18 \times 20$ to $330 \times 457$ pixels.

- **Diverse audio scenes.** As Tab. 1 shows, our database contains 6 types of audio scenes (i.e., the laughter, music, crowd, street, applause and noise). It provides abundant data for investigating the correlation among audio, video, and human attention. Besides, we selected audios with Chinese and English languages, to guarantee that the subjects can understand the audio information. Specifically, there are 116 Chinese videos, 179 English videos, and 5 other language videos.

- **High video quality.** Selected videos have a resolution of $1280 \times 720$, with the frame rate ranging from 24 to 30 fps (27 fps on average). All videos were carefully checked to ensure high visual quality, and have a total length of 5,357 seconds. Some examples of the selected videos are shown in Fig. 2.

- **Diverse visual scenes.** To ensure scene diversity, the selected videos belong to 6 main categories: TV play/movie, interview, video conference, TV show, music/talk show, and group discussion. The scene diversity is rather important for a database to evaluate the generalization performance of different models. The detailed statics of the scenes in our MVVA database can be found from Tab. 1.

All of the videos were encoded by H.264 with duration varying from 5 to 30 seconds. Note that these 300 videos are either indoor or outdoor scenes, and can be classified into 6 categories as mentioned above. The audio content covers different scenarios including quiet scenes (e.g., news broadcasting) and noisy scenes (e.g., interview in subway and talking in a party).

### Table 1: Video categories and audio scenes in our database.

| Video category | Number | Interview | Video conference | TV show | Music/Talk show | Group discussion |
|---------------|--------|-----------|------------------|---------|----------------|-----------------|
| TV play/Movie | 53     | 71        | 14               | 67      | 51             | 11              |
| Talk show     |        |           |                  |         |                |                 |
| Music/talk show |      |           |                  |         |                |                 |
| Group discussion |      |           |                  |         |                |                 |

| Audio scenes   | Number | Laughter | Street | Music | Applause | Crowd | Noise |
|----------------|--------|----------|--------|-------|----------|-------|-------|
| Laughter       | 34     | 17       | 72     | 16    | 46       | 19    | 96    |
| Street         |        |          |        |       |          |       |       |
| Music          |        |          |        |       |          |       |       |
| Applause       |        |          |        |       |          |       |       |
| Crowd          |        |          |        |       |          |       |       |
| Noise          |        |          |        |       |          |       |       |

**Apparatus.** For monitoring the binocular eye movements the EyeLink 1000 Plus (SR-Research, 2010) eye tracker was used in our experiment. EyeLink1000 Plus is an integrated eye tracker with a 23.8” TFT monitor at screen resolution of $1280 \times 720$. During the experiment, EyeLink1000 Plus captured gaze data at 500 Hz. We used the pupil-corneal reflection (Pupil-CR) tracking mode to ensure the robustness and high accuracy of eye-tracking. During experiments, the eye tracker worked in remote mode, in which the subjects can view the screen freely without fixating their heads on a tower mount. According to (SR-Research, 2010), the gaze accuracy can reach 0.25-0.5 visual degree in the head remote mode. The visual content and audio signal were synchronized during experiments, with support of the experiment builder software accompanied with the eye tracker. We manually checked all videos to ensure that there is no perceptual latency when playing video and sound. During experiments, the audio was played using an earphone, and the volume can be adjusted by the subjects for clear hearing. See (SR-Research, 2010) for more details about EyeLink1000 Plus.

**Participants.** 34 participants (21 males and 13 females), ranging from 20 to 54 (24 in average), were recruited to participate in the eye-tracking experiment. All participants had normal or corrected-to-normal vision. Among the participants, 32 are naive viewers without any knowledge about the eye-tracking experiments, and 2 had prior experience with similar experiments. It is worth pointing out that only subjects who passed the eye tracking calibration were quantified for the experiment. Finally, 34 subjects (out of 39) were selected to participate in our experiment. This number is suffi-
In order to investigate the correlation between human attention and the talking face, we annotated the talking face in all videos on each frame. Specifically, we first used a state-of-the-art face detection model to locate the faces of each frame and assigned each face a numeric ID. Then, we recruited 7 subjects (5 undergraduates and 2 postgraduates) to complete the talking-face annotation. In particular, the 5 undergraduates were asked to annotate the talking face in each video; then, the annotated results were checked and corrected by two postgraduates. Meanwhile, the types of sounds were also annotated, including speaking, laughter/applause and singing. In addition to saliency prediction, our database can be used for some other tasks, such as the sound localization (Owens and Efros, 2018; Senocak et al., 2018; Arandjelovic and Zisserman, 2018), multi-modal event detection (Tian et al., 2018) and sound separation (Gao et al., 2018).

Fig. 4: (a) NSS of saliency on different facial landmarks in visual-only (MUVFET)/visual-audio (ours) conditions. (b) Contextual NSS of optical flow maps over different face regions.

4 Database analysis

In this section, we mainly focus on analyzing human attention and sound source localization for multi-face videos, when presenting both audio and video. Here, our analysis is based on our MVVA database for visual-audio saliency and the MUFVET database for audio-only saliency.

4.1 Consistency analysis of human attention

First, we measure the consistency of human attention on multi-face videos, with the following finding.

Finding 1: The attention of subjects is consistent on multi-face videos, in particular on the same face, when simultaneously presenting audio and video.

Analysis: We randomly and equally divide the subjects into two non-overlapping groups (A and B) by 20 trails. Then, the linear correlation coefficient (CC) between the fixations of groups A and B is calculated. The averaged CC value is 0.75 with the standard deviation of 0.08 over our MVVA database, close to the averaged CC value of 0.80 with the standard deviation of 0.07 over MUFVET database. This implies high consistency across subjects in viewing multi-face videos, when simultaneously presenting audio and video. The proportion of the fixations falling into the same face is 73.8% over our database. We conclude that people tend to concentrate on the same face, when simultaneously presented with audio and video.

4.2 The influence of audio on human attention

Next, we investigate the influence of audio information on human attention from the aspects of the fixation distribution on faces and the fixation transition across faces. We further investigate the influence of motion on attention in the absence of audio. We came across the following finding, which inspires the design of our DNN model for the task of visual-audio saliency prediction.
Finding 2: In presence of audio, the distribution of fixations on faces is different from that of visual-only scenario.

**Analysis:** For quantifying the fixation distribution on faces, we follow (Marighetto et al., 2017) to calculate the averaged dispersion values for the saliency maps of face regions on the same videos but at the visual-audio condition (over the MVVA database) and the visual-only condition (over the MUVFET database), respectively. The averaged dispersion for the visual-audio condition is 44.06, while that for the visual-only condition is 39.34. This indicates that the fixation distribution on faces at the visual-audio condition is different from that of the visual-only condition. We further investigate where fixations distribute on the face region at the visual-audio and visual-only conditions. Fig. 3 shows that humans tend to fixate at the center of the face (i.e., near nose) in visual-audio condition, while people normally concentrate on the mouth in the visual-only condition. To quantify this observation, we follow (Tavakoli et al., 2019) to measure the contextual NSS between the ground truth (GT) saliency maps and the landmarks of mouth, nose and eyes. The results of contextual NSS averaged over the same videos of the two databases are shown in Fig. 4a. We find that our MVVA database has the highest NSS values on nose, while the MUVFET database has the highest NSS values on mouth.

Finding 3: In the turn-taking scenes, the transition of fixations across faces is largely influenced by audio.

**Analysis:** Fig. 5 shows an example of attention transition in the turn-taking scenes. It can be observed that human fixations transit and follow the talking face faster in the visual-audio condition than that in the visual-only condition. Fig. 1 also shows the similar observation. For quantitative analysis, we compare the attention transition time in visual-audio and visual-only conditions. In particular, we define the attention transition time by the average number of frames that fixations transit to the talking face, when turn-taking happens. Here, \( F_{va} \) and \( F_{vo} \) denote the attention transition time in MVVA (visual-audio condition) and MUVFET (visual-only condition), respectively. The results of \( F_{va} \) and \( F_{vo} \) are 24 and 30 frames, respectively. Thus, the attention transition time in visual-audio condition is shorter than that in visual-only condition by 25%. From the above results, we can conclude that the fixations transit across faces are largely influenced by audio.

Finding 4: Human attention is more influenced by motion in the absence of audio.

**Analysis:** Fig. 6 visualizes the influence of motion on human attention at the visual-only and visual-audio conditions over a sample video. We observe that in the absence of audio, 1) attention is mostly attracted by the person on the left hand side who is turning his head, and 2) subjects only concentrate on the speaking person on the right hand side. This indicates that people are guided by the visual cue of motion more in the visual-only condition, compared to that in the visual-audio condition. We further measure the contextual NSS (Tavakoli et al., 2019) between the heat maps of the magnitude of optical flow and GT fixations in three regions, i.e., the talking face region, the non-talking face region and the whole region. Fig. 4b shows the averaged results of the contextual NSS over the two databases. We can see from this figure that the contextual NSS at the visual-only condition is larger than that at the visual-audio condition over different regions. This implies that human attention is more influenced by motion in the absence of audio. Therefore, Finding 4 is validated.
4.3 Important factors for sound source localization

Finally, we investigate the factors for sound source localization over multi-face videos and use our findings to develop a DNN model for sound source localization.

*Finding 5: Fixations are attracted by sound source regions; but they do not always concentrate on sound source regions.*

**Analysis:** We investigate the correlation between sound source and human attention on multi-face video, by computing the CC between the sound source heat map and the fixation map in our database. Specifically, we generate a 2D Gaussian distribution for each talking face at each frame as the sound source map, based on the talking-face annotation. The CC between the sound source map and the fixation map is 0.65, significantly higher than 0. This indicates that human attention is attracted by sound source regions. On the other hand, the consistency between fixations and sound source regions is considerably smaller than 0.75 of human attention consistency mentioned in *Finding 1*. This further implies that human fixations do not always concentrate on sound source regions. It is probably because there are other visual factors influencing saliency, such as motion and text.

*Finding 6: Visual information is necessary but not sufficient for sound source localization in multi-face videos.*

**Analysis:** Since the speaking faces with mouth motion are the dominant sources of sound, visual information is obviously necessary for sound source localization in multi-face videos. More importantly, it is interesting to investigate whether the visual information is sufficient for sound source localization over multi-face videos. See Fig. 7 as an example: from frames 134 to 190, faces 1, 2 and 3 have motion in their mouth regions, but only face 1 is the source of sound. Therefore, visual information is not sufficient for localizing the sound source, and the audio information is also necessary for sound source localization. We further quantitatively analyze the effect of audio in sound source localization by comparing the results of sound source localization using visual-audio and visual-only information, respectively. To this end, we take the bounding boxes of manually annotated talking faces as the GT of sound source, denoted by $B_{gt}$. Then, we recruited a group of subjects to label the sound source boxes in the visual-only condition (denoted as $B_{vo}$) and in the visual-audio condition (denoted as $B_{va}$). Here, we compute the Mean Overlap (MO) values between $B_{gt}$ and $B_{vo}$ over all videos of our MVVA databases:

$$MO_{vo} = \frac{A(B_{gt} \cap B_{vo})}{A(B_{gt} \cup B_{vo})},$$

where $A(\cdot)$ represents the area of each box. Similarly, the MO values $MO_{va}$ between $B_{gt}$ and $B_{va}$ are calculated over our MVVA database. The results of $MO_{vo}$ and $MO_{va}$ are 0.80 and 0.91, respectively. This gap implies that visual information is not sufficient for sound source localization in multiple face videos.

From the above findings, we conclude that both visual and audio information are necessary and useful for the tasks of saliency prediction and sound source localization in multi-face videos. Additionally, our findings indicate that the above two tasks share some common characteristics, e.g., both of them are correlated with the talking face; but they also have different emphases, e.g., the task of sound source localization cannot be accomplished by only predicting saliency. This suggests that we can apply a multi-task learning framework to simultaneously predict saliency and locate sound source, such that these two tasks can help each other for better performance.
5 The Proposed Method

In this section, we present the details about the proposed method, in light of our analysis in Sec. 4. We first describe the overall framework in Sec. 5.1. Then, we introduce the architectures of visual, audio and face branches in Sec. 5.2, 5.3 and 5.4, respectively. Finally, the loss functions and the training protocol are discussed in Sec. 5.5.

5.1 Framework

According to the above findings, visual information, audio and faces are all important factors that influence human attention. It is thus necessary to leverage these multi-modal information for saliency prediction. In particular, we find that sound influences human attention, and attention offers a cue to find the sound source in multi-face videos. Therefore, we propose a visual-audio multi-task network (VAM-Net) to simultaneously predict human attention and locate sound source. VAM-Net takes video frames, faces and audio signal as input, and outputs saliency maps and sound source heat maps, respectively.

The overall framework is shown in Fig. 8. First, a video segment $C = \{V, F, A\}$, comprising video frames $V = \{V_t\}_{t=1}^{T}$, extracted faces $F = \{F_t\}_{t=1}^{T}$ and audio signal $A = \{A_t\}_{t=1}^{T}$, is fed to VAM-Net$.^1$ Here, $T$ is the total number of frames of the video segment, and $t$ is the frame index. Subsequently, the visual, face and audio branches encode the input modalities of $V$, $F$ and $A$ into corresponding features, i.e., visual features $H_V = \{h_{V_t}\}_{t=1}^{T}$, face features $H_F = \{h_{F_t}\}_{t=1}^{T}$ and audio features $H_A = \{h_{A_t}\}_{t=1}^{T}$. Then, a spatio-temporal multi-modal graph (STMG) is constructed to fuse these features from three modalities and to explore the interaction among faces. STMG predicts both the speaking persons to produce sound source maps $M = \{M_t\}_{t=1}^{T}$ and the attention weights to boost saliency prediction. Finally, given $H_V = \{h_{V_t}\}_{t=1}^{T}$ and the attention weights, a temporal and attention module is designed to compute the saliency maps $S = \{S_t\}_{t=1}^{T}$. Details about each branch are discussed as follows.

5.2 Architecture of visual branch

As seen in Fig. 8, the visual branch takes video frames $V$ (i.e., $\{V_t\}_{t=1}^{T}$) as input, and outputs their saliency maps $S$ (i.e., $\{S_t\}_{t=1}^{T}$). The visual branch is mainly comprised of the feature extraction module, temporal module and attention module. The feature extraction module aims to encode the visual modality input into visual feature $H_V$. In the visual branch, an RGB sub-branch and a flow sub-branch are constructed to extract texture features and motion features, respectively. Finding 4 shows that motion influences attention, and our model thus take into account the motion features. Here, the motion features are directly extracted from the input frames, instead of pre-computed optical flow maps. Note that these two kinds of features have been verified to be effective in predicting video saliency (Jiang et al., 2021). Then, the extracted features are concatenated, denoted as $C(\cdot)$, such that the visual features can be obtained as

$$H_V = C(g_{RV}(V), g_{OF}(V)).$$

In the above equation, $g_{RV}(\cdot)$ represents the RGB sub-branch, consisting of 4 dilated CNN blocks of VGG-16 (Simonyan and Zisserman, 2015); $g_{OF}(\cdot)$ denotes the flow sub-branch, comprising 3 CNN blocks one deconvolutional layer of FlowNet (Dosovitskiy et al., 2015). Next, the visual feature $H_V$ is fed into the temporal module (i.e., a two-layer convolutional LSTM), which is leveraged to process spatio-temporal information. Inspired by Finding 5 (i.e., the sound source is correlated with fixation distribution), an attention module is devised to incorporate visual features and sound features for saliency prediction. In the attention module, it takes advantage of the multi-modal based attention weights $\alpha^{\text{visual}} = \{(\alpha_{nn})_{n=1}^{N}\}$ of $N$ faces generated from STMG. Regrading $\alpha^{\text{visual}}$ as guidance, the output features from the temporal module are re-weighted and further refined to obtain the final saliency maps $S$:

$$S = \text{Att}(\text{LSTM}(H_V), \alpha^{\text{visual}}).$$

Here, Att(\cdot) represents the attention module, which takes advantage of multi-modal information summarised by STMG. It can be formulated as,

$$\text{Att}(I, \alpha^{\text{visual}}) = \left\{ \begin{array}{ll}
g_{\text{conv}}(I(x, y) \cdot \alpha_{nn}, (x, y)) & , (x, y) \in \mathcal{F}_n, n = 1, 2, ..., N 
g_{\text{conv}}(I(x, y)), (x, y) \notin \bigcup_{n=1}^{N} \mathcal{F}_n,
\end{array} \right.$$  

where $I$ denotes the input feature of attention module and $I(x, y)$ is the value of $I$ at the location of $(x, y)$. Besides, $\mathcal{F}_n$ represents the region of the $n$-th face in $I$, and $g_{\text{conv}}(\cdot)$ is a 3-layer convolution operation. The details about the parameters of each module are tabulated in Tab. 2 of the supplemental material.

5.3 Architecture of audio branch

According to Findings 2, 3 and 6, audio is essential for both saliency prediction and sound source localization. Thus, we design an audio branch to extract sound related features from audio signals, which is then integrated with other modal features for the tasks of sound source localization and saliency

\footnote{Note that the number of face in each video segment is generally consistent across frames, and therefore $\{F_t\}_{t=1}^{T}$ are with the same dimension.}
Fig. 8: Overall framework of the proposed method. It includes three branches for the visual, audio and face modalities.

Prediction. In particular, the audio branch contains an Audio-Net and a transformation block. Audio-Net adopts SoundNet (Aytar et al., 2016) as the backbone, since SoundNet has been demonstrated to be effective in extracting sound related features (Senocak et al., 2019). Specifically, taking the raw audio wave as input, Audio-Net generates a feature vector $H_A$ after a sequence of 1-D convolutions and batch normalization (Ioffe and Szegedy, 2015). To agree with the node dimension of STMG, a transformation block consisting of two fully-connected (FC) layers is employed to convert the feature vector into the audio node of STMG, $\tilde{H}_A = \{\tilde{h}_A^t\}_{t=1}^T$.

In summary, our audio branch can be denoted as

$$\tilde{H}_A = g_{\text{trans}}\{g_{\text{Audio}}(A)\}. \quad (5)$$

In (5), $g_{\text{Audio}}(\cdot)$ denotes the function of Audio-Net, and $g_{\text{trans}}(\cdot)$ represents the transformation block in the audio branch.

5.4 Architecture of the face branch

According to Finding 1, human attention is more likely to be attracted by one among multiple faces, when simultaneously presenting audio and video. Therefore, we develop the face branch for localizing the sound source and then providing attention weights to the visual branch for predicting saliency maps. Specifically, the face branch contains a face feature extraction module and a STMG module. It mainly focuses on the task of sound source localization, outputting sound source maps. In particular, as depicted in Fig. 8, a face detector (Zhang et al., 2016) is first applied to locate all the faces from the sequence of input video frames. Subsequently, the detected faces are cropped and fed into the face feature module, i.e., Face-Net, to obtain the face features $H_F$. Then, these face features, together with audio feature and visual feature, are represented by the nodes of STMG. The L-layer STMG integrates multi-modal information and exploits the interaction among faces. Finally, STMG outputs the sound classes (i.e., voiced or mute) of each face and the background, as well as the attention weights for saliency prediction. Based on the sound classes, the final sound source maps are generated using Gaussian distribution. The details about each part of the face branch are explained as follows.

**Face feature extraction.** Face feature extraction module, i.e., Face-Net, aims to encode the input of face modality into face feature $H_F$ and to preliminarily predict face speaking classes: speaking or non-speaking. Specifically, Face-Net is composed of a convolutional 3D (C3D) model (Tran et al., 2015), followed by a two-dimensional fully connected (FC) layer. Note that each face corresponds to a Face-Net and the Face-Nets of all input faces share parameters. The 487-dimension features generated from the C3D model are directly fed into STMG, which yields the two-dimensional vectors encapsulating the probabilities of face speaking.

**Graph construction of STMG.** After obtaining the features of different modalities, we construct STMG $G(V, E)$ by utilizing these features as nodes: $V = \{\{h_{V_n}^t\}_{n=1}^N, h_{V_n}, \tilde{h}_{A_n}\}_{t=1}^T$. Here, $h_{V_n}^t$ represents the feature of the $n$-th face at the $t$-th frame. Similarly, $h_{V_n}$ and $\tilde{h}_{A_n}$ are the transformed visual feature and audio feature at the $t$-th frame, respectively. Besides, we partition $G(V, E)$ into three sub-graphs: spatial graph $G^S(V^S, E^S)$, temporal graph $G^T(V^T, E^T)$ and multi-modal graph $G^M(V^M, E^M)$. As illustrated in Fig 9
adjacent nodes (e.g., $h^n_{F, i}$) within one frame are fully connected with undirected edges. In the temporal dimension, each spatial node (e.g., $h^n_{V, i}$) is forward connected to the same node (e.g., $h^n_{V, j}$) in the subsequent frame. In the multi-modal dimension, the audio node $\tilde{h}_A$, is forward connected to each node $V^S$ in the spatial sub-graph.

**Neural network design of STMG.** With the constructed graph $G(V, E)$, a novel STMG neural network is developed to integrate multi-modal information and to learn the spatio-temporal representation. Concretely, we start by the computation of a single STMG layer that consists of a spatial graph attention network (GAT), a temporal GAT and a multi-modal GAT in series, as depicted in Fig. 9 (a). The residual is added to each GAT block, in order to construct the deep STMG network. In each GAT, the corresponding sub-graph is updated in a way similar to (Veličković et al., 2017). We take one GAT as an example. Firstly, each node is transformed into an embedding space:

$$v'_i = Wv_i,$$

where $v_i$ is the feature of the $i$-th node, and $W$ is a shared linear transformation matrix. Note that $W$ is shared within the same modal nodes, but it is different cross modalities. Secondly, the transformed features are connected to compute attention coefficients $\alpha_{ij}$ for each pair of two directly adjacent nodes (i.e., $v'_i$ and $v'_j$):

$$\alpha_{ij} = \frac{\exp(\sigma(\mathbf{a}^T[Wv_i \| Wv_j]))}{\sum_{k \in K_i} \exp(\sigma(\mathbf{a}^T[Wv_i \| Wv_k]))},$$

where $\mathbf{a}$ represents the attention vector for computing the importance of one node to another, e.g., $v_i$ to $v_j$, and $K_i$ indicates the neighborhood of node $i$. Note that all node pairs share the same vector $\mathbf{a}$. Besides, $\sigma$ is a nonlinear activation function such as leaky rectified linear unit (Leaky ReLU), and $\|$ denotes concatenation operation. Afterwards, each node can be updated by fusing the adjacent nodes. In STMG, the multi-head mechanism (Vaswani et al., 2017) is adopted to increase its capacity and stability. Thus, the updated node is formulated as:

$$z_i = \frac{1}{D} \sum_{d=1}^{D} \alpha_{ij}^d W^d v_j.$$

In the above equation, $D$ is the number of heads; $\alpha_{ij}^d$ and $W^d$ are the attention coefficient and transformation matrix of the $d$-th head, respectively. To alleviate the over-smoothing problem of the graph neural network, we employ the re-weighted scheme of (Chen et al., 2019) to adjust the weight of features for each node and its neighboring nodes. For better performance, the updated nodes in the final layer are obtained by computing the average of multi-head results, instead of concatenation in (8).

After a series of STMG layer computations, each node or the visual node is computed to form a two-dimensional feature vector. By applying the softmax function on the two-dimensional features, we can predict whether each face or background is mute or not. Note that the prediction of the visual node represents the sound class of background.

**Generation of sound source maps.** Finally, we calculate the sound source map $M_t$ at the $t$-th frame as follows,

$$M_t = \sum_{n=1}^{N} \hat{y}_{n,t} \cdot N_{n,t},$$

where $\hat{y}_{n,t}$ is the predicted sound class of the $n$-th face, i.e., $\hat{y}_{n,t} = 1$ represents speaking and $\hat{y}_{n,t} = 0$ denotes nonspeaking. Here, we follow (Liu et al., 2017) to regard the sound source region of the $n$-th face as a Gaussian distribution $N_{n,t}(\mu_{n,t}, \Sigma_{n,t})$:

$$N_{n,t}(x) = \exp \{-\frac{1}{2} (x - \mu_{n,t})^T \Sigma_{n,t}^{-1} (x - \mu_{n,t})\},$$

where $x$ indicates the pixel position in 2D space. Additionally, $\mu_{n,t}$ means the mean value vector, and $\Sigma_{n,t}$ represents the covariance matrix.

**Processing of variant face number.** As shown in Fig. 9 (b), a new Face-Net and a new node in STMG are instantiated, when a new face appears in the video. The parameter-sharing architecture of Face-Net is able to process videos with variable number of faces. In addition, the GAT-based architecture of STMG allows a new node to be instantiated during computation, since the update of each node does not rely on the number of other nodes.

**Training procedure.** The overall operation process of STMG network is summarized in Algorithm 1. Given visual, face and audio nodes, STMG is constructed with three sub-graphs: spatial sub-graph $G^S(V^S, E^S)$, temporal sub-graph $G^T(V^T, E^T)$ and multi-modal sub-graph $G^M(V^M, E^M)$. Then, within a layer, the spatial GAT, the temporal GAT and the multi-modal GAT are executed in sequence, using (6), (7) and (8). Finally, the final layer is computed to obtain the sound class results, as the outputs of the face branch. Besides, the attention coefficient for each node is also output by the face branch, which is fed to the visual branch for saliency prediction.

5.5 Loss functions and training protocol

Our VAM-Net model aims at solving two tasks: saliency prediction and sound source localization. Accordingly, the optimization of our model can be divided into two parts: the optimization of the sound source localization network and that of the saliency prediction network. The details of each part are discussed in the following.
tion loss (ATT loss) to optimize the performance of sound source localization. Inspired by their finding, we combine three loss functions, respectively. Moreover, we use both the binary cross entropy (BCE) loss and attention loss (ATT loss) to optimize the performance of sound source localization. In particular, the BCE loss is employed for sound classification (i.e., voiced or mute):

\[
L_{\text{BCE}} = \frac{1}{T} \sum_{t=1}^{T} \sum_{n=1}^{N+1} \left( \hat{y}_{n,t} \log (y_{n,t}) + (1 - \hat{y}_{n,t}) \log (1 - y_{n,t}) \right),
\]

where \(y_{n,t} \in \{0, 1\}\) and \(\hat{y}_{n,t} \in \{0, 1\}\) represent GT and predicted binary classes of voiced or mute, respectively, for the \(n\)-th face at the \(t\)-th frame.

In addition, Knyazev et al. (2019) found that accurate attention prediction of GNN model can improve the generalization ability and boost the performance in certain classification tasks. Inspired by their finding, we combine an attention loss \(L_{\text{ATT}}\) using the Kullback-Leibler (KL) divergence for the training process:

\[
L_{\text{ATT}} = \frac{1}{T} \frac{1}{N+1} \sum_{t=1}^{T} \sum_{i=1}^{N+1} \alpha_{ii}^{\text{GT}}(t) \log \left( \frac{\alpha_{ii}^{\text{GT}}(t)}{\alpha_{ii}^{\text{PRE}}(t)} \right).
\]

In (12), \(\alpha_{ii}^{\text{GT}}(t)\) and \(\alpha_{ii}^{\text{PRE}}(t)\) denote the GT and predicted attention values at the \(t\)-th frame, respectively. Note that \(\alpha_{ii}^{\text{GT}}\) is regarded as the proportion of fixations falling into certain regions belonging to the \(i\)-th node. Besides, \(N\) is the number of face nodes, and \(N+1\) indicates the total number of face nodes and the visual node. Then, we add the attention loss to the classification loss with ratio \(\gamma_1\) to train the STMG network as follows,

\[
L_{\text{Sound}} = L_{\text{BCE}} + \gamma_1 \cdot L_{\text{ATT}}.
\]

Loss function of saliency prediction. For saliency prediction on each frame \(t\), we use the GT fixation density map \(G_t\) and fixation location map \(P_t\) to simultaneously supervise the predicted saliency map \(S_t\). Following (Wang et al., 2018) and (Cornia et al., 2018), we combine three loss functions to train our saliency model:

\[
L_{\text{Saliency}} = L_{\text{kl}} + \beta_1 L_{\text{rss}} + \beta_2 L_{\text{cc}},
\]

where \(L_{\text{kl}}, L_{\text{rss}}\) and \(L_{\text{cc}}\) are KL divergence, NSS and CC losses, respectively. Moreover, \(\beta_1\) and \(\beta_2\) are the corresponding weights to balance these three losses.
The KL divergence quantifies the distribution difference between the GT and predicted maps, and is computed as follows,
\[
\mathcal{L}_{\text{kl}} = \frac{1}{T} \sum_{t=1}^{T} \sum_{x \in S_t} G_t(x) \log \frac{G_t(x)}{S_t(x)},
\]
where \(x\) denotes the 2D position of each pixel. The NSS loss \(\mathcal{L}_{\text{NSS}}\) measures the average value of normalized \(S_t\) at GT fixation locations:
\[
\mathcal{L}_{\text{NSS}} = \frac{1}{T} \sum_{t=1}^{T} \sum_{x \in S_t} \frac{S_t(x) - \mu(S_t)}{\sigma(S_t)} P_t(x),
\]
where \(\mu(\cdot)\) and \(\sigma(\cdot)\) indicate the mean and standard deviation, respectively. The CC loss \(\mathcal{L}_{\text{cc}}\) evaluates the linear correlation between \(S_t\) and \(G_t\):
\[
\mathcal{L}_{\text{cc}} = \frac{1}{T} \sum_{t=1}^{T} \frac{\sigma(S_t \cdot G_t)}{\sigma(S_t) \times \sigma(G_t)},
\]
where \(\sigma(S_t, G_t)\) is the covariance of \(S_t\) and \(G_t\).

Based on the losses \(\mathcal{L}_{\text{Sound}}\) in (13) and \(\mathcal{L}_{\text{Salience}}\) in (14), the overall loss function for training our VAM-Net is
\[
\mathcal{L} = \mathcal{L}_{\text{Salience}} + \gamma_2 \cdot \mathcal{L}_{\text{Sound}},
\]
where \(\gamma_2\) is a hyper-parameter balancing the saliency prediction loss and the sound localization loss.

Next, we concentrate on the training protocol to optimize the loss function of (18). First, we initialize the visual, face and audio branches with the pre-trained models. In the visual branch, we use the pre-trained parameters of VGG-16 and FlowNet as the initial parameters of the RGB and flow sub-branches, respectively. In the face branch, FaceNet is initialized with the original parameters of C3D, and is then pre-trained utilizing \(\mathcal{L}_{\text{BCE}}\) in (11). In the audio branch, Audio-Net is initialized with the parameters of SoundNet (Aytar et al., 2016), which can extract a powerful representation of audio signal. Finally, our VAM-Net is trained via the minimization of the overall loss function (18), such that the tasks of saliency prediction and sound source localization can be jointly learned.

6 Experiments and Results

6.1 Settings

**Configuration.** In our experiments, our MVVA database is randomly divided into training (240 videos) and test (60 videos) sets. For training and inference, the configuration of our VAM-Net model is described as follows. For the visual branch, the input RGB frames are resized to 256 \(\times\) 256. Then, the resized frames are fed into the RGB sub-branch, and every pair of two consecutive frames with interval of 5 frames is fed into the Flow sub-branch. To train the convolutional LSTM, we temporally segment 240 training videos into 5,747 clips, all of which contain \(T = 20\) frames. For the audio branch, the raw audio wave is re-sampled at rate of 22,050 Hz. Subsequently, we crop 10 seconds of the audio data centered in the middle time of each batch of visual frames. For the face branch, the resolution of \(N\) input faces is 112 \(\times\) 112. The parameters of the proposed VAM-Net are updated by using the Stochastic Gradient Descent (SGD) algorithm with Adam optimizer. In addition, the key hyper-parameters for training VAM-Net are listed in Tab. 3 of supplemental material. All experiments are conducted on a computer with Intel(R) Xeon(R) E5-2698 CPU @2.20GHz, 252 GB RAM and 4 Nvidia Tesla V100 GPUs.

**Evaluation metrics.** To evaluate the performance of saliency prediction, we adopt four widely used metrics: area under the receiver operating characteristic curve (AUC), NSS, linear correlation coefficient (CC), and KL divergence. The former two metrics are location based metrics, while the last two are distribution based ones. Note that the larger values for AUC, NSS or CC indicate more accurate saliency prediction, and the opposite holds for the KL divergence. Refer to (Bylinskii et al., 2018) for more details on these metrics. For evaluating sound source localization, four metrics are employed, i.e., the accuracy of predicted sound class (Acc), intersection over union (IoU), AUC for sound source localization (AUC-S) and the mean average precision (mAP) (Roth et al., 2020). For the Acc value, we compute the percentage of correctly predicted sound classification for each test video. Besides, the computation of IoU and AUC-S follows (Senocak et al., 2019). Specifically, we first generate the GT binary sound source map \(Y_t\) according to the talking-face box. The value of \(Y_t\) inside the talking-face bounding box is set to be 1; otherwise, it is set to be 0. Recall that \(M_t\) is sound source map at frame \(t\). Here, \(M_t\) is binarized by a threshold value, denoted as \(\bar{M}_t\). Then, the IoU can be calculated by
\[
\text{IoU} = \frac{\mathcal{R}(\bar{Y}_t \cap \bar{M}_t)}{\mathcal{R}(\bar{Y}_t \cup \bar{M}_t)},
\]
where \(\mathcal{R}(\cdot)\) is the summed value of the binary map. Finally, the AUC-S is obtained as the area under receiver operating characteristic (ROC) curve, with varying the IoU at different thresholds.

6.2 Performance Comparison

6.2.1 Evaluation of saliency prediction
Here, we compare the performance of our multi-modal method with 12 state-of-the-art saliency prediction methods, including TASED (Min and Corso, 2019), SAM (Cornia et al., 2018), VASM (our conference paper) (Liu et al., 2020), Liu (Liu et al., 2017), ACLNet (Wang et al., 2018), DeepVS (Jiang et al., 2021), SalGAN (Pan et al., 2017), SALICON (Huang et al., 2015), Coutrot (Coutrot and Guyader, 2014b) and Coutrot III (Coutrot and Guyader, 2015), OBDL (Hossein Khatoonabadi et al., 2015), BMS (Zhang and Sclaroff, 2016) and G-Eymol (Zanca et al., 2019).

Among them, SalGAN, SALICON, SAM and BMS are state-of-the-art saliency prediction methods for images, and others are for videos. Coutrot, Liu and VASM focus on saliency prediction on multi-face videos. In our experiments, we compare two versions of SAM, SAM_res with the ResNet backbone and SAM_vgg with the VGGNet backbone.

**Evaluation on our database.** Tab. 2 presents the results of AUC, NSS, CC and KL divergence, which are averaged over 60 test videos in our eye-tracking database, for our and other methods.

Table 2: Accuracy of saliency prediction by our method and 12 competing methods over different databases. The best scores are marked in bold, and the underline scores indicate the second-best results.

| Metric  | Ours | VASM$^1$ | TASED | SAM_res | SAM_vgg | Liu | ACLNet | DeepVS | SalGAN | Coutrot | SALICON | OBDL | BMS | G-Eymol |
|---------|------|---------|-------|---------|---------|-----|--------|--------|--------|---------|---------|------|-----|---------|
| **AUC** |      |         |       |         |         |     |        |        |        |         |        |      |       |         |
| NSS     |      |         |       |         |         |     |        |        |        |         |        |      |       |         |
| CC      |      |         |       |         |         |     |        |        |        |         |        |      |       |         |
| KL      |      |         |       |         |         |     |        |        |        |         |        |      |       |         |

1. VASM is the method of our conference paper.

To evaluate the generalization ability of our method, we further evaluate our method on the Coutrot II (Coutrot and Guyader, 2014b) and Coutrot III (Coutrot and Guyader, 2015) databases. As shown in Tab. 2, the proposed method again outperforms all other methods. In particular, we gain at least 0.026 (0.092) and 0.114 (0.577) improvements in CC and NSS on Coutrot II (Coutrot III), respectively. Fig. 10 and 11 show the saliency maps of some selected videos. We can see from these figures that our method outperforms other methods in predicting saliency maps and saliency transition across frames.

**Evaluation on generalization ability.** To evaluate the generalization ability of the proposed method, we further evaluate our method and 12 other methods on the Coutrot II (Coutrot and Guyader, 2014b) and Coutrot III (Coutrot and Guyader, 2015) databases. As shown in Tab. 2, the proposed method again outperforms all other methods. In particular, we gain at least 0.026 (0.092) and 0.114 (0.577) improvements in CC and NSS on Coutrot II (Coutrot III), respectively. Fig. 10 and 11 show the saliency maps of some selected videos. We can see from these figures that our method outperforms other methods in predicting saliency maps and saliency transition across frames.

6.2.2 Evaluation of sound source localization.

For sound source localization, we compare our VAMNet with 4 sound source localization approaches, including AVE (Tian et al., 2018), MSE (Owens and Efros, 2018), VAM (Senocak et al., 2019) and ASC (Alcázar et al., 2020). Among them, VAM (Senocak et al., 2019) is an image based method, while AVE (Tian et al., 2018) and MSE (Owens and Efros, 2018) are designed for videos. These three methods
Fig. 10: Saliency maps of 11 videos randomly selected from the test set of our eye-tracking database and Coutrot II (Coutrot and Guyader, 2014b). These qualitative results are generated by our method and other 6 compared approaches, including TASED (Min and Corso, 2019), SAM (Cornia et al., 2018), Liu (Liu et al., 2017), DeepVS (Jiang et al., 2021), ACLNet (Wang et al., 2018) and G-Eymol (Zanca et al., 2019). More results are presented in the supplemental material.

Table 4: Performance of different modules in our model.

| Models                | CC     | KL     | NSS    | AUC   |
|-----------------------|--------|--------|--------|-------|
| Avg. baseline         | 0.364  | 1.575  | 1.614  | 0.848 |
| visual (RGB+flow)     | 0.682  | 0.933  | 3.713  | 0.901 |
| visual (RGB+flow+LSTM)| 0.702  | 0.925  | 3.743  | 0.911 |
| visual+face           | 0.725  | 0.834  | 3.972  | 0.903 |
| visual+face+audio     | 0.741  | 0.783  | 4.002  | 0.912 |
| Human                 | 0.747  | 1.278  | 4.373  | 0.875 |

all generate confidence maps of sound sources, but ASC (Alcázar et al., 2020) predicts the speaking classes (i.e., speaking or non-speaking) of different speakers. In contrast, our method can output both speaking classes and sound source maps through (9) and (10). For fairness of the performance comparison, we uniformly use IoU, AUC-S, Acc and mAP to evaluate our and other methods. Specifically, to compute Acc and mAP of MSE, AVE and AVM, we convert the predicted confidence maps into bounding boxes, by introducing the prior of face positions. The face bounding box region that has the highest confidence value is regarded as the speaking person. To compute IoU and AUC-S of ASC, we convert the predicted speaking bounding boxes into confidence maps with the binary values of \{0, 1\}, indicating whether a face is speaking or not.

The quantitative results of our VAM-Net method and other 4 state-of-the-art methods over the MVVA database are reported in Tab. 3. It can be seen that our VAM-Net method achieves significant improvement over all compared methods in terms of IoU, Acc and mAP metrics. In particular, the proposed VAM-Net gains 6.75 improvement in Acc and 15.96 improvement in mAP, over the second best method (MSE). The main reason for such improvements lies in that the proposed method can better mine the correlation among the audio, visual and face modalities, and is promoted by the saliency prediction task.

We further compare the qualitative results of our method and compared methods in Fig. 12. As can be seen in this figure, our method accurately locates sound source regions, while other methods often wrongly predict the sound regions. Hence, these qualitative results again indicate that our method is more effective in sound source localization of multi-face videos, significantly better than other state-of-the-art methods.

6.3 Ablation Analysis

Here, we thoroughly analyze the effectiveness of each module in the proposed method.

Visual branch. Visual branch leverages basic visual information, i.e., texture, motion, and temporal cues, and the attention cues from STMG, to predict saliency. We evaluate
Fig. 11: Saliency maps for different frames of two video sequences, selected from our MVVA and Coutrot II (Coutrot and Guyader, 2014b).

Table 5: Performance of face branch with different components.

| Components | Metric |
|------------|--------|
| Face-Net   | Acc(%) |
| ✓          | 77.06  |
| ✓          | 77.33  |
| ✓          | 77.45  |
| ✓          | 78.16  |
| ✓          | 78.49  |

* Note that “Face-Net” denotes that only Face-Net is used to predict the talking face, and “spatial” and “temporal” mean adding the component of spatial GAT and temporal GAT in STMG, respectively. Besides, “audio” and “visual” represent adding multi-modal GAT with audio and visual modality features, respectively.

the visual branch of the proposed network and report the results in Tab. 4. It shows that the visual branch using only RGB frames and optical flow maps can reach a CC of 0.682 and KL of 0.933, better than most of other methods and comparable to the second best method TASED. The performance further reaches 0.702 in CC and 0.925 in KL by adding convolutional LSTM to fuse the temporal cues. In addition, the utilization of attention weights from the face branch boosts the performance to 0.725 in CC and 0.834 in KL (see “visual+face” in Tab. 4). This also manifests the effectiveness of the joint learning of saliency prediction and sound source localization. Hence, the entire visual branch and its components are all useful to saliency prediction. Moreover, as shown in Tab. 5, the combination of face and audio components results in lower performance than combining all components (i.e., the whole network). It further manifests the effectiveness of the visual branch for sound source localization.

Face branch. The face branch is designed to localize the sound source and to promote saliency prediction. We first analyze its contribution to saliency prediction. From Tab. 4, the values of CC and KL reach to 0.725 and 0.834, respectively, after integrating the face branch with the visual modality. In other words, the face branch improves the performance of saliency prediction by 0.023 and 0.091 in terms of CC and KL, respectively. This verifies the necessity of incorporating the face branch into our VAM-Net. For sound source localization, we analyze the effectiveness of each component in the face branch. As shown in Tab. 5, the spatial, temporal, audio, and visual cues all improve the performance of sound source localization.
In summary, the ablation analysis confirms the necessity of different cues for saliency prediction and sound source localization, and verifies the effectiveness of each part in our model.

6.4 Applications

The proposed saliency prediction method has the potential to be implemented in the video processing tasks. Here, we focus on the application of our saliency prediction method in perceptual video compression. For video compression, our VAM-Net can be utilized to locate salient regions, i.e., regions of interest (ROI), and then perceptual quality of compressed videos can be improved by assigning more coding bits to ROI. The details about our implementation and results are described as follows.

**Implementation of perceptual video compression.** Our perceptual video method is implemented on the widely used codec, X.264 (Merritt and Vanam, 2006). The proposed saliency model was embedded into the rate control (RC) scheme of H.264. The overall framework of our implementation is shown in Fig. 13, where blue and pink blocks distinguish the components of the traditional X.264 codec and our algorithm. The saliency maps predicted by our method are fed to the rate control module of X.264. Guided by the saliency maps, more bits can be assigned to ROI at a given target bit-rate, via adjusting quantization parameters (QPs) of each coding block.

**Results of perceptual video compression.** We report the compression results to validate the performance of our implementation. Here, we use eye-tracking weight peak signal to noise ratio (EWPSNR) (Li et al., 2011), which weights PSNR with human fixation maps, for evaluating the perceptual quality of the compressed video at various bit rates. We compress the test videos at bit-rates of 150, 200, 250, 300, 400, 500, 600, 800 and 1000 kbps. Fig. 14 compares the PSNR and EWPSNR results of the compressed videos by our implementation and the traditional X.264 codec. As can be seen, our implementation significantly improves the perceptual quality of videos compressed by X.264, with a gain of 2-3 dB over X.264 in terms of EWPSNR at the same bit-rate. Fig. 15 further compares the subjective quality. It can be observed that our implementation yields higher quality in ROI (i.e., the salient face), compared with X.264. In summary, our saliency prediction method can be used to improve the perceptual quality of multi-face video compression.

7 Conclusion

In this paper, we proposed a new method for simultaneously predicting visual-audio saliency and sound source localization on multi-face videos, which takes advantage of visual, audio and face information. Specifically, we first introduced the MVVA database which includes fixations of 34 subjects and annotated sound source for 300 multi-face videos. Using our database, we then studied the factors that influence human attention on multi-face videos. Inspired by our findings, we proposed a novel visual-audio multi-task network (VAM-Net) consisting of visual, audio and face branches,
Fig. 14: Rate-distortion curves of our implemented perceptual compression method and the traditional X.264 codec over our MVVA, Coutrot II and Coutrot III databases.

Fig. 15: Subjective quality comparison. (b) and (c) are the frames compressed at 650K bits/second by our perceptual compression method and the traditional X.264 codec, respectively.

for the tasks of visual-audio saliency prediction and sound source localization. The three branches encode visual frames, audio signals and faces into features. Besides, a spatio-temporal multi-modal graph (STMG) was designed to integrate the features of the three modalities and to explore the interaction among multiple faces. We found that joint learning of the tasks of saliency prediction and sound source localization, improves the performance on both tasks. Finally, experimental results showed that our method significantly outperforms 12 state-of-the-art saliency prediction methods in terms of 4 metrics, and achieves competitive performance on sound source localization.

We foresee three directions for the future research in this area. First, it would be interesting to extend our method to visual-audio saliency prediction on generic videos, rather than multi-face videos considered in this paper. Second, the acceleration of the proposed method is another promising future work, for making it practical in real-time applications. Third, in addition to perceptual video coding, it is promising to apply our method to other video processing tasks, such as video enhancement and rendering.
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