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Abstract
Detecting selective sweeps driven by strong positive selection and localizing the targets of selection in the genome play a major role in modern population genetics and genomics. Most of these analyses are based on the classical model of genetic hitchhiking proposed by Maynard Smith and Haigh (1974, Genetical Research, 23, 23). Here, we consider extensions of the classical two-locus model. Introducing mutation at the strongly selected site, we analyze the conditions under which soft sweeps may arise. We identify a new parameter (the ratio of the beneficial mutation rate to the selection coefficient) that characterizes the occurrence of multiple-origin soft sweeps. Furthermore, we quantify the hitchhiking effect when the polymorphism at the linked locus is not neutral but maintained in a mutation-selection balance. In this case, we find a smaller relative reduction of heterozygosity at the linked site than for a neutral polymorphism. In our analysis, we use a semi-deterministic approach; i.e., we analyze the frequency process of the beneficial allele in an infinitely large population when its frequency is above a certain threshold; however, for very small frequencies in the initial phase after the onset of selection we rely on diffusion theory.
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1 | INTRODUCTION

When a selectively favored mutation occurs in a population and is subsequently fixed, it is inevitable that the frequency of linked neutral variants will be altered. In a seminal paper, Maynard Smith and Haigh (1974) described this process and termed it genetic hitchhiking. They showed that in large populations a single hitchhiking event may temporarily reduce neutral genetic variation around the site of selection. In recombining organisms the size of the region of reduced variation depends critically on the ratio of the recombination rate and the selection coefficient of the favorable mutation and may be limited to a relatively small fraction of the genome. In nonrecombining organisms such as bacteria, however, variation on entire chromosomes may be eliminated by genetic hitchhiking.

The hitchhiking model was revisited in the late 1980s to describe patterns of reduced variation in DNA polymorphism data, which were found in genomic regions of low recombination rates around centromeres and telomeres of Drosophila (Aguade et al., 1989; Begun & Aquadro, 1992; Stephan & Langley, 1989) and also on the fourth chromosome (Berry et al., 1991). Begun and Aquadro further showed that levels of DNA variation correlate with recombination rates across much of the Drosophila melanogaster genome, whereas average divergence to its sibling species Drosophila simulans was hardly affected by recombination. Given these data, the deterministic hitchhiking model of Maynard Smith and Haigh...
(1974) was extended by Kaplan et al. (1989) who analyzed a stochastic version of the process (including genetic drift) by means of coalescent theory. Furthermore, Stephan et al. (1992) studied genetic hitchhiking using the diffusion equation method. Alternative approximations of the hitchhiking model were provided by Barton (1998) and Gillespie (2000).

In population genetics, the concept of “genetic hitchhiking” is now more broadly used than around the year 1990 and describes any situation in which changes in allele frequencies caused by relatively strong selection affect the frequencies of neutral or weakly selected variants at linked sites in the genome. This includes—for instance—the case of balancing selection (Kaplan et al., 1988) and also background selection (Charlesworth et al., 1993). At the same time, and more specifically, for genetic hitchhiking caused by positive directional selection (as considered by Maynard Smith and Haigh), the term selective sweep is now generally used, which was introduced by Berry et al. (1991).

Several controversies have surrounded the application of the selective sweep model to data. Charlesworth et al. (1993) have explained the observed reduction of nucleotide variation in genomic regions of reduced recombination rates by background selection. According to this model, the level of neutral (or nearly neutral) variation can be reduced below classical neutral expectation by selection against the steady input of deleterious mutations. Furthermore, it has been difficult to distinguish the effect of selective sweeps from that of specific demographic scenarios, in particular bottlenecks (Pavlidis et al., 2010). Another controversy arose between selective sweeps and so-called soft sweeps (Jensen, 2014). The latter may be caused by positive directional selection on standing genetic variation after an environmental change or by multiple beneficial mutations segregating simultaneously in a population (Hermisson & Pennings, 2005, 2017; Innan & Kim, 2004). Despite substantial efforts from many theorists and empiricists, fundamental questions on the relationship of demography, selective sweeps, soft sweeps, and background selection with regard to data analysis are still open. However, since these issues are not a focus of this study, the reader is referred to the work of Li and Stephan (2006), Eyashev et al. (2016), Comeron (2017), Harris et al. (2018), Garud et al. (2021), or to the Perspectives article by Stephan (2019).

This article is devoted almost exclusively to the modeling efforts of selective sweeps by extending the classical hitchhiking model. We begin by formulating the model of Maynard Smith and Haigh (1974) more generally as a two-locus two-allele model with additive fitness. Besides strong positive directional selection at the selected locus, we allow for weak purifying selection at the linked locus. Furthermore, we introduce mutation at both loci. This allows us to address the following topics: First, following Maynard Smith and Haigh we perform a deterministic analysis of the extended hitchhiking model. This analysis is valid after the trajectory of the strongly advantageous allele has reached a certain threshold frequency. Second, we derive analytical results that show under which conditions soft sweeps caused by multiple beneficial mutations segregating in a population (so-called multiple-origin soft sweeps) are predicted by our extended hitchhiking model and identify a new parameter characterizing the occurrence of this type of soft sweeps. Third, we quantify the hitchhiking effect (i.e., the degree of reduction of variation) under the assumption that the polymorphism at the linked locus is not neutral but in a mutation-selection balance. Fourth, we analyze the initial phase of the frequency process of strongly beneficial alleles after the onset of positive selection (until it reaches \( x_0 \) by diffusion theory. This allows us to derive initial conditions for our deterministic analyses mentioned above.

## 2 | DETERMINISTIC HITCHHIKING MODEL

To extend the classical hitchhiking model (Maynard Smith & Haigh, 1974), it is convenient to start from a diploid, two-locus two-allele model with additive fitness (Bürger, 2000, Chapter II.1). In this model, selection at both loci may be introduced in a straightforward way as well as mutation and recombination between both loci. Calling the alleles at the first locus \( A \) and \( a \), where \( A \) is the major allele, and those at the second locus \( B \) and \( b \), we denote the possible gametes as \( AB, Ab, aB, \) and \( ab \), and the relative frequencies of these gametes are \( x_1, x_2, x_3, \) and \( x_4 \). They add up to 1. Wiehe (1995, Chapter 4) derived equations for this model including viability selection and two-way mutation at both loci and recombination between loci. The ordinary differential equations (ODEs) of this model are as follows.

\[
x_1 = -\left(\overline{\mu}_A + \overline{\mu}_B\right) x_1 + \mu_b x_2 + \mu_A x_3 + s_1 x_1 (1 - x_1 - x_3) + s_2 x_3 (1 - x_1 - x_3) - rD \tag{1}
\]

\[
x_2 = -\left(\mu_A + \overline{\mu}_B\right) x_2 + \overline{\mu}_A x_1 + \mu_b x_4 - s_1 x_2 (1 - x_1 - x_3) + s_2 x_2 (1 - x_1 - x_2) + rD \tag{2}
\]

\[
x_3 = -\left(\overline{\mu}_A + \mu_b\right) x_3 + \mu_b x_4 + \overline{\mu}_B x_1 + s_1 x_3 (1 - x_1 - x_3) - s_2 x_3 (x_2 + x_4) + rD, \tag{3}
\]

where a dot denotes differentiation with respect to time. \( \mu_A \) is the mutation rate from allele \( a \) to \( A \), and \( \overline{\mu}_B \) that in the opposite direction. Similarly, \( \mu_b \) denotes the mutation rate from \( b \) to \( B \). To maintain the property of the original model that the positively selected mutation at the second locus gets fixed at the end of a sweep, we put \( \mu_B = 0 \). The selection coefficients at the first and second locus are given by \( s_1 \) and \( s_2 \) respectively. We assume that the absolute value of \( s_1 \) is generally (much) smaller than \( s_2 \), which is positive and characterizes the fitness advantage of the beneficial allele. The recombination fraction between the two loci is \( r \), and \( D = x_1 x_4 - x_2 x_3 \) measures linkage disequilibrium (LD).

The model described by the above equations is different from the model proposed by Maynard Smith and Haigh (1974) as it allows for mutation at both loci and variation at the first locus may deviate from neutrality. We will explore next to what extent this more general model can be treated analytically. Subsequently, because the deterministic model is not valid for very small frequencies of the beneficial allele (Kaplan et al., 1989), we analyze the initial phase of the adaptive process stochastically. This allows us to specify the
state of the above variables at time \( t_0 \) at which the deterministic phase begins.

### 3 | ANALYSIS OF THE DETERMINISTIC PHASE

Following Maynard Smith and Haigh (1974), we introduce the coordinates \( p_1 \), the frequency of A alleles in chromosomes containing B, and \( p_2 \), the frequency of A in b-chromosomes. Thus, assuming \( x \) is the frequency of the selected allele B, we have \( p_1 = \frac{x}{s_1} \) and \( p_2 = \frac{1-x}{s_2} \). A consequence of this variable change is that we can analyze the model only in the interval \( 0 < x < 1 \). As explained above, this is not a severe limitation as our deterministic treatment is not valid very close to the boundary 0 anyway (Kaplan et al., 1989). With this transformation of variables, the ODEs (1)–(3) become

\[
\dot{x} = \left\{ s_1 (p_1 - p_2) + s_2 \right\} (1-x) \quad (4)
\]

\[
p_1 = -\overline{\rho}_A p_1 + \mu_A (1 - p_1) + s_1 p_1 (1 - p_1) - r (1-x) (p_1 - p_2) - \frac{1-x}{x} (p_1 - p_2) \quad (5)
\]

\[
p_2 = -\overline{\rho}_B p_2 + \mu_B (1 - p_2) + s_2 p_2 (1 - p_2) + r x (p_1 - p_2) \quad (6)
\]

Eq. (4) results from adding ODEs (1) and (2) and putting \( x = x_1 + x_2 \). Eqs. (5) and (6) exploit the equality

\[
D = x (1-x) (p_1 - p_2). \quad (7)
\]

Eq. (4) indicates that the beneficial allele B may be driven by three forces: positive directional selection at the second locus, mutation at the second locus, and selection at the first locus via LD between the first and second locus; see Eq. (7).

In the following, we analyze the behavior of the deterministic model in several distinct parameter ranges. In each case, strongly positive directional selection at the second locus is assumed to be present.

**Case 1:** \( \mu_B > 0, r = 0, \mu_A = \overline{\rho}_A = 0, s_1 = 0 \).

It is informative to first consider the effect of mutation and strong directional selection at the second locus on neutral variation (at the first locus) alone. Using the assumption that all parameter values are zero, with the exception of \( \mu_B, s_2 > 0 \), it follows from Eqs. (4)–(6) that

\[
x = (s_2 x + \mu_B) (1-x) \quad (8)
\]

and

\[
p_1 - p_2 = -\mu_B \frac{1-x}{x} (p_1 - p_2). \quad (9)
\]

These ODEs can be easily integrated by dividing Eq. (9) by Eq. (8). This leads to

\[
\frac{d(p_1 - p_2)}{dx} = -\frac{\mu_B (p_1 - p_2)}{x (s_2 x + \mu_B)}. \quad (10)
\]

Separation of variables then yields

\[
p_1 - p_2 = C \frac{s_2 x + \mu_B}{x}, \quad (11)
\]

where the integration constant is given as

\[
C = \frac{x_0}{s_2 x_0 + \mu_B} (p_{10} - p_{20}). \quad (12)
\]

The initial values (at \( t = t_0 \)) of the variables \( x, p_1 \), and \( p_2 \) are denoted by the index 0. Simulations by Kaplan et al. (1989) suggest that \( x_0 \) should be at least as high as \( \frac{s_2}{\mu_B} \), where \( a \) is given by \( 2N s_2 \) in diploid populations of size \( N \).

Eqs. (11) and (12) can be used to calculate the allele frequencies \( x_1 \) and \( x_2 \) as a function of \( x \) (or alternatively as a function of \( t \) by solving Eq. (8)). From Eq. (6) follows that \( p_2 \) does not depend on mutation at the second locus. Therefore,

\[
p_2 = p_{20}. \quad (13)
\]

The allele frequencies \( AB \) and \( aB \) are then given as

\[
x_1 = C \left( s_2 x + \mu_B \right) + p_{20} x \quad (14)
\]

and

\[
x_2 = x - x_1, \quad (15)
\]

respectively.

Based on these results, we can address the question whether multiple-origin soft sweeps (Hermisson & Pennings, 2005, 2017) are predicted by our extended hitchhiking model. In our model, such a soft sweep occurs if both gametes \( AB \) and \( aB \) are simultaneously present in a population in substantial amounts. Eq. (8) suggests that the probability of a sweep being soft is significantly high if the mutation rate \( \mu_B \) is sufficiently large compared to the selection pressure \( s_2 x \) (Johri et al., 2021); i.e.,

\[
\mu_B \geq s_2 x. \quad (16)
\]

Of course, this inequality holds only for very small values of \( x \). It describes the situation in which initially the frequency of the beneficial allele does not increase in an exponential fashion (as in the case of the classical hitchhiking model in which a single beneficial allele is assumed to be present at the onset of selection). Instead, in our case this exponential increase is delayed until the process reaches values of \( x > \frac{s_2}{\mu_B} \). This suggests that \( \frac{s_2}{\mu_B} \) represents a threshold parameter such that for \( x < \frac{s_2}{\mu_B} \) mutation dominates selection, whereas for \( x > \frac{s_2}{\mu_B} \) the opposite occurs. More multiple-origin soft sweeps should arise with increasing values of \( \frac{s_2}{\mu_B} \) for the following reason: A larger mutation rate increases the frequency of \( B \) alleles and a larger selection strength reduces their fixation time. Therefore, if a first mutation that arose on an \( A \)-chromosome is on its way to fixation, the probability that a second beneficial mutation arises on an \( a \)-chromosome and substantially increases in frequency becomes smaller.
Note that we have \( \frac{\Delta t}{t_2} < x_0 = \frac{5}{3} \) for realistic values of population size and beneficial nucleotide mutation rate. Therefore, \( \frac{\Delta t}{t_2} \) likely falls into the interval in which a stochastic treatment of the \( x \) process is required. Nonetheless, the above argument that is derived from Eq. (8) holds. The reason is that the right-hand side of Eq. (8) is identical to the drift coefficient of the diffusion equation (except for the scaling factor \( 2N \); see Eqs. (39) and (41) below).

Our analysis adds a new piece to the theory of Hermisson and Pennings (2005, 2017) who studied the occurrence of soft sweeps in a population of finite size. In their approach, the probability for mutation-based soft sweeps largely depends on a single parameter \( \Theta \), which is a scaled beneficial mutation rate that accounts for many short-term processes going on in a population (see the detailed discussion of short-term effective population size and the target size of beneficial mutations in Hermisson and Pennings (2017)).

Very recently, Feder et al. (2021) reported simulations of a model that is virtually identical to the hitchhiking model described here, except that it is haploid and consists of only a single locus at which beneficial mutations were allowed to arise such that each mutation created a new allele. In their simulations, mutation rate \( \mu \) was fixed, while the selection coefficient \( s \) and population size \( N \) varied as did \( \theta = N \mu \). For many parameter combinations, they ran forward simulations and recorded the percentage of runs in which the sum the frequencies of all mutations reached 50% by generation 30. In this case, a run was counted as a sweep. If a sweep occurred, they also checked whether more than one allele was at frequency >5%, which was counted as a multiple-origin soft sweep. In their Figure 3C, they show that indeed for all values of \( s \) increasing \( \theta \) led to a higher percentage of soft sweeps, whereas \( N \theta \) had almost no effect. These observations are consistent with the theory of Hermisson and Pennings (2017). A strong effect was also found for selection. Increasing \( s \) led to a remarkable reduction of the percentage of soft sweeps, which is in qualitative agreement with our analysis.

Finally, we discuss the role of \( p_{10} \) and \( p_{20} \) in the detection of soft sweeps. As we show in the stochastic analysis below, \( p_{20} \) is approximately given by the frequency \( x_A \) of the major allele \( A \) at the onset of selection, while \( p_{10} \) may be small due to the relatively large variance of \( x \) and \( x_A \) in the initial phase. For \( p_{10} < \epsilon \), where \( \epsilon \) is the detection threshold of a soft sweep conditional on a sweep is occurring, \( AB \) gametes may remain undetected, if the mutation rate is too small (see Appendix A).

**Case 2:** \( \mu_B > 0, r \geq 0, \mu_A \geq 0, \mu_A > 0, s_1 = 0 \).

We first analyze the joint effects of mutation at the second locus and recombination between both loci. Eqs. (9) and (10) then become

\[
\dot{p}_1 - \dot{p}_2 = -r \left( p_1 - p_2 \right) - \mu_B \frac{1-x}{x} \left( p_1 - p_2 \right), \tag{17}
\]

and

\[
\frac{d (p_1 - p_2)}{dx} = -r \frac{p_1 - p_2}{1-x} (s_2 x + \mu_B) - \mu_B \frac{p_1 - p_2}{x (s_2 x + \mu_B)}. \tag{18}
\]

The latter ODE may be integrated in a similar way as Eq. (10) such that

\[
p_1 - p_2 = \mathcal{C} \left( 1-x \right)^r (s_2 x + \mu_B)^{1-r} \tag{19}
\]

where \( \rho = \frac{r}{s_2 + \mu_B} \) and the integration constant is

\[
\mathcal{C} = \frac{x_0}{(1-x_0)^r (s_2 x_0 + \mu_B)^{1-r}} \left( p_{10} - p_{20} \right). \tag{20}
\]

Next, we calculate \( p_2 \) using ODE (6). Inserting Eq. (19) into ODE (6) yields

\[
p_2 = r \mathcal{C} \left( 1-x \right)^r (s_2 x + \mu_B)^{1-r}. \tag{21}
\]

This equation can be integrated taking into account that \( \rho \ll 1 \) and dividing Eq. (21) by Eq. (8). This leads to

\[
p_2 \approx p_{20} - r \ln (1-x). \tag{22}
\]

Since \( \rho \ll 1 \), which appears to be biologically realistic, Eq. (19) is nearly identical to Eq. (11) and Eq. (22) is very similar to Eq. (13). Therefore, in the presence of strong selection and mutation at the second locus recombination has only a very weak effect on the dynamics of the frequencies of the \( AB \) and \( ab \) gametes. This may be surprising, given the distinct effect of recombination in the presence of strong selection on heterozygosity at the neutral locus in the study of Maynard Smith and Haigh (1974). The critical difference between our model and the original one by Maynard Smith and Haigh, however, is mutation. Without mutation at the selected locus, our approach would lead to the same predictions as that of Maynard Smith and Haigh. In other words, the presence of mutation alters the typical sweep (hitchhiking) effect of the Maynard Smith–Haigh model by generating more than one haplotype with a selected allele in the initial phase that may lead to partial parallel sweeps.

Finally, we discuss the effect of mutation at the first locus in conjunction with recombination, mutation, and selection at the second locus. In this case, the difference between ODEs (5) and (6) is formally identical to Eq. (17) and can be integrated as shown above in Eqs. (18)–(20), assuming that the selection coefficient is much larger than the mutation rates at the first locus and \( r \). In a similar way as above, \( p_2 \) can be calculated.

**Case 3:** \( \mu_B = 0, r \geq 0, \mu_A > 0, s_1 < 0 \).

Here, we analyze the case studied by Maynard Smith and Haigh (1974), except that the polymorphism at the first locus is not neutral, but allele \( A \) is deleterious (maintained in a mutation-selection balance). Thus, in this subsection A is not the major allele. From Eqs. (4)–(6), we get the following ODEs

\[
x = |s_1 (p_1 - p_2) + s_2 | x (1-x) \tag{23}
\]

\[
p_1 = \mu_A \left( 1 - p_1 \right) + s_2 p_1 \left( 1 - p_1 \right) - r (1-x) (p_1 - p_2) \tag{24}
\]
\[ p_2 = \mu A \left( 1 - p_2 \right) + s_1 p_2 \left( 1 - p_2 \right) + rx (p_1 - p_2). \]  
\[(25)\]

The frequency of A in the mutation-selection balance at the first locus is given by \( x_{30} = \frac{p}{p + 1} \). Since the frequency of A is assumed to be small, reverse mutation from A to a is neglected.

A general analytical solution of this system of ODEs is difficult to obtain, but we may approximate these equations under the assumption that the frequency \( x_{30} \) of the deleterious allele A is relatively small such that a strongly advantageous mutation occurring at the second locus at \( t = 0 \) hits a chromosome carrying allele a with high probability. In other words, we consider the following initial conditions at \( t = t_0 \)

\[ p_{10} = 0 \]
\[ p_{20} = \frac{x_{30}}{1 - x_0} \approx x_{30}. \]
\[(26)\]
\[(27)\]

Furthermore, we assume that both \( r \) and \( |s_1| \ll s_2 \). Under these assumptions, the quantities \( p_1 \) and \( p_2 \) remain small (compared to 1), while the strongly selected allele \( B \) increases from \( x_0 \) to \( 1 - x_0 \) (i.e., near fixation). Then, from ODEs (23)–(25) we obtain the following equations

\[ x \approx s_2 x (1 - x) \]
\[(28)\]

\[ p_1 - p_2 \approx -\mu A \left( p_1 - p_2 \right) + s_1 \left( p_1 - p_2 \right) - r \left( p_1 - p_2 \right) \]
\[ p_1 \approx s_1 p_1 - r (1 - x) (p_1 - p_2). \]
\[(29)\]
\[(30)\]

Equations (28) and (29) can be readily integrated using the initial conditions (26) and (27) and expressing time \( t \) by \( t = t - t_0 \). Inserting the solutions into ODE (30) leads to a linear ODE of first order that can be solved. The resulting equation for \( p_1 \) contains an integral over a function that can be approximated by replacing the denominator of this function by \( e^{-e^{s_2 t}} \) (see eqs. (14b) and (14c) of Stephan et al. (1992)). Thus, we have

\[ x \approx \frac{x_0}{x_0 + (1 - x_0) e^{-s_2 t}} \]
\[(31)\]

\[ p_1 - p_2 \approx -p_{20} e^{(s_1 - \mu A - r)t} \]
\[(32)\]

\[ p_1 \approx p_{20} \left( 1 - e^{s_2 t} \right) + p_{20} \left( 1 - e^{-e^{s_2 t}} \right) \]
\[(33)\]

\[ p_2 = p_1 - (p_1 - p_2). \]
\[(34)\]

Variable \( p_1 \) is monotonically increasing from zero to the equilibrium frequency \( p_{20} \). The two most important parameters are \( s_2 \) and \( r \). Larger values of \( |s_2| \) and less linkage between loci (i.e., larger \( r \) values) lead to faster increase of \( p_1 \).

Next, we calculate (for a fixed time point at the end of the selective phase) the effect of strong selection at the second locus on the frequency of allele A and on heterozygosity at the first locus. Let \( p \) denote the frequency of A and \( H = 2p(1 - p) \) heterozygosity. Thus,

\[ p = p_1 x + p_2 (1 - x). \]
\[(35)\]

At the end of the selective phase at time \( \tilde{t} = -\frac{2}{s_2} \ln (x_0) \) when \( x \) has reached the frequency \( 1 - x_0 \) we have

\[ p (\tilde{t}) \approx p_1 (\tilde{t}) (1 - x_0) \approx p_{20} \left[ 1 - x_0^{-2s_2 t_0} \left( 1 - e -e^{s_2 t_0} \right) \right]. \]
\[(36)\]

For the case in which the polymorphism at the first locus is neutral, this expression agrees with previous results (Maynard Smith & Haigh, 1974; Stephan et al., 1992; Wiehe, 1995).

Based on Eq. (36), we can immediately predict the effect of strong selection at the second locus on heterozygosity at the first locus. Heterozygosity is an average over two events, as allele B arises with probability \( p_{20} \) on an A-carrying chromosome or with probability \( 1 - p_{20} \) on an a-chromosome (Kaplan et al., 1989; Stephan et al., 1992). However, since in a mutation-selection balance \( p_{20} \) is small, we may neglect the first event and obtain

\[ H (\tilde{t}) \approx 2 (1 - p_{20}) p (\tilde{t}) (1 - p (\tilde{t})) \approx 2 (1 - p_{20}) p (\tilde{t}). \]
\[(37)\]

Therefore, the ratio of heterozygosity after the sweep (at \( \tau = \tilde{t} \)) to heterozygosity before the sweep at \( \tau = 0 \) is given by

\[ \frac{H (\tilde{t})}{H(0)} \approx 1 - x_0^{-2s_2 t_0} \left( 1 - e -e^{s_2 t_0} \right). \]
\[(38)\]

Thus, heterozygosity at the first locus is reduced after a sweep caused by strong selection at a linked second locus. The relative reduction of variation, i.e., the hitchhiking effect, is, however, less pronounced than in the case of a neutral polymorphism at the first locus.

4 | STOCHASTIC ANALYSIS OF INITIAL PHASE

As mentioned above, the dynamics of the beneficial allele at very low frequency \( x \ll x_0 \) cannot be treated deterministically. Instead, we will use a diffusion approach. Assuming \( s_2 > 0, \mu B > 0, r = 0, \mu A = \mu A = 0 \), and \( s_1 = 0 \), we will derive an appropriate diffusion equation for a diploid population of constant size \( N \) and then calculate the first and second moments of this diffusion.

We will first consider the frequency process of the beneficial allele and put \( z = x \) as diffusion variable. From Eq. (8), we find the drift coefficient as

\[ a (z) \approx az + \frac{1}{2} \theta t. \]
\[(39)\]
where \( a = 2N_s \) and \( \theta = 4N\mu B \). The selection term is linear in \( z \), as the frequency of the beneficial allele in the initial phase is very low. In the initial phase, the diffusion coefficient is also linear in \( z \); i.e.,

\[
b(z) \approx z.
\] (40)

Thus, we have the following Kolmogorov forward equation describing a one-dimensional diffusion in the initial phase (Ewens, 2004, Chapter 4)

\[
\frac{\partial f(z,t)}{\partial t} = -\frac{\partial}{\partial z} \left( a(z)f(z,t) \right) + \frac{1}{2} \frac{\partial^2}{\partial z^2} \left( b(z)f(z,t) \right). \tag{41}
\]

The probability density function \( f \) of this equation has to satisfy some assumptions: The initial frequency of \( z \) is 0 at time \( t = 0 \), which denotes the onset of selection; furthermore, \( f \) is normalized to 1 and the boundary conditions are such that for larger \( z \) values both \( f(z,t) \) and \( \frac{\partial}{\partial z} f(z,t) \) converge to 0 (i.e., \( f(1,t) = \frac{\partial}{\partial z} f(1,t) = 0 \)). Furthermore, in this section time is scaled in units of \( 2N \).

We do not aim at finding an explicit solution of Eq. (41), but consider only the two lowest-order moments defined as

\[
m_i = \int_0^1 zf(z,t) \, dz \quad \text{for } i = 1, 2.
\] (42)

This procedure leads to the following ODEs for the moments (see Appendix B):

\[
m_1 \approx \frac{1}{2} \theta + am_1
\] (43)

and

\[
m_2 \approx (1 + \theta) m_1 + 2am_2.
\] (44)

Thus, we get a coupled system of ODEs. Note, however, that—contrary to many other applications of this approach—the moment expansion breaks up (as the drift and diffusion coefficients do not contain the variable \( z \) in quadratic or higher-order forms). The ODE for the first moment corresponds to Eq. (8) of the deterministic system.

The solutions of these linear ODEs of first order can be easily obtained as

\[
m_1 \approx \frac{1}{2a} (e^{\theta t} - 1)
\] (45)

and

\[
m_2 \approx \left( 1 + \frac{1}{\theta} \right) m_1^2.
\] (46)

Thus, the variance of \( x \) is given by

\[
m_2 - m_1^2 \approx \frac{1}{\theta} m_1^2.
\] (47)

Similarly, we may consider a one-dimensional diffusion equation for variable \( z = x_1 \) describing the frequency process of gamete \( AB \). It follows from ODE (1) that in the initial phase the drift coefficient is given by

\[
a(z) \approx a2 + \frac{1}{2} \theta \sigma(t)
\] (48)

and the diffusion coefficient by Eq. (40); \( \sigma(t) \) is the solution of ODE

\[
\dot{x}_3 = - (\mu_B + 32x) x_3
\] (49)

derived from Eq. (3) and given by

\[
\sigma(t) = x_3^* \exp \left( - \frac{\theta}{2a} (e^{\theta t} - 1) \right),
\] (50)

where \( x_3^* \) is the frequency of allele \( A \) at the onset of selection. The ODEs of the moments may be obtained by the same procedure as outlined in the Appendix B. We get

\[
m_1 \approx \frac{1}{2} \theta \sigma(t) + am_1
\] (51)

and

\[
m_2 \approx (1 + \theta \sigma(t)) m_1 + 2am_2.
\] (52)

Using Eq. (50), ODE (51) can be formally integrated

\[
m_1 \approx \frac{1}{2\theta x_3^*} \int_0^t \exp \left( - \frac{\theta}{2a} (e^{\theta t} - 1) - at \right) dt. \tag{53}
\]

The integral cannot be explicitly evaluated for all values of \( t \). However, close inspection shows that for the biologically relevant parameter range \( (a > 100, \theta > 0.005) \), the integrand in Eq. (53) can be approximated by \( e^{-at} \) for \( t \leq 2t_0 \), where \( t_0 \) is defined below. This analysis takes the variance of the \( x \) diffusion (Eq. (47)) into account. Using this approximation, we get

\[
m_1 \approx \frac{\theta}{2a} x_3^* (e^{\theta t} - 1).
\] (54)

Here, the mean time \( t_0 \) until the beneficial allele \( B \) reaches the threshold frequency \( x = x_0 \) under the influence of drift, directional selection, and mutation (starting from frequency 0) is given by

\[
t_0 \approx \frac{1}{a} \ln \left( 1 + \frac{2a}{\theta}x_0 \right). \tag{55}
\]

Using the same approximation as in the derivation of Eq. (54), we obtain for the second moment of the \( x_1 \) process

\[
m_2 \approx \left( 1 + \frac{1}{\theta x_3^*} \right) m_1^2.
\] (56)

Finally, we are able to determine the initial conditions for the deterministic phase. Eqs. (54) and (55) allow us to calculate the value of
The only report on patterns of variation in recombining genomic regions has been published by Chevin et al. (2008). They modeled the case of two partially linked loci with positive directional selection at both of them and one neutral locus for an infinitely large population using ordinary differential equations. Solving these equations numerically, they found that the hitchhiking effect is weaker in this model than for a single sweep of comparable selection strength. Furthermore, the interference of both sweeps may lead to an excess of intermediate-frequency variants in the genomic region between the selected sites, a signature that may be falsely interpreted as a sign of balancing selection. More work is needed to understand such a model.

Similarly, selective sweep models from the quantitative genetics literature have been relatively neglected by the population genetics community, such as the work of Santiago and Caballero (1995, 1998). These authors developed a quantitative genetic theory of effective population size and polymorphism of linked neutral loci in populations under directional selection and continuous mutation pressure. Interestingly, they were able to apply the principles of their theory to the recurrent hitchhiking case by considering a steady input of weakly beneficial mutations instead of rare, strongly favorable ones, as is usually assumed in the model of recurrent selective sweeps (Kaplan et al., 1989; Wiehe & Stephan, 1993).

ACKNOWLEDGMENTS
I thank Jeffrey Jensen for drawing my attention to the paper by Feder et al. (2021), two anonymous reviewers for their valuable suggestions, and Thomas Wiehe for providing me access to his doctoral thesis.

CONFLICT OF INTEREST
None declared.

AUTHOR CONTRIBUTION
Wolfgang Stephan: Conceptualization (lead); Formal analysis (lead); Funding acquisition (lead); Writing-review & editing (lead).
No empirical data were collected, and no computer code was generated or used.

ORCID
Wolfgang Stephan ID https://orcid.org/0000-0002-9437-5916

REFERENCES
Aguda, M., Miyashita, N., & Langley, C. H. (1989). Reduced variation in the yellow-achaete-scute region in natural populations of Drosophila melanogaster. *Genetics*, 122, 607–615. https://doi.org/10.1093/genetics/122.3.607
Barton, N. H. (1995). Linkage and the limits to natural selection. *Genetics*, 140, 821–841. https://doi.org/10.1093/genetics/140.2.821
Barton, N. H. (1998). The effect of hitch-hiking on neutral genealogies. *Genetical Research*, 72, 123–133. https://doi.org/10.1017/S0016672398003462
Begun, D. J., & Aquadro, C. F. (1992). Levels of naturally occurring DNA polymorphism correlate with recombination rate in D. melanogaster. *Nature*, 356, 519–520.
Berry, A. J., Aijoka, J. W., & Kreitman, M. (1991). Lack of polymorphism on the Drosophila fourth chromosome resulting from selection. *Genetics*, 129, 1111–1119. https://doi.org/10.1093/genetics/129.4.1111
Bossert, S., & Pfaffelhuber, P. (2018). The fixation probability and time for a doubly beneficial mutant. *Stochastic Processes and their Applications*, 128, 4018–4050. https://doi.org/10.1016/j.spa.2018.01.004
Bürger, R. (2000). *The mathematical theory of selection, recombination, and mutation*. Wiley.
Charlesworth, B., Morgan, M. T., & Charlesworth, D. (1993). The effect of deleterious mutations on neutral molecular variation. *Genetics*, 134, 1289–1303. https://doi.org/10.1093/genetics/134.4.1289
Chevin, L. M., Billiard, S., & Hospital, F. (2008). Hitchhiking both ways: Effect of two interfering selective sweeps on linked neutral variation. *Genetics*, 180, 301–316. https://doi.org/10.1534/genetics.108.089706
Comeron, J. M. (2017). Background selection as a null hypothesis in population genomics: Insights and challenges from Drosophila studies. *Philosophical Transactions of the Royal Society B*, 372, 20160471.
Cuthbertson, C., Etheridge, A., & Yu, F. (2012). Fixation probability for competing selective sweeps. *Electronic Journal of Probability*, 17, 1–36. https://doi.org/10.1214/EJP.v17-1954
Elyashiv, E., Sattah, S., Hu, T. T., Strutovskyy, A., McVicker, G., Andolfatto, P., Coop, G., & Sella, G. (2016). A genomic map of the effects of linked selection in Drosophila. *PloS Genetics*, 12, e1006130. https://doi.org/10.1371/journal.pgen.1006130
Ewens, W. J. (2004). *Mathematical population genetics: I. Theoretical introduction* (2nd ed.). Springer.
Feder, A. F., Pennings, P. S., & Petrov, D. A. (2021). The clarifying role of time series data in the population genetics of HIV. *PloS Genetics*, 17, e1009050.
Garud, N. R., Messer, P. W., & Petrov, D. A. (2021). Detection of hard and soft selective sweeps from *Drosophila melanogaster* population genomic data. *PloS Genetics*, 17, e1009373.
Gillespie, J. H. (2000). Genetic drift in an infinite population: The pseudohitchhiking model. *Genetics*, 155, 909–919. https://doi.org/10.1093/genetics/155.2.909
Harris, R. B., Sackman, A., & Jensen, J. D. (2018). On the unfounded enthusiasm for soft sweeps. II. Examining recent evidence from humans, flies, and viruses. *PloS Genetics*, 14, e1007859.
Hermisson, J., & Pennings, P. S. (2005). Soft sweeps: molecular population genetics of adaptation from standing genetic variation. *Genetics*, 169, 2335–2352. https://doi.org/10.1534/genetics.104.036947
Hermisson, J., & Pennings, P. S. (2017). Soft sweeps and beyond: Understanding the patterns and probabilities of selection footprints under rapid adaptation. *Methods in Ecology and Evolution*, 8, 700–716. https://doi.org/10.1111/2041-210X.12808
Innan, H., & Kim, Y. (2004). Patterns of polymorphism after strong artificial selection in a domestication event. *Proceedings of the National Academy of Sciences of the United States of America*, 101, 10667–10672.
Jensen, J. D. (2014). On the unfounded enthusiasm for soft selective sweeps. *Nature Communications*, 5, 5281. https://doi.org/10.1038/ncomms6281
Johri, P., Stephan, W., & Jensen, J. D. (2021). Soft selective sweeps: addressing new definitions, evaluating competing models, and interpreting empirical outliers. In review.
Kaplan, N. L., Darden, T., & Hudson, R. R. (1988). The coalescent process in models with selection. *Genetics*, 120, 819–829.
Kaplan, N. L., Hudson, R. R., & Langley, C. H. (1989). The ‘hitchhiking effect’ revisited. *Genetics*, 123, 887–899. https://doi.org/10.1093/genetics/123.4.887
 Kirby, D. A., & Stephan, W. (1996). Multi-locus selection and the structure of variation at the white gene of *Drosophila melanogaster*. *Genetics*, 144, 635–645.
Li, H., & Stephan, W. (2006). Inferring the demographic history and rate of adaptive substitution in *Drosophila*. *PLoS Genetics*, 2, e166. https://doi.org/10.1371/journal.pgen.0020166
Martin, G., & Lambert, A. (2015). A simple, semi-deterministic approximation to the distribution of selective sweeps in large populations. *Theoretical Population Biology*, 101, 40–46. https://doi.org/10.1016/j.tpb.2015.01.004
Maynard Smith, J., & Haigh, J. (1974). The hitch-hiking effect of a favourable gene. *Genetical Research*, 23, 23–35. https://doi.org/10.1017/S0016672394001463
Pavlidis, P., Jensen, J. D., & Stephan, W. (2010). Searching for footprints of positive selection in whole-genome SNP data from nonequilibrium populations. *Genetics*, 185, 907–922. https://doi.org/10.1534/genetics.111.116459
Santiago, E., & Caballero, A. (1995). Effective size of populations under selection. *Genetics*, 139, 1013–1030. https://doi.org/10.1093/genetics/139.2.1013
Santiago, E., & Caballero, A. (1998). Effective size and polymorphism of linked neutral loci in populations under directional selection. *Genetics*, 149, 2105–2117. https://doi.org/10.1093/genetics/149.4.2105
Stephan, W. (2019). Selective sweeps. *Genetics*, 211, 5–13. https://doi.org/10.1534/genetics.118.301319
Stephan, W., & Langley, C. H. (1989). Molecular genetic variation in the centromeric region of the X chromosome in three *Drosophila ananassae* populations. I. Contrasts between the *vermilion* and *forked* loci. *Genetics*, 121, 89–99.
Stephan, W., Wiehe, T. H. E., & Lenz, M. W. (1992). The effect of strongly selected substitutions on neutral polymorphism: Analytical results based on diffusion theory. *Theoretical Population Biology*, 41, 237–254. https://doi.org/10.1016/0040-5809(92)90045-U
Wiehe, T. (1995). *Processes determining genetic variability: Mutations in sequence space and hitchhiking*. Doctoral thesis, University of Jena, Germany.
Wiehe, T. H. E., & Stephan, W. (1993). Analysis of a genetic hitchhiking model, and its application to DNA polymorphism data from *Drosophila melanogaster*. *Molecular Biology and Evolution*, 10, 842–854.
Yu, F., & Etheridge, A. M. (2010). The fixation probability of two competing beneficial mutations. *Theoretical Population Biology*, 78, 36–45. https://doi.org/10.1016/j.tpb.2010.04.001

How to cite this article: Stephan, W. (2021). The classical hitchhiking model with continuous mutational pressure and purifying selection. *Ecology and Evolution*, 11, 15896–15904. https://doi.org/10.1002/ece3.8259
APPENDIX A

Condition for the occurrence of soft sweeps may be violated
In our model a soft sweep can be detected conditional on a sweep has occurred (i.e. \( x = 1 \)), if the frequencies \( x_1 \) and \( x_2 \) of the gametes \( AB \) and \( aB \) are both larger than a threshold value \( \varepsilon < 0.5 \). For \( x_1 \) this condition, however, may be violated. Using Eq. (14) and inserting \( x = 1 \), we find that \( x_1 < \varepsilon \) if

\[
\mu_1 < 5x_0 x_1 (p_{10} - p_{20}), \quad (A1)
\]

where

\[
l(p_{10} - p_{20}) = \frac{\varepsilon - p_{10}}{p_{20} (1 - x_0) + x_0 p_{20} - \varepsilon} \approx \frac{\varepsilon - p_{10}}{p_{20} - \varepsilon} \quad (A2)
\]

is a positive function (i.e. \( p_{10} < \varepsilon \)). As shown in the second to last paragraph of section 4, \( p_{20} \) is approximately given by the frequency \( x_1^* \) of the major allele \( A \) at the onset of selection, while \( p_{10} < \varepsilon \) may occur due to the large variances of \( x \) and \( x_1 \) in the initial phase.

APPENDIX B

Derivation of the moments
Using the definition of the moments (Eq. (42)) and integrating by parts, we get

\[
\int_0^1 \frac{1}{2} \frac{d}{dz} \left( az + \frac{1}{2} \theta \right) f(z,t) \, dz \quad (B1)
\]

\[
= \left[ z^i \left( az + \frac{1}{2} \theta \right) f(z,t) \right]_0^1 \quad (B2)
\]

\[
- \int_0^1 iz^{i-1} \left( az + \frac{1}{2} \theta \right) f(z,t) \, dz. \quad (B3)
\]

For both \( i = 1 \) and \( 2 \) the term \( (B2) \) vanishes because of the boundary condition \( f(1,t) = 0 \). For \( i = 1 \) integral \( (B3) \) yields \( -\frac{1}{2} \theta + am \) (without the \( - \) sign in front of the integral), whereas for \( i = 2 \) we find \( 2m \).

Similarly, we obtain the contribution of the diffusion part of Eq. (41) as

\[
\int_0^1 z^{i-1} \frac{d^2}{dz^2} (zf(z,t)) \, dz
\]

\[
= \left[ z^i \frac{d}{dz} (zf(z,t)) \right]_0^1
\]

\[
- \int_0^1 iz^{i-1} \frac{d}{dz} (zf(z,t)) \, dz. \quad (B4)
\]

Here, the term \( (B4) \) vanishes for both \( i = 1 \) and \( 2 \) because of the boundary conditions \( f(1,t) = 0 \). The integral \( (B5) \) vanishes for \( i = 1 \) because of \( f(1,t) = 0 \). For \( i = 2 \) a similar calculation as for the integral \( (B1) \) shows that integral \( (B5) \) is equal to \( 2m \).

Collecting the non-zero terms for \( i = 1 \) leads to the ODE for the first moment shown in Eq. (43). Note that the minus signs in front of integral \( (B3) \) and in front of the drift term of the diffusion equation cancel each other. Similarly, collecting the terms for \( i = 2 \) and multiplying them by \( \frac{1}{2} \) leads to the ODE for the second moment (Eq. (44)).