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Abstract

This paper establishes a Markov chain model as a unified framework for understanding information consumption processes in complex networks, with clear implications to the Internet and big-data technologies. In particular, the proposed model is the first one to address the formation mechanism of the "trichotomy" in observed probability density functions from empirical data of various social and technical networks. Both simulation and experimental results demonstrate a good match of the proposed model with real datasets, showing its superiority over the classical power-law models.

I. INTRODUCTION

Many complex network models have been proposed to provide an essential macroscopic understanding of various complex real-world networks, such as the Internet and WWW [1], metabolic networks [2], the ecosystem [3], as well as citation [4] and co-authorship [5] networks. One important feature of such networks lies in the node-degree distribution. There are two major classes of node-degree distributions in complex networks. One is the Poisson distribution or exponential distribution (mainly for homogeneous networks, with rapidly decaying tails in the distributions). The other is the power-law distribution (mainly for heterogeneous networks, well known for their scale-free properties, with long tails in the distributions). Existing models typically account for the occurrence of Poisson [18] or exponential distribution [20] by the
random attachment mechanism [8] during the network formation process, while the occurrence of power-law distribution comes from the preferential attachment mechanism [8], [19]. Although both mechanisms are essential in network formation and can capture many real-world phenomena to a certain extent, typically each of them works only within a particular range of the broad degree-distribution spectrum. In this work (see Section VII), nine real datasets are analyzed, ranging from citation networks and social networks, to vehicular networks, where all of them exhibit the "trichotomy" phenomenon — a power-law distribution in the middle range of the distribution with exponential-alike distributions in both the head and the tail regions. In other words, these two typical distributions, although fundamental, are not sufficient to individually provide an accurate fit to the entire range from degree distribution for many real datasets.

Due to the discrepancy in empirical data and in the above-discussed two basic distributions for describing real datasets, several extensions had been suggested based upon the classical preference attachment mechanism, by introducing a fitness value (a weighting factor) to the preference, called the fitness model [10], or including nonlinear dependence (on the node-degrees [11] or node fitness [12]), or decaying fitness accounting for temporal effects of the fitness value [13], as well as employing a rewiring mechanism [14] during the network formation process. Extending the original Barabási-Albert (BA) model [1], these variants aim at explaining several extra features in the formation process of a network, e.g. reflecting the heterogeneous properties from nodes [10], [13] (using a higher node-specific fitness value to represent a higher attractiveness of the node in [10]), investigating the time-dependence of the connection mechanism from different perspectives (incorporating the nonlinear dependence in [11], or introducing a decaying factor into the fitness model in [13]), or finding a better rewiring mechanism in fitting the power-law exponent (i.e. the slope of the degree distribution curve in log-log scale) in [14].

Despite the fact that the aforementioned models have improved the fitting to empirical data, in many networks (particularly evolving networks), there is a clear occurrence of phase transition points in the degree distribution, which has not been investigated previously in the literature. In particular, a unified model of complex-network generation mechanisms has not been established to combine both the basic BA model (having a power-law distribution) [1], and the Erdös-Rényi (ER) model (having a Poisson distribution) [18] or its variant on random graphs (having exponential distributions) [20], with an ability of explaining the commonly-observed trichotomy
in the degree distribution curves of the empirical data.

This paper proposes a new framework (as an alternative to the various fitness models) for complex network formation processes, which can provide better matching with real datasets. In particular, this paper examines complex networks driven by the next-generation Internet development, with emphasis on how the information contents in such networks are being processed (abbreviated as *information consumption* processing) such as in the vehicle-to-vehicle (V2V) network, online social networks (e.g., Facebook, Twitter friendship networks), and citation networks (or coauthorship networks). The proposed model by nature suggests a clean-slate approach based on Markov chains, which is proved in this paper to be more powerful and transparent to explain the trichotomy feature in degree distributions arising from many real-world network datasets.

II. THE PROPOSED MODEL

In this section, a unified model is proposed based on Markov chains, referred to as the *MC model* hereafter, for representing the information consumption process in a complex network.

A. The MC model

1) Model description: The information consumption process is modelled as an evolving network. Every information consumption attempt is represented by a node. The network starts with a few connected nodes and then the network evolves as follows:

**Big-Bang (Start):** A node comes to the network randomly at a certain rate; upon arrival, it creates one (or several) connection(s) to existing nodes, like a small big-bang in the network.

In the network, existing nodes have different degrees. As the network evolves, their degrees can change, particularly the evolvement of a particular existing node is divided into three phases — initializing phase, fast-evolving phase and maturing phase.

**Initializing:** All nodes in this phase are being attached by the new node presumably with an equal probability. Hence, the evolution of information consumption is independent of the existing network structure and behavioural pattern. In other words, there is no preferential attachment mechanism in this stage.

**Fast-evolving:** Among existing nodes in this phase, when a new node comes, it prefers connecting to an existing node of higher degree with a higher probability. Specifically, the
connecting probability is proportional to the degree of the existing node. As a result, from the perspectives of those existing nodes with higher degrees (which are usually those nodes in the network with longer residential time), new nodes join the network at a faster rate than in the initializing phase. In this phase, the evolution of information consumption depends on the existing network structure. This preferential attachment mechanism enables some nodes to become more and more popular as the network evolves.

**Maturing (Saturating):** For any existing node in this phase, once they reach sufficiently large degree, the attractiveness of these nodes for being attached begins to saturate due to physical, economical or technological (especially computational complexity, in particular due to the practical bound on the implementation complexity of the referential attachment mechanism) constraints. These nodes with degrees exceeding a certain threshold are called super nodes. Although new nodes still preferentially join the super nodes but they would join these nodes with the same probability. There are two reasons. One is that existing super nodes could start to refuse new connections due to physical or economical constraints. The other is that although there are still some differences in the degrees among super nodes, new attempts will not care or cannot distinguish the exact degrees of those super nodes to perform an exact preferential attachment. This is due to the practical bound of the implementation complexity, so that the degree counting of these super nodes will stop after reaching a threshold, and these super nodes having degrees beyond this threshold are indistinguishable to new comers. In both cases, a new attempt will attach to the super nodes with (approximately) the same probability. This means that in the maturing phase, the evolution of the information consumption pattern is still dependent on the existing information consumption pattern, but the dependence is becoming weaker as the network is getting larger (and hence, more severely saturated). This bounded preferential attachment mechanism, in practice, describes the realistic situation where it is no longer meaningful for a new attempt to connect to super nodes with different preferences because they are similar from the viewpoint of the new comer.

2) **Model formulation:** To formulate the network model, the simplest possible initial network is a chain with only two nodes connected by one edge. Starting from this network, each time a new node arrives at rate \( \lambda_0 \). After that, a new node would connect to an existing one with a probability proportional to its degree subjected to bounds, and hence existing nodes in the network evolve
according to the aforementioned three developing phases, in the following manner.

The new node will have the same connection probability to all existing nodes in the initializing phase. It will then have an increasing connection probability to a node with a higher degree (i.e. preferential attachment) among all nodes in the fast-evolving phase. Finally it will have a bounded preferential attachment probability to nodes in the maturing phase.

This formation process is mathematically modeled as follows: when an existing node is in the initializing phase, its degree is less than or equal to a lower boundary value $L$, and when it is in the maturing phase, its degree is larger than an upper boundary value $U$. Suppose nodes are labeled in ascending order according to their arrival time. When the network size (number of nodes) is $n-1$, and the $n$-th node arrives, it will connect to the $i$-th existing node for $i \in \{1, \cdots n-1\}$ in the network, with an attachment probability proportional to a constant $\hat{k}_i (n-1)$ associated with $i$, referred to as the modified degree. This $\hat{k}_i (n-1)$ is the same as the node degree $k_i (n-1)$ during the fast-evolving phase but it has a lower bound $L$ ($L \leq L$) in the initializing phase and an upper bound $U$ ($U \leq U$) in the maturing phase. Denote $k_i (n)$ by $\hat{k}_i$ and $k_i (n)$ by $k_i$, whenever the corresponding network size $n$ is specified. Suppose that an existing node is to be attached starting from degree $k_0$ (for most cases in this study, $k_0 = 1$ or $k_0 = 0$). Then, the modified degree is mathematically defined as follows (with $\hat{k}_0 (n-1) \triangleq 0$):

$$
\hat{k}_i = \begin{cases} 
L, & \text{if } k_0 \leq k_i \leq L \\
k_i, & \text{if } L < k_i \leq U \\
U, & \text{if } U < k_i \leq N_T,
\end{cases}
$$

(1)

where $N_T$ is the number of nodes in the system at the current observation time $T$.

From the perspective of a specific node (denoted as node * hereafter), its degree $k_*$ and the corresponding network size $n$ together form a two-dimensional (continuous-time) Markov chain, with its state transition rate diagram depicted by Fig. 1 (with normalized rate $\lambda \triangleq \lambda_0/L$).

Now, the MC model is further described and discussed.

In Fig. 1, a circle represents a state of the state variable. Suppose that node * in consideration has degree $k-1$ and the current network size is $n-1$. Then, according to the bounded preferential attachment mechanism, a newly arrived node connects to node * at rate $\lambda$. But, it is also possible for this new node to connect to other nodes. Since the new node is likewise preferentially attached to other nodes in proportion to their degrees, the total state transition rate of connecting to other
When network size is $n - 1$
When degree of Node * is $k$

Nodes is given by $\lambda \sum_{i \neq \ast} \hat{k}_i$. In the following, consider that it connects to node $i'$.

Denote the number of nodes in the network at time $t$ by $N(t)$ and denote the degree of the specified node * at time $t$ by $K(t)$ as two random processes. Then, the joint probability mass (density) function of this node degree and the network size at any particular time $t$ is $p_{k,n}(t) = \Pr \{K(t) = k, N(t) = n\}$. Also denote the sum of the modified degrees of all nodes in the network by $S_n$. Then, when the network has size $n - 1$, one has $S_{n-1} = \sum_{i=1}^{n-1} \hat{k}_i^{(n-1)}$, and thus $S_n = \sum_{i=1}^{n-1} \hat{k}_i^{(n-1)} + \left(\hat{k}_i^{(n-1)} + 1\right) + \hat{k}_n^{(n)}$.

As can be verified by examining the state transition rate diagram in Fig. 1, the dynamics of the probability mass function of the state variable — the degree $k$ of a specific node * (for $k \in \{1, \cdots, N_T\}$) and the network of size $n$ (for $n \in \{1, \cdots, N_T\}$) satisfy the following equation:

$$
\frac{d}{dt}p_{k,n}(t) = \lambda \left(k - 1\right) p_{k-1,n-1}(t) + \lambda \left(\sum_{i \neq \ast} \hat{k}_i\right) p_{k,n-1}(t) - \lambda S_n p_{k,n}(t)
$$

$$
= \lambda \left(k - 1\right) p_{k-1,n-1}(t) + \lambda \left(S_{n-1} - \hat{k}\right) p_{k,n-1}(t) - \lambda S_n p_{k,n}(t),
$$

with the boundary conditions $p_{k,n+\ast+k-2}(t) = 0$ for all $k \geq 1$ (assuming that when node * arrives, the network contains $n_\ast$ of nodes) and $p_{k,N_T+d}(t) = 0$ for all $k \geq 1$ and $d \geq 1$.

Fig. 1. The state transition rate diagram of a two-dimensional Markov chain for a specific node * — where $k$ denotes its degree and $n$ denotes the size of network that this node * is in.
Summing equation (2) over all the possible network size \( n \) from 2 to \( N_T \), one could obtain the dynamics of the degree \( k \) (for \( k \in \{1, \cdots N_T\} \)) of the specified node * as follows:

\[
\frac{d}{dt}p_k(t) = \lambda \left( \hat{k} - 1 \right) p_{k-1}(t) - \lambda \left( \hat{k} \right) p_k(t) + \lambda \left( \hat{k} \right) p_{k,N_T}(t)
\]  

(3)

for simplicity of analysis, one could remove the small boundary term \( \lambda \hat{k} p_{k,N_T}(t) \) (which vanishes as \( T \to \infty \)), as a result, the degree dynamics is simplified as follows:

\[
\frac{d}{dt}p_k(t) = \lambda \left( \hat{k} - 1 \right) p_{k-1}(t) - \lambda \left( \hat{k} \right) p_k(t), \quad \forall k \geq k^0
\]  

(4)

where \( k^0 \) is the starting degree, which is either 0 or 1.

Write it in a more explicit manner, one has

\[
\frac{d}{dt}p_k(t) = \begin{cases} 
-\lambda L p_k(t), & \text{if } k = k^0 \\
\lambda L p_{k-1}(t) - \lambda L p_k(t), & \text{if } k^0 < k \leq L \\
\lambda (L) p_{k-1}(t) - \lambda k p_k(t), & \text{if } k = L + 1 \\
\lambda (k - 1) p_{k-1}(t) - \lambda k p_k(t), & \text{if } L + 1 < k \leq U \\
\lambda (k - 1) p_{k-1}(t) - \lambda U p_k(t), & \text{if } k = U + 1 \\
\lambda U p_{k-1}(t) - \lambda U p_k(t), & \text{if } U + 1 < k \leq N_T
\end{cases}
\]  

(5)

which could be further simplified if \( L = L \) or \( U = U \).

It is noted that when deriving equation (4), a boundary term \( \lambda \hat{k} p_{k,N_T}(t) \) in (3) is omitted, as it is very small as compared to other terms in equation (3). Actually, in \( p_k(t) = \sum_{n=2}^{N_T} p_{k,n}(t) \), the term \( p_{k,N_T}(t) \) is the smallest term in the sum, and it vanishes as \( T \to \infty \). Hence, neglecting this boundary term would not cause significant difference in equation (4), but can greatly simplify the subsequent analysis.

Pictorially, the process of summing equation (2) over \( n \) means that the above two-dimensional MC (in Fig. 1) is reduced to the following one-dimensional MC in the degree variable (with respect to the specified node *), which represents the degree dynamics, together with the consideration of big-bang phase, the degree dynamics is shown in Fig. 2, which is a birth process (differing from the Yule process [19] by having a lower bound and an upper bound on the birth rates) modified with a big-bang start (represented in the figure by the beginning transitions, which are parametrized by \( p_0^0, p_0^1, \ldots, p_0^{L+1} \), corresponding to the probabilities of initiating 1, 2, \ldots, \( L+1 \) connections due to the arrival of new nodes, respectively). In practice, these probabilities of the number of connections that each new attempt makes are network-specific parameters. Denote
the probability mass function of the degree of the specified node \* by $p_k(t) = \Pr \{ K(t) = k \}$. The state transition rate diagram of its degree shown in Fig. 2 has two interpretations depending on how each node is accounted in the degree distribution of the network. For accounting a node only when it arrives (i.e. $k^0 = 1$), Fig. 2 represents the state transition rate diagram of its node degree, with initial probabilities of the state, $p_1(0) = p_1^0, p_2(0) = p_2^0, \ldots, p_{L+1}(0) = p_{L+1}^0$ (and the new node arrives at rate $\lambda L$), assuming that the node arrives at time 0 without loss of generality. For accounting a node even when it is isolated (i.e. $k^0 = 0$), Fig. 2 represents the state transition rate diagram of its node degree (even when it has not yet arrived, i.e. with degree 0), with initial probabilities of the state, $p_0(0) = 1$ and $p_k(0) = 0$, for all other $k \neq 0$.

Now, one is ready to analyze the node degree distribution $p_k$. Beside deriving $p_k(t)$ from equation (5), one also needs to know how long (i.e. the residential-time, $T$) the specified node \* has been staying in the network. Suppose that the network starts at time 0, and node \* arrives at time $t_*$. Then, at an observation time $T$, the residential-time $T$ of node \* is $T_* = T - t_*$. Denote the corresponding distribution as $f_T(t)$. This distribution depends on the differential-difference equation for the marginal distribution of $N(t)$, which could be obtained by summing equation (2) over $k$. The detailed analysis and calculations of these distributions are presented in the Appendix.

3) Comparison with existing models: In this section, the new physical meaning addressed in the proposed MC model compared with existing models are discussed. Recall the MC model is proposed to represent the information consumption process on a complex network. Under this model, the network starts with a big-bang and evolves according to three phases of development — initializing phase, fast-evolving phase and maturing phase. In retrospect, the fast-evolving
phenomenon in different networks is also reported in existing models, such as the BA model and its variants mentioned in Section I (the introduction section). When these BA-type models are used to describe information consumption patterns, and cast into the proposed MC model, those models have only one phase — the fast-evolving phase, corresponding to the preferential attachment mechanism based only on the degrees of the existing nodes but not related to the size or other constraints of the current network structure.

The major differences of this proposed MC model, as compared to existing models, are on the initializing phase and the maturing phase, both representing physical constraints but in different contexts - the initializing phase for characterizing the constraint due to system set-up time, and the maturing phase for characterizing the constraint due to physical, economical and technological limitations. These extra features in the proposed MC model provide some justifications for the observed trichotomy in density functions of various networks in Section VII (the experiment section), particularly next generation information networks, which was not addressed in existing literature. Specifically, it will be shown that most real-world networks have nodes in the initializing phase (particularly at the beginning of the network evolution) and nodes reaching the maturing phase (particularly after the network contains a sufficiently large number of nodes).

Furthermore, differing from the existing literature, the proposed model includes a big-bang phase, which allows random multiple start capabilities. In particular, it helps in providing a more reasonable final close-form expression in node-degree distribution of the network presented in Theorem 3 in the Section IV, which is closer to the empirical results, as well as the resultant model is more close to real situations. Specifically, in the big-bang phase, each time when a new information consumption attempt arrives, it will connect to one or multiple existing attempts at random. Such a possibility of multiple connections from a new attempt is also needed in the model as several important networks also have a bursty change (instead of incremental change) in the information consumption patterns upon each attempt arrival. Example networks include citation networks and the next generation vehicular networks. In citation networks, when a new paper is published, it will usually cite several (instead of one) papers; in vehicular network, when a new vehicle comes into a communication zone, it will be in contact (or in feasible communication region) with multiple (instead of one) vehicles.

Mathematically, the BA-type models, from the proposed MC model viewpoint, are birth
processes with a rate proportional to the state variable (i.e. a Yule process [19]), while the proposed general MC model is a modified Yule process with a rate accounting both the state variable and the node degree bounds on the connection probabilities due to these physical constraints, and a big-bang start.

Therefore, the proposed MC model is more realistic than the BA model in representing the information consumption processes and patterns in general complex networks.

III. Table of Notations

For the ease of reference in the discussions of later sections, a list of important system parameters (in the proposed MC model) is summarized in Table I.

| Notation | Meaning |
|----------|---------|
| $\mathcal{L}$ | Lower boundary value of the degree of a node signifying the end of the initializing phase |
| $\mathcal{U}$ | Upper boundary value of the degree of a node signifying the start of the maturing phase |
| $L$ | Lower bound of modified degree for lower bounding the attachment probability in the whole initializing phase |
| $U$ | Upper bound of modified degree for upper bounding the attachment probability in the whole maturing phase |
| $\lambda$ | Normalized arrival rate, i.e., average arrival rate of new attempts divided by $\mathcal{L}$ |
| $T$ | Current observation time of the system |
| $N_T$ | The number of nodes in the system at time $T$ |

TABLE I

A List of Important System Parameters

As time $t$ increases from time 0 to the observation time $T$, the system parameters are fixed, but the system variables could change. A list of important system variables used is also summarized in Table II.

In later discussions, the subscript * used in the notations of the above variables (presented in Table II) would be omitted, whenever the specified node * is explicitly defined in the text, e.g., $k$ will be used as an abbreviation of $k_*$, and $T$ will be used as an abbreviation of $T_*$. Since the values of the system variables depend on time $t$, this time variable $t$ will be explicitly specified in the text whenever there is a need of clarification, e.g., $p_{k,n}(t)$ is used to denote the probability that "the degree of the specified node * = $k$, and the network size = $n$, at time $t". 
| Notation | Meaning |
|----------|---------|
| $k_*$    | Degree of a specific node * |
| $n$      | Network size - i.e., number of nodes in the network |
| $\hat{k}_*$ | Modified degree of a specific node * defined in equation (1) |
| $T_*$   | Residential-time of a specific node *, i.e., $T - t_*$, where $t_*$ is the arrival time of node * |
| $t$     | Running time index of the Markov Chains (M.C.) |

**TABLE II**

A list of important system variables

---

**IV. THEORETICAL RESULTS OF THE PROPOSED MODELS**

Mathematically, one can further see that the proposed MC model is a generalization of several existing models such as the Poisson Network model, Exponential Network model, and Power-law Network (e.g. BA) model, by appropriately setting the physical constraint-related parameters: lower bound $L$, lower threshold $\mathcal{L}$, upper bound $U$, and upper threshold $\mathcal{U}$, as proved in the following subsection IV-A.

Furthermore, the proposed MC model can derive new closed-form results on degree distributions which fit much better with the empirical data than the classical models, which is also proved in the following subsection IV-B. In particular, this MC model is the first model to explain the observed trichotomy phenomenon.

**A. Generality of the MC model**

1) **MC generalizes the Poisson network model and exponential network model:**

**Theorem 1.** When $L = \mathcal{L} = \mathcal{U} = U$ in the MC model (where $p_k^0 = 0$ for all $k$ except $p_1^0 = 1$), as $\mathcal{T} \to \infty$, it reduces to one of the two classical models respectively, for

- **Case 1** — accounting a large and fixed set of nodes (starting with 0 degree, i.e., $k^0 = 0$): it reduces to the Poisson network model;
- **Case 2** — accounting all nodes, but excluding isolated nodes (i.e., $k^0 = 1$): it reduces to the exponential network model.

**Proof:** When $L = \mathcal{L} = \mathcal{U} = U$, from equation (5), when $\mathcal{T}$ is large enough, the dynamics
of the degree distribution satisfy
\[
d \frac{d}{dt} p_k(t) = \begin{cases} 
- \lambda L p_k(t), & \text{if } k = k^0, \\
\lambda L p_{k-1}(t) - \lambda L p_k(t), & \text{if } k > k^0.
\end{cases}
\] (6)

By taking the Laplace transform, one has
\[
s P_k(s) - p_k(0) = \lambda L P_{k-1}(s) - \lambda L P_k(s),
\]
\[
P_k(s) = \frac{\lambda L}{s + \lambda L} P_{k-1}(s) + \left( \frac{p_k(0)}{s + \lambda L} \right),
\] (7)

where \( P_{k^0-1}(s) \) is defined to be 0.

- In Case 1, \( k^0 = 0 \), \( P_{-1}(s) \) is defined to be 0, \( p_k(0) = 0 \) for all \( k \) except \( p_0(0) = 1 \). Thus, by equation (7), \( P_0(s) = \frac{1}{s + \lambda L} \), and by mathematical induction (using equation (7)),
\[
P_k(s) = \sum_{i=0}^{k-1} \left( \frac{\lambda L}{s + \lambda L} \right)^{k-i} \left( \frac{p_i(0)}{s + \lambda L} \right)
\]
\[
= (\lambda L)^k \left( \frac{1}{s + \lambda L} \right)^{k+1}
\]
\[
= (\lambda L)^k \frac{(k)!}{(k)!} \frac{(k)!}{(s + \lambda L)^{k+1}}.
\] (8)

Then, the inverse Laplace transform yields
\[
p_k(t) = \frac{(\lambda L)^k}{(k)!} t^k e^{-\lambda L t}
\]
\[
= \frac{(\lambda L)^k}{(k)!} \frac{e^{-\lambda L t}}{k!}.
\] (9)

The specified set of nodes have been existing in the network since the starting of the network formation process, so their residential time is \( T = T \). Then, the degree distribution of these nodes is given by \( p_k(T) = \frac{(\lambda L)^k}{(k)!} \frac{e^{-\lambda L T}}{k!} \), which is a Poisson distribution with parameter \( \lambda L T \). This is known as the Poisson network introduced by Erdös and Rényi [18].

- In Case 2, \( k^0 = 1 \), \( P_{-1}(s) \) is defined to be 0, \( p_k(0) = 0 \) for all \( k \) except \( p_1(0) = 1 \). Thus by equation (7), \( P_1(s) = \frac{1}{s + \lambda L} \), whence
\[
P_k(s) = \sum_{i=1}^{k-1} \left( \frac{\lambda L}{s + \lambda L} \right)^{k-i} \left( \frac{p_i(0)}{s + \lambda L} \right)
\]
\[
= (\lambda L)^{k-1} \left( \frac{1}{s + \lambda L} \right)^k
\]
\[
= (\lambda L)^{k-1} \frac{(k-1)!}{(k-1)!} \frac{(k-1)!}{(s + \lambda L)^k}.
\] (10)
Then, the inverse Laplace transform yields
\[
p_k(t) = \frac{(\lambda L)^{k-1}}{(k-1)!} t^{k-1} e^{-\lambda L t} = \frac{(\lambda L t)^{k-1}}{(k-1)!} e^{-\lambda L t},
\]  
which is a Poisson distribution with parameter $\lambda L$.

Note that the above $p_k(t)$ only represents the degree distribution of a node at time $t$ if it arrives at time 0. More generally, if a node $i$ arrives at time $a_i$, its degree distribution at the observation time $T$ is given by $p_k(T - a_i)$.

Denote the residential-time of each node $i$ by $T_i = T - a_i$. Then, the degree distribution of the network is given by $p_k = \frac{1}{N_T} \sum_{i=1}^{N_T} \int_0^T p_k_i(t) f_{T_i}(t) \, dt = E_{i \sim U\{1, \ldots, N_T\}} [p_k_i(t)]$, where $N_T$ denotes the total number of nodes in the network at the observation time $T$, and $f_{T_i}(t)$ denotes the probability density function of the residential-time $T_i$ of node $i$. The symbol $i \sim U\{1, \ldots, N_T\}$ represents that a node $i$ is uniformly selected among the nodes ranged from 1 to $N_T$.

In other words, the degree distribution of the network is given by $p_k = E_T [p_k(t)]$, where $T$ is the random variable denoting the residential-time of a randomly picked node, and $p_k(t)$ is the degree distribution of this randomly picked node with residential-time $T = t$. Thereafter, a crucial step of computing $p_k$ is to find the distribution of the residential-time $T$. The detailed derivation, when $L = \mathcal{L} = \mathcal{U} = U$, is presented in Case 1 of Appendix A, and is shown to be exponentially distributed with parameter $\lambda L$, abbreviated as $\exp(\lambda L)$.

As an illustration on the computation of the distribution of the residential-time $T$, consider a special case in the MC model where $L = \mathcal{L} = \mathcal{U} = U = 1$. The network dynamics satisfy
\[
\frac{d}{dt} p_n(t) = \lambda (n - 1) p_{n-1}(t) - \lambda n p_n(t),
\]
which is obtained by summing equation (2) over $k$. Note that this is a Yule process, which is shown in [19] that the residential-time of a node has an exponential distribution with rate $\lambda$.

Back to the general case, after averaging the Poisson density $p_k(t)$ in equation (11) with
the residential-time distribution \( \exp(\lambda L) \), one obtains

\[
p_k = E_T[p_k(t)] = \int_0^\infty \frac{(\lambdaLt)^{k-1}e^{-\lambdaLt}}{(k-1)!} \lambda Le^{-\lambdaLt} dt
\]

\[
= \lambda L P_k(\lambda L)
\]

\[
= \frac{(\lambda L)^k}{(k-1)!} \frac{(k-1)!}{(\lambda L + \lambda L)^k}
\]

\[
= \frac{1}{2} \left( \frac{1}{2} \right)^{k-1},
\]

which is a geometric distribution with parameter \( \frac{1}{2} \), known as the node-degree distribution of an exponential network [20], since the geometric distribution is the discrete version of the exponential distribution.

\[
\text{(12)}
\]

As a remark, it can be seen from the above proof that the starting degree \( k^0 = 0 \) (with a fixed set of nodes) or \( k^0 = 1 \) (with all nodes) corresponds to the well-known classical Erdős-Rényi (ER) model and exponential network model, respectively. This paper in particular focuses on information consumption modeling. In typical scenarios, only when the new information consumption attempt starts to initiate a connection, its existence will be aware by the system, and the system will start to account this new attempt which has one connection, so the starting degree \( k^0 \) of any node in the network is 1. Therefore, in all subsequent discussions, the starting degree \( k^0 = 1 \) will be used.

It is remarked that from the proof, one can also derive the probability mass function of the node degrees of the network, under the general case \( p_i(0) \neq 1 \), as follows

\[
p_k = \sum_{i=1}^{k-1} p_i(0) \left( \frac{\lambda L}{\lambda L + \lambda L} \right)^{k-i} \left( \frac{\lambda L}{\lambda L + \lambda L} \right)
\]

\[
= \sum_{i=1}^{k-1} p_i(0) \left( \frac{1}{2} \right)^{k-i},
\]

which is a mixture of consecutively truncated geometric distributions with parameter \( \frac{1}{2} \), and the mixing probability (or the \( i \)-th truncation probability) being \( p_i(0) \).

Equation (13) looks like the discrete analog of the hyperexponential distribution. For hyperexponential distribution, as a mixture of some exponential distributions, the empirical data generated from this distribution can be well-fitted to the distribution using the well-known Prony method.
(widely used in the engineering literature, e.g., in power systems [21]). However, there are still some differences between equation (13) and the hyperexponential distribution. Precisely, equation (13) is a mixture of truncated geometric distributions. A simple generalization to the discrete analog of the Prony method for parameter estimation on fitting the empirical data may not be good enough, so a further extension of the method is needed to handle the effect of truncations. Since the detailed design of this possibly optimal fitting procedure still needs further investigation, it is left for future research. In this paper, only a simple heuristic procedure is proposed for fitting data from the mixture of truncated geometric distributions (see Section VI for details).

2) MC generalizes the power-law model:

**Theorem 2.** When \(L = \mathcal{L} = 1\) and \(U = \mathcal{U} = \infty\) in the MC model (where \(p_k(0) = 0\) for all \(k\) except \(p_1(0) = 1\), and excluding isolated nodes), as \(T \to \infty\), it reduces to the power-law model.

**Proof:** Recall the dynamics of the degree distribution of a node satisfy equation (3). As \(T \to \infty\), it can be approximated by equation (4). Furthermore, since \(L = \mathcal{L} = 1\) and \(U = \mathcal{U} = \infty\), the dynamics of the degree distribution can be further simplified as follows:

\[
\frac{d}{dt} p_k(t) = \lambda (k - 1) p_{k-1}(t) - \lambda k p_k(t).
\]

Its Laplace transform is

\[
sP_k(s) - p_k(0) = \lambda (k - 1) P_{k-1}(s) - \lambda k P_k(s).
\]

Thus,

\[
P_k(s) = \left( \frac{\lambda (k - 1)}{s + \lambda k} \right) P_{k-1}(s) + \left( \frac{p_k(0)}{s + \lambda k} \right)
\]

\[
= \sum_{i=1}^{k-1} \left( \prod_{j=1}^{k-i} \left( \frac{\lambda (k - j)}{s + \lambda ((k - j) + 1)} \right) \left( \frac{p_i(0)}{s + \lambda i} \right) \right)
\]

\[
= \frac{\lambda^{k-1} (k - 1)!}{\prod_{i=2}^{k} (s + i \lambda)} \left( \frac{p_1(0)}{s + \lambda} \right)
\]

\[
= \frac{\lambda^{k-1} (k - 1)!}{\prod_{i=1}^{k} (s + i \lambda)}, \tag{14}
\]

where \(P_0(s)\) is defined to be 0, as \(P_1(s)\) is obtained according to equation (5), and by assumption \(p_k(0) = 0\) for all \(k\) except \(p_1(0) = 1\).
The detailed derivation of the residential-time of any specific node *, when \( L = \mathcal{L} \) and \( U = \mathcal{U} = \infty \), is presented in Case 2 of Appendix A, and is shown to be exponentially distributed with rate \( 2\lambda \) as \( T \to \infty \). After averaging the time-dependent node-degree distribution \( p_k(t) \) with this residential-time distribution, one obtains a power law as follows:

\[
p_k = E_T[p_k(t)] = \int_0^\infty e^{-\lambda t}(1 - e^{-\lambda t})^{k-1}2\lambda e^{-2\lambda t} dt
\]

\[
= 2\lambda P_K(2\lambda)
\]

\[
= \frac{2\lambda^k(k-1)!}{\prod_{i=1}^{k}(2\lambda+i\lambda)}
\]

\[
= \frac{2(2!)(k-1)!}{(k+2)!}
\]

\[
= \frac{4}{k(k+1)(k+2)} \sim k^{-3}.
\]

(15)

It is remarked that one could follow the same procedure of the proof starting from equation (14) to obtain the probability mass function of the node degrees of the network, for the general case of \( p_1(0) \neq 1 \), as follows:

\[
p_k = \sum_{i=1}^{k} p_i(0) \left( \prod_{j=1}^{k-i} \left( \frac{\lambda (k-j)}{2\lambda + \lambda ((k-j)+1)} \right) \right) \left( \frac{2\lambda}{2\lambda + i\lambda} \right)
\]

\[
= \sum_{i=1}^{k} p_i(0) \left( \prod_{j=i}^{k-1} \left( \frac{j}{j+3} \right) \right) \left( \frac{2}{2+i} \right),
\]

(16)

which is a mixture of some consecutively truncated power-law distributions having a slope parameter \(-3\), specifically \( \frac{2}{2+i} \prod_{j=i}^{k-1} \left( \frac{j}{j+3} \right) \) (for \( i \in \{1, \cdots, k\} \)) with the mixing probability (or the \( i \)-th truncation probability) on the \( i \)-th term being \( p_i(0) \). The resultant distribution is still a power law with a slightly smaller slope parameter \(-3 + \epsilon\), where \( \epsilon > 0 \) is a very small value.

B. Capability of the MC model

In Section VII below, experimental results on information consumption patterns in different network datasets are presented. Notably, all real networks have three phases in their degree distributions, although the three phases in different networks start at different times and last for different durations. By using the proposed MC model, this paper is the first to demonstrate such
phenomena in information consumption processes. In fact, the MC model can offer an analytical closed-form expression of the degree distribution and is capable of explaining the observed three phases in empirical degree distributions in real networks.

The results are summarized as follows:

**Theorem 3.** The degree distribution of the MC model with initial condition \( p_1(0) = 1, p_k(0) = 0 \) for all other \( k \), is given by

\[
p_k \sim \begin{cases} 
  c \cdot \text{geom} \left( \frac{\gamma}{\gamma+L} \right), & \text{if } 1 \leq k \leq L \\
  c \cdot \text{power-law with exponent } -(\gamma + 1), & \text{if } L < k \leq U \\
  c \cdot \text{power-law with exponent } - \left( \gamma + 1 \right) - \epsilon, & \text{if } L < k \leq U \\
  c \cdot \text{power-law with exponent } - \left( \gamma + 1 \right) - \epsilon, & \text{if } U < k \leq N_T 
\end{cases}
\]  

(17)

For the general initial condition on \( p_k(0) \) for all \( k \), it is given by

\[
p_k \sim \begin{cases} 
  c \cdot \text{geom} \left( \frac{\gamma}{\gamma+L} \right), & \text{if } 1 \leq k \leq L \\
  c \cdot \text{power-law with exponent } -(\gamma + 1) - \epsilon, & \text{if } L < k \leq U \\
  c \cdot \text{power-law with exponent } - \left( \gamma + 1 \right) - \epsilon, & \text{if } U < k \leq N_T 
\end{cases}
\]  

(18)

where \( L \leq \gamma \leq L + 1 \). For \( U \ll N_T \), one has \( \gamma \approx L \), while for \( U \approx N_T \), one has \( \gamma \approx L + 1 \); \( c \) is a normalization constant making the total probability to be 1, i.e., \( \sum_k p_k = 1 \); \( c_{\text{PL}(U)} \) is a constant obtained by multiplying \( \frac{U}{\gamma} \) with the value of the power law probability mass function at \( k = U \); \( N_T \) is the network size at the current time \( T \) and \( \epsilon < 1 \) is a small constant.

**Proof:** Only the case with the most interesting initial condition, \( p_1(0) = 1, p_k(0) = 0 \) for all other \( k \), is proved here; the proof for the general case is similar.

Define the \( T \)-truncated Laplace transform of \( p_k(t) \) as follows:

\[
P_k(s) = \int_0^T e^{-st} p_k(t) dt.
\]  

(19)

Using the rule of integration-by-parts, one has

\[
\int_0^T e^{-st} \frac{dp_k(t)}{dt} dt = [e^{-st} p_k(t)]_{t=0}^{T} + s \int_0^T e^{-st} p_k(t) dt
\]

\[
= -p_k(0) + e^{-sT} p_k(T) + s \int_0^T e^{-st} p_k(t) dt.
\]  

(20)
Then, the $\mathcal{T}$-truncated Laplace transform of the differential-difference equation (3) is given by

$$\begin{align*}
sp_k(s) - p_k(0) + e^{-s\mathcal{T}} p_k(\mathcal{T}) &= \lambda \left( \hat{k} - 1 \right) P_{k-1}(s) - \lambda \left( \hat{k} \right) P_k(s) + \lambda \left( \hat{k} \right) P_{k,N_T}(s), \quad \forall k \geq 1,
\end{align*}$$

where $\hat{0} \triangleq 0$, $P_{k,N_T}(s)$ is defined as the $\mathcal{T}$-truncated Laplace transform of $p_{k,N_T}(t)$, i.e.

$$P_{k,N_T}(s) \triangleq \int_0^\mathcal{T} e^{-st} p_{k,N_T}(t) dt,$$

which is small for all $k$ since $p_{k,N_T}(t)$ is small for the reason mentioned above.

Reorganizing the above equation leads to

$$
\begin{align*}
\lambda \left( \hat{k} - 1 \right) P_{k-1}(s) + \lambda \hat{k} P_{k,N_T}(s) - e^{-s\mathcal{T}} p_k(\mathcal{T}) &= \lambda \left( \hat{k} \right) P_k(s) + \lambda \left( \hat{k} \right) P_{k,N_T}(s) \\
&= \sum_{i=1}^{k} \left( \prod_{j=1}^{k-i} \left( \frac{\lambda(k-j)}{s + \lambda(k-j+1)} \right) \right) \left( p_i(0) + \lambda \hat{i} P_{i,N_T}(s) - e^{-s\mathcal{T}} p_i(\mathcal{T}) \right) \\
&= \sum_{i=1}^{k} \left( \prod_{j=1}^{k-i} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) \right) \left( p_i(0) + \lambda \hat{i} P_{i,N_T}(s) - e^{-s\mathcal{T}} p_i(\mathcal{T}) \right) \\
&= \sum_{i=1}^{k} \left( \prod_{j=1}^{k-i} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) \right) \left( \frac{\tilde{p}_i}{s + \lambda i} \right), \quad \text{(21)}
\end{align*}
$$

where

$$\tilde{p}_i \triangleq p_i(0) + \lambda \hat{i} P_{i,N_T}(s) - e^{-s\mathcal{T}} p_i(\mathcal{T}).$$

It is also noted that when $i > k - 1$, one has

$$\left( \prod_{j=1}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) \right) = 0.
$$

The remaining task to obtain a closed-form expression for $P_k(s)$ is to express

$$\prod_{j=i}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right)$$

in terms of the system parameters explicitly for different cases of $k$, and then investigate this expression for different subcases of the corresponding iteration variable $i$ (for $i = \{1, \cdots k - 1\}$) in the summation term in equation (21).

- **Case 1.** $1 \leq k \leq \mathcal{L}$, for all $i = \{1, \cdots k - 1\}$:

$$\prod_{j=i}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) = \left( \frac{\lambda \mathcal{L}}{s + \lambda} \right)^{k-i}.
$$

- **Case 2.** $\mathcal{L} < k \leq \mathcal{U}$, there are two subcases of the expressions depending on $i$:

$$\prod_{j=i}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) = \begin{cases} 
\left( \frac{\mathcal{L}}{2} \right) \prod_{j=\mathcal{L}}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right) \left( \frac{\lambda \mathcal{L}}{s + \lambda} \right)^{L-i}, & \text{if } i \leq \mathcal{L}, \\
\prod_{j=i}^{k-1} \left( \frac{\lambda \hat{j}}{s + \lambda(j+1)} \right), & \text{if } \mathcal{L} < i \leq \mathcal{U}.
\end{cases}$$
• Case 3. \( k > \mathcal{U} \), there are three subcases of the expressions depending on \( i \):

\[
\prod_{j=1}^{k-1} \left( \frac{\lambda j}{s + \lambda (j+1)} \right) = \begin{cases} 
\left( \frac{U!}{U} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{k-U} \prod_{j=1}^{U-1} \left( \frac{\lambda j}{s + \lambda (j+1)} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{U-i}, & \text{if } i \leq \mathcal{L}, \\
\left( \frac{k}{L} \right) \prod_{j=1}^{k-1} \left( \frac{\lambda j}{s + \lambda (j+1)} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{L-i}, & \text{if } \mathcal{L} < i \leq \mathcal{U}, \\
\prod_{j=1}^{k-1} \left( \frac{\lambda j}{s + \lambda (j+1)} \right), & \text{if } i > \mathcal{U}.
\end{cases}
\]

To simplify the following analysis, in (22), under the given initial conditions (i.e., \( p_1(0) = 1, p_i(0) = 0 \) for all other \( i \)), an approximation of \( \tilde{p}_1 \approx 1 \) and \( \tilde{p}_i \approx 0 \) for all other \( i \), i.e., \( \forall i = \{2, \cdots, N_T\} \), is used. The approximation error \( \lambda \hat{P}_{i,N_T}(s) - e^{-sT}p_i(T) \approx 0 \) for most values of \( i \). It is because \( \lambda \hat{P}_{i,N_T}(s) \) is small (and asymptotically converges to 0 as \( T \to \infty \)) in typical settings of system parameters, specifically the upper bound \( \mathcal{U} \) is typically non-trivial, i.e., \( \mathcal{U} \ll N_T \), so \( \hat{i} \) is upper bounded, and thus this part of error \( \lambda \hat{P}_{i,N_T}(s) \) vanishes as \( T \to \infty \). Besides that, the other part of error \( e^{-sT}p_i(T) \) is also small (and asymptotically converges to 0 as \( T \to \infty \)).

Hence, equation (21) could be simplified to give the \( T \)-truncated Laplace transform of \( p_k(t) \) as follows:

\[
P_k(s) = \begin{cases}
\frac{\bar{p}_1}{\lambda L} \prod_{i=1}^{\mathcal{L}-1} \left( \frac{\lambda (i)}{s + \lambda (i+1)} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{\mathcal{L} - i}, & \text{if } 1 < k \leq \mathcal{L} \\
\frac{\bar{p}_1}{\lambda L} \prod_{i=\mathcal{L}}^{k-1} \left( \frac{\lambda (i)}{s + \lambda (i+1)} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{k - \mathcal{L}}, & \text{if } \mathcal{L} < k \leq \mathcal{U} \\
\frac{U!}{U} \left( \frac{\lambda L}{s + \lambda L} \right)^{k-U} \prod_{i=\mathcal{L}}^{U-1} \left( \frac{\lambda (i)}{s + \lambda (i+1)} \right) \left( \frac{\lambda L}{s + \lambda L} \right)^{U-i}, & \text{if } \mathcal{U} < k \leq N_T
\end{cases}
\]

As can be seen from Appendix A, the residential-time of the node \( * \) has an exponential distribution with parameter \( \lambda \gamma \) and a normalization constant \( \frac{1}{1-e^{-\lambda \gamma}} \). After averaging \( p_k(t) \)
with this residential-time distribution, one gets

\[ p_k = \mathbb{E}_T [p_k(t) | N(T) = N_T] = \int_0^T p_k(t) \frac{\lambda \gamma e^{-\lambda \gamma t}}{1 - e^{-\lambda \gamma T}} dt \]

\[ = \frac{\lambda \gamma}{1 - e^{-\lambda \gamma T}} P_k(\lambda \gamma) \]

\[ = \left\{ \begin{array}{ll}
  c \cdot \frac{\lambda^k}{\lambda^L} \left( \frac{\lambda \gamma}{\lambda \gamma + \lambda L} \right)^k, & \text{if } 1 \leq k \leq L \\
  c \cdot \frac{\lambda^k}{\lambda^L} \prod_{i=L}^{k-1} \left( \frac{\lambda^i}{\lambda \gamma + \lambda (i+1)} \right)^{\frac{L}{\gamma + L}}, & \text{if } L < k \leq U \\
  c \cdot \frac{\lambda^k}{\lambda^U} \prod_{i=L}^{k-1} \left( \frac{\lambda^i}{\lambda \gamma + \lambda (i+1)} \right)^{\frac{L}{\gamma + L}}, & \text{if } U < k \leq N_T
\end{array} \right. \]

where \( c \) is the normalization constant such that the sum of the probabilities is 1.

Based on the asymptotic property of the Gamma function, i.e., \( \lim_{k \to \infty} \frac{\Gamma(k+\gamma+1)}{k!} = 1 \), one obtains a power law with exponent \( -(\gamma + 1) \) for \( L < k \leq U \), so one can obtain the expression for the degree distribution as stated in the theorem.

It is noted that there is an approximation error term in \( p_k \), for very large \( k \) (corresponding to the approximation error term in \( P_k(s) \) for very large \( k \), i.e., \( \lambda^k P_{k,N_T}(s) - e^{-sT} p_k(T) \)), it is \( \lambda^k P_{k,N_T}(\lambda \gamma) - e^{-\lambda \gamma T} p_k(T) \). It will cause some small discrepancies in observed probability density against the theoretical expression in equation (23) for very large \( k \), which is usually called "node dynamics" in the existing literature for the power-law case. More details on this node-dynamics will be discussed in Section V below.

V. Simulations

A. Simulation Setting

The node-degree distribution of the MC model has been simulated, for a network of \( N_T = 100,000 \) nodes. The simulation is set up according to the model as follows: each time when a new node comes, it will connect to an existing node according to the MC model. At the 100,000-th time unit, there are 100,000 nodes and the empirical node-degree distribution is
reported. The only exception is the simulation for the Poisson model, where there are 50,000 nodes of degree 0 at the beginning. At the $t$-th time unit, the $(50,000 + t)$-th node comes and connects to the existing nodes according to the MC model. At the 50,000-th time step, there are 100,000 nodes and the distribution of the first 50,000 nodes is reported for the Poisson model simulation. Every simulation is repeated for 100 times, and the average result is reported.

**B. Major Simulation Results**

First, by setting $L = \mathcal{L} = U = \mathcal{U} = 1$ in the MC model (for accounting node-degree distribution of the fixed 50,000 nodes) it reduces to the Poisson model, and the results are shown in Fig. 3(a); when excluding isolated nodes, it reduces to the exponential network model, with results shown in Fig. 3(b). Second, by setting $L = \mathcal{L} = 1$ and $U = \mathcal{U} = N$, the MC model reduces to the BA model, and the results are shown in Fig. 3(c).

Finally, to show a general scenario, by setting $L = \mathcal{L} = 2$ and $U = \mathcal{U} = 8$, the MC model generates the trichotomy distribution shown in Fig. 3(d), i.e. a power-law distribution with exponential head and tail. Several characteristics of the node-degree distribution plot matches with those predicted by theory. The exponent of the power-law region, $-(\gamma + 1)$, depends on $L$: specifically, $L \leq \gamma \leq L + 1$, particularly for small $U$ as in this case, $\gamma \approx L$. In Fig. 3(d), $L = 2$, which matches with the observed exponent $\gamma + 1 = 3$. It is also observed that the head part is geometrically distributed with parameter 0.6 and the tail part is geometrically distributed with parameter 0.27.

As a second illustration, the same predictions also hold when $L = \mathcal{L} = 3$ and $U = \mathcal{U} = 10$, as shown in Fig. 3(e). Referring to the middle range of 17, and $\gamma \approx L$ (for $U \ll N$), the theory predicts that the slope is $-(L + 1)$ and it matches with the observed exponent $-4$ in Fig. 3(e). It is also observed that the head part is geometrically distributed with parameter value 0.53 and the tail part is geometrically distributed with parameter value 0.25, as predicted by the theory.

**C. Discussions on node dynamics via Simulation Results**

Each simulation curve presented above is an averaging of the empirical distribution results over $M = 100$ simulation runs, where the goal of these multiple simulation runs is to reduce the variation in the empirical distribution plot, particularly reduce the variation in the tail part, so that the main characteristic of the result can be observed more easily. In the following discussion,
the question, why and to what extent a large value of \( M \) can reduce the variance, will be addressed. In fact, in one simulation run, suppose \( k_i \) are independent for all \( i \), according to the law of large numbers, 
\[
\frac{1}{N_T} \sum_{i=1}^{N_T} \mathbb{1} \{ k_i = k \} \overset{a.s.}{\to} \mathbb{E} (\mathbb{1} \{ k_i = k \}) = p_k \text{ as } N_T \to \infty \text{ (where } \mathbb{1} \{ \cdot \} \text{ is an indicator function)},
\]
i.e., the empirical distribution will converge almost surely (a.s.) to the true degree distribution, which is approximately true in the above setting, i.e. \( N_T = 100000 \).

To avoid possible complications of dependence, the setting on \( M (M = 100) \) is already large enough to ensure a small variation for most parts of the curve (i.e., for most values of \( k \)), even when \( N_T \) is not large, as \( M \) independent simulation runs are performed. However, there is still a significant variation in the tail part (when \( k \) is very large) of the empirical distribution observed from the simulation, especially when \( U \) is large. For example, \( U = \infty \) yields the BA model, but from the proposed MC model, there is significant variation in the tail part as shown in Fig. 3(f) even if the simulation runs 100 times. These tail variations in BA model are usually called the "node dynamics" in the existing literature, which have not been theoretically addressed. In the proposed MC model, it corresponds to the neglected boundary term \( \lambda \hat{k} P_{k,N_T}(t) \) in equation (3), to obtain the degree dynamics in equation (4), which causes an approximation error \( \lambda \hat{k} P_{k,N_T}(\lambda \gamma) - e^{-\lambda \gamma T} p_k(T) \) as shown in the proof of Theorem 3. Hence, the larger this term \( \lambda \hat{k} P_{k,N_T}(\lambda \gamma) \) is, the more discrepancy it causes to the approximation formula and the empirical curves. As a result, from the proposed MC model viewpoint, the node dynamics under a larger \( U \) are more complex, as \( \hat{k} \) can increase further with a looser upper bound causing more discrepancy (or dynamics), while the node dynamics for the model with a smaller \( U \) is less complex, as \( \hat{k} \) cannot increase too far due to the tighter upper bound causing less discrepancy (or dynamics).

This prediction is verified in the simulation as shown in Fig. 3(e) (where \( L = 3, U = 10 \)) and Fig. 3(f) (where \( L = 3, U = N \)).

VI. FITTING METHODOLOGY

A heuristic method is proposed to fit the empirical data. In the following, \( N_T \) denotes the number of data points.

**Step 1. Fit the fast-evolving phase** (i.e., the phase exhibiting power-law behaviour): We first fit the fast-evolving phase. Given initial values \( \mathcal{L} = L_0 \) and \( \mathcal{U} = U_0 \), we apply least-squares fitting to fit the segment \([\mathcal{L}, \mathcal{U}]\) with a power-law \( p_{\text{phase2}} = a \times k^{-\gamma} \), where \( a \) is a coefficient and \(-\gamma\) is the exponent. We use an iterative algorithm where \( \mathcal{L} \) and \( \mathcal{U} \) are shifted gradually until we find
a set of $L$ and $U$ leading to the minimal mean square error. To be more specific, we first fix $U$ while reducing $L$ by 1 and calculate the mean square error of the new segment in each iteration. The process ends when the mean square error is not reduced anymore or $L = 1$. Similarly, we fix $U$ while increasing $L$ by 1 and calculating mean square errors iteratively. By comparing the mean square errors while reducing and increasing $L$, we can find the best $L$ with the minimal mean square error. We apply the same process to reduce and increase $U$ while fixing $L$, and find the best $U$ with the minimal mean square error. Note that, although this is a heuristic method which could be vulnerable to noise and only find a local optimal set of $L$ and $U$, our evaluation in Section VII shows that the method works reasonably good for various types of real-world datasets.

**Step 2. Fitting the initializing phase** (i.e., the phase exhibiting $\text{geom}(\frac{L}{L+1})$ distribution): With the exponent found in Step 1, we use the derived closed-form formula to fit the initializing phase. Since it is usually unclear how many truncated geometric distributions are combined in
this phase, we use only two truncated geometric distributions (i.e., the maximum number of head parameter is set to 1). According to the equation, \( p_{\text{phase}1} = p_1^0 \times p_a \times (1 - p_a)^{k-1}\mathbb{1}_{\{k \geq 1\}} + (1 - p_1^0) \times p_a \times (1 - p_a)^{k-2}\mathbb{1}_{\{k \geq 2\}} \), where \( p_a = \gamma/(L + \gamma) \). We then apply least-squares fitting to find the best \( p_1^0 \) so as to fit the initializing phase segment \([1, \mathcal{L}]\). For the general case of fitting the initializing phase (with a larger maximum number of head parameters), it is referred to Fig. 4.

**Step 3. Fitting the maturing phase** (i.e., the phase exhibiting the \( \text{geom}(U/\gamma) \) distribution):

Finally, we fit the maturing phase by the derived closed-form formula \( p_{\text{phase}3} = c \times p_b \times (1 - p_b)^{k-1} \), where \( c \) is the coefficient and \( p_b = \gamma/(U + \gamma) \). We again use least-squares fitting to find the best \( c \) and fit the maturing phase segment \([U, N_T]\).

VII. EXPERIMENTAL DATA

We use nine datasets from citation networks, social networks and vehicular networks to verify our model.

A. Citation Networks

| Dataset                  | Date       | #Nodes                        |
|--------------------------|------------|-------------------------------|
| DBLP Citation [22]       | 1995-2014  | 2,146,341 papers              |
| APS Citation [23]        | 1893-2013  | 531,478 papers                |
| US Patent Citation [24]  | 1975-1999  | 3,774,768 patents             |

**Table III**

Citation Datasets.

Table III shows three datasets from scientific publication citations and patent citations [22], [23], [24], which are used in our analysis. We investigate the distribution of the number of citations for each dataset.

**Physical Meaning:** In citation networks, papers are presented as nodes. When a paper \( p_1 \) cites another paper \( p_2 \), a link is built between \( p_1 \) and \( p_2 \) and the node degree of each paper increases by 1. When there is only a few papers in a field, a new paper is likely to cite any of them at random. When the publication number grows, some of them become famous for having major findings or presenting the state-of-the-art results (i.e., papers with citations \( > \mathcal{L} \)). New
papers may cite these famous papers with a higher probability. For those papers that are highly reputable (i.e., papers with citations $> U$), a new paper may cite any of them with the same probability because they are all important. A larger $L$ in a research area means that a paper needs a larger number of citations before starting to draw significant attention, and a larger $U$ means that the study in the area may have been very popular. The interval between $L$ and $U$ can represent the amount of work needed to be done to explore, verify, or extend a work so as
to make it become one of the most reputed papers in its field.

![Fig. 5. Citation probability $P(x)$ versus the number of citations $x$ on a double logarithmic scale.](image)

Table IV

| Dataset  | L   | U   | exponent | RMSE: ours | RMSE: pl |
|----------|-----|-----|----------|------------|----------|
| DBLP     | 25  | 44  | −4.93    | 1.41 × 10⁻⁴ | 92.28    |
| Networking | 18  | 29  | −4.05    | 4.72 × 10⁻⁴ | 8.05     |
| APS      | 50  | 117 | −2.69    | 4.3 × 10⁻⁵  | 0.01     |
| US Patent| 31  | 115 | −3.35    | 6.94 × 10⁻⁴ | 0.70     |

**Empirical Data and Fitting Results:** Fig. 5 shows the distributions of citations for DBLP Computer Science publications, American Physical Society (APS) publications, and US patents datasets. Since preferential attachment can be best possible to model citations within one field of research [13], we conduct our analysis in a subset of papers about Computer Networks in DBLP datasets as shown in Fig. 5(b). We observe similar behavior, where curves are separated into three segments corresponding to the three phases in the MC model, respectively.

We compare our MC model with the one which uses only power-law to fit the data. The fitting error is quantized using root-mean-square error ($RMSE = \sqrt{\sum_{i=1}^{n}(\hat{y} - y)^2/n}$). The fitting parameters and errors are shown in Table IV. One can see that our MC model reduces the fitting errors by more than 99% in all datasets.

**Utility:** The citation number is a common criterion used to evaluate one aspect of a scientist. A larger citation number of a scientist means that he or she has published more attractive works. However, using citation number to compare across different research areas is often misleading. For example, the citation number of an important paper in a young research area may be
considered small in a well-studied area. Even in the same field, twice citation number doesn’t mean twice importance because the distribution of citation numbers is not linear. Here, we use the MC model to evaluate the citation networks. Given a citation number $k$, by comparing $k$ with $L$ and $U$ in the area, one can estimate if the scientist is junior ($k < L$), senior ($L < k < U$), or an expert ($U < k$). To compare across areas, one can also derive the frequency of the work (i.e., the number of papers with the same level of importance over the total number of papers) in the area by citation numbers. Since the proposed method accounts for different distributions in different areas, the comparison is fairer than simply using citation numbers alone.

B. Social Networks

| Dataset                        | Date       | # of Nodes                |
|-------------------------------|------------|---------------------------|
| DBLP Coauthor [22]            | 1995-2014  | 1,234,706 authors         |
| Facebook Friendship [25], [26]| 2012       | 4,039 users               |
| Twitter Friendship [25], [27] | 2012       | 81,306 users              |

**TABLE V**  
**S**OCIAL **N**ETWORKS **D**ATASETS.

Table V shows three social network datasets [22], [26], [27], which are used in our verification and analysis.

**Physical Meaning:** In social networks, people are considered as nodes. When a person $p_1$ coauthors a paper with another person $p_2$, adds $p_2$ as a friend on Facebook, or follows $p_2$ on Twitter, a link is built between $p_1$ and $p_2$ and the node degrees of both persons increase by 1.

To further explain the lower bound $L$ and the upper bound $U$ in the new MC model, take the coauthorship network as an example. When there is no famous scientist (i.e., a node with high degree), each scientist likely chooses to work with others with an equal probability. When there are more and more scientists in the network, a new scientist has a higher probability to choose to work with those having better reputation (i.e., nodes with degrees $> L$). For those who are already very famous (i.e., nodes with degrees $> U$), a new scientist may choose to work with any of them with an equal probability because they all have a good enough reputation. It is a similar process for friendships in Facebook and Twitter.
Empirical Data and Fitting Results:

![Graphs showing probability distributions for different datasets.](image)

Fig. 6. Probability $P(x)$ versus node degree $x$ on a double logarithmic scale in social network datasets. The node degree represents the number of coauthors, friends, or followers for the three datasets, respectively.

| Dataset    | $\mathcal{L}$ | $\mathcal{U}$ | exponent | RMSE: ours | RMSE: pl |
|------------|---------------|---------------|----------|------------|----------|
| DBLP       | 15            | 87            | $-2.51$  | $1.17 \times 10^{-4}$ | 0.01     |
| Networking | 11            | 29            | $-2.78$  | $2.34 \times 10^{-3}$ | 0.08     |
| Facebook   | 16            | 79            | $-1.42$  | $2.52 \times 10^{-4}$ | 0.01     |
| Twitter    | 69            | 159           | $-2.44$  | $3.18 \times 10^{-4}$ | 0.22     |

**TABLE VI**

**FITTING PARAMETERS AND ERRORS IN SOCIAL NETWORKS DATASETS. RMSE: ours IS THE FITTING ERROR OF OUR MODEL AND RMSE: pl IS THE FITTING ERROR BY USING POWER-LAW ONLY.**

Fig. 6 shows the distributions of coauthors for DBLP Computer Science publications, friends in Facebook datasets, and followers in Twitter datasets. Fig. 6(b) further shows the coauthor distribution in a subset of publications about Computer Networks in DBLP dataset. The fitting parameters and errors are shown in Table VI. One can see that the new MC model reduces the fitting errors by 97% - 99%.

**Utility:** In social networks, the distribution of the numbers of friends or coauthors that each people has is an important indicator of the health of the networks. Typically, the more evenly distributed the network is (i.e., the more number of friends each people has), the healthier (i.e., more desirable) it is. In the MC model, this corresponds to a smaller $L$, as the exponent in the power-law region $\gamma$ is proportional to $L$, hence a smaller $L$ implies a flatter slope, which means a flatter distribution. However, as proven in the MC model, a smaller $L$ also means a smaller
growth rate of the network. Hence, there is a tradeoff in obtaining a healthier distribution and a faster growth of the network by changing $L$. In practice, an administrator of a social network can control this $L$ in various ways. For example, the administrator can introduce subsidies or promotions to lure the recruitment of new members, hence increasing $L$, or introduce fees for joining the network, hence reducing $L$, so as to obtain a desired tradeoff level.

C. Vehicular Networks

| Dataset          | Date            | Duration | # of vehicles |
|------------------|-----------------|----------|---------------|
| Rome Taxi [28]   | Feb 01, 2014    | 30 days  | 316           |
| Beijing Taxi [29], [30] | Feb. 02, 2008 | 7 days  | 10,336        |
| San Francisco Taxi [31] | May 17, 2008   | 24 days  | 536           |

Table VII

**Vehicular Datasets.**

Table VII shows three vehicular networks datasets [28], [31], [29], [30], which are used in our verification and analysis.

**Physical Meaning:** In vehicular networks, vehicles are considered as nodes. When a vehicle $v_1$ is within the communication range $r$ with another vehicle $v_2$, a link is built between $v_1$ and $v_2$ and the contact counts (i.e., node degrees) of both vehicles increase by 1. A vehicle’s degree is related to the area it locates. For those vehicles located in a quiet zone, there are only a few vehicles around, so their node degrees are low (i.e., degrees $< L$). These vehicles move freely and have an equal probability to meet each other. On the other hand, a vehicle will have a higher degree if it is closer to the crowded areas (e.g., downtowns or hot scenic points). When those vehicles get closer to such areas, they will meet more vehicles with higher probabilities. Vehicles located in such areas may be able to communicate with most vehicles in the areas and therefore can link to these vehicles with an equal probability.

**Empirical Data and Fitting Results:**

Fig. 7 shows the distributions of contact counts for Rome, San Francisco, and Beijing taxi datasets. The fitting parameters and errors are shown in Table VIII. One can see that the proposed
Fig. 7. Probability $P(x)$ versus the node degree $x$ on a double logarithmic scale in vehicular networks datasets. The node degree represents the contact counts.

| Dataset      | $L$ | $U$ | exponent | RMSE: ours | RMSE: pl |
|--------------|-----|-----|----------|------------|----------|
| Rome         | 5   | 11  | $-1.20$  | $1.7 \times 10^{-3}$ | $0.01$ |
| Beijing      | 4   | 21  | $-3.19$  | $9.75 \times 10^{-4}$ | $0.10$ |
| San Francisco| 15  | 76  | $-0.62$  | $9.62 \times 10^{-4}$ | $1.67 \times 10^{-3}$ |

**TABLE VIII**

Fitting parameters and errors in vehicular networks datasets. $RMSE: ours$ is the fitting error of our model and $RMSE: pl$ is the fitting error by using power-law only.

MC model reduces the fitting errors by 42% - 99%. One can also observe a similar trend that all the data include three phases. However, the fitting is not as good as that in citation and social networks. This is because, in vehicular networks, vehicles not only build links with other vehicles (when entering the communication ranges), but also break some links (when leaving the communication ranges).

**Utility:** The MC model can be used to design a better routing scheme for Delay-Tolerant Networking (DTN), such as vehicular networks. With the intermittent connections in DTN, one of the main challenges is how to select nodes to forward data in order to improve the reachability and throughput. Existing routing schemes rely on exchanging information when two nodes meet, and predicting if the node will get closer to the destination node in the future. These schemes however have two main disadvantages. First, the current prediction is usually based on the exponential or power-law model, which has been shown to have larger prediction errors above. Second, when two nodes meet, they need to exchange the complete or summarized history, which can occupy lots of bandwidths, especially when the intra-connection time is short.
the new MC model, one can calculate the probability directly according to the derived close-form formula, in which vehicles only need to exchange the simple information of their current node degrees.

VIII. CONCLUSIONS

Based on a new Markov chain (MC) model of a randomly growing network with various regimes of state dynamics characterizing different physical properties of complex networks, this paper establishes a unified framework of several classical complex networks, including Poisson, exponential, and power-law networks. Significantly, this framework is the first mechanism to investigate the formation mechanism of the trichotomy of observed node-degree density functions from empirical data in many real networks, which has not been addressed in the existing literature. The proposed MC model is capable of offering closed-form expressions of node-degree distributions for all the studied cases. Both simulation and experimental results demonstrate a good match of the proposed model with real datasets, showing its superiority over the classical network models, particularly the power-law network model.

APPENDIX

A. Residential-time distribution of a node in the basic MC model with external links

In the analysis of the node-degree distribution \( p_k \), it is very important to know how long (the residential-time \( T \)) the specified node * has been existing in the network. Denote the probability density function of the residential-time by \( f_T (t) \). At the observation time \( T \), the node-degree distribution \( p_k \) can be written as follows:

\[
p_k = E_T [p_k (t)] = \int_0^T p_k (t) f_T (t) \, dt. \tag{24}
\]

An illustration of the residential-time \( T \) of a node is shown by Fig. 8.

This residential-time distribution \( f_T (t) \) of each node in the network, in turn, is related to how the network size \( N(t) \) is evolving over time \( t \). This evolution of \( N(t) \) (or specifically, the differential-difference equation on \( p_n(t) \), or the marginal distribution of \( N(t) \) can be obtained by summing equation (2) over \( k \), as follows:

\[
\frac{d}{dt} p_n(t) = \lambda S_{n-1} p_{n-1}(t) - \lambda S_n p_n(t). \tag{25}
\]
Fig. 8. Arrival time of node $i$ is denoted by $t_i$, and residential-time of node $i$ is denoted by $T_i$, which is the same as $T - t_i$, where $T$ is the system starting time since the appearance of the first two nodes.

Clearly, equation (25) is an inhomogeneous birth process.

Note that the difference between $S_n$ and $S_{n-1}$ is given by

$$S_n = \sum_{i=1}^{n-1} \hat{k}_i + \hat{k}_{i'} + 1 + \hat{k}_n = S_{n-1} + \left( \hat{k}_{i'} + 1 - \hat{k}_{i'} \right) + \hat{k}_n$$

It can be verified that the difference $S_n - S_{n-1}$ is given by $\left( \hat{k}_{i'} + 1 - \hat{k}_{i'} \right) + \hat{k}_n$. It means that when a new node comes to the network, it will create a new link and increase the rate of birth in the process by $\lambda (L + \varepsilon')$, where $\varepsilon'$ depends on the existing degree $k_{i'}$ of node $i'$. Specifically,

$$\varepsilon' = \begin{cases} 
0 & \text{if } k_{i'} < L \\
L + 1 - L & \text{if } k_{i'} = L \\
1 & \text{if } L < k_{i'} < U \\
U - U & \text{if } k_{i'} = U \\
0 & \text{if } k_{i'} > U 
\end{cases}$$

It is remarked that the following $\bar{\varepsilon}'$ will give the same effect as the above $\varepsilon'$ (even when $L \neq L$ or $U \neq U$) in analyzing the dynamics on $p_n(t)$:

$$\bar{\varepsilon}' = \begin{cases} 
0 & \text{if } k_{i'} < L \\
1 & \text{if } L \leq k_{i'} < U \\
0 & \text{if } k_{i'} \geq U 
\end{cases}$$

Specifically, this sum of $\bar{\varepsilon}'$ (i.e., $\sum_{i' \text{ is incident by a new node}} \bar{\varepsilon}'$) gives an upper, but accurate enough, estimate of the sum $\sum_{i' \text{ is incident by a new node}} \varepsilon'$. 

Since this $\varepsilon_{i'}$ depends on the current network size $n$, it can be viewed as a realization of a random variable $\varepsilon^n$, with $\varepsilon^0 = 0$ and $\varepsilon^1 = 0$, because no other node $i'$ appears in these cases. Hence, expressing $S_n$ and $S_{n-1}$ by $\varepsilon_{i'}$, and replacing the sum of $\varepsilon_{i'}$ by the sum of $\tilde{\varepsilon}_{i'}$, the node dynamics (25) satisfy

$$\frac{d}{dt}p_n(t) = \lambda \left[ L(n-1) + \sum_{m=1}^{n-1} \varepsilon^{m-1}_{m-1} \right] p_{n-1}(t) - \lambda \left[ Ln + \sum_{m=1}^{n} \varepsilon^{m-1}_{m-1} \right] p_n(t).$$

Let the final network size at time $T$ be $N_T$ and consider several important cases and their network-size dynamics over time, as follows:

**Case 1.** When $L = 1$ and $U = \infty$, the node dynamics satisfy

$$\frac{d}{dt}p_n(t) = \lambda [(n-1) + (n-3)] p_{n-1}(t) - \lambda [n + (n-2)] p_n(t)$$

$$= 2\lambda (n-2) p_{n-1}(t) - 2\lambda (n-1) p_n(t).$$

In this case, the density function $f_T(t)$ of the residential-time of the specified node * is a (scaled) exponential distribution with parameter $2\lambda$, specifically with probability density function $f_T(t) = \frac{2\lambda e^{-2\lambda t}}{1-e^{-2\lambda t}}$.

**Case 2.** When $U$ is large (comparable to $N$), the network size dynamics satisfy

$$\frac{d}{dt}p_n(t) \sim \lambda [L(n-1) + (n-1-c)] p_{n-1}(t) - \lambda [Ln + (n-c)] p_n(t)$$

$$= \lambda ((L+1)(n-1)-(c)) p_{n-1}(t) - \lambda ((L+1)n-(c)) p_n(t)$$

for some $L + 1 \leq c \leq n - 1$.

According to the preferential attachment mechanism, a new node has a higher probability to connect to an existing one with a larger degree, instead of those with degrees less than or equal to $L$. Hence, $c$ is small compared to $n$, i.e., around $L + 1$, instead around $n - 1$.

In this case, the density function $f_T(t)$ of the residential-time of the specified node * is given by a (scaled) exponential distribution with parameter close to $\lambda (L+1)$, specifically with probability density function $f_T(t) = \frac{\lambda(L+1)e^{-\lambda(L+1)t}}{1-e^{-\lambda(L+1)t}}$.

**Case 3.** This is the most practical scenario. When $U \ll N$, the network size dynamics satisfy

$$\frac{d}{dt}p_n(t) \sim \lambda [L(n-1) + c'] p_{n-1}(t) - \lambda [Ln + c'] p_n(t)$$

where $c'$ is small, compared to $n$, and satisfies $0 \leq c' \leq n - 1 - (L + 1)$. 
In this case, the density function $f_T(t)$ of the residential-time of the specified node $*$ is a (scaled) exponential distribution with parameter close to $\lambda L$, specifically with the probability density function $f_T(t) = \frac{\lambda L e^{-\lambda L t}}{1 - e^{-\lambda L t}}$.

It is noted that in all above cases, the denominator of the density function $f_T(t)$ would only result in a difference in the normalization constant in the calculation of $p_k$ in equation (24).
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