Effects of Vector Norm Types in Maximum Stiffness Problem of Simple Truss Structures
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Abstract
The objective of maximum stiffness problem is to minimize the displacement. For this purpose, an optimization analysis is needed in order to obtain the structural shape with maximum stiffness. Displacement for structures with multiple degrees of freedom which has been modeled using finite element method is expressed in the form of a vector. In order to measure the size of vector quantity, a vector norm is used. The use of different types of vector norms might yield different results in maximum stiffness problem with shape as the design variable. This paper studies the effect of types of vector norms used in the outcome of analysis in maximum stiffness problem. Three types of vector norms, namely Euclidean, absolute value and maximum value norms, are studied. The results show that Euclidean norm is the most effective norm to be used.
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1. Introduction
Optimization involves finding the most appropriate design satisfying a certain prescribed objective or sets of objectives under certain constraints. Its application can be seen in various fields, such as medicine, acoustics, building science, optics, economics and engineering. A compilation of research work on shape and topology optimization by Mackerle¹ has shown the volume of work conducted. As a testimony of the application of optimization in diverse fields, an encyclopedia of optimization has also been published². Research works related to optimization of truss structures can be dealing with proposal of methods of analysis, studies on more efficient methods of numerical analysis in optimization and investigations on the optimal solutions for problems in different fields.

Optimization of truss structures forms one of the main focus of research in structural engineering both in terms of topology, shape and cross-section optimization³-¹⁵. The majority of the works deal with proposal of methods of optimization⁵, ⁸-¹⁰, ¹²-¹⁵. The more complicated problems of multi-objectives and multiple constraints type of optimization problem are studied in³, ⁷. Procedures of analysis for handling discrete design variables or design variables with different nature have also been studied¹⁰, ¹¹. Other than that, verification of applicability of available method of optimization to different engineering problem has also been reported¹⁴. In terms of criteria, the above mentioned works could be seen to be dealing with minimum weight⁴, ⁸, ⁹, ¹¹, maximum stiffness¹⁴ and minimum cost⁶. In problem involving maximization of stiffness, strain energy is commonly adopted as a judging measure where maximization of overall structural stiffness corresponds to minimization of strain energy. The objective of maximum stiffness problem is to minimize the overall deformation which could be represented by relative displacement. Displacement for structures with multiple degrees of freedom modeled using finite element method is expressed in the form of vector. Hence, the 'size' of displacement vector can be used as a possible judging measure in maximum stiffness problem. In order to measure the 'size' of a vector quantity, vector norm is used. Then¹⁶ has initiated a study on the characteristic of vector and matrix norms in shape optimization analysis. It is found that vector norm is more suitable to be used compared to matrix norm from the view point of numerical analysis. In the work by Then¹⁶, exact optimization analysis was not carried out. The author merely calculated the variation of norm of displacement vector versus the design variable in order to determine the shape providing maximum stiffness.
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The objective of this study is to carry out a basic investigation on the effect of types of vector norms in shape optimization of simple truss structures to achieve maximum stiffness. A description on the basic equations involved in maximum stiffness problem is first presented. Steepest descent method adopted to find the solution is explained next. This is then followed by the analysis results carried out on four simple planar truss problems, the discussion and the conclusion.

2. Formulation of Maximum Stiffness Problem

Using the displacement method of analysis, the equation of equilibrium can be expressed as follows:

\[ f = K d \]  
(1)

where \( f \) is the external load vector, \( K \) is the global stiffness matrix and \( d \) is the displacement vector. Under the condition of constant material properties, \( K \) will be a function of shape, represented by vector \( x \). Considering the above fact, Equation (1) could be re-expressed as

\[ f = K(x)d \]  
(2)

From Equation (2), it can be seen that basic equation in the analysis of maximum stiffness problem for a multiple d.o.f. system is given by the following equation:

\[ d = K^{-1}(x)f \]  
(3)

With reference to Equation (3), the statement of maximum stiffness problem could be stated as follows: For a prescribed external load vector \( f \), find the shape \( x \) which maximizes stiffness matrix \( K \) or equivalently find the shape \( x \) which minimizes the displacement vector \( d \).

Considering the latter statement where minimization of \( d \) is involved, means of measuring the 'size' of a vector quantity is needed. Such measurement could be achieved by means of vector norm. Hence, the objective function \( g \) to be used in the optimization analysis carried out in a maximum stiffness problem with shape \( x \) as the design variable could be expressed as follows:

\[ g = \| d(x) \| \]  
(4)

where \( \| d(x) \| \) denotes the norm of displacement vector \( d \).

2.1 Vector Norm

A norm is a scalar function \( \| v \| \) defined for every vector \( v \) in some vector space \( \mathbb{R}^n \), real or complex, and possessing the following three characteristics:

a. \( \| v \| \geq 0 \) for all \( v \in \mathbb{R}^n \)  
   (Non-negative)

b. \( \| \alpha v \| = |\alpha| \| v \| \) for all scalars \( \alpha \) and \( v \in \mathbb{R}^n \)  
   (Homogeneous)

c. \( \| v + w \| \leq \| v \| + \| w \| \) for all \( v, w \in \mathbb{R}^n \)  
   (Triangle inequality)

(5)

Three vector norms which satisfy Equation (5) and studied in this paper are:

a. \( \| v \|_2 = \left( \sum_{i=1}^{n} v_i^2 \right)^{1/2} \) : Euclidean norm

b. \( \| v \|_1 = \sum_{i=1}^{n} |v_i| \) : Absolute value norm

c. \( \| v \|_{\infty} = \max_i |v_i| \) : Maximum value norm

where right subscript represents \( i^{th} \) component of the corresponding variable. Euclidean, absolute value and maximum value norms are sometimes denoted as \( l_2 \), \( l_1 \) and \( l_{\infty} \) norms, respectively.

2.2 Steepest Descent Method

Iterative methods are used in optimization problems to find the minimum (or maximum) of an objective function. In this study, the optimum solution corresponding to shape with maximum stiffness is obtained by using the steepest decent method. In steepest descent method, the local minimum for a multivariable function of the form \( g: \mathbb{R}^n \rightarrow \mathbb{R} \) is sought.

Solution of a system of nonlinear equations coincides with a minimum of \( g(x) \) where:

\[ g(x) = \left( \sum_{i=1}^{n} h_i(x) \right)^2 \]  
(7)

where \( x = (x_1, x_2, \ldots, x_n) \). Since the objective function of this study is norm of displacement vector as shown in Equation (4), it can be seen that the function of \( n \) variable \( \sum_{i=1}^{n} h_i(x) \) in Equation (7) corresponds to Euclidean, absolute value or maximum value norms of displacement vector \( d \).

The steepest descent algorithm starts by assuming initial shape \( x^{(0)} \) where a right superscript in parenthesis denotes iterative step with step \( \theta \) corresponding to initial step. An improved shape say \( x^{(1)} \) is found from \( x^{(0)} \) and so on. The solution \( x^{(k)} \) \( (k=0,1,2,\ldots) \) is the best possible shape if it minimizes the objective function. The iterative procedures adopted are summarized as follows:

a. A starting initial shape \( x^{(0)} \) \( (k=0) \) is selected and \( g(x^{(k)}) \) \( (k=0) \) is evaluated.

b. The gradient vector is then evaluated using \( \nabla g(x^{(k)}) \). Analysis is terminated if
norm of gradient vector, \( z^{(0)} = \| z^{(1)} \| = 0 \).

Otherwise, a normalized gradient vector is computed using \( \tilde{z}^{(k)} = \frac{-\nabla g(x^{(k)})}{\|\nabla g(x^{(k)})\|} \).

c. Step size \( \alpha^{(k)} \) for the search along the direction of \( z^{(k)} \) is next computed through minimization of \( g(\alpha^{(k)}) = g(x^{(k)} + \alpha^{(k)} \tilde{z}^{(k)}), \alpha^{(k)} > 0 \).

d. Shape vector is then updated using \( x^{(k+1)} = x^{(k)} + \alpha^{(k)} \tilde{z}^{(k)} \).

e. \( g(x^{(k)}) \) is next evaluated. Analysis is terminated if any of the stopping criteria stated in the following section is satisfied. Otherwise, update \( x^{(k)} = x^{(k+1)} \) and \( k = k + 1 \) are carried out and steps b to e are repeated.

Solution for line search problem with quadratic fit obtained through 'three-point pattern' is used to determine step size of \( \alpha \) in each iterative step. The procedures are described as follows:

a. The following single-variable function at the end of iterative step \( k \) is considered:

\[
\hat{h}(\alpha) = g(x^{(k)} - \alpha \nabla g(x^{(k)}))
\]  

(8)

Value of \( \alpha \) which minimizes \( h(\alpha) \) is desired.

b. Three numbers \( \alpha_1 < \alpha_2 < \alpha_3 \) that are hopefully close to the value of \( \alpha \) which minimizes \( h \) are first chosen.

c. A quadratic polynomial \( Q(x) \) that interpolates \( h \) at \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) is next constructed. \( \hat{\alpha} \) within [\( \alpha_1, \alpha_3 \)] which minimizes \( Q(\hat{\alpha}) \) is computed. \( Q(\hat{\alpha}) \) is used as approximation for the minimum value of \( h(\alpha) \).

d. New iterate of shape vector \( x \) for approximating the minimal value of \( g \) is determined using \( \hat{\alpha} \) as follows:

\[
x^{(k+1)} = x^{(k)} - \hat{\alpha} \nabla g(x^{(k)})
\]  

(9)

e. Since \( g(x^{(k)}) \) is available, \( \alpha_1 = 0 \) is first chosen in order to minimize the computational time. The maximum value for \( \alpha_1 \) is set as \( \alpha_1 = 1 \). A value of \( \alpha_3 \) satisfying the condition \( h(\alpha_3) < h(\alpha_1) \) is then computed. If \( h(\alpha_3) > h(\alpha_1) \), \( \alpha_1 \) is reduced by 1/2. This process is repeated until \( h(\alpha_1) < h(\alpha_1) \).

f. \( \alpha_3 = \alpha_2 / 2 \) is then set. The minimum value of \( Q \) within [\( \alpha_2, \alpha_3 \)] occurs either at the critical point of \( Q \) or at the right endpoint \( \alpha_3 \) since by assumption \( Q(\alpha_3) = h(\alpha_3) < Q(\alpha_2) = h(\alpha_2) \). The computed value of \( \alpha \) is then adopted as \( \alpha^{(k+1)} \) in the subsequent iterative step.

3. Numerical Examples

Four numerical examples corresponding to simple 2D truss problems have been analyzed. The first three examples are 2 d.o.f. problems and the fourth one is a 4 d.o.f. problem. In all four examples, only one design variable has been considered in order that the characteristics of the three vector norms could be studied clearly. The shape of the simple truss is considered to have converged to the maximum stiffness shape during the optimization analysis when anyone of the following stopping criterion has been satisfied:

a. \( E_a = z^{(k)} = \|\nabla g(x^{(k)})\| < 10^{-9} \)  

(10)

b. \( E_b = g(x^{(k)} - \alpha_3 \tilde{z}^{(k)}) - g(x^{(k)}) \) with \( \alpha_3 \leq 0.025 \)

(11)

c. \( E_c = \left( x^{(k+1)} - x^{(k)} \right) / x^{(k)} \leq 10^{-3} \)  

(12)

\( E_a, E_b \) and \( E_c \) correspond to convergence checking based on norm of gradient vector, satisfaction of objective function and closeness of two successive approximation of shape. The three errors in Equations (10) to (12) have been plotted versus iterations in order to study the efficiency of each of them in the shape optimization analysis to achieve convergence to the shape with maximum stiffness. Notations \( \text{norm}(l,2), \text{norm}(l,1) \) and \( \text{norm}(l,\infty) \) have been used to represent Euclidean \( l_2 \), absolute value \( l_1 \) and maximum value \( l_\infty \) norms, respectively, in the figures shown in the following sections.

3.1 Numerical example 1

Numerical example 1 is a simple 2 d.o.f. truss structure with two members and three joints as shown in Fig.1.

The structure is loaded by a vertical downward load of \( F = 10 \text{kN} \) at joint 2. Analysis data for this model of truss is as follows: \( EA = 160 \times 10^3 \text{kN} \cdot \text{m}, B = 400 \text{cm} \) and \( H/B = 0.3 \). x-coordinate of joint 2, \( x_2 \), has been selected as the design variable and assigned a series of initial values of \( x_2^{(0)} = 250 \text{cm} \) to \( 500 \text{cm} \). The result of analysis for the particular case of \( x_2^{(0)} = 500 \text{cm} \) is shown in Fig.2. Inset (a) and (b) show the initial shape with \( x_2 = 500 \text{cm} \) and converged shape with \( x_2 = 389.5 \text{cm} \), respectively.

3.2 Numerical Example 2

Numerical example 2 is also a simple 2 d.o.f. simple truss structure with three members and four joints as shown in Fig.3. The truss is loaded by a horizontal load of \( F = 10 \text{kN} \) at joint 2.
Analysis data for this model of truss are as follows: \( EA = 160 \times 10^3 \) kN, \( B = 400 \) cm and \( H/B = 0.5 \). \( y \)-coordinate of joint 4, \( y_4 \), has been selected as the design variable and assigned initial value of \( y_4^{(0)} = 160 \) cm to 250 cm. The result of analysis for the particular case of \( y_4^{(0)} = 250 \) cm is shown in Fig. 4.

Insets (a) and (b) show the initial assumed shape with \( y_4 = 250 \) cm and converged shape with \( y_4 = 200 \) cm, respectively.

### 3.3 Numerical Example 3

Numerical example 3 is again a simple 2 d.o.f. truss structure with two members and three joints as shown in Fig. 5. The truss is loaded with a load \( F = 50 \) kN that is parallel to member 1. Analysis data for this model of truss are as follows: \( EA = 10 \times 10^4 \) kN, \( H = 500 \) cm and \( H/B = 1 \). \( x \)-coordinate of node 3, \( x_3 \), has been selected as the design variable and assigned initial assumed values...
of $x_3^{(0)}=200\text{cm}$ to $1020\text{cm}$. Result of analysis for the case of $x_3^{(0)}=200\text{cm}$ using Euclidean and absolute value norms is shown in Fig.6. Insets (a) and (b) again show the initial assumed shape with $x_3=200\text{cm}$ and the shape with maximum stiffness with $x_3=1000\text{cm}$, respectively. Fig.7 shows the result of analysis for the two cases of $x_3=550\text{cm}$ and $700\text{cm}$ using Euclidean norm. Insets (a) and (b) show the initial assumed shape for the case of $x_3=550\text{cm}$ and $700\text{cm}$, respectively; whereas inset (c) shows the shape with maximum stiffness with $x_3=1000\text{cm}$.

### 3.4 Numerical Example 4

Numerical example 4 is a 4 d.o.f. truss structure with three links supported at the two free joints by

![Fig.5. Numerical Example 3](image)

![Fig.6. Error $E_a$ Versus Iterations with Initial Value of $x_3 = 200\text{cm}$ using Euclidean Norm and Absolute Value Norm](image)

![Fig.7. Error $E_a$ Versus Iterations with Initial Value of $x_3 = 550\text{cm}$ and $700\text{cm}$ using Euclidean Norm](image)
two linear springs as shown in Fig.8. Two vertical downward loads, with magnitude F each, act at joints 2 and 3. Analysis data for this truss model are as follows: B=10m, H=0.4B, F/AE=1x10^-6 and k=0.08AE where k=stiffness of spring. Since the problem is symmetry, x-coordinates of joints 3 and 2 are related as follows: 
\[ x_3 = B - x_2 \]
x_2 has been selected as the design variable and assigned initial values of 
\[ x_2^{(0)} = -5.5m \text{ to } 18.8m \]
The result of analysis for the case of \( x_2 = 4.9m \) is shown in Fig.9.

Insets (a) and (b) show the initial assumed shape with \( x_2 = 4.9m \) and converged shape with \( x_2 = 0 \) representing a shape where position of the two vertical springs coincides with member 1 and 3.

4. Discussion

Although convergence was achieved in all analysis using the three vector norms in numerical example 1, 2 and 4, each vector norm yields different trends in the process of iterations as shown in Figs.2., 4. and 9. Analysis using absolute value norm need more iterations in order to achieve convergence compared to that using Euclidean or maximum value norms. Hence, analysis using Euclidean or maximum value norms give faster convergence than analysis using absolute value norm in numerical example 1, 2 and 4. In numerical example 4, it can be seen from Fig.9. that error \( E_b \) shows an initial trend of increase in the first two iterative steps for the case of absolute value norm. Such characteristic is due to the definition of \( E_b \) used which is obtained during the process of determination of step size in line search as explained earlier.

Although analysis using maximum value norm converges at almost the same time as Euclidean norm in numerical example 1, 2, and 4, the optimization analysis using maximum value norm failed to converge in numerical example 3. Norm of displacement vector according to the definition of Euclidean, absolute value and maximum value norms have been computed for assigned values of \( x_3 \) ranging from 0 to 5000cm for numerical example 3. The result is shown in Fig.10. Existence of a point with discontinuity in slope at \( x_3 = 1000cm \) on the curve of \( l_\infty \)-norm as can be clearly seen in Fig.10. Such a discontinuity which is the cause of convergence failure occurs as a result of change in displacement component selected for minimization:

\[ l_x = \|u_x\| \text{ when } x_3 < 1000cm \text{ and } l_x = \|v_2\| \text{ when } x_3 > 1000cm \]

For the case where \( l_1 \)-norm was used, it was observed that convergence was achieved for all analysis with \( x_3^{(0)} < 500cm \) as illustrated in Fig.6 for \( x_3^{(0)} = 200cm \). However, the converged shape (with \( x_3 = 500cm \)) was different from the one obtained in the case where \( l_2 \)-norm (with \( x_3 = 1000cm \)) was used as shown in insets (b) and (c) of Fig.6. Apart from that, it was also observed that analysis using \( x_3^{(0)} > 500cm \) showed instant convergence regardless of the initial values of \( x_3 \) when \( l_1 \)-norm was used. The above observation is again caused by the existence of a point with discontinuity in slope at \( x_3 = 500cm \) on the curve.
of $l_1$-norm after which the slope of the curve remains zero regardless of the value of $x_3$ as illustrated in Fig.10. The peculiar characteristic of $l_1$-norm could be due to the configuration of numerical example 3 where up-until the shape with $x_3=500$cm, the displacement of joint 2 is dominated by x-displacement $u_2$. For shapes with $x_3>500$cm, decrease in magnitude of $u_2$ is accompanied by proportionate increase in magnitude of $v_2$. As $l_1$-norm is summation of absolute value of all displacement components, the aforementioned characteristic of displacement of joint 2 leads to the result of constant $l_1$-norm for $x_3>500$cm. As analysis using $l_1$-norm yielded different converged shapes depending on initial assumed value assigned, it is found to be not an appropriate norm to be used for the case of numerical example 3. Only analysis using Euclidean norm converges smoothly to the shape with maximum stiffness regardless of the initial assumed value used for $x_3$ as shown in Figs.6. and 7. Hence, it can be said that use of $l_1$- and $l_\infty$ norms are not suitable for numerical example 3. Use of $l_2$-norm is the most appropriate.

5. Conclusion

Effect of three types of vector norms on the analysis process of maximum stiffness problem has been studied by means of four simple planar truss examples. It has been found that Euclidean norm is the most suitable vector norm to be used compared to maximum value norm and absolute value norm because all optimization analysis showed smooth convergence to the shape with maximum stiffness where Euclidean norm is used. There is a possibility that point with discontinuity in slope might be encountered in the cases of absolute value and maximum value norms. Such discontinuity in slope might lead to non-convergence or convergence to different shapes depending on the initial assumed shapes.
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