Parameterized Forward Operators for Simulation and Assimilation of Polarimetric Radar Data with Numerical Weather Predictions
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ABSTRACT

Many weather radar networks in the world have now provided polarimetric radar data (PRD) that have the potential to improve our understanding of cloud and precipitation microphysics, and numerical weather prediction (NWP). To realize this potential, an accurate and efficient set of polarimetric observation operators are needed to simulate and assimilate the PRD with an NWP model for an accurate analysis of the model state variables. For this purpose, a set of parameterized observation operators are developed to simulate and assimilate polarimetric radar data from NWP model-predicted hydrometeor mixing ratios and number concentrations of rain, snow, hail, and graupel. The polarimetric radar variables are calculated based on the T-matrix calculation of wave scattering and integrations of the scattering weighted by the particle size distribution. The calculated polarimetric variables are then fitted to simple functions of water content and volume-weighted mean diameter of the hydrometeor particle size distribution. The parameterized PRD operators are applied to an ideal case and a real case predicted by the Weather Research and Forecasting (WRF) model to have simulated PRD, which are compared with existing operators and real observations to show their validity and applicability. The new PRD operators use less than one percent of the computing time of the old operators to complete the same simulations, making it efficient in PRD simulation and assimilation usage.
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Article Highlights:

• Develop a set of parameterized forward operators to simulate and assimilate polarimetric radar data with numerical weather predictions.
• The forward operators are accurate and efficient in calculating polarimetric radar variables from model state parameters.
• The operators have been implemented and tested on WRF with an ideal case and a real case to show its performance.

1. Introduction

Many weather radar networks in the world have been upgraded with dual-polarization capability and provide polarimetric radar data (PRD) that have the potential to improve cloud microphysical parameterization and numerical weather prediction (NWP) (Zhang et al., 2019). PRD have been successfully used in severe weather observation/detection, hydrometeor classification (HC), and quantitative precipitation estimation (QPE) (Doviak and Zrnić, 1993; Doviak et al., 2000; Bringi and Chandrasekar, 2001; Zhang, 2016; Ryzhkov and Zrnic, 2019). Most of these applications are observational and empirical, which is not optimal because of the many assumptions that have to be made to facilitate an estimation/retrieval, and because the error effects have not been taken into account rigorously in the estimation/retrieval process. More importantly, PRD have not been successfully used to initialize NWP models for an improved quantitative precipitation forecast (QPF). Preliminary research is being conducted in this area, but it is still in its embryonic stages (Jung et al., 2008b; Li and Mecikalski, 2010; Posselt et al., 2015; Carlin et al., 2017; Li et al., 2017; Putnam et al., 2019).

One way to optimally use PRD is to assimilate PRD into NWP models to improve weather quantification and fore-
casts. This is an important goal for the radar meteorology and NWP communities because PRD contain rich information about clouds/precipitation microphysics: size, shape, orientation, and composition of hydrometeors, which allow for better understanding, representation, and parameterization of model microphysics and model initialization. However, even with PRD, the amount of independent information is limited and oftentimes less than that of model state variables. This is especially true for the double or multi-moment microphysics parameterization schemes, where there can be more than a dozen microphysical state variables (Ferrier, 1994; Milbrandt and Yau, 2005a, b; Morrison et al., 2005). Hence, NWP model physics constraints are still needed. Also, the PRD analysis/retrieval needs to be compatible with the NWP model so that the analysis can be used in model initialization to improve forecasts. To assimilate PRD in NWP models, a forward observation operator, also called a PRD simulator, is needed to establish the relation between model physical state variables and polarimetric radar variables.

So far, the radar reflectivity operators have been established mostly based on the 6th moment of raindrop size distribution (DSD) or hydrometeor particle size distribution (PSD) and used to simulate radar observations and to assimilate radar data (Smith et al., 1975; Ferrier et al., 1995; Sun, 2005; Gao and Stensrud, 2012; Pan et al., 2016). These reflectivity operators were developed based on the approximation of Rayleigh scattering by hydrometeors where the radar cross-section is proportional to the square of the particle volume (i.e., the 6th power of the diameter) and are valid only for small spherical particles. These operators are overly simplified, and do not provide polarimetric radar variables and cannot accurately represent polarimetric radar signatures of hydrometeors in the ice and mixture phases (e.g., snow/hail/graupe) nor the melting process when non-Rayleigh scattering (resonance effects) occurs or non-spherical particles are present.

Recently, PRD simulators have been developed based on the numerical integration of T-matrix calculations for wave scattering from hydrometeors (Waterman, 1965; Vivekanandan et al., 1991; Zhang et al., 2001; Jung et al 2008a, 2010; Ryzhkov et al., 2011); The computer code in the Fortran language for the PRD operators, documented in Jung et al. (2010), is posted on the University of Oklahoma website (http://arps.ou.edu/downloadpyDualPol.html). Scientists from Stony Brook University and Brookhaven National Laboratory also developed a Cloud Resolving Model Radar Simulator (CR-SIM) and made it available (http://radarscience.weebly.com/radar-simulators.html). Another operator, called the POLArimeter Radar Retrieval and Instrument Simulator (POLARRIS), was developed by the Colorado State University and NASA scientists (https://cloud.gsfc.nasa.gov/POLARRIS/) (Matsui et al., 2019). These PRD simulators are successful in generating realistic polarimetric signatures such as $Z_{DR}$, $P_{hv}$ ring and so forth that have been observed (Kumjian and Ryzhkov, 2008). However, these simulators are used, for the most part, as a black-box by most NWP modelers, and it is difficult to understand what insights/information they could bring to understanding the physical states and processes they simulate and to make adjustments on NWP models based on these insights. Furthermore, the simulators are computationally expensive and difficult to use in data assimilation (DA), especially in variational assimilation where the first derivatives of the variables are needed as well. To have a successful DA of PRD, the PRD operator needs to be accurate, efficient, differentiable, and compatible with the model microphysical parameterization schemes. This motivates us to derive a set of parameterized PRD simulators to link NWP model state variables and radar variables for efficient DA use.

This paper is organized as follows. Section 2 provides the fundamentals concerning microphysics models and parameterization schemes about particle size, shape, orientation, and composition as well as their effects on polarimetric radar variables. Section 3 describes the procedure to derive parameterized polarimetric radar operators for rain, snow, hail, and graupel, including the function form and fitting coefficients. Section 4 shows the testing results with NWP model simulations for ideal and real cases. Section 5 concludes with a summary and discussion.

2. Microphysics models and parameterization

Single moment and double moment microphysics parameterization schemes are commonly used in NWP models (Lin et al., 1983; Ferrier, 1994; Milbrandt and Yau, 2005a, b; Morrison et al., 2005). In a single moment NWP model, hydrometeor mixing ratios, which are directly related to water contents, are the only prognostic variable for hydrometeor physics, from which all other integral parameters, including the number concentration and radar reflectivity, are represented. In a double moment microphysics scheme, both the number concentration and the hydrometeor mixing ratio are prognostic variables. Based on these variables, a two-parameter DSD/PSD is determined/represented, along with all other physics variables and microphysical processes. For a given two-parameter DSD/PSD model, the hydrometeor mixing ratio and the number concentration can be converted to a mass-weighted diameter and water content.

Let the DSD/PSD of hydrometeors be exponentially distributed, represented by

$$N(D) = N_0 \exp(-\Lambda D) ,$$

where $D$ (mm) is the particle diameter, $N_0$ ($m^{-3} mm^{-1}$) is the intercept parameter and $\Lambda$ ($mm^{-1}$) is the slope parameter.

For a hydrometeor species $x$, a NWP model with a two-moment microphysics scheme usually predicts the number concentration ($N_{0x}$) and mixing ratio ($q_x$) which is related to water content by $W_x = \rho_a q_x$, with $\rho_a$ as the air density. Expressing the DSD/PSD parameters of $\Lambda_x$ and $N_{0x}$ in terms of the predicted variables, we have

$$N(D) = N_0 e^{\Lambda_D D} ; (1)$$
\[ A_x = \left( \frac{n \rho_x N_{1v}}{\rho_0 d_x} \right)^{1/3}, \quad (2) \]
\[ N_{0l} = \frac{\rho_0 d_x A_x^4}{\pi \rho_x}, \quad (3) \]

where the hydrometeor particle density is \( \rho_x \). Once the DSD/PSD parameters are found, all integral physical states/processes are ready to be calculated. Ignoring the truncation effects, the DSD/PSD moment is

\[ M_n = \int D^n N(D)dD = N_0 \Lambda^{-(n+1)} \Gamma(n+1), \quad (4) \]

and the mass/volume-weighted diameter \( D_m \) is also commonly used and can be defined using DSD/PSD moments as

\[ D_{m,x} \equiv M_{4,x}/M_{3,x} = 4/A_x = 4 \left( \frac{\rho_0 d_x}{\pi \rho_x N_{1v}} \right)^{1/3}, \quad (5) \]
\[ Z_x \equiv M_{6,x} = 11.25 \times 10^{3} \frac{\rho_0 d_x}{\pi \rho_x} D_{m,x}^3. \quad (6) \]

We choose to parameterize radar variables in terms of \( D_{m,x} \) (mm) and \( W_n = \rho_x d_x (\text{g} \text{m}^{-3}) \). In the case of a melting process, species such as melting snow, hail, and graupel, the hydrometeor particle density \( \rho_x \) (\text{g cm}^{-3}) is given as a function of the percentage of melting \( \gamma_s = q_l/(q_l + q_d) \) (Jung et al., 2008a),

\[ \rho_x = \rho_d (1 - \gamma_s^2) + \rho_w \gamma_s^2, \quad (7) \]

where \( \rho_d \) is the density of dry snow, hail, or graupel, and \( \rho_w \) is the density of water. The shape and orientation of hydrometeor particles also follow the modeling and representation documented in Jung et al. (2008a), except for the mean axis ratio and standard deviation of the canting angles, which is described in the next section.

3. Parameterized PRD operators

A dual-polarization weather radar measures reflectivity factor (also called reflectivity: \( Z \) or \( Z_{hi} \)), Doppler radial velocity \( (v_r) \), spectral width \( (\sigma_r) \), differential reflectivity \( (Z_{DR}) \), co-polar correlation coefficient \( (\rho_{hh}) \), and differential phase \( (\phi_{dp}) \) and/or a half of its range derivative – specific differential phase \( (K_{dp}) \). While radial velocity and spectral width represent mean and random dynamic motion projected in the beam directions, the other four polarimetric measurements represent clouds/precipitation microphysics: size, shape, orientation, composition/density, temperature, and so forth. Next, we describe how the microphysical information is reflected in wave scattering and hydrometeor PSD.

The effective radar reflectivity measures the integrated radar scattering cross-section in a unit volume. After normalization, the radar reflectivity factor \( Z_{hi,v} \) (mm$^6$ m$^{-3}$) is expressed by

\[ Z_{hi,v} = \frac{4\pi^2}{\pi |K_n|^2} \int \left| \mathbf{s}_{hh,\nu}(\tau, D) \right|^2 N(D)dD, \quad (8) \]

where the equivalent diameter \( D \) is in mm, and \( N(D) \) (m$^{-3}$ mm$^{-1}$) is the PSD, \( \lambda \) is the radar wavelength (mm), \( K_n = (\varepsilon_w - 1)/(\varepsilon_w + 2) \) is the dielectric constant factor of water, and \( s_{hh,\nu}(\tau, D) \) (mm) is the backscattering amplitude at the horizontal or vertical polarization.

In the Rayleigh scattering regime where particle sizes are spherical and much smaller than a wavelength [e.g., \( D < (\lambda/16) \) for raindrops], Eq. (8) reduces to \( Z_{hi,v} \rightarrow (|K_n|^2/|K_a|^2)Z_a \) with the reflectivity factor for species \( \chi \), and \( Z_a = M_{6,a} \) is widely used in radar meteorology and NWP/DA communities (Smith et al., 1975, Ferrier, 1994). However, the above simplification is not always valid, especially for melting snow, hail, and graupel at S-band, and higher frequency bands such as C- and X-bands.

The reflectivity factor for horizontal polarization \( Z_{hi} \) represented in decibels (dBZ) is:

\[ Z_{hi} = 10 \log (Z_{hi,v}). \quad (9) \]

The differential reflectivity (dB), representing the difference in radar reflectivity between horizontal and vertical polarized waves, depends on the shape and orientation as well as composition of hydrometeors. It is defined as the ratio of reflectivity between the horizontal and vertical polarizations:

\[ Z_{DR} = 10 \log \left( \frac{Z_h}{Z_v} \right) = 10 \log (Z_{dh}). \quad (10) \]

Specific differential phase (\( \text{deg km}^{-1} \)) is the phase difference between the horizontally and vertically polarized waves across a unit distance

\[ K_{dp} = \frac{180\lambda}{\pi} \times 10^{-3} \int \text{Re} \left( \mathbf{s}_{hh,\nu}(0, D) - \mathbf{s}_{vv,\nu}(0, D) \right) N(D)dD, \quad (11) \]

where \( s_{hh,\nu}(0, D) \) in (mm) is the forward scattering amplitude at the horizontal or vertical polarization, and \( \text{Re}(\ldots) \) denotes the real part of the scattering amplitudes.

The co-polar correlation coefficient is the representation of the similarity between the horizontally and vertically polarized signals, whose reduction is mainly caused by the randomness of the differential scattering phase of the hydrometeors in the resolution volume, written as

\[ \rho_{hv} = \frac{\int \mathbf{s}_{hh,\nu}(\tau, D) \mathbf{s}_{vv,\nu}(\tau, D) N(D)dD}{\left[ \int \mathbf{s}_{hh,\nu}(\tau, D)^2 N(D)dD \right]^{1/2} \left[ \int \mathbf{s}_{vv,\nu}(\tau, D)^2 N(D)dD \right]^{1/2}}. \quad (12) \]
In practice, however, this is neither convenient nor efficient for DA use which requires the operators to be differentiable for fast calculation. It would be more convenient if the operators can be represented directly by model state variables using a simple function form.

For rain, the polarimetric radar variables have recently been represented in mixing ratio and mass/volume-weighted diameter (Mahale et al., 2019). Raindrops are assumed to be spheroid with the axis ratio given by Eq. (2.16) in Zhang (2016). Using the T-matrix calculated scattering amplitudes, \( s_{dd}/s_{rr} \), in Eqs. (8-12), polarimetric variables are calculated for a unit water content \( W=\rho_d q_t = 1 \text{ g m}^{-3} \) and a set of mass/volume-weighted mean diameters \( D_m \), with the exponentially distributed DSDs. The calculated radar variables are then fitted to polynomial functions of \( D_m \), derived in Mahale et al. (2019), which are duplicated here:

\[
Z_h \approx W(-0.3078 + 20.87 D_m + 46.04 D_m^2 - 6.403 D_m^3 + 0.2248 D_m^4) \quad (13)
\]
\[
Z_{dr} \approx 1.019 - 0.1430 D_m + 0.3165 D_m^2 - 0.06498 D_m^3 + 0.001463 D_m^4 \quad (14)
\]
\[
K_{dp} \approx W(0.00926 - 0.0870 D_m + 0.1994 D_m^2 - 0.02824 D_m^3 + 0.001772 D_m^4) \quad (15)
\]
\[
\rho_{hv} \approx 0.9987 + 0.008289 D_m - 0.01160 D_m^2 + 0.003513 D_m^3 - 0.0003187 D_m^4 \quad (16)
\]

where the units of \( W=\rho_d q_t \) are \( \text{g m}^{-3} \) and \( q_t \) is the mixing ratio for rain. This allows for quick calculations of polarimetric radar variables from NWP model outputs \( (q_t, N_t) \). The reason for choosing this form for Eq. (13) is to reduce the number of terms/coefficients to simplify the calculation of reflectivity, which already requires the higher-order terms of \( D_m \).

In the case of mixtures such as snow, hail, and graupel, the calculations and parameterizations are more complicated than those of rain because of the increased variability in density during the melting stage and irregular shape, as well as the orientation of the particles. Because most NWP models do not predict the density during the melting process, we estimate the percentage of melting from the relative rain mixing ratio and the density with Eq. (7). For a given species \( x \), polarimetric radar variables are calculated for a set of the volume-weighted mean diameter at a given percentage of melting, and then parameterized as a function of the volume-weighted mean diameter \( D_m \) as follows

\[
Z_h(x) \approx Z_s \left[ a_{Z0}(\gamma_s) + a_{Z1}(\gamma_s) D_m + a_{Z2}(\gamma_s) D_m^2 + a_{Z3}(\gamma_s) D_m^3 \right]^2 \quad (17)
\]
\[
Z_{dr}(x) \approx a_{Z0}(\gamma_s) + a_{Z1}(\gamma_s) D_m + a_{Z2}(\gamma_s) D_m^3 \quad (18)
\]
\[
K_{dp}(x) \approx \rho_x q_t [a_{K0}(\gamma_s) + a_{K1}(\gamma_s) D_m + a_{K2}(\gamma_s) D_m^2]/\rho_x \quad (19)
\]
\[
\rho_{hv}(x) \approx a_{\rho}(\gamma_s) + a_{\rho1}(\gamma_s) D_m + a_{\rho2}(\gamma_s) D_m^2 \quad (20)
\]

Since the fitting coefficients depend on the percentage of melting, the above calculation and fitting procedure is done for different percentages of melting \( (\gamma_s) \). Then, the coefficients of the radar variables are further represented by a polynomial function of \( \gamma_s \)

\[
a_{x,m}(\gamma_s) = \sum_{n=1}^{N} c_{x,m,n} \gamma_s^n \quad (21)
\]

For snow, the percentage of melting and the snow density is defined in Eq. (7) with \( \rho_d = 0.1 \text{ g cm}^{-3} \) and \( \rho_w = 1.0 \text{ g cm}^{-3} \). The shape of snowflakes is assumed to be spheroid with an axis ratio of 0.7, changed from 0.75 which was used in Jung et al. (2008a). They are oriented at a mean angle of zero and standard deviation of 30 degrees, which is increased from the standard deviation of 20 degrees previously used. The purpose for these changes in shape and orientation of snowflakes is to allow a large dynamic range of \( Z_{hv} \) and \( Z_{DR} \). The calculated radar variables of snow for a unit snow water content \( (W_s=\rho_d q_t = 1 \text{ g m}^{-3}) \) and the fitted curves are plotted as a function of the volume-weighted mean diameter for a variety of melting percentages. These are shown in Fig. 1. The fitting coefficients are provided in Table 1.

As shown in Fig. 1a, the reflectivity factor increases as the volume-weighted diameter and the melting percentage increase, which is to be expected because of the enhanced wave scattering due to the increased particle size and increased dielectric constant of melting. The Rayleigh scattering results of the black lines are plotted for dry snow (lower) and wet snow (upper) as a reference, showing that the Rayleigh scattering approximation is almost valid for dry snow for the S-band. In this case, only the first term (0th order term of \( D_m \)) is the main contributor to the reflectivity factor, yielding \( Z_t \approx 0.0027Z \), which is close to that of Rayleigh scattering. \( Z_{hv} \approx ((K_0)^2/|K_0|)Z \approx 0.0021/0.93Z \approx 0.0023Z \) (for the dry snow density of 0.1 g cm\(^{-3}\)) and with the dielectric constant of snow \( 1.143 \). The latter formulation has been used for DA in the NWP community, which is not valid for melting snow. There can be a two-order (20 dB) increase of reflectivity for melting snow, which is well-represented by (17) but is not correctly represented by the Rayleigh scattering approximation previously used.

Figure 1b shows the calculation and fitting results of differential reflectivity \( Z_{dr} \) and \( Z_{dp} \). For dry snow, there is very little increase in \( Z_{dr}/Z_{dp} \) because of the low dielectric constant. As the melting percentage increases, \( Z_{dr} \) increases, and the lines represented by (18) fit well with the calculations. The calculation and fitting results of specific differential phase \( (K_{dp}) \) are shown in Fig. 1c. It is noted that the dependence on volume-weighted mean diameter is not very
important, and the dependence on the melting percentage is not monotonic (first increases, and then decreases). Figure 1d shows the results for the co-polar correlation coefficient, which indicates a general decreasing trend as the size and melting percentage increase. There are some discrepancies in the fitting represented by (20), but the overall trend followed the calculations.

For hail and graupel, the procedure of deriving the parameterized operator is the same as that for snow described above except for using different density and canting angle. The densities of \( \rho_h = 0.917 \text{ g cm}^{-3} \) and \( \rho_g = 0.5 \text{ g cm}^{-3} \) are used for hail and graupel, respectively. The mean canting angle is assumed to be zero, and the standard deviation follows \( \sigma = 60^\circ (1 - 0.8h,g) \), identical to that in Jung et al.

### Table 1. Fitted coefficients for snow at canting angle of 30 degrees.

| Variable   | \( a_{c0} \) | \( a_{c1} \) | \( a_{c2} \) | \( a_{c3} \) |
|------------|--------------|--------------|--------------|--------------|
| \( Z_h \)  | 0.9975       | 0.001041     | -0.001037    | -0.00137    |
| \( Z_d \)  | 0.001180     | 0.1465       | 4.006        | -3.356       |
| \( K_{DP} \) | 0.001650     | -0.07655     | 0.3985       | -0.2848      |
| \( \rho_{hv} \) | 0.9975       | -0.01015     | -0.009316    | 0.001187     |

**Fig. 1.** Calculated (scattered points) and fitted (solid lines) polarimetric radar variables of snow as functions of the volume-weighted mean diameter for a variety of melting percentages: (a) reflectivity \( Z_h \) (dBZ), (b) differential reflectivity \( Z_{dr} \) (dB), (c) specific differential phase \( K_{DP} \, \text{º km}^{-1} \), and (d) co-polar correlation coefficient \( \rho_{hv} \). The solid black lines for dry snow (lower) and wet snow (upper) in (a) are the results of reflectivity for Rayleigh scattering approximation.
Fig. 2. Same as Fig. 1, but for hail.

Fig. 3. Same as Fig. 1, but for graupel.
The calculated and fitted polarimetric radar variables are plotted in Figs. 2 and 3 for hail and graupel, respectively. The fitting coefficients are provided in Tables 2 and 3.

As shown in Fig. 2a, the reflectivity does not always increase as the volume-weighted diameter increases, especially for high percentages of melting. This is because the resonance scattering occurs at around 3 cm for the S-band. Rayleigh scattering results are plotted as the black line, showing its deviation from the T-matrix calculation, while also indicating the limitation of the Rayleigh scattering approximation. It is interesting to note in Fig. 2c that the specific differential phase of hail decreases as the volume-weighted diameter increases. As in Fig. 2d, the co-polar correlation coefficient has complex behavior: in general, a median percentage of melting and large sizes appear to be responsible for a low value of $\rho_{hv}$.

Once the polarimetric radar variables for each species $x$ are calculated from Eqs. (13−20), the final variables for the pixel containing multiple species are calculated by the summation as follows:

$$Z_h = \sum Z_h(x) ,$$

$$Z_{dr} = \frac{\sum Z_h(x)}{\sum Z_h(x)/Z_{dr}(x)} ,$$

$$K_{DP} = \sum K_{DP}(x) ,$$

$$\rho_{hv} = \frac{\sum Z_h(x)Z_{dr}^{-1/2}(x)/\rho_{hv}(x)}{\sum Z_h(x)Z_{dr}^{-1/2}(x)} .$$

While it is straightforward to calculate the aggregate values of $Z_h$, $Z_{dr}$, and $K_{DP}$ from their individual species, the calculation of the aggregate value of $\rho_{hv}$ depends on the scattering differential phase, which can cause further decorrelation [see Eq. (4.86) of Zhang (2016)]. To simplify the calcula-

| Table 2. Fitted coefficients for hail. |
|-------------------------------------|
| $Z_h$ | $c_0$ | $c_1$ | $c_2$ | $c_3$ |
| $a_{z0}$ | 0.4629 | 3.2277 | -8.3043 | 6.112 |
| $a_{z1}$ | 0.00378 | -0.1122 | 0.9452 | -0.7858 |
| $a_{z2}$ | -0.000945 | 0.00682 | -0.0507 | 0.0399 |
| $a_{z3}$ | 0.0000173 | -0.000143 | 0.000798 | -0.000592 |
| $Z_{dr}$ | $d_0$ | $d_1$ | $d_2$ | $d_3$ |
| $a_{d0}$ | 1.0370 | 0.2936 | 1.2434 | -0.2639 |
| $a_{d1}$ | 0.002237 | 0.05320 | -0.1490 | 0.09126 |
| $a_{d2}$ | 0.00000585 | -0.00138 | 0.00293 | -0.00160 |
| $K_{DP}$ | $k_0$ | $k_1$ | $k_2$ | $k_3$ |
| $a_{k0}$ | 0.001111 | 0.0569 | -0.2058 | 0.1062 |
| $a_{k1}$ | 0.00000456 | -0.00255 | 0.00389 | -0.00201 |
| $a_{k2}$ | 0.00000585 | -0.00138 | 0.00293 | -0.00160 |
| $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ |
| $a_{\rho_0}$ | 0.9713 | 0.1725 | -0.4710 | 0.3086 |
| $a_{\rho_1}$ | 0.00595 | -0.0995 | 0.2258 | -0.1325 |
| $a_{\rho_2}$ | -0.000382 | 0.00356 | -0.00725 | 0.00408 |

| Table 3. Fitted coefficients for graupel. |
|----------------------------------------|
| $Z_h$ | $c_0$ | $c_1$ | $c_2$ | $c_3$ |
| $a_{z0}$ | 0.2929 | 3.381 | -4.620 | 2.067 |
| $a_{z1}$ | -0.01265 | 0.1995 | -1.287 | 1.304 |
| $a_{z2}$ | 0.001222 | -0.03455 | 0.1818 | -0.1624 |
| $a_{z3}$ | -0.0000437 | 0.001026 | -0.00546 | 0.004533 |
| $Z_{dr}$ | $d_0$ | $d_1$ | $d_2$ | $d_3$ |
| $a_{d0}$ | 1.0166 | 0.6206 | -0.7519 | 1.493 |
| $a_{d1}$ | 0.002259 | -0.06280 | 0.4363 | -0.3795 |
| $a_{d2}$ | -0.0000423 | 0.004027 | -0.02061 | 0.01564 |
| $K_{DP}$ | $k_0$ | $k_1$ | $k_2$ | $k_3$ |
| $a_{k0}$ | 0.008892 | 0.8146 | 0.5967 | 0.5884 |
| $a_{k1}$ | 0.0007914 | -0.04329 | 0.4235 | -0.3595 |
| $a_{k2}$ | -0.0000576 | 0.002299 | -0.02054 | 0.01433 |
| $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ | $\rho_{hv}$ |
| $a_{\rho_0}$ | 0.9922 | -0.08531 | 0.2423 | -0.1572 |
| $a_{\rho_1}$ | 0.001304 | -0.007104 | -0.02293 | 0.02548 |
| $a_{\rho_2}$ | -0.0000917 | -0.0009716 | 0.004021 | -0.002807 |
tion, the scattering differential phase is neglected in Eq. (25), but a power term \( \alpha \) is introduced after the calculation to make \( \rho_{hv} \rightarrow \rho^4_{hv} \) and to take into account the decorrelation effects caused by the differential scattering phase difference among species. \( \alpha \) is typically in the range of \([1.2, 2.0]\) and is assumed to be 1.5 in the example shown in the next section.

While physically-based PRD operators are derived and provided, it is worthwhile to assess the error covariance for DA use. The observation error covariance \( R \) of PRD contains both measurement errors and observation operator errors. The measurement/estimation errors due to finite samples are well-studied and understood (Doviak and Zrnic 1993, Bringi and Chandrasekar, 2001; Zhang, 2016). The typical values of these errors for a well-calibrated weather radar are listed in the center column of Table 4. The operator errors are more complicated, which depend on microphysical modeling in DSD/PSD, shape, orientation, composition, truncation, temperature, etc., and can be larger than that of measurements (Andrić et al., 2013). Based on the results shown in Figs. 1–3 and our experience in running simulations, the typical values are given in the right column of Table 4. It is noted that the operator errors are usually much larger than those of the statistical errors in measurements. Furthermore, the operator errors are not random fluctuations and cannot be easily mitigated by averaging. This makes the usage of PRD with weak polarimetric signatures difficult, which will be addressed in a separate study.

4. Test with NWP simulations

To test the derived parametrized PRD operators, we apply them to an ideal case and a real case, described as follows.

4.1. Ideal case

In the idealized case, we use a non-hydrostatic, fully compressible Advanced Research Weather Research and Forecasting (WRF-ARW) model, version 3.8.1, for the simulation of a supercell storm in a three-dimensional space (Skamarock et al., 2008). The horizontal grid spacing is 1 km with 80 grid points in both the east-west and north-south directions. Vertically, 40 stretched levels up to 20 km above ground level (~50 hPa) are chosen. Open boundary conditions for lateral and Rayleigh damping along the top boundary are used for this idealized case.

The WRF-ARW is integrated for two hours. A sounding from a supercell event that occurred on 20 May 1977 Del City, Oklahoma is used for simulating the storm environment. A thermal bubble is added to the potential temperature field to initiate convection (Weisman and Klemp, 1982; Adlerman and Droegemeier, 2002; Noda and Niino, 2003). This warm bubble of 3 K is centered at the location of (60 km, 5 km, 1.5 km) and has 10 km horizontal radius and 1.5 km vertical radius inside the model domain. The standard 1.5-order TKE closure scheme is chosen for the turbulence parameterization. A two-moment microphysics scheme of Milbrandt and Yau (2005a, b) is adopted in this study.

During the two-hour truth simulation, the cloud forms around 10 min, rainwater appears at 15 min, ice hydrometeors are generated at 20 min, and a single convective cell develops in the first 30 min (not shown). The storm reaches its mature stage at 40 min, starts to split, and slightly weakens. At two hours into the model integration, the right-splitting cell tends to dominate, as indicated by a clear hook echo and strong updraft.

Four polarimetric radar variables of \( Z_{H}, Z_{DR}, K_{DP}, \) and \( \rho_{hv} \) are calculated from the WRF model output after the 2-h integration using the numerical integration documented in Jung et al. (2010) and the new parameterized operators described above. For the horizontal reflectivity \( Z_{H} \) (Fig. 4), the general patterns are quite similar in both the horizontal slice and the vertical slice. Maximum reflectivity for the new operator is over 1 dB or slightly greater than that of the numerical integration method. The reflectivity values are slightly larger than those in the anvil area and the hook echo looks sharper in the right moving cell for the new operator (Fig. 4a vs 4b).

The range for the differential reflectivity \( Z_{DR} \) has slight differences, but the general patterns are still quite similar, and they all look reasonable (Fig. 5). It is difficult to say which one is more reasonable. The calculated specific differential phase fields \( (K_{DP}) \) for both methods are also very close, the values at middle levels (around 4−5 km) by the new operator are greater than that of the numerical integration method (Fig. 6b vs 6d). There are some differences between the two sets of calculated co-polar correlation coefficients \( (\rho_{hv}) \), especially in the lower values associated with the hail and melting snow area. But in general, two sets of operators are comparable (Fig. 7).

4.2. Real case

To more systematically examine the performance of the new parameterized operators in comparison with the old numerical integration method, a real data case is presented as follows. A volatile weather event occurred across north-central Kansas during the afternoon of May 1, 2018. Multiple supercells spawned a dozen tornadoes including a long track EF-3, though no injuries or fatalities were reported. The event was observed by several operational WSR-88D radars. Here we give an example of the event detected by the KUEX radar in Hastings, Nebraska.

As with the idealized case, the WRF model is used for the simulation of this multiple supercell event. The microphysics used is the same as described earlier. The horizontal grid
spacing is 1.5 km with 500 grid points in both the east-west and north-south directions. Vertically, 50 stretched levels up to 20 km above ground level (~50 hPa) are chosen. Radar measured radial velocity data and reflectivity data are assimilated into the WRF model through a variational data assimilation scheme (Gao et al., 2012) with a rapid cycle (every 15 minutes) for two hours from 1900 UTC to 2100 UTC, then a one hour forecast is launched. The reflectivity forecast result at 2200 UTC is compared with the radar reflectivity observations which are interpolated to model grid points for easy comparison. Since the radar best observed this event in the middle levels, radar observations at 5 km above ground level (AGL) are presented for this real data case.

Figure 8 represents the observed and the simulated horizontal reflectivity \( Z_H \) at 2200 UTC May 1, 2018, during this event. The \( Z_H \) observations show a squall line with several embedded supercells over Nebraska and Kansas, with a maximum reflectivity of 66 dBZ (Fig. 8a). The vertical slice though the model location at \( x = 155 \) km shows two supercells extended over 10 km above ground level, though an obvious “cone of silence” exists (Fig. 8b). When examining the simulations, high values of \( Z_H \) with comparable values are also present close to the radar observations in both old operators and new operators. Both sets of operators cover a wider area than in the observations. The storm cell line is more reasonable along southwest-northeast direction for the new parameterized operators (Fig. 8e) than that of the old operators in central Nebraska (Fig. 8c). The vertical extension of the two supercells is also well simulated, though a weak spurious cell exists in between two major supercells (Fig. 8d vs 8f).

In agreement with areas of large \( Z_H \) values for the storms, observed \( Z_{DR} \) mostly reaches between 1.0 to 5.0 dB and most of the strong signals are limited to below 15 km...
AGL, though there are outliers that may push the maximum \( Z_{DR} \) up to 7.9 dB (Figs. 9a, b). For the simulations, the range of values for \( Z_{DR} \) in most areas are close to the observations for both the new and old operators in the area where simulated storms exist. It looks most values related to the model simulation for the new operators are between 1.0 to 4.0 dB (Figs. 9c–9f) which better matches the reflectivity of the storm cores (Fig. 8c–8f). In the vertical direction, the simulated, relatively large values for \( Z_{DR} \) are also limited to below 8 km AGL. In terms of separation of storm cells, the simulated \( Z_{DR} \) cores (Fig. 9f) better match the reflectivity cores (Fig. 8f) using the new operators compared to using the old operators (Fig. 9d vs 8d).

For specific differential phase \( K_{DP} \), the observed values in a range from 2 to 4 ° km\(^{-1}\) are closely associated with the main storm areas, which is indicative of strong reflectivity cores (Figs. 10a, 10b vs Figs. 8a, 8b). In the vertical direction, the area of the largest simulated \( K_{DP} \) values is associated with the major supercell in this slice for both the old and new operators, and both agree with the observations in the major storm core (Figs. 10d, f vs Figs. 8d, f). The vertical extension of the high values for \( K_{DP} \) is a little bit deeper than that of \( Z_{DR} \) (Figs. 10d, f vs Figs. 9d, f). This indicates that \( K_{DP} \) may be more useful in terms of identifying strong storms. In this case, the high amounts of null or close to zero values for \( K_{DP} \) are associated with locations where the simulated \( Z_H \) is lower than 25 dBZ, corresponding to small amounts of hydrometeor contents simulated by both sets of operators. This is because \( K_{DP} \) has a large relative estimation error in measurements for light precipitation. This feature is consistent with the findings of Thomas et al. (2020).

Regarding the co-polar correlation coefficient \( \rho_{hv} \) (Figs. 11a, b), the values are very close to 0.96 to 0.97 in the area of the melting layer and above (around 3 km), indicating a composition of mostly mixed liquid and ice hydrometeors. Far from the radar, \( \rho_{hv} \) values increase up to 1, indicating a more homogeneous hydrometeor distribution for small
particles. In both simulations (Figs. 11c, e), most of the areas where $Z_H$ is greater than zero dBZ are also associated with a $\rho_{hv}$ close to 1, corresponding to very homogeneous areas in the observations. Furthermore, the melting layer is visible in the simulation in both sets of the operators (Figs. 11d, f). Mixed phases of hydrometeors in or near melting layers lead to low $\rho_{hv}$ values, especially for the new operators (Fig. 11f). The simulation results for $\rho_{hv}$ with the new operators more closely matched the observations than the simulated results obtained using the old operators (Fig. 11d vs 11f).

4.3. Comparison of computational efficiency

For the idealized case, it takes 10.55 seconds to run the PRD simulation using the old numerical integration method. In comparison, it takes only 0.098 seconds to complete the simulation with the new parameterized operators on a single node of the University of Oklahoma Supercomputer named Schooner (Table 5). For the real data case, the model domain is bigger. It takes 243.1 seconds for the old operator and 2.287 seconds for the new simplified operators. In general, the new PRD simulation uses less than one percent of the computing time compared to the old one. The PRD operators or simulators can be used in any data assimilation scheme in which PRD can be assimilated into NWP models, such as the WRF model to improve short-term, convective scale, high-resolution NWP forecasts. In such applications, the impact of the new PRD operators with less computational time can be significant because the PRD simulations need to be performed many times until convergence is reached in the DA analysis. The use of the new, more computationally efficient PRD operators may greatly help forecasters or decision-makers quickly deliver their operational products to the public.

5. Summary and discussions

To better and efficiently use PRD, a set of parameter-
ized observation operators are developed to link PRD and NWP model-predicted hydrometeor mixing ratios of rain, snow, hail, and graupel, as well as number concentrations of each species. The model equivalent polarimetric radar variables are calculated based on the T-matrix calculation of wave scattering and the integrations of scattering weighted particle size distribution. These polarimetric radar variables are then fitted to simple functions of water content (or reflectivity factor) and volume-weighted mean diameter of the hydrometeor particle size distribution. The new operators have simple polynomial function forms of hydrometeor mixing ratios and mass/volume-weighted mean diameters, which can be easily implemented and modified. The polynomial form allows for easy calculation of the derivatives for variational analysis.

The parameterized PRD operators are applied to an ideal case and a real case by transferring the WRF model output to equivalent polarimetric radar variables to show the operators’ validity, applicability, and efficiency. A double-moment microphysical parameterization scheme is used during WRF model integration. Considering both case studies, it is generally found that realistic simulations of polarimetric variables can be realized through parameterized and simplified forward operators. The parameterized operators use less than one percent of the computing time of the old PRD simulators to complete the same simulations. The high efficiency in computation and easy implementation/modification make it a good candidate for PRD simulation and assimilation usage.

It is worth to note that the parameterized operators are derived based on the assumptions of constant density for each species of hydrometeor. They are applicable to those NWP models that have microphysical parameterization schemes which contain the same assumptions. Although the parameterized operators are tested on the WRF with double-moment microphysics, they can also be applied to the NWP models with a single moment microphysical parameterization scheme in which the volume-weighted mean diameter

Fig. 7. The same as Fig. 4, but for the row co-polar correlation coefficient ($\rho_{hv}$).
Fig. 8. Radar PRD horizontal reflectivity at $z = 5$ km (a) observed by KUEX radar (through 3D linear interpolation); (c) one-hour model forecast simulated using the numerical integration; (e) one-hour model forecast simulated using the new PRD operators and their corresponding vertical slice through longitude of 98.25°N near 2200 UTC 1 May 2018 (b, d, f).
Fig. 9. The same as Fig. 8, but for differential reflectivity ($Z_{DR}$).
Fig. 10. The same as Fig. 8, but for differential reflectivity ($K_{DP}$).
Fig. 11. The same as Fig. 8, but for the co-polar correlation coefficient ($\rho_{hv}$).
can be calculated from the hydrometeor mixing ratio. It is not our intention for the parameterized operators to be used in other model microphysical schemes such as triple-moment parameterization or bin model microphysics.
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