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Abstract. Convolutional neural networks have been applied in the field of single-image super-resolution (SISR) and have achieved a series of outstanding results. However, most of the SISR research still attempt to pursue wider and deeper network structure, without paying enough attention to the correlations between different features. In order to solve these problems, deep residual fusion network (DRFN) is proposed for more powerful feature expression and feature learning. Specifically, we propose a feature fusion group (FFG) structure, which can effectively use the relevant features extracted from the residual attention group (RAG) and fuse them to be more discriminative. Residual attention group (RAG) includes channel attention module (CAM) and spatial attention module (SAM), which uses attention mechanism to refine features. DRFN also makes full use of nested residual connections, skipping redundant low-frequency information to enhance circulation, thereby focusing the calculation on more important high-frequency components. Extensive experimental results have proved the effectiveness of our model. And our model finally achieves excellent performance in terms of both quantitative metrics and visual quality.

1. Introduction
The single-image super-resolution (SISR) problem aims to obtain corresponding high-resolution (HR) images from low-resolution (LR) images, which can be applied to medical imaging [1] and object recognition [2]. The issue has received widespread attention. However, any LR image can correspond to multiple HR images, so the SISR problem is an ill-posed problem. In order to solve this problem, a large number of super-resolution (SR) methods have been proposed to learn the mapping from LR to HR.

Recently, deep convolutional neural networks (CNNs) have achieved unprecedented success in various fields. In the field of SISR, methods based on CNNs have made significant progress compared with traditional methods. A series of CNN-based methods have been proposed, such as SRCNN [3], VDSR [4], EDSR [5]. Using CNN to learn the representation of structured data, the performance of SISR continues to improve. The depth of the network is further deepened, and the connectivity of the architecture is growing. Although the latest results have made great progress, the structure based on CNNs still has some limitations.

On the one hand, most CNN-based SR methods do not make full use of the original information of LR images, and only consider the design of deeper and wider networks. But blindly stacking residual blocks can not achieve better performance. On the other hand, the original LR image has a lot of low-frequency information, which does not need too much calculation. Not paying enough attention to the
acquisition of high-frequency information, a lot of high-frequency information is lost in the process of reasoning.

In order to solve these problems, we propose the deep residual fusion network (DRFN) to make full use of the information of the original LR image. We regard the residual attention group (RAG) as the basic module of the network, and improve the resolution of the network through nested residual connections. Inspired by [6], we apply the attention mechanism to the model. The channel attention module (CAM) is added to learn the interdependence between feature channels, and the spatial attention module (SAM) is used for feature refinement, so that our proposed network can focus on more useful positions. Feature fusion group (FFG) fuse multi-scale features to effectively utilize global information, and uses the complementarity between high and low-level features to extract more comprehensive LR features.

Compared with other advanced SR methods, our method obtains better visual quality and restores more image details. In summary, the main contributions of this article are as follows:

(1) A very efficient DRFN network is proposed, which can achieve higher precision on image SR. Compared with other SR methods,

(2) Our DRFN can use the attention mechanism and feature fusion method to effectively combine local and global information, and extract and fuse LR image features more efficiently to obtain better SR performance.

(3) We can skip a large amount of low-frequency information through nested residual connection, and concentrate the computing power on obtaining effective information.

2. Related Work

As a hot topic in the field of computer vision, SISR has been widely studied. The method to solve the problem proposed by the previous researchers is based on interpolation [7], which is simple and fast. However, applying the same method to all images means that the HR image obtained may not be the optimal solution of this LR image. Later, methods based on priors were proposed, such as non-local similarity prior [8] and sparse prior [9]. Compared with interpolation-based methods, this method specifically generates HR images with higher quality, but still has defects in statistics and application of prior information.

In the field of SISR, Dong et al. first applied CNN to SR and proposed an SRCNN [3] with three convolutional layers, which achieved the best performance of SR at that time. When He et al. proposed ResNet [10], SISR introduced the concept of residual learning. Residual learning bypasses the useless low-frequency information and focuses on the learning of the high-frequency part between the HR image and the LR image. Therefore, it is particularly suitable for SISR. Kim et al. designs VDSR [4] and DRCN [11] based on residual learning to deepen the network layer and achieve better results.

Then ledig et al. used the structure of ResNet [10] to build a deeper network SRGAN [12]. Based on their results, Lim et al. proposed EDSR [5] to modify the stacked residual block and delete unnecessary content. With EDSR [5], the peak signal-to-noise ratio (PSNR) has been significantly improved. Network depth is very important for vision tasks, but stacking too many residual blocks does not bring improvement.

In addition to considering depth, other networks such as DBPN [13] use feedback mechanisms to build interdependent up-sampling modules, and DRRN [14] uses recursive blocks. However, most of these methods do not specifically consider the acquisition of high-frequency information, which hinders the improvement of deep network capabilities of feature extraction.
3. Deep Residual Fusion Network (DRFN)

3.1. Network architecture

![Diagram of network architecture DRFN](image)

Fig.1 The proposed network architecture DRFN

As shown in Fig.1, our deep residual fusion network (DRFN) is mainly composed of four parts: shallow feature extraction, feature fusion group (FFG) based deep feature extraction, upscale module, reconstruction part.

Taking the low-resolution image $I_{LR}$ as the input of the network and the super-resolution image $I_{SR}$ as the output, we first extract the shallow feature from the LR:

$$F_{SF1} = \Phi_{SF1}(I_{SR})$$  \hspace{1cm} (1)

$\Phi_{SF1}$ represents the convolution operation of shallow feature extraction, and $F_{SF1}$ is the feature extracted after this operation. Next, we use $F_{SF1}$ as the input of deep feature extraction to generate deep feature

$$F_{DF} = \Phi_{RA}(F_{SF1}) + \Phi_{FF}(F_{SF1} + F_{SF2} + \ldots + F_{SG}) + F_{SF1}$$  \hspace{1cm} (2)

$\Phi_{RA}$ represents $G$ residual attention groups (RAGs) in the deep feature extraction part. $\Phi_{FF}$ represents the feature fusion (FF) operation, $F_{SG}$ is the feature obtained after passing the $G - th$ RAG. And this part uses residual learning to add the extracted features to $F_{SF1}$. As far as I know, our method allows the network to achieve a deeper depth, provides a very large receptive field, and bypass the abundant low-frequency information, which is the most important part of the network to extract features.

Finally, the upscale module is used to enlarge the image and reconstruct it

$$I_{SR} = \Phi_{REC}(\Phi_{UP}(F_{DF})) = \Phi_{SR}(I_{LR})$$  \hspace{1cm} (3)

$\Phi_{UP}$ represents the upscale module. $\Phi_{REC}$ represents the reconstruction module. And $\Phi_{SR}$ represents our whole model. At present, there are pre-upscale, transposed convolution [15], and ESPCN [16] methods. After experiments, it is found that the ESPCN [16] method is better than pre-upscale, and can achieve a balance between performance and computational burden.

Finally, DRFN should be optimized through loss function. Some loss functions including L1, L2, perception loss, etc. have been applied to SISR. In order to show the effectiveness of the model, we choose L1 loss. Given $N$ LR, HR images $\{I_{LR}, I_{HR}\}_{i=1}^{N}$

$$L_{C}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \|H_{SR}(I_{SR}), I_{HR}\|_{1}$$  \hspace{1cm} (4)

$\theta$ represents the parameters of the network. The loss function adopts the method of adam [17] gradient optimization. More training and testing details will be given in Sec. 4.1.

3.2. Feature fusion group (FFG)

One of our important innovations is the efficient extraction of deep features. Now we will describe this part in detail. The deep feature extraction part is composed of feature fusion group (FFG), which includes $G$ residual attention groups (RAG). As shown in Fig.2, each RAG includes $M$ residual blocks,
channel attention module (CAM) and spatial attention module (SAM). This structure can be designed to train a CNN network with more than 400 layers.

Studies have proved that deepening the layers of CNNs is vital in computer vision tasks, but blindly stacking basic modules in SISR does not improve performance. There are problems such as gradient disappearance and explosion. With this in mind, we thought about designing a hierarchical structure and proposed RAG as our basic module. We stacked $M$ residual blocks to form a basic RAG, and used the attention mechanism to get more discriminative representations.

Let $F_{g}$ be the feature obtained after $g$-th RAG, the $g$-th RAG can be expressed as

$$F_{g} = \Phi_{SA}(\Phi_{CA}(X_{g,M})X_{g,M})X_{g,M} + F_{g,M-1}$$

(5)

$\Phi_{SA}$ and $\Phi_{CA}$ represent spatial attention and channel attention operations, respectively. $F_{g}$ is the feature obtained after $g$ RAG modules, and $X_{g,m}$ is the feature obtained after residual blocks. Feature fusion (FF) operation splices and convolves the adjacent features extracted by RAG to fuse the features. After that, SAM operation is performed to refine the features. Finally, all the feature maps are merged together

$$F_{FF} = \Phi_{FF}(F_{SF1} + \cdots + F_{SFg} + \cdots + F_{SFg})$$

(6)

$\Phi_{FF}$ is the FF operation, $F_{FF}$ is the feature after FF.

3.3. Implementation details

We now describe the details of the proposed DRFN algorithm. First, we applied a convolutional layer with a kernel size of $3 \times 3$ for shallow feature extraction. After the convolution, the kernel size of the channel-downscaling, channel-upscaling, and feature fusion convolution layers of CAM is $1 \times 1$. The convolution kernel of SAM is $7 \times 7$. In addition to these, all others use a convolution kernel of $3 \times 3$ to keep the size of the feature map fixed.

In the part of deep feature extraction, we set the number of RAG to 16. There are 8 residual blocks in each RAG. In CA module, we use $1 \times 1$ convolution filter with reduction ratio 16, thus channel-downscaling has 4 filters. The other RAG convolution filters are all 64. For upscale module, we choose to use ESPCN [16]. The final convolutional layer outputs 3 channels to produce RGB images.

4. Experiments

4.1. Setting details

(1) datasets

We choose the DIV2K [18] data set as the training set, which includes 800 high-definition training pictures and 100 test pictures. For testing, we use 5 standard benchmark datasets: Set5 [19], Set14 [20], B100 [21], Urban100 [22], and Manga109 [23]. The final SR image is evaluated by peak signal-to-
noise ratio (PSNR) and structural similarity index (SSIM) indicators on Y channel of transformed YCbCr space.

(2) training settings

In each mini-batch, we randomly select 16 LR patches as the network input. The model uses Adam [17] optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.99$, and $\epsilon = 10^{-8}$. The initial value of the learning rate is set to $10^{-4}$, and the halving operation is performed every 1000 epochs. The algorithm uses the PyTorch [24] framework on an Nvidia 1080Ti GPU. Each epoch requires approximately 80s.

In order to show the effectiveness of the model, the experiment was performed on Bicubic (BI) degradation models [25], and the scaling factor was selected as 4.

4.2. Ablation study

The main modules of DRFN are FFG and RAG. We use the Set14 [20] ($\times 4$) data set as the test set to compare the PSNR model variants and measure the effects of FF and connection of RAG in the network. The results are shown in Tab.1.

(1) Feature fusion (FF)

To prove the effect of our proposed FF, we removed this operation from the very deep network. When FF is deleted, the PSNR value on Set14 [20] is relatively low, regardless of other parts. Compared with the original network after adding FF, the performance has been improved. These comparisons prove that our proposed FF structure is effective for deep networks.

(2) long and short connection

First of all, we found that the model with long and short connection is much better than the baseline, indicating that the module is useful. After adding other modules, it can still improve PSNR. It is very difficult to improve the PSNR when the current network depth is very deep, and RAG can improve the algorithm performance because the module can make the low frequency information flow and extract high frequency information more.

| Feature fusion (FF) | $\sqrt{}$ | $\sqrt{}$ | $\sqrt{}$ |
|----------------------|----------|----------|----------|
| long and short connection | 27.56 | 27.76 | 27.70 | 27.79 |

4.3. Compare with the state-of-the art methods

Compare our proposed DRFN with the latest algorithms: SRCNN [3], FSRCNN [26], VDSR [4], LapSRN[27], MemNet [28], EDSR [5], SRMDNF [25], RDN[29], DCSR [30] and MSRN [31]. Tab.2 shows the quantitative evaluation results of our $\times 4$ scale factor.

The results clearly show that our method is superior to most current methods. After self-ensemble operation, even the highest PSNR was achieved in all models. Although RDN [29] shows better performance, we can see from the Fig.5 that it has approximately 22M parameters. Compared with the 5.2M parameters of our model, we have achieved similar performance with huge differences in parameters. Our DRFN can use FF to integrate global information without excessively increasing the depth and width of the network to extract more resolving features. The network we proposed achieves a balance between computing power and accuracy.

Visual quality

Moreover, we have given qualitative results in the Fig.4 and Fig.5, and the results of other methods are all from RDN [29]. Observed by the image "img_004", the images restored by most methods are relatively blurry. Only our images can get a more accurate lattice structure and restore more details. In the "Yumeiro-Cooking" image, we can also see more details restored by our proposed DRFN model, which is different from the fuzzy lines produced by other methods.

These results all show that our model can extract deep features in the image. The recovery of high frequency information is more difficult. But our DRFN can get more image details.
### Table 2. Quantitative Comparisons of state-of-the-art methods for BI degradation model.

| Method(×4) | Set5[19] | Set14[20] | B100[21] | Urban100[22] | Manga109[23] |
|------------|----------|-----------|----------|--------------|--------------|
|            | PSNR     | SSIM      | PSNR     | SSIM         | PSNR         |
| Bicubic    | 28.42    | 0.8104    | 26.00    | 0.7027       | 25.96        |
| SRCNN [3]  | 30.48    | 0.8628    | 27.50    | 0.7513       | 26.90        |
| FSRCNN[26] | 30.72    | 0.8660    | 27.61    | 0.7550       | 26.98        |
| VDSR [4]   | 31.35    | 0.8830    | 28.02    | 0.7680       | 27.29        |
| LapSRN [27]| 31.54    | 0.8850    | 28.19    | 0.7720       | 27.32        |
| MemNet [28]| 31.74    | 0.8893    | 28.26    | 0.7723       | 27.40        |
| EDSR[5]    | 32.46    | 0.8968    | 28.80    | 0.7876       | 27.71        |
| SRMDNF[25] | 31.96    | 0.8925    | 28.35    | 0.7787       | 27.49        |
| RDN [29]   | 32.47    | 0.8990    | 28.81    | 0.7871       | 27.72        |
| DCSR [30]  | 31.58    | 0.8870    | 28.21    | 0.7715       | 27.32        |
| MSRN [31]  | 32.07    | 0.8903    | 28.60    | 0.7750       | 27.52        |
| DRFN       | 32.16    | 0.8936    | 28.62    | 0.7797       | 27.55        |

#### 4.4. Model complexity analysis

We hope to get better results and improve the accuracy of the results with limited computing resources. Therefore, we compare the performance of the models. In Fig.5, we can find that our model achieves similar performance with fewer parameters than RDN [29] and EDSR [5]. These results all show that our model performs better under the same computing power.

![Fig.3 Qualitative results for 4× SR with BI model on Urban100 [22]](image1)

![Fig.4 Qualitative results for 4× SR with BI model on Manga109 [23]](image2)
Fig. 5 Comparison of memory and performance. Results are evaluated on Set14 [20](×4).

5. Conclusion

We proposed deep residual fusion network (DRFN) to obtain high-quality super-resolution (SR) images. Specifically, feature fusion group (FFG) uses the attention mechanism to learn the correlation between features. Feature fusion utilizes the complementarity between high and low level features to extract more comprehensive features. At the same time, the network uses residual learning to circulate redundant information and concentrate the calculations on high-frequency components. A large number of experiments on SR using the bicubic (BI) degradation model proved the effectiveness of DRFN.
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