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Abstract

We show that a quantized large-scale system with unknown parameters and training signals can be analyzed by examining an equivalent system with known parameters by modifying the signal power and noise variance in a prescribed manner. Applications to training in wireless communications and signal processing are shown. In wireless communications, we show that the optimal number of training signals can be significantly smaller than the number of transmitting elements. Similar conclusions can be drawn when considering the symbol error rate in signal processing applications, as long as the number of receiving elements is large enough. We show that a linear analysis of training in a quantized system can be accurate when the thermal noise is high or the system is operating near its saturation rate.
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In this paper, we consider the system

\[ y_t = f \left( \sqrt{\frac{\rho}{M}} G x_t + v_t \right), \]

where \( x_t \) and \( y_t \) are the input and output at time \( t \) with dimensions \( M \) and \( N \), \( G \) is an unknown complex \( N \times M \) random matrix whose elements have iid real and imaginary components with zero-mean half-variance common distribution \( p_{\tilde{g}}(\cdot) \), and \( x_1, x_2, \ldots \) are independent of \( G \), and their elements have iid real and imaginary components with zero-mean half-variance common distribution \( p_{\tilde{x}}(\cdot) \). The elements of \( v_t \) are iid circular-symmetric complex Gaussian \( \mathcal{CN}(0,\sigma^2) \), independent of the input and \( G \), \( f(\cdot) \) is an element-wise function that applies \( b \)-bit uniform quantization \( f(\cdot) \) to each element, and the real and imaginary parts are quantized independently. When \( \sigma^2 = 1 \), the quantity \( \rho \) is nominally called the signal-to-noise ratio (SNR) because it represents the ratio of the average signal energy \( (\rho/M)E\|Gx_t\|^2 = \rho N \) to noise variance \( N\sigma^2 = N \), before quantization.

The quantizer \( f(\cdot) \) with \( b \) bits has \( 2^b - 1 \) real quantization thresholds defined as

\[ r_k = (-2^{b-1} + k)\Delta, \quad \text{for } k = 1, 2, \ldots, 2^b - 1, \]

where \( \Delta \) is the quantization step size. We define \( r_0 = -\infty \), and \( r_{2^b} = +\infty \) for convenience. The output of the quantizer indicates the quantization level: \( f(w) = k \) for \( w \in (r_{k-1}, r_k] \) and \( k = 1, \ldots, 2^b \). We use \( b = \infty \) to denote the case when \( f(w) = w \) for \( w \in \mathcal{R} \) (quantizer is removed). When the input to the quantizer is a complex number, its real and imaginary parts are quantized independently. Often, \( \Delta \) is designed as a function of \( b \) to make full use of each quantization level. It is assumed throughout our numerical results that \( \Delta \) is chosen such that \( f(w) = 1 \) or \( f(w) = 2^b \) with probability \( 1/2^b \) when the input distribution on \( w \) is real Gaussian with mean zero and variance \( (1+\rho)/2 \). For example, when \( b = 2 \), we have \( \Delta = 0.47\sqrt{\rho + 1} \) and when \( b = 3 \), we have \( \Delta = 0.27\sqrt{\rho + 1} \). However, the main trends and conclusions contained herein are not sensitive to these choices.

The system has a “blocklength”, denoted as \( T \), during which the unknown matrix \( G \) is constant, and after which it changes independently to a new value. It is desired to send known training
signals from which information about $G$ can be learned from the $(x_t, y_t)$ input-output pairs. Note that the nonlinearity $f(\cdot)$ may make it difficult to obtain accurate information about $G$ during training, but it is also conceivable that only limited information about $G$ is needed, depending on the desired application of the model (I).

The model (I) is widely used in wireless communications and signal processing models [1]–[10], where $x_t$ and $y_t$ are the transmitted and received signals at time $t$ in a multiple-input-multiple-output (MIMO) system with $M$ transmitters and $N$ receivers, $G$ models the channel coefficients between the transmitters and receivers, $T$ is the (integer) coherence time of the channel in symbols, $v_t$ is the additive noise at time $t$, $f(\cdot)$ models receiver effects such as quantization in analog-to-digital converters (ADC’s) and nonlinearities in amplifiers. For example, single-bit ADC’s with $f(x) = \text{sign}(x)$ are considered in [2], [3], and low-resolution ADC’s with uniform quantizers are considered in [8], [9]. Part of the coherence time is typically used for training to learn $G$, while the remainder is used for data transmission or symbol detection. So-called “one-shot” learning is considered in [1]–[3] where $G$ is learned only from training, while [4]–[9] allows $G$ to be refined after training. Often, linearization of $f(\cdot)$ is used to aid the analysis [2], [3]. We are primarily interested in one-shot learning in the limit $T \to \infty$, when closed-form analysis is possible.

Using a training-based lower bound on mutual information for large-scale systems [11], we show that (I) can be analyzed by examining an equivalent system with known parameters by modifying the signal power and noise variance in a prescribed manner. We show that the number of training signals can be significantly smaller than the number of transmitting elements in both wireless communication and signal processing applications. We show that a linear analysis of (I) can be accurate when the thermal noise is high or the system is operating near its saturation rate.

II. EQUIVALENCE IN ENTROPY AND MUTUAL INFORMATION

Let $B = \lceil \tau T \rceil$ be the training time where $\tau \in (0, 1]$ is the fraction of the blocklength used to learn $G$. We allow $N$ and $M$ to increase proportionally to the blocklength $T$ as $T \to \infty$. The
ratios are
\[ \alpha = \frac{N}{M}, \quad \beta = \frac{T}{M}. \]  
(3)

Define \( X_t = [x_1, x_2, \cdots, x_t] \), \( Y_t = [y_1, y_2, \cdots, y_t] \), and
\[
I'(X; Y) = \lim_{T \to \infty} \frac{1}{N} I(X_{B+1}; Y_{B+1} | X_B, Y_B),
\]
(4)
\[
\mathcal{H}'(Y|X^+) = \lim_{T \to \infty} \frac{1}{N} H(Y_{B+1} | X_{B+1}, Y_B),
\]
(5)
\[
\mathcal{H}'(Y|X) = \lim_{T \to \infty} \frac{1}{N} H(Y_{B+1} | X_B, Y_B).
\]
(6)

The quantities (4)–(6) are shown in [11] to play an important role in determining the optimum amount of training in a system with unknown parameters. We show that these quantities equal those of another "equivalent system" where \( G \) is known, which is stated in the following theorem.

**Theorem 1.** For the system (1) with \( B \) input-output training pairs \( (X_B, Y_B) \),
\[
I'(X; Y) = \lim_{T \to \infty} \frac{1}{N} I(\bar{x}; \bar{y}|G),
\]
(7)
\[
\mathcal{H}'(Y|X^+) = \lim_{T \to \infty} \frac{1}{N} H(\bar{y}|G, \bar{x}),
\]
(8)
\[
\mathcal{H}'(Y|X) = \lim_{T \to \infty} \frac{1}{N} H(\bar{y}|G).
\]
(9)
where the mutual information and entropies of the right-hand sides of the above equations are derived from the system
\[
\bar{y} = f \left( \sqrt{\bar{\rho}/M} \bar{x} + \bar{v} \right),
\]
(10)
where \( G \) is known at the receiver, \( \bar{x} \) is distributed identically to \( x_t \), the entries of \( \bar{v} \) are iid \( \mathcal{CN}(0, \bar{\sigma}^2) \), and \( \bar{\rho}, \bar{\sigma}^2 \) are defined as
\[
\bar{\rho} = \rho (1 - E_G), \quad \bar{\sigma}^2 = \sigma^2 + \rho \cdot E_G,
\]
(11)
where \( E_G \) is
\[
E_G = \lim_{T \to \infty} \frac{1}{MN} E \left\| G - \hat{G} \right\|_F^2,
\]
(12)
with \( \hat{G} = \mathbb{E}(G|X_B, Y_B) \).

**Proof:** Please see Appendix A

The theorem is similar to some well-known results for the linear-system model \( y_t = \sqrt{\frac{T}{M}} G x_t + v_t \) (which omits the \( f(\cdot) \) function in (1)), where the unknown \( G \) is replaced by its minimum mean-square error (MMSE) estimate obtained from the training signals, and the system is converted to one where \( G \) is known, and the estimation error is converted to Gaussian noise that is added to \( v_t \). Generally, these existing results are in the form of lower bounds on mutual information that come from approximating the estimation error as (worst-case) Gaussian noise that is independent of \( v_t \) [1], [12]. However, there are some key differences in Theorem 1: (i) The theorem applies in the large-scale system limit, and provides exact equalities, not just lower bounds; (ii) As a result of the large-scale limit, the model (1) does not require Gaussian assumptions on \( G \) or \( x_t \), worst-case noise analysis, or any linearization of the quantizer \( f(\cdot) \).

This theorem is useful because quantities such as the entropies and mutual informations for the model (1) with known \( G \) are generally easier to compute than those for unknown \( G \), and the effect of the unknown \( G \) is converted to the parameter \( \mathcal{E}_G \), which is the large-scale limit of MSE in the MMSE estimate of \( G \). This is of value in Sections III–IV, where known-\( G \) results are leveraged to obtain results in communication and signal processing problems where \( G \) is estimated through training. Although we compute large-scale limits, it is anticipated that the results herein provide good approximations for systems with finite \( M, N, \) and \( T \) simply by substituting the \( \alpha \) and \( \beta \) computed for the finite-dimensional system into the limiting formulas. Evidence that this approximation is reasonably accurate for systems of moderate dimensions is given in Section IV-B

The following steps summarize the computations needed in the theorem.
A. Computing $I'(\mathcal{X};\mathcal{Y})$

Process 1: Compute $I'(\mathcal{X};\mathcal{Y})$

Input: $b, r_k, p_{\tilde{g}}(\cdot), p_{\tilde{x}}(\cdot), \tau, \alpha, \beta, \sigma^2, \rho, I_{\text{AWGN}}(\cdot, \cdot)$ and $\mathcal{E}(\cdot, \cdot)$ (34)–(36), $\Omega(\gamma, s)$ and $\chi(\gamma, s)$ (38)–(41) or (42) (see Appendix A);

Output: $I'(\mathcal{X};\mathcal{Y})$ (41);

1 Solve $\mathcal{E}_G$ defined in (12) from (51);
2 Compute $\bar{\rho}$ and $\bar{\sigma}^2$ from (11);
3 Compute (57), and use (7).

Further details of the computations appear in Appendix A as part of the proof of Theorem 1. The theorem and computations also hold for systems with real $G, x_t,$ and $v_t$, when both $G$ and $x_t$ consist of iid elements with zero mean and unit variance, and the elements of $v_t$ are iid $\mathcal{N}(0,1)$. However, the steps above require minor modifications. First, the $p_{\tilde{g}}(\cdot)$ and $p_{\tilde{x}}(\cdot)$ as used in (51), (54), (55) and (57) should be the distributions of the elements of $G$ and $x_t$ normalized by $\frac{1}{\sqrt{2}}$ to obtain variance equal to $1/2$. Second, the $r_k$ as used in (40) and (41) should be the actual $r_k$ divided by $\sqrt{2}$. Finally, the actual values of $I'(\mathcal{X};\mathcal{Y}), H'(\mathcal{Y}|\mathcal{X}^t)$, and $H'(\mathcal{Y}|\mathcal{X})$ are computed by (55)–(57) and then dividing by two.

III. Application to Wireless Communication

In communication systems we are often interested in maximizing the achievable rate. We consider a MIMO system [9], [13]–[16] modeled by (1), where $x_t$ models the transmitted signals from $M$ elements (transmitter antennas) at time $t$, $y_t$ models the received signals with $N$ elements (receiver antennas), $G$ models the unknown baseband-equivalent wireless channel, $v_t$ models the additive white Gaussian noise at the receiver, $f(\cdot)$ models the uniform $b$-bit quantization at the analog-to-digital converters, $T$ models the coherent blocklength during which the channel is constant, and a fraction $\tau$ of the total blocklength is used for training to learn the channel. In a Rayleigh environment, $G$ has iid $\mathcal{CN}(0,1)$ elements, and the corresponding $p_{\tilde{g}}(\cdot)$ is $\mathcal{N}(0, \frac{1}{2})$. We assume that the real and imaginary elements of the transmitted vector $x_t$ are iid with zero mean and half variance and are generated using $a$-bit uniform digital-to-analog converters (DAC’s) in both the in-phase and the quadrature branches. This creates a $2^{2a}$-QAM constellation, with all possible symbols generated with equal probability; the corresponding $p_{\tilde{z}}(\cdot)$ is uniform among...
the $2^a$ real and imaginary components. We use $a = \infty$ to denote an unquantized transmitter where the elements of $x_t$ are iid $\mathcal{CN}(0,1)$ and the corresponding $p_x(\cdot)$ is $\mathcal{N}(0, \frac{1}{2})$. Throughout this section we assume $\sigma^2 = 1$.

Using the results in [11], we conclude that the optimal achievable rate (in “bits/channel-use/transmitter”) for a trained system is

$$R_{\text{opt}} = \max_\tau (1 - \tau) \alpha I'(\mathcal{X}; \mathcal{Y}),$$

(13)

where $I'(\mathcal{X}; \mathcal{Y})$ is defined in (4). The optimal training fraction is

$$\tau_{\text{opt}} = \arg\max_\tau (1 - \tau) \alpha I'(\mathcal{X}; \mathcal{Y}).$$

(14)

For comparison, we sometimes compute the rate per transmitter for systems with known $G$,

$$R_{\text{known}} = \lim_{M \to \infty} I(x_t; y_t|G)/M,$$

(15)

which can be computed from (57) with $(\bar{\rho}, \bar{\sigma}^2)$ replaced by $(\rho, 1)$. Since $x_t$ are iid, (15) is not a function of $t$.

The parameter $\beta = T/M$ is the ratio of the coherence time of the channel (in symbols) to the number of transmitters and is therefore strongly dependent on the physical environment. We may choose a typical value as follows: Suppose we choose a 3.5 GHz carrier frequency with maximum mobility of 80 miles/hour; the maximum Doppler shift becomes $f_d = \frac{80 \text{ miles/h} \times 3.5 \text{ GHz}}{3 \times 10^9 \text{ m/s}} = 417 \text{ Hz}$, and the corresponding coherence time is $\frac{9}{16\pi f_d} = 0.4 \text{ ms}$ [17]. We consider 10 MHz bandwidth and assume that the system is operated at Nyquist sampling rate (10 complex Msamples/second), which produces $T = 4000$ discrete samples during each 0.4 ms coherent block. In a system with $M = 100$ elements at the transmitter, we obtain $\beta = 40$. The remainder of this section considers the results of (13)–(15) for various scenarios. Details can be found in the figure captions.

1) More receivers can compensate for lack of channel information: In Fig. [1] we consider rate versus $\alpha$ for $a = 1, 2$; the maximum rates per transmitter are then 2 bits and 4 bits respectively. These asymptotes are approached as $\alpha$ is increased, but are reached much more slowly when the channel is unknown than when it is known, as seen by comparing blue curves versus the corresponding red curves, or the yellow curve versus the green curve. Larger $\alpha = N/M$
represents larger number of receivers per transmitter. The linear receiver \( (b = \infty, \text{dashed curves}) \) and the one-bit quantized receiver \( (b = 1, \text{solid curves}) \), and the linear transmitter \( (a = \infty) \) are shown for comparison.

2) Very limited channel information is sometimes sufficient: In Fig. 2, we show that for \( a = 1, 2 \), very limited channel information is needed when \( \alpha \) is large because the corresponding \( \tau_{\text{opt}} \) is small. The optimum number of training signals may be smaller than the number of transmitters \( \tau_{\text{opt}} \beta < 1 \). This is also shown to a limited extent for \( a = 1 \) and \( b = 1 \) in [18], [19]. We show in Section III-8 that \( \tau_{\text{opt}} \) decays as \( (\ln \alpha) / \alpha \) for large \( \alpha \) when \( a = 1 \).

3) Quantization effects limit how small \( \alpha \) can be: The values of \( \alpha \) required to achieve \( R_{\text{opt}} = 1.8 \) (90% level) for various SNR \( \rho \) and \( b \) with \( a = 1 \) are shown in Fig. 3. It is clear that \( \alpha \) decreases as \( \rho \) increases, and there are asymptotes when \( \rho = \infty \) for \( b = 1, 2, 3 \) whether the channel is known or not, because of the quantization noise. When \( b = \infty \), there are no asymptotes since the channel can be estimated perfectly, and the discrete transmitted signal can be detected perfectly as \( \rho \rightarrow \infty \).

4) Linearization works well near the saturation rate or with high thermal noise: Linearizing the system model (1) at the receiver allows us to model the quantization noise in a variety of ways. For example, when \( b = 1 \), we assume that the real and imaginary parts of the received signal are taken from \( \{ \pm \frac{1}{\sqrt{2}} \} \). For \( b = 2 \), we assume that they are taken from \( \{ (\pm \frac{1}{\sqrt{10}}, \pm \frac{3}{\sqrt{10}}) \} \). These values are selected so that the output of \( f(\cdot) \) has zero mean and unit variance.

By using the Bussgang decomposition [20], [21], we can reformulate the system in (1) as

\[
y_t = \sqrt{\frac{\eta}{\rho + 1}} \left( \sqrt{\frac{\rho}{M}} G x_t + v_t \right) + v_q \tag{16}
\]

where \( v_q \) is uncorrelated with \( \sqrt{\frac{\rho}{M}} G x_t + v_t \), \( v_q \) has zero mean with covariance matrix \( (1 - \eta) I \), and where \( \eta = 2/\pi \) for \( b = 1 \), and \( \eta = \frac{2}{5\pi}(1 + 2e^{-\frac{\Delta^2}{\rho+1}}) \) for \( b = 2 \).

For tractability, we assume that \( v_q \sim \mathcal{CN}(0, (1 - \eta) I) \) and is independent of \( G, x_t, \) and \( v_t \). Then, (16) can be considered as a system with SNR \( \rho_L \):

\[
y_t = \sqrt{\rho_L / MG} x_t + v_t, \tag{17}
\]

where \( \rho_L = \frac{\eta \frac{\rho}{\pi \sqrt{\rho+1}}}{(1 - \eta) \rho + 1} = \frac{\eta \rho}{(1 - \eta) \rho + 1} \). It is shown in [1] that orthogonal training minimizes the
Fig. 1. Solutions of (13) showing $R_{\text{opt}}$ vs $\alpha$ for $a = 1, 2, \infty$, and $b = 1$ (solid curves) and $b = \infty$ (dashed curves), and SNR = 0, 10 dB, for $\beta = 40$ (see text for explanation of this choice). Also shown is $R_{\text{known}}$ (15). The curves saturate at 2 for $a = 1$, and at 4 for $a = 2$, while there is no saturation for $a = \infty$. Note by comparing $R_{\text{opt}}$ (unknown channel) versus $R_{\text{known}}$ (known channel) at the 90% level (indicated by "*") that the price in $\alpha$ for not knowing the channel is higher when comparing linear ($b = \infty$) versus one-bit ($b = 1$) receivers. For example, with $a = 2$, observe that the "*" on the dashed-red curve and dashed-blue curve are at $\alpha = 2$ and $\alpha = 4$, respectively; on the other hand, the "*" on the solid-red curve and solid-blue curve are at $\alpha = 8$ and $\alpha = 28$, indicating that $\alpha$ has to increase more when the receiver resolution is lower to compensate for lack of channel information. Observe also that, generally, increasing $\alpha$ compensates for lack of resolution at the receiver. This effect is independent of whether the channel is known or trained at the receiver. The asymptotes $R_{\text{opt}} = 2$ and $R_{\text{opt}} = 4$ are reached quite slowly when the channel is unknown.

Fig. 2. Solutions of (14) showing $\tau_{\text{opt}}$ vs $\alpha$, where the 90% levels are marked as in Fig. 1 (omitting known-channel results). Note that $\tau_{\text{opt}}$ is generally insensitive to $\alpha$ when $\alpha$ is small, and decreases rapidly with $\alpha$ as $R_{\text{opt}}$ approaches the saturation rate $2a$. The markers suggest that $\tau_{\text{opt}} \approx 0.07$ independently of the $a$ (transmitter resolution), SNR, or $b$ (receiver resolution). As $\alpha$ grows, eventually $\tau_{\text{opt}} \cdot \beta < 1$ (indicated by the solid cyan line), at which point the number of training symbols is smaller than the number of transmitter elements. Also shown in purple is the large-$\alpha$ result (26) for 10 dB SNR, $a = 1$ and $b = 1$. 
mean-square error (MSE) for estimating the channel in (17). The classical treatment of this model treats the estimated channel as the “true” channel, while the estimation error is treated as additive Gaussian noise, thereby obtaining a capacity lower bound for any $a$. We thereby obtain

$$\bar{y}_t = \sqrt{\rho_{\text{eff}}/M} \bar{G} x_t + \bar{v}_t,$$  

(18)

where $\rho_{\text{eff}}$ is the effective SNR

$$\rho_{\text{eff}} = \frac{\tau \beta \rho_L^2}{1 + (1 + \tau \beta) \rho_L},$$  

(19)

$\bar{G}$ is the estimated channel whose elements are iid $\mathcal{CN}(0, 1)$, and $\bar{v}_t$ has iid $\mathcal{CN}(0, 1)$ elements. This known-$G$ model has achievable rate

$$R_{\text{eff}} = \lim_{M \to \infty} \frac{1}{M} I(x_t; \bar{y}_t | \bar{G}),$$

which can be computed using (57). Note that $R_{\text{eff}}$ is a function of $\tau$, since $\rho_{\text{eff}}$ in (19) is a
Fig. 4. Solutions of (13) and (20) showing $R_{\text{opt}}$ and $R_L$ vs SNR with $\beta = 40$ and $\alpha = 10$ for $a = 1, 2, \infty$ and $b = 1, 2$. Observe that $R_L$ is a good approximation of $R_{\text{opt}}$ below 6 dB SNR, and is sometimes also a good approximation for all SNR, depending on where saturation (rate $2a$) is reached.

function of $\tau$. We then define

$$R_L = \max_{\tau} (1 - \tau) R_{\text{eff}}. \quad (20)$$

The path just described to obtain $R_L$ involves several approximations, and hence it is unclear how closely $R_L$ should follow $R_{\text{opt}}$. However, a comparison between $R_{\text{opt}}$ (13) and $R_L$ (20) with $a = 1, 2, \infty$ and $b = 1, 2$ for $\beta = 40$ is shown in Fig. 4 with $\alpha = 10$ and in Fig. 5 with $\alpha = 0.1$. In both Fig. 4 and Fig. 5, we see that $R_L$ is generally a good approximation of $R_{\text{opt}}$ when the SNR is below 6 dB, but is also accurate above 6 dB in cases where $R_{\text{opt}} \approx 2a$ (saturation rate) when SNR $\approx 6$ dB; see especially the blue, black, and green curves in Fig. 4.

Thus at low SNR (high thermal noise) or when the rates are near saturation at low SNR, we can use the linear analysis to approximate $R_{\text{opt}}$. We also observe that both $R_{\text{opt}}$ and $R_L$ are not sensitive to $a$ when $\alpha = 0.1$. More discussion of $R_{\text{opt}}$ with small $\alpha$ is shown in Section III-7.

5) The ratio $\alpha$ is sensitive to $\beta$ when $\beta$ is small: Fig. 6 shows that to obtain $R_{\text{opt}} = 1.8$ (90% level for $a = 1$), $\alpha$ changes quickly with $\beta$ when $\beta \leq 40$, and slowly otherwise.

6) Receiver elements can compensate for $b$ and $\rho$: We choose $\alpha$ so that $R_{\text{opt}} = 1.8$ when $a = 1$ and $\beta = 40$ for a variety of $b$ and $\rho$. Shown in Fig. 7 is the corresponding $\tau_{\text{opt}}$ and $R_{\text{opt}}$.
Fig. 5. Solutions of (13) and (20) for $R_{\text{opt}}$ and $R_L$ vs SNR with $\beta = 40$ and $\alpha = 0.1$ for $a = 1, 2, \infty$ and $b = 1, 2$. Note that the blue, red, and yellow curves that are solid or dashed are on top of each other, while the black, green, and magenta curves that are solid or dashed are on top of each other. This indicates that for small $\alpha$ ($\alpha = 0.1$), $R_{\text{opt}}$ and $R_L$ are not sensitive to $a$. Also, $R_L$ is a good approximation of $R_{\text{opt}}$ when the SNR is below 6 dB.

Fig. 6. Plots of $\alpha$ vs $\beta$ for $a = 1$ obtained at 10 dB and 0 dB SNR with various $b$ by solving (13) for $R_{\text{opt}} = 1.8$ (90% level). Note that $\alpha$ changes quickly with $\beta$ when $\beta \leq 40$. 
as $\beta$ is varied. Note that the various curves are essentially on top of one another, indicating that
the chosen $\alpha$ leads to the same $\tau_{\text{opt}}$ and $R_{\text{opt}}$, independently of $b$ and $\rho$.

7) Small $\alpha$ is equivalent to a non-fading SISO channel: For small $\alpha$, the data rate is limited
by the receiver, and we consider the rate per receiver $(1 - \tau)\mathcal{I}'(\mathcal{X}; \mathcal{Y})$ with unit “bits/channel-use/receiver”, instead of the rate per transmitter in (13). The optimal training fraction is still
(14) since $\alpha$ is not a function of $\tau$. As $\alpha \to 0$, (52) yields $\lambda_x \propto \alpha$. For small $\lambda_x$, we have
$I_{\text{AWGN}}(\lambda_x, p_{x}(\cdot)) = \frac{\lambda_x}{\ln 2} + o(\alpha)$, where $I_{\text{AWGN}}(\lambda_x, p_{x}(\cdot))$ is defined in (34). Therefore, (48) yields

$$\mathcal{I}'(\mathcal{X}; \mathcal{Y}) \approx \Omega(0, \bar{\sigma}^2 + \bar{\rho}) - \Omega(\bar{\rho}, \bar{\sigma}^2),$$

(21)

where $\bar{\rho}$ and $\bar{\sigma}^2$ are obtained from (11), which does not depend on $\alpha$ or $p_{x}(x)$, and $\Omega(\cdot, \cdot)$
is defined in (38). The right-hand side of (21) is actually the mutual information between
the input and output of the following single-input-single-output (SISO) system without any fading:

$$y = f(\sqrt{\bar{\rho}}x + \bar{v}),$$

where $x \sim \mathcal{CN}(0, 1)$, $\bar{v} \sim \mathcal{CN}(0, \bar{\sigma}^2)$. We have

$$(1 - \tau)\mathcal{I}'(\mathcal{X}; \mathcal{Y}) \approx (1 - \tau)[\Omega(0, \bar{\sigma}^2 + \bar{\rho}) - \Omega(\bar{\rho}, \bar{\sigma}^2)],$$

(22)

$$\tau_{\text{opt}} \approx \arg\max_{\tau} (1 - \tau)[\Omega(0, \bar{\rho} + \bar{\sigma}^2) - \Omega(\bar{\rho}, \bar{\sigma}^2)].$$

(23)
Fig. 8. Small $\alpha$ approximation (22) of average rate per receiver $(1 - \tau)I'(X;Y)$ vs $\tau$ for $\rho = 0$, 10, $\infty$ dB, for various $b$ with $\beta = 40$ in yellow, red, and cyan, and the exact value in blue for $\alpha = 0.1$ with $a = 1$ (QPSK input) at 10 dB SNR. The values of $\tau_{\text{opt}}$ are marked by asterisks. Since (22) does not depend on $\alpha$ or the input distribution, the value of $\tau_{\text{opt}}$ is also insensitive to these quantities. Note that increasing $b$ is much more beneficial to rate at high SNR than low SNR. For $b < \infty$, the rates per receiver are below $2b$ even when $\rho = \infty$ because the quantization effects at the receiver limit our ability to estimate $G$. When $b = \infty$ and $\rho = \infty$, perfect channel estimation can be obtained with $\tau = \frac{1}{\beta} = 0.025$, and the rate is $\infty$.

Both quantities in (22) and (23) are not functions of $\alpha$ or the input distribution $p_x(x)$.

Fig. 8 shows $(1 - \tau)I'(X;Y)$ and its approximations vs $\tau$ with $\beta = 40$ for various SNR and $b$ for small $\alpha$. Note that the blue and red curves essentially overlap, indicating that the approximation is accurate for $\alpha \leq 0.1$. Note also that the curves are only modestly concave in $\tau$, indicating only mild sensitivity of the rate to the amount of training.

8) Optimum training time decreases as $\alpha$ increases: $\forall \tau > 0$, any finite $a$, and any $b$, we have

$$\lim_{\alpha \to \infty} \alpha I'(X;Y) = 2a,$$

which yields $\lim_{\alpha \to \infty} R_{\text{opt}} = 2a$, and $\lim_{\alpha \to \infty} \tau_{\text{opt}} = 0$. The proof is shown in Appendix B. In the special case with $a = 1$, when $\alpha$ is large, we have

$$\text{for } b = \infty, \quad \tau_{\text{opt}} \approx 2 \left( \frac{\rho + 1}{\rho} \right)^2 \frac{\ln \alpha}{\beta \alpha},$$

$$\text{for } b = 1, \quad \tau_{\text{opt}} \approx 2 \left( \frac{\pi \rho + 1}{2 \rho} \right)^2 \frac{\ln \alpha}{\beta \alpha}.$$
IV. APPLICATION TO SIGNAL PROCESSING

We consider an Internet-of-Things (IoT) system [22]–[25] where wireless devices are used for remote monitoring, and the data captured from those devices can be modeled by (1), where \( x_t \) models the transmitted signal at time \( t \) from \( M \) single-element devices, \( y_t \) models the received signal from \( N \) elements at time \( t \), and \( G \) is the unknown wireless channel. We are specifically interested in the effect of the training time \( B \) on the symbol error rate (SER). We define a new quantity

\[
\tau' = \tau T / M,
\]

which represents our training time relative to the number of transmitters (sensors). For simplicity, we assume \( \sigma^2 = 1 \) throughout this section.

To proceed, we expand the statement of equivalence of Theorem 1 to symbol error probabilities. We state this equivalence as a conjecture because it is not proven herein, but whose consequences appear to be accurate and useful.

**Conjecture 1.** For the system (1) with \( B \) input-output training pairs \((X_B, Y_B)\), we have

\[
\lim_{T \to \infty} P_{e,x} = \lim_{T \to \infty} \bar{P}_{e,x},
\]

where \( P_{e,x} \) and \( \bar{P}_{e,x} \) are average probability of errors defined as

\[
P_{e,x} = \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}P(x_{B+1,m} \neq \hat{x}_{B+1,m} | X_B, Y_B, y_{B+1}), \quad \bar{P}_{e,x} = \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}P(\bar{x}_m \neq \hat{\bar{x}}_m | G, \bar{y}),
\]

\( x_{B+1,m} \) and \( \bar{x}_m \) are the \( m \)th elements of \( x_{B+1} \) and \( \bar{x} \) in the equivalent system (10), \( \hat{x}_{B+1,m} \) and \( \hat{\bar{x}}_m \) are defined as

\[
\hat{x}_{B+1,m} = \arg\max_x P(x_{B+1,m} = x | X_B, Y_B, y_{B+1}), \quad \hat{\bar{x}}_m = \arg\max_x P(\bar{x}_m = x | G, \bar{y}).
\]

The quantities \( \hat{x}_{B+1,m} \) and \( \hat{\bar{x}}_m \) in (30) are called the marginal posterior mode (MPM) detectors of \( x_{B+1,m} \) and \( \bar{x}_m \) and minimize the SER \( P_{e,x} \) and \( \bar{P}_{e,x} \) in (29); see [26], [27]. Equation (28) conjectures the equivalence between unknown-\( G \) and known-\( G \) probabilities of error in estimating the input vector, conditioned on the output vector. The probability of error \( \bar{P}_{e,x} \) in
(29) is calculated using the transformations of $\rho$ and $\sigma^2$ to $\bar{\rho}$ and $\bar{\sigma}^2$ as stipulated in Theorem 1. As is true for Theorem 1, the value of Conjecture 1 is its ability to convert the analysis of a system with unknown $G$ to a (presumably simpler) system with known $G$.

A. SER analysis using Conjecture 1

The SER of a large-scale system (1) with known $G$ is analyzed in [9]. We may leverage these results by using the equivalence (28) to convert the SER of a system with unknown $G$ to the SER of its equivalent system. The equivalent system is defined in (10), where $\bar{\rho}$ and $\bar{\sigma}^2$ can be obtained from Steps 1)-2) in Section II-A with $\tau \beta$ replaced by $\tau'$ defined in (27). Then, according to [9], $P_{e, x}$ defined in (29) is obtained by analyzing $y = \sqrt{\lambda} x + v$, where $\lambda x$ is found from (52), the distribution of $x$ is the same as that of elements of $x$, and $v \sim \mathcal{CN}(0, 1)$.

For $a = 1$ (QPSK modulation), we have

$$\lim_{T \to \infty} P_{e, x} = 2Q(\sqrt{\lambda}) - [Q(\sqrt{\lambda})]^2, \quad (31)$$

where $Q(\cdot)$ is the tail distribution function of the standard Gaussian. Then (28) yields that $\lim_{T \to \infty} P_{e, x}$ is also given by (31).

When $\alpha$ is large, (52) yields that $E_x$ decays exponentially to zero for $a = 1$, and $\lambda x \approx \alpha \bar{\rho} \cdot \chi(\bar{\rho}, \bar{\sigma}^2)$. Then, SER in (31) can be approximated as

$$\lim_{T \to \infty} P_{e, x} \approx 2Q(\alpha \bar{\rho} \cdot \chi(\bar{\rho}, \bar{\sigma}^2)), \quad (32)$$

where $\bar{\rho}$ and $\bar{\sigma}^2$ obtained from (11) are not functions of $\alpha$, and $\chi(\cdot, \cdot)$ is defined in (39) for finite $b$ and in (42) for $b = \infty$. This shows that the SER can be made arbitrarily small when $\alpha$ increases, no matter how small $b$ and $\tau'$ are. It is perhaps surprising that all transmitted symbols can be correctly identified even if the number of training signals is smaller than the number of transmitters ($\tau' < 1$). Fig. 9 shows SER vs $\alpha$ with $a = 1$ for $b = 1, \infty$ and $\tau' = 0.25, 0.5, 1, 2, 4$, where we can see that the SER can be arbitrarily small as long as $\alpha$ is large enough.

The required $\tau'$ for training vs SNR to achieve 1% SER with $a = 1$ for $b = 1, 2, \infty$ and $\alpha = 10, 40$ is shown in Fig. 10. Observe that $\tau'$ is very large at low SNR and the SNR at which 1% SER can be achieved with $\tau' = 2$ is considered as the “critical SNR”, below which $\tau'$
increases dramatically as SNR decreases to maintain the SER. The critical SNR can be reduced by increasing \( b \) or \( \alpha \). By increasing \( b \), the critical SNR can only be reduced by a limited value, while by increasing \( \alpha \), the critical SNR can be arbitrarily small.

The required \( \alpha \) vs SNR to obtain 1% SER with \( a = 1 \) and \( \tau' = 2 \) for various \( b \) is shown in Fig. [11]. It is shown that \( \alpha \) decreases as SNR increases for all \( b \), and at high SNR, the values of \( \alpha \) decrease faster for larger \( b \). In the extreme case when the thermal noise is negligible \((\rho = \infty)\), the quantization noise at the receivers prohibits the values of \( \alpha \) from going to zero for \( b = 1, 2, 3 \), and \( \alpha \) goes to 0 for \( b = \infty \) (linear receivers), where the channel can be estimated perfectly.

**B. Evidence of accuracy of the conjecture**

For \( a = 1 \), we show numerically that \( \lim_{T \to \infty} \tilde{\bar{P}}_{e,x} \) obtained from (31) is accurate even for reasonable values of \( M \). We need to compute the estimate \( \hat{x}_{B+1,m} \) shown in (30), but this is complicated even for small \( M \). We instead use an approximation: first, we obtain a channel estimate \( \tilde{G} \) by using the transmitted and received training signals \((X_B, Y_B)\); then, we treat the estimated channel \( \tilde{G} \) as the true channel, while the channel estimation error is treated as part
Fig. 10. Plots of $\tau'$ vs SNR for $a = 1$ with $b = 1, 2, \infty$ and $\alpha = 10, 40$ obtained by solving (51)–(52) together with (31) for $\lim_{T \to \infty} P_{e,x} = 0.01$, where $\tau \beta$ in (51) is replaced by $\tau'$. Note that $\tau'$ increases dramatically as SNR decreases at low SNR and $\tau'$ does not change much with SNR at high SNR, with asymptotes shown in cyan for $\alpha = 10$ and in magenta for $\alpha = 40$ when $\rho = \infty$. Therefore, to obtain 1% SER with short training, the system should be operated at SNR above the “knee”, which can be considered as the SNR that achieves 1% SER with $\tau' = 2$, called the “critical SNR”. The critical SNR can be reduced by either increasing $b$ or $\alpha$. Increasing $b$ can only reduce the critical SNR by a finite amount, while increasing $\alpha$ can make the critical SNR arbitrarily small.

Fig. 11. Plots of $\alpha$ vs SNR with $a = 1$ and $\tau' = 2$ that achieves 1% SER (31). Note that $\alpha$ decreases as SNR increases and reaches asymptotes shown in cyan as $\rho = \infty$ with $b = 1, 2$, and 3, and the asymptotes are the result of the quantization noise at the receiver, similar to that shown in Fig. (3). Perfect channel estimation can be obtained for linear receivers ($b = \infty$), and therefore there is no asymptote.
of the additive Gaussian noise; finally, we estimate each element of the transmitted data vector \( x_{B+1} \) by using \( \tilde{G} \) and the corresponding received vector \( y_{B+1} \) through the following model:

\[
y_{B+1} = f\left(\sqrt{\frac{\rho}{M}} \tilde{G} x_{B+1} + \tilde{v}_{B+1}\right), \tag{33}
\]

where \( \tilde{v}_{B+1} \) includes additive noise \( v_{B+1} \) and the channel estimation error.

We apply a generalized approximate message passing (GAMP)-based algorithm proposed in [9] twice, once to obtain \( \tilde{G} \), and then again for the estimate of \( x_{B+1} \) from (33). This algorithm as used in [9] is applied to joint channel and data estimation by processing the received training and data signals jointly. We use it to estimate the channel from only the training signals, and estimate the data from only the received data signals (treating the estimated channel as known).

The three steps of our algorithm are summarized here: first, we obtain \( \tilde{G} \) from the training signals \((X_{B}, Y_{B})\) by using the GAMP-based algorithm; second, we obtain \( E_G \) by solving (51) with \( \tau \beta \) replaced by \( \tau' = \frac{B}{M} \), and we then model the relationship between \( x_{B+1} \) and \( y_{B+1} \) as (33); third, we estimate elements of \( x_{B+1} \) from \( y_{B+1} \) by applying GAMP to the model (33), followed by an element-wise hard-decision. Note that we treat the variances of elements of \( \tilde{G} \) and \( \tilde{v}_{B+1} \) as \( (1 - E_G) \) and \( (1 + \rho E_G) \) while using GAMP in the third step, where the values of the variances are obtained from Conjecture [1]. Since our algorithm applies GAMP twice, we simply call it GAMP2.

The numerical results of SER vs SNR with \( \tau' = 2, \alpha = 5 \) and \( a = 1 \) (QPSK modulation) for \( b = 1, 2, 3, \infty \) obtained from (31) in a large-scale limit theory analysis and obtained from the GAMP2 algorithm with \( M = 50 \) (\( N = \alpha M = 250, B = \tau'M = 100 \)) are shown in Fig. 12. The numerical values of the SER for the GAMP2 algorithm are computed by averaging the SER obtained from GAMP2 algorithm for each realization of \((G, X_{B}, Y_{B}, x_{B+1}, y_{B+1})\) over \( 10^6 \) realizations. The GAMP2 results and theoretical analysis in (31) clearly track each other closely.

V. DISCUSSIONS AND CONCLUSIONS

We leveraged the results in [11] and [9] to derive a variety of results on training in communication and signal processing models with quantization at the input and output of the system. Our results used an equivalence relationship between an unknown-channel-with-training model and a known-channel model that applies to large-scale systems.
We have conjectured the equivalence shown in Theorem 1 can be generalized to other macroscopic quantities such as probability of error and used this conjecture in a signal processing application. Evidence of the accuracy of the conjecture was provided. It would be of interest to see whether this conjecture can be proved.

We believe that the equivalence shown in Theorem 1 for the model (1) can be generalized beyond quantizers to other nonlinear functions $f(\cdot)$. In particular, since a quantizer with sufficiently high resolution and number of levels can be used to approximate a well-behaved monotonic function, it is conceivable that the theorem can readily be adapted to any monotonic function. We view this as a possible avenue for future work.

**APPENDIX A**

**PROOF OF THEOREM 1**

We prove (7)–(9) by deriving the expressions of both sides of the equality and noticing that they are the same.
A. Definition of some functions

To compute the quantities in (7)–(9), we first define $I_{\text{AWGN}}(\lambda, p(\cdot))$, $\mathcal{E}(\lambda, p(\cdot))$, $\Omega(\gamma, s)$, and $\chi(\gamma, s)$ as below.

Let $I_{\text{AWGN}}(\lambda, p_\xi(\cdot))$ and $\mathcal{E}(\lambda, p_\xi(\cdot))$ be

$$I_{\text{AWGN}}(\lambda, p_\xi(\cdot)) = -\mathbb{E}_y [\log_2 \mathbb{E}_x (e^{-|y - \sqrt{\lambda} x|^2})] - \log_2 e,$$  \hspace{1cm} (34)

$$\mathcal{E}(\lambda, p_\xi(\cdot)) = \mathbb{E}_{x,y} (|x - \int x \cdot p(x|y)dx|^2),$$  \hspace{1cm} (35)

where $x$ is a complex number whose real and imaginary parts $x_R$ and $x_I$ are iid with distribution $p_\xi(\cdot)$. The distribution of $x$ is $p(x) = p_\xi(x_R) \cdot p_\xi(x_I)$, and the joint distribution of $(x, y)$ is

$$p(x, y) = p(x) \cdot \frac{1}{\pi} e^{-|y - \sqrt{\lambda} x|^2},$$  \hspace{1cm} (36)

and $p(x|y)$ is the conditional distribution of $x$ conditioned on $y$.

Note that $(x, y)$ that satisfies the joint distribution (36) can be modeled as

$$y = \sqrt{\lambda} x + v,$$  \hspace{1cm} (37)

where $v \sim \mathcal{CN}(0, 1)$ is independent of $x$. (37) describes a single-input-single-output (SISO) additive white Gaussian noise (AWGN) channel. $I_{\text{AWGN}}(\lambda, p_\xi(\cdot))$ shows the mutual information between the $x$ and $y$, and $\mathcal{E}(\lambda, p_\xi(\cdot))$ shows the mean-square error (MSE) of the MMSE estimate of $x$ conditioned on $y$. $I_{\text{AWGN}}(\lambda, p_\vartheta(\cdot))$ and $\mathcal{E}(\lambda, p_\vartheta(\cdot))$ are defined similarly by replacing $p_\xi(\cdot)$ with $p_\vartheta(\cdot)$.

For a $b$-bit uniform quantizer $f(\cdot)$, we define $\Omega(\gamma, s)$ and $\chi(\gamma, s)$ as

$$\Omega(\gamma, s) = -2 \sum_{k=1}^{2^b} \int_R dz \frac{e^{-z^2}}{\sqrt{2\pi}} \Psi_k(\sqrt{\gamma}z, s) \log_2 \Psi_k(\sqrt{\gamma}z, s),$$  \hspace{1cm} (38)

$$\chi(\gamma, s) = \sum_{k=1}^{2^b} \int_R dz \frac{e^{-z^2}}{\sqrt{2\pi}} \frac{\Psi'_k(\sqrt{\gamma}z, s)^2}{\Psi_k(\sqrt{\gamma}z, s)},$$  \hspace{1cm} (39)

where

$$\Psi_k(w, s) = \Phi \left( \frac{\sqrt{2} r_k - w}{\sqrt{s}} \right) - \Phi \left( \frac{\sqrt{2} r_{k-1} - w}{\sqrt{s}} \right),$$  \hspace{1cm} (40)
\[
\Psi_k'(w, s) = \frac{e^{-\frac{(\sqrt{2r_k} - w)^2}{2s}} - e^{-\frac{(\sqrt{2r_k} - 1 - w)^2}{2s}}}{\sqrt{2\pi s}},
\]
(41)

with \(r_k\) defined in (2), and \(\Phi(\cdot)\) is the cumulative distribution function (CDF) of \(\mathcal{N}(0, 1)\).

For a linear function \(f(w) = w\) (b = \(\infty\)), \(\Omega(\gamma, s)\) and \(\chi(\gamma, s)\) are defined as
\[
\Omega(\gamma, s) = \log_2(\pi es), \quad \chi(\gamma, s) = 1/s,
\]
(42)

and the computed \(H'(Y|X)\) and \(H'(Y|X_+)\) are then differential entropies.

B. Left sides of (7)–(9)

We first derive expressions of \(I'(X; Y)\), \(H'(Y|X_+)\), and \(H'(Y|X)\) by using theorems developed in [11], which can be computed from a single entropy \(H(Y_\varepsilon|X) = H(Y_\varepsilon|X_{b=1})\), where \(H(Y_\varepsilon|X_\delta) = \lim_{T \to \infty} \frac{1}{N\tau T} H(Y_\varepsilon T|X_{\delta T})\). \(H(Y_\varepsilon|X)\) can be obtained from a quantity called asymptotic free entropy \(F\) through
\[
H(Y_\varepsilon|X) = -\frac{F(\tau \beta, (\varepsilon - 1)\tau \beta)}{\alpha \tau \beta},
\]
(43)

where \(F(\beta, \beta_d)\) is defined as \(F(\beta, \beta_d) = \lim_{M \to \infty} \frac{1}{M^2} \mathbb{E} \log_2 p(Y_{(\beta, \beta_d)M}|X_{\beta, M})\), which has been computed as (44) in [9], and is continuous in \(\beta\) and \(\beta_d\).

Following the steps in [11, Section III]:

1) From the model (1), it is clear that Assumption A1 in [11] is met, i.e.
\[
p(Y_T|X_T; G) = \prod_{t=1}^{T} p(y_t|x_t; G), \quad p(X_T) = p(X_{\tau T}) \prod_{t=\tau T+1}^{T} p(x_t),
\]
where \(p(y_t|x_t; G)\) is a fixed conditional distribution for all \(t = 1, 2, \ldots, T\), and \(p(x_t)\) is a fixed distribution for all \(t = \tau T + 1, \tau T + 2, \ldots, T\). The dimension of \(G\) depends on the blocklength \(T\) through (3). Furthermore, the input \(x_t\) are iid for all \(t\). Then, we can express the system by a set of distributions defined as
\[
\mathcal{P}(T, \tau) = \{p(y|x; G), p(G), p(x)\},
\]
(44)
which are the conditional distribution of the system, the distribution of $G$, and the input distribution.

2) For given $\alpha$ and $\beta$, we define $F(\tau, \varepsilon) = \mathcal{H}(\mathcal{Y}_\varepsilon | \mathcal{X})$, where the entropy $\mathcal{H}(\mathcal{Y}_\varepsilon | \mathcal{X})$ is computed through $\mathcal{P}(T, \tau)$ defined in (44). Then, (43) yields

$$F(\tau, \varepsilon) = -\frac{\mathcal{F}(\tau \beta, (\varepsilon - 1) \tau \beta)}{\alpha \tau \beta}, \quad (45)$$

3) Theorem 2 in [11] then yields $\mathcal{H}(\mathcal{Y}_\varepsilon | \mathcal{X}_\delta) = u \cdot F(u \tau, \frac{\varepsilon - u}{\delta} + 1)$ for all $\varepsilon, \delta > 0$, where $u = \min(\delta, \varepsilon)$. Then, (45) yields $\mathcal{H}(\mathcal{Y}_\varepsilon | \mathcal{X}_\delta) = -\frac{1}{\alpha \tau \beta} \mathcal{F}(u \tau \beta, (\varepsilon - u) \tau \beta)$.

4) Corollary 1(b) in [11] then yields

$$\mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_\delta) = \begin{cases} \frac{-1}{\alpha \tau \beta} \frac{\partial}{\partial \varepsilon} \mathcal{F}(\varepsilon \tau \beta, 0), & \varepsilon < \delta; \\ \frac{-1}{\alpha \tau \beta} \frac{\partial}{\partial \varepsilon} \mathcal{F}(\delta \tau \beta, (\varepsilon - \delta) \tau \beta), & \varepsilon > \delta. \end{cases}$$

for all $\varepsilon, \delta > 0$. Since $x_t$ is independent of $(x_k, y_k)$ when $t \neq k$, we have $\mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_\delta) = \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_{\varepsilon^+})$, for all $\delta > \varepsilon > 0$.

5) Using $\mathcal{F}^{(\cdot, \cdot)}$ in [9] and Corollary 1(b) in [11], we can verify that

$$\mathcal{H}'(\mathcal{Y} | \mathcal{X}_{\varepsilon^+}) = \lim_{\varepsilon \searrow 1} \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_{\varepsilon^+}),$$

and

$$\mathcal{H}'(\mathcal{Y} | \mathcal{X}_{\varepsilon^+}) = -\frac{1}{\alpha \tau \beta} \frac{\partial}{\partial \varepsilon} \mathcal{F}(\varepsilon \tau \beta, 0)|_{\varepsilon = 1}. \quad (46)$$

Moreover, using $\mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_\delta)$, we have

$$\lim_{\varepsilon \searrow 1} \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}) = \lim_{\delta \nearrow 1} \mathcal{H}'(\mathcal{Y} | \mathcal{X}_\delta).$$

Thus, Assumption A2 is met via Corollary 1(c) in [11], i.e.

$$\text{A2: } \mathcal{H}'(\mathcal{Y} | \mathcal{X}_{\varepsilon^+}) = \lim_{\varepsilon \searrow 1} \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}_{\varepsilon^+}), \quad \mathcal{H}'(\mathcal{Y} | \mathcal{X}) = \lim_{\varepsilon \searrow 1} \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}),$$

and therefore, $\mathcal{H}'(\mathcal{Y} | \mathcal{X}) = \lim_{\varepsilon \searrow 1} \mathcal{H}'(\mathcal{Y}_\varepsilon | \mathcal{X}) = -\frac{1}{\alpha \tau \beta} \lim_{\varepsilon \searrow 1} \frac{\partial}{\partial \varepsilon} \mathcal{F}(\tau \beta, (\varepsilon - 1) \tau \beta)$. 
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6) Finally, Theorem 1 in [11] yields

$$I'(\mathcal{X};\mathcal{Y}) = -\frac{1}{\alpha \tau \beta} \lim_{\varepsilon \to 1} \frac{\partial}{\partial \varepsilon} F(\tau \beta, (\varepsilon - 1) \tau \beta) + \frac{1}{\alpha \tau \beta} \frac{\partial}{\partial \varepsilon} F(\varepsilon \tau \beta, 0)|_{\varepsilon = 1}. \quad (47)$$

By using the expression of $F(\beta, \beta_d)$ in [9], together with (47), we have:

$$I'(\mathcal{X};\mathcal{Y}) = \Omega(\rho q_g q_x, \sigma^2 + \rho - \rho q_g q_x) - \Omega(\rho q_g, \sigma^2 + \rho - \rho q_g)$$

$$+ \frac{1}{\alpha} (I_{\text{AWGN}}(\lambda_x, p_{\tilde{x}}(\cdot)) + \frac{q_x \lambda_x - \lambda_x}{\ln 2}), \quad (48)$$

$$H'(\mathcal{Y}|\mathcal{X}) = \Omega(\rho q_g, \sigma^2 + \rho - \rho q_g), \quad (49)$$

$$H'(\mathcal{Y}|\mathcal{X}) = \Omega(\rho q_g q_x, \sigma^2 + \rho - \rho q_g q_x) + \frac{1}{\alpha} (I_{\text{AWGN}}(\lambda_x, p_{\tilde{x}}(\cdot)) + \frac{q_x \lambda_x - \lambda_x}{\ln 2}), \quad (50)$$

where $\Omega(\cdot, \cdot)$ is defined in (38) when $f(\cdot)$ is a $b$-bit uniform quantizer and is defined in (42) when $f(\cdot)$ is linear with $f(w) = w$, $I_{\text{AWGN}}(\cdot, \cdot)$ is defined in (34), $q_g$ is the solution of

$$\lambda_g = \tau \beta \rho \cdot \chi(\rho q_g, \sigma^2 + \rho - \rho q_g), \quad q_g = 1 - \mathcal{E}(\lambda_g, p_{\tilde{g}}(\cdot)), \quad 1 - q_g = \mathcal{E}_G, \quad (51)$$

where $\chi(\cdot, \cdot), \mathcal{E}(\cdot, \cdot)$ are defined in (39), (35), and $(q_x, \lambda_x)$ are the solution of

$$\lambda_x = \alpha \rho q_g \cdot \chi(\rho q_g q_x, \sigma^2 + \rho - \rho q_g q_x), \quad q_x = 1 - \mathcal{E}(\lambda_x, p_{\tilde{x}}(\cdot)). \quad (52)$$

C. Right sides of (7)–(9)

When $G$ is known, the entropy $\lim_{T \to \infty} \frac{1}{N} H(\tilde{y}|G)$ can be computed through

$$\lim_{T \to \infty} \frac{1}{N} H(\tilde{y}|G) = -\frac{1}{\alpha \beta} \lim_{M \to \infty} \frac{1}{M^2} \mathbb{E} \log_2 p(\tilde{Y}_{\beta M}|G)$$

$$= -\frac{1}{\alpha \beta} \left( -\alpha \beta \Omega(\tilde{q}_{\tilde{x}}, \sigma^2 + \tilde{\rho} - \tilde{\rho} \tilde{q}_{\tilde{x}}) - \beta I_{\text{AWGN}}(\bar{\lambda}_x, p_{\tilde{x}}(\cdot)) + \frac{\beta (1 - \tilde{q}_x) \bar{\lambda}_x}{\ln 2} \right), \quad (53)$$

where $\lim_{M \to \infty} \frac{1}{M^2} \mathbb{E} \log_2 p(\tilde{Y}_{\beta M}|G)$ is available in [9] and $(\tilde{q}_x, \bar{\lambda}_x)$ are the solutions of

$$\lambda_x = \alpha \tilde{\rho} \cdot \chi(\tilde{\rho} \tilde{q}_x, \sigma^2 + \tilde{\rho} - \tilde{\rho} \tilde{q}_x), \quad \tilde{q}_x = 1 - \mathcal{E}(\bar{\lambda}_x, p_{\tilde{x}}(\cdot)). \quad (54)$$
Therefore, (53) yields
\[
\lim_{T \to \infty} \frac{1}{N} H(\mathbf{y} | G) = \Omega(\bar{\rho} q_x, \sigma^2 + \bar{\rho} - \bar{\rho} q_x) + \frac{1}{\alpha} \left( I_{\text{AWGN}}(\bar{\lambda}_x, p_{\tilde{x}}(\cdot)) + \frac{\bar{q}_x \bar{x}_x - \bar{\lambda}_x}{\ln 2} \right).
\] (55)

Since the elements of \( G \) are iid \( \mathcal{CN}(0, 1) \), for any given \( \bar{x} \), the elements of \( \sqrt{\frac{\rho}{M}} G \bar{x} \) are iid \( \mathcal{CN}(0, \frac{\bar{\rho}}{M}) \). Also, since the elements of \( \bar{x} \) are iid with zero mean and unit variance, \( \bar{\rho} \) converges to \( \bar{\rho} \) and the elements of \( \sqrt{\frac{\rho}{M}} G \bar{x} \) converge to iid \( \mathcal{CN}(0, \bar{\rho}) \) as \( M \to \infty \). Therefore,
\[
\lim_{T \to \infty} \frac{1}{N} H(\mathbf{y} | G, \bar{x}) = \Omega(\bar{\rho}, \bar{\sigma}^2).
\] (56)

Then, (55) and (56) yield
\[
\lim_{T \to \infty} \frac{1}{N} I(\mathbf{x}; \mathbf{y} | G) = \Omega(\bar{\rho} q_x, \sigma^2 + \bar{\rho} - \bar{\rho} q_x) - \Omega(\bar{\rho}, \sigma^2) + \frac{1}{\alpha} \left( I_{\text{AWGN}}(\bar{\lambda}_x, p_{\tilde{x}}(\cdot)) + \frac{\bar{q}_x \bar{x}_x - \bar{\lambda}_x}{\ln 2} \right)
\] (57)

where \((\bar{q}_x, \bar{x}_x)\) are the solutions of (54). Notice that \( \bar{\lambda}_x = \lambda_x \) and \( \bar{q}_x = q_x \), and combine with (11), we can see that (55)–(57) are the same as (48)–(50), and thus finish the proof of Theorem 1.

**APPENDIX B**

\( R_{\text{opt}} \) AND \( \tau_{\text{opt}} \) FOR LARGE \( \alpha \)

To prove (24)–(26), we analyze \( b = \infty \) and \( b = 1 \) separately.

**A. Large \( \alpha \) with \( b = \infty \)**

\( \mathcal{I}(\mathcal{X}; \mathcal{Y}) \) can be computed by following the steps in Section II-A. When \( b = \infty \), (48) yields
\[
\alpha \mathcal{I}(\mathcal{X}; \mathcal{Y}) = \frac{1}{\ln 2} \left( \alpha \ln \left( 1 + \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x \right) - \lambda_x \mathcal{E}_x \right) + I_{\text{AWGN}}(\lambda_x, p_{\tilde{x}}(\cdot)),
\] (58)

where \( p_{\tilde{x}}(x) \) is the distribution of real/imaginary part of elements of \( x_t \), \( \bar{\rho}, \sigma^2 \) are computed from (11) with \( \mathcal{E}_G \) being the solution of (51), and \( \mathcal{E}_x, \lambda_x \) are the solution of (52), which is
\[
\lambda_x = \frac{\alpha \frac{\bar{\rho}}{\sigma^2}}{1 + \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x}, \quad \mathcal{E}_x = \mathcal{E}(\lambda_x, p_{\tilde{x}}(\cdot)).
\] (59)
Then, (58) becomes

\[ \alpha I'_\mathcal{X}(\mathcal{X}, \mathcal{Y}) = \alpha \ln 2 \left( \ln \left(1 + \frac{\bar{\rho} E_x}{\sigma^2} \right) - \frac{\bar{\rho} E_x}{1 + \frac{\bar{\rho} E_x}{\sigma^2}} \right) + I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)). \]  

(60)

The mean-square error of the MMSE estimate is \( \mathcal{E}(\lambda_x, p_\tilde{z}(\cdot)) \) defined in (35), which is upper-bounded by the mean-square error of the LMMSE estimate, therefore we get

\[ 0 \leq \mathcal{E}(\lambda_x, p_\tilde{z}(\cdot)) \leq \frac{1}{1 + \lambda_x}, \]

(61)

\[ \mathcal{E}_x < \frac{1}{\lambda_x}, \quad 0 \leq \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x \leq \frac{1}{\alpha - 1}. \]  

(62)

Because \( \ln(1 + w) - \frac{w}{1+w} \) is monotonically increasing in \( w \) for \( w \geq 0 \), (62) yields

\[ 0 \leq \alpha \left( \ln \left(1 + \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x \right) - \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x \right) \leq \alpha(\frac{1}{\alpha - 1} - \frac{1}{\alpha}) = \frac{1}{\alpha - 1}. \]  

Therefore, (60) yields

\[ I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)) \leq \alpha I'_\mathcal{X}(\mathcal{X}, \mathcal{Y}) \leq \frac{1}{\ln 2 (\alpha - 1)} + I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)), \]  

thus

\[ \lim_{\alpha \to \infty} \alpha I'_\mathcal{X}(\mathcal{X}, \mathcal{Y}) = \lim_{\alpha \to \infty} I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)). \]  

(63)

As \( \alpha \to \infty \), (59) and (62) imply that \( \lambda_x \to \infty \), and therefore \( I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)) \to H(x) \) which is the entropy of \( x \). For \( 2^{2a} \)-QAM modulation at the transmitter generated by \( a \)-bit DAC’s, we have \( \lim_{\alpha \to \infty} \alpha I'_\mathcal{X}(\mathcal{X}, \mathcal{Y}) = H(x) = 2a \) for any finite \( a \), and (13), (14) then yield

\[ \lim_{\alpha \to \infty} R_{\text{opt}} = 2a, \quad \lim_{\alpha \to \infty} \tau_{\text{opt}} = 0. \]  

(64)

This shows (24).

When \( a = 1 \), \( \mathcal{E}(\lambda_x, p_\tilde{z}(\cdot)) \) is upper-bounded by the MSE obtained through a hard decision, or

\[ \mathcal{E}_x = \mathcal{E}(\lambda_x, p_\tilde{z}(\cdot)) \leq 4Q(\sqrt{\lambda_x}). \]  

(65)

For large \( \alpha \), (59) and (65) imply that \( \mathcal{E}_x \) decays exponentially to zero, and therefore

\[ \lambda_x \approx \alpha \bar{\rho}/\sigma^2, \]

(66)

\[ \alpha I'_\mathcal{X}(\mathcal{X}, \mathcal{Y}) = \frac{\alpha}{2 \ln 2} \left( \frac{\bar{\rho}}{\sigma^2} \mathcal{E}_x \right)^2 + I_{\text{AWGN}}(\lambda_x, p_\tilde{z}(\cdot)) + o(\mathcal{E}_x^2). \]  

(67)

Equation (64) implies that \( \tau_{\text{opt}} \) is small when \( \alpha \) is large, and therefore, in the following approx-
imations, we only keep the dominant terms in \( \tau \). Equations (51) and (11) yield \( q_g \approx \frac{\rho}{1+\rho} \tau \beta \) and \( \bar{\rho} \approx \left( \frac{\rho}{1+\rho} \right)^2 \tau \beta \), and (66) then yields \( \lambda_x \approx \rho^2 \tau \beta \alpha / (1 + \rho)^2 \). It can be shown when \( a = 1 \) that for some \( \nu > 0 \), \( \alpha I'(X;Y) \approx 2 - \nu e^{-\frac{\lambda_x}{\nu}} \sqrt{\lambda_x} \), and that therefore \( \tau_{\text{opt}} \approx \arg\max_{\tau} (1 - \tau)(2 - \nu e^{-\frac{\lambda_x}{\nu}} \sqrt{\nu_1(1-\tau)}) \) where \( \nu_1 = (\frac{\rho}{1+\rho})^2 \beta \). Taking the derivative with respect to \( \tau \) and setting it equal to zero produces (25).

B. Large \( \alpha \) with \( b = 1 \)

We again compute \( I'(X;Y) \) by following the steps in Section II-A. When \( b = 1 \), (48) yields

\[
\alpha I'(X;Y) = 4\alpha \int_{\mathbb{R}} dz \frac{e^{-\frac{z^2}{2}}}{\sqrt{2\pi}} \left[ Q\left(\sqrt{c}z\right) \log_2 Q\left(\sqrt{c}z\right) - Q(Az) \log_2 Q(Az) \right] - \lambda_x E_x \ln 2 + I_{\text{AWGN}}(\lambda_x, p_{\tilde{x}}(\cdot)),
\]

where

\[
\bar{c} = \frac{\bar{\rho}}{\bar{\sigma}^2}, \quad A = \sqrt{\frac{c(1 - E_x)}{1 + cE_x}},
\]

\( \bar{\rho}, \bar{\sigma} \) are computed from (11) which are not functions of \( \alpha \), and \((E_x, \lambda_x)\) are the solution of (52), which can be expressed as

\[
\lambda_x = \int_{\mathbb{R}} dz \frac{e^{-\frac{z^2}{2}}}{\sqrt{2\pi}} \frac{\alpha \bar{c}}{\pi(1 + cE_x)} e^{-A^2z^2} / Q(Az), \quad E_x = E(\lambda_x, p_{\tilde{x}}(\cdot)).
\]

(69)

Since \( 0 < Q(Az) < 1 \), (69) yields

\[
\lambda_x \geq \frac{\alpha \bar{c}}{\pi(1 + cE_x)} \int_{\mathbb{R}} dz \frac{e^{-\frac{z^2}{2}}}{\sqrt{2\pi}} e^{-A^2z^2} = \frac{\alpha \bar{c} \sqrt{1 + 2A^2}}{\pi(1 + cE_x)} \geq \frac{\bar{c} \alpha}{\pi(1 + \bar{c})}.
\]

(70)

Similar to (61), we have \( 0 \leq E(\lambda_x, p_{\tilde{x}}(\cdot)) = E_x \leq \frac{1}{1 + \lambda_x} \). Then, (69) and (70) yield

\[
0 \leq E_x < \frac{1}{\lambda_x} \leq \frac{\pi(1 + \bar{c})}{\bar{c}} \cdot \frac{1}{\alpha}.
\]

Therefore, \( E_x \) becomes small for large \( \alpha \). A Taylor expansion of (68) obtains

\[
\alpha I'(X;Y) = \frac{\alpha}{\pi \ln 2} \int_{\mathbb{R}} dz \frac{e^{-\frac{1+2A^2z^2}{2}}}{\sqrt{2\pi}Q(Az)} \left( 3A^2 + 2A - 1 \right) e^2 + I_{\text{AWGN}}(\lambda_x, p_{\tilde{x}}(\cdot)) + O(\alpha E_x^2),
\]

27
where $\epsilon = \frac{(1+\bar{c})\bar{c}E}{(\sqrt{c}+A)(1+\bar{c}E)}$. Thus, $\lim_{\alpha \to \infty} \alpha I'(X;Y) = \lim_{\alpha \to \infty} I_{\text{AWGN}}(\lambda_x, p_\epsilon(\cdot))$.

The remaining steps are similar to $b = \infty$ in Appendix B-A and are omitted.
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