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Abstract. In dimension \( n = 1 \) we obtain \( L^p_m(\mathbb{R}) \times \cdots \times L^p_m(\mathbb{R}) \) to \( L^p(\mathbb{R}) \) boundedness for the multilinear spherical maximal function in the largest possible open set of indices and we provide counterexamples that indicate the optimality of our results.

Introduction

The Lebesgue differentiation theorem states that, for a function \( f \in L^1_{loc}(\mathbb{R}^d) \), there is a null set \( E \subset \mathbb{R}^d \) so that, if \( x \in \mathbb{R}^d \setminus E \), then
\[
\lim_{r \to 0} \frac{1}{|B_r(0)|} \int_{B_r(x)} f(y) \, dy = f(x).
\]
A natural question, in that regard, is whether the same convergence holds if one replaces averages over balls by averages over spheres. In addition, the study of such spherical averages is deeply connected with the study of dimension-free bounds for the Hardy–Littlewood maximal function, as highlighted by Stein [29].

In this direction, such a theorem on spherical averages induces the study of the spherical maximal function defined by
\[
S(f)(x) := \sup_{t > 0} \left| \int_{S^{n-1}} f(x - ty) d\sigma_{n-1}(y) \right|.
\]
The study of bounds for the spherical maximal function was initiated by Stein [28], who obtained its boundedness from \( L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n) \) when \( n \geq 3 \) and \( p > \frac{n}{n-1} \) and showed that it is unbounded when \( p \leq \frac{n}{n-1} \) and \( n \geq 2 \). The analogue of this result in dimension \( n = 2 \) was established later by Bourgain in [6], who also obtained a restricted weak type estimate in [5] in the case \( n \geq 3 \).

Further developments have been obtained by Seeger, Tao, and Wright, which, in [27], proved that the restricted weak type estimate does not hold in dimension \( n = 2 \). A number of other authors have also studied the spherical maximal function, among which we highlight [10], [9], [25], [23], [26], [3] and the references therein. Extensions of the spherical maximal function to different settings have also been established by several authors; for instance, see [8], [19], [13], and [22].

The main object of this work is the \( m \)-linear analogue of the spherical maximal function, given by
\[
S_m(f_1, \ldots, f_m)(x) := \sup_{t > 0} \left| \int_{S^{m-1}} \prod_{j=1}^m f_j(x - ty^j) d\sigma_{m-1}(y^1, \ldots, y^m) \right|,
\]
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defined originally for Schwartz functions, where $d\sigma$ stands for the (normalized) surface measure of $S^{mn-1}$.

The $m = 2$ case of \eqref{eq:bi-linear-spherical-maximal} is called the bi(sub)linear spherical maximal function, and it was first introduced by Geba, Greenleaf, Iosevich, Palsson, and Sawyer \cite{GebraGreenleafIosevichPalssonSawyer}, who obtained the first bounds for it. Later improved bounds were provided by \cite{HeoHongYang}, \cite{HeoHongYang}, \cite{HeoHongYang}, and \cite{JeongLee}. A multilinear (non-maximal) version of this operator when all input functions lie in the same space $L^p(\mathbb{R})$ was previously studied by Oberlin \cite{Oberlin}.

It was not until the work of Jeong and Lee \cite{JeongLee} that the sharp open range of boundedness would be proved for the bilinear operator. Indeed, the authors proved in \cite{JeongLee} that when $n \geq 2$, the bilinear maximal function is pointwise bounded by the product of the linear spherical maximal function and the Hardy-Littlewood maximal function, which implies boundedness in the optimal open set of exponents. This was generalized to the multilinear setting in \cite{GebaGreenleafIosevichPalssonSawyer}. See also \cite{HeoHongYang}, \cite{HeoHongYang}, \cite{HeoHongYang}, and \cite{HeoHongYang} for further developments.

The purpose of this work is to complement the results of \cite{JeongLee} and \cite{GebaGreenleafIosevichPalssonSawyer} in the $n = 1$ case. The spherical maximal operators are generally more singular when the dimension is smaller, which is reflected by the fact that the decay of the Fourier transform of the surface measure is smaller in low dimensions.

Our first result establishes the $L^{p_1} \times L^{p_2} \to L^p$ boundedness of the one-dimensional bilinear operator ($m = 2$) in the region $p_1, p_2 > 2$. This range is optimal due to a counterexample of Heo, Hong, and Yang \cite{HeoHongYang}, a variation of which also excludes the possibility of a weak-type bound when $p_1$ or $p_2$ equals 2.

\begin{theorem}
Let $p_1, p_2 > 1$ and $p = \frac{p_1 p_2}{p_1 + p_2}$. Then there is a constant $C = C(p_1, p_2) < \infty$ such that
\begin{equation}
\|S^2(f, g)\|_{L^p} \leq C \|f\|_{L^{p_1}} \|g\|_{L^{p_2}}
\end{equation}
if and only if $p_1, p_2 > 2$. In this case $S^2$ admits a unique bounded extension from $L^{p_1}(\mathbb{R}) \times L^{p_2}(\mathbb{R})$ to $L^p(\mathbb{R})$.

Moreover, for the end cases $p_1 = 2$ and $p_2 = 2$ the bilinear spherical maximal function $S^2$ fails to be weak type bounded. In particular, for any $1 \leq p_1, p_2 \leq \infty$, $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$, $S^2$ does not boundedly map $L^2 \times L^2 \to L^p, \infty$ nor $L^{p_1} \times L^2 \to L^{p, \infty}$.
\end{theorem}
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\caption{Range of $L^{p_1} \times L^{p_2} \to L^p$ boundedness of $S^2(f, g)$, when $n = 1$.}
\end{figure}

The proof of this result is based on a decomposition of the circle into sectors, in which we may safely parametrize it. We then use the curvature of the circle in our
favour, in order to show a different kind of pointwise domination with respect to the $n \geq 2$ case: instead of bounding pointwise by a product of the Hardy–Littlewood and spherical maximal functions, we obtain bounds with products of suitable $p$–maximal functions. In order to obtain these bounds, the curvature helps us by allowing us to insert power weights into the strategy, which effectively enable us to ‘transfer’ decay from one maximal function to the other.

Our second result deals with the multilinear case $m \geq 3$. Using the coarea formula (see [14, Theorem 3.2.22]), we see that the following pointwise bound holds, for fixed $t > 0$:

$$|S_t^m(f_1, \ldots, f_m)(x)| = \left| \int_{S^m-1} \prod_{k=1}^m f_k(x - ty_k) d\sigma(y) \right|$$

$$= \left| \int_{S^m-2} \prod_{k=3}^m f_k(x - ty_k) \int_{\mathbb{S}^1} f_1(x - ty_1) f_2(x - ty_2) d\sigma(y_1, y_2) \frac{dy_1 \cdots dy_m}{r_y} \right|$$

$$\leq \left| \int_{S^m-2} \prod_{k=3}^m f_k(x - ty_k) \int_{\mathbb{S}^1} f_1(x - ty_1) f_2(x - ty_2) d\sigma(y_1, y_2) dy_3 \cdots dy_m \right|$$

$$\leq S^2(f_1, f_2)(x) \cdot M^{m-2}(f_3, \ldots, f_m)(x),$$

where

$$M^m(f_1, \ldots, f_m)(x) = \sup_{t > 0} \int_{S^m} \prod_{i=1}^m |f_i(x - ty_i)| dy_1 \cdots dm,$$

is the $m$–linear Hardy–Littlewood maximal function, and $r_y = \sqrt{1 - \sum_{k=3}^m y_k^2}$. From this estimate and interpolation, we obtain $L^{p_1} \times \cdots \times L^{p_m} \to L^p$ boundedness for $S^m$ in a certain range of exponents. The range of exponents thus obtained turns out to be the optimal boundedness range.

**Theorem 2.** Let $n = 1$, $m \geq 2$, $1 \leq p_i \leq \infty$ for $i = 1, \ldots, m$, and $\frac{1}{p} = \sum_{i=1}^m \frac{1}{p_i}$. Then there is a constant $C < \infty$, only depending on $p_1, \ldots, p_m$, such that

$$\|S^m(f_1, \ldots, f_m)\|_{L^p(\mathbb{R})} \leq C \prod_{i=1}^m \|f_i\|_{L^{p_i}(\mathbb{R})}$$

for all Schwartz functions $f_i$, $i = 1, \ldots, m$ if and only if all three of the following conditions hold:

a) $\frac{1}{p} = \sum_{i=1}^m \frac{1}{p_i} < m - 1,$

b) for every $i = 1, \ldots, m$, $\sum_{j \neq i} \frac{1}{p_j} < m - \frac{3}{2},$

c) $(\frac{1}{p_1}, \ldots, \frac{1}{p_m}) \notin \{0, 1\}^n \setminus \{(0, \ldots, 0)\}.$

If $(\frac{1}{p_1}, \ldots, \frac{1}{p_m}) \in \{0, 1\}^n \setminus \{(0, \ldots, 0)\}$, then we have the weak–type bound

$$\|S^m(f_1, \ldots, f_m)\|_{L^{p, \infty}(\mathbb{R})} \leq C \prod_{i=1}^m \|f_i\|_{L^{p_i}(\mathbb{R})}$$

for some constant $C = C(p_1, \ldots, p_m)$ if and only if (a) and (b) both hold.
Finally, if for some \( i = 1, \ldots, m \) we have \( \sum_{j \neq i} \frac{1}{p_j} = m - \frac{3}{2} \), then the bound in eq. (4) cannot hold for any finite constant \( C \).

As an example we graph the region of boundedness for the trilinear spherical maximal function.

\[ \begin{align*}
(0, 1, \frac{1}{2}) & \quad (1, 0, \frac{1}{2}) \\
(\frac{1}{2}, 0, 1) & \quad \frac{1}{p_2} \\
(1, \frac{1}{2}, 0) & \quad \frac{1}{p_3}
\end{align*} \]

**Figure 2.** The \( L^{p_1} \times L^{p_2} \times L^{p_3} \to L^p \) boundedness region of the trilinear spherical maximal operator \((n = 1)\).

In order to prove the necessity of the conditions on the exponents in Theorem 2, we shall employ two different kinds of counterexamples: the first is where all functions involved are similarly concentrated around the origin, which gives us condition (a), and the second in which all but one function - at entry \( i \) - are similarly concentrated around the origin, whereas \( f_i \) is spread out; this gives us condition (b). A modification of such examples in the spirit of Stein’s original counterexample allows us to obtain condition (c) and the asserted lack of endpoint bounds.

Finally, let us mention for a brief moment the boundary case: for shortness of notation, define, for \( i = 1, \ldots, m \), the sets \( \mathcal{H}, \mathcal{H}_i \) as

\[ \mathcal{H} := [0, 1]^m \cap \left\{ \sum_{j=1}^m x_j = m - 1 \right\} \cap \left[ \bigcap_{i=1}^m \left\{ \sum_{j \neq i} x_j \leq m - \frac{3}{2} \right\} \right] \]

and

\[ \mathcal{H}_i := [0, 1]^m \cap \left\{ \sum_{j \neq i} x_j = m - \frac{3}{2} \right\} \cap \left\{ \sum_{j=1}^m x_j \leq m - 1 \right\} \]

In the diagram above, the set \( \mathcal{H} \) denotes the middle triangle in red, whereas each of the \( \mathcal{H}_i, i = 1, 2, 3 \), denote one of the red rectangles. In spite of Theorem 2 and the counterexamples it provides, the question of weak-type boundedness of \( S^m \) when \((\frac{1}{p_1}, \ldots, \frac{1}{p_m})\) belongs in \( \mathcal{H} \) or \( \mathcal{H}_i \) remains open, as our counterexamples lie (sharply) in the corresponding Lebesgue spaces.
**Boundedness of the Multilinear Spherical Maximal function**

Let $m \in \mathbb{N}$ be the index of multilinearity, and $t > 0$. Define for Schwartz functions $f_1, \ldots, f_m$ on the real line

$$S_m^m(f_1, \ldots, f_m)(x) = \int_{S^{m-1}} \prod_{i=1}^{m} f(x - ty_i) d\sigma(y),$$

where $S^{m-1}$ is the unit sphere in $\mathbb{R}^m$, $y = (y_1, \ldots, y_m) \in S^{mn-1}$, $y_i \in \mathbb{R}$ for $i = 1, \ldots, m$, and $d\sigma$ is the (normalized) surface measure on $S^{m-1}$. The multilinear spherical maximal operator is defined by

$$S_m^m(f_1, \ldots, f_m)(x) = \sup_{t > 0} S^m_t(|f_1|, \ldots, |f_m|)(x) = \sup_{t > 0} \int_{S^{m-1}} \prod_{i=1}^{m} |f_i(x - ty_i)| d\sigma(y).$$

**Proof of Theorem 1, boundedness part.** By sublinearity, we can assume without a loss of generality that $f, g \geq 0$. Fix then two indices $p_1, p_2 > 2$.

Decomposing the integral over $S^1$ as the sum of the integrals over eight parts of the circle, we see that it is enough to deal with the integral over the set

$$\left\{ (y_1, y_2) \in S^1 : 0 \leq y_1 \leq \frac{1}{\sqrt{2}} \leq y_2 \leq 1 \right\},$$

as the treatment over the other sets is essentially equivalent. We then explicitly parametrize the circle over this arc, to obtain

$$S_t^2(f, g)(x) = \int_0^{1/\sqrt{2}} f(x - ty_1)g(x - t\sqrt{1 - y_1^2}) \frac{dy_1}{\sqrt{1 - y_1^2}}$$

$$\leq \int_0^{1/\sqrt{2}} f(x - ty_1)g(x - t\sqrt{1 - y_1^2}) dy_1$$

$$= \int_0^{1/\sqrt{2}} f(x - ty_1)y_1^{1+\varepsilon} g(x - t\sqrt{1 - y_1^2})y_1^{-\varepsilon} dy_1$$

$$\leq \left( \int_0^{1/\sqrt{2}} f^2(x - ty_1)y_1^{-1+\varepsilon} dy_1 \right)^{1/2} \left( \int_0^{1/\sqrt{2}} g^2(x - t\sqrt{1 - y_1^2})y_1^{-\varepsilon} dy_1 \right)^{1/2},$$

where $\varepsilon > 0$ small, to be chosen later. Since $y^{-1+\varepsilon}\chi_{0 \leq y \leq 1/\sqrt{2}} \in L^1$ and is decreasing for any $\varepsilon > 0$, the maximal function

$$f \mapsto \sup_{t > 0} \left( \int_0^{1/\sqrt{2}} f^2(x - ty_1)y_1^{-1+\varepsilon} dy_1 \right)^{1/2}$$

is bounded on $L^{p_1}$, since $p_1 > 2$. For the second term, we change variables by setting $z = \sqrt{1 - y_1^2}$ to get

$$\left( \int_0^{1/\sqrt{2}} g^2(x - t\sqrt{1 - y_1^2})y_1^{-\varepsilon} dy_1 \right)^{1/2} = \left( \int_0^1 g^2(x - tz) \left( \sqrt{1 - z^2} \right)^{-\varepsilon} z dz \right)^{1/2}$$

$$\leq \left( \int_0^1 g^2(x - tz) \left( \sqrt{1 - z^2} \right)^{-\varepsilon} z dz \right)^{1/2}$$

$$\leq \left( \int_0^1 g^2(x - tz) dz \right)^{1/2g} \left( \int_0^1 \frac{1}{\left( \sqrt{1 - z^2} \right)^{2g'}} dz \right)^{1/2g'},$$

where $g, g'$ are chosen such that $g + g' = 1$.
for any $1 \leq q, q' \leq \infty$ with $\frac{1}{q} + \frac{1}{q'} = 1$. We choose $q$ sufficiently close to 1 so that $2 < 2q < p_2$ and then we choose $\varepsilon$ to be sufficiently small so that $\varepsilon q' < 2$. In this way the second term in the above product is finite, and the maximal function

$$g \mapsto \sup_{t > 0} \left( \int_{1/\sqrt{2}}^1 g^{2q}(x - tz)dz \right)^{1/2q}$$

is bounded on $L^{p_2}$. Finally, taking supremum over $t > 0$ on both sides, we have

$$S^2(f,g)(x) \leq \sup_{i > 0} \left( \int_{1/\sqrt{2}}^1 f^2(x - ty_1)y_1^{-1+\varepsilon}dy_1 \right)^{1/2} \left( \sup_{t > 0} \left( \int_{1/\sqrt{2}}^1 g^{2q}(x - tz)dz \right)^{1/2q} \right).$$

Taking $L^p$ norms on both sides and using Hölder’s inequality and the bounds discussed above completes the proof of eq. (3). \hfill \Box

**Proof of Theorem 2, boundedness part.** Again, by sublinearity, it is enough to assume that $f_i \geq 0$ for all $i = 1, \ldots, m$. Let $(\frac{1}{p_1}, \ldots, \frac{1}{p_m}) \in [0,1]^m$ be set of exponents such that (a), (b), and (c) are satisfied. If there at least 2 indices $i_1, i_2$ such that $p_{i_1}, p_{i_2} > 2$ then the bound in eq. (4) follows from the pointwise estimate

$$S^m(\tilde{f}(x)) \lesssim S^2(f_{i_1}, f_{i_2})(x)M^{m-2}(\pi_{i_1,i_2}(\tilde{f}))(x)$$

where

$$\pi_{i_1,i_2}\tilde{f}(x) = (f_1, \ldots, f_{i_1-1}, f_{i_1+1}, \ldots, f_{i_2-1}, f_{i_2+1}, \ldots, f_m)(x)$$

is the projection of the vector $\tilde{f}(x)$ from $\mathbb{R}^m$ to $\mathbb{R}^{m-2}$. If $p_i \leq 2$ for all $i = 1, \ldots, m$, then, by (a), $(\frac{1}{p_1}, \ldots, \frac{1}{p_m})$ belongs to the convex hull of $\mathcal{H} \cup \{0\}$. Similarly, if $p_i > 2$ and $p_j \leq 2$ for all $j \neq i$, then $(\frac{1}{p_1}, \ldots, \frac{1}{p_m})$ belongs in the convex hull of $\mathcal{H}_i \cup \{\mu_i, t \in (0,1/2)\}$. Using Theorem 1 and multilinear interpolation ([18]; see also [16, Section 7.2]), we obtain the strong and weak bounds in eq. (4) and eq. (5). \hfill \Box

**Counterexamples**

**Proof of Theorem 1, counterexample part.** In [20] the authors showed that if the strong type bound eq. (3) holds, then $p_1, p_2 \geq 2$. Moreover, in [4] it was shown that $p = \frac{p_1p_2}{p_1 + p_2} > 1$. A combination of the two examples shows that $p_1, p_2 > 2$ necessarily holds even for the weak type bound. We thus focus on this latter observation.

Let $g = \chi_{[-10, 10]}$ and $f(x) = |x|^{-1/2}(-\log(|x|))^{-1} \chi_{[-1/2, 1/2]}(x)$. Then $f \in L^2(\mathbb{R})$ and $g \in L^{p_2}(\mathbb{R})$ for any $p_2 \geq 1$. For any $1/4 \leq x \leq 1/2$ we choose $t = x$ in the definition of $S^2(f,g)$ to estimate it from below by

$$S^2(f,g)(x) \geq \int_0^1 |x - y|^{-1/2}(-\log(|x - y|))^{-1} \frac{dy}{\sqrt{1 - y^2}}$$

$$\geq \frac{\sqrt{x}}{\sqrt{2}} \int_0^1 (x-y)^{-1}(-\log(x-y))^{-1}dy$$

$$\geq \frac{1}{\sqrt{2x}} \int_0^x u^{-1}(-\log(u))^{-1}du = +\infty,$$

where we changed variables $u = x - xy$ in the passage from the second to the third line. Therefore $S^2(f,g)(x) = +\infty$ on a set of positive measure and the result follows for the $p_1 = 2$ case. Since the case $p_2 = 2$ is symmetric, this finishes our proof. \hfill \Box
Proof of Theorem 2, counterexample part. We start by showing that the open set of exponents in Theorem 2 is optimal.

Necessity of condition (a): If \( f_1 = \cdots = f_m = \chi_{[-\delta, \delta]} \), then for \( 1/2 \leq x \leq 1 \) and \( t = x\sqrt{m} \), a simple estimation of volume shows that
\[
S^m(f_1, \ldots, f_m)(x) \gtrsim \delta^{m-1} \quad \text{for } \frac{1}{2} \leq x \leq 1,
\]
and thus, if \( S^m \) is bounded from \( L^{p_1} \times \cdots \times L^{p_m} \to L^p \), we should have
\[
\delta^{m-1} \lesssim \|S^m(f_1, \ldots, f_m)\|_{L^p} \lesssim \prod_{i=1}^m \|f_i\|_{L^{p_i}} \leq \delta^{\sum_{i=1}^m \frac{1}{p_i}},
\]
and therefore \( \sum_{i=1}^m \frac{1}{p_i} \leq m - 1 \).

Necessity of condition (b): We set \( f_1 = \chi_{[-10\sqrt{m}, 10\sqrt{m}]} \) and \( f_2 = \cdots = f_m = \chi_{[-\delta, \delta]} \). For \( 1/2 \leq x \leq 1 \) we choose \( t = x\sqrt{m-1} \) to estimate \( S^m \) from below. This yields that
\[
S^m(f_1, \ldots, f_m)(x) \gtrsim \delta^{m-3/2} \quad \text{for } \frac{1}{2} \leq x \leq 1,
\]
by the tangency of this sphere to the \( x_1 \)-axis. Thus, if \( S^m \) is bounded for these exponents,
\[
\delta^{m-\frac{3}{2}} \lesssim \|S^m(f_1, \ldots, f_m)\|_{L^p} \lesssim \prod_{i=1}^m \|f_i\|_{L^{p_i}} \lesssim \delta^{\sum_{i=2}^m \frac{1}{p_i}},
\]
and therefore \( \sum_{i=2}^m \frac{1}{p_i} \leq m - \frac{3}{2} \).

With the necessity of conditions (a) and (b) in the statement of Theorem 2 proved, we move on to proving that the strong-type bounds fail in the boundary sets \( \mathcal{H} \) and \( \mathcal{H}_i, i = 1, \ldots, m \).

First of all, we note the following calculus fact:

**Lemma 1.** Let \( r_1, r_2 > 0, t, s < e^{-\frac{r_2}{r_1}} \) and \( t \leq C \) for some \( C \geq 1 \). Then there exists an absolute constant \( C' \) (depending only on \( C, r_1, r_2 \)) such that
\[
(7) \quad s^{-r_1} \left( \log \frac{1}{s} \right)^{-r_2} \leq C' t^{-r_1} \left( \log \frac{1}{t} \right)^{-r_2}.
\]

We then let \( f_i = |x|^{-1/p_i} ( - \log |x|)^{-2/p_i} \chi_{[-1/2, 1/2]} \) for \( i = 1, \ldots, m \), and note that \( f_i \in L^{p_i}(\mathbb{R}) \). For large \( x > 0 \), we choose \( t = x\sqrt{m} \) to estimate \( S^m(\tilde{f})(x) \) from below by focusing on the region
\[
V_m(x) := \left\{ (y_1, \ldots, y_m) \in \mathbb{S}^{m-1} : \frac{1}{\sqrt{m}} - y_1, \ldots, \frac{1}{\sqrt{m}} - y_{m-1} \leq \frac{1}{300m \cdot x\sqrt{m}} \right\}.
\]
This yields the lower bound
\[
S^m(f_1, \ldots, f_m)(x) \geq \int_{V_m(x)} \prod_{i=1}^m f_i(x - \sqrt{m} y_i) d\sigma(\tilde{y})
\]
\[
\geq \int_{V_m(x)} \prod_{i=1}^m \left| x - \sqrt{m} y_i \right|^{-1/p_i} \left( - \log(|x - \sqrt{m} y_i|) \right)^{-2/p_i} d\sigma(\tilde{y}).
\]
Notice now that, for \( \vec{y} \in V_{m}^{+}(x) = \{ \vec{y} \in V_{m}(x) : y_m > 0 \} \), we have

\[
\left| \frac{1}{\sqrt{m}} - y_m \right| = \frac{1}{\sqrt{m} + y_m} \left| \frac{1}{m} - y_m^2 \right| \leq \frac{1}{m} - \left( 1 - \sum_{j \leq m-1} y_j^{2} \right) \left| \frac{1}{\sqrt{m}} \right|
\]

\[
\leq 3 \sum_{j \leq m-1} \left| y_j - \frac{1}{\sqrt{m}} \right| < 3(m-1) \frac{1}{300m \cdot x^{\sqrt{m}}}.
\]

This in turn implies that the new variables \( u_i := x - x^{\sqrt{m}y_i}, i = 1, \ldots, m \), satisfy \((\sum_{i \leq m-1} |u_i|^{2})^{1/2}, |u_m| < e^{-2}\), which allows us to use Lemma 1 since \( \max_{i,j} \frac{n^2}{p_i} = 2 \) for indices in \( \mathcal{H} \).

With this in mind, we locally parametrize \( V_{m}^{+}(x) \) in terms of the first \( (m-1) \) coordinates and use the aforementioned change of variables \( \vec{y} \mapsto \vec{u} \) in the lower bound above, noticing we are in a position to use Lemma 1, between \( |u_i| \) and \( |\vec{u}| \), where \( \vec{u} := (u_1, \ldots, u_{m-1}) \). This implies, thus, \( S_{m}^{m}(f_{1}, \ldots, f_{m})(x) \geq C_{m}|x|^{1-m} \int_{B_{m-1}(0,1)} \left| \vec{u} \right|^{-p} (-\log(|\vec{u}|))^{-\frac{2}{p}} d\vec{u} \geq \left\{ \begin{array}{ll}
|x|^{1-m} & \text{if } \frac{1}{p} = m - 1, \\
\infty & \text{if } \frac{1}{p} > m - 1.
\end{array} \right. \)

This deals with the lack of strong-type bounds for the set \( \mathcal{H} \).

We deal with the lack of strong-type bounds in each \( \mathcal{H}_{i} \) in a similar manner. Without loss of generality we focus on \( \mathcal{H}_{m} \). Let then \( f_i = |x|^{-1/p_i} (-\log|x|)^{-2/p_i} \chi_{[-1,2,2]} \) for \( i = 1, \ldots, m - 1 \), and \( f_m = |x|^{-1/p_m} (\log|x|)^{-2/p_m} \chi_{[0,2,2]} \). Note that \( f_i \in L^{p_i}(\mathbb{R}) \). For large \( x > 0 \), we choose \( t = x^{\sqrt{m}-1} \) to estimate \( S_{m}^{m}(\vec{f})(x) \) from below by focusing on the region

\[
W_{m}(x) := \left\{ \vec{y} \in \mathbb{R}^{m-1} : \left| \frac{1}{\sqrt{m-1} - y_1 \right|, \ldots, \left| \frac{1}{\sqrt{m-1}} - y_{m-1} \right| < 10^{-4} \right\},
\]

over which \( |1 - y_m \sqrt{m-1}| \approx 1 \). Moreover, it can be seen that - by similar methods to the ones employed in the analysis of \( V_{m}(x) \) above - for \( \vec{y} \in W_{m}(x) \), we have

\[
\left( 1 - \sum_{i \leq m-1} y_i^{2} \right)^{-1/2} \geq c_{m} \left( \frac{\bar{v}}{2} \right)^{1/2},
\]

where \( c_{m} > 0 \) is a constant depending only on \( m \), and \( \bar{v} = (v_1, \ldots, v_{m-1}) \), where \( v_i = x - x^{\sqrt{m-1}y_i} \). Parametrizing locally in terms of the first \( (m-1) \) coordinates, changing variables \( \vec{y} \mapsto \bar{v} \) and using Lemma 1 again, we obtain

\[
S_{m}^{m}(f_{1}, \ldots, f_{m})(x) \geq \int_{W_{m}(x)} \prod_{i=1}^{m} f_i(x - x^{\sqrt{m-1}y_i})d\sigma(\vec{y})
\]

\[
\geq |x|^{\frac{2}{p}-m} \frac{1}{p_m} (\log x)^{-\frac{2}{p_m}} \int_{B_{m-1}(0,1)} \left| \bar{v} \right|^{-\frac{1}{p_i} + \frac{m-1}{p_i}} (-\log(|\bar{v}|))^{-\frac{2}{p_i}} d\bar{v}
\]

\[
\geq \left\{ \begin{array}{ll}
|x|^{-\frac{2}{p_m}} (\log x)^{-\frac{2}{p_m}} & \text{if } \sum_{i \leq m-1} \frac{1}{p_i} = m - \frac{\frac{1}{2}}{2}, \\
\infty & \text{if } \sum_{i \leq m-1} \frac{1}{p_i} > m - \frac{\frac{1}{2}}{2}.
\end{array} \right.
\]
Thus, when $$\sum_{i=1}^{m-1} \frac{1}{p_i} = m - \frac{3}{2}$$, the above calculation shows that $$S^m(\vec{f})(x) \gtrsim x^{-\frac{1}{p}} (\log \frac{1}{x})^{-\frac{2}{p_m}}$$ for $$x$$ sufficiently large, and thus $$S^m(\vec{f}) \notin L^p$$, since $$\frac{2}{p_m} < 1$$. This completes the proof of the fact that no strong-type bounds can hold in the sets $$\mathcal{H}_i$$.

Finally, suppose that (c) is not satisfied. The counterexample in [11, Proposition 2] shows that the strong-type bound in eq. (4) cannot hold, since if, for instance, $$p_1 = \cdots = p_k = 1$$ and $$p_{k+1} = \cdots = p_m = \infty$$, we may take $$f_1 = \cdots = f_k = \chi_{(-1,1)}$$ and $$f_{k+1} = \cdots = f_m = 1$$. Then for large $$x > 0$$ and $$t = x \sqrt{k}$$

$$S^m(f_1, \ldots, f_m)(x) \geq \int_{B^k(0,1)} \prod_{i=1}^{k} |f_i(x - x \sqrt{k}y_i)|dy_1 \cdots dy_k \gtrsim |x|^{-k}$$

pointwise, which shows that eq. (4) cannot hold in this case. \(\square\)
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