Abstract

Hate speech detection models are typically evaluated on held-out test sets. However, this risks painting an incomplete and potentially misleading picture of model performance because of increasingly well-documented systematic gaps and biases in hate speech datasets. To enable more targeted diagnostic insights, recent research has thus introduced functional tests for hate speech detection models. However, these tests currently only exist for English-language content, which means that they cannot support the development of more effective models in other languages spoken by billions across the world. To help address this issue, we introduce MULTILINGUAL HATECHECK (MHC), a suite of functional tests for multilingual hate speech detection models. MHC covers 34 functionalities across ten languages, which is more languages than any other hate speech dataset. To illustrate MHC’s utility, we train and test a high-performing multilingual hate speech detection model, and reveal critical model weaknesses for monolingual and cross-lingual applications.

1 Introduction

Hate speech detection models play a key role in online content moderation and also enable scientific analysis and monitoring of online hate. Traditionally, models have been evaluated by their performance on held-out test sets. However, this practice risks painting an incomplete and misleading picture of model quality. Hate speech datasets are prone to exhibit systematic gaps and biases due to how they are sampled (Wiegand et al., 2019; Vidgen and Derczynski, 2020; Poletto et al., 2021) and annotated (Talat, 2016; Davidson et al., 2019; Sap et al., 2021). Therefore, models may perform deceptively well by learning overly simplistic decision rules rather than encoding a generalisable understanding of the task (e.g. Niven and Kao, 2019; Geva et al., 2019; Shah et al., 2020). Further, aggregate and thus abstract performance metrics such as accuracy and F1 score may obscure more specific model weaknesses (Wu et al., 2019).

For these reasons, recent hate speech research has introduced novel test sets and methods that allow for a more targeted evaluation of model functionalities (Calabrese et al., 2021; Kirk et al., 2021; Mathew et al., 2021; Röttger et al., 2021b). However, these novel test sets, like most hate speech datasets so far, focus on English-language content. A lack of effective evaluation hinders the development of higher-quality hate speech detection models for other languages. As a consequence, billions of non-English speakers across the world are given less protection against online hate, and even the largest social media platforms have clear language gaps in their content moderation (Simonite, 2021; Marinescu, 2021).

As a step towards closing these language gaps, we introduce MULTILINGUAL HATECHECK (MHC), which extends the English HATECHECK functional test suite for hate speech detection models (Röttger et al., 2021b) to ten more languages. Functional testing evaluates models on sets of targeted test cases (Beizer, 1995). Ribeiro et al. (2020) first applied this idea to structured model evaluation in NLP, and Röttger et al. (2021b) used it to diagnose critical model weaknesses in English hate speech detection models. We create novel functional test suites for Arabic, Dutch, French, German, Hindi, Italian, Mandarin, Polish, Portuguese and Spanish.¹ To our knowledge, MHC covers more languages than any other hate speech dataset.

The functional tests for each language in MHC broadly match those of the original HATECHECK, which were selected based on interviews with civil society stakeholders as well as a review of hate

¹On dialects: we use Egyptian Arabic in Arabic script, European Dutch and French, High German, Standard Italian and Polish, Standard Hindi in Latin script, Standard Mandarin in Chinese script, Brazilian Portuguese and Argentinian Spanish.
speech research. In each language, there are between 25 and 27 tests for different kinds of hate speech (e.g. dehumanisation and threatening language) as well as contrasting non-hate, which may lexically resemble hate speech but is clearly non-hateful (e.g. counter speech). These contrasts make the test suites particularly challenging to models that rely on overly simplistic decision rules and thus enable more accurate evaluation of model functionalities (Gardner et al., 2020). For each functional test, native-speaking language experts hand-crafted targeted test cases with clear gold standard labels, using the English cases as a starting point but adapting them to retain realism and cultural compatibility in the target language.

We demonstrate MHC’s utility as a diagnostic tool by evaluating a multilingual XLM-T model (Barbieri et al., 2021) fine-tuned on a combination of three widely-used hate speech datasets in Spanish, Italian and Portuguese. This model achieves strong performance on the respective held-out test sets. However, testing with MHC reveals that the model is 1) overly sensitive to key words and key phrases, 2) biased in its target coverage and 3) error-prone and inconsistent in cross-lingual transfer, in both zero- and many-shot settings. If this model was used to moderate content, these critical weaknesses could cause serious harm, leaving some users unprotected from hate while others are restricted in their freedom of expression. We hope that by revealing such weaknesses, MHC can play a key role in the development of better multilingual hate speech detection models.²

2 Constructing MHC

2.1 Defining Functional Tests

Functional tests in MHC test the ability of hate speech detection models to correctly classify different types of hateful and non-hateful content. The tests are fine-grained, distinct and contrastive. For example, we have separate tests for hate expressed using profanity (e.g. DE: "F*ck alle Juden"³) and non-hateful uses of profanity (e.g. DE: "Ich hatte noch nie so einen guten F*ck") in every language. Related functional tests are grouped into classes.

2.2 Selecting Functional Tests

We selected functional tests for each language in MHC to broadly match those from the original HATECHECK. Röttger et al. (2021b), in turn, motivated their selection of tests based on two factors: 1) a series of 21 interviews with NGO workers from the UK, US and Germany whose work directly relates to online hate, and 2) a review of previous hate speech research, particularly taxonomy work (e.g. Zampieri et al., 2019; Banko et al., 2020; Kurrek et al., 2020), error analyses (e.g. Davidson et al., 2017; van Aken et al., 2018; Vidgen et al., 2020) and survey articles (e.g. Schmidt and Wiegand, 2017; Fortuna and Nunes, 2018; Vidgen et al., 2019). All test cases are short text statements, and they are constructed to be clearly hateful or non-hateful according to our definition of hate speech.

Overall, there are 27 functional tests grouped into 11 classes for each of the ten languages in MHC, except for Mandarin, which has 25 functional tests. Compared to the 29 functional tests in HATECHECK, we 1) exclude slur homonyms and reclaimed slurs, because they have no direct equivalents in most MHC languages, and 2) adapt functional tests for spelling variations to non-Latin script in Arabic and Mandarin. For Mandarin, there are two fewer tests for spelling variations and thus two fewer tests overall compared to the other nine languages. As in HATECHECK, the tests cover distinct expressions of hate, as well as contrastive non-hate, which shares lexical features with hate but is unambiguously non-hateful. We provide example cases in different languages for each functional test in Appendix A.

2 Definition of Hate Speech

Following Röttger et al. (2021b), we define hate speech as abuse that is targeted at a protected group or at its members for being a part of that group. Protected groups are groups based on age, disability, gender identity, race, national or ethnic origins, religion, sex or sexual orientation, which broadly reflects Western legal consensus, particularly the US 1964 Civil Rights Act, the UK’s 2010 Equality Act and the EU’s Charter of Fundamental Rights. Based on these definitions, we approach hate speech detection as the binary classification of content as either hateful or non-hateful.

Content Warning This article contains examples of hateful and abusive language. All examples are taken from MHC in their original language, to illustrate MHC’s composition.

²We make MHC available on GitHub.

³We use ISO 639-1 codes to denote the different languages when giving test case examples. See Table 2 for a legend.
expressed through threatening language (F5/6). It tests hate expressed using slurs (F7) and profanity (F8). MHC also tests hate expressed through pronoun reference (F10/11), negation (F12) and phrasing variants, specifically questions and opinions (F14/15). Lastly, MHC tests hate containing spelling variations such as missing characters or leet speak (F23-34), as well as spelling variations in non-Latin script for Arabic (F28-31) and Mandarin (F32-34). For example, there is an Arabic-specific test for spellings in Arabizi, the Arabic chat alphabet (F30), and a Mandarin-specific test for spellings in Pinyin, Mandarin’s romanised version (F34).

Contrastive Non-Hate MHC tests non-hateful contrasts which use profanity (F9) and negation (F13) as well as protected group identifiers (F16/17). It also tests non-hateful contrasts in which hate speech is quoted or referenced, specifically counter speech, i.e. direct responses to hate speech which seek to act against it (F18/19). Lastly, MHC tests non-hateful contrasts which target out-of-scope entities such as objects (F20-22) rather than a protected group.

2.3 Generating Test Cases

All test cases in MHC are hand-crafted by native-speaking language experts who have prior experience researching and/or annotating hate speech.⁴ Each test case is a short statement that corresponds to exactly one gold standard label. HATECHECK’s English test cases provide a starting point for MHC, but experts were encouraged to creatively adapt cases rather than providing literal translations, so as to retain relevance and realism. Adapting language-specific idioms (e.g. “murder that beat”), slurs (e.g. “c*nt”) and profanity (e.g. “f*ck”) in particular required more creativity.

Test cases are generated at scale using templates (Dixon et al., 2018; Garg et al., 2019; Ribeiro et al., 2020), in which we replace tokens for protected group identifiers (e.g. NL:”Ik haat [IDENT.]”) and slurs (e.g. NL:”Voor mij ben je een [SLR.]”). Compared to HATECHECK, the templates for MHC required more granular placeholders for gender- and case-inflected languages. German templates, for example, were instantiated based on gender and count of the identity group term, as well as its case: the male singular of Jew (“[maleIDENT_S]”) in the German Akkusativ would be "den Juden" whereas its Nominativ would be "der Jude". The benefits of the template approach are that 1) MHC has an equal number of cases targeted at different protected groups in each language, and 2) the templates can easily be used to generate more test cases targeted at other protected groups in the future.

MHC covers seven protected groups in each language. The selection of protected groups varies by language, with the goal of maximising the relevance of MHC to the cultural context of each language. Some groups, like women, are covered in all ten languages, whereas others, like lower caste people (HI:”shudra”) are only covered in one language. For cases targeted at or referencing a particular protected group, we provide a secondary label for the group that is targeted. For an overview of protected groups covered by MHC in each language, see Appendix B.

In total, we generate 36,582 test cases across the ten languages in MHC, of which 25,511 (69.7%) are hateful and 11,071 (30.2%) are non-hateful. There is some variation in the number of test cases between different languages due to different numbers of functional tests and slurs, with Polish having the most cases (3,815) and Mandarin the least (3,378). 88.6% of all test cases are generated from templates. The remaining test cases do not use template tokens (e.g. PT:”O clima hoje está f*da”) and are crafted individually. The average test case length is 8.5 words (std. dev. = 3.6) or 46.0 characters (std. dev. = 21.3). This resembles the composition of the original English HATECHECK.

Validation To validate gold standard labels in MHC, all 36,582 test cases were reviewed by three native-speaking annotators. For each language we recruited at least 12 annotators, so that in total more than 120 annotators worked on MHC.⁵ Annotation was prescriptive (Rötter et al., 2021a), meaning that annotators were tasked with adhering to clear annotation guidelines reflecting our definition of hate speech, rather than sharing their personal view on what is and is not hateful.⁶ Compared to the original HATECHECK, where four out of five annotators confirmed the gold label for 99.4% of all test cases, there was more disagreement on MHC (see Appendix D). Upon review, language experts found that the vast majority of disagreement in MHC stemmed from annotators failing to apply the provided guidelines. For example, annotators mis-

---

⁴See Appendix C for more detail on the language experts.

⁵See Appendix C for more detail on annotator recruitment.

⁶Annotation guidelines are available on GitHub.
labelled several instances of clearly hateful slurs (e.g. DE: “Du bist eine F*#*ze, mehr nicht”). Therefore, we did not exclude any cases from MHC. To enable further analysis and data filtering, we publish all annotator labels and mark up cases and templates where annotator majority labels differ from the gold labels.

3 Testing Models with MHC

3.1 Model Setup

As a suite of functional tests, MHC is broadly applicable across hate speech detection models for the ten languages that it covers. Users can test multilingual models across all ten languages or use a language-specific test suite to test monolingual models. MHC is model agnostic, and can be used to compare different architectures or different datasets in zero-, few- or many-shot settings, and even commercial models for which public information on architecture and training data is limited.

Multilingual Transformer Models We test XLM-T (Barbieri et al., 2021), an XLM-R model (Conneau et al., 2020) pre-trained on an additional 198 million Twitter posts in over 30 languages. XLM-R is a widely-used architecture for multilingual language modelling, which has been shown to achieve near state-of-the-art performance on multilingual hate speech detection (Banerjee et al., 2021; Mandl et al., 2021). We chose XLM-T over XLM-R after initial experiments showed the former to outperform the latter on several hate speech detection datasets as well as MHC.

We fine-tune XLM-T on three widely-used hate speech datasets – one Spanish (Basile et al., 2019), one Italian (Sanguinetti et al., 2020) and one Portuguese (Fortuna et al., 2019). Accordingly, model performance is many-shot for Spanish, Italian and Portuguese, and zero-shot for all other languages.

All three datasets have an explicit label for hate speech that matches our definition of hate (§1), so that we can collapse all other labels into a single non-hateful label, to match MHC’s binary format. The Spanish Basile et al. (2019) dataset contains 4,950 tweets, of which 41.5% are labelled as hateful. The Italian Sanguinetti et al. (2020) dataset contains 8,100 tweets, of which 41.8% are labelled as hateful. The Portuguese Fortuna et al. (2019) dataset contains 5,670 tweets, of which 31.5% are labelled as hateful.

We focus our discussion on XTC, an XLM-T model fine-tuned on a combination of these three datasets, which outperforms XLM-T models fine-tuned on the three datasets individually (see Appendix F). For the Spanish and Portuguese data, we use stratified 80/10/10 train/dev/test splits. For the Italian data, we use the original 91.6/8.4 train/test split, and then split the original training set into 90/10 train/dev portions. On the held-out test sets, XTC achieves 84.7 macro F1 for Spanish, 76.3 for Italian, and 73.3 for Portuguese, which is better than results reported in the original papers.

Testing Commercial Models Few commercial models for hate speech detection are available for research use, and only a small subset of them can handle non-English language content. The best candidate for testing is Perspective, a free API built by Google’s Jigsaw team. Given an input text, Perspective provides percentage scores for attributes such as “toxicity” and “identity attack”. The "toxicity" attribute covers a wide range of languages, including the ten in MHC. However, compared to hate speech, "toxicity" is a much broader concept, which includes other forms of abuse and profanity – some of which would be considered contrastive non-hate in the context of MHC. On the other hand, Perspective’s “identity attack” aims to identify “negative or hateful comments targeting someone because of their identity” and thus aligns with our definition of hate speech (§1), but it is only available for three languages in MHC – German, Italian and Portuguese. For these three languages, XTC consistently outperforms Perspective (see Appendix H).

3.2 Results

Performance Across Labels MHC reveals clear gaps in XTC’s performance across all ten languages (Table 2). Overall performance in terms of macro F1 is best on Mandarin (71.5), Italian (69.6) and Spanish (69.5), and worst on Hindi (58.1), Arabic (59.4) and Polish (66.2). F1 scores are higher for hateful cases than for non-hateful cases across all languages, with Hindi and Arabic exhibiting the biggest differences between hate and non-hate (~40pp). For hateful cases, XTC performs best in terms of F1 score on Portuguese (83.5) and worst

---

7 We use the XLM-T implementation hosted on HuggingFace: huggingface.co/cardiffnlp/twitter-xlm-roberta-base.

8 See Appendix E for details on each dataset and pre-processing, and Appendix G for details on model training.

9 www.perspectiveapi.com/
| Functionality                        | Gold Label | AR  | NL  | FR  | DE  | HI  | IT  | ZH  | PL  | PT  | ES  |
|-------------------------------------|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Derogation                          |            |     |     |     |     |     |     |     |     |     |     |     |
| F1: Expression of strong negative emotions (explicit) | hateful | 82.9 | 80.0 | 82.1 | 82.9 | 75.0 | 75.0 | 76.4 | 67.9 | 83.6 | 80.7 |
| F2: Description using very negative attributes (explicit) | hateful | 87.9 | 87.1 | 84.3 | 82.1 | 77.1 | 82.1 | 85.7 | 72.9 | 91.4 | 78.6 |
| F3: Dehumanisation (explicit)       | hateful | 92.9 | 91.4 | 92.1 | 94.3 | 82.9 | 95.0 | 97.9 | 87.9 | 91.4 | 84.3 |
| F4: Implicit derogation              | hateful | 75.2 | 72.1 | 74.3 | 63.4 | 85.0 | 62.1 | 52.1 | 55.7 | 76.1 | 64.3 |
| Threat language                     |            |     |     |     |     |     |     |     |     |     |     |     |
| F5: Direct threat                   | hateful | 85.0 | 94.3 | 92.9 | 93.6 | 84.3 | 88.6 | 97.9 | 76.4 | 90.0 | 89.3 |
| F6: Threat as normative statement   | hateful | 95.0 | 91.4 | 92.1 | 93.6 | 96.4 | 91.4 | 92.1 | 84.3 | 90.7 | 91.0 |
| Slurs                               |            |     |     |     |     |     |     |     |     |     |     |     |
| F7: Hate expressed using slur       | hateful | 76.9 | 55.3 | 73.8 | 67.5 | 64.4 | 52.1 | 70.7 | 51.1 | 77.1 | 43.3 |
| Profanity usage                     |            |     |     |     |     |     |     |     |     |     |     |     |
| F8: Hate expressed using profanity  | hateful | 94.3 | 83.6 | 91.0 | 90.0 | 80.0 | 80.0 | 97.1 | 79.3 | 94.3 | 75.7 |
| F9: Non-hateful use of profanity    | non-hate | 61.0 | 91.0 | 77.0 | 91.0 | 57.0 | 79.0 | 74.0 | 92.0 | 79.0 | 99.0 |
| Pronoun reference                   |            |     |     |     |     |     |     |     |     |     |     |     |
| F10: Hate expressed through reference in subsequent clauses | hateful | 84.3 | 81.4 | 94.0 | 89.3 | 90.7 | 91.4 | 83.6 | 65.0 | 86.4 | 84.1 |
| F11: Hate expressed through reference in subsequent sentences | hateful | 88.6 | 90.0 | 91.4 | 91.4 | 89.3 | 87.9 | 89.3 | 69.3 | 85.0 | 79.3 |
| Negation                            |            |     |     |     |     |     |     |     |     |     |     |     |
| F12: Hate expressed using negated positive statement | hateful | 89.3 | 67.9 | 72.1 | 70.0 | 87.9 | 72.9 | 72.1 | 65.0 | 82.1 | 67.6 |
| F13: Non-hate expressed using negated hateful statement | non-hate | 17.9 | 33.6 | 27.9 | 28.6 | 10.0 | 33.6 | 43.6 | 35.0 | 19.3 | 35.7 |
| Phrasing                            |            |     |     |     |     |     |     |     |     |     |     |     |
| F14: Hate phrased as a question     | hateful | 88.6 | 73.6 | 84.3 | 91.4 | 77.9 | 87.9 | 74.3 | 75.0 | 93.6 | 72.9 |
| F15: Hate phrased as an opinion     | hateful | 90.7 | 77.9 | 92.9 | 87.9 | 78.6 | 89.3 | 90.0 | 75.0 | 92.1 | 78.6 |
| Non-hateful group identifier        |            |     |     |     |     |     |     |     |     |     |     |     |
| F16: Neutral statements using protected group identifiers | non-hate | 44.3 | 67.1 | 67.1 | 67.9 | 49.3 | 83.6 | 80.0 | 88.6 | 56.6 | 68.6 |
| F17: Positive statements using protected group identifiers | non-hate | 47.6 | 51.0 | 56.0 | 59.0 | 40.0 | 81.4 | 75.7 | 73.8 | 67.1 | 71.4 |
| Counter speech                      |            |     |     |     |     |     |     |     |     |     |     |     |
| F18: Denouncements of hate that quote it | non-hate | 10.3 | 47.6 | 22.8 | 31.6 | 17.1 | 37.9 | 43.9 | 61.4 | 22.4 | 40.9 |
| F19: Denouncements of hate that make direct reference to it | non-hate | 9.6 | 32.9 | 18.6 | 34.8 | 13.7 | 31.7 | 45.1 | 44.9 | 24.8 | 64.6 |
| Abuse against non-protected targets |            |     |     |     |     |     |     |     |     |     |     |     |
| F20: Abuse targeted at objects      | non-hate | 53.8 | 73.8 | 72.3 | 66.2 | 49.2 | 73.8 | 70.8 | 87.7 | 70.8 | 86.2 |
| F21: Abuse targeted at individuals (not as member of a protected group) | non-hate | 56.2 | 66.2 | 72.3 | 67.7 | 41.5 | 60.0 | 52.3 | 90.8 | 55.4 | 92.3 |
| F22: Abuse targeted at non-protected groups (e.g. professions) | non-hate | 27.7 | 47.7 | 55.4 | 33.8 | 26.2 | 56.9 | 38.5 | 61.5 | 44.6 | 70.8 |
| Spelling variations                 |            |     |     |     |     |     |     |     |     |     |     |     |
| F23: Swaps of adjacent characters   | hateful | -82.1 | 89.3 | 89.3 | 87.9 | 75.7 | -69.3 | 94.3 | 84.3 |     |     |
| F24: Missing characters             | hateful | -85.0 | 75.0 | 82.9 | 74.3 | 69.3 | -72.9 | 85.7 | 68.6 |     |     |
| F25: Missing word boundaries        | hateful | -81.2 | 91.0 | 80.6 | 87.7 | 90.7 | -71.6 | 95.0 | 76.8 |     |     |
| F26: Added spaces between chars     | hateful | 65.8 | 61.2 | 86.8 | 85.8 | 89.7 | 77.0 | -58.0 | 83.2 | 71.3 |     |     |
| F27: Leet speak spellings           | hateful | -94.7 | 95.2 | 93.5 | 87.7 | 86.3 | -71.6 | 95.0 | 81.1 |     |     |
| F28: AR: Latin char. replacement    | hateful | 83.0 | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F29: AR: Repeated characters        | hateful | 82.9 | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F30: AR: Arabizi (Arabic chat alphabet) | hateful | 60.9 | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F31: AR: Accepted alt. spellings    | hateful | 85.6 | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F32: ZH: Homophonic char. replacement | hateful | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F33: ZH: Character decomposition    | hateful | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |
| F34: ZH: Pinyin spelling            | hateful | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   |     |

Table 1: MHC covers 34 functionalities in 11 classes with a total of n = 36,582 test cases. 69.74% of cases (25,511 in 25 functional tests) are labelled hateful, 30.26% (11,071 in 9 functional tests) are labelled non-hateful. The right-most columns report accuracy (%) of the the XTC model (§3.1) across functional tests for each language. Languages which XTC was directly trained on are underlined, to highlight many-shot vs. zero-shot settings. Best performance on each functional test is bolded. Below random choice performance (<50%) is in cursive red. Examples of test cases for each functional test are listed in Appendix A.
on Polish (76.1), but performance differences are relatively small across languages (< 8pp). For non-hateful cases, on the other hand, performance varies considerably across languages (< 24pp), with XTC performing best on Mandarin (61.1) and worst on Hindi (39.8).

| Language          | F1-h | F1-nh | Mac. F1 |
|-------------------|------|-------|---------|
| Arabic / AR       | 79.1 | 39.8  | 59.4    |
| Dutch / NL        | 80.1 | 53.3  | 66.7    |
| French / FR       | 82.6 | 52.6  | 67.6    |
| German / DE       | 82.6 | 55.2  | 68.9    |
| Hindi / HI        | 78.5 | 37.7  | 58.1    |
| Italian / IT      | 81.5 | 57.8  | 69.6    |
| Mandarin / ZH     | 81.8 | 61.1  | 71.5    |
| Polish / PL       | 76.1 | 56.4  | 66.2    |
| Portuguese / PT   | 83.5 | 53.4  | 68.5    |
| Spanish / ES      | 79.9 | 59.1  | 69.5    |

Table 2: Performance of XTC across the ten languages in MHC. Many-shot settings are underlined. All other languages are zero-shot. F1 score for hateful and non-hateful cases, and overall macro F1 score.

Performance Across Functional Tests Evaluating XTC on each functional test across languages (Table 1) reveals specific model weaknesses.

XTC performs better than a random binary-choice baseline (50% accuracy) on all functional tests for hate, with the exception of Spanish statements with hateful slurs (F7, 43.3% accuracy). Explicit dehumanisation (F3), threatening language (F5/6) and hate expressed using profanity (F8) appear to be the least challenging for the model, with relatively high and consistent accuracy across languages. In comparison, XTC generally performs worse on implicit hate (F4) and spelling variations (F23+). For other hateful functional tests, performance differs noticeably between languages. For example, XTC is very accurate on F10: hate expressed through reference in subsequent clauses in Spanish (94.0%), but much less so on Polish hate of the same kind (65.0%). Performance is worst on hate expressed using slurs (F7), with XTC misclassifying Spanish (43.3%), Polish (51.1%) and Italian statements (52.1%) at particularly high rates.

The only non-hateful functional test where performance is better than a random choice baseline across all ten languages is for non-hateful uses of profanity (F9). In contrast, negated hate (F13) and counter speech (F18/19), are misclassified at very high rates in every language. For example, XTC is only 9.6% accurate on Arabic denouncements of hate that make direct reference to it (F22). Performance differs more noticeably across languages for non-hateful uses of protected group identity terms (F16/17) and abuse against non-protected targets (F20-22). For example, XTC is 81.4% accurate on positive statements using group identifiers in Italian, but only 40.0% accurate on the same type of statement in Hindi.

Performance Across Target Groups MHC can show whether models exhibit unintended biases in target coverage (Dixon et al., 2018) by testing their performance on cases generated from [IDENT] templates. These cases are exactly the same, apart from the group that is targeted (e.g. IT: “Odio i gay” and IT: “Odio gli immigrati”). To illustrate, Table 3 shows model accuracy on these cases for French, Italian and Mandarin, which all cover the same seven protected groups.

| Target Group | FR  | IT  | ZH  |
|--------------|-----|-----|-----|
| Women        | 70.9| 70.1| 74.5|
| Trans people | 65.4| 67.6| 71.0|
| Gay people   | 56.4| 68.2| 70.3|
| Black people | 61.5| 67.7| 66.7|
| Disabled people | 61.2| 64.4| 72.6|
| Muslims      | 66.2| 69.0| 68.3|
| Immigrants   | 66.8| 72.4| 74.0|

Table 3: Macro F1 of XTC on French, Italian and Mandarin test cases in MHC generated from [IDENT] templates, split by targeted protected group.

In French, XTC performs substantially worse on cases targeting gay people (56.4 macro F1) than on equivalent cases targeting women (70.9) or immigrants (66.8). In Italian, XTC performs particularly poorly on cases targeting disabled people (64.4), and in Mandarin on cases targeting black people (66.7), compared to other target groups.

3.3 Discussion MHC reveals clear functional weaknesses in the XTC model across all ten languages.

First, XTC is overly sensitive to key words and phrases. XTC does have some ability to distinguish between different uses of potentially hateful key words, as demonstrated by its relatively good performance on both hateful and non-hateful uses of profanity across languages (F8/9). However,
in languages like Hindi and Arabic, even entries which refer positively to protected groups (F17) are misclassified as hateful at high rates. Accuracy on non-hateful contrasts to hateful phrases, like negated hate (F13) and counter speech (F18/19), is low across all languages. Thus, XTC appears to rely at least in part on overly simplistic decision rules (e.g. that the use of group identifiers is a signal for hate speech). It does not sufficiently register linguistic signals like negation, that reframe hateful phrases into clearly non-hateful statements (e.g. FR: “Je ne déteste pas les blacks.”).

Second, XTC is biased in its target coverage across languages, classifying hate directed against some protected groups less accurately than equivalent cases directed at others (Table 3). These are clear weaknesses that were not apparent from XTC’s strong performance on held-out test sets. They match findings from HATECHECK for monolingual English models (Röttger et al., 2021b). If XTC was used to moderate content, these weaknesses could cause serious harm. In particular, misclassifying counter speech risks undermining positive efforts to fight hate speech, and biased target coverage may create and entrench biases in the protections afforded to different groups. However, the multilingual nature of MHC also allows for additional, novel insights.

First, we can evaluate cross-lingual performance in both zero- and many-shot settings (Table 2). XTC performs particularly well on Italian, Spanish and Portuguese – the languages it was fine-tuned on – but also on French, which is another Romance language. Performance on other European languages is also relatively high. By contrast, Hindi and Arabic clearly stand out as particularly challenging, with substantially lower performance. This suggests that cross-lingual transfer works better across more closely related languages and poses a challenge for more dissimilar languages. Cultural differences across language settings may also affect transferability. We may for example expect hate in Italian and French to be more similar to each other than to hate in Hindi, along such dimensions as who the targets of hate are, which would likely affect the cross-lingual performance of hate speech detection models. Both hypotheses could be explored in future research.

Second, we can evaluate differences in language-specific model behaviour, again in zero- as well as many-shot settings. For example, XTC tends to overpredict hate in Hindi and Arabic, both zero-shot, whereas it tends to underpredict hate in many-shot Spanish and zero-shot Polish (Table 1). XTC also exhibits different target biases across languages, for zero-shot settings like in French and Mandarin as well as many-shot Italian (Table 3). This suggests that, in addition to accounting for differences in high-level performance, multilingual models may require very different calibration and adaptation across languages, even for languages they were not directly fine-tuned on.

Overall, the insights generated by MHC suggest two potential steps towards the development of more effective multilingual hate speech detection models: 1) creating training data in diverse languages to reduce language gaps, even for models with significant cross-lingual transfer abilities, and 2) evaluating and addressing language-specific model biases as well as differences in performance across languages.

4 Limitations

The limitations of the original HATECHECK also apply to MHC. First, MHC diagnoses specific model weaknesses rather than generalisable model strengths, and should be used to complement rather than substitute evaluation on held-out test sets of real-world hate speech. Second, MHC does not test functionalities related to context outside of individual documents or modalities other than text. Third, MHC only covers a limited set of protected groups and slurs across languages, but can easily be expanded using the provided case templates. The multilingual nature of MHC creates additional considerations. First, comparisons of performance between languages are not strictly like-for-like, because cases in different languages are not literal translations of each other. This limitation is compounded for Arabic and Mandarin, which have unique functional tests for spelling variations. Second, even though MHC includes a diverse set of ten languages, these languages still only make up a fraction of languages spoken across the world. To our knowledge, MHC covers more languages than any other hate speech dataset, but hundreds of other languages remain neglected and should be considered for future expansions of MHC. Third, the selection of functional tests in MHC is based on
on HATECHECK, which was informed in part by interviews in an anglo-centric setting. We worked with native-speaking language experts and created additional tests to account for non-Latin scripts in Arabic and Mandarin, but future research may consider additional interviews or other language-specific steps to inform expansions of MHC. Lastly, individual languages, like the ten included in MHC, are not monolithic but vary between speakers, especially across geographic regions and sociodemographic groups. We use widely-spoken dialects for the ten languages in MHC (see §1), but cannot cover all variations.

5 Related Work

Diagnostic Hate Speech Datasets The concept of functional testing from software engineering (Beizer, 1995) was first applied to NLP model evaluation by Ribeiro et al. (2020). The original HATECHECK (Röttger et al., 2021b) then introduced functional tests for hate speech detection models, using hand-crafted test cases to diagnose model weaknesses on different kinds of hate and non-hate. Kirk et al. (2021) applied the same framework to emoji-based hate. Manerba and Tonelli (2021) provide smaller-scale functional test for abuse detection systems. Other research has instead collected real-world examples of hate and annotated them for more fine-grained labels, such as the hate target, to enable more comprehensive error analysis (e.g. Mathew et al., 2021; Vidgen et al., 2021). Instead of creating a static dataset, Calabrese et al. (2021) devise a hate speech-specific data augmentation technique based on simple heuristics to create additional test cases based on model training data. MHC is the first non-English diagnostic dataset for hate speech detection models.

Non-English Hate Speech Data English is by far the most common language for hate speech datasets, as recent reviews by Vidgen and Derczynski (2020) and Poletto et al. (2021) confirm. Encouragingly, more and more non-English datasets are being created, particularly for shared tasks (e.g. Wiegand et al., 2018; Ptaszynski et al., 2019; Fersini et al., 2020; Zampieri et al., 2020; Mulki and Ghanem, 2021). However, very few datasets cover more than one language (Ousidhoum et al., 2019; Basile et al., 2019), and to our knowledge no dataset covers as many languages as MHC.

Multilingual Hate Speech Detection The scarcity of non-English hate speech datasets has motivated research into few- and zero-shot cross-lingual hate speech detection, i.e. detection with little or no training data in the target language. However, model performance is generally found to be lacking in such settings (Stappen et al., 2020; Leite et al., 2020; Nozza, 2021). Others have thus explored data augmentation techniques based on machine translation, which yield limited improvements (Pamungkas et al., 2021; Wang and Banko, 2021). Overall, multilingual models trained or fine-tuned directly on the target languages, i.e. in many-shot settings, are still consistently found to perform best (Aluru et al., 2020; Pelicon et al., 2021). MHC’s functional tests are model-agnostic and can be used to evaluate multilingual hate speech detection models trained on any amount of data.

6 Conclusion

In this article, we introduced MULTILINGUAL HATECHECK (MHC), a suite of functional tests for multilingual hate speech detection models. MHC expands the English-language HATECHECK (Röttger et al., 2021b) to ten additional languages: Arabic, Dutch, French, German, Hindi, Italian, Mandarin, Polish, Portuguese and Spanish. To our knowledge, MHC covers more languages than any other hate speech dataset. Across the languages, native-speaking language experts created 36,582 test cases, which provide contrasts between hateful and non-hateful content. This makes MHC challenging to hate speech detection models and allows for a more effective evaluation of model quality.

We demonstrated MHC’s utility as a diagnostic tool by testing a high-performing multilingual transformer model, which was fine-tuned on three widely-used hate speech datasets in three different languages. MHC revealed the model to be 1) overly sensitive to key words and key phrases, 2) biased in its target coverage and 3) error-prone and inconsistent in cross-lingual transfer, in both zero- and many-shot settings.

So far, hate speech research has primarily focused on English-language content and thus neglected billions of non-English speakers across the world. We hope that MHC can contribute to closing this language gap and that by diagnosing specific model weaknesses across languages it can support the development of better multilingual hate speech detection models in the future.
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**A Example MHC Test Cases**

See Table 4 on the next page.

**B Protected Groups in MHC**

MHC covers seven protected groups per language.

- **Arabic**: women / نساء, trans people / متحولين جنسيا، gay people / مثليين, black people / سود, Jews / يهود, disabled people / مصابين
- **Dutch**: women / vrouwen, trans people / transgenders, gay people / homoseksuelen, black people / zwarte personen, disabled people / gehandicapten, immigrants / immigranten, Muslims / Moslims
- **French**: women / femmes, trans people / trans, gay people / homos, black people / noirs, disabled people / handicapés, Muslims / musulmans, refugees / réfugiés
- **German**: women / Frauen, trans people / Transmenschen, gay people / Schwule, black people / Schwarze, disabled people / Behinderte Jews / Juden, refugees / Flüchtlinge
- **Hindi**: women / aurato, trans people / hijro, gay people / गैर, black people / अर्क, disabled people / असाइ, Muslims / मुसलमान, foreigners / बाहरी
- **Italian**: women / donne, trans people / trans, gay people / gay, black people / persone di colore, disabled people / disabiliti, Muslims / musulmani, immigrants / immigrati
- **Mandarin**: women / 女人, trans people / 跨性别者, gay people / 同性恋, black people / 黑人, disabled people / 残疾人, Muslims / 穆斯林, foreigners / 外国人
- **Polish**: women / kobiety, trans people / osoby transpłciowe, gay people / geje, Asian people / azjaci, disabled people / niepełnosprawni, Jews / Żydzi, immigrants / imigranci
- **Portuguese**: women / mulheres, black people / negros, gay people / gays, trans people / pessoas indígenas, Jews / judeus, disabled people / deficientes
- **Spanish**: women / mujeres, black people / negros, gay people / gays, trans people / trans, indigenous people / indígenas, Jews / judeus, disabled people / discapacitados

**C Data Statement**

Following Bender and Friedman (2018), we provide a data statement, which documents the generation and provenance of test cases in MHC.

**D Annotator Disagreement on MHC**

Annotator disagreement on MHC (Table 5) is higher than on the original HATECHECK (Röttger et al., 2021b), where four out of five annotators agreed on the gold label in 99.4% of cases. There is a lot of variation in disagreement across languages, with most having less than 5% disagreement, and only Mandarin and French more than 10%. Upon review, our language experts found that the vast majority of disagreements stemmed from annotator error, where annotators failed to apply the explicit, prescriptive annotation guidelines they received.
| Functionality                        | Gold Label | Language | Example                                                                 |
|-------------------------------------|------------|----------|-------------------------------------------------------------------------|
| F1: Expression of strong negative  | hateful    | FR       | Il n’y a rien de plus horrible qu’une femme.                           |
| emotions (explicit)                 |            | HI       | duniya mai sabse zyada murkh bas gays hi hote bain.                    |
| F2: Description using very negative | hateful    | NL       | Gehandicapten zijn een plaag.                                          |
| attributes (explicit)               |            | PL       | Życie każdego owada jest cenniejsze niż życie kobiety.                  |
| F3: Dehumanisation (explicit)       | hateful    | ZH       | 只能给女人死刑才能解决问题。                                         |
| F4:Implicit derogation               | hateful    | ES       | En un mundo justo, los negros como ustedes estarían todos muertos.      |
| F5: Direct threat                   | hateful    | PT       | Anormais simplesmente não conseguem ajudar a si mesmos.                |
| F6: Threat as normative statement   | hateful    | IT       | Tipico di un trans essere un pezzo di merda.                           |
|                                        |            | AR       | لازم أحاول قد مقترح ما يفاجي حمار.                                     |
| F7: Hate expressed using slur       | hateful    | ZH       | 只能给女人死刑才能解决问题。                                         |
| F8: Hate expressed using profanity  | hateful    | IT       | Tipico di un trans essere un pezzo di merda.                           |
| F9: Non-hateful use of profanity    | non-hate   | AR       | لازم أحاول قد مقترح ما يفاجي حمار.                                     |
| F10: Hate expressed through reference| hateful    | HI       | wo shudra insaan dikhte hai par hai wo parijeevi hi.                   |
| in subsequent clauses              |            | PT       | È brivio que eles são estúpidos, aífam são gays                         |
| F11: Hate expressed through reference| hateful    | PL       | Nie stojmy bezczynnie, gdy niepelnosprawni są mordowani.               |
| in subsequent sentences            |            | DE       | Behindere sind uns grundsätzlich nicht ebenbürtig.                      |
| F12: Hate expressed using negated   | hateful    | IT       | Shaglio a pensare che questi disabili debbano essere condannati a morte?|
| positive statement                 |            | ES       | Si me preguntas, los negros como tú no son mejores que las ratas.      |
| F13: Non-hate expressed using negated| non-hate   | ZH       | 只能给女人死刑才能解决问题。                                         |
| hateful statement                   |            | NL       | Homoseksuellen horen thuis in de regering.                            |
| F14: Hate phrased as a question     | hateful    | AR       | أيه آلي هلخطط تقول الله ينكره من النساء.                                |
| F15: Hate phrased as an opinion     | hateful    | HI       | logo ko kinnar bulana bilkul theek na hi hai.                          |
| F16: Neutral statements using       | non-hate   | ZH       | 我和两个跨性别者住在一起。                                            |
| protected group identifiers        |            | NL       | Homoseksuellen horen thuis in de regering.                            |
| F17: Positive statements using      | non-hate   | AR       | ؛ أيه اتسياد تقول الله ينكره من النساء.                                  |
| protected group identifiers        |            | HI       | logo ko kinnar bulana bilkul theek na hi hai.                          |
| F18: Denouncements of hate that    | non-hate   | IT       | Questa serie di esercizi è così nauseante.                            |
| quote it                           |            | PL       | Nienawidz cię.                                                        |
| F19: Denouncements of hate that     | non-hate   | DE       | Ich kann Politiker wie dich wirklich nicht ausste-                     |
| make direct reference to it         |            |          | hlen.                                                                  |
| F20: Abuse targeted at objects      | non-hate   | IT       | Questa serie di esercizi è così nauseante.                            |
| F21: Abuse targeted at individuals  | non-hate   | PL       | Nienawidz cię.                                                        |
| (not as member of a protected group)|            | DE       | Ich kann Politiker wie dich wirklich nicht ausste-                     |
| F22: Abuse targeted at non-protected| non-hate   |          | hlen.                                                                  |
| groups (e.g. professions)           |            |          |                                                                         |
| F23: Swaps of adjacent characters   | hateful    | NL       | Zulke transgenders moeten worden geëxecuteerd.                         |
| F24: Missing characters             | hateful    | FR       | Typique d’un homo d’être à ce point stupide.                           |
| F25: Missing word boundaries        | hateful    | PT       | Essas mulheresme dão tanto nojo.                                      |
| F26: Added spaces between chars     | hateful    | ES       | Quiero m a t a r a todos los indígenas.                              |
| F27: Leet speak spellings           | hateful    | HI       | keval aurat hi lmi badi murkh ho sakta hai.                            |
| F28: AR: Latin char. replacement    | hateful    | AR       | آنا یکه که کالیپس یا ییون.                                             |
| F29: AR: Repeated characters        | hateful    | AR       | ما حدد نیکی نیز ضرر ردد به یکلیون دول بالغیه.                         |
| F30: AR: Arabizi (Arabic chat alphabet)| hateful  | AR       | Alanwaa3 dee mal el yahood lazm ytnaath feha el23dam.                  |
| F31: AR: Accepted alt. spellings    | hateful    | AR       | النساء لاهمهم حسب في الألفاظ.                                          |
| F32: ZH: Homophone char. replacement | hateful    | ZH       | 我想嫁死所有黑人。                                                     |
| F33: ZH: Character decomposition    | hateful    | ZH       | 这些外国人就说闭上他们的嘴。                                       |
| F34: ZH: Pinyin spelling            | hateful    | ZH       | 所有女人都去死。                                                       |

Table 4: Example test cases for each of the 34 functional tests in MHC. Examples were selected at random.
For example, hate and more general abuse were often confused, and abuse against non-protected targets was often labelled as hateful. Therefore, we did not exclude any cases from MHC. To enable further analysis and data filtering, we provide annotator labels with the test suite and mark up cases and templates where there is disagreement between the annotator majority labels and the gold labels from our language experts.

| Language   | % Disagreement | n Disagreement |
|------------|----------------|----------------|
| Arabic / AR| 7.05           | 252            |
| Dutch / NL | 9.61           | 362            |
| French / FR| 21.22          | 789            |
| German / DE| 4.20           | 153            |
| Hindi / HI | 4.88           | 174            |
| Italian / IT| 0.73           | 27             |
| Mandarin / ZH| 11.48         | 388            |
| Polish / PL | 2.04           | 78             |
| Portuguese / PT | 4.12 | 152 |
| Spanish / ES | 2.40           | 90             |

Table 5: Proportion of entries and absolute number of entries where at least 2/3 annotators disagreed with the expert gold label, for each language in MHC.

### E Datasets for Model Fine-Tuning

**E.1 Sanguinetti et al. (2020) Italian Data**

**Sampling** The authors compiled 8,100 tweets sampled using keywords. 4,000 tweets come from HaSpeeDe 2018 (Bosco et al., 2018), which in turn originates in the Sanguinetti et al. (2018) dataset. The other 4,100 tweets were collected as part of the Italian hate speech monitoring project "Contro l’Odio" (Capozzi et al., 2019).

**Annotation** The Sanguinetti et al. (2018) tweets were annotated in two phases, first by expert annotators, then by crowdworkers from CrowdFlower. Each tweet was annotated by two to three annotators for six attributes: hate speech, aggressiveness, offensiveness, irony, stereotype, and intensity. For inter-annotator agreement, the authors report a Krippendorff’s Alpha of 38% for CrowdFlower, and a Cohen’s Kappa of 45% for the expert annotators. The "Contro l’Odio" tweets were annotated by crowdworkers, but inter-annotator agreement was not reported. (Sanguinetti et al., 2020).

**Data** We use all 8,100 tweets (41.8% hate).

**Definition of Hate Speech** "Language that spreads, incites, promotes or justifies hatred or violence towards the given target, or a message that aims at dehumanizing, delegitimizing, hurting or intimidating the target. The targets are Immigrants, Muslims, and Roma groups, or individual members of such groups."

**E.2 Fortuna et al. (2019) Portuguese Data**

**Sampling** Fortuna et al. (2019) initially collected 42,930 tweets based on a search of 29 user profiles, 19 keywords and ten hashtags. They then filtered the tweets, keeping only Portuguese-language tweets, and removing duplicates and retweets, resulting in 33,890 tweets. Finally, they set a cap of a maximum of 200 tweets per search method, to create the final dataset of 5,668 tweets.

**Annotation** All tweets in the dataset were annotated as either hateful or non-hateful by 18 non-expert Portuguese native speakers were hired. Each tweet was annotated by three annotators, and inter-annotator agreement was low, with a Cohen’s Kappa of 0.17.

**Data** We use all 5,668 tweets (31.5% hate).

**Definition of Hate Speech** "Hate speech is language that attacks or diminishes, that incites violence or hate against groups, based on specific characteristics such as physical appearance, religion, descent, national or ethnic origin, sexual orientation, gender identity or other, and it can occur with different linguistic styles, even in subtle forms or when humour is used."

**E.3 Basile et al. (2019) Spanish Data**

**Sampling** Tweets were sampled using three methods: 1) monitoring potential victims of hate accounts, 2) retrieving tweets from the history of identified haters, and 3) retrieving tweets using neutral and derogatory keywords, polarising hashtags, and stems. This yielded 19,600 tweets, of which 6,600 are in Spanish and the rest in English.

**Annotation** The dataset was annotated for three attributes: hate speech, target range (individuals or groups), and aggressiveness. First, all data was annotated by at least three Figure Eight crowdworkers. Inter-annotator agreement on Spanish hate speech was high, with a Cohen’s Kappa of 0.89. Second, two experts annotated each tweet. The final label was assigned based on majority vote across the crowd and expert annotators.

**Data** We use all 6,600 Spanish tweets, of which 41.5% are labelled as hateful.
Definition of Hate Speech "Any communication that disparages a person or a group on the basis of some characteristic such as race, color, ethnicity, gender, sexual orientation, nationality, religion, or other characteristics."

E.4 Pre-Processing
Before using the datasets for fine-tuning, we remove newline and tab characters. We replace URLs and user mentions with [URL] and [USER] tokens.

F XLM-T Model Comparison
We denote the three XLM-T models trained on Italian Sanguinetti et al. (2020), Portuguese Fortuna et al. (2019) and Spanish Basile et al. (2019) as XLM-IT, XLM-PT and XLM-ES respectively. XTC denotes the XLM-T model trained on the combination of all three datasets, for which we report results in the main body of this article. XTC generally outperforms the monolingual models when compared on the respective held-out test sets (Table 6) as well as MHC (Table 7).

| Dataset | XLM-IT | XLM-PT | XLM-ES | XTC |
|---------|--------|--------|--------|-----|
| IT      | 73.2   | -      | -      | 76.3|
| PT      | -      | 75.3   | -      | 73.3|
| ES      | -      | -      | 84.0   | 84.7|

Table 6: Macro F1 for each fine-tuned model on its respective test set and for XTC on all test sets.

| Lang.  | XLM-IT | XLM-PT | XLM-ES | XTC |
|--------|--------|--------|--------|-----|
| AR     | 51.3   | 45.8   | 51.4   | 59.4|
| NL     | 59.9   | 49.5   | 59.6   | 66.7|
| FR     | 57.5   | 50.5   | 62.2   | 67.6|
| DE     | 62.1   | 46.9   | 59.5   | 68.9|
| HI     | 48.2   | 44.4   | 47.4   | 58.1|
| IT     | 53.6   | 47.0   | 54.6   | 69.6|
| ZH     | 61.8   | 42.7   | 53.2   | 71.5|
| PL     | 57.5   | 49.2   | 58.2   | 66.2|
| PT     | 58.6   | 64.2   | 56.0   | 68.5|
| ES     | 60.0   | 50.1   | 64.4   | 69.5|

Table 7: Macro F1 across languages on MHC for each of our fine-tuned models.

G XLM-T Model Details
Model Architecture We implemented XLM-T model (Barbieri et al., 2021) using the transformers Python library (Wolf et al., 2020). XLM-T is an XLM-R (Conneau et al., 2020) model pre-trained on an additional 198 million Twitter posts in over 30 languages. It has 12 layers, a hidden layer size of 768, 12 attention heads and a total of 278 million parameters. For sequence classification, we added a linear layer with softmax output.

Fine-Tuning All models use unweighted cross-entropy loss and the AdamW optimiser (Loshchilov and Hutter, 2019) with a 5e-5 learning rate and a 0.01 weight decay. For regularisation, we set a 10% dropout probability, and for batch size we use 32. For each model, we train for 50 epochs, with an early stopping strategy with a patience of 5 epochs, with respect to improvements in the binary F1-score on the validation split. We store the checkpoint with the highest binary F1-score and use it as our final model.

Computation We ran all computations on an AWS "g4dn.2xlarge" server equipped with one NVIDIA T4 GPU card. The average wall time for each each training step was around 3 seconds.

Model Access We make the XTC model available for download on HuggingFace.

H Google Perspective Results
We test Perspective’s "identity attack" attribute and convert the percentage score to a binary label using a 50% cutoff. Testing was done in February 2022.

On the held-out test sets for Italian (Sanguinetti et al., 2020) and Portuguese (Fortuna et al., 2019), Perspective scored 70.7 and 64.1 macro F1. Perspective is outperformed on both languages by XTC, which scored 76.3 and 84.7 (Table 6).

On MHC, for the three languages it supports, Perspective (Table 8) performs worse than XTC (Table 2) in terms of macro F1 for Italian and Portuguese, and around equally well for German.

| Language  | F1-h | F1-nh | Macro F1 |
|-----------|------|-------|----------|
| German / DE | 84.1 | 54.9  | 69.5     |
| Italian / IT | 69.6 | 61.2  | 65.4     |
| Portuguese / PT | 84.2 | 47.6  | 65.9     |

Table 8: Performance of the Perspective API across the three languages it supports in MHC. F1 score for hateful and non-hateful cases, and overall macro F1 score.