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ABSTRACT
This paper aims at initializing a dynamical aspect of symbolic integration by studying stability problems in differential fields. We first show some basic properties of stable elementary functions and then characterize three special families of stable elementary functions including rational functions, logarithmic functions, and exponential functions. We prove that all D-finite power series are eventually stable. Some problems for future studies are proposed towards deeper dynamical studies in differential algebra.
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1 INTRODUCTION
In the proofs of the irrationality and transcendence of e and π, various kinds of definite integrals such as
\[ \int_{-1}^{1} (1 - x^2)^n \cos(xz) \, dx \quad \text{and} \quad \int_{0}^{\pi} x^n (a - bx)^n \sin(x) \, dx \]
are used [31, 32]. In the process of deriving linear recurrences in n for these integrals, one may realize that the integrands are so nice that their shape is stable under indefinite integration, which means the integrands can be integrated arbitrarily often in terms of elementary functions. Some typical functions with this nice property are polynomials, radicals of the form \( \sqrt[n]{\text{expression}} \) and basic transcendental elementary functions such as \( \log(x) \), \( \exp(x) \), \( \sin(x) \), \( \cos(x) \), etc.. One may be curious about whether these are the only possible functions that have this feature. This motivates our dynamical thinking in symbolic integration.
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The problem of integration in finite terms or in closed form is one of the oldest problems in calculus. Since the initial work of Liouville from 1832 to 1841, different systematical approaches have been developed to study this problem [19, 23, 34, 39]. A comprehensive historical study of Liouville’s work on integration in finite terms is given in [26] and also some gentle introductory notes are [20, 27]. After the birth of differential algebra, the problem is formulated in a pure algebraic fashion and then solved by Risch [37, 38] with further developments in symbolic integration [7, 8, 11, 14, 30, 35, 41, 45, 48]. The aim of symbolic integration is developing practical algorithms and software for solving the integration problem of elementary functions and other more general special functions from mathematical physics. The standard references on symbolic integration are firstly Bronstein’s book [8] and some chapters in [12, 49]. Recently, Raab gave an informative survey [36] on the Risch algorithm and its recent developments. Another significant current trend is the arithmetic studies of elementary integration initialized by Masser an Zannier in [10, 28, 29, 50].

Self-maps on structured sets are ubiquitous in mathematics. The theory of dynamical systems is the mathematics of self-maps. So the dynamical way of thinking has inspired many interdisciplinary areas in mathematics such as arithmetic dynamics in number theory [44] and complex dynamics in complex analysis and geometry [5]. The fundamental objects in differential algebra are differential fields and their extensions. The indefinite integration problem of elementary functions can be formulated in terms of differential fields. In this paper, we first view differential fields as dynamical systems where derivations play the role of self-maps and then investigate the dynamical aspect of elementary integration by determining which elementary functions can be infinitely continuously integrated in terms of elementary functions (see the precise formulation in Problems 2.5 and 3.5). Through the dynamical lens, we will see some new landscape of symbolic integration and also understand better why the integrals from the beginning are so nice.

The remainder of this paper is organized as follows. We recall some basic terminologies in dynamical systems and differential algebra and then define stability problems in Section 2. After bridging the connection, we explore the basic properties of stable elementary functions and characterize three families of special stable elementary functions in Section 3. In Section 4, we study the stability problem on D-finite powers series and then conclude our paper in 5 by proposing some problems for future research.

2 STABILITY IN DIFFERENTIAL FIELDS
We first bridge the connection between dynamical systems and differential algebra. A (discrete) dynamical system is a pair \((A, \phi)\) with \(A\) being a set and \(\phi : A \to A\) being a self-map on \(A\). We recall the
definition of four special subsets that are crucial for understanding a dynamical system.

**Definition 2.1.** Let \((A, \phi)\) be a dynamical system and \(a \in A\). Then we say that

1. The element \(a\) is a fixed point of \(\phi\) if \(\phi(a) = a\). The set of all fixed points is denoted by \(\text{Fix}(\phi, A)\).
2. The element \(a\) is a periodic point of \(\phi\) if \(\phi^n(a) = a\) for some positive \(n \in \mathbb{N}\). The set of all periodic points is denoted by \(\text{Per}(\phi, A)\).
3. The element \(a\) is stable in the system \((A, \phi)\) if there exists a sequence \(\{a_i\}_{i \geq 0}\) in \(A\) such that \(a_0 = a\) and \(\phi(a_{i+1}) = a_i\) for all \(i \in \mathbb{N}\). The set of all stable elements is denoted by \(\text{Stab}(\phi, A)\).
4. The element \(a\) is attractive in the system \((A, \phi)\) if for any \(i \in \mathbb{N}\), there exists an \(a_i \in A\) such that \(a = \phi^i(a_1)\). The set of all attractive elements is denoted by \(\text{Attract}(\phi, A)\), which is actually equal to the set \(\bigcap_{i \in \mathbb{N}} \text{Stab}^i(A)\).

For any dynamical system \((A, \phi)\), we have the inclusions:

\[\text{Fix}(\phi, A) \subset \text{Per}(\phi, A) \subset \text{Stab}(\phi, A) \subset \text{Attract}(\phi, A)\]

It is not hard to see that the first three inclusions may be proper by definition. For the last one, Gödelle in [15] presented a concrete example as below and also discussed the question of deciding whether the inclusion \(\text{Stab}(\phi, A) \subset \text{Attract}(\phi, A)\) is indeed an equality in various settings.

**Example 2.2 (Gödelle's Example).** Let \(A = \{(i, j) \in \mathbb{Z}^2 \mid 0 \leq j \leq \max(i-1, 0)\}\) and \(\phi : A \to A\) be defined by \(\phi(i, j) = (i, j-1)\) for positive \(j\), and \(\phi(i, 0) = (\min(i - 1, 0), 0)\). Then the subset \(\text{Stab}(\phi, A)\) is empty, but the subset \(\text{Attract}(\phi, A)\) is equality in various settings.

**Theorem 2.3 (Gödelle's Theorem).** Let \(A\) be a set and \(\phi : A \to A\) be a self-map on \(A\). Then

(i) The stable subset \(\text{Stab}(\phi, A)\) is the largest one among all subsets of \(A\) satisfying the property \(\phi(B) = B\) for every \(B \subset A\).
(ii) If \(\phi\) is either surjective on \(A\) or injective on \(\phi^n(A)\) for some \(n \in \mathbb{N}\), then \(\text{Stab}(\phi, A) = \text{Attract}(\phi, A)\).
(iii) If \(A\) is an infinite-dimensional vector space over a field \(k\), and \(\phi\) is a linear map such that \(\dim_k(\ker(\phi)) = 1\), then \(\text{Stab}(\phi, A) = \text{Attract}(\phi, A)\).

Throughout this paper, we assume that all fields are of characteristic zero. For any field \(K\), we can add a derivative map \(\delta : K \to K\) a derivation on \(K\) if \(\delta(f + g) = \delta(f) + \delta(g)\) and \(\delta(f \cdot g) = f \cdot \delta(g) + g \cdot \delta(f)\) for all \(f, g \in K\). By induction, we have the general Leibniz formula

\[\delta^n(f \cdot g) = \sum_{i=0}^{n} \binom{n}{i} \delta^i(f) \delta^{n-i}(g)\]

as follows.

The ring of linear differential operators over the differential field \((K, \delta)\) is denoted by \(K(D)\), in which we have the commutation rule

\[D \cdot f = f \cdot D + \delta(f)\]

for all \(f \in K\).

One of basic properties of the ring \(K(D)\) is that it is a left Euclidean domain, in which we can define and effectively compute the greatest common right divisor (GCRD) and least common left multiple (LCLM) of polynomials if \(K\) is a computable field. For more results on this ring, one can see [1, 9, 33]. The general Leibniz rule (2.1) now is translated into the general commutation rule in \(K(D)\) as follows

\[D^n \cdot f = \sum_{i=0}^{n} \binom{n}{i} \delta^i(f) \cdot D^{n-i}\]

for all \(n \in \mathbb{N}\) and \(f \in K\). Similarly, we have the following formula

\[f \cdot D^n = \sum_{i=0}^{n} (-1)^i \binom{n}{i} D^{n-i} \cdot \delta^i(f)\]

for all \(n \in \mathbb{N}\) and \(f \in K\). The differential field \(K\) can be viewed as a \(K(D)\)-module via the action

\[L(f) = \sum_{i=0}^{d} \ell_i \delta^i(f)\]

for any \(L = \sum_{i=0}^{d} \ell_i D^i \in K(D)\) and \(f \in K\).

We now view the differential field \((K, \delta)\) as a dynamical system where the self-map is the derivation \(\delta\) and consider its stable and attractive subsets. By the \(C_K\)-linearity of the derivation \(\delta\), it is easy to show that the sets of all stable and attractive elements in \(K\) form linear subspaces of \(K\) over \(C_K\), respectively.

**Proposition 2.4.** Let \((K, \delta)\) be a differential field. Then \(\text{Stab}(\delta, K) = \text{Attract}(\delta, K)\).

**Proof.** Let \(C_K\) be the constant subfield of \(K\). Then \(K\) can be viewed as a vector space over \(C_K\). If there exists an \(f \in K\) such that \(\delta(f) \neq 0\) then \(f\) must be transcendental over \(C_K\) by Lemma 3.3.2 in [8, p. 86]. So the dimension \(\dim_{C_K}(K)\) is either one or infinite. When \(\dim_{C_K}(K)\) is one, we have \(K = C_K\) and both \(\text{Stab}(\delta, K)\) and \(\text{Attract}(\delta, K)\) are equal to \(\{0\}\). So the equality holds. When \(\dim_{C_K}(K)\) is infinite, we get the equality by Theorem 2.3 (iii), since \(\delta\) is a linear map on \(K\) over \(C_K\) and \(\dim_{C_K}(\ker(\delta)) = 1\).

So it is not needed to distinguish the stable elements and attractive elements in a dynamical system arising from a differential field. The central problem considered in this paper is as follows.

**Problem 2.5 (Stability Problem).** Given an element \(x \in K\) in a differential field \((K, \delta)\), decide whether \(x\) is stable in \((K, \delta)\) or not. More generally, describe the structure of the stable subset \(\text{Stab}(\delta, K)\).

**Definition 2.6.** A differential field \((K, \delta)\) is said to be regular if there exists an \(x \in K\) such that \(\delta(x) = 1\).

In a regular differential field, we have the usual formula

\[\delta^m(x^n) = n(n-1) \cdots (n-m+1)x^{n-m}\]

for all \(m, n \in \mathbb{N}\) with \(m \leq n\).
Example 2.7. Let $K$ be the field $\mathbb{C}(x)$ of rational functions in $x$ over the field of complex numbers $\mathbb{C}$. If $\delta$ is the usual derivation $d/dx$, then $(K, \delta)$ is regular since $\delta(x) = 1$. If $\delta$ is the Eulerian derivation $x \cdot d/dx$, then $(K, \delta)$ is not regular since $1/x$ has no anti-derivative in $\mathbb{C}(x)$.

Proposition 2.8. A differential field $(K, \delta)$ is regular if and only if all constants are stable in $(K, \delta)$. Moreover, an element $f$ in a regular differential field $(K, \delta)$ is stable if and only if $\delta(f)$ is stable.

Proof. Suppose that $(K, \delta)$ is regular. Then there exists an $x \in K$ such that $\delta(x) = 1$. Let $c$ be any constant in $K$. Note that

$$c = \delta \left( \sum_{i=1}^{\infty} x^i \right)$$

for any $i \in \mathbb{N}$.

So $c \in \text{Attract}(\delta, K) = \text{Stab}(\delta, K)$. The necessity is obvious since 1 is always a constant.

For the second assertion, suppose that $f$ is stable in $K$. Then Theorem 2.3(i) says that the stability is preserved under the derivation. So $\delta(f)$ is stable. Conversely, suppose that $\delta(f)$ is stable. Then there exists a sequence $(g_i)_{i \in \mathbb{N}}$ in $K$ such that $g_0 = \delta(f)$ and $g_i = \delta(g_{i+1})$ for all $i \in \mathbb{N}$. It is clear that all of the $g_i$’s are stable by definition. By the equality $\delta(f) = \delta(g_1)$ and the additive property of the derivation $\delta$, it follows that $\delta(f - g_1) = 0$, thus $f - g_1 = c$ for some $c \in K$. Since $K$ is regular, $c$ is also stable in $K$ by the first assertion. Thus, $f$ is stable in $K$.

Remark 2.9. We point out that the regularity assumption in the above proposition is needed. In the differential field $(\mathbb{C}(x), x \cdot d/dx)$ which is not regular shown in Example 2.7, any nonzero constant $c$ is not stable but its derivative is always stable.

Lemma 2.10. Let $(K, \delta)$ be a regular differential field with $\delta(1) = 1$ and $f \in K$. Then

(i) Let $n$ be a positive integer. Then $f = \delta^n(g)$ for some $g \in K$ if and only if for all $i$ with $0 \leq i \leq n-1$, there exists an $h_i \in K$ such that $x^i \cdot f = \delta(h_i)$.

(ii) $f$ is stable in $(K, \delta)$ if and only if for all $i \in \mathbb{N}$, $x^i \cdot f = \delta(g_i)$ for some $g_i \in K$.

Proof. For showing the sufficiency of the first assertion, we suppose that $f = \delta^n(g)$ for some $g \in K$. Then the formula (2.3) implies that for all $i$ with $0 \leq i \leq n-1$, we have

$$x^i \cdot D^n = \sum_{j=0}^{n-i} (-1)^j \binom{n}{j} D^{n-j} \cdot \delta^j(x^i).$$

Since $\delta(x^i) = 0$ if $j > i$, we have $x^i \cdot D^n = D \cdot L_i$ with

$$L_i = \sum_{j=0}^{i} (-1)^j \binom{n}{j} \binom{n-j}{i-j} x^{i-j}.$$.

Then

$$x^i \cdot f = x^i \cdot \delta^n(g) = (x^i \cdot D^n) \cdot \delta(h_i) = h_i = L_i \cdot (g_i) \in K.$$.

We prove the necessity by induction on $n$. The assertion holds obviously in the base case when $n = 1$. We now assume that the assertion holds for $n < m$. Suppose that there exist elements $h_0, \ldots, h_{m-1} \in K$ such that

$$f = \delta(h_0), \ldots, x^{m-1} \cdot f = \delta(h_{m-1}).$$

The goal is to show that $f = \delta^m(g)$ for some $g \in K$. By the induction hypothesis, there exists an element $u \in K$ such that $f = \delta^{m-1}(u)$ using the first $m-1$ equalities $x^j \cdot f = \delta(h_j)$ for $0 \leq j \leq m-2$. By the formula (2.3), we have

$$x^{m-1} \cdot D^{m-1} = D \cdot D \cdot L + (m-1)!$$

for some $L \in K(D)$. We claim that we can choose

$$g = \frac{1}{(m-1)!} (h_m - L(u)).$$

Since $f = \delta^m(u)$ and $x^m \cdot f = \delta(h_{m-1})$, we have

$$D^{m-1} \cdot (x^m \cdot f) = (D^{m-1} \cdot (x^{m-1} \cdot D^{m-1})) (u) = (D^{m-1} \cdot (D(L) + (m-1)!)) (u) = D^m(L(u)) + (m-1)!D^{m-1}(u) = \delta^m(L(u)) + (m-1)!.$$.

Since $D^{m-1} \cdot (x^m \cdot f) = \delta^m(h_{m-1}) = \delta^m(h_{m-1})$, we get $\delta^m(L(u)) + (m-1)!f = \delta^m(h_{m-1})$, which implies the claim.

The second assertion follows immediately from the first one.

Theorem 2.11. Let $(K, \delta)$ be a regular differential field with $\delta(1) = 1$. Then the stable subset $\text{Stab}(\delta, K)$ forms a $\mathbb{C}_K[x]$-module and it is closed under differentiation.

Proof. Since the derivation $\delta$ is a linear map on $K$ over $\mathbb{C}_K$, we have that $\delta^i(K)$ is a linear subspace of $K$ for any $i \in \mathbb{N}$. By Proposition 2.4, $\text{Stab}(\delta, K) = \cap_{i \in \mathbb{N}} \delta^i(K)$ is also a linear subspace of $K$ over $\mathbb{C}_K$. To show that $\text{Stab}(\delta, K)$ forms a $\mathbb{C}_K[x]$-module, it suffices to prove that for any $f \in \text{Stab}(\delta, K)$ and $n \in \mathbb{N}$, we have $x^n \cdot f \in \text{Stab}(\delta, K)$. By Lemma 2.10, an element $g \in K$ is stable if and only if for all $i \in \mathbb{N}$, $x^i \cdot g = \delta(h_i)$ for some $h_i \in K$. Since $f$ is stable, we have for all $n \in \mathbb{N}$, $x^n \cdot f = \delta(g_i)$ for some $g_i \in K$. This implies that for all $i, n \in \mathbb{N}$, $x^n \cdot f = \delta(v_i) \cdot x^n \cdot f = \delta(v_i)$. Since $x^n \cdot f$ is stable for any $n \in \mathbb{N}$. The closure property of $\text{Stab}(\delta, K)$ under differentiation follows from Theorem 2.3(i).
Proposition 2.14. Let \((F(t), \delta)\) be a monomial extension of \((F, \delta)\) and \(f, g \in F(t)\). For any irreducible normal polynomial \(p \in F[t]\), we have

(i) \(v_p(fg) = v_p(f) + v_p(g)\).
(ii) \(v_p(f + g) \geq \min\{v_p(f), v_p(g)\}\) and equality holds if \(v_p(f) = v_p(g)\).
(iii) \(v_p(\delta(f)) = v_p(f) - 1\) if \(v_p(f) \neq 0\).

In particular, for any \(i \in \mathbb{N}\), \(v_p(\delta^n(f)) = v_p(f) - i\) if \(v_p(f) < 0\).

Proof. See Lemma 4.1.1 and Theorem 4.4.2 in [8, Chapter 4].

Corollary 2.15. Let \((F(t), \delta)\) be a monomial extension of \((F, \delta)\) and \(f \in F(t)\). If \(f\) is stable in \((F(t), \delta)\), then \(v_p(f) \geq 0\) for any irreducible normal polynomial \(p \in F[t]\), i.e., all of the factors of the denominator of \(f\) are special polynomials.

Proof. Suppose that there exists some irreducible normal polynomial \(p \in F[t]\) such that \(v_p(f) < 0\). Since \(f\) is stable in \((F(t), \delta)\), there exists an element \(g_i \in F(t)\) such that \(f = \delta^i(g_i)\) for each \(i \in \mathbb{N}\). Let \(n = -v_p(f)\). By Proposition 2.14 (iii) and the equality \(f = \delta^n(g_n)\), we have \(v_p(g_n) < 0\) and \(v_p(\delta^n(g_n)) = v_p(g_n) - n < -n\), which contradicts with the fact that \(v_p(\delta^n(g_n)) = v_p(f) = -n\).

3 STABLE ELEMENTARY FUNCTIONS

We now study the stability problem on elementary functions by looking at the classical integration problem of elementary functions through a dynamical lens.

We first recall the differential-algebraic formulation of elementary functions and their integration problems following the presentation in [8].

Definition 3.1. Let \((K, \delta)\) be a differential extension of \((k, \delta)\) and \(t \in K\). We say that \(t\) is elementary over \(k\) if one of the following conditions holds:

(i) \(t\) is algebraic over \(k\), i.e., there exists a polynomial \(P \in k[X]\) \(\setminus k\) such that \(P(t) = 0\);
(ii) \(t\) is exponential over \(k\), i.e., \(t \neq 0\) and there exists an element \(a \in k\) such that \(\delta(t)/t = \delta(a)\), where we write symbolically \(t = \exp(a)\);
(iii) \(t\) is logarithmic over \(k\), i.e., there exists an element \(a \in k \setminus \{0\}\) such that \(\delta(t) = \delta(a)/a\), where we write symbolically \(t = \log(a)\).

\(K\) is an elementary extension of \(k\) if there are \(t_1, \ldots, t_n \in K\) such that \(K = k(t_1, \ldots, t_n)\) and \(t_i\) is elementary over \(k(t_1, \ldots, t_{i-1})\) for \(i \in \{1, \ldots, n\}\). An element \(f \in k\) is said to be elementary integrable over \(k\) if there exists an elementary extension \(K\) of \(k\) and \(g \in K\) such that \(f = \delta(g)\). An elementary function is an element of any elementary extension of the field \((C(x), dx/dx)\).

The classical problem of integration in finite terms is deciding whether a given elementary function is elementary integrable over \((C(x), dx/dx)\). For example, elementary functions

\[
\begin{align*}
\exp(x^2), & \quad \frac{\exp(x)}{x}, \quad \frac{\log(x)}{x}, \quad \frac{1}{\sqrt{x(x - 1)(x - 2)}}
\end{align*}
\]

are not elementary integrable over \((C(x), dx/dx)\). Liouville’s theorem is the fundamental principle for elementary integration [8, Chap. 5.5], which is recalled as follows.

Theorem 3.2 (Liouville’s theorem). Let \((K, \delta)\) be a differential field of characteristic zero and \(f \in K\). If there exist an elementary extension \((E, \delta)\) of \((K, \delta)\) with \(C_E = C_K\) and \(g \in E\) such that \(f = \delta(g)\), then there exist \(g \in K, h_1, \ldots, h_n \in K \setminus \{0\}\) and \(c_1, \ldots, c_n \in C_K\) such that

\[
f = \delta(g) + \sum_{i=1}^n c_i \frac{\delta(h_i)}{h_i}.
\]

We remark that the condition \(C_E = C_K\) can be removed if we assume that the constant field of \(K\) is algebraically closed (see Theorem 5.5.2 in [8]), which is the case if we consider elementary functions over \((C(x))\).

Definition 3.3. Let \((K, \delta)\) be a differential field and \(f \in K\). We say that \(f\) is stable over the elementary extensions of \(K\) if there exists a sequence \(\{g_i\}_{i \in \mathbb{N}}\) such that for all \(i \in \mathbb{N}\), \(g_i\) is an element of some elementary extension of \(K\) and \(f = \delta(g_i)\). An elementary function that is stable over the elementary extensions of \((C(x))\) is called a stable elementary function.

Lemma 3.4. Let \((F, \delta)\) be a regular differential field with \(\delta(x) = 1\) and \(C_F\) being algebraically closed. Let \((F(t), \delta)\) be a monomial extension of \((F, \delta)\) with \(C_F(t) = C_F\). If \(p \in F[t]\setminus F\) is a normal polynomial, then \(T = \log(p)\) is not elementary integrable over \((F(t))\).

Proof. Suppose that \(T\) is elementary integrable over \((F(t))\). Then Theorem 5.8.2 in [8] implies that there are \(c \in C_F\) and \(a, b \in F(t)\) such that \(T = \delta(cT^a + aT) + b\) and \(b\) is elementary integrable over \((F(t))\). By equating the coefficients in \(T\), we get

\[
1 = 2c\frac{\delta(p)}{p} + \delta(a) \quad \text{and} \quad a - \frac{\delta(p)}{p} + b = 0.
\]

Since \(p\) is normal, Proposition 2.14 (iii) implies that \(c = 0\). Then \(a = x + \lambda\) for some \(\lambda \in C_F\) and \(b = -(x + \lambda)\delta(p)/p\). By Lemma 5.6.2 in [8], we get that \(x + \lambda\) must be a constant since \(b\) is elementary integrable. This is a contradiction.

As a special case of the above lemma, we have that \(\log(\log(x))\) is not elementary integrable over \((C(x))\).

We now consider the stability problem on elementary functions.

Problem 3.5. For a given elementary function \(f\) over \((C(x), dx/dx)\), decide whether \(f\) is stable or not.

By Lemma 2.10, an elementary function \(f\) is stable if and only if for all \(i \in \mathbb{N}\), \(x^i f\) is elementary integrable over \((C(x), dx/dx)\). So the stability problem can be viewed as a parametrized version of the integration problem. For this moment, we are far from having a complete solution to the above problem. In the rest of this section, we will study the problem on three special families of elementary functions.

3.1 Stable rational functions

It is well-known that all rational functions are elementary integrable over \((C(x), dx/dx)\) since their anti-derivatives are linear combinations of rational functions and logarithmic functions over \((C(x))\).

Theorem 3.6. Let \(f\) be a rational function in \((C(x))\). Then

(i) \(f\) is a stable elementary function if \(f = d/dx\);
(ii) If \(\delta = d/dx\), then \(f\) is stable in \((C(x), \delta)\) if and only if \(f\) is a polynomial in \((C[x])\).
(iii) If $\delta = x \cdot d/dx$, then $f$ is stable in $(C(x), \delta)$ if and only if $f$ is a Laurent polynomial in $C[x, x^{-1}]$ that is not a nonzero constant.

Proof. (i) By Lemma 2.10, $f$ is stable in the elementary extensions of $C(x)$ if and only if for all $i \in \mathbb{N}$, $x^i f$ is elementary integrable. The latter is always true for rational functions.

(ii) Since the differential field $(C(x), d/dx)$ is regular, all constants in $C$ are stable by Proposition 2.8. Since 1 is a constant, we have that all polynomials in $C[x]$ are stable by Theorem 2.4. To show the sufficiency, we assume that $f \in C(x)$ is stable. By Corollary 2.15, the denominator of $f$ has only special-polynomial factors. Since in the monomial extension $(C(x), d/dx)$ of $(C, d/dx)$, the only possible special polynomials are constants in $C$. So $f$ must be a polynomial in $C[x]$. (iii) By Theorem 5.1.2 in [8], the only possible special polynomials in the monomial extension $(C(x), x \cdot d/dx)$ of $(C, d/dx)$ are of the form $x^i$ with $i \in \mathbb{N}$. If $f$ is stable in $(C(x), x \cdot d/dx)$, then $f$ must be a Laurent polynomial in $x$ by Corollary 2.15. Any nonzero constant $c \in C$ is not integrable (with respect to $x \cdot d/dx$) in $C(x)$ since $c/x \neq d/dx(g)$ for any $g \in C(x)$. So $f$ is also not a nonzero constant.

Remark 3.7. Another way to show the second assertion in the above theorem is using Theorem 2.11. Suppose that $f \in C(x)$ is stable and it is not a polynomial. Then $f = P/Q$ for some $P, Q \in C[x]$ with $Q \notin C$ and $\gcd(P, Q) = 1$. Since $Q$ is not a constant, $Q$ has at least one root in $C$, say $a$. Let $R = Q/(x - a) \in C[x]$. By Theorem 2.11, the product $Rf = P/(x - a)$ is also stable in $C(x)$, which leads to a contradiction since $Rf$ is not integrable in $C(x)$.

3.2 Stable logarithmic functions

In calculus, we have the following formula [17, p. 238]

$$\int x^n \log(x)^m \, dx = \frac{x^{n+1}}{m+1} \sum_{k=0}^{n} (-1)^k \frac{(m+1)!}{(m-k)!} \frac{(m-k)^{n-k}}{(n+1)^{k+1}}$$

(3.1)

for any $m \in \mathbb{N}$ and $n \in \mathbb{Z}$ with $n \neq -1$. This implies that $\log(x)^m$ is a stable elementary function. One of classical results on the integration of logarithmic functions is as follows.

Theorem 3.8 (Liouville-Hardy theorem). Let $f \in C(x)$, then $f \cdot \log(x)$ is elementary integrable over $C(x)$ if and only if

$$f = \frac{c}{x} + \frac{d}{x^2}$$

for some $c \in C$ and $g \in C(x)$.

Proof. See [19, p. 60] or [27].

Let $(K, \delta)$ be a differential field and $t$ be a logarithmic monomial over $K$, i.e., $t$ is transcendental over $K$ and $\delta(t) = \delta(a)/a$ for some $a \in K \setminus \{0\}$. We further assume that $C_K(t) = C_K$. Symbolically, we write $t = \log(a)$. In $K(t)$, all special polynomials are constants by [8, Theorem 5.1.1]. So there is no proper reduced rational function in $K(t)$. For a given $f \in K(t)$, the integration procedure in [8, Chap. 5] can be summarized as follows. First, applying the Hermite reduction to $f$ yields the decomposition

$$f = \delta(g) - \frac{a}{b},$$

where $g \in K(t)$ and $a, b \in K[t]$ with $b$ being normal. So this step reduces the integrability problem to that of simple rational functions in $K(t)$. By the residue criterion [8, Theorem 5.6.1], there exist $c_1, \ldots, c_n \in C_K$ and normal polynomials $b_1, \ldots, b_n \in K[t]$ such that $f = \sum_{i=1}^n c_i \delta(b_i)/b_i \in K[t]$ if $f$ is integrable elementary over $K(t)$. If we detect that $f$ is not elementary integrable at this step, we can stop. Otherwise, it remains to consider the integrability problem on polynomials in $K[t]$. For a polynomial $p \in K[t]$, there exists a polynomial $q \in K[t]$ such that $p - \delta(q) \in K$ if $p$ is elementary integrable over $K(t)$ by [8, Theorem 5.8.1]. So we either detect the non-integrability or reduce the problem from $K(t)$ to $K$. Then we proceed recursively.

In the rest of this subsection, we specialize to the case in which $K \equiv C(x)$ and $\delta = d/dx$ and present a stable version of Theorem 3.8.

Theorem 3.9. Let $T = f \cdot \log(x) \in C(x)$. Then $T$ is stable over the elementary extensions of $C(x)$ if and only if $f \in C[x, x^{-1}]$.

Proof. To show the necessity, we suppose that $T$ is stable over the elementary extension of $C(x)$. By the Liouville-Hardy theorem, we have $f = c_1/x + \delta(q_1)$ for some $c_1 \in C$ and $g_1 \in C(x)$, which implies that

$$f \log(x) = \delta \left( \frac{c_1}{2} \cdot \log(x)^2 + g_1 \log(x) \right) - \frac{g_1}{x}.$$

Since $(\log(x))^2$ and all rational functions are stable, we have that $g_1 \log(x)$ is also stable. Applying the Liouville-Hardy theorem to $g_1 \log(x)$ yields $g_1 = c_2/x + \delta(g_2)$ for some $c_2 \in C$ and $g_2 \in C(x)$. Iterating this process, we obtain two sequences $\{c_i\}_{i \in \mathbb{N}} \in C$ and $\{g_i\}_{i \in \mathbb{N}} \in C(x)$ with $g_0 = f$ and $g_i = c_{i+1}/x + \delta(g_{i+1})$ for all $i \in \mathbb{N}$. If the denominator of $f$ has a root other than zero, do the $g_i$'s. Choosing sufficiently large $i$ yields a contradiction by looking at the order at this root. So $f$ is a Laurent polynomial in $x$. For the necessity, we only need to show that $x^m \log(x)$ is stable for any $m \in \mathbb{Z}$. By the formula (3.1), it suffices to show that $\log(x)/x$ is elementary integrable. This is true since $\log(x)/x = \delta((\log(x))^2/2)$.}

3.3 Stable exponential functions

Throughout this part, let $\delta$ be the usual derivation $d/dx$ on $C(x)$ and its extensions. The non-elementary integrability of $\exp(x^n)$ is derived from the following theorem by Liouville in [24] (see [40, p. 971] for its proof).

Theorem 3.10. Let $f, g \in C(x)$ with $g \notin C$ and $t = f \cdot \exp(g)$. Then $t$ is elementary integrable over $C(x)$ if and only if there exists an $h \in C(x)$ such that $f = \delta(h) + h \cdot \delta(g)$.

A rational function $f = a/b$ with $a, b \in C[x]$ and $\gcd(a, b) = 1$ is said to be differential-reduced (with respect to $\delta$) if

$$\gcd(b, a - \delta(b)) = 1 \quad \text{for all } i \in \mathbb{Z}.$$

We recall some basic properties of differential-reduced rational functions from [6, 13].

Proposition 3.11. Let $f = a/b \in C(x)$ be such that $a, b \in C[x]$ and $\gcd(a, b) = 1$. Then
We first show that 
which implies that

Theorem 3.10 implies that there exists an

By Theorem 2.11,

Proof. The first two assertions follows from Lemma 2 in [13] saying that $f$ is differential-reduced if and only if none of its residues at simple poles is an integer. The third one is Lemma 6 in [6].

**Lemma 3.12.** Let $g \in \mathbb{C}(x)$ and $f = \delta(g) = a/b$ with $a, b \in \mathbb{C}[x]$ and $gcd(a, b) = 1$. Then $t = P \cdot b^{m+1} \cdot \exp(g)$ with $m \in \mathbb{N}$ and $P \in \mathbb{C}[x] \setminus \{0\}$ is elementary integrable over $\mathbb{C}(x)$ if and only if there exists a polynomial $Q \in \mathbb{C}[x]$ such that $t = \delta(Q) \cdot b^{m+1} \cdot \exp(g)$ and

$$
deg_x(Q) = \begin{cases} 
  \deg_x(P) - \deg_x(a), & \text{if } \deg_x(a) \geq \deg_x(b); \\
  \deg_x(P) - \deg_x(b) + 1, & \text{if } \deg_x(a) < \deg_x(b) - 1.
\end{cases}
$$

Proof. Suppose that $t$ is elementary integrable over $\mathbb{C}(x)$. Then Theorem 3.10 implies that there exists an $h \in \mathbb{C}(x)$ such that

$$Ph^m = \delta(h) + f \cdot h.$$ 

Write $h = Q \cdot b^{m+1}$ with $Q \in \mathbb{C}[x]$. Then

$$P = b^m(Q) + (a + (m + 1)\delta(b))Q.$$ 

We first show that $Q \in \mathbb{C}[x]$. Since $f = \delta(g) = a/b$, Proposition 3.11 $(i)$ and $(ii)$ imply that both $f$ and $(a + (m + 1)\delta(b))/b$ are differential-reduced. Then we get $Q \in \mathbb{C}[x]$ by Proposition 3.11 $(iii)$. We next estimate $\deg_x(Q)$. Since $f = \delta(g)$, we have either $\deg_x(a) \geq \deg_x(b)$ or $\deg_x(a) < \deg_x(b) - 1$ by Theorem 4.4.4 in [8], i.e., $\deg_x(a) \neq \deg_x(b) - 1$. If $\deg_x(a) \geq \deg_x(b)$, then $\deg_x(P) = \deg_x(a) + \deg_x(Q)$. Hence $\deg_x(Q) = \deg_x(P) - \deg_x(a)$. If $\deg_x(a)$ is less than $\deg_x(b) - 1$, then the leading monomial of $b\delta(Q) + (a + (m + 1)\delta(b))Q$ is equal to

$$\deg_x(Q) \cdot \deg_x(b) \cdot \deg_x(Q) + (m + 1)\deg_x(b) \cdot \deg_x(Q),$$

which implies that $\deg_x(Q) = \deg_x(P) - \deg_x(b) + 1$.

We now present a stable version of Theorem 3.10.

**Theorem 3.13.** Let $f, g \in \mathbb{C}(x)$ be such that $g \notin \mathbb{C}$ and $t = f \cdot \exp(g)$. Then $t$ is a stable elementary function if and only if $f \in \mathbb{C}[x]$ and $g = \lambda x + \mu$ for some $\lambda, \mu \in \mathbb{C}$ with $\lambda \neq 0$.

Proof. To see the necessity, note that the function $\exp(\lambda x + \mu)$ is stable for any $\lambda \in \mathbb{N}$,

$$\exp(\lambda x + \mu) = \delta \left( \frac{1}{\lambda!} \exp(\lambda x + \mu) \right).$$

By Theorem 2.11, $f \cdot \exp(\lambda x + \mu)$ is stable for any $f \in \mathbb{C}[x]$. For the sufficiency, we assume that $t$ is a stable elementary function. Since $g \notin \mathbb{C}$, we have $\delta(g) \neq 0$. We first claim that $\delta(g)$ must be a constant. Suppose that this is not true. Let $d$ be the denominator of $f$. Then $t_1 = d \cdot t = p \cdot \exp(g)$ for some $p \in \mathbb{C}[x]$ and it is also stable by Theorem 2.11. Since $t_1$ is elementary integrable over $\mathbb{C}(x)$, Theorem 3.10 implies that there exists an $h \in \mathbb{C}(x)$ such that

$$p = \delta(h) + \delta(g) \cdot h.$$
The following theorem summarizes some fundamental properties of D-finite power series and P-recursive sequences.

**Theorem 4.2.** Let \( f = \sum_{n \geq 0} a_n x^n \in k[[x]] \). Then

(i) \( f \) is D-finite if and only if its coefficient sequence \( a_n \) is P-recursive;

(ii) if \( a_n \) has an annihilator in \( k[x](S) \) of order \( r \) and degree \( d \), then \( f \) has an annihilator in \( k[x](D) \) of order at most \( d \) and degree at most \( r + d \);

(iii) if both \( a_n \) and \( b_n \) are P-recursive with annihilators \( A \) and \( B \) in \( k[x](S) \), then \( a_n b_n \) is also P-recursive with an annihilator of order at most \( \text{ord}(A) \text{ord}(B) \) and degree at most \( 2 \max(\text{deg}(A), \text{deg}(B)) \text{ord}(A)^2 \text{ord}(B)^2 \).

**Proof.** For the proofs, see [22, p. 149] and [21, Theorem 8].

As a high-order generalization of Gosper’s algorithm [16] and its differential analogue [4], Abramov and van Hoeij studied the integration problem on solutions of linear functional equations [2, 3]. In the following, we let \( k = \mathbb{C} \) and \( \delta = d/dx \) so that we can talk about generalized series solutions of linear differential equations.

**Problem 4.3.** Given an operator \( L \in k(x)(D) \), find a minimal-order operator \( L \in k(x)(D) \) such that the derivatives of the solutions of \( L \) are the solutions of \( L \). We call \( L \) an integral of \( L \), denoted by \( \text{int}(L) \).

Note that \( \tilde{L} \) is unique up to a factor in \( K \) and the order of \( \tilde{L} \) is greater than that of \( L \) by at most one. If \( \text{ord}(L) = \text{ord}(L) \), Abramov and van Hoeij proved that there exist \( P \in k(x)(D) \) with \( \text{ord}(P) < \text{ord}(L) \) and \( r \in k(x) \) such that \( D \cdot P + r \cdot L = 1 \). In this case, a solution \( f \) of \( L \) has an anti-derivative of the form \( \text{P}(f) \). For a power series \( f = \sum_{n \geq 0} a_n x^n \in k[[x]] \), we call the series \( \sum_{n \geq 1} \frac{a_{n-i}}{i} x^n \) a formal integral of \( f \), denoted by \( \text{int}(f) \).

**Definition 4.4.** A D-finite power series \( f \) is said to be stable if there exists a sequence \( \{g_i\}_{i \in \mathbb{N}} \) in \( k[[x]] \) such that \( g_0 = f \), \( g_i = \delta(g_{i+1}) \) and all of the \( g_i \)’s have annihilators of the same order. It is said to be eventually stable if there exists an integer \( m \in \mathbb{N} \) such that \( \text{int}^m(f) \) is stable. An operator \( L \in k(x)(D) \) is said to be stable if \( \text{ord}(\text{int}(L)) = \text{ord}(L) \) for all \( i \in \mathbb{N} \) and be eventually stable if there exists an integer \( m \in \mathbb{N} \) such that \( \text{int}^m(L) \) is stable.

The following result was first discovered by Guo and then proved by the author in 2020. For more interesting stable power series, see Guo’s thesis [18].

**Theorem 4.5.** Any D-finite power series is eventually stable.

**Proof.** Let \( f = \sum_{n \geq 0} a_n x^n \in k[[x]] \) be D-finite and \( L \in k(x)(D) \) be the minimal annihilator for \( f \). By Theorem 4.2 (i), \( a_n \) is P-recursive and so has a minimal annihilator \( P \in k(x)(S) \). Let

\[
g_i = \sum_{n \geq i} \frac{a_{n-i}}{i(n-1)\cdots(n-i+1)} x^n.
\]

Then \( f = \delta(g_i) \). We claim that the order of minimal annihilators for \( g_i \) is bounded. By Theorem 4.2 (ii), it suffices to show that the degrees of the minimal annihilators of the coefficient sequences \( b_{n,i} = a_{n-i}/(n(n-1)\cdots(n-i+1)) \) are bounded. Note that \( a_{n-i} \) has the same annihilator as \( a_n \) and the minimal annihilators of the sequences \( t_i = 1/(n(n-1)\cdots(n-i+1)) \) are \( (n+1)S - (n+i-1), \) whose order and degree are independent of \( i \). Then Theorem 4.2 (iii) implies that the degrees of the minimal annihilators for \( b_{n,i} \) are at most \( 2 \max(1, \text{deg}(P)) \text{ord}(P)^2 \). Then there exists an integer \( m \in \mathbb{N} \) such that the formal integral \( \text{int}^m(f) \) is stable.

## 5 CONCLUSION AND FUTURE WORK

This paper presents some initial results towards a deep connection between dynamics and differential algebra with the focus on stability problems in symbolic integration. This is just a first try and more general cases are waiting for further studying in this direction.

To conclude this paper, we propose some problems for future work. The first problem is characterizing all possible algebraic functions that are stable in the differential field \( (\mathbb{C}(x), \frac{d}{dx}) \). The typical stable family of algebraic functions is \( (x - c)^r \) with \( c \in \mathbb{C} \) and \( r \in \mathbb{Q}\setminus\{-1, -2, \ldots\} \). We conjecture that an algebraic function is stable in \( (\mathbb{C}(x), \frac{d}{dx}) \) if and only if it is of the form

\[
\sum_{i=1}^{n} p_i \cdot (x - c_i)^r,
\]

where \( p_i \in \mathbb{C}[x], c_i \in \mathbb{C} \) and \( r_i \in \mathbb{Q}\setminus\{-1, -2, \ldots\} \). The second problem is formulating a stable version of Liouville’s theorem that describes the structure of elementary functions that are elementary integrable. This will be crucial for developing a Risch-type algorithm for detecting whether an elementary function is stable or not. The third problem is studying stability problems in symbolic summation. For this moment, we have some parallel results in this direction which will be included in a forthcoming paper. A special case of this problem is to characterize all possible stable hypergeometric terms with respect to the difference operator by thinking of the genuine generalization of the theorem. The last problem is related to a classical open problem in differential algebra asked by Rubel in [42].
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