A Multistage Distribution-Generation Planning Model for Clean Power Generation under Multiple Uncertainties—A Case Study of Urumqi, China
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Abstract: In this research, a multistaged distribution-generation planning (MDGP) model is developed for clean power generation in the regional distributed generation (DG) power system under multiple uncertainties. The developed model has been applied for sustainable energy system management at Urumqi, China. Various scenarios are designed to reflect variations in demand modes of districts, seasonal limits, potentials of energy replacement, and clean power generation. The model can provide an effective linkage between economic cost and stability of DG power systems. Different power generation schemes would be obtained under different seasonal scenarios and system-failure risk levels. On the other hand, net system costs would be obtained and analyzed. The results indicate that the traditional power generation can be replaced by renewable energy power in DG power systems to satisfy the environmental requests of the city of Urumqi. The obtained solutions can help decision-makers get feasible decision alternatives to improve clean power planning in the Urumqi area under various uncertainties.
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1. Introduction

Electric power is one of the most critical and important substances for socio-economic development. Due to rapid economic development and increasing energy demand, many regions in China have been challenged by exacerbating power shortage, rising energy cost, and deteriorating environmental pollution resulting from excessive consumption of fossils for electric power generation. Particularly, spatial variations in various activities related to power supply and demand are responsible for numerous complexities in a regional power system that hinder effective management for such a system. Moreover, the introduction of renewable energy into power systems will intensify such complexities and lead to various uncertainties in the parameters, components, and processes in electric power systems [1,2]. Consequently, it is necessary to generate effective electric power management strategies with the use of renewable energy under uncertainties.

Distribution generation (DG) for power would bring significant benefits in diversification of energy resources. Renewable power sources of DG have been applied to electric grids in recent decades due to its advantages for environment and economic viability. Previously, many studies were undertaken for DG system planning. Porkar et al. made a distribution system planning framework to obtain the optimal DG management mode and scheme [3]. Haghifam et al. got placement under minimum operational cost of DG units by considering the economic and technical risks [4]. Sajjadi et al. proposed the optimization placement of DG units and capacitors in power networks [5]. On the
other hand, adoption of the DG system would be helpful to adjust the unbalanced electric power structure and mitigate the associated environmental issues such as air pollution and greenhouse gas emission (GHG) in China. However, in regional power management, extensive uncertain factors are associated with economic, environmental, policy and technical parameters (e.g., the imprecise fuel cost, changing price of electricity, uncertain electricity demands) [6–10]. Such uncertainties would affect the related activities for power generation in a DG system [11–16]. Therefore, effective power generating schemes of a DG system are desired under various uncertainties. Several optimization methods were developed to deal with uncertainties in traditional regional electric power systems management under various uncertainties [17–21]. However, few studies were reported to deal with uncertainties in the DG system planning.

Therefore, as an extension of previous research, the objective of this study is to develop a multistage distribution-generation planning (MDGP) model for supporting DG systems planning with clean energy substitution; the proposed MDGP will be applied to the city of Urumqi for supporting DG systems planning with emission mitigation, clean energy substitution and power-structure adjustment [22,23]. The MDGP model was formulated by integration of multistage stochastic programming method (MSP) [24,25], fuzzy-random interval programming (FRIP) [25–27], and stochastic robust optimization method (SRO) [28–30].

The integration of FRIP, SRO and MSP is rarely studied to reflect high complexities in energy systems because of its complexities and difficulties in calculation. The developed model is designed originally to deal with multiple uncertainties in the DG power system. The MDGP model will be proposed through integrating fuzzy-random programming into a multistage stochastic robust programming framework to address compound uncertainties and further reveal the associated reliability and risk for the DG power system. The proposed MDGP model will be applied to the power system planning in the City of Urumqi to illustrate its applicability. Moreover, in the development of the DG system model, the seasonal limits and grid-tied electricity will be considered, which help reduce the instability of renewable energy resources and promote the construction of renewable energy power. The results will help generate strategies under various structural adjustment requirements, multiple uncertainties, and climatic scenarios, which are valuable for supporting DG power system management.

2. Methodology

The MDGP model is based on MSP, FRIP, and SRO. Each technique has a unique effect in enhancing capacities and scope of the MDGP model. In a DG system, scenario structures and the probability distributions are handled through MSP, while the uncertainties presented as fuzzy-random variables and discrete intervals are reflected through FRIP [31,32]. Moreover, the SRO approach will be incorporated into MDGP to reveal the risk-aversion of the DG system [33]. The framework of the development model can offer feasible schemes under scenarios of different regional environmental capacities and development modes [34–39]. The detailed solution method for MDGP is proposed in Appendix A. To deal with multiple uncertainties, the general MDGP model can be formulated as:

\[
\begin{align*}
\min f^\pm &= \sum_{t=1}^T \sum_{j=1}^{n_1} \hat{c}_j^\pm x_j^\pm + \sum_{t=1}^T \sum_{j=1}^{n_1} \sum_{k=1}^{K_t} p_{tk} \hat{d}_j^\pm y_{jkt} \\
&+ \omega \sum_{t=1}^T \sum_{j=1}^{n_1} \sum_{k=1}^{K_t} p_{tk} \left( \hat{d}_j^\pm y_{jkt} - \sum_{j=1}^{n_1} \sum_{k=1}^{K_t} p_{tk} \hat{d}_j^\pm y_{jkt} + 2\theta_{jkt}^\pm \right) \\
\text{subject to:} \\
&\quad \sum_{j=1}^{n_1} \hat{d}_j^\pm y_{jkt} - \sum_{j=1}^{n_1} \sum_{k=1}^{K_t} p_{tk} \hat{d}_j^\pm y_{jkt} + 2\theta_{jkt}^\pm \\
&\quad \geq 0, \ j = 1, 2, \ldots, n_{ij}; \ k = 1, 2, \ldots, K_t
\end{align*}
\]
\[ \sum_{j=1}^{n_t} \tilde{\alpha}_{jt}^+ x_{jt}^+ \leq \tilde{b}_{jt}, \quad r = 1, 2, \ldots, m_1; \quad t = 1, 2, \ldots, T \]  

(3)

\[ \sum_{j=1}^{n_t} \tilde{\alpha}_{jt}^+ x_{jt}^+ + \sum_{j=1}^{n_t} \tilde{\alpha}_{jt}^- y_{jkt}^+ \leq \tilde{\omega}_{jkt}^+, \quad r = 1, 2, \ldots, m_2; \quad t = 1, 2, \ldots, T; \quad k = 1, 2, \ldots, K_i \]

(4)

\[ x_{jt}^+ \geq 0, \quad j = 1, 2, \ldots, n_j; \quad t = 1, 2, \ldots, T \]

(5)

\[ y_{jkt}^+ \geq 0, \quad j = 1, 2, \ldots, n_j; \quad k = 1, 2, \ldots, K_i; \quad t = 1, 2, \ldots, T \]

(6)

The model can be transformed into two deterministic sub-models [40–45]. The first sub-model is (where \( c_{jt}^+ \geq 0, \omega_{jkt}^+ \geq 0, b_{jt}^+ > 0 \) and \( f^+ > 0 \)):

\[ \text{Min } f^- = \sum_{i=1}^{K} \sum_{j=1}^{n_i} \tilde{\alpha}_{ji}^+ (x_{ji}^- + \mu_{ji} \Delta x_{ji}) + \sum_{i=1}^{K} \sum_{j=1}^{n_i} p_{jk} \left( \sum_{j=1}^{n_i} \tilde{\alpha}_{ji}^- y_{jkt}^- + \sum_{j=1}^{n_i} \tilde{\alpha}_{ji}^+ y_{jkt}^+ \right) \]

\[ + \omega \sum_{i=1}^{K} \sum_{j=1}^{n_i} p_{jk} \left( \sum_{j=1}^{n_i} \tilde{\alpha}_{ji}^- y_{jkt}^- - \sum_{j=1}^{n_i} \sum_{j=1}^{n_i} p_{jk} \tilde{\alpha}_{ji}^- y_{jkt}^- + 2\tilde{\omega}_{jkt}^- \right) \]

\[ + \omega \sum_{i=1}^{K} \sum_{j=1}^{n_i} p_{jk} \left( \sum_{j=1}^{n_i} \tilde{\alpha}_{ji}^+ y_{jkt}^+ - \sum_{j=1}^{n_i} \sum_{j=1}^{n_i} p_{jk} \tilde{\alpha}_{ji}^+ y_{jkt}^+ + 2\tilde{\omega}_{jkt}^+ \right) \]

subject to:

\[ \sum_{j=1}^{n_i} |\tilde{\alpha}_{ji}^-| \cdot \text{sign}(\tilde{\alpha}_{ji}^-) y_{jkt}^- + \sum_{j=1}^{n_i} |\tilde{\alpha}_{ji}^+| \cdot \text{sign}(\tilde{\alpha}_{ji}^+) y_{jkt}^+ - \sum_{j=1}^{n_i} \sum_{j=1}^{n_i} p_{jk} |\tilde{\alpha}_{ji}^-| \cdot y_{jkt}^- \]

\[ - \sum_{j=1}^{n_i} \sum_{j=1}^{n_i} p_{jk} |\tilde{\alpha}_{ji}^+| \cdot y_{jkt}^+ + \theta_{jkt}^+ \geq 0, \quad j = 1, 2, \ldots, n_j; \quad k = 1, 2, \ldots, K_i \]

(8)

\[ \sum_{j=1}^{n_i} |\tilde{\alpha}_{ji}^+| \cdot \text{sign}(\tilde{\alpha}_{ji}^+) (x_{ji}^- + \mu_{ji} \Delta x_{ji}) \leq \tilde{b}_{ji}, \quad r = 1, 2, \ldots, m_1; \quad t = 1, 2, \ldots, T \]

(9)

\[ \sum_{j=1}^{n_i} |\tilde{\alpha}_{ji}^-| \cdot \text{sign}(\tilde{\alpha}_{ji}^-) (x_{ji}^- + \mu_{ji} \Delta x_{ji}) \leq \tilde{b}_{ji}, \quad r = 1, 2, \ldots, m_1; \quad t = 1, 2, \ldots, T \]

(10)

where \( \mu_{ji}, y_{jkt}^- \) and \( y_{jkt}^+ \) are decision variables; \( x_{ji} = x_{ji}^- + \mu_{ji} \Delta x_{ji} \) are the optimized first-stage variables. Then, the sub-model can be transformed into

\[ \text{Min } f^- = \theta^- \]

(15)
subject to

\[
\sum_{t=1}^{T} \sum_{j=1}^{n_1} \tilde{\alpha}_j(x^-_j + \mu_j \Delta x_j) + \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} + \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} \right) \\
+ \omega \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} - \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} + 2\theta^-_{jtk} \right) \right] \\
+ \omega \left[ \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} - \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} + 2\theta^-_{jtk} \right) \right] \leq \theta^-
\]

(16)

\[
\sum_{j=1}^{n_j} \tilde{\alpha}_j^+ \text{sign}(\tilde{\alpha}_j^+) (x^-_j + \mu_j \Delta x_j) \leq \tilde{c}_r, \\
\sum_{j=1}^{n_j} \tilde{\alpha}_j^- \text{sign}(\tilde{\alpha}_j^-) y^-_{jtk} \leq \tilde{d}_t, \\
r = 1, 2, \ldots, m_1; t = 1, 2, \ldots, T
\]

(17)

Then, the above model can be transformed into

\[
\text{Min } f^- = \theta^- + p_0 E[\lambda_{0}^S(\omega)] + q_0 E[\lambda_{0}^I(\omega)] \\
+ \sum_{i=1}^{m} \sum_{i(1)} E[\lambda_{i}^S(\omega)] + \sum_{i=1}^{m} q_{i(1)} E[\lambda_{i(1)}^I(\omega)]
\]

(24)

subject to

\[
\left( \begin{array}{c}
\sum_{t=1}^{T} \sum_{j=1}^{n_1} \tilde{\alpha}_j(x^-_j + \mu_j \Delta x_j) \\
+ \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} + \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} \right) \\
+ \omega \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} - \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} + 2\theta^-_{jtk} \right) \right) \\
+ \omega \left[ \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{tk} \left( \sum_{j=1}^{n_1} \tilde{\alpha}_j y^-_{jtk} - \sum_{j=n_1+1}^{n_2} \tilde{\alpha}_j y^+_{jtk} + 2\theta^-_{jtk} \right) \right] \leq \lambda_{0}^S(\omega)
\end{array} \right)
\]

(25)
\[
I_0 \begin{pmatrix}
\theta^+ , \\
\theta^-
\end{pmatrix} = \lambda_0^I(\omega)
\]
\[
S_{rt} \left( \sum_{i=1}^{n_i} \begin{pmatrix} \tilde{\alpha}_{ji}^+ + \text{sign}(\tilde{\alpha}_{ji}^-) \langle x_{ji}^- + \mu_j \Delta x_{ji} \rangle, \\
\tilde{\alpha}_{ji}^- \end{pmatrix} \right) = \lambda_{rt(1)}^S(\omega)
\]
\[
I_{rt} \left( \tilde{b}_{rt(w_{p(i)})}^+ \right) = \lambda_{rt(1)}^I(\omega)
\]
\[
S_{rt} \left( \sum_{i=1}^{n_i} \begin{pmatrix} \tilde{\alpha}_{ji}^+ + \text{sign}(\tilde{\alpha}_{ji}^-) \langle x_{ji}^- + \mu_j \Delta x_{ji} \rangle, \\
\tilde{\alpha}_{ji}^- \end{pmatrix} \right) = \lambda_{rt(2)}^S(\omega)
\]
\[
I_{rt} \left( \tilde{b}_{rt(w_{p(i)})}^+ \right) = \lambda_{rt(2)}^I(\omega)
\]
\[
x_{ji}^- + \mu_j \Delta x_{ji} \geq 0, \quad j = 1, 2, \ldots, n_i; \quad t = 1, 2, \ldots, T
\]
\[
y_{jk}^- \geq 0, \quad j = 1, 2, \ldots, n_i; \quad k = 1, 2, \ldots, K_i; \quad t = 1, 2, \ldots, T
\]
\[
y_{jk}^+ \geq 0, \quad j = 1, 2, \ldots, n_i; \quad k = 1, 2, \ldots, K_i; \quad t = 1, 2, \ldots, T
\]
\[
0 \leq \mu_j \leq 1, \quad j = 1, 2, \ldots, n_i; \quad t = 1, 2, \ldots, T
\]

Solutions of \( y_{jk}(j = 1, 2, \ldots, j), y_{jk}^+(j = j_1 + 1, j_1 + 2, \ldots, n_i), \) and \( \mu_{jk} \) can be obtained through solving \( f^- \). Then the \( f^+ \) can be formulated as follows
\[
\text{Min } f^+ = \theta^+ + p_0 E[\lambda_0^S(\omega_{p(i)})] + q_0 E[\lambda_0^I(\omega_{p(i)})]
\]
\[
+ \sum_{i=1}^{m} p_{i(1)} E[\lambda_i^S(\omega_{p(i)})] + \sum_{i=1}^{m} q_{i(1)} E[\lambda_i^I(\omega_{p(i)})]
\]
\[
+ \sum_{i=1}^{m} p_{i(2)} E[\lambda_i^S(\omega_{p(i)})] + \sum_{i=1}^{m} q_{i(2)} E[\lambda_i^I(\omega_{p(i)})]
\]
subject to

\[
S_0 \left( \begin{array}{c}
\sum_{i=1}^{T} \sum_{j=1}^{n_1} \tilde{z}^+_j (x^j_i + \mu_j \Delta x^j_i) \\
+ \sum_{t=1}^{K_1} \sum_{k=1}^{K_1} p_{ik} \left( \sum_{j=1}^{n_1} \tilde{d}^+_j y^j_{ikt} + \sum_{j=j_{t+1}}^{n_1} \tilde{d}^+_j y^j_{jkt} + 2 \theta^+_{jkt} \right) \\
+ \omega \sum_{t=1}^{T} \sum_{k=1}^{K_1} p_{ik} \left( \sum_{j=j_{t+1}}^{n_1} \tilde{d}^+_j y^j_{jkt} - \sum_{j=j_{t+1}}^{n_1} \sum_{k=1}^{K_1} p_{ik} \tilde{d}^+_j y^j_{jkt} + 2 \theta^+_{jkt} \right)
\end{array} \right) = \lambda^S_0 (w)
\]

\[
I_0 \left( \begin{array}{c}
\sum_{i=1}^{T} \sum_{j=1}^{n_1} \tilde{z}^+_j (x^j_i + \mu_j \Delta x^j_i) \\
+ \sum_{t=1}^{K_1} \sum_{k=1}^{K_1} p_{ik} \left( \sum_{j=1}^{n_1} \tilde{d}^+_j y^j_{ikt} + \sum_{j=j_{t+1}}^{n_1} \tilde{d}^+_j y^j_{jkt} + 2 \theta^+_{jkt} \right) \\
+ \omega \sum_{t=1}^{T} \sum_{k=1}^{K_1} p_{ik} \left( \sum_{j=j_{t+1}}^{n_1} \tilde{d}^+_j y^j_{jkt} - \sum_{j=j_{t+1}}^{n_1} \sum_{k=1}^{K_1} p_{ik} \tilde{d}^+_j y^j_{jkt} + 2 \theta^+_{jkt} \right)
\end{array} \right) = \lambda^I_0 (w)
\]

\[
S_r \left( \begin{array}{c}
\sum_{j=1}^{n_1} \tilde{\pi}_j \left( - \text{sign} (\tilde{\pi}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \\
\sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \\
\sum_{j=j_{t+1}}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) y^j_{jkt} \right)
\end{array} \right) = \lambda^S_{r(1)} (w)
\]

\[
I_r \left( \begin{array}{c}
\tilde{b}^+_r (w_{r(1)}) \left[ \sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \right] \\
\sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) y^j_{jkt} \right)
\end{array} \right) = \lambda^I_{r(1)} (w)
\]

\[
S_r \left( \begin{array}{c}
\sum_{j=1}^{n_1} \tilde{\pi}_j \left( - \text{sign} (\tilde{\pi}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \\
\sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \\
\sum_{j=j_{t+1}}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) y^j_{jkt} \right)
\end{array} \right) = \lambda^S_{r(2)} (w)
\]

\[
I_r \left( \begin{array}{c}
\tilde{\alpha}_r (w_{r(2)}) \left[ \sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) (x^j_i + \mu_j \Delta x^j_i) \right) \right] \\
\sum_{j=1}^{n_1} \tilde{\alpha}_j \left( - \text{sign} (\tilde{\alpha}_j) y^j_{jkt} \right)
\end{array} \right) = \lambda^I_{r(2)} (w)
\]

\[
x^j_i + \mu_j \Delta x^j_i \geq 0, \quad j = 1, 2, \ldots, n_1; \quad t = 1, 2, \ldots, T
\]

\[
y^j_{jkt} \geq 0, \quad j = 1, 2, \ldots, n_1; \quad k = 1, 2, \ldots, K_t; \quad t = 1, 2, \ldots, T
\]

\[
y^j_{jkt} \geq 0, \quad j = 1, 2, \ldots, n_1; \quad k = 1, 2, \ldots, K_t; \quad t = 1, 2, \ldots, T
\]

\[
0 \leq \mu_j \leq 1, \quad j = 1, 2, \ldots, n_1; \quad t = 1, 2, \ldots, T
\]

The solutions:

\[
x^j_{jopt} + \mu_j \Delta x^j_{jopt}, \quad j = 1, 2, \ldots, n_1
\]
\[ y^+_{jkt} = [y^1_{jkt}, y^2_{jkt}], \ j = 1, 2, \ldots, n; \ t = 1, 2, \ldots, T; \ k = 1, 2, \ldots, K_t \] 

\[ f^\pm_{opt} = [f^-_{opt}, f^+_{opt}] \] 

where \( x^+_{jt}, j = 1, 2, \ldots, k_1 \) are interval variables of objective function which are with positive coefficients, and \( x^+_{jt}, j = k_1 + 1, k_1 + 2, \ldots, n \), are interval variables of objective function which are with negative coefficients, \( p_j \) is the probability level. \( \theta^\pm_{jkt} \) is a slack variable. \( \tilde{a}^\pm_{jt}, \tilde{b}^\pm_{jt}, \tilde{c}^\pm_{jt}, \tilde{d}^\pm_{jt}, \tilde{e}^\pm_{jt} \) are parameters of planning model. \( \omega \) represents a weight coefficient.

Notation of multiple uncertainties methods.

| Parameters | Explanation |
|------------|-------------|
| \( x^+_{jt} \) | the optimized first-stage variables |
| \( y^+_{jkt} \) | decision variables |
| \( \tilde{c}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( \tilde{d}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( p_{jk} \) | probability of different scenario |
| \( \omega \) | weight coefficient |
| \( \theta^\pm_{jkt} \) | slack variable |
| \( \tilde{a}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( \tilde{b}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( \tilde{c}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( \tilde{d}^\pm_{jt} \) | fuzzy-random parameters of planning model |
| \( \tilde{T} \) | family of triangular fuzzy numbers |
| \( a \) | left spread |
| \( b \) | right spread |
| \( \tilde{P} \) | fuzzy sets |
| \( \tilde{Q} \) | fuzzy sets |
| \( S(\tilde{Q}, \tilde{P}) \) | superiority between \( \tilde{Q} \) and \( \tilde{P} \) |
| \( I(\tilde{Q}, \tilde{P}) \) | inferiority between \( \tilde{Q} \) and \( \tilde{P} \) |
| \( S(\tilde{Q}, \tilde{P}) \) | superiority of fuzzy-random variable \( \tilde{P} \) to \( \tilde{Q} \) |
| \( I(\tilde{P}, \tilde{Q}) \) | inferiority of fuzzy-random variable \( \tilde{P} \) to \( \tilde{Q} \) |
| \( \tilde{A}^\omega \) | parameters with fuzzy-random boundaries |
| \( \tilde{B}^\omega \) | parameters with fuzzy-random boundaries |
| \( \tilde{C}^\omega \) | parameters with fuzzy-random boundaries |
| \( \tilde{X}^\omega \) | variables with fuzzy-random boundaries |

3. Case Study

3.1. Overview of Urumqi

Xinjiang Uygur Autonomous Region is one of the richest areas for renewable energy resources in China. In recent years, the capacities of wind and solar photovoltaic power are skyrocketing in Xinjiang Uygur Autonomous Region. Due to disunity between the growth of renewable energy capacity and the instability of energy resource availability, serious abandon of wind and solar photovoltaic power has occurred. This phenomenon has led to the idling of hundreds of renewable energy power devices in China. Then, the development of new energy has faced serious predicament.

Urumqi is in the Eurasian Continental Center and the southern margin of Junggar Basin. It is the economic and financial center for the northwest part of China with a rapid economic development growth. It governs seven districts and one county. These are Tianshan District, Saybagh District, Xinshi District, Shuimogou District, Toutunhe District, Dabancheng District, Midong District, and Urumqi County.
Due to the development of renewable energy, Urumqi has become one of the important renewable energy bases in China. The Dabancheng District has been identified as a national wind power generation pilot area in 2015. In July 2015, the grid interconnection of seven wind farms has been realized in Dabancheng District. On the other hand, the average annual mean sunshine duration is more than 3000 h. Therefore, renewable power of DG has a great development potential in Urumqi.

According to Urumqi Statistics Bureau (2009–2013), the total energy consumption is $2.855 \times 10^6$ tons of coal equivalent in 2010. A higher consumption and a higher primary energy supply would lead to serious environment problems (e.g., haze weather). In 2013, haze had become a crisis to the city which seriously influenced the living and transportation of residents. Then, Urumqi may face more serious atmospheric environmental problems (including haze and greenhouse effect), which are caused by traditional fossil consumption. Therefore, the study attempts to propose a programming model to reflect the following problems: (i) how to address interactions among DG structure adjustment, clean energy substitution, and emission mitigation under multiple uncertainties? (ii) how to manage the associated risk in regional DG systems planning under uncertainty?

3.2. Model Formulation

The regional demands of electric power would be presented as an uncertain parameter for the future planning horizon. Therefore, decisions of power system programming must be made at each stage to obtain the most appropriate amount of power generation to satisfy the varied demand. In the regional power systems planning, the initial decision would be made based on electric power demand forecasting. Thus, the developed MDGP for DG systems would be suitable of the emerging energy replacement in power systems and environmental issues, which can be formulated as follows:

$$\text{Min } f^\pm = (1) + (2) + (3) - (4) + (5) + (6) + (7)$$

(1) Cost for DG construction

$$\sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} S_{ij}^\pm P_{\tilde{C}}_{rij}^\pm (Q_{rij}^\pm + P_{tu} Q_{Erij}^\pm) \eta_{it}^\pm$$

(50)

(2) Cost for energy sources

$$\sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} S_{ij}^\pm E_{\tilde{P}}_{ti}^\pm (E_{rij}^\pm + P_{tu} E_{Crij}^\pm)$$

(51)

(3) Cost of electricity transaction

$$\sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} S_{ij}^\pm C_{\tilde{E}}_{ti}^\pm (Q_{rij}^\pm + P_{tu} Q_{Erij}^\pm)$$

(52)

(4) Benefit of electricity trading with power grid

$$\sum_{t=1}^{T} \sum_{r=1}^{R} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{u=1}^{U} P_{\tilde{M}E_{ri}^\pm E_{IE}^\pm} \eta_{jtu}^\pm P_{tu}$$

(53)

(5) Cost for pollutants emission in DG system

$$\sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} \sum_{p=1}^{P} P_{\tilde{W}E_{pi}^\pm S_{ij}^\pm} (Q_{rij}^\pm + P_{tu} Q_{Erij}^\pm) \omega_{ijp}^\pm$$

(54)
(6) Cost for line loss of electricity trading

\[
\sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} \sum_{p=1}^{P} \left( P_{\tilde{W}}^p S_{ij}^\pm SL_{rij} EIE_{jru}^\pm WLE_{jp} E_{tu}^\pm P_{tu} \right)
\]

(55)

(7) Robust function

\[
\lambda \sum_{t=1}^{T} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{r=1}^{R} \sum_{u=1}^{U} \sum_{p=1}^{P} P_{tu} \left( z_{riju}^\pm - \sum_{r=1}^{R} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{u=1}^{U} \sum_{p=1}^{P} P_{tu} z_{riju}^\pm + 2\theta_{riju}^\pm \right)
\]

(56)

where

\[
z_{riju}^\pm = S_{ij}^\pm P_{\tilde{C}}_{rij}^\pm QE_{riju}^\pm \eta_{ij}^\pm + S_{ij}^\pm E_{P}^\pm E_{Cij}^\pm + S_{ij}^\pm E_{Eij}^\pm QE_{riju}^\pm +
\]

\[
P_{\tilde{E}}^\pm EIE_{jru}^\pm - P_{\tilde{E}}^\pm EIE_{jru}^\pm + \sum_{p=1}^{P} P_{\tilde{W}}^p S_{ij}^\pm QE_{riju}^\pm WLE_{jp}^\pm
\]

(57)

subject to:

(1) Constraints for peak power demand

\[
\sum_{r=1}^{R} \sum_{i=1}^{I} \sum_{j=1}^{J} \left( Q_{rij}^\pm + QE_{riju}^\pm \right) S_{ij}^\pm - \sum_{r=1}^{R} \sum_{j=1}^{J} EIE_{jru}^\pm \geq (1 + \Delta) D_{E}^\pm
\]

(58)

(2) Constraints for electricity balance in programming districts of DG system

\[
\sum_{r=1}^{R} \sum_{i=1}^{I} \sum_{j=1}^{J} \left( Q_{rij}^\pm + QE_{riju}^\pm \right) S_{ij}^\pm - \sum_{r=1}^{R} \sum_{j=1}^{J} EIE_{jru}^\pm \geq (1 + \Delta) D_{E}^\pm
\]

(59)

(3) Constraints for energy balance

\[
E_{rij}^\pm S_{ij}^\pm = Q_{rij}^\pm
\]

(60)

\[
E_{riju}^\pm S_{ij}^\pm = QE_{riju}^\pm
\]

(61)

\[
\sum_{r=1}^{R} EIE_{jru}^\pm \leq \sum_{i=1}^{I} \sum_{j=1}^{J} \left( Q_{rij}^\pm S_{ij}^\pm + QE_{riju}^\pm S_{ij}^\pm \right)
\]

(62)

(4) Constraints for power production

\[
Q_{rij}^\pm S_{ij}^\pm \leq Q_{rij}^\pm \leq Q_{rijmax}^\pm S_{ij}^\pm
\]

(63)

\[
QE_{riju}^\pm S_{ij}^\pm \leq QE_{riju}^\pm \leq QE_{rijmax}^\pm S_{ij}^\pm
\]

(64)

(5) Constraints for electricity trading with power grid

\[
when \ EXE_{jru}^\pm = 0, \ \sum_{i=1}^{I} \sum_{j=1}^{J} Q_{rij}^\pm + QE_{riju}^\pm \leq z_{rij}
\]

(65)

(6) Constraints for capacity of technology in each programming districts

\[
S_{ij}^\pm \leq AR_{rij}^\pm
\]

(66)
(7) Constraints for pollutants and CO\(_2\) emission in Urumqi

\[
\Pr \left\{ \left( \sum_{i=1}^{I} \sum_{r=1}^{R} \sum_{j=1}^{J} S_{ij}^{\pm} (Q_{rij}^{\pm} + Q_{riji}^{\pm}) W E_{ijp}^{\pm} + \sum_{i=1}^{I} \sum_{r=1}^{R} \sum_{j=1}^{J} P_{rij} W_{ij}^{\pm} S_{ij}^{\pm} E_{ij}^{\pm} E_{ji}^{\pm} W L E_{ijp}^{\pm} \right) \leq W_{\tilde{C} T_{ijp}}^{\pm} \right\} \geq 1 - q_{s p} \tag{67}
\]

(8) Constraints for pollutants and CO\(_2\) emission in programming districts

\[
\Pr \left\{ \left( \sum_{i=1}^{I} \sum_{r=1}^{R} S_{ij}^{\pm} (Q_{rij}^{\pm} + Q_{riji}^{\pm}) T_{rij}^{\pm} W E_{ijp}^{\pm} + \sum_{i=1}^{I} \sum_{r=1}^{R} P_{rij} W_{ij}^{\pm} S_{ij}^{\pm} E_{ij}^{\pm} E_{ji}^{\pm} W L E_{ijp}^{\pm} \right) \leq W_{\tilde{C} D_{ijp}}^{\pm} \right\} \geq 1 - q_{rjp} \tag{68}
\]

Notation of parameters.

| Parameters | Explanation |
|------------|-------------|
| \( f^{\pm} \) | the objective (RMB¥) |
| \( i \) | the power conversion technologies of DG system (\( i = 1 \) is wind power, \( i = 2 \) is solar photovoltaic power, \( i = 3 \) for fuel cell, \( i = 4 \) for natural gas turbine, respectively) |
| \( r \) | typical season (\( r = 1 \) is summer, \( r = 2 \) is winter and \( r = 3 \) is intermediate season) |
| \( t \) | the planning period |
| \( j \) | programming districts in Urumqi |
| \( p \) | the air pollutants and CO\(_2\) (\( p = 1 \) is SO\(_2\), \( p = 2 \) is NO\(_x\), \( p = 3 \) is CO\(_2\), \( p = 4 \) is total suspended particulate (TSP), respectively) |
| \( u \) | the power load demand level (\( u = L, M \) and \( H \) for the low, medium, and high, respectively) |
| \( \lambda \) | a weight coefficient |
| \( PME_{rij}^{\pm} \) | price for import from power grid (10\(^3\) RMB¥/GWh) |
| \( PXE_{rij}^{\pm} \) | price for export to power grid (10\(^3\) RMB¥/GWh) |
| \( PW_{rij}^{\pm} \) | cost of pollutants and CO\(_2\) emission (10\(^3\) RMB¥/ton) |
| \( WE_{rij}^{\pm} \) | emission rate of DG (ton/GWh) |
| \( WN_{rij}^{\pm} \) | emission rate of DG |
| \( SL_{rij}^{\pm} \) | length of electric wire between programming districts and power grid (km) |
| \( WLE_{ijp}^{\pm} \) | emission rate of electric wire between districts and power grid (ton/km) |
| \( PNE_{rij}^{\pm} \) | cost of power generation from power grid (10\(^3\) RMB¥/GWh) |
| \( \Delta \) | load factor |
| \( DE_{rij}^{\pm} \) | electricity demand during period \( t \) under scenario \( u \) (GWh) |
| \( DEI_{iju} \) | electricity demand in district \( j \) during period \( t \) under scenario \( u \) (GWh) |
| \( a_{ij} \) | rate of power conversion |
| \( PC_{rij}^{\pm} \) | cost of establishing power conversion technology \( i \) in programming district \( j \) |
| \( ZR_{rij}^{\pm} \) | installed capacity of power conversion technology \( i \) in district (GWh) |
| \( EP_{rij}^{\pm} \) | energy price for technology \( i \) during period \( t \) (10\(^3\) RMB¥/GWh) |
| \( CE_{rij}^{\pm} \) | cost of power generation from programming district \( j \) in DG system (10\(^3\) RMB¥/GWh) |
| \( T_{rij}^{\pm} \) | working hours of the energy conversion equipment during period \( t \) |
| \( A_{ij} \) | limitations for regional power technical |
| \( q_{s p} \) | probability for total amount of control of air pollutants and CO\(_2\) emission (ton) |
| \( q_{rjp} \) | probability for amount of control of air pollutants and CO\(_2\) emission in district (ton) |
| \( P_{tu} \) | probability of occurrence for scenario \( u \) in period \( t \) |
| \( Q_{rij}^{\pm} \) | pre-regular power generation (GWh) |
| \( E_{rij}^{\pm} \) | pre-regular energy consumption (GWh) |
| \( W_{\tilde{C} T_{ijp}}^{\pm} \) | limitations for total amount of control of air pollutants and CO\(_2\) emission (ton) |
| \( W_{\tilde{C} D_{ijp}}^{\pm} \) | limitations for amount of control of air pollutants and CO\(_2\) emission in district (ton) |
| \( S_{ij}^{\pm} \) | programming districts in Urumqi |
Notation of variables.

| Variables | Explanation |
|-----------|-------------|
| $E_{IE_{jrtu}}^\pm$ | amount of imported electricity (GWh) |
| $E_{EX_{jrtu}}^\pm$ | amount of exported electricity (GWh) |
| $s_{ij}^\pm$ | decision variable for establish power conversation technology $i$ in district $j$ |
| $E_{EC_{jrtuju}}^\pm$ | consumption of energy by power conversation technology $i$ in district $j$ |
| $Q_{QE_{jrtuju}}^\pm$ | amount of power generation in district $j$ (GWh) |

The flow chart of the model within the DG system is present in Figure 1.

3.3. Data Collection and Scenarios Definition

The planning horizon is 10 years (2006–2016) which is further divided into two periods with each representing a 5-year span. Related facilities are available for regional power generation. The related energy and economic data are obtained by analyzing representative reports of the studied area. According to Urumqi Statistics Bureau, the report of regional electric power group corporation, and electric power yearbook (from 2002 to 2014), the related data of regional electric power system demand are obtained, in which three discrete target values can be selected as fluctuate ranges (i.e., L, M and H). According to the data, the electricity demand in each district is shown in Table 1. Additionally, three scenarios are designed to reflect the effects of DG system structure,
energy replacement potential, clean power generation, and the emission reduction targets. Scenario 1 represents the DG system without the seasonal limits, the technologies with strong seasonal restrictions would not be affected by the seasons (e.g., wind power and solar photovoltaic power). In this scenario, the uncertainties of wind power and solar photovoltaic power would be lower than other two scenarios. Then, the restraint conditions of wind power and solar photovoltaic power would be relieved in scenario 1. Scenario 2 represents a system with the low demand of solar photovoltaic power in winter with the solar photovoltaic generating capacity being limited by the sun radiation intensity and the temperature in winter. In this scenario, the uncertainties of solar photovoltaic power would be higher than other two scenarios. Therefore, the restraint conditions of solar photovoltaic power would be strengthened in scenario 2. Scenario 3 represents a system with the low demand of wind power in winter. The main reason would be the risk of wind speed and freeze in winter which would bring high instability to the power supply. The uncertainties of wind power would be higher than other two scenarios. Moreover, the restraint conditions of wind power would be strengthened in scenario 3.

### Table 1. Power demand of each district.

| Period | Demand Sequence (Probability %) | Power Demand (10^3 GWh) |
|--------|---------------------------------|-------------------------|
|        |                                 | District 1 | District 2 | District 3 |
|        | L (25)                          | 74.64      | 75.91      | 85.86      |
|        | M (35)                          | 81.48      | 83.02      | 95.18      |
|        | H (40)                          | 85.53      | 87.04      | 102.86     |
| t = 1  | L-L (6.25)                      | 72.64      | 72.64      | 76.86      |
|        | L-M (8.75)                      | 76.64      | 75.32      | 80.86      |
|        | L-H (10)                        | 76.94      | 75.59      | 84.86      |
|        | M-L (8.75)                      | 79.48      | 84.20      | 89.18      |
|        | M-M (12.25)                     | 83.48      | 87.46      | 90.58      |
|        | M-H (14)                        | 85.98      | 87.79      | 94.18      |
|        | H-L (10)                        | 87.53      | 108.73     | 102.26     |
|        | H-M (14)                        | 90.93      | 113.22     | 105.86     |
|        | H-H (16)                        | 92.93      | 113.67     | 110.86     |
| t = 2  | M-M (12.25)                     | 83.48      | 87.46      | 90.58      |
|        | M-H (14)                        | 85.98      | 87.79      | 94.18      |
|        | H-L (10)                        | 87.53      | 108.73     | 102.26     |
|        | H-M (14)                        | 90.93      | 113.22     | 105.86     |
|        | H-H (16)                        | 92.93      | 113.67     | 110.86     |

### 4. Result and Discussion

The related economic and technical data of the system were acquired from reports of Urumqi Statistics Bureau and electric power yearbook. The optimized programming results for electric DG system programming are obtained from the MDGP model and would reveal the potentials and effects of energy replacement to regional electric system. Then, the analysis of results would explore the possibility of energy replacement in a DG system to meet regional power demands and emission reduction targets. Moreover, the solutions of the model would be expressed as intervals under different scenarios, which provide multiple alternatives to reflect the fluctuation of the response to variations in regional demands. On the other hand, the results describe that the patterns of regional DG system for power supply and demand would be relatively stable.

Figure 2 presents the total system costs of the DG system with two bounds under different scenarios. The net system cost has two extremes corresponding to different system conditions. The net cost of the DG system would increase as \( \lambda \) increases. The net cost would be RMB ¥ [2.046, 2.052] \times 10^{12}, RMB ¥ [2.046, 2.052] \times 10^{12}, RMB ¥ [2.047, 2.052] \times 10^{12}, RMB ¥ [2.060, 2.062] \times 10^{12}, RMB ¥ [2.060, 2.062] \times 10^{12} under scenario 1 with \( \lambda \) levels of 5, 10, 30, 50, 70, respectively. In the euro case, the net cost would be € [259.638, 260.399] \times 10^{9}, € [259.638, 260.399] \times 10^{9}, € [259.765, 260.399] \times 10^{9}, € [261.415, 261.668] \times 10^{9}, € [261.415, 261.668] \times 10^{9} under scenario 1 with \( \lambda \) levels of 5, 10, 30, 50, 70, respectively. In the dollar case, the net cost would be $ [298.896, 299.772] \times 10^{9}, $ [298.896, 299.772] \times 10^{9}, $ [299.042, 299.772] \times 10^{9}, $ [300.941, 301.233] \times 10^{9}, $ [300.941, 301.233] \times 10^{9} under scenario 1 with \( \lambda \) levels of 5, 10, 30, 50, 70, respectively. It reflects that the model possesses trade-off between system costs and stability. Then, failure risk of DG system would be lessened, and the decision
feasibility would be enhanced as the $\lambda$ increases. On the contrary, the risk would be higher, and the
decision feasibility would be lower as the $\lambda$ decreases. The results reflect that smaller costs may make
higher failure risk and lower reliabilities. Higher system costs can guarantee lower system-failure
risks and higher system reliabilities. Then, the decision-makers would face higher cost for more
stable solution and lower cost for more variable solution. In addition, the total system cost would
increase due to the expansion for scale of power replacement and renewable power generation.
For example, with $\lambda = 70$, the cost would be RMB¥ [2.060, 2.062] × 10^{12}, RMB¥ [2.444, 2.444] × 10^{12},
and RMB¥ [2.989, 3.008] × 10^{12} under scenarios 1, 2, and 3, respectively. In the euro case, the net
cost would be € [261.415, 261.668] × 10^9, € [309.983, 309.983] × 10^9, € [379.108, 381.716] × 10^9 under
scenarios 1, 2, and 3, respectively. In the dollar case, the net cost would be $ [300.941, 301.233] × 10^9,
$ [357.101, 357.101] × 10^9, $ [436.733, 439.509] × 10^9 under scenarios 1, 2, and 3, respectively. Moreover,
the scale of power replacement and renewable electric power generation would be limited by the
regional geographical factors. The cost of DG system would have a slight variation by imported
and exported electricity from power grid with traditional power generation.

![Figure 2](image)

**Figure 2.** System cost under different scenarios. (a) Lower bound for result; (b) Upper bound for result.

The whole study area would be divided to 3 programming districts. Each district would choose
an appropriate renewable energy power generation mode to constitute the DG system of Urumqi.
The appropriate renewable energy power generation mode would be confirmed by the request and
limit of economy, environment and geography in each district. From the solutions of the programming
model, the districts 1–3 would choose the wind power, solar photovoltaic power, and natural gas
turbine, respectively. In case of insufficient DG system electric supply, electricity would be imported.
at a high price from power grid. On the contrary, superfluous DG system electric supply would be exported to power grid.

Figure 3 presents the optimal amount of renewable energy consumption for the DG system in each district. In the DG system of study area, a variety of techniques and renewable energy resources would compete for providing energies to different districts under various seasons and relevant district geography factors. The district 1 and district 2 would not have to pay the cost for energy purchases, due to the types of renewable energy resources of district 1 and district 2 (wind power for district 1 and solar photovoltaic power for district 2). In period 1, under lower bound, 89.54 PJ, 83.79 PJ and 86.98 PJ of pre-regular natural gas would be supplied to district 3 by domestic production and import. The results would correspond to the variations of the power generation in district 3. Then the variations of natural gas consumption under different power demand levels would be basically stable. For instance, in winter of period 2, under lower bound of scenario 3, the amount of natural gas consumption would be 116.53 PJ, 116.53 PJ, and 117.27 PJ under high-low (H-L) level, medium-high (M-L) level, and high-high (H-H) level, respectively. The amount of natural gas consumption would be 131.33 PJ, 131.33 PJ, and 133.20 PJ under high-low (H-L) level, medium-high (M-L) level, and high-high (H-H) level in winter of period 2 under upper bound of scenario 3, respectively. Although the amounts of pre-regular natural gas consumption in period 1 would have little variations from season 1 to season 3, the amount would have changes in season 2. It indicates that the natural gas consumption and power supply of district 3 would be sensitive in winter. The variations of natural gas consumption are mainly caused by the growth of regional power demands of district 3 and the price for power import from power grid.

Figures 4–6 show the optimized electricity generation in a conservative condition (\(\lambda = 70\)) for each district under varied scenarios. Although the renewable power generation in DG power system would vary as \(\lambda\) increases, the resulting power generation would increase stably. Then, power generation would be fixed when \(\lambda = 50, 60, 70\). It indicates that the renewable power generation would increase as the stability of the regional DG power system is enhanced. Thus, the failure risk of DG power-structure adjustment would be lessened as \(\lambda\) values increase.

Generally, compared with the results with high robust criteria, the DG power generation would change as the variations of the district demand modes under different scenarios. In addition, Tables 2–7 show the power generation in the condition of \(\lambda = 70\) for each district under different scenarios and seasons. For instance, in winter of period 1 of district 1, under the high demand level, the DG electricity generation would be \(12.12 \times 10^3\) GWh, \([14.41, 15.63] \times 10^3\) GWh, and \([12.87, 15.91] \times 10^3\) GWh, in scenarios 1, 2, and 3, respectively; under H-M level (with the probability of 11%), it would be \(17.71 \times 10^3\) GWh, \([21.86, 22.08] \times 10^3\) GWh, and \(11.30 \times 10^3\) GWh in all scenarios of period 2, respectively. Wind power, solar photovoltaic power, fuel cell, and natural gas turbine would be the main ways to generate clean electricity for DG power system in a regional power system. Due to the technology selection, geography factors, energy resources, and environmental risk limitations, fuel cells in Urumqi would be unsuitable for each district during the planning horizon. Then, the district 1, 2 and 3 would chose the wind power, solar photovoltaic power, and natural gas turbine as the power technology in the regional DG power system.
Figure 3. Optimized natural gas consumption in district 3 under different scenarios. (a) Lower bound for result; (b) Upper bound for result.
Figure 4. Optimized wind power generation in district 1 under different scenarios. (a) Lower bound for result; (b) Upper bound for result.
Figure 5. Optimized solar photovoltaic power generation in district 2 under different scenarios. (a) Lower bound for result; (b) Upper bound for result.
Figure 6. Optimized natural gas turbine power generation in district 3 under different scenarios. (a) Lower bound for result; (b) Upper bound for result.
### Table 2. Solution of power generation under $\lambda = 70$ in district 1 during the period 1.

| Season               | Demand Sequence | Probability (%) | Optimized Generation Quantity ($10^3$ GWh) |
|----------------------|-----------------|-----------------|-------------------------------------------|
|                      |                 |                 | Scenario 1 | Scenario 2 | Scenario 3     |
| Season 1 (summer)    | L               | 25              | 12.12      | 12.12      | 12.12          |
|                      | M               | 35              | 12.12      | 12.12      | 12.12          |
|                      | H               | 40              | 12.12      | [14.41, 15.63] | [12.86, 15.91] |
| Season 2 (winter)    | L               | 25              | 10.40      | 10.40      | 10.40          |
|                      | M               | 35              | 10.40      | 10.40      | 10.40          |
|                      | H               | 40              | 10.40      | [10.40, 11.62] | [10.40, 12.61] |
| Season 3 (transition season) | L | 25 | 11.35 | 11.35 | 11.35 |
|                      | M               | 35              | 11.35      | 11.35      | 12.48          |
|                      | H               | 40              | 13.37      | 11.35      | [12.77, 13.61] |

### Table 3. Solution of power generation under $\lambda = 70$ in district 1 during the period 2.

| Season               | Demand Sequence | Probability (%) | Optimized Generation Quantity ($10^3$ GWh) |
|----------------------|-----------------|-----------------|-------------------------------------------|
|                      |                 |                 | Scenario 1 | Scenario 2 | Scenario 3     |
| Season 1 (summer)    | L-L             | 6.25            | 17.71      | 21.67      | 11.30          |
|                      | L-M             | 8.75            | 17.71      | 21.67      | 11.30          |
|                      | L-H             | 10              | 17.71      | 21.67      | 11.30          |
|                      | M-L             | 8.75            | 17.71      | 21.67      | 11.30          |
|                      | M-M             | 12.25           | 17.71      | 21.67      | 11.30          |
|                      | M-H             | 14              | 17.71      | 21.67      | 11.30          |
|                      | H-L             | 10              | 17.71      | 21.67      | 11.30          |
|                      | H-M             | 14              | 17.71      | [21.86, 22.08] | 11.30          |
|                      | H-H             | 16              | [18.01, 18.12] | [21.99, 22.09] | [11.61, 11.71] |
| Season 2 (winter)    | L-L             | 6.25            | 13.96      | 18.43      | 6.65           |
|                      | L-M             | 8.75            | 13.96      | 18.43      | 6.65           |
|                      | L-H             | 10              | 13.96      | 18.43      | 6.65           |
|                      | M-L             | 8.75            | 13.96      | 18.43      | 6.65           |
|                      | M-M             | 12.25           | 13.96      | 18.43      | 6.65           |
|                      | M-H             | 14              | 13.96      | 18.43      | 6.65           |
|                      | H-L             | 10              | 13.96      | 18.43      | 6.65           |
|                      | H-M             | 14              | 13.96      | [18.70, 18.72] | 6.65           |
|                      | H-H             | 16              | [18.01, 18.12] | [21.99, 22.09] | [11.61, 11.71] |
| Season 3 (transition season) | L-L | 6.25 | 5.15 | 13.23 | 20.23 |
|                      | L-M             | 8.75            | 5.15      | 13.23      | 20.23          |
|                      | L-H             | 10              | 5.15      | 13.23      | 20.23          |
|                      | M-L             | 8.75            | 5.15      | 13.23      | 20.23          |
|                      | M-M             | 12.25           | 5.15      | 13.23      | 20.23          |
|                      | M-H             | 14              | 5.15      | 13.23      | 20.23          |
|                      | H-L             | 10              | 5.15      | [13.23, 13.54] | 20.23      |
|                      | H-M             | 14              | 5.15      | 13.23      | 20.23          |
|                      | H-H             | 16              | [5.43, 5.52] | [13.50, 13.60] | [20.50, 20.60] |

### Table 4. Solution of power generation under $\lambda = 70$ in district 2 during the period 1.

| Season               | Demand Sequence | Probability (%) | Optimized Generation Quantity ($10^3$ GWh) |
|----------------------|-----------------|-----------------|-------------------------------------------|
|                      |                 |                 | Scenario 1 | Scenario 2 | Scenario 3     |
| Season 1 (summer)    | L               | 25              | 14.83      | 14.83      | 14.83          |
|                      | M               | 35              | 14.83      | 14.83      | 14.83          |
|                      | H               | 40              | 14.83      | 14.83      | 17.04          |
| Season 2 (winter)    | L               | 25              | 12.33      | 12.33      | 12.33          |
|                      | M               | 35              | 12.33      | 12.33      | 12.33          |
|                      | H               | 40              | 12.33      | 12.33      | 12.33          |
| Season 3 (transition season) | L | 25 | 13.72 | 13.72 | 13.72 |
|                      | M               | 35              | 13.72      | 13.72      | 13.72          |
|                      | H               | 40              | 13.72      | 13.72      | 13.72          |
Table 5. Solution of power generation under $\lambda = 70$ in district 2 during the period 2.

| Season          | Demand Sequence | Probability (%) | Optimized Generation Quantity (10^3 GWh) |
|-----------------|-----------------|-----------------|------------------------------------------|
|                 |                 | Scenario 1      | Scenario 2      | Scenario 3      |
| Season 1 (summer) | L-L             | 6.25            | 24.81           | 24.81           | 24.81           |
|                 | L-M             | 8.75            | 24.81           | 24.81           | 24.81           |
|                 | L-H             | 10              | 24.81           | 24.81           | 24.81           |
|                 | M-L             | 8.75            | 24.81           | 24.81           | 24.81           |
|                 | M-M             | 12.25           | 24.81           | 24.81           | 24.81           |
|                 | M-H             | 14              | 24.81           | 24.81           | 24.81           |
|                 | H-L             | 10              | [24.81, 25.07]  | 24.81           | 24.81           |
|                 | H-M             | 14              | [25.26, 25.36]  | [25.26, 25.36]  | 24.81           |
|                 | H-H             | 16              | [25.36, 25.46]  | [25.36, 25.46]  | [25.36, 25.46]  |
| Season 2 (winter) | L-L             | 6.25            | 11.04           | 6.21            | 17.32           |
|                 | L-M             | 8.75            | 11.04           | 6.21            | 17.32           |
|                 | L-H             | 10              | 11.04           | 6.21            | 17.32           |
|                 | M-L             | 8.75            | 11.04           | 6.21            | 17.32           |
|                 | M-M             | 12.25           | 11.04           | 6.21            | 17.32           |
|                 | M-H             | 14              | 11.04           | 6.21            | 17.32           |
|                 | H-L             | 10              | 6.14            | 12.85           | 7.52            |
|                 | H-M             | 14              | [11.44, 11.54]  | [6.53, 6.63]    | 17.32           |
|                 | H-H             | 16              | [11.51, 11.61]  | [6.71, 6.81]    | [17.82, 17.91]  |
| Season 3 (transition season) | L-L             | 6.25            | 6.13            | 12.85           | 7.52            |
|                 | L-M             | 8.75            | 6.13            | 12.85           | 7.52            |
|                 | L-H             | 10              | 6.13            | 12.85           | 7.52            |
|                 | M-L             | 8.75            | 6.13            | 12.85           | 7.52            |
|                 | M-M             | 12.25           | 6.13            | 12.85           | 7.52            |
|                 | M-H             | 14              | 6.13            | 12.85           | 7.52            |
|                 | H-L             | 10              | 6.13            | 12.85           | 7.52            |
|                 | H-M             | 14              | [6.45, 6.55]    | [13.25, 13.35]  | 7.52            |
|                 | H-H             | 16              | [6.63, 6.73]    | [13.32, 13.43]  | [7.99, 8.09]    |

Table 6. Solution of power generation under $\lambda = 70$ in district 3 during the period 1.

| Season          | Demand Sequence | Probability (%) | Optimized Generation Quantity (10^3 GWh) |
|-----------------|-----------------|-----------------|------------------------------------------|
|                 |                 | Scenario 1      | Scenario 2      | Scenario 3      |
| Season 1 (summer) | L               | 25              | 7.96           | 7.96           | 7.96           |
|                 | M               | 35              | 7.96           | 7.96           | 7.96           |
|                 | H               | 40              | 7.96           | 7.96           | 7.96           |
| Season 2 (winter) | L               | 25              | 7.45           | 7.45           | 7.45           |
|                 | M               | 35              | 7.45           | 7.45           | 7.45           |
|                 | H               | 40              | 7.45           | 7.45           | 7.45           |
| Season 3 (transition season) | L               | 25              | 7.73           | 7.73           | 7.73           |
|                 | M               | 35              | 7.73           | 7.73           | 7.73           |
|                 | H               | 40              | 7.73           | 7.73           | 7.73           |

Table 7. Solution of power generation under $\lambda = 70$ in district 3 during the period 2.

| Season          | Demand Sequence | Probability (%) | Optimized Generation Quantity (10^3 GWh) |
|-----------------|-----------------|-----------------|------------------------------------------|
|                 |                 | Scenario 1      | Scenario 2      | Scenario 3      |
| Season 1 (summer) | L-L             | 6.25            | 7.88           | 6.14           | 6.36           |
|                 | L-M             | 8.75            | 7.88           | 6.14           | 6.36           |
|                 | L-H             | 10              | 7.88           | 6.14           | 6.36           |
|                 | M-L             | 8.75            | 7.88           | 6.14           | 6.36           |
|                 | M-M             | 12.25           | 7.88           | 6.14           | 6.36           |
|                 | M-H             | 14              | 7.88           | 6.14           | 6.36           |
|                 | H-L             | 10              | 7.88           | 6.14           | 6.36           |
|                 | H-M             | 14              | [7.92, 8.07]   | [6.17, 6.27]   | 6.36           |
|                 | H-H             | 16              | [7.97, 8.08]   | [6.23, 6.33]   | [6.45, 6.55]   |
Table 7. Cont.

| Season     | Demand Sequence | Probability (%) | Optimized Generation Quantity (10^3 GWh) |
|------------|----------------|----------------|-----------------------------------------|
|            |                |                | Scenario 1 | Scenario 2 | Scenario 3 |
| Season 2 (winter) | L-L | 6.25 | 1.25 | 5.33 | 11.67 |
|              | L-M | 8.75 | 1.25 | 5.33 | 11.67 |
|              | L-H | 10   | 1.25 | 5.33 | 11.67 |
|              | M-L | 8.75 | 1.25 | 5.33 | 11.67 |
|              | M-M | 12.25| 1.25 | 5.33 | 11.67 |
|              | M-H | 14   | 1.25 | 5.33 | 11.67 |
|              | H-L | 10   | 1.25 | 5.33 | 11.67 |
|              | H-M | 14   | [1.25, 1.40] | [5.39, 5.49] | 11.67 |
|              | H-H | 16   | [1.61, 1.71] | [1.61, 1.72] | [1.61, 1.72] |
| Season 3 (transition season) | L-L | 6.25 | 1.53 | 1.53 | 1.53 |
|              | L-M | 8.75 | 1.53 | 1.53 | 1.53 |
|              | L-H | 10   | 1.53 | 1.53 | 1.53 |
|              | M-L | 8.75 | 1.53 | 1.53 | 1.53 |
|              | M-M | 12.25| 1.53 | 1.53 | 1.53 |
|              | M-H | 14   | 1.53 | 1.53 | 1.53 |
|              | H-L | 10   | 1.53 | 1.53 | 1.53 |
|              | H-M | 14   | 1.53 | [1.61, 1.72] | 1.53 |
|              | H-H | 16   | [1.61, 1.71] | [1.61, 1.72] | [1.61, 1.72] |

Figure 4, Tables 2 and 3 show the optimized wind power generation schemes in district 1 under $\lambda = 70$. The district 1 includes Tianshan district, Shuimogou District, and Dabancheng District. The power generation schemes would show obvious seasonality. For example, wind power generation would be $[18.01, 18.12] \times 10^3$ GWh, $[14.19, 14.29] \times 10^3$ GWh, and $[5.43, 5.52] \times 10^3$ GWh in season 1–3 of period 2 under the H-H demand level in scenarios 1. Based on the above analysis, the abundant wind sources in district 1 would provide stable base for wind power generation to DG system. Due to the technology, the capacity of wind power would be limited by wind speed. Then, the seasonality of wind speed and the power demand would determine the power generation under different seasons. On the other hand, wind power generation would be regular and stable under different regional develop modes (different scenarios). The power generation under different regional district develop modes would show obvious variations among each other. For example, under the high demand level, the pre-regulated wind power generation would be $12.12 \times 10^3$ GWh, $14.41 \times 10^3$ GWh, and $12.86 \times 10^3$ GWh under scenarios 1, 2 and 3 in summer of period 1. Then, in summer of period 2, the optimized electricity generation would be $[18.02, 18.12] \times 10^3$ GWh, $[21.98, 22.09] \times 10^3$ GWh, and $[11.61, 11.71] \times 10^3$ GWh in scenarios 1, 2, and 3 under the H-H demand level. From Figure 4, the electricity generation of scenario 3 would have a variation in season 2. The main reason would be that the wind speed of season 2 and season 3 has low and high stability, respectively. In the contrary, electricity generation stability of scenarios 1 and 2 would be reduced due to the power demand of different season. Therefore, the targets of different scenarios would impact the power generation of DG system greatly.

Figure 5, Tables 4 and 5 show the optimized solar photovoltaic power generation schemes in district 2 under $\lambda = 70$. The district 2 includes Saybagh District, Xinshi District, Toutunhe District, and Urumqi County. The solar photovoltaic power would be chosen to get maximum electricity supply security in DG power system of district 2. The solar photovoltaic power generation schemes would also show obvious seasonality like the wind power in district 1. For example, under the H-H demand level of scenarios 3, solar photovoltaic power generation would be $[25.36, 25.46] \times 10^3$ GWh, $[17.81, 17.92] \times 10^3$ GWh, and $[7.99, 8.09] \times 10^3$ GWh in season 1, 2 and 3 of period 2. Though the stability of the solar photovoltaic power technology has been improved, the power generation would be affected by different seasons. The main reason would be the seasonality of the solar photovoltaic source. The solar photovoltaic power capacity would be limited by the sun radiation intensity and the temperature. Then, the obvious seasonality and the power demand of each season would affect the power generation under different seasons. On the other hand, power generation
would have different variations under different regional district develop modes (different scenarios). Along with the development of solar photovoltaic technology, the solar generation targets in scenarios 2 would be more mutative than in scenarios 1 and 3 under different season. For instance, under scenario 2, in period 2, the optimized electricity generation would be \([25.36, 25.46] \times 10^3 \text{ GWh}, [6.71, 6.81] \times 10^3 \text{ GWh}, \text{ and } [13.32, 13.43] \times 10^3 \text{ GWh} \) in H-H demand level. The electricity generation would be \([25.36, 25.46] \times 10^3 \text{ GWh}, [17.82, 17.91] \times 10^3 \text{ GWh}, \text{ and } [7.99, 8.09] \times 10^3 \text{ GWh} \) in H-H demand level of period 2 under scenario 3. The electricity generation would have an insignificant change in season 2 under scenario 2. The main reason would be the sun radiation intensity and the temperature in season 2. The sun radiation intensity of season 2 has low stability, and the temperature would be lower in season 2 than others. In the contrary, electricity generation of scenario 1 and 3 would reduce stably due to the power demand of different season. It indicated that different modes would impact the power generation of DG system.

Figure 6, Tables 6 and 7 show the optimized natural gas turbine power generation schemes in district 3 under the \(\lambda = 70\). The main area of district 3 includes Midong District. The geographical factor of Midong District leads to inappropriate choice for the wind and solar photovoltaic power. The stability of wind and solar photovoltaic power in district 3 would not satisfy the system requirement and security. Moreover, the net cost of fuel cell power for district 3 would be higher than the net cost of natural gas turbine power. The natural gas turbine power would be reasonable under different scenarios. The power generation of scenario 3 would be \([6.45, 6.56] \times 10^3 \text{ GWh}, [11.74, 11.83] \times 10^3 \text{ GWh}, \text{ and } [1.61, 1.72] \times 10^3 \text{ GWh} \) under the H-H demand level in period 2. The power generation of scenario 2 would be \([6.23, 6.33] \times 10^3 \text{ GWh}, [5.39, 5.50] \times 10^3 \text{ GWh}, \text{ and } [1.61, 1.72] \times 10^3 \text{ GWh} \) under the H-H demand level in period 2. The power generation of scenario 1 would be \([7.97, 8.08] \times 10^3 \text{ GWh}, [1.31, 1.42] \times 10^3 \text{ GWh}, \text{ and } [1.61, 1.71] \times 10^3 \text{ GWh} \) under the H-H demand level in period 2. Although the optimal electricity consumption would have great difference, the generation would show the basic property of different scenarios. In addition, the result shows that the DG system has great flexibility ratio in the regional power replacement of renewable energy.

The renewable resource computation would bring very little emission. Then, the optimized results of power generation schemes would meet both regional energy system demand and emission reduction target. On the other hand, the abundant sustainable power resources of Urumqi provide great potentials for renewable power development. Therefore, Urumqi has the capacity to practice the renewable energy replacement with DG power system. To improve usage and capacity of green power generation, the decision-makers and planners would play driving roles to create more demonstration projects for promoting the development of regional renewable power system. The DG power system can also lead to a stable power pattern with substantial clean electricity. The solutions from MDGP can support decisions of renewable energy replacement, and pollutant emissions reduce under different district demand modes. The multiple solutions are effective to represent various options reflecting regional DG power system and environmental-economic tradeoffs.

5. Conclusions

In this research, a MDGP model was developed for clean power generation in a regional DG power system under multiple uncertainties. Methods of FRIP, SRO, and MSP were incorporated into the MDGP model. The integration of FRIP, SRO, and MSP has a special meaning for reflecting compound uncertainties in DG power systems. The original model would provide an effective linkage among renewable energy replacement, seasonal impact factors, and the district demand modes. The developed model could also help analyze the trade-off between system cost, stability and the associated risk-aversion levels. The obtained solutions under different district demand modes and seasons could help get multiple decision alternatives.

The developed model was applied to a DG power system in Urumqi, China. Three scenarios and three districts are designed based on district demand modes, seasonal feature, and clean power
generation, receptively. The net system cost, imported electricity, and clean power generation schemes were analyzed. Each scenario corresponded to specific weather limits of renewable energy technology and power demand level. Results reflected that different weather limits and power demand levels would correspond to different DG power generation schemes. Traditional power generation would be replaced by renewable energy power to improve regional power structure, and environmental protection requests. The replacement of a DG system would make an important contribution to relieving energy and environmental stress. Traditional power generation would be decreased with the improvement of energy structure adjustment in Urumqi. On the other hand, Urumqi has unique strength in renewable energy. Therefore, the development of renewable energy power could be a major direction for the Urumqi power system. The development of grid-connected renewable power generation would be realized over the next few years.

This research could help regional power system planners to identify DG power management and discuss the potential of clean energy substitution in Urumqi under various weather limits, district demand modes, risk and economic considerations. However, there are still several limitations in this research. Firstly, more energy factors of the system may be considered to obtain detailed power generation schemes. The technical constraints such as voltage limits, ampacity level of the network’s branches and the possibility of reverse power flow would be interesting topics that deserve future research efforts. Moreover, the power load demands, environmental requirements and regional management patterns are obviously impacted by the energy policy. Therefore, further studies are desired to solve practical problems in regional power systems.
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Appendix A. Solving Method

There are a variety of uncertainties existing in power systems. Accordingly, effectively dealing with uncertainties is of significance to regional planners. Fuzzy sets, probability distributions, and multiple uncertainties are familiar uncertainties. Fuzzy sets can be expressed as δ with membership function δ = (δ, α, β), representing an approximate interval with possible distributions. Then, the fuzzy sets can be applied for reflecting uncertainties which can be expressed as intervals with core subjects to feasible possible distributions. For uncertain parameters in power system problems, simplex intervals may lead to oversimplification at a certain degree, resulting in the loss of information. Then, fuzzy sets can remedy this shortage. Probability distributions can be expressed as x with a distribution function f(x). Energy prices over a specific period and scenario can be expressed as probability distributions based on historical records and a literature review. Multiple uncertainties are combinations of dual or more uncertainties. For instance, when estimating the lower and upper bounds of interval parameters, different subjective judgments would be made by different decision-makers. Then, this phenomenon leads to a variety of fuzzy sets subject to certain probability distribution, representing multiple uncertainties. Such uncertainties can be described as fuzzy-random variables.
The model would be transformed as follows:  
\[ \text{Min } f^\pm = \sum_{t=1}^{T} \sum_{j=1}^{n_j} c_{jt}^\pm x_{jt}^\pm + \sum_{t=1}^{T} \sum_{k=1}^{K_t} p_{jk} d_{jk}^\pm y_{jk}^\pm \]

\[ + \omega \sum_{t=1}^{T} \sum_{j=1}^{n_j} \sum_{k=1}^{K_t} p_{jk} \left( d_{jk}^\pm y_{jk}^\pm - \sum_{j=1}^{n_j} \sum_{k=1}^{K_t} p_{jk} d_{jk}^\pm y_{jk}^\pm + 2\theta_{jk}^\pm \right) \]  

(A1)

Subject to:

\[ d_{jk}^\pm y_{jk}^\pm - \sum_{j=1}^{n_j} \sum_{k=1}^{K_t} p_{jk} d_{jk}^\pm y_{jk}^\pm + 2\theta_{jk}^\pm \geq 0, j = 1,2,\ldots,n_j; k = 1,2,\ldots,K_t \]  

(A2)

\[ \sum_{j=1}^{n_j} a_{jt}^\pm x_{jt}^\pm \leq b_{rt}^\pm, \quad r = 1,2,\ldots,m_t; t = 1,2,\ldots,T \]  

(A3)

\[ \sum_{j=1}^{n_j} a_{jt}^\pm x_{jt}^\pm + \sum_{j=1}^{n_j} d_{jk}^\pm y_{jk}^\pm \leq \tilde{w}_{rt}^\pm, \]

\[ r = 1,2,\ldots,m_t; t = 1,2,\ldots,T; k = 1,2,\ldots,K_t \]

(A4)

\[ x_{jt}^\pm \geq 0, j = 1,2,\ldots,n_j; t = 1,2,\ldots,T \]  

(A5)

\[ y_{jk}^\pm \geq 0, j = 1,2,\ldots,n_j; k = 1,2,\ldots,K_t; t = 1,2,\ldots,T; \]  

(A6)

where \( \theta_{jk}^\pm \) is slack variable. The constraint with slack variable is the specific control constraint. The solving method of multistage fuzzy-random inexact stochastic programming would be developed to imply in the robust programming. Then, the solving method would be introduced as follow:

Firstly, family of triangular fuzzy numbers (\( \tilde{T} \)) can be defined as follows:

\[ \tilde{T} = \{ \tilde{\delta} = (\delta, a, b), a, b \geq 0 \} \]

and

\[ \mu_{\tilde{\delta}}(x) = \begin{cases} 
\max(0, 1 - \frac{x - \delta}{a}) & \text{if } x \leq \delta, \ a > 0 \\
1 & \text{if } a = 0 \text{ and/or } b = 0 \\
\max(0, 1 - \frac{x - \delta}{b}) & \text{if } x > \delta, \ b = 0 \\
0 & \text{otherwise}
\end{cases} \]

where \( a \) and \( b (a, b \geq 0; a, b \in \mathbb{R}) \) are the left and right spreads, respectively. The triangular fuzzy set can be illustrated as \( \tilde{\delta} = (\delta, a, b) \). Then, measuring superiority and inferiority degrees of the function can be a method for comparing fuzzy. Beginning with the \( a - \) cut levels of two fuzzy sets (\( \tilde{P} \) and \( \tilde{Q} \)) as:

\[ \tilde{P}_x = \mu_P \sim (x) \geq a \]

(A7)

\[ \tilde{Q}_x = \mu_Q \sim (x) \geq a \]

(A8)

If \( \tilde{P}_x \leq \tilde{Q}_x \), then \( \sup \{ s : \mu_Q \sim (s) \geq a \} - \sup \{ t : \mu_P \sim (t) \geq a \} \geq 0 \).

Therefore, the area difference of \( \tilde{Q} \) and \( \tilde{P} \) represent the superiority between \( \tilde{Q} \) and \( \tilde{P} \). Mathematically, the area can be presented as follows:

\[ S = \begin{cases} 
\int_0^{\sup \{ s : \mu_Q \sim (s) \geq a \} - \sup \{ t : \mu_P \sim (t) \geq a \}} da \geq 0 & \text{if } \tilde{Q} \geq \tilde{P} \\
0 & \text{otherwise}
\end{cases} \]

(A9)
\[ I = \begin{cases} \int_0^1 \left\{ \inf \left\{ s : \mu_Q \sim (s) \geq \alpha \right\} - \inf \left\{ t : \mu_P \sim (t) \geq \alpha \right\} \right\} d\alpha \geq 0 & \text{if } \tilde{Q} \geq \tilde{P} \\ 0 & \text{otherwise} \end{cases} \] (A10)

Thus, superiority between \( \tilde{Q} \) and \( \tilde{P} \) can be defined as (e.g., superiority of \( \tilde{Q} \) over \( \tilde{P} \))

\[ S(\tilde{Q}, \tilde{P}) = \int_0^1 \max\left\{ 0, \sup \left\{ s : \mu_Q \sim (s) \geq \alpha \right\} - \sup \left\{ t : \mu_P \sim (t) \geq \alpha \right\} \right\} d\alpha \] (A11)

Analogously, the inferiority of \( \tilde{Q} \) to \( \tilde{P} \) is

\[ I(\tilde{Q}, \tilde{P}) = \int_0^1 \max\left\{ 0, \inf \left\{ s : \mu_Q \sim (s) \geq \alpha \right\} - \inf \left\{ t : \mu_P \sim (t) \geq \alpha \right\} \right\} d\alpha \] (A12)

Consider triangular fuzzy sets \( \tilde{P} = (u, a, b) \) and \( \tilde{Q} = (v, c, d) \) \( \in \tilde{\Omega} \), where \( \tilde{P} \leq \tilde{Q} \), the superiority of \( \tilde{Q} \) over \( \tilde{P} \) and the inferiority of \( \tilde{P} \) to \( \tilde{Q} \) can be quantified as

\[ S(\tilde{Q}, \tilde{P}) = v - u + \frac{d - b}{2} \] \( (A13) \)

\[ I(\tilde{P}, \tilde{Q}) = v - u + \frac{c - a}{2} \] \( (A14) \)

\[ S(\tilde{Q}, \tilde{P}) \neq I(\tilde{P}, \tilde{Q}) \] \( (A15) \)

Figure A1. Superiority and inferiority between \( \tilde{P} \) and \( \tilde{Q} \) at a-cut level.

This method can be applied to measure the superiority and inferiority between fuzzy-random variables. A fuzzy-random variable on the space \((\Omega, \mathfrak{F}, P)\) is a fuzzy set-valued mapping as follows:

\[ \tilde{X} : \Omega \rightarrow F_0(\mathbb{R}) \] \( (A16) \)

\[ \omega \rightarrow \tilde{X}_\omega \] \( (A17) \)

Then, the Borel set \((B)\) under a \( \alpha - \) cut level:

\[ \tilde{X}_\alpha^{-1} = \left\{ \omega \in \Omega \mid \tilde{X}_\omega \subset B \right\} \in \mathfrak{F} \] \( (A18) \)
Secondly, for two triangular fuzzy-random variables \( \tilde{P} \leq \tilde{Q} \), the superiority of fuzzy-random variable \( \tilde{Q} \) over \( \tilde{P} \) and inferiority of fuzzy-random variable \( \tilde{P} \) to \( \tilde{Q} \) are

\[
S(\tilde{Q}, \tilde{P}) = v(w) - u(w) + \frac{d(w) - b(w)}{2}
\]

(A19)

\[
I(\tilde{P}, \tilde{Q}) = v(w) - u(w) + \frac{c(w) - a(w)}{2}
\]

(A20)

The above method for measuring superiority and inferiority can be used to solve FRIP problems with fuzzy-stochastic coefficients. Then, FRIP method can be presented as follows:

\[
\text{Min } f^\pm = \tilde{c}_{\omega} X^\pm
\]

(A21)

subject to:

\[
\tilde{A}_{\omega}^\pm X^\pm \leq \tilde{b}_{\omega}^+\]

(A22)

\[
X^\pm \geq 0
\]

(A23)

where \( \tilde{A}_{\omega}^\pm \in \{ \tilde{R}^\pm \}^{m \times n} \), \( \tilde{b}_{\omega}^+ \in \{ \tilde{R}^\pm \}^m \), \( \tilde{c}_{\omega} \in \{ \tilde{R}^\pm \}^n \), \( X_{\omega}^+ \in \tilde{R}^\pm \) denotes a set of interval numbers with fuzzy-random boundaries, \( \tilde{R}^\pm \) denotes a set of interval numbers. Then, solutions of FRIP can be obtained through two steps. The second sub-model \((f^{-})\) can be obtained based on the solution of the formulated first sub-model \((f^{+})\) (when the objective function is to be minimized). In detail, the first sub-model can be formulated as follows:

\[
\text{Min } f^- = \sum_{j=1}^{k_1} \tilde{c}_{j(\omega_p)}^+ X_j^- + \sum_{j=k_1+1}^{n} \tilde{c}_{j(\omega_p)}^- X_j^+
\]

(A24)

subject to:

\[
\sum_{j=1}^{k_1} |\tilde{a}_{ij(\omega_p)}|^+ \text{sign}(\tilde{a}_{ij(\omega_p)}) X_j^- + \sum_{j=k_1+1}^{n} |\tilde{a}_{ij(\omega_p)}|^- \text{sign}(\tilde{a}_{ij(\omega_p)}) X_j^+ \leq \tilde{b}_{ij(\omega_p)}^+ \forall i
\]

(A25)

\[
x^+ \geq 0 \forall j
\]

(A26)

where \( x^+_j \), \( j = 1, 2, \ldots, k_1 \) are interval variables of objective function which are with positive coefficients, and \( x^-_j \), \( j = k_1 + 1, k_1 + 2, \ldots, n \) are interval variables of objective function which are with negative coefficients, \( p_j \) = the probability level. This sub-model can be transformed into:

\[
\text{Min } f^- = \theta^-
\]

(A27)

subject to:

\[
\sum_{j=1}^{k_1} \tilde{c}_{j(\omega_p)}^- X_j^- + \sum_{j=k_1+1}^{n} \tilde{c}_{j(\omega_p)}^+ X_j^+ \leq \theta^-
\]

(A28)

\[
\sum_{j=1}^{k_1} |\tilde{a}_{ij(\omega_p)}|^+ \text{sign}(\tilde{a}_{ij(\omega_p)}) X_j^- + \sum_{j=k_1+1}^{n} |\tilde{a}_{ij(\omega_p)}|^- \text{sign}(\tilde{a}_{ij(\omega_p)}) X_j^+ \leq \tilde{b}_{ij(\omega_p)}^+ \forall i
\]

(A29)

\[
x^\pm \geq 0 \forall j
\]

(A30)
Then, the above model can be transformed into

$$\min f^- = \theta^- + p_0 E[\lambda_0^S(\omega_{p_i})] + q_0 E[\lambda_0^f(\omega_{p_i})] + 
\sum_{i=1}^{m} p_i E[\lambda_i^S(\omega_{p_i})] + \sum_{i=1}^{m} q_i E[\lambda_i^f(\omega_{p_i})]$$

subject to

$$S_0 \left( \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right), \theta^- \right) = \lambda_0^S(\omega)$$

$$I_0 \left( \theta^-, \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right) \right) = \lambda_0^f(\omega)$$

$$S_1 \left( \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right), \theta^+ \right) \leq \lambda_1^S(\omega)$$

$$I_1 \left( \theta^+, \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right) \right) \leq \lambda_1^f(\omega)$$

Solutions of \(x_j^{\text{opt}}(j = 1, 2, \ldots, k_1)\) and \(x_j^{\text{opt}}(j = k_1 + 1, k_1 + 2, \ldots, n)\) can be obtained through solving sub-model with \(f^-\). Then, another sub-model with \(f^+\) can be formulated as follows (assume that \(\overline{\sigma}_{ij(\omega_{p_i})} > 0\) and \(f^\pm\)):

$$\min f^+ = \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^-$$

subject to

$$\sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- \leq \overline{\sigma}_{ij(\omega_{p_i})} \forall j$$

$$x_j^+ \geq x_j^{\text{opt}} \forall j = 1, 2, \ldots, k_1$$

$$x_j^+ \leq x_j^{\text{opt}} \forall j = k_1 + 1, k_1 + 2, \ldots, n$$

Thus, the above model can be transformed into

$$\min f^- = \theta^+ + p_0 E[\lambda_0^S(\omega_{p_i})] + q_0 E[\lambda_0^f(\omega_{p_i})] + 
\sum_{i=1}^{m} p_i E[\lambda_i^S(\omega_{p_i})] + \sum_{i=1}^{m} q_i E[\lambda_i^f(\omega_{p_i})]$$

subject to

$$S_0 \left( \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right), \theta^+ \right) = \lambda_0^S(\omega)$$

$$I_0 \left( \theta^+, \left( \sum_{j=1}^{k_1} \overline{\sigma}_{ij(\omega_{p_i})} x_j^- + \sum_{j=k_i+1}^{n} \overline{\sigma}_{ij(\omega_{p_i})} x_j^+ \right) \right) = \lambda_0^f(\omega)$$
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\[
S_i \left( \sum_{j=1}^{k_i} \left| \overline{a}_{ij}(w_{p_i}) \right| \cdot \text{sign}(\overline{a}_{ij}(w_{p_i}))x_{ij}^+ + \sum_{j=k_i+1}^{k} \left| \overline{a}_{ij}(w_{p_i}) \right| \cdot \text{sign}(\overline{a}_{ij}(w_{p_i}))x_{ij}^- \right) = \lambda_i^\pm(\omega) \quad (A45)
\]

\[
I_i \left( \overline{b}_{i}(w_{p_i}) \cdot \left( \sum_{j=1}^{k_i} \left| \overline{a}_{ij}(w_{p_i}) \right| \cdot \text{sign}(\overline{a}_{ij}(w_{p_i}))x_{ij}^+ + \sum_{j=k_i+1}^{k} \left| \overline{a}_{ij}(w_{p_i}) \right| \cdot \text{sign}(\overline{a}_{ij}(w_{p_i}))x_{ij}^- \right) \right) = \lambda_i^1(\omega) \quad (A46)
\]

\[
x_{ij}^+ \geq 0 \quad \forall j
\]

\[
x_{ij}^+ \geq x_{ij}^{\text{opt}} \quad \forall j = 1, 2, \ldots, k_i
\]

\[
x_{ij}^+ \leq x_{ij}^{\text{opt}} \quad \forall j = k_i + 1, k_i + 2, \ldots, n
\]

Hence, solutions of \(x_{ij}^{\text{opt}}(j = 1, 2, \ldots, k_i)\) and \(x_{ij}^{\text{opt}}(j = k_i + 1, k_i + 2, \ldots, n)\) can be obtained from sub-model. \(f_{ij}^{\text{opt}} = \left[ f_{ij}^{\text{opt}}, f_{ij}^{\text{opt}} \right]\) and \(x_{ij}^{\text{opt}} = \left[ x_{ij}^{\text{opt}}, x_{ij}^{\text{opt}} \right]\) as final solution for model can then be obtained. These solutions with interval form can be further interpreted for generating multiple schemes and decision alternatives.
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