Abstract

Caption generation is an artificial intelligence problem that straddles the line between computer vision and natural language processing. Although significant works have been reported in image captioning, the contribution is limited to English and few major languages with sufficient resources. But, no work on image captioning has been reported in a resource-constrained language like Assamese. With this inspiration, we propose an encoder-decoder based framework for image caption generation in the Assamese news domain. The VGG-16 pre-trained model at the encoder side and LSTM with an attention mechanism are employed at the decoder side to generate the Assamese caption. We train the proposed model on the dataset built in-house consisting of 10,000 images with a single caption for each image. We explain the experimental results in terms of quantitative and qualitative outcomes that support the usefulness of the caption generation model. The proposed model shows a BLEU score of 12.1 outperforming the baseline model.

1 Introduction

Image caption generation is a new and exciting topic in artificial intelligence that has sparked much interest and has been studied extensively in recent years. To interpret the visual contents, computer vision and natural language processing are necessary. As a result, both semantic and linguistic information about the image is required. Expressing the semantic content like human and grammatically correct is a challenging task. Caption generation has a wide range of potential real-world applications. It is helpful for visually impaired people to understand the content of the image. It can also be employed in self-driving automobiles and image search engines. This puts a halt to a slew of important real-world applications, prompting researchers to develop a better model for generating captions in the same way that humans do. Journalists can use news image captioning to describe the contents of the news as well as multimedia analytics.

Image captioning requires recognizing the important objects, attributes, and relationships in an image to generate syntactic and semantically correct description. Earlier caption generation works are based on template and information retrieval. The template-based approach generates the captions by extracting the actions, objects and other attributes in an image and filling them into a pre-defined template. In comparison, the information retrieval-based approach needs a large image database that extracts the visually similar image and generates an image caption by using the caption of the retrieved image. Nowadays, most models are based on deep learning architecture (Bai and An, 2018). The study found that the caption generated using the deep learning approach is more expressive and fluent than the traditional caption generation approaches.

Several significant image caption generation works are proposed in English using deep learning approach. According to our study, image caption generation in Assamese language is still at infancy stage. The Assamese language belongs to the Indo-European language family and it is spoken mainly in the state of Assam in India by approximately 15 million people. In this paper, we propose a caption generation model based on encoder-decoder architecture on news images. At the encoder side, a VGG-16 pre-trained model is used to represent the visual features of an image and to generate the Assamese caption, an LSTM layer with an attention mechanism is employed at the decoder side.

A large set of images and good-quality captions are required for a caption generation system. Existing English datasets are Flickr8K (Hodosh et al., 2013), Flickr30k (Plummer et al., 2015), MS-COCO (Lin et al., 2014), Lifelog (Dang-Nguyen...
et al., 2017), Visual Genome (Krishna et al., 2017), Multi30k (Elliott et al., 2016) etc. However, there is currently no comparable annotated dataset accessible in Assamese. Dataset scarcity is a major challenge, particularly for a morphologically rich (Saharia et al., 2012) language like Assamese. Therefore, we present an annotated dataset for caption generation in the news domain and forward it for future research. First, we collect the news articles consisting of both images and text from the local Assamese newspapers. We pre-process the data as an initial step after the collection. After that, each news image is manually annotated with one description. Furthermore, we evaluate the model using both quantitative and qualitative parameters. The proposed system is one of the earliest reported Assamese news image caption generation model and the experiment results of the developed model are promising. The objectives of this paper are:

1. The goal at hand is to build a news image caption generation model for the Assamese language in a low-resource scenario. An attention mechanism-based model is compared to the baseline model. The model is evaluated against predefined metrics to describe the news image.

2. We trained the proposed model using an in-house built dataset containing 10,000 images with single caption for each image.

2 Related Work

Fang et al. (2015) suggested a caption generation system on the MS-COCO dataset, which received a BLEU-4 score of 29.1. A visual recurrent representation model was suggested by Chen and Lawrence Zitnick (2015) for image caption generation on the MS-COCO, Flickr 8K and 30K and PASCAL 1K datasets. To describe and visualize the image caption, a bi-directional mapping between images and sentence-based descriptions was carried out. Karpathy and Fei-Fei (2015) also described the image region using a multimodal recurrent neural network on Flickr8K, Flickr30K and MS-COCO datasets. A Chinese image caption generation model was introduced by Peng and Li (2016) on Flickr30k and MS COCO dataset. They demonstrated that a character-level strategy is more effective than a word-level one. Soh (2016) reported a top-down caption generation strategy employing CNN-LSTM architecture on the MS COCO dataset with a 3.3 BLEU score. Miyazaki and Shimizu (2016) proposed a deep recurrent network based image caption generation model on the cross-lingual domain. The YJ Captions 26k Dataset, a Japanese version of the MS-COCO dataset, was built for this purpose. Amritkar and Jabade (2018) reported an image caption generation with CNN and RNN architecture on Flickr8k and MS COCO datasets.

An attention-based remote sensing image captioning system was reported by Lu et al. (2017) on their own built remote sensing caption generation dataset. They employed both hard and soft attention mechanisms to train the model. They found that the hard attention mechanism performed better than the soft attention mechanism. Dhir et al. (2019) used attention-based architecture to report a Hindi caption generation approach. They manually translated the MS COCO dataset into Hindi for the dataset. You et al. (2016) developed a semantic image attention model to concentrate on the linguistically significant image object.

Batra et al. (2018) proposed an encoder-decoder-based news image caption generating architecture on the BBC news data. The model takes an image from the news related to news documents as input and outputs an appropriate image caption.

Rahman et al. (2019) introduced Chittron, a Bangla image captioning model. A total of 16,000 images was collected and has been manually annotated by two native Bangla speakers. Next, a VGG-16 image embedding model integrated with a stack LSTM layer is used to train the model. The proposed model has gained a BLEU score of 2.5. Again Kamal et al. (2020) used deep learning techniques to create an automated Bangla caption generation system called TextMage on the BanglaLekhaImageCaptions dataset. The TextMage model could understand the visual scenes that belong to the Bangladeshi geographical context. The proposed model is trained on the BanglaLekhaImageCaptions dataset consisting of 9,154 images along with two descriptions for each image. The use of Visual Genome image captioning in a multimodal machine translation challenge was reported by Meetei et al. (2019b). The generation and evaluation of Hindi image caption on the Visual Genome dataset were carried out by Singh et al. (2021a). Additionally, attention based image and video caption generation framework were carried out by Singh et al. (2021c), Singh et al.
Table 1: Statistics of the dataset

| Data set     | Image | Caption |
|--------------|-------|---------|
| Train        | 8000  | 8000    |
| Development  | 1000  | 1000    |
| Testing      | 1000  | 1000    |
| Total        | 10000 | 10000   |

(2021b). Meetei et al. (2019a) reported a work on identifying the Manipuri and Mizo texts in an image that is a crucial challenge in image captioning.

3 An Assamese Multimodal Dataset

Several benchmark datasets for caption generation are Flickr8K, Flickr30K and MSCOCO, available in English, but none are accessible for resource-constrained languages, including Assamese. So, we built an Assamese multimodal dataset from the news domain. We carried out the following dataset preparation steps:

1. Collection of data
2. Image pre-processing
3. Image annotation

3.1 Data collection

The preparation of a standard dataset is one of the most challenging parts of a deep neural network model. A newspaper has both images and text, making it a valuable source of information. To address the data set availability problem, we collected 10,000 Assamese news images from three Assamese local e-newspapers, namely Ganaadhikar\(^1\), Niyomia Barta\(^2\) and Asomia Pratidin\(^3\). The data is collected during June 2020 and April 2021. After pre-processing and annotation, the raw information is used to train our model. Each news image is manually annotated with an insightful narrative relevant to the news event by two native Assamese speakers. A statistics of Assamese news caption dataset is presented in Table 1.

3.2 Image pre-processing

Based on the news event, the original image is manually cropped to highlight the essential portion of the image to extract the relevant part of the image. The specific object features of images must be combined in the correct order to correlate with the caption. A sample data is shown in Figure 1 where the news is about the baby; therefore, we crop the image wherein the Figure 1B focus on the baby only.

3.3 Image annotation

Describing the image content is one of the important tasks of a caption generation model. Each image has been manually annotated with one image caption from the news content by two native Assamese speakers. At times, the content and the image cannot convey the same meaning. As a result, the annotators have labeled each image with a more appropriate news caption to the event as part of the post-editing process. Some news articles have only the logo or file images which are not relevant for the image. These irrelevant images are filtered out. Then, we put a correct news description by performing a manual post-editing of the captions for a better captioning model. Figure 2 shows one sample of the Assamese news caption dataset.

4 System Architecture

The first stage of an image caption generation model is image feature extraction, and the second part is image description generation. A convolutional neural network is used to extract the image features at the encoder side and LSTM layers are used to train the language model for image description at the decoder side. This paper describes the development of an encoder-decoder based image caption generation framework using CNN-LSTM architecture with attention mechanism in the Assamese language news domain. The proposed model consists of three phases:

1. Text pre-processing
2. Image feature extraction
3. Caption generation

4.1 Text pre-processing

Before feeding the text input to the neural network, it is important to pre-process the text data and transform it into a numerical form. For input text representation, a word embedding layer is used. It provides a dense representation of the input text and then passes it to the next LSTM layer.
4.2 Image feature extraction

A convolutional neural network (CNN) is deployed to extract the image features. It encodes an image into an intermediate vector representation. To extract a feature set vectors, CNN is employed as an encoder. In this framework, we use VGG-16 (Simonyan and Zisserman, 2014) pre-trained CNN model as an encoder. VGG-16 model is trained on the ImageNet dataset. It encodes the input image into a fixed-length vector for further processing to generate the image description. For image
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feature extraction, the input image is resized into \(224 \times 224\) dimensions. We discard the output of the last layer and stored the output of \(6_{th}\) layer. The dimension of each feature vector is \(7 \times 7 \times 512\).

### 4.3 Caption generation

To solve the vanishing gradient problem, the long short-term memory (Hochreiter and Schmidhuber, 1997) is employed as a decoder that can learn long-term dependencies. It is used for language modeling trained on text data to predict the next word. LSTM is trained so that it can produce the caption by generating one word for every time step conditioned on a context vector, the previous hidden state and the previously generated words. First, the captions are tokenized to create a lexicon of unique words. The size of our vocabulary is 8558. The model understands the start and end of each caption since each sentence is concatenated with the “start” and “end” tags.

### 4.4 Attention Mechanism

The fixed-length context vector in a sequence to sequence (seq2seq) model fails to remember long sentences. As a result, an attention mechanism (Xu et al., 2015) is utilized to solve this problem. The attention mechanism works on the relevant parts of the input image and ignores the rest. Rather than compressing an entire image into a static representation, attention allows the salient features to dynamically come to the forefront as needed. In simple terms, the context vector is a dynamic representation of the relevant part of the input image at time \(t\). The attention mechanism considers the relevant part of the image when the LSTM generates a new word, so the decoder only uses that part of the image. An attention mechanism is classified into local and global attention mechanisms. Global attention is defined as paying attention to all source parts of an image (Luong et al., 2015). Local attention focuses to only a few source positions (Bahdanau et al., 2014).

In this current work, we employ a global attention mechanism that is placed in all source positions. In between CNN and LSTM, we use the attention mechanism to help the decoder to focus the important parts of the image. The global attention mechanism considers all the hidden states of the encoder while deriving the context vector \(c_t\). In order to compute the context vector \(c_t\), we first compute the variable-length alignment vector \(a_t\). The variable-length alignment vector \(a_t\) whose size equals the number of time steps on the source side is derived by comparing the current target hidden state. The encoder hidden states and their respective alignment scores are multiplied to calculate the context vector. The formula for calculating the context vector, alignment vector and score are listed in equations 1, 2, 3 and 4, respectively.

\[
c_t = \hat{h}_s \ast a_t(s) \tag{1}
\]

In equation 1, global context vector \(c_t\) is computed as the weighted average of the encoder hidden states \(\hat{h}_s\) and alignment vector \(a_t\).

\[
a_t(s) = \text{align}(h_t, \hat{h}_s) \tag{2}
\]

\[
= \frac{\exp(score(h_t, \hat{h}_s))}{\sum_s \exp(score(h_t, \hat{h}_s))} \tag{3}
\]

From the equations 2 and 3, the variable-length alignment vector \(a_t\) is derived by computing the similarity between current target hidden state \(h_t\) with each source hidden state \(\hat{h}_s\).

\[
score(h_t, \hat{h}_s) = \begin{cases} 
    h_T^T h_s & \text{dot} \\
    h_T^T w_d h_s & \text{concatenate} \\
    c_T^T \tanh(w_a(h_T, \hat{h}_s)) & \text{general}
\end{cases} \tag{4}
\]

Again in equation 4, score is referred as a content-based function for which we consider three different alternatives like dot, concatenate and general, respectively.

### 4.5 Beam Search

Beam search is an optimization search strategy for reducing memory requirements. The search tree is built using a breadth-first search approach. We use the beam search method to evaluate the captions. For generating sentences of size \(t + 1\), the beam search approach inspects the top \(k\) sentences and holds the highest probability one until it reaches the “end” tag or the maximum length of the caption.

| Rating | Adequacy     | Fluency   |
|--------|--------------|-----------|
| 5      | All          | Flawless  |
| 4      | Most         | Good      |
| 3      | Much         | Non-native|
| 2      | Little       | Disfluent |
| 1      | None         | Incomprehensible |
4.6 Training Details

The input of the VGG-16 convolutional neural network is 224x224 RGB images, which produces a vector of size 49x512 for each image. Again the captions are fed into the word embedding layers with 256 neurons. We train our model with 0.5 dropout rate, softmax cross-entropy loss function and Adam optimizer (Kingma and Ba, 2014) with batch size of 64 for 25 epochs. For training, we use 8000 images, and for development and testing, we use 1000 images each. The experimental results demonstrate that the LSTM with attention mechanism as a middle layer showed more effectiveness in generating the image captions.

5 Experimental Results and Discussion

The quantitative and qualitative analysis of the proposed system is covered in this section.

5.1 Quantitative analysis

For quantitative analysis, the BLEU (Papineni et al., 2002) metric is used. It checks the similarity of a generated output sentence corresponding to a reference sentence. We report the BLEU scores of the baseline and proposed models in Table 3. The formula for calculating the BLEU score is listed in equations 5 and 6.

\[ BP = \begin{cases} 1 & \text{if } c>r \\ 0 & \text{if } c\leq r \end{cases} \]  

\[ BLEU = BP \times \exp \left( \sum_n^N w_n \log P_n \right) \]

where,  
- \( c \) is candidate sentence length  
- \( r \) is reference sentence length  
- \( P_n \) is n-gram precision  
- \( w_n \) is weight

5.2 Qualitative Analysis

To verify the correctness of the machine-generated output, two native speakers of Assamese evaluate the generated captions by using the criterion set by linguistic data consortium(LDC) (Denkowski and Lavie, 2010). A sample example based on adequacy and fluency rating scale is shown in Figure 4 and it is found that most of the captions are flawless. According to LDC, human judgment is classified into adequacy and fluency categories (Table 2). In comparison to the source text, adequacy refers to how much meaning the target text can express. Fluency is the capability to describe a grammatically correct target text. To calculate the adequacy and fluency score, we randomly pick 100 sentences
Table 3: BLEU score of our proposed and baseline architectures

| Model     | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 |
|-----------|--------|--------|--------|--------|
| Baseline  | 31.8   | 25.3   | 20.5   | 11.4   |
| Proposed  | 40.4   | 31.6   | 21.8   | 12.1   |

Table 4: Human evaluation results

| Model     | Adequacy | Fluency |
|-----------|----------|---------|
| Baseline  | 1.48     | 1.96    |
| Proposed  | 1.91     | 2.05    |

from the test dataset. Table 4 shows the scores for adequacy and fluency respectively.

5.3 System Comparison

Till today, no model has been reported in Assamese news image captioning to the best of our knowledge. To make a fair comparison, we propose a baseline model of CNN-LSTM architecture (Vinyals et al., 2015) and compared with the proposed model as shown by Table 3.

5.4 Discussion

Figure 5 shows the sample input and output for the image caption generating model. From the Figure 5A, the model can detect the named entity, i.e., “Narendra Modi” and also generate the caption about conference, which is a good result. The caption that is generated is meaningful, although it is less fluent. Therefore, the adequacy and fluency are considered as 4 and 3, respectively, from the point scale rating (Table 2). As shown in Figure 5B, the model can also show a good result. The model can detect the “fire” and the “army” as part of the image. The machine-generated caption can convey the meaning. In this example, the adequacy and
fluency scores are 5 and 4, respectively. As shown in Figure 5C, the model identifies the named entity, i.e., “Virat Kohli” and also generated caption says about the action. Thus, the generated caption can convey the meaning and is fluent. As a result, both adequacy and fluency receive a 5 on the point scale. After seeing the “PPE kit”, costume, the model can generate about the “corona” in Figure 5D. But the generated caption is not fluent. So the adequacy and fluency rating is 3 and 2, respectively.

5.5 Error analysis

There are couple of reason why the generated captions are imperfect. Poor caption quality can be a major reason for erroneous caption generation. Some image captions and news images are the least connected, which is unusual. As a result, some articles contain merely logo images or image files unrelated to current events. The absence of specific functional tokens in the training caption is another reason for poor quality generated caption.

6 Conclusion and Future Work

In this paper, we report a CNN-LSTM based framework with an attention mechanism for Assamese caption generation on the multimodal news dataset. The attention mechanism decides where to pay attention in order to generate a meaningful caption. We also report the findings of the investigation of caption generation on the Assamese language on low resource setting. To assess model performance, we used both qualitative and quantitative approaches. It is observed that the proposed framework outperforms the baseline model. In future, various architectures such as ResNet with mBERT or Indic BERT may be explored for any significant improvement of the system results further. We intend to expand the dataset in the future with a more diverse and wide collection of images of various domain-specific events, each with several appropriate descriptions, in order to build a human-like caption.
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