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Abstract. The article is devoted to the analysis and development potential for predictive models of energy flows of autonomous hybrid energy systems. The article considers the results of the analysis in the form of a morphological table and TRIZ-evolutionary map. The research defined the most promising in predicting energy flows are hybrid models that include more than one architecture. For example, D CNN + LSTM or MLP + LS–SVR. The authors intend to continue research in the direction of creating predictive models of wind energy flows for autonomous hybrid energy systems.

1. Introduction

A hybrid system is an energy system consisting of several power sources (generators) that use at least two different technologies to generate electricity [1, 2, 3].

The technical challenges facing such systems can be divided into generation and storage of energy in a cost–effective way, and the use of renewable energy sources (RES). In turn, the use of RES can be divided into three options: to give preference to the use of RES, where it is locally available; to accumulate energy from RES, when RES are available; to use backup energy sources (sets of generators) to achieve the required level of service, when RES are not available or not enough [3].

The benefits of hybrid systems are most noticeable when used year–round. In this case, as a rule, in winter the main output of electricity is produced by wind turbines, and by solar modules in summer. Such systems open up opportunities to improve environmental safety and economy of fuel for diesel generators by ensuring its optimized operation under conditions of changing load schedule directly related to the consumption of electricity at different times of the day [3].

Hybrid systems efficiency can be improved by different approaches: structural and/or parametric optimization, control modules upgrade, etc. To verify either approach, models of input and output energy flows of hybrid systems are required. The importance of having the models is confirmed by the huge number of publications on this topic.

The analysis of more than three hundred references allowed identifying the most significant factors relating to energy flow models. These factors include types of energy flow models, artificial intelligence systems used, availability of the connection to the national power grid (see Table 1). By selecting the most significant references, the authors formed a morphological table with variants of factor realization (see Table 1). The most significant one is Energy Flow Models, which includes solar and wind energy models, as well as consumption models. Next is the factor “Artificial Intelligence Systems Used” with the most varied options (24 total options) from autoregressive integrated moving
average (ARIMA) [16, 20] to adaptive neuro–fuzzy inference system (ANFIS) [2, 6, 14] collapsed to two options: machine learning and deep learning. And finally, the last factor is “Connection to the National Power Grid” represented by two options: autonomous (no connection) and connected. From the authors' point of view, the types of energy flow models of autonomous hybrid energy systems (AHES) are of the greatest interest.

### Table 1. Morphological Table.

| Factors                              | Var. 01                                                                 | Var. 02                                                                 | Var. 03                                                                 | Qty |
|--------------------------------------|------------------------------------------------------------------------|------------------------------------------------------------------------|------------------------------------------------------------------------|-----|
| Types of Energy Flow Models          | Solar energy [1, 3, 4, 7, 9, 11, 12, 19, 23] et seq. for a total of 38  | Wind energy [5–2, 8–5, 10–7, 13, 14, 16, 18, 20, 24] et seq. for a total of 39 | Consumption [6, 17, 21, 22] et seq. for a total of 22                   | 3   |
| Artificial Intelligence Systems Used | Machine Learning [6, 8, 9, 12, 15, 16, 20] et seq. for a total of 48    | Deep Learning [2, 3, 4, 5, 6, 7, 10, 13, 14, 16, 18, 19, 23] et seq. for a total of 103 |                                                                        | 2   |
| Connection to the National Power Grid| Autonomous [1, 23] et seq. for a total of 10                             | Connected [3, 4] et seq. for a total of 9                               |                                                                        | 2   |

### 2. Energy flows of AHES

Let's consider factor “Types of Energy Flow Models”. Although there are up to ten [25] flows of incoming energy, the authors have chosen only two the most used ones: solar flux and wind energy flows.

Considering solar flux, it should be taken into account that energy is generated when solar radiation affects solar modules. However, researchers also consider other meteorological data when creating solar energy models: temperature [3, 4, 11, 19, 23], humidity [4, 11], precipitation [4, 19], cloud cover [4], duration of sunlight [11], atmospheric pressure [11], wind speed [4, 11], wind direction [11], etc. The same situation is with wind flow models, in which wind direction [8], atmospheric pressure [8], temperature [8], etc. are also taken into account in addition to wind speed [8, 14]. When creating consumption models, the following data are taken into account: temperature [22], heat load [22], solar radiation [22], wind speed [22], and humidity [22]. For all, energy flows sampling is also important that can vary from a day [3, 4, 22] to six–hour [11], hour [11, 14, 19] and, finally, fifteen minutes [8].

Considering factor “Artificial Intelligence Systems Used”, it should be kept in view that the case is about the systems used in creating energy flows models for hybrid energy systems. Machine learning systems include primarily ARIMA [16, 20], autoregressive integrated moving average extended (ARIMAX) [20], extreme gradient boosting (XGBoost) [15], support vector machine (SVM) [9, 23], LSV [23], extreme learning machine (ELM) [6, 8, 12, 16] and other. Deep learning systems are represented by a broader set of systems and include multilayer perceptron (MLP) [5, 18, 23], convolutional neural network (CNN) [3–10, 19], long term memory (LSTM) [4, 7, 10, 13, 19], radial basis function (RBF) [16], ANFIS [2, 6, 14] and other.

When analyzing machine learning systems, researchers have focused on quick problem solving at low computational costs [9, 15, 20], the use of wavelet function [2, 6, 8, 15], etc.

For deep learning models, researchers have focused on the number of layers more than two [3, 4, 8, 11], the use of clustering algorithm [23], as well as activation functions: scale exponential linear units (SELU) [3], rectified linear units (ReLU) [3, 19], sigmoid [11, 22, 23], etc.

Researchers have considered the issues of creating models both for autonomous HESs [1, 23] and HESs connected to public networks [3, 4]. Autonomous HESs use distributed generators [1], accumulator energy storage systems [1], and solar energy systems [1, 23]. In systems with connection to the national power grid [3], solar energy systems can also be used [1].
Variable renewable energy (VRE) forecasting affects a number of power system management operations, including scheduling, dispatching, real-time balancing, reserve requirements for the power grid, and issuing commands to run (block) compensating power supply in advance. By integrating forecasts from local VRE producers, grid operators can anticipate rapid changes in VRE generation to economically balance consumption and planned generation. This approach leads to lower fuel costs, generally increases the reliability of the power grid, and minimizes the cost of generating energy from renewable energy sources.

It should be noted that this problem has not yet been reliably solved. A large number of algorithms and software packages have been proposed, but there are no generally recognized “industry standards” for VRE (variable renewable energy) forecasting. In this regard, there is an urgent task to systematize and identify the most effective systems for modeling the energy flows of hybrid energy systems.

3. Analysis methodology

The Theory of Inventive Problem Solving (TRIZ), particularly the TRIZ–evolutionary approach, was used to analyze the factors and elements of the morphological table. This approach has shown to be highly effective in analyzing elements in a variety of knowledge domains. For example, in [26] object–oriented programming systems, in [27] automated control systems, in [28] coking systems were analyzed, and the analysis led to a number of inventions. The most complete TRIZ evolutionary approach is described in [29], which discusses the evolution of machine translation methods. This approach allowed identifying the most promising translation method at the moment, uneliminated contradictions of this method, and defining the most effective areas of research on machine translation systems.

The purpose of analysis is to systematize information about flow models to identify key areas and prospects for development. In order to achieve the goal, it is necessary to create and analyze a TRIZ evolutionary map.

Briefly, the process of TRIZ evolutionary map creating consists of the following stages: description of an initial object (system) of TRIZ evolution; identification of contradictions in the object; definition of TRIZ tools allowing to eliminate the identified contradictions; description of TRIZ evolution iterations, i.e., transition to subsequent objects in which certain contradictions are eliminated. The above steps are repeated until a system with maximum ideality (in the TRIZ sense) which, nevertheless, also has contradictions, is achieved. Let's proceed to the TRIZ evolution of solar flux predictive models.

4. TRIZ evolution of solar flux models

To conduct the TRIZ evolutionary analysis, first of all, main parameters shall be identified. The authors identified the following main parameters: error, computational costs, sample size, resiliency (error values as per environment variability), volume of input data, volume of input data highly correlating (app. 70%) with other input data, prediction time range, time range of data collection, duration of training, number of layers, number of hidden layers, number of neurons, number of hidden neurons.

The initial model in the analysis is the recurrent neural network (RNN) LSTM “RNN LSTM” [4]. Recurrent neural networks contain feedbacks to store information. An LSTM network is a special type of RNN capable of learning long–term dependencies that is specifically designed to solve problems related to such dependencies. All RNNs are in the form of a chain of repeating modules. The repeating module of standard RNN has a very simple structure, such as a single tanh layer and a hyperbolic tangent activation function. LSTM network is a similar chain, but contains four layers instead of one.

Four contradictions can be defined in RNN LSTM. Con1.1: with improving model resiliency, the sample size unacceptably increases. Con1.2: with improving model resiliency by sample size increase, the duration of training time unacceptably increases. Con1.3: with improving model resiliency by sample size increase, computational costs unacceptably increase. Con1.4: with reducing sample size by lower volume of input data, the error unacceptably increases.
Some of these contradictions (Con1.2, Con1.4) were eliminated by the Principle of Anti–Weight (8), Principle of Equipotentiality (12), Principle of Homogeneity (33) and Principle of Dynamics (15) [30]. The concept of distributing weights and step was added to the network, it has become more efficient at capturing the relationship between related data, and as the weights have become shared, less input data are required. The first iteration of the TRIZ evolution and transition to CNN PVPNet model performed [3].

The users' demand for fewer layers and larger sample size has led to further contradictions in CNN PVPNet. Con2.1: with decreasing number of layers the error unacceptably increases. Con2.2: with increasing sample size the duration of training unacceptably increases.

Contradiction Con2.1 was eliminated by the Principle of Dynamics (15). An algorithm was added to the network to determine the optimal number of neurons in the hidden layer. The second iteration of the TRIZ evolution and transition to artificial neural network (ANN) MLP “ANN MLP” performed [11].

User's requirement to reduce the error by increasing the volume of input data has led to another contradiction in ANN MLP model. Con3.1: when reducing the error by increasing the volume of input data, the volume of input data highly correlating with other input data unacceptably increases.

Contradiction Con3.1 was eliminated by the Principle of Merging (5). Merging two architectures allows optimizing the performance with reduced memory requirements, and filters separate data with features of different lengths. The third iteration of the TRIZ evolution and transition to a hybrid model of CNN deep convolutional neural networks (DCNN) and RNN LSTM “CNN D–CNN & RNN LSTM” performed [19].

User's requirement to reduce the error by increasing the number of layers led to another contradiction in CNN D–CNN & RNN LSTM model. Con4.1: when reducing the error by increasing the number of layers computational costs unacceptably increase.

Contradiction Con4.1 was eliminated by the Principle of Merging (5) and Principle of Intermediary (24). This model uses an intermediate clustering method in order to exclude input data values that increase error. Merging two architectures allows reducing the error by choosing the best result among the models. The fourth iteration of the TRIZ evolution and transition to a complex, final hybrid model of ANN MLP and SVM least squares support vector regression (LSSVR) “ANN MLP & SVM LS–SVR” performed [23].

Figure 1 shows the TRIZ evolutionary map noting the key changes in the models. Figure 1 also shows transitions from RNN LSTM to ANN MLP & SVM LS–SVR and to CNN D–CNN & RNN LSTM, as well as the transition from ANN MLP to ANN MLP & SVM LS–SVR.

5. Analysis of the TRIZ evolutionary map

Of course, the main parameter for evaluating models created on the basis of artificial intelligence is errors. It should be noted that the error estimate varies from model to model. In the first models it is a training error which is the difference between the desired (target) value and the actual value of the model output on examples of the training set. Training error is a measure of the accuracy of the model setting on a training set. However, it does not allow us to evaluate the model generalization ability. Therefore, subsequent models use generalization error, i.e., the error as per a test set.

Note that as the models improve (moving up the TRIZ evolutionary map), the law of transition to a supersystem is clearly discernible [31]. According to this law, as the system runs out of resources, it merges with other systems that previously competed with it. This indicates a direction for further models’ improvement considering the contradictions in the final system: with decreasing number of input parameters the error unacceptably increases (Con5.1).

6. Models development potential

The analysis of the TRIZ evolutionary map allowed us to define the following areas of research:
conduct a similar analysis of wind energy and consumption energy predictive models; identify the most efficient architectures in these models; analyze the possibility of integrating these architectures into the final hybrid model and explore the possibility of replacing individual architectures in the final model; for example, replacing the MLP architecture in the final model with the LSTM architecture which uses layers with memory in time series processing.

The model uses an intermediate clustering to delete input values that increase error. Merging two architectures allows reducing the error by choosing the best result among the models.
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Figure 1. TRIZ Evolutionary Map of Solar Flux Predictive Models.

7. Conclusion

The TRIZ evolutionary approach to the analysis of solar flux predictive models allowed us to systematize and visualize the data on the models’ evolution; to describe main performance parameters that determine models’ development potential; to identify promising directions of models’ improvement.

The main result of this analysis is the identification of promising directions for the models’ improvement, many of which lie in the area of merging artificial intelligence architectures. As per the authors opinion, the greatest research interest is in solving the problem of reducing computational costs while maintaining the value of error. Indirectly, this problem can be solved by replacing individual architectures in the final ANN MLP & SVM LS–SVR model.
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