Topological Valley Transport of Gapped Dirac Magnons in Bilayer Ferromagnetic Insulators

Xuechao Zhai1,2 and Yaroslav M. Blanter2
1New Energy Technology Engineering Laboratory of Jiangsu Province & School of Science,
Nanjing University of Posts and Telecommunications (NJUPT), Nanjing 210023, China
2Kavli Institute of NanoScience, Delft University of Technology, 2628 CJ Delft, The Netherlands

Bilayer Heisenberg ferromagnetic insulators hold degenerate terahertz Dirac magnon modes associated with two opposite valleys of the hexagonal Brillouin zone. We show that this energy degeneracy can be removed by breaking of the inversion symmetry (I), leading to a topological magnon valley current. We show furthermore that this current leads to valley Seebeck effect for magnons and is thereby detectable. We perform calculations in the specific example of bilayer CrBr3, where I can be broken by electrostatic doping.

Introduction—Recent discoveries of atomic-thick ferromagnetic (FM) insulators [1, 2] represent a landmark for 2D fundamental and applied physics. Stable long-range 2D FM order strongly relies on the presence of magnetic anisotropy [3–5]. In these materials Magnons, elementary excitations of magnetic structure, usually have spectra with Dirac points. In particular, magnons in two of the most popular 2D FM insulators have been studied experimentally in more detail: Dirac properties protected by inversion symmetry (I) and time reversal symmetry (T) in monolayer CrBr3 [6] and topological gaps induced by T breaking in monolayer CrI3 [7].

The graphene-like spectrum of 2D magnons is characterized by the appearance of two valleys — K and K′ — of the hexagonal Brillouin zone. The valley index can serve as a basis for quantum information transfer. However, it is very difficult to use the valley degree of freedom for 2D magnons. On one hand, the magnons near K (K′) have large momentum and no charge, and thus the usual magnon manipulation methods such as FM resonance [17] or electric, magnetic, or optical methods [13–16] can not easily detect the two valleys, not even speaking about their difference. On the other hand, the concept of Fermi energy is absent for bosonic magnons, and thus one can only thermally excite the (THz) valley magnons [18] simultaneously with other low-frequency modes.

Instead, in order to utilize the valley degree of freedom in 2D magnets, we turn to the concept of topology [19–24]. It is attractive since the topological magnon transport is insensitive to sample defects. The topological current is in principle dictated by the crystal symmetry [20–22], which is difficult to change in 3D systems. The momentum-dependent topological magnon current, odd under T but even under I [24–26], is strictly zero in pristine magnon systems respecting both I and T — typical FM Heisenberg systems [6, 25]. However, if I is broken for magnons in FM insulators, T requires the Hall current to have the opposite values in two valleys, resulting in a magnon valley Hall current, in analogy with electron systems [26–28]. The I breaking can not be induced by the external electric field, since the localized moments do not change with the electric potential [29], however, it can be induced by layer-dependent electrostatic doping [30] in bilayer magnets.

In this Letter, we explore the topological valley transport of magnons under I breaking in bilayer Heisenberg FM insulators. We propose that the pure magnon valley current can be detected via the inverse valley Hall effect, and discuss a novel concept of valley Seebeck effect for 2D magnets. We perform calculations for the specific example of bilayer CrBr3 [31, 32], where I of magnons (~1.8 THz near two valleys) can be broken by electrostatic doping. The results show how the valley degree of freedom can be manipulated in 2D magnets and opens the way of using it for information transfer — THz magnon valleytronics.

Hamiltonian—We consider a bilayer collinear FM insulator on a usual AB-stacked honeycomb lattice with the magnetic anisotropy perpendicular to the hexagon plane, i.e. spins on µ = Aα, Bα sublattices in the ground state satisfy $S_{Aα} = S_{Bα} = \hat{S}_z$, where α = ± indicates the top (bottom) layer, see Fig. 1(a). A general Heisenberg Hamiltonian [3–7] with breaking of I reads

$$\hat{H} = -\sum_{\langle i,j \rangle} J_{ij} \hat{S}_i \cdot \hat{S}_j - \lambda \sum_{\langle i,j \rangle} \hat{S}_i^z \hat{S}_j^z + \sum_i \alpha U_\mu \cdot \hat{S}_i.$$  

The first term represents the magnetic exchange interaction with $J_{ij} = J (J_z) > 0$ for intralayer (interlayer) nearest-neighbour magnetic moments. The second term indicates the anisotropic FM exchange with $\lambda > 0$ [4]. The last term $H_U$ indicates I breaking [discussed in Eq. (11)]. By applied low magnetic field, the FM ground state can be stabilized. The essential physics will not be altered when the second- or third-nearest-neighbor exchange interactions are included.

Neglecting the magnon-magnon interactions in Eq. (1), the Holstein-Primakoff (HP) transformation [6] reads $S_{\mu}^+ \equiv S_{\mu}^x + i S_{\mu}^y = \sqrt{2} \hat{c}_\mu$, $S_{\mu}^- \equiv S_{\mu}^x - i S_{\mu}^y = \sqrt{2} \hat{c}_\mu^\dagger$, $S_{\mu}^z \equiv \hat{c}_\mu^\dagger \hat{c}_\mu$. In the A+, B+ , A−, B−-basis, the Bloch Hamiltonian after HP transformation is expressed as

$$H_k = S \begin{pmatrix}
J_z + \gamma + U & -J_f k  & 0 & -J_z \\
-J_f k^\dagger & \gamma + U & 0 & 0 \\
0 & 0 & \gamma - U & -J_f k \\
-J_z & 0 & -J_f k^\dagger & J_z + \gamma - U
\end{pmatrix},$$  

where $f_k = \exp(-ik\alpha a/2) \left[ 2 \cos(\sqrt{3}k a/2) + \exp(i3k a/2) \right] (a$ is the hexagon side length) and $\gamma = \gamma(J_+ + \lambda)$.

We now introduce the Pauli matrices in the sublattice $(\hat{\sigma})$ and layer ($\tau$) spaces, considering $A\alpha$ and the top layer ($B\alpha$ and
the bottom layer) as an up (down) pseudospin, respectively. The index $\xi = \pm$ denotes two valleys $K$ and $K'$ at $(k_x, k_y) = [4\pi/(3\sqrt{3}a)](\pm 1, 0)$. Expanding Eq. (2) near $K$ and $K'$, we obtain the effective Hamiltonian as

$$H_q = \begin{pmatrix} H^K_q & 0 \\ 0 & H^{K'}_q \end{pmatrix}, \quad H^K_q = \tau_0 h_q + U_y \tau_0 \sigma_0 + J_s \Gamma,$$

where $q \equiv -K - K'(K')$, $U_y = (\gamma + \alpha)U_S$, $h^K_q = \hbar v(x, y, \sigma_x + q_y \sigma_y)$ (Dirac form [6]) with $\nu = (3a/2)S$, and $\Gamma = (\tau_0 \sigma_0 + \tau_y \sigma_y)2/2 - \Sigma_{\xi = \pm} \tau_0 \sigma_0 / 4$ with $\tau_0 = \tau_x \pm i \tau_y$, $\sigma_x = \sigma_x \pm i \sigma_y$. Here, $\tau_0$ ($\sigma_0$) is the identity matrix of the layer (pseudospin).

The time-reversal operator that interchanges two valleys for magnons in Eq. (3) is found as

$$\hat{T} = \begin{pmatrix} 0 & \tau_z \sigma_z \\ \tau_z \sigma_z & 0 \end{pmatrix} C = \hat{T}^{-1},$$

where $C$ is the operator of complex conjugation. The relation $\hat{T} H_q \hat{T}^{-1} = H_q$ confirms the time-reversal invariance of the system, leading to the energetically degeneracy of two valleys.

For convenience, we set $\hbar = 1$, $\nu = 1$ below. For $U = 0$, the eigenvalues of Eq. (3) read $E^0_n = 2 \gamma S + e^0_n$, where $n = 1$ to 4 indexes the subband. Two magnon modes in each valley are massless (Dirac) modes [Fig. 1(a)], $e^0_{1,3} = \mp q$, and the other two modes have a gap, $e^0_{2,4} = J_s S \mp [q^2 + (J_s S)^2]^{1/2}$. Therefore, a triple degeneracy [25] exists at $K$ ($K'$) point ($q = 0$). For $U \neq 0$, the eigenvalues are $E_n = \gamma S + e_n$, $I$ is broken, the Dirac magnon subbands are gapped [Fig. 1(a)], and the triplet degeneracy in each valley is lifted although the two valleys are energetically degenerate. In contrast, there is no counterpart of this model in 2D electron systems [10–14, 38].

By using perturbation theory (Supplemental Material (SM) [39]) under $U/J_s \ll 1$, we can find the eigenvalues $e_n$ as

$$e_1 \approx \frac{\Delta_0}{2} - \sqrt{2q^2 \cos^2 \varphi + \frac{\Delta_0^2}{4}}, \quad e_4 \approx e_1 + \frac{U^2}{2J_s} (2 - \cos \theta),$$

where $\Delta_0 = |J_z - (J_z^2 + U^2)^{1/2} + U| \Sigma S$, $\cos \varphi = U/(J_z^2 + U^2)^{1/2}$, $\cos \theta = J_z/(q^2 + J_z^2)^{1/2}$. Here, $e_{2,3}(q)$ are not presented due to their complexity (SM [39]). Specifically, the energies at $K$ ($K'$) read

$$e_{1,3}^0 = \mp U S, \quad e_{2,4}^0 = \left( J_z = \sqrt{J_z^2 + U^2} \right) S,$$

agreeing with the numerical result in Fig. 1(a).

**Generation of topological valley current.**—We consider a rectangular sample with width $W$ and length $L$. By applying energy-flux quantum theory [40–42] to noninteracting magnons, we obtain the average energy current density as

$$J_e = \frac{1}{2L^2} \sum_{nk} u_{nk}^i \left( \frac{\partial H_k^2}{\partial k} \right)_{mn} u_{nk}^j,$$

where $V = W L d_z (d_z$ is the thickness) is the sample volume, and $u_{nk}$ is the Bloch wave function for the $n$-th subband. Using the Kubo formula acting on $J_e$ [40], the thermal Hall conductivity of magnons can be derived as $\kappa_{xy} = -(k^2 B/\hbar)^2 \sum_{nk} C_{nk} \Omega_{nk}$, where the sum is over all the first Brillouin zone, $C_{nk} = (1 + fn)\ln(1 + 1/nf) - (1 - fn)\ln(1 - 1/nf)$, with $f_n = [\exp(\epsilon_{nk}/k_B T) - 1]^{-1}$ denoting the Bose-Einstein distribution and $L_z$ being the dilogarithm function. The Berry curvature is determined by [26] $\Omega_{nk} = \nabla_k \times \langle u_{nk}|i \nabla_k |u_{nk}\rangle$.

Because the system has $\mathcal{T}$, the magnons near $K$ and $K'$ can feel the opposite orbit pseudomagnetic field reflected in $\Omega_{K'} = -\Omega_{K''}$, as shown in Fig. 1(b). Our detailed calculations [39] reveal the local conservation law of the Berry curvature [26] $\sum_{nk} \Omega_{nk} = 0$. We have $\kappa_{xy} = 0$ because the contributions from $K$ and $K'$ cancel each other, however, a pure valley current of magnons is generated. To distinguish the difference between $K$ and $K'$, it is necessary to define a magnon valley Hall conductivity as $\kappa_{xy}^V \equiv \kappa_{xy}^V - \kappa_{xy}^{K''}$. It has the form

$$\kappa_{xy}^V = -\frac{k_B^2 T}{h V} \sum_{nq} C_{nq} (\Omega_{nq} - \Omega_{nq}^K),$$

where the summation over $q$ around valley $K$ ($K'$) runs over...
(a)

Dijservable qualities are thermal flux density \( \kappa_{\text{ff}} \) and resistivity \( \rho \). Onsager relation [36], we define a nonlocal thermal conductance under the influence of \( U \).

**FIG. 2:** Valley Hall conductivity (a) as a function of temperature under the influence of \( U \) and (b) in the \((U, T)\) plane. The other parameters are taken from CrBr3 (caption in Fig. 1).

the half of the first Brillouin zone. As we concern in Eq. (3), the pure valley transport occurs due to \( \Omega_{\text{eq}}^K = -\Omega_{\text{eq}}^{K'} \).

**Detection.**—The signal of topological valley transport \( \kappa_{xy}^* \) can be detected via the inverse magnon valley Hall effect [Fig. 1(c)]. For thermal magnon transport, the directly observable qualities are thermal flux density \( j_e \) and temperature difference \( \Delta T_L \), e.g. \( \Delta T_L \) and \( \Delta T_R \) in Fig. 1(c). From the well-known Onsager relation [36], we define a nonlocal thermal resistivity as \( \rho_{\text{NL}} \equiv \Delta T_L / j_e \). By using the appropriate boundary conditions (SM [39]), we self-consistently derive \( \rho_{\text{NL}} \) as

\[
\rho_{\text{NL}} \equiv \frac{W}{2\kappa_{\text{ff}}(k_{\text{ff}})} \exp \left(-\frac{L}{\ell_v}\right),
\]

where \( \kappa_{xx} = j_e / \Delta T_L \) is the local thermal conductivity. Note that Eq. (9) recovers the formula known for spin or valley Hall systems for electrons [20, 43].

An alternative method to detect \( \kappa_{xy}^* \) is by using heat-to-charge conversion [36]. We propose a concept of valley Seebeck effect, as sketched in Fig. 1(d), where Pt contacts (optionally) are added to the sample, and magnons from \( K, K' \) accumulate at the opposite sides. Consequently, spin current \( j_s \) can be induced in Pt due to s-d interaction (SM [39]) at the FM insulator/Pt metal interface [35–37]. The inverse spin Hall (ISH) electric field in Pt is determined by

\[
E_{\text{ISH}} = (\rho \theta_{\text{ISH}}) j_s \times s,
\]

where \( \rho \) and \( \theta_{\text{ISH}} \) indicate the electric resistance and spin Hall angle of Pt, \( s \) is an out-of-plane spin polarization vector. The ISH voltage in principle determined by [39] \( V_{\text{ISH}} \propto j_s \propto \Delta T \sinh(x/\lambda_{m}), x = 0 \) is at the center of the CrBr3 sample and \( \lambda_{m} \) is the magnon relaxation length. Because the temperature difference between electrons in Pt and magnons in FM insulator changes sign if the Pt contact is moved from left to right in Fig. 1(d), \( j_s \) and the ISH voltage change signs correspondingly [35, 39].

**Materials Realization.**—Our proposal for topological valley Hall effect of magnons can be experimentally detected in a number of 2D FM insulators. One possibility is bilayer CrBr3, which has an electronic band gap about 1.4 eV [44, 45] and \( S = 3/2 \) for each Cr\(^{3+} \) ion [6]. According to experimental results [6, 32, 44], the Hamiltonian (1) without \( H_U \) indeed captures the intrinsic magnon physics of this material, and quantum fluctuations are not as important as that in spin 1/2 systems [24]. In addition, corrections from the single-ion magnetic anisotropy term \( H_{\text{Ji}} = \mathcal{A} \sum_{(i,j)} (S_i \cdot S_j)^2 \) shift up the magnon bands by a small energy \( 2\mathcal{A} \) below 0.1 meV [46]. This effect is not relevant for topological transport dominated by high-energy THz magnons near two valleys.

By applying the electrostatic doping technique [47] to bilayer CrBr3, the localized moments in each layer can be continually tuned (more than 20% electron or hole doping was achieved in CrI3 [30]). For a typical doping case, the two monolayers are doped equally with opposite charges, and the localized moments in the FM ground state can be described as \( S_{m} = (S - a\Delta S) \). One advantage of this doping is that the variation of parameters \( J_L, \lambda \) in Eq. (1) can be safely ignored [30]. The \( T \) breaking term \( H_U \) has the specific form

\[
H_U = \sum_i \alpha U S_i^z \quad \text{with} \quad U = \Delta S.
\]

The doping also creates interlayer electric field. However, we expect that it has a minor contribution to \( \Delta S \) [29] because the two insulating layers are weakly coupled.

Figure 2 shows the results of the calculation of \( \kappa_{xy}^* \) for bilayer CrBr3 for different \( U \) and \( T \). They indicate that \( \kappa_{xy}^* \) is lower than 0.1 mW/m K below 12 K because the Berry curvature for the dominant low-energy magnons away from two valleys is nearly zero [Fig. 1(b)]. Near \( T = 30 \) K (Curie temperature \( T_C = 34 \) K [32]), \( \kappa_{xy}^* \) can exceed 6 mW/m K, which is about one order of magnitude greater than the Hall signal reported in 3D FM insulators [42] demonstrating the advantage of Dirac magnons here. We assume a typical value of \( \kappa_{xy}^*/\kappa_{xx} \sim 5 \times 10^{-3} \) (see SM [39], where \( \kappa_{xx} \) contributed from electrons, phonons and magnons are discussed), which agrees with the latest experimental detection in other 2D magnets [48, 49]. By fixing \( L = 4W = 2\ell_v \) (\( \ell_v \sim 1.0 \mu \text{m} \) is expected from valleytronic experiments [20–22]), \( \rho_{\text{NL}} \) is estimated from Eq. (9) to be about \( 4 \times 10^{-6} \text{ m W/K} \) which in principle is experimentally detectable [35]. The ISH voltage in Fig. 1(d) is estimated from Eq. (10) as \( V_{\text{ISH}} \sim 0.06 \mu \text{V/K} \) (SM [39]) by using the typical parameters [35] \( \theta_{\text{ISH}} = 0.0037, \rho = 0.91 \mu \Omega \text{m} \) in Pt. Above \( T_C \), the detection signal should decrease drastically due to the enhanced magnetic disorder [42].

Permitted by symmetry in hexagonal structure, there may exist the Dzyaloshinskii-Moriya interaction (DMI) [7, 25, 50],

\[
H_{\text{DM}} = D/3 \sum_{(i,j)} v_{ij} \hat{z} \cdot (S_i \times S_j)
\]

with \( v_{ij} = +1 \) if the exchange between two next-nearest spins is clockwise (anticlockwise). DMI can induce magnon Hall effect [25] by breaking \( T \) but does not generate topological difference between two valleys. To clarify the influence of DMI, we calculate \( \kappa_{xy}^* \) as a function of \( U \) in Fig. 3(a) for \( D = 0, 0.05, 0.1 \text{ meV} \). As expected, \( \kappa_{xy}^* \) becomes weaker under the effect of DMI, and can be enhanced by increasing \( U \). Near the circled points \( D = U \), the gap closing and reopening near one valley occur (SM [39]), and \( \kappa_{xy} \) changes drastically due to the sign change of Berry curvature.
Moreover, we consider the influence of layered antiferromagnetic (LAF) order [31], which means each layer is FM while the FM orientation is opposite between two layers. For the LAF system, $H_U$ in Eq. (1) should be replaced by $H_U = U \sum_i S_i^z$ (in the ground state, $S_i^z$ is opposite for two layers). The results shown in Fig. 3(b) indicate that the layer polarity term $H_U$ is still useful to strengthen the signal of $\kappa_{xy}$, reaching 1 mW/m K at $T = 28$ K for a weaker DMI. Compared with the FM bilayer case, the almost opposite Berry curvature [25, 39] of magnon bands for the LAF case hinders the enhancement of topological valley current. To induce $H_U$, the perpendicular magnetic field [29] is feasible besides doping. As $U$ increases, a transition of LAF to FM [29] should happen, and a stronger topological valley signal is detectable.

**Discussion**—The picture of topological valley transport of magnons discussed in bilayer CrBr$_3$ also applies to multilayer FM CrBr$_3$ [32–34], bilayer or multilayer CrBr$_3$I$_{3-n}$ [46] or CrI$_3$ [30]. A particular issue is the Gilbert damping [17], for which the damping constant in Landau-Lifshitz-Gilbert equation is estimated as $\sim 10^{-4}$ [48–51] under the effects of the weak Rashba-type DMI or disorder. This damping should play negligible role in magnon valley transport due to topological protection [52], and is expected to change little in weak doping case $U \ll J$ we focus (the system can preserve insulating properties by adjusting gates). It is still an open question that whether more complicated mechanisms work for larger $U$. Additionally, it is promising in view of application if the physics discussed here is applied to other 2D FM insulators with higher Curie temperature.

This work shows that THz magnons are a new attractive platform for valleytronics beyond fermions and form the basis for valley-controlled magnonic applications. Our results will motivate the experimental exploration of valley-related magnon physics in 2D van der Waals magnets. Richer valley properties of topology and transport can be expected under the combined effect of magnetic order, symmetry breaking, and magnetic interactions.
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