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Abstract—Cyber and cyber-physical systems equipped with machine learning algorithms such as autonomous cars share environments with humans. In such a setting, it is important to align system (or agent) behaviors with the preferences of one or more human users. We consider the case when an agent has to learn behaviors in an unknown environment. Our goal is to capture two defining characteristics of humans: i) a tendency to assess and quantify risk, and ii) a desire to keep decision making hidden from external parties. We incorporate cumulative prospect theory (CPT) into the objective of a reinforcement learning (RL) problem for the former. For the latter, we use differential privacy. We design an algorithm to enable an RL agent to learn policies to maximize a CPT-based objective in a privacy-preserving manner and establish guarantees on the privacy of value functions learned by the algorithm when rewards are sufficiently close. This is accomplished through adding a calibrated noise using a Gaussian process mechanism at each step. Through empirical evaluations, we highlight a privacy-utility tradeoff and demonstrate that the RL agent is able to learn behaviors that are aligned with that of a human user in the same environment in a privacy-preserving manner.

I. INTRODUCTION

Complex cyber and cyber-physical systems (CPS), including autonomous cars and drones, rely on the seamless integration of computation and physical components. A CPS might depend on machine learning algorithms for decision making due to the large amounts of data generated during its operation and limited access to models of its environment. Reinforcement learning (RL) [1] and optimal control [2] are two paradigms that have been commonly leveraged to choose actions to maximize an expected reward over the horizon of system operation when dynamic system behaviors are represented as Markov decision processes (MDP) [3].

A risk-neutral approach to decision making involves learning strategies (sequence of actions) to maximize an expected reward, where the reward signal is provided by the environment. Learning strategies to satisfy risk-neutral objectives have been successfully implemented in multiple domains, including robotics, autonomous vehicles, games, and mobile networks [4]–[10]. Although these methods to learn strategies are tractable and efficient, rational and risk-neutral decision making using the expected utility is often not sufficient to model decision making in real-world CPS.

Decision making in realistic settings is often risk-sensitive. It is becoming increasingly common for learning-based CPS to share an environment with human users [11]–[13]. In such a situation, it will become important for the system to be aware of risk-sensitive and irrational behaviors of users. Due to various cognitive and emotional biases, human users can exhibit both risk-seeking and risk-averse behaviors. In these cases, expected utility-based frameworks are not adequate to describe human decision making, since humans might have a different perception of both, the utility and the probabilistic outcome as a consequence of their decisions [14].

To effectively capture preferences of humans for certain outcomes over certain others, we use insights from empirical models of human behavior from the social sciences. These models have shown that humans derive utility relative to a reference point [15]. There is also a tendency to be more sensitive to losses than gains, and rather than using actual probabilities to assess outcomes, very small and very large probabilities are distorted [16]. As an illustration, human drivers on the road i) are more sensitive to changes in speed, than its absolute value; ii) are more averse to being passed (loss) than passing another car (gain); iii) overestimate small probabilities of engine failures and underestimate large probabilities of running out of gas. Cumulative prospect theory (CPT), introduced in [17], is a framework that incorporates the above properties. CPT uses a non-linear utility function to transform outcomes and a non-linear weighting function to distort probabilities in the cumulative distribution function. Utility and weighting functions corresponding to gains and losses can be different to model the possibility that these are often interpreted in different ways by a human.

Our recent work in [18] developed RL algorithms for CPT-based decision making when a model of the system was not known. We established theoretical guarantees on convergence and demonstrated that behaviors of agents using CPT-based policies closely mimicked those of a human user in the same environment. In this paper, we focus on another defining characteristic of human behavior: a desire to keep decision-making and its outcomes hidden from external, and possibly adversarial parties. We use the foundations and tools of differential privacy [19], a security property that makes it difficult for an adversary to discern information about a system by providing probabilistic guarantees on the indistinguishability of its observations. This makes it unlikely that an adversary will learn anything of specific interest or meaningful about sensitive data [20].

To assimilate this characteristic within an RL framework, it is important to identify the sensitive information that might be gleaned through knowledge of individual components of the decision-making procedure. Rewards received by an agent are an important descriptor of the task that needs to be completed; transition probabilities from an MDP represen-
tation reveal information about the consequence of taking a particular action; a trajectory of states visited by the agent can disclose tracking information [21]. Previous research has established that the rewards are the most vulnerable component [22], [23]. Consequently, we propose a method to incorporate differential privacy into risk-sensitive reinforcement learning, to ensure that rewards which are 'sufficiently close' to each other will be indistinguishable.

To the best of our knowledge, the incorporation of a privacy-preserving mechanism into prospect-theoretic reinforcement learning has not been previously investigated. Such a framework will ensure that an autonomous agent can learn behaviors consistent with two defining characteristics of humans: i) a propensity to assess and quantify risk, and ii) a desire to keep decision making hidden from external parties. We make the following contributions:

- We design an algorithm, PP-CPT-RL, to enable an RL agent to learn policies to maximize a CPT-based objective in a privacy-preserving manner. Our algorithm adds noise to the CPT-value of a state-action pair at each step through a Gaussian process mechanism.
- We establish guarantees on the privacy of value functions learned by PP-CPT-RL when rewards are sufficiently close to each other using differential privacy.
- We evaluate the PP-CPT-RL algorithm in a continuous-state environment where an agent has to reach a target while avoiding obstacles. Our experiments highlight a privacy-utility tradeoff, and we demonstrate that PP-CPT-RL allows agents to learn optimal policies while maintaining indistinguishability of rewards they receive. Moreover, agent behaviors are aligned with those of a human who might be placed in the same environment.

The remainder of this paper is organized as follows: Section II provides an overview of related literature on risk-sensitive RL and differential privacy. Section III establishes notation and describes necessary background material. We summarize our CPT-based RL framework from [18] in Section IV. Section V details the design of the PP-CPT-RL algorithm, and establishes guarantees on its privacy-preserving nature. We report results of our empirical evaluations in Section VI and Section VII presents our conclusions.

II. RELATED WORK

This section summarizes related work in risk-sensitive and differentially private reinforcement learning.

Incorporating risk into decision-making has been typically carried out by replacing the average utility with the average over a function of the utility [24], [25]. Examples include a mean-variance tradeoff [26]–[28], exponential utility [29]–[31], and conditional value at risk (CVaR) [32]. CVaR is the average cost, given that the cost takes sufficiently large values, and has strong theoretical justification for its use [33]–[35]. An axiomatic characterization of risk considerations for a robot was presented in [36]. Risk-sensitivity has also been represented as a constraint to be satisfied while maximizing an average utility [37], [38]. Cumulative prospect theory (CPT) [17] models behaviors of a decision-maker that is risk-averse with gains and risk-seeking with losses, and distorts extremely high and low probability events. Optimization of a CPT-based cost for MDPs was studied in [39], [40]. Our previous work [18] optimized a CPT-based cost in an RL framework, and designed CPT-RL algorithms; a similar paradigm was concurrently proposed in [41]. While the above works provide promising solutions for risk-sensitive decision makers, incorporating CPT-based objectives into an RL framework has been relatively less studied. Further, the consideration of a desire of an RL agent to maintain privacy of its decision making has not been explored using CPT.

Differential privacy has been used to reason about indistinguishability of trajectories of a dynamical system in [42], [43]. An overview of results that use differential privacy in control is presented in the survey [44]. A characterization of differential privacy for discrete-state Markov chains was presented in [45], and this was extended to trajectories of discrete MDPs in our previous work [46]. Algorithmic guarantees on the differential privacy of policies in RL using Monte-Carlo techniques were provided in [47]. An algorithm to synthesize privacy-preserving exploration policies that simultaneously achieved strong regret bounds for episodic RL in discrete environments was proposed in [48]. A lower bound for regret minimization in finite horizon MDPs with strong privacy-preserving guarantees was presented in [49]. The authors of [50] developed a policy synthesis algorithm that protected the privacy of transition probabilities of MDPs. Guarantees on the privacy of value functions of a deep Q-learning algorithm in environments with continuous states using differential privacy were established in [21]. Although the above works integrate differential privacy into an MDP or an RL framework, these examine the case where an expected reward needs to be maximized. In comparison, we establish privacy guarantees on value functions of a CPT-based deep RL algorithm in environments with continuous states.

III. PRELIMINARIES

This section introduces background on reinforcement learning, cumulative prospect theory, and differential privacy.

A. MDPs and RL

Let $(\Omega, \mathcal{F}, \mathcal{P})$ denote a probability space, where $\Omega$ is a sample space, $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$, and $\mathcal{P}$ is a probability measure on $\mathcal{F}$. A random variable (r.v.) is a map $Y: \Omega \rightarrow \mathbb{R}$. We assume that the environment of the RL agent is described by a Markov decision process (MDP) [3].

**Definition 1.** An MDP is a tuple $\mathcal{M} := (S, A, \rho_0, \mathcal{P}, r, \gamma)$, where $S$ is a finite set of states, $A$ is a finite set of actions, and $\rho_0$ is a probability distribution over the initial states. $\mathcal{P}(s'|s,a)$ is the probability of transitioning to state $s'$ when action $a$ is taken in state $s$. $r: S \times A \rightarrow \mathbb{R}$ is the reward obtained by the agent when it takes action $a$ in state $s$. $\gamma \in (0, 1]$ is a discounting factor.

An RL agent typically does not have knowledge of the transition function $\mathcal{P}$. Instead, it obtains a (finite) reward $r$
for each action that it takes. Through repeated interactions with the environment, the agent seeks to learn a policy \( \pi \) in order to maximize an objective \( \mathbb{E}_s [\sum_t \gamma^t r(s_t, a_t)] \) [1]. A policy is a probability distribution over the set of actions at a given state, and is denoted \( \pi (\cdot | s) \). In realistic scenarios, the expected reward might not be an adequate representation of decision-making. This will necessitate the incorporation of risk-sensitivity into the RL framework.

**B. Risk Measures and Cumulative Prospect Theory**

For a set \( \mathcal{Y} \) of random variables on \( \Omega \), a risk measure or risk metric is a map \( \rho : \mathcal{Y} \to \mathbb{R} \) [36].

**Definition 2.** A risk metric is coherent if it satisfies the following properties for all \( Y_1, Y_2, d \in \mathbb{R}, m \in \mathbb{R} \geq 0 \):

1. **Monotonicity:** \( Y_1 (\omega) \leq Y_2 (\omega) \) for all \( \omega \in \Omega \Rightarrow \rho (Y_1) \leq \rho (Y_2) \);
2. **Translation invariance:** \( \rho (Y + d) = \rho (Y) + d \);
3. **Positive homogeneity:** \( \rho (mY) = m \cdot \rho (Y) \);
4. **Subadditivity:** \( \rho (Y_1 + Y_2) \leq \rho (Y_1) + \rho (Y_2) \).

The last two properties together ensure that a coherent risk metric will also be convex. The risk metric that we adopt in this paper is informed from cumulative prospect theory [17], and is not coherent. Human players or operators have been known to demonstrate a preference to play safe with gains and take risks with losses. Further, they tend to deflate high probability events, and inflate low probability events. Cumulative prospect theory (CPT) is a risk measure that has been empirically shown to capture human attitude to risk [17], [39]. This risk metric uses two utility functions \( u^+ \) and \( u^- \), corresponding to gains and losses, and weight functions \( w^+ \) and \( w^- \) that reflect the fact that value seen by a human subject is nonlinear in the underlying probabilities [16].

**Definition 3.** The CPT-value of a continuous r.v. \( Y \) is:

\[
\rho_{\text{cpt}} (Y) := \int_0^\infty w^+ (\mathbb{P} (u^+ (Y) > z)) dz - \int_0^\infty w^- (\mathbb{P} (u^- (Y) > z)) dz,
\]

where utility functions \( u^+ \), \( u^- : \mathbb{R} \to \mathbb{R} \geq 0 \) are continuous, have bounded first moment such that \( u^+ (x) = 0 \) for all \( x \leq 0 \), and monotonically non-decreasing otherwise, and \( u^- (x) = 0 \) for all \( x \geq 0 \), and monotonically non-increasing otherwise. The probability weighting functions \( w^+ \), \( w^- : [0, 1] \to [0, 1] \) are Lipschitz continuous and non-decreasing, and satisfy \( w^+ (0) = w^- (0) = 0 \) and \( w^+ (1) = w^- (1) = 1 \).

When \( Y \) is a discrete r.v. with finite support, let \( p_i \) denote the probability of incurring a gain or loss \( y_i \), where \( y_1 \leq \cdots \leq y_i \leq 0 \leq y_{i+1} \leq \cdots \leq y_K \), for \( i = 1, 2, \ldots, K \). Define \( F_k := \sum_{i=1}^k p_i \) for \( k \leq l \) and \( F_k := \sum_{i=k}^K p_i \) for \( k > l \).

**Definition 4.** The CPT-value of a discrete r.v. \( Y \) is:

\[
\rho_{\text{cpt}} (Y) := \left( \sum_{i=1}^{K-1} u^+ (y_i) (w^+ (F_i) - w^+ (F_{i+1})) + u^+ (y_K) w^+ (p_K) \right) - \left( u^- (y_1) w^- (p_1) + \sum_{i=2}^l u^- (y_i) (w^- (F_i) - w^- (F_{i-1})) \right).
\]

The function \( u^+ \) is typically concave on gains, while \( u^- \) is typically convex on losses [17]. The distortion of extremely low and extremely high probability events by humans can be represented by a weight function that takes an inverted S-shape—i.e., it is concave for small probabilities, and convex for large probabilities (e.g., \( w(\kappa) = \exp(-(-\ln \kappa)^\eta), 0 < \eta < 1 \)) [17], [51]. The CPT-value generalizes other risk metrics for appropriate choices of weighting functions. For example, when \( w^+, w^- \) are identity functions, and \( u^+ (x) = x, x \geq 0 \), \( u^- (x) = -x, x \leq 0 \), we obtain \( \rho_{\text{cpt}} (Y) = \mathbb{E} [Y] \).

**C. Gaussian Processes**

A Gaussian vector-valued random variable \( Y \) is denoted \( \mathcal{N} (\mu, \Sigma) \), where \( \mu \) is the mean vector, and \( \Sigma \) is a symmetric, positive definite covariance matrix. Consider a partition of the Gaussian random vector into two sets such that \( Y = [Y_1 \ Y_2]^T \) with corresponding partitions of their means and covariances as \( \mu = [\mu_1 \ \mu_2]^T \) and \( \Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix} \), then the following properties hold:

1. \( Y_1 \sim \mathcal{N} (\mu_1, \Sigma_{11}) \) and \( Y_2 \sim \mathcal{N} (\mu_2, \Sigma_{22}) \)
2. \( Y_1 Y_2 \sim \mathcal{N} (\mu_1 + \Sigma_{12} \Sigma_{22}^{-1} (Y_2 - \mu_2), \Sigma_{11} - \Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}) \)
3. \( Y_2 Y_1 \sim \mathcal{N} (\mu_2 + \Sigma_{21} \Sigma_{11}^{-1} (Y_1 - \mu_1), \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}) \)

Gaussian processes (GPs) generalize the concept of a Gaussian distribution over discrete random variables to the idea of a Gaussian distribution over continuous functions [52]. GPs are particularly useful in uncertainty quantification due to their ability to simultaneously track the evolution of the mean and the covariance of a distribution.

**Definition 5.** A Gaussian process (GP) is a collection of r.v., any finite number of which have a joint Gaussian distribution. A GP \( f (x) \) is specified by its mean \( m (x) \) and covariance function \( K (x, x') \), and we write \( f \sim \mathcal{G} (m, K) \).

For \( f \sim \mathcal{G} (g, \sigma^2 K) \), let \( f_{x0} := \{ f (x_0), f (x_2), \ldots, f (x_{2n}) \} \) and \( f_n := \{ f (x_1), f (x_3), \ldots, f (x_{2n-1}) \} \) where \( x_1 = i/2n, i = 0, \ldots, 2n \). Then, from Definition 5, \( f_{x1} | f_{x0} \sim \mathcal{N} (g_n + K_10 K_{01}^{-1} (f_{x0} - g_n), \sigma^2 (K_{11} - K_10 K_{01}^{-1} K_{10})) \).

**D. Differential Privacy**

Differential privacy is a property that ensures that private data of an agent is protected, while allowing for statistical inferences from aggregates of the data [19]. This makes it unlikely that an adversary will learn anything meaningful about sensitive data. Attractive features of differential privacy include compositability, resilience to post-processing, and robustness to side information. The notion of differential privacy is mathematically defined using a notion of neighboring data points to characterize data points that are sufficiently close to each other according to some metric/ norm. Let \( d, d' \in D \) be neighboring inputs.

**Definition 6.** A randomized mechanism \( M : D \to \mathcal{U} \) satisfies \((\epsilon, \delta)-differential privacy if for any two neighboring inputs
each time-step with will correspond to replacing the conditional expectation at the sum of CPT-based rewards over the horizon of interest. This

\[ \Delta_{\mathbb{M}} := \sup\{d, d' \in \mathcal{D} : \|\mathbb{M}(d) - \mathbb{M}(d')\|\} \]

for some norm on \( \mathbb{U} \).

An example of \( \mathbb{M} \) is the Gaussian mechanism. When \( \mathbb{U} = \mathbb{R}^n \), \( N(0, \sigma^2 I) \) is added to the output \( \mathbb{M}(d) \), and the norm on \( \mathcal{U} \) is the \( \ell^2 \)-norm. When \( \mathbb{U} \) is a reproducing kernel Hilbert space (RKHS), the norm is the RKHS norm \([53]\), and a Gaussian process noise \( \mathcal{G}(0, \sigma^2 K) \) is added to \( \mathbb{M}(d) \).

IV. CPT-BASED REINFORCEMENT LEARNING

This section introduces a reinforcement learning paradigm that maximizes a CPT-based reward. We direct the reader to \([18]\) for proofs of the results. Note that while \([18]\) minimized the sum of CPT-based costs, in this paper, we maximize the sum of CPT-based rewards.

In order to assess the quality of taking an action \( a \) at a state \( s \), we introduce the notion of the CPT-value of state-action pair at time 1 and following policy \( \pi \) subsequently. We denote this by \( Q_\pi(s, a) \) and will refer to it as CPT-Q.

\[ Q^\pi_{cpt}(s, a) := \rho_{cpt}(r(s, a)) \]

\[ + \gamma \sum_{s_{t+1}} P(s_{t+1} | s_t, a_t) \sum_{a_{t+1}} \pi(a_{t+1} | s_{t+1}) Q^\pi_{cpt}(s_{t+1}, a_{t+1}) \]  

\( Q^\pi_{cpt}(s, a) \) will be bounded when \( |r(s, a)| < \infty \) and \( \gamma \in (0, 1) \). In reinforcement learning, transition probabilities and rewards are typically not known apriori. In the absence of a model, the agent will have to estimate \( Q^\pi_{cpt}(s, a) \) and learn ‘good’ policies by exploring its environment. Since \( Q^\pi_{cpt}(s, a) \) is evaluated for each action in a state, this quantity can be estimated without knowledge of the transition probabilities. This is in contrast to \([40]\), where a model of the system was assumed to be available, and costs were known.

The CPT-value of a state \( s \) when following policy \( \pi \) is defined as \( V^\pi_{cpt}(s) := \sum_{a} \pi(a | s_t) Q^\pi_{cpt}(s_t, a_t) \). We will refer to \( V^\pi_{cpt}(s) \) as CPT-V. We observe that CPT-V satisfies:

\[ V^\pi_{cpt}(s_t) = \rho_{cpt}(r(s_t, a_t^\pi)) \]

\[ + \gamma \sum_{s_{t+1}} P(s_{t+1} | s_t, a_t^\pi) V^\pi_{cpt}(s_{t+1}) \]

Denote the maximum CPT-V at a state \( s \) by \( V^*_{cpt}(s) \). Then, \( V^*_{cpt}(s) = \sup_{\pi} V^\pi_{cpt}(s) \).

Remark 1. To motivate the construction of this framework, let the random variable \( R(s_0) = \sum_{i=0}^{\infty} \gamma^i r(s_i, a_i^\pi) \) denote the infinite horizon cumulative discounted reward starting from state \( s_0 \). The objective in a typical RL problem is to determine a policy \( \pi \) to maximize the expected reward, denoted \( \mathbb{E}_\pi[R(s_0)] \). The linearity of the expectation operator allows us to write \( \mathbb{E}_\pi[R(s_0)] = \mathbb{E}[r(s_0, a_0) + \gamma \mathbb{E}[r(s_1, a_1) + \ldots | s_1] + \ldots] [s_0] \). In this work, we are interested in maximizing the sum of CPT-based rewards over the horizon of interest. This will correspond to replacing the conditional  

We defined a CPT-Q-iteration operator in \([18]\):

\[ (T_\pi Q^\pi_{cpt})(s, a) := \rho_{cpt}(r(s, a)) \]

\[ + \gamma \sum_{s'} P(s' | s, a) \sum_{a'} \pi(a' | s') Q^\pi_{cpt}(s', a') \],

which was instrumental in establishing the convergence of CPT-Q-learning in Equation \([3]\). We state a result from \([18]\).

Definition 7. A policy \( \pi' \) is said to be improved compared to policy \( \pi \) if and only if for all \( s \in S \), \( V^\pi_{cpt}(s) \geq V^\pi_{cpt}(s) \).

Proposition 1. \([18]\) Let the functions \( u^+, u^-, u^+ \), \( u^- \) be according to Definition \([3] \). Assume that \( u^+, u^- \) are invertible and differentiable with monotonically non-increasing derivatives. Consider policies \( \pi \) and \( \pi' \) such that \( Q^\pi_{cpt}(s, a) \geq Q^\pi_{cpt}(s, a) \) for all \( s, a \in S \times A \), and \( \pi' \) is improved compared to \( \pi \). Then, \( (T_\pi Q^\pi_{cpt}) \) is monotone (i.e., \( (T_\pi Q^\pi_{cpt}) \geq (T_\pi Q^\pi_{cpt}) \)) and a contraction (i.e., \( \|T_\pi Q^\pi_{cpt} - T_\pi Q^\pi_{cpt}\| \leq \gamma \|Q^\pi_{cpt} - Q^\pi_{cpt}\| \)).

The focus of this paper is to develop techniques to ensure that observation of \( Q^\pi_{cpt}(s, a) \) for any \( s, a \) does not provide any meaningful or distinguishing information between rewards \( r(s, a) \) and \( r'(s, a) \) as long as \( |r - r'| |\leq 1 \).

V. PRIVACY-PRESERVING CPT-BASED RL

This section presents our main results that demonstrate that incorporating a privacy-preserving mechanism into a prospect-theoretic framework ensures that an agent can learn behaviors to enable it to assess and quantify risk, and ensure that its decision making is hidden from external parties. We first detail the design of a privacy-preserving CPT-based reinforcement learning (PP-CPT-RL) algorithm that will allow the agent to learn policies in a manner such that differential privacy of value functions is preserved. We then analyze the guarantees on privacy provided by PP-CPT-RL.

A. Algorithm

We present an algorithm based on temporal difference (TD) techniques for PP-CPT-RL. TD techniques seek to learn value functions using episodes of experience. An experience episode comprises a sequence of states, actions, and rewards when following a policy \( \pi \). The predicted values at any time-step is updated in a way to bring it closer to the prediction of the same quantity at the next time-step. In order to support environments with large, possibly continuous state spaces, our approach is based on deep Q-learning \([5]\), where Q-values are parameterized by a deep neural network \([3] \).

From Equations \([1] \) and \([3]\), we observe that \( \rho_{cpt} \) is defined in terms of a weighting function applied to a cumulative probability distribution. We first use a technique proposed in \([39]\) to estimate the CPT-value \( \rho_{cpt} \) to use TD-methods.

\[ \text{This parameterization is analogous to the Q-table that is typically seen in Q-learning } [1] \text{. Updating entries of the Q-table is then equivalent to updating the values of the parameter } \theta \text{ using a gradient-based method.} \]
Algorithm 1 CPT-PP-Estimation

Require: State $s$, action $a$, current policy $\pi$, max. samples $N_{max}$
1: Initialize $n = 1$; $X_0 := 0$; $s_* \leftarrow s$
2: repeat
3: Take action $a$, observe $r(s, a)$ and next state $s'$
4: Determine $\text{PrivPres}_b(s')$ for each $b$ using Algorithm 3
5: $X_n := r(s, a) + \gamma \sum_b \pi(b|s') (Q_{cpt}^b(s', b) + \text{PrivPres}_b(s'))$
6: if $X_n > X_0$ then
7: $s_* \leftarrow s'$
8: $X_0 \leftarrow X_n$
9: end if
10: $n \leftarrow n + 1$
11: until $n > N_{max}$
12: Arrange samples $\{X_i\}$ in ascending order: $X_{[1]} \leq X_{[2]} \leq \ldots$
13: Let:
\[ \rho_{cpt}^b := \sum_{i=1}^{N_{max}} w^+(X_{[i]}) (w^+(N_{max} + i - 1) N_{max}) \]
- $w^+(N_{max} - i) N_{max})$
\[ \rho_{cpt}^b := \sum_{i=1}^{N_{max}} w^-(X_{[i]}) (w^-(i N_{max}) - w^-(i - 1) N_{max})) \]
14: $\rho_{cpt}(r(s, a) + \gamma \sum_b \pi(b|s') (Q_{cpt}^b(s', b) + \text{PrivPres}_b(s))) := \rho_{cpt} - \rho_{cpt}(s)$
15: return $\rho_{cpt}(\cdot), s_*$

Algorithm 2 PP-CPT-RL

Require: Learning rate $\alpha$; horizon $T_{max}$; discount $\gamma$; target privacy level $(\epsilon, \delta)$; batch size $B$
1: Initialize Parameters $\theta$; value functions $Q^\theta_{cpt}(s, a)$, $T = 1$, linked list $\text{PrivPres} = []$
2: Determine noise level $\sigma$ based on $(\epsilon, \delta)$ using Theorem 1
3: repeat
4: Initialize $s \in S$, $b = 1$, $\text{BatchLoss}_{cpt}^\theta = 0$
5: repeat
6: Add $s$ to linked list $\text{PrivPres}$
7: Determine $\text{PrivPres}_a(s)$ for each $a$ using Algorithm 3
8: Choose $a$ from $\arg\max_s Q^\theta_{arg}(s, a) + \text{PrivPres}_a(s)$
9: Obtain $\rho_{cpt}(\cdot), s_*$ from Algorithm 1 $Q^\theta_{arg} := \rho_{cpt}(\cdot)$
10: min $\text{Loss}_{\text{ct}}^\theta := 0.5 |Q^\theta_{arg} - (Q^\theta_{cpt}(s, a) + \text{PrivPres}_a(s))|^2$
11: $\text{BatchLoss}_{cpt}^\theta := \text{BatchLoss}_{cpt}^\theta + \text{Loss}_{\text{ct}}^\theta$
12: $s \leftarrow s_*$
13: $b \leftarrow b + 1$
14: until $b > B$
15: Update parameters $\theta \leftarrow \theta - \alpha \frac{1}{B} \nabla_{\theta} \text{BatchLoss}_{cpt}^\theta$
16: $T \leftarrow T + 1$
17: until $T > T_{max}$
18: return $Q^\theta_{cpt}(s, a)$

1) Calculating $\rho_{cpt}$ from samples: Algorithm 1 is a procedure to obtain multiple samples of the random variable $r(s, a) + \gamma V_{cpt}(s')$. These samples are then used to estimate $\rho_{cpt}(r(s, a) + \gamma V_{cpt}(s'))$ (since $V_{cpt}(s) = \sum_b \pi(s|s') Q_{cpt}^b(s')$). This way to estimate the CPT-value of a random variable was proposed in [39], and was shown to be asymptotically consistent. In order to obtain these estimates in a privacy-preserving manner, we use Algorithm 3 to determine the quantum of noise that needs to be added for each action at any state.

2) Privacy-preserving CPT-Q-Learning: Algorithm 2 is a technique to learn policies for an RL-agent with a CPT-based objective in a privacy-preserving manner. The target privacy level $(\epsilon, \delta)$ determines the noise level that will be needed to ensure differential privacy (Line 2). The linked-list $\text{PrivPres}$ maintains a record of states visited along sample trajectories in the replay buffer, since parameters of the Gaussian noise added to the value functions at each step will depend on the ‘chain’ of states in this list (Line 7). The training process consists of working with batches of sample trajectories that have been collected in a replay buffer. A quadratic loss function that measures the TD-error with respect to a target $Q$-network (whose parameters are kept fixed) is minimized in Line 10. The parameters of the target network are updated after examining all the samples from a batch using a gradient-based method (Line 15) [5]. Lines 10 and 15 together comprise the TD-update.

3) Determining noise level for each action: Algorithm 3 is used to determine the quantum of noise that needs to be added for each action at state $s$. The noise is added using a Gaussian process mechanism. Following the notation established in Sec. II-C and I denoting the identity matrix, we define $\mu_a$ and $d_a$ (Lines 2-3) as:
\[ K_{10} K_{00}^{-1} = \frac{\exp(-\beta_n)}{1 + \exp(-2\beta_n)} \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ 0 & 0 & \cdots & 1 \end{bmatrix} \]
\[ K_{11} - K_{10} K_{00}^{-1} K_{0T} = \frac{1 - \exp(-2\beta_n)}{1 + \exp(-2\beta_n)} I \]

B. Privacy Analysis

Our objective is to ensure that observing or querying the value function in Algorithm 2 will not reveal useful information about rewards received by an agent. This is formally stated in Theorem 1 which establishes a guarantee on the privacy of Algorithm 2 We make an assumption to ensure that the neural networks used to learn $Q^\theta_{cpt}(s, a)$ define a complete vector space of functions equipped with a norm that is a combination of $L^p$-norms of the functions along with some of its derivatives. Then, we state intermediate results which establish i) conditions for $(\epsilon, \delta)$-differential privacy of a mechanism $M$ [19], [21], [53], ii) that sample paths of a Gaussian process generated on a reproducing kernel Hilbert
Lemma 1. Consider a sample path \( \sigma \geq \) Algorithm 2. If \( \epsilon \in (0,1) \) and \( \sigma > \sqrt{2\ln(1.25/\sigma)}} / \epsilon \), then \( \mathbb{M}(\sigma) + y = (\epsilon, \delta) \)-differentially private, where \( y \sim \mathcal{N}(0, \sigma^2 I) \).

Lemma 2. Consider a sample path \( f \) generated by a GP \( G(0, \sigma^2 K) \) on an RKHS with kernel \( K(x, y) := \exp(-\|x - y\|) \). Then, \( f^* := \max f(x) \) exists almost surely, and for any \( u > 0 \), \( \mathbb{P}(f^* \geq 8.68\sqrt{\beta} + u) \leq \exp(-u^2/2) \).

Proposition 2. Let \( \Delta_M \) be the sensitivity of a mechanism \( \mathbb{M} \). The following statements hold:

1) If \( \epsilon \in (0,1) \) and \( \sigma > \sqrt{2\ln(1.25/\sigma)}} / \epsilon \), then \( \mathbb{M}(\sigma) + y = (\epsilon, \delta) \)-differentially private, where \( y \sim \mathcal{N}(0, \sigma^2 I) \).

2) If \( \epsilon \in (0,1) \) and \( \sigma > \sqrt{2\ln(1.25/\sigma)}} / \epsilon \), then \( \mathbb{M}(\sigma) + g = (\epsilon, \delta) \)-differentially private, where \( g \sim \mathcal{G}(0, \sigma^2 K) \). Let \( \mathcal{U} \) be an RKHS with kernel function \( K \).

Lemma 1. Consider a sample path \( f \) generated by a GP \( G(0, \sigma^2 K) \) on an RKHS with kernel \( K(x, y) := \exp(-\|x - y\|) \). Then, \( f^* := \max f(x) \) exists almost surely, and for any \( u > 0 \), \( \mathbb{P}(f^* \geq 8.68\sqrt{\beta} + u) \leq \exp(-u^2/2) \).

Lemma 2. The RKHS associated with kernel \( K(x, y) := \exp(-\|x - y\|) \) consists of all continuous functions \( f \) with finite \( L^2 \)-norm where derivatives \( f' \) also have finite \( L^2 \)-norm. Further, the RKHS norm \( \|f\|^2_H \leq (1 + \beta/2)||f(x)||^2 + L^2/2\beta \), where \( L \) is the Lipschitz constant.

We are now ready to establish our main result that establishes a privacy guarantee on value functions learned using Algorithm 2, where rewards are sufficiently close to each other using differential privacy.

Theorem 1. Let the functions \( u^+, u^- \) in Definition 3 be invertible and differentiable with monotonically non-increasing derivatives. Let \( 2k > 8.68\sqrt{\beta} \sigma \), \( L \) be the Lipschitz constant of the value function approximation yielded by the neural network parameterized by \( \theta \), \( B \) be the batch size, and \( \alpha \) be the learning rate of Algorithm 2. Assume that \( \sigma > \sqrt{2\ln(1.25/\sigma)}}(L^2(1/\beta^2 + 1/\beta)) / \epsilon \) and \( \beta = \left( \frac{\alpha}{B}(k + 2c_{\text{max}} + 1) \right)^{-1} \), where \( c_{\text{max}} \geq (r + \gamma Q_{\text{cpt}}(s, r) - Q_{\text{old}}(s)) \).

Then, each iteration of Algorithm 2 is \( (\epsilon, \delta + \exp(-(2k - 8.68\sqrt{\beta} \sigma)^2/2)) \)-differentially private with respect to neighboring reward functions \( r, r' \) such that \( ||r - r'|| \leq 1 \).

Proof. Set \( u = 2k - 8.68\sqrt{\beta} \sigma \) in Lemma 1. Then \( ||\text{PrivPres}_a(s) - \text{PrivPres}_a(s)|| \leq 2k \) with probability \( 1 - \exp(-(2k - 8.68\sqrt{\beta} \sigma)^2/2) \). When \( ||r - r'|| \leq 1 \), and \( (r + \gamma Q_{\text{old}}(s, r) - Q_{\text{old}}(s)) \leq \epsilon_{\text{max}} \), we have:

\[
||Q_{\text{cpt}} - Q_{\text{old}}|| \leq ||Q_{\text{cpt}} - Q_{\text{old}}|| + ||Q_{\text{cpt}} - Q_{\text{old}}|| + \frac{\alpha L}{B} (4k + 2c_{\text{max}} + 1) + \frac{L^2}{2\beta}
\]

Choose \( \beta = \left( \frac{\alpha}{B}(k + 2c_{\text{max}} + 1) \right)^{-1} \). Then \( ||\phi||^2_H \leq L^2(1/\beta^2 + 1/\beta) \).

Using Proposition 2, if \( \sigma > \sqrt{2\ln(1.25/\sigma)}} / \epsilon \), then \( ||\text{PrivPres}_a(s) \sim \mathcal{G}(0, \sigma^2 K) || \) to the value function \( Q_{\text{cpt}} \) ensures that each iteration of Algorithm 2 is \( (\epsilon, \delta + \exp(-(2k - 8.68\sqrt{\beta} \sigma)^2/2)) \)-differentially private whenever \( ||r - r'|| \leq 1 \).

VI. EXPERIMENTAL EVALUATION

This section presents an evaluation of the PP-CPT-RL algorithm. We compare behaviors learned when the agent adds different amounts of a calibrated noise to its value function in order to maintain privacy of its decision making with a baseline when this noise is not added.

We assume that the agent starts from the state ‘S’ at the bottom left corner, and the target state ‘T’ is at the top right corner of a 10×10 square region shown in Fig. 1. At each state, the agent can take one of four possible actions, \{left, right, up, down\}. If an action is allowed at a state \( s \), the agent can take one of four possible actions, \{left, right, up, down\}. If an action is allowed at a state \( s \), the agent adds different amounts of a calibrated noise to its value function when encountering each obstacle.

Then the intended next state is determined as \( (x', y') \) such that \( \text{Int}(x') = \text{Int}(x) + 1 \).
TABLE I: Average number of visits to an obstacle for different privacy levels. We compare cases when the agent chooses an action according to the highest Q-value (Max.Q) and when an action is chosen at random (Rand.Q). The agent visits an obstacle fewer times when maximizing a CPT-based reward (CPT) than an expected reward (No CPT). When penalties for \{obs1, obs2, obs3, obs4\} are \{50, 25, 10, 5\}, that CPT-based objective is more effective in avoiding visits to obstacles with higher penalties. The number of visits to an obstacle is also higher for a higher privacy level.

VII. CONCLUSION

This paper presented a way to enable a reinforcement learning (RL) agent to learn behaviors that are consistent with human traits of assessing risk and a desire to keep decision making private. We used cumulative prospect theory (CPT) to quantify risk-sensitive behavior, and differential privacy to characterize privacy-preserving decision making. We designed an algorithm, PP-CPT-RL, to enable the agent to learn policies to maximize a CPT-based objective. Through adding a calibrated noise to CPT-based value functions we established guarantees on privacy when rewards were sufficiently close to each other. Experimental evaluation of PP-CPT-RL showed that agents can learn optimal policies in a privacy-preserving manner. Our experiments also revealed a privacy-utility tradeoff, and showed that agent behavior is consistent with a human placed in the same environment.

Future work will seek to develop mathematically rigorous characterizations of the privacy-utility trade-off, establish privacy guarantees for other classes of RL algorithms (e.g.,
actor-critic), and examine extensions to the multi-agent case.
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