In this work, we develop a new framework for dynamic network flow problems based on optimal transport theory. We show that the dynamic multi-commodity minimum-cost network flow problem can be formulated as a multi-marginal optimal transport problem, where the cost function and the constraints on the marginals are associated with a graph structure. By exploiting these structures and building on recent advances in optimal transport theory, we develop an efficient method for such entropy-regularized optimal transport problems. In particular, the graph structure is utilized to efficiently compute the projections needed in the corresponding Sinkhorn iterations, and we arrive at a scheme that is both highly computationally efficient and easy to implement. To illustrate the performance of our algorithm, we compare it with a state-of-the-art Linear programming (LP) solver. We achieve good approximations to the solution at least one order of magnitude faster than the LP solver. Finally, we showcase the methodology on a traffic routing problem with a large number of commodities.
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1. Introduction. Many phenomena in today’s society can be modelled as large scale transportation or flow problems, and new technological advances create the need for solving larger and larger problems. An example is the introduction of self driving-cars to the road network, which will create both new opportunities and new challenges [42, 48]. Increasing automation and communication between vehicles will result in very large systems where all vehicles need to be routed simultaneously taking into account destinations, vehicle properties and urgency [13]. Another challenge is to direct large crowds in, e.g., transit areas in airports, subways, or event venues [59, 33, 2], which is particularly critical for evacuation scenarios in the case of emergencies, but also essential for every-day use.

Many of these problems can be modelled as large scale dynamic network flow problems [10, 39, 2]. The most common strategy for handling such problems is to convert the dynamic flow problem to a static flow problem on a time-expanded network, and this strategy goes back to the classical work [24]. In addition to this, there are typically several classes of groups of agents with heterogeneous properties and objectives in the system. For instance, each agent in a traffic network drives a vehicle with certain properties, and the objective is typically to reach a certain destination with a certain degree of urgency. Similar problems appear in air traffic planning, railroad traffic scheduling, communication and logistics, and are often treated as multi-commodity flow problems.
over networks [33, 10, 39, 2]. Although such problems are usually formulated as linear programming (LP) problems, for real applications the corresponding optimization problems are often too large to be handled by standard methods. Specialized methods exploit the structure of multi-commodity flow problems, using, e.g., column generation methods. These include price-directive decomposition [36], resource-directive decomposition [38, 46], and basis partitioning methods [23]. However, it has been reported that these methods typically decrease the solution time of standard (LP) solvers by at most one order of magnitude [4, 52].

During the last few decades there has been considerable development in the field of optimal transport theory. Traditionally the optimal transport problem addresses a static scenario where one given distribution is transported to another, and this problem has been extensively used in areas such as economics and logistics [57]. There has recently been a rapid advancement of theory and applications for optimal transport, in particular towards applications in imaging, statistics and machine learning (see [51] and references therein), and systems and control [6, 15], which has led to a mature framework with computationally efficient algorithms [51] that can be used to address a wide range of problems. The optimal transport problem is a linear program, but the number of variables often makes it intractable to solve with general-purpose optimization methods for large size problems. However, a recent computational breakthrough in this area builds on introducing an entropic barrier term in the objective function. The resulting optimization problem can then be solved efficiently using the so called Sinkhorn iterations [20]. This allows for computing an approximate solution of large transportation problems and has opened up the field for new applications where no computationally feasible method previously existed.

The optimal transport framework has in some cases been used for modelling several kinds of interacting classes, e.g., for transport of multiple species [19, 3] or flows with several phases [7]. In this paper we will build on some of these results and we propose to use a generalization of the optimal transport problem with several marginals to address multi-commodity flow problems. This multi-marginal optimal transport problem [27, 49, 53, 54] is computationally challenging since the number of variables grows exponentially in the number of marginals. Even though entropy regularization methods have been derived for the multi-marginal optimal transport problem [8], the cost for each iteration still grows exponentially in the number of marginals (see [44] for computational complexity bounds). However, in many cases the cost function has a structure that can be utilized for efficient computations, as for example in barycenter, information fusion, and tracking problems [8, 22, 31].

In this paper we show that the dynamic flow problem can be formulated as a structured multi-marginal optimal transport problem. This structure can be visualized in a graph where the set of nodes corresponds to the marginals, and where there is an edge between two nodes if there is a cost term or a constraint that depends jointly on the two nodes. For the single commodity case, this structure is a path graph with one node for each time point that represents the flow in the network at that time. For the dynamic multi-commodity network flow problem, there is one additional node in the graph that represents the distribution over the different commodity classes. The solution to this optimal transport problem then describes a joint distribution, which consists of the optimal flow for all commodities in the dynamic network problem.

We consider the corresponding entropy-regularized approximation of this problem, and by utilizing the structure in the cost function we derive methods for solving this problem. Many of the classical methods for dynamic flow problems consider standard network flow methods on the time-expanded network. By instead formulating this problem as a multi-marginal optimal transport problem, we can more efficiently utilize the sequential structure without explicitly setting up the time-expanded network. This results in an elegant and easily implementable method. We illustrate experimentally that this method is computationally competitive with state-of-the-art methods, and then apply it to a traffic routing problem.
The rest of the paper is structured as follows. Section 2 summarizes background material on dynamic multi-commodity network flows and multi-marginal optimal transport. In Section 3 we explain how to formulate network flow problems as structured multi-marginal optimal transport problems. Based on this, we develop numerical schemes to solve the problems in Section 4. Finally, in Section 5 we compare the performance of our methods to a commercial LP solver, and showcase it in a traffic routing application.

2. Background. In this section we review background on the two central topics of this paper: dynamic multi-commodity network flows and multi-marginal optimal transport. We also use this Section to set up notation. In particular, bold-faced letters are used throughout to denote tensors, and $\otimes$ denotes the tensor (outer) product, e.g., for vectors $v_1 \in \mathbb{R}^{n_1}$ and $v_2 \in \mathbb{R}^{n_2}$ we have that $v_1 \otimes v_2 \in \mathbb{R}^{n_1 \times n_2}$ and $(v_1 \otimes v_2)_{ij} = (v_1)_j (v_2)_i$. Moreover, by 1 we denote a column vector of ones of appropriate size, by $\mathbb{R}_+$ we denote the nonnegative real numbers, and we use $\overline{\mathbb{R}}_+ = \mathbb{R}_+ \cup \{\infty\}$ and $\overline{\mathbb{R}} = \mathbb{R} \cup \{\infty\} \cup \{-\infty\}$ to denote the extended nonnegative real line and extended real line, respectively. Throughout we will adopt the convention that $0 \cdot \infty = 0$. Finally, by exp$(\cdot)$, log$(\cdot)$, $\odot$, $\mathbin{/}$, and $\min(\cdot, \cdot)$ we denote elementwise exponential, logarithm, product, division, and minimum respectively.

2.1. Minimum-cost network flow problems. A minimum-cost network flow problem is to determine a flow from sources to sinks with minimum cost \cite{26, 9}. More specifically, the flow is defined on a network $\mathcal{N} = (\mathcal{V}, \mathcal{E})$ with vertices $\mathcal{V}$ and directed edges $\mathcal{E}$, and the sources and sinks are sets of edges\(^1\) $\mathcal{S}^+ \subset \mathcal{E}$ and $\mathcal{S}^- \subset \mathcal{E}$. Let each source $e \in \mathcal{S}^+$ be equipped with a supply $r_e^+ \in \mathbb{R}_+$, and each sink $e \in \mathcal{S}^-$ with a demand $r_e^- \in \mathbb{R}_+$, and we assume that the total supply matches the total demand, i.e., that $\sum_{e \in \mathcal{S}^+} r_e^+ - \sum_{e \in \mathcal{S}^-} r_e^- = 0$. In addition, let each edge $e \in \mathcal{E}$ be assigned a cost $c_e \in \mathbb{R}_+$ of transporting a unit of flow on that edge. The goal of minimum cost-flow problems is to transport the flow from the sources to the sinks with minimal total transporting cost. We also include capacity constraints, which require that the total flow on an edge is limited by the edge capacity $d_e \in \mathbb{R}_+$ on $e \in \mathcal{E}$.

There are two standard formulations for the network flow problem. One is the arc-chain formulation, where one optimizes over a set of flow paths (arc-chains) from sources to sinks \cite{26, 55}. This is the main formulation considered in this work and is described in detail below. Another common formulation is the node-edge formulation, where one seeks the optimal amount of flow over each edge while maintaining flow balance in each node. For more details on this formulation, and a comparison of both formulations we refer the reader to \cite{26, 55}.

2.1.1. The arc-chain formulation. Given a network $\mathcal{N} = (\mathcal{V}, \mathcal{E})$, a path is a sequence of edges that joins two vertices such that all edges and all visited vertices are distinct, i.e., they occur at most once in the sequence \cite[p. 6]{21}. A path is thus a subgraph, which we denote by $p$, and is defined by a list of edges $(p_1, p_2, \ldots, p_N)$, where $p_j \in \mathcal{E}$ denotes the $j$-th element of the path for $j = 1, \ldots, N$. Here, $N$ is called the length of the path $p$. Moreover, since $p$ is a path the edge $p_j$ ends in the initial node of $p_{j+1}$ for $j = 1, \ldots, N-1$.

In the arc-chain formulation, we consider the paths, or arc-chains, which start in a source and end in a sink. Let $\mathcal{P}$ denote the set of all such paths, where the first element lies in $\mathcal{S}^+$, and its last element lies in $\mathcal{S}^-$. Moreover, let $\mathcal{P}^+_e$ denote the paths starting from the edge $e \in \mathcal{S}^+$, and let $\mathcal{P}^-_e$ denote the paths ending in the edge $e \in \mathcal{S}^-$. The cost of a path $p \in \mathcal{P}$ is the sum of the costs of its

\(^1\) Often the sources and sinks are defined on the nodes $\mathcal{V}$ not the edges $\mathcal{E}$. In this work we consider the latter case, however the framework introduced herein can easily be modified to define the sources and sinks on the nodes $\mathcal{V}$ instead.
edges $c_p = \sum_{e \in p} c_e$. Next, let $x_p$ denote the amount of flow associated with path $p \in \mathcal{P}$. Then, the arc-chain formulation of the minimum-cost network flow problem reads

$$\begin{align*}
\min_{x_p \in \mathbb{R}_+, \forall p \in \mathcal{P}} & \sum_{p \in \mathcal{P}} c_p x_p \\
\text{subject to} & \sum_{p \in \mathcal{P}_e^+} x_p = r_e^+, \quad \forall e \in \mathcal{S}^+, \\
& \sum_{p \in \mathcal{P}_e^-} x_p = r_e^-, \quad \forall e \in \mathcal{S}^-, \\
& \sum_{p \in \mathcal{P}} \delta_{e \in p} x_p \leq d_e, \quad \forall e \in \mathcal{E},
\end{align*}$$

where $\delta_{e \in p} = 1$ if the edge $e$ is part of path $p$, and $\delta_{e \in p} = 0$ otherwise. Here, the objective function corresponds to the total cost of the flow. The first two sets of constraints guarantee that the supply and demand for all sources and sinks are satisfied, and the last set of constraints enforces that the flow on each edge does not exceed the given capacity.

2.1.2. Multi-commodity network flow. The extension to multi-commodity network flow problems deals with the case where there are multiple commodities present in the network [34, 58, 55, 25, 39]. Here we let $L$ denote the number of commodities, and let $c_{\ell}^e$ denote the cost of a unit flow on edge $e \in \mathcal{E}$ of commodity $\ell$, for $\ell = 1, \ldots, L$. The supply and demand typically depend on the commodity, thus each commodity $\ell$ has specified sources $\mathcal{S}^{\ell,+} \in \mathcal{E}$ with supplies $r_\ell^e$ for $e \in \mathcal{S}^{\ell,+}$, and sinks $\mathcal{S}^{\ell,-} \in \mathcal{E}$ with demands $r_\ell^e$ for $e \in \mathcal{S}^{\ell,-}$. Moreover, for each commodity $\ell = 1, \ldots, L$, let $\mathcal{P}_\ell^e$ denote the sets of paths from the sources to the sinks, and let $\mathcal{P}_\ell^{e,+}$ denote the paths starting in $e \in \mathcal{S}^{\ell,+}$, and let $\mathcal{P}_\ell^{e,-}$ denote the paths ending in $e \in \mathcal{S}^{\ell,-}$. The cost of a unit flow of commodity $\ell$ on a path $p \in \mathcal{P}$ is the sum of the corresponding costs of the edges in the path $c_p^\ell = \sum_{e \in p} c_{\ell}^e$. Next, by letting $x_p^\ell$ denote the amount of flow of commodity $\ell$ on path $p$, the minimum cost multi-commodity network flow problem in arc-chain formulation reads

$$\begin{align*}
\min_{x_p^\ell \in \mathbb{R}_+, \forall p \in \mathcal{P}^\ell, \forall \ell = 1, \ldots, L} & \sum_{\ell = 1}^L \sum_{p \in \mathcal{P}^\ell} c_p^\ell x_p^\ell \\
\text{subject to} & \sum_{p \in \mathcal{P}_\ell^{e,+}} x_p = r_\ell^e, \quad \forall e \in \mathcal{S}^{\ell,+}, \quad \ell = 1, \ldots, L, \\
& \sum_{p \in \mathcal{P}_\ell^{e,-}} x_p = r_\ell^e, \quad \forall e \in \mathcal{S}^{\ell,-}, \quad \ell = 1, \ldots, L, \\
& \sum_{\ell = 1}^L \sum_{p \in \mathcal{P}^\ell} \delta_{e \in p} x_p^\ell \leq d_e, \quad \forall e \in \mathcal{E}.
\end{align*}$$

Here, the first two sets of constraints guarantee that the demand and supply for all commodities are satisfied. The third set of constraints enforces that the flow on each edge does not exceed the given capacity. In particular, note that the multi-commodity problem (2) with only one commodity, i.e., $L = 1$, boils down to the single-commodity problem (1).

2.1.3. Dynamic network flow. In this work we consider dynamic flows, also called flows over time, where the time that it takes for the flow to travel in the network is taken into account [24, 2, 34]. In this work we develop efficient methods that exploit the temporal structure. For this to work we need to assume synchronous travelling times for all edges, but on the other hand the efficient methods allows for handling problems with large networks and fine time discretization.
More precisely, we consider a flow problem on the network \( N = (V, E) \) over the time interval \( 0 \) to \( T \). The problem is to transport a given flow at time 0 through the network to a final flow at time \( T \) with minimal cost, while satisfying capacity constraints at all time points. We consider the discretized problem on the time steps \( 0, 1, \ldots, T \). Dynamic flow problems are typically solved as a static problem on the time-expanded network \([24]\). The time-expanded network \( N_{\text{exp}} \) is constructed by considering \( T + 1 \) copies of the vertices \( V \), denoted by \( V_0, \ldots, V_T \). Here the copy \( V_t \) is associated with time instance \( t \) in the time expanded network, and we denote these nodes by \((t, v)\) where \( v \in V \) in the original network.

The edges of \( N_{\text{exp}} \) connect nodes corresponding to consecutive time instances according to the edges \( E \) in the original network, that is, \( E_{\text{exp}} = \bigcup_{t=1}^{T} E_t \) where \( E_t \) consists of the directed edges \(((t-1, v_{t-1}), (t, v_t))\) where \((v_{t-1}, v_t) \in E\), for \( t = 1, \ldots, T \). The capacities and costs on these added edges are defined to be the same as the corresponding edges in the original network \( N \). The time-expanded network is illustrated for a simple example in Figure 1.

To express the dynamic flow problem in arc-chain formulation similarly to \((1)\) and \((2)\), a path \( p \) is as before a tuple of edges \((p_1, \ldots, p_T)\). Its element \( p_t \in E_t \) denotes the edge, which the path takes in the time interval \([t-1, t]\). In the setting of one commodity, let \( P \) denote the set of feasible paths in the time-expanded network \( N_{\text{exp}} \), i.e., \( p \in P \) if \( p \) is a path that starts in a source, \( p_1 \in S^+ \), and ends in a sink, \( p_T \in S^- \). The corresponding cost of unit flow on the path \( p \in P \) is then \( c_p = \sum_{t=1}^{T} c_{p_t} \). The dynamic minimum-cost network flow problem can then be written as

\[
\begin{align*}
\text{minimize} & \quad \sum_{p \in P} c_p x_p \\
\text{subject to} & \quad \sum_{p \in P} \delta_{e=p_1} x_p = r_{e^+}, \quad \text{for } e \in S^+, \\
& \quad \sum_{p \in P} \delta_{e=p_T} x_p = r_{e^-}, \quad \text{for } e \in S^-, \\
& \quad \sum_{p \in P} \delta_{e=p_t} x_p \leq d_e, \quad \text{for } e \in E, \quad t = 2, \ldots, T-1.
\end{align*}
\]

Note that the network flow problem \((1)\) on the time-expanded network \( N_{\text{exp}} \), corresponds to \((3)\) line by line.

To formulate the multi-commodity counterpart of the dynamic flow problem \((3)\), let \( P' \) denote the set of feasible paths in the time-expanded network \( N_{\text{exp}} \) for commodity \( \ell = 1, \ldots, L \). The

---

\[2\] Note that there is a canonical bijection \((v_1, v_2) \leftrightarrow ((t-1, v_1), (t, v_2))\) between the edges \( E \) and the edges \( E_t \).
corresponding cost of unit flow on the path for commodity \( \ell \) is then \( c_{p}^{\ell} = \sum_{t=1}^{T} c_{t}^{\ell} \) for a path \( p \in \mathcal{P}^{\ell} \), and the dynamic minimum-cost multi-commodity network flow problem reads

\[
\begin{align*}
\text{minimize} \quad & \sum_{\ell=1}^{L} \sum_{p \in \mathcal{P}^{\ell}} c_{p}^{\ell} x_{p}^{\ell} \\
\text{subject to} \quad & \sum_{p \in \mathcal{P}^{\ell}} \delta_{e=p^{\ell}} x_{p}^{\ell} = r_{e}^{\ell, +}, \quad \text{for } e \in \mathcal{S}^{\ell, +}, \quad \ell = 1, \ldots, L, \\
& \sum_{p \in \mathcal{P}^{\ell}} \delta_{e=p^{\ell}} x_{p}^{\ell} = r_{e}^{\ell, -}, \quad \text{for } e \in \mathcal{S}^{\ell, -}, \quad \ell = 1, \ldots, L, \\
& \sum_{\ell=1}^{L} \sum_{p \in \mathcal{P}^{\ell}} \delta_{e=p^{\ell}} x_{p}^{\ell} \leq d_{e}, \quad \text{for } e \in \mathcal{E}, \quad t = 2, \ldots, T - 1;
\end{align*}
\]

see \cite{40} for a similar problem formulation.

A problem with the arc-chain formulations is that the number of variables, corresponding to possible paths, grows exponentially with \( T \). Thus, standard linear programming methods are not applicable when \( T \) is large. A way to circumvent this issue is to use specialized solvers building on, e.g., column generation, or to instead consider the corresponding node-edge formulations of the problem (cf. \cite{26, 55}). In this work we take a different approach that builds on formulating the problem as an optimal transport problem that utilize the structure in the arc-chain formulation.

2.2. Optimal transport. The optimal transport problem is to find a mapping that moves the mass from one distribution to another with minimal cost, based on an underlying metric \cite{57}. In this paper we consider the discrete setting, where the two distributions are represented by two non-negative vectors \( \mu_{1} \in \mathbb{R}_{+}^{n_{1}}, \mu_{2} \in \mathbb{R}_{+}^{n_{2}} \) with equal mass. In this setting the transport cost is defined in terms of a underlying non-negative cost matrix \( C \in \mathbb{R}_{+}^{n_{1} \times n_{2}} \), where \( C_{ij} \) denotes the cost\(^3\) of moving a unit mass from position \( i \) to \( j \). Analogously, a transport plan \( M \in \mathbb{R}_{+}^{n_{1} \times n_{2}} \) is a non-negative matrix, where \( M_{ij} \) represents the amount of mass moved from \( i \) to \( j \). The optimal transport plan from \( \mu_{1} \) to \( \mu_{2} \) is then a minimizing solution of

\[
\begin{align*}
\text{minimize} \quad & \text{trace}(C^{T} M) \\
\text{subject to} \quad & M1 = \mu_{1}, \\
& MT1 = \mu_{2}.
\end{align*}
\]

Multi-marginal optimal transport extends the concept of the classical optimal transport problem (5) to the setting with a set of marginals \( \mu_{t} \in \mathbb{R}_{+}^{n_{t}}, \) for \( t = 1, \ldots, T \), where \( T \geq 2 \) \cite{49, 8, 22, 31}. In this setting, the transport cost and transport plan are described by tensors \( C \in \mathbb{R}_{+}^{n_{1} \times n_{2} \cdots \times n_{T}} \) and \( M \in \mathbb{R}_{+}^{n_{1} \times n_{2} \cdots \times n_{T}} \). Here, \( C_{i_{1}\ldots i_{T}} \) denotes the unit cost associated with the tuple \((i_{1}, \ldots, i_{T})\), and \( M_{i_{1}\ldots i_{T}} \) denotes the amount of mass associated with this tuple. Then the total transportation cost for a given transport plan \( M \) is

\[
(C, M) = \sum_{i_{1}, \ldots, i_{T}} C_{i_{1}\ldots i_{T}} M_{i_{1}\ldots i_{T}}.
\]

Moreover, \( M \) is a transport plan between the desired marginals if its projections on the marginals satisfy \( P_{t}(M) = \mu_{t} \), for \( t = 1, \ldots, T \), where the projection on the \( t \)-th marginal is defined by

\[
(P_{t}(M))_{i_{t}} := \sum_{i_{1}, \ldots, i_{t-1}, i_{t+1}, \ldots i_{T}} M_{i_{1}\ldots i_{t-1} i_{t} i_{t+1}\ldots i_{T}}.
\]

\(^3\) If transport of mass is not allowed from position \( i \) to position \( j \), then we let \( C_{ij} = \infty \).
The discrete multi-marginal optimal transport problem thus reads

\[
\begin{align*}
\text{minimize} & \quad \langle C, M \rangle \\
\text{subject to} & \quad P_t(M) = \mu_t, \text{ for } t \in \Gamma.
\end{align*}
\]

(7)

Here \(\Gamma\) is an index set that describes the set of constrained marginals. In the original multi-marginal optimal transport formulation, constraints are typically given on all marginals, i.e., for the index set \(\Gamma = \{1, 2, \ldots, T\}\). However, in this work we typically consider the case where constraints are only imposed on a subset of marginals, i.e., \(\Gamma \subset \{1, 2, \ldots, T\}\), or when some of the constraints are inequality constraints.

Note that the standard bi-marginal optimal transport problem (5) is a special case of the multi-marginal optimal transport problem (7), where \(T = 2\) and \(\Gamma = \{1, 2\}\). It is also worth noting that the bi-marginal optimal transport problem can be interpreted as a minimum-cost network flow problem. However, this interpretation does in general not extend to the multi-marginal case [43]. In this work we show how to formulate any dynamic network flow problem as a multi-marginal optimal transport problem with a structured cost tensor.

2.2.1. Sinkhorn iterations. Although linear, the number of variables in the multi-marginal optimal transport problem (7) is often too large to be solved directly. A popular approach for the bi-marginal setting to bypass the size of the problem has been to add a regularizing entropy term to the objective [20]. In principle, the same approach can be used also for the multi-marginal case. With the entropy term

\[
D(M) = \sum_{i_1, \ldots, i_T} (M_{i_1 \ldots i_T} \log(M_{i_1 \ldots i_T}) + M_{i_1 \ldots i_T} - 1),
\]

(8)

the entropy regularized multi-marginal optimal transport problem is defined as

\[
\begin{align*}
\text{minimize} & \quad \langle C, M \rangle + \epsilon D(M) \\
\text{subject to} & \quad P_t(M) = \mu_t, \text{ for } t \in \Gamma,
\end{align*}
\]

(9)

where \(\epsilon > 0\) is a small regularization parameter. The introduction of the entropy term in problem (9) allows for expressing the optimal solution \(M\) in terms of Lagrange dual variables, which may be computed by Sinkhorn iterations [8, 47]. In particular, it can be shown that the optimal solution of (9) is of the form [22]

\[
M = K \odot U,
\]

(10)

where \(K = \exp(-C/\epsilon)\) and where \(U\) can be decomposed as

\[
U = u_1 \otimes u_2 \otimes \cdots \otimes u_T.
\]

(11)

Here, the vectors \(u_t \in \mathbb{R}^{n_t}_+\), for \(t = 1, 2, \ldots, T\), are given by

\[
\begin{align*}
u_t &= \begin{cases} \exp(\lambda_t/\epsilon), & \text{if } t \in \Gamma \\ 1, & \text{else}, \end{cases}
\end{align*}
\]

(12)

where \(\lambda_t \in \mathbb{R}^{n_t}\) for \(t \in \Gamma\) are optimal dual variables in the dual problem of (9). This dual problem takes the form

\[
\begin{align*}
\maximize_{\lambda_t \in \mathbb{R}^{n_t}, t \in \Gamma} -\epsilon \langle K, U \rangle + \sum_{t \in \Gamma} \lambda_t^T \mu_t,
\end{align*}
\]

(13)
where $U$ depends on $\{\lambda_t\}_{t \in \Gamma}$ as specified in (11) and (12). For details the reader is referred to, e.g., [22, 8].

The Sinkhorn scheme for finding $U$ in (11) is to iteratively update $u_t$ according to

$$u_t \leftarrow u_t \odot \mu_t / P_t(K \odot U),$$

for all $t \in \Gamma$. This scheme may for instance be derived as Bregman projections [8] or a block coordinate ascend in the dual (13), [37, 22, 56]. As a result, global convergence of the Sinkhorn scheme (14) is guaranteed [5, 56, 45]. The computational bottleneck of the Sinkhorn iterations (14) is computing the projections $P_t(K \odot U)$, for $t \in \Gamma$, which in general scales exponentially in $T$. In fact, even storing the tensor $M$ is a challenge as it consists of $\prod_{t=1}^{T} n_t$ elements. However, in many cases of interest, structures in the cost tensors can be exploited to perform the sum operations in (6) in an appropriate order, which makes the computation of the projections feasible [22, 8, 31, 29, 22]. More precisely, in many applications the tensor $K \odot U$ factorizes such that it can be described by a graph $G = (V, E)$, where the vertices $V$ correspond to the tensor marginals and its dependencies are described by the set of edges $E$. The projections (6) can then be computed efficiently by first eliminating the variables, i.e., performing the sum operations, for the vertices that have few dependencies. For instance, when the tensor $K \odot U$ factorizes according to a tree structure, the projections (6) can be computed by first eliminating the variables corresponding to the trees leafs and successively moving down the branches. Computing the projections requires then only matrix-vector multiplications, where the matrices are at most of size $\max_i(n_i)$ [31, 22]. In the case of more complex graphs a similar approach can be utilized, but computations become more expensive. For instance, in case the graph is a cycle the complexity is increased by a factor of $\max_i(n_i)$ as compared to the tree setting [8, 29].

3. Network flow problems via optimal transport. In this section we introduce a reformulation of the dynamic minimum-cost flow problem as a multi-marginal optimal transport problem (7). In the single-commodity case this optimal transport problem has a path-structure. The multi-commodity case can be expressed as several single-commodity problems, which are coupled through the capacity constraints. Alternatively, this can be set up as one multi-marginal optimal transport problem, where the cost function decouples as a graph that contains cycles.

3.1. The dynamic minimum-cost flow problem. Let $N_{\text{exp}}$ be the time-expansion of the network $N$ for the time steps $t = 0, \ldots, T$, and let $\mathcal{P}$ denote the set of feasible paths in $N_{\text{exp}}$. In order to solve an arc-chain formulation of a flow-problem on this network, one has to identify all paths in this set. Clearly, the set of feasible paths $\mathcal{P}$ is a subset of the set $\bar{\mathcal{P}} = \{(i_1, \ldots, i_T) : i_t \in \mathcal{E}_t \text{ for } t = 1, \ldots, T\}$, which contains all combinations of $T$ edges in $\mathcal{E}$. In fact, the set $\bar{\mathcal{P}}$ is generally much larger than $\mathcal{P}$, since it lifts the set of feasible paths to the set of all “paths” possible from purely combinatorial considerations (ignoring the graph structure).

However, using this representation, the network flow can be described by a tensor $M \in \mathbb{R}^{n_T}_+$, where $n = |\mathcal{E}|$, and where the element $M_{i_1, \ldots, i_T}$ denotes the amount of flow on the path $(i_1, \ldots, i_T)$. The vector $P_t(M) \in \mathbb{R}^{n_i}_+$, where the projection operator is defined as in (6), then describes the flow distribution over the edges between time $t - 1$ and $t$, as illustrated in Figure 2. That is, its element $P_t(M)_i$ denotes the amount of flow over edge $i \in \mathcal{E}_t$.

Similarly, the evolution of flow between time intervals $(t_1 - 1, t_1)$ and $(t_2 - 1, t_2)$ is described by the bi-marginal projections $P_{t_1, t_2}(M) \in \mathbb{R}^{n \times n}_+$, which are defined as

$$P_{t_1, t_2}(M)_{i_1, i_2} = \sum_{i_1, \ldots, i_T \setminus \{i_1, i_2\}} M_{i_1, \ldots, i_T}.$$  

(15)
That is, the element \((P_{t_1,t_2}(M))_{ij}\) describes the amount of flow that is in edge \(i\) at time \(t_1\) and that is in edge \(j\) at time \(t_2\). Let \(c \in \mathbb{R}_+^n\), where \(c_i\) denotes the cost of a unit flow on edge \(i \in \mathcal{E}\), and let \(C \in \mathbb{R}_{+}^{n \times n}\) encode the network topology, i.e., \(C_{ij} = 0\) if edge \(i\) leads to\(^4\) edge \(j\), and \(C_{ij} = \infty\) otherwise. Then we define the cost of a transport plan \(M\) as

\[
\sum_{t=1}^{T} c^T P_t(M) + \sum_{t=1}^{T-1} \text{trace}(C^T P_{t,t+1}(M)) = \langle C, M \rangle,
\]

where the tensor \(C \in \mathbb{R}_{+}^{n \times n \times \ldots \times n}\) is defined as

\[
C_{i_1 \ldots i_T} = \sum_{t=1}^{T} c_{i_t} + \sum_{t=1}^{T-1} C_{i_t i_{t+1}}.
\]

Note that \(\langle C, M \rangle = \infty\) here means that the transport plan contains paths that are not consistent with the network structure, i.e., that for some \(t \in \{1, \ldots, T-1\}\) and some \((i, j) \notin \mathcal{E}\), \((P_{t,t+1}(M))_{ij} > 0\). The structure of the cost function (16) can be illustrated by the path-graph in Figure 3.

Let \(\mu_1\) and \(\mu_T\) be the supply and demand distributions, respectively. That is, \((\mu_1)_i = r^+_i\), for \(i \in S^+\), and 0 otherwise, and \((\mu_T)_i = r^-_i\) for \(i \in S^-\), and 0 otherwise. Moreover, let \(d \in \mathbb{R}_+^n\) encode the capacity constraints of the network, that is \(d_i\) is the flow capacity on edge \(i \in \mathcal{E}\). These supply, demand, and capacity constraints can be encoded as equality and inequality constraints on the flow distributions over the edges \(P_t(M)\). Based on this, we formulate the linear program

\[
\begin{align*}
\min_{M \in \mathbb{R}^{nT}_+} & \quad \langle C, M \rangle \\
\text{subject to} & \quad P_1(M) = \mu_1.
\end{align*}
\]

\(^4\)That is, the second vertex of edge \(i\) is the first vertex of edge \(j\) in the network \(\mathcal{N}\).
This problem is equivalent to the dynamic minimum-cost network flow problem (3) in the sense described in the following theorem.

**Theorem 1.** The dynamic minimum-cost network flow problem (3) and problem (18) correspond to each other in the following sense.

1. Assume that (18) has a feasible solution with finite objective value. Then it has a finite optimal value, and (3) has the same optimal value. Moreover, if \( M \) is an optimal solution of (18), then there is an optimal solution \( \{x_p : p \in P\} \) of (3) such that

\[
M_{i_1...i_T} = \begin{cases} 
  x_p & \text{for } (i_1, \ldots, i_T) \in P, \text{ where } p = (i_1, \ldots, i_T) \\
  0 & \text{for } (i_1, \ldots, i_T) \in \hat{P} \setminus P. 
\end{cases} 
\]  

(19)

2. Assume that there is a feasible solution to (3). Then it has a finite optimal value, and problem (18) has the same optimal value. Moreover, if \( \{x_p : p \in P\} \) is an optimal solution of (3), then there is an optimal solution \( M \) of (18) such that (19) holds.

**Proof:** First, note that the amount of flow on edge \( e \in E \) between time \( t - 1 \) and \( t \) is given in the optimal transport formulation (18) by

\[
\sum_{i \in P, i_{t-1} = e} M_{i_1...i_T} = P_t(M)_e. 
\]  

(20)

Thus the flow distribution over \( E_t \) is exactly the projection \( P_t(M) \) as defined in (6). Then, with

\[
(\mu_1)_i = \begin{cases} 
  r^+_i & i \in S^+ \\
  0 & \text{otherwise}, 
\end{cases} \quad
(\mu_T)_i = \begin{cases} 
  r^-_i & i \in S^- \\
  0 & \text{otherwise}, 
\end{cases} 
\]

the set of constraints (3a)-(3b) and (18b)-(18c) both restrict the respective problems to paths that satisfy the supply and demand constraints. In the formulation (3) the total flow on edge \( e \in E_t \) is given by

\[
\sum_{p \in P} \delta_{e=p_t} x_p, 
\]  

(21)

and thus the inequality constraints (3c) and (18d) restrict the flows in the respective problems to the same capacity constraints. Moreover, note that \( (P_{t+1}(M))_{ij} \) describes the amount of flow moving from edge \( i \in E_t \) to edge \( j \in E_{t+1} \). Therefore, the objective (18a) is finite if and only if \( M_{i_1...i_T} = 0 \) for all \( (i_1, \ldots, i_T) \in \hat{P} \setminus P \). Now, by associating the amount of flow on edge \( i \in E_t \) with (20) and (21), respectively, the cost of a feasible flow plan, i.e., a plan that satisfies \( M_{i_1...i_T} = 0 \) for all \( (i_1, \ldots, i_T) \in \hat{P} \setminus P \), can be written in the two formulations as

\[
\sum_{p \in P} c_p x_p = \sum_{p \in P} \left( \sum_{t=1}^T \sum_{e \in E} \delta_{e=p_t} c_e \right) x_p = \sum_{t=1}^T \sum_{e \in E} \left( \sum_{p \in P} \delta_{e=p_t} x_p \right) c_e = \sum_{t=1}^T \sum_{e \in E} P_t(M)_e c_e = \sum_{t=1}^T c^T P_t(M). 
\]

This completes the proof. \( \square \)

Comparing problem (18) to problem (3), we have expanded the set of optimization variables by adding a large number of infeasible paths. However, the novel formulation (18) is structured as a multi-marginal optimal transport problem as in (7), which opens up for efficiently computing an approximate solution. In particular, the structure of problem (18) can be described by the path graph in Figure 3. Although problem (18) lifts the set of optimization variables in (3) from the set of feasible paths to the set of all combinatorially possible paths in the network, the infinite values in the tensor (17) restrict the problem to the set of feasible paths as in (3).
Remark 1. The second term in (16) is needed only to restrict the solution of problem (18) to the set of feasible paths $P$. Naturally this could instead be imposed as a set of hard constraints $P_{t,t+1}(M) \leq E$, for $t = 1, \ldots, T - 1$, where $E_{ij} = \infty$ if edge $i$ leads to edge $j$, and $E_{ij} = 0$ otherwise. Instead, we choose to use the penalty terms in (16) for computational reasons. In Section 4 we develop a scheme, which is based on the methods introduced in Section 2.2, i.e., solving the dual of a regularization of problem (18). Note that adding more hard constraints to (18) leads to a larger number of dual variables, which makes it more expensive to solve the regularized dual problem. We thus impose the network structure through the penalty terms in (16), which yields a dual problem with considerably fewer variables. Moreover, infinite values in $C$ induce sparsity to the tensor $K = \exp(-C/\epsilon)$ in (10), which can be exploited when computing the projections (6) needed for the Sinkhorn scheme.

3.2. The dynamic multi-commodity minimum-cost flow problem. In this section we extend the optimal transport formulation of the dynamic minimum-cost network flow problem from Section 3.1 to the multi-commodity setting.

Assume that there are $L$ different commodities present in the network $\mathcal{N}$, and each of these is assigned an initial distribution $\mu_1^T$, and a final distribution $\mu_T^T$, for $\ell = 1, \ldots, L$. For each commodity we define a cost vector $c_\ell \in \mathbb{R}^n$, where $(c_\ell)_i$ denotes the cost of a unit flow of commodity $\ell$ on edge $i \in \mathcal{E}$. As in the single-commodity case in Section 3.1, the network structure is imposed by a matrix $C \in \mathbb{R}_{+}^{n \times n}$, and the total flow capacity is bounded on all edges, and described by a vector $d \in \mathbb{R}^n$. One way to formulate an optimal transport problem for the multi-commodity flow is to describe each commodities flow by a mass transport tensor $M^\ell$, for $\ell = 1, \ldots, L$. Then each of these transport tensors has to satisfy the respective supply and demand constraints (18b)-(18c), and its cost is given by $\langle C^\ell, M^\ell \rangle$ as defined in (16). The capacity constraints in the network need to hold for the sum of all commodity flows, i.e., the sum of the projections $P_t(M^\ell)$ over all commodities $\ell = 1, \ldots, L$. The dynamic multi-commodity minimum-cost flow problem (4) can therefore be written as

\[
\begin{align*}
\text{minimize} & \quad \sum_{\ell=1}^L \langle C^\ell, M^\ell \rangle \\
\text{subject to} & \quad P_t(M^\ell) = \mu_1^\ell, \quad \text{for } \ell = 1, \ldots, L, \\
& \quad P_T(M^\ell) = \mu_T^\ell, \quad \text{for } \ell = 1, \ldots, L, \\
& \quad \sum_{\ell=1}^L P_t(M^\ell) \leq d, \quad \text{for } t = 2, \ldots, T - 1.
\end{align*}
\]

(22a)

(22b)

(22c)

(22d)

Note here that the $L$ optimal transport problems are each of the form in (18), and are coupled only through the capacity constraint (22d).

We will now bring problem (22) on a form similar to a multi-marginal optimal transport problem (7), i.e., a formulation containing only one mass transport tensor. This is done by combining all information from the $T$-mode transport plans $M^\ell \in \mathbb{R}^{n \times \cdots \times n}$, for $\ell = 1, \ldots, L$, to a new mass transport tensor $M \in \mathbb{R}^{L \times n \times \cdots \times n}$ with $T + 1$ modes. That is, we let its element $M_{i_1 \ldots i_T}$ describe the amount of flow of commodity $\ell$ over the path $i_1, \ldots, i_T$. Accordingly, for the added mode in the tensor we introduce a marginal $\mu_0 \in \mathbb{R}_+^L$, where $(\mu_0)_\ell = 1^T \mu_1^\ell = 1^T \mu_T^\ell$ denotes the total supply and demand of commodity $\ell \in L$. The initial and final distributions for the commodities can then be summarized in two matrices $R^{(0,1)} \in \mathbb{R}^{L \times n}$, defined as $R^{(0,1)} = (\mu_1^1, \mu_1^2, \ldots, \mu_1^L)^T$ and $R^{(0,T)} = (\mu_T^1, \mu_T^2, \ldots, \mu_T^L)^T$. In particular, with this construction it holds that $R^{(0,1)} 1 = R^{(0,T)} 1 = \mu_0$. Moreover, define a matrix $C_L \in \mathbb{R}^{L \times n}$ as $C_L = (c_1, c_2, \ldots, c_L)^T$, that is $(C_L)_{i,\ell}$ denotes the cost for commodity $\ell \in L$ to be on edge $i \in \mathcal{E}$. This setup is illustrated in Figure 4.
Note that the objective function (22a) can be written as
\[
\sum_{t=2}^{T-1} \operatorname{trace}(C_L^T P_{0,t}(M)) + \sum_{t=1}^{T-1} \operatorname{trace}(C^T P_{t,t+1}(M)) = \langle C, M \rangle,
\]
where the cost tensor \( C \in \mathbb{R}_+^{L \times n_T} \) is given by
\[
C_{i_0...i_T} = \sum_{t=2}^{T-1} (C_L)_{i_0i_t} + \sum_{t=1}^{T-1} C_{i_ti_{t+1}}.
\]
Thus, the dynamic multi-commodity minimum-cost network flow problem (22) can be expressed as
\[
\begin{align*}
\text{minimize} & \quad \langle C, M \rangle \\
\text{subject to} & \quad P_{0,1}(M) = R_{0,1} \\
& \quad P_{0,T}(M) = R_{0,T} \\
& \quad P_t(M) \leq d_t, \quad \text{for} \quad t = 2, \ldots, T-1
\end{align*}
\]
(24)

Utilizing the result in Theorem 1 we have now proved that the solution to (24) and the dynamic multi-commodity minimum-cost network flow problem (4) are equivalent, as summarized in the following Theorem.

**Theorem 2.** The dynamic minimum-cost network flow problem (4) and problem (24) correspond to each other in the following sense.

1. Assume that (24) has a feasible solution with finite objective value. Then (24) has a finite optimal value, and (4) has the same optimal value. Moreover, if \( M \) is an optimal solution of (24), then there is an optimal solution \( \{x_p^\ell : p \in \mathcal{P}^\ell, \ell = 1, \ldots, L\} \) of (4) such that
\[
M_{\ell,i_1...i_T} = \begin{cases} 
  x_p^\ell & \text{for } (i_1, \ldots, i_T) \in \mathcal{P}^\ell, \text{ where } p = (i_1, \ldots, i_T) \\
  0 & \text{for } (i_1, \ldots, i_T) \in \bar{\mathcal{P}} \setminus \mathcal{P}^\ell.
\end{cases}
\]
(25)

2. Assume that there is a finite feasible solution to (4). Then it has a finite optimal value, and problem (24) has the same optimal value. Moreover, if \( \{x_p^\ell : p \in \mathcal{P}^\ell, \ell = 1, \ldots, L\} \) is an optimal solution of (4), then there is an optimal solution \( M \) of (24) such that (25) holds.

**3.3. Generalizations.** In this section we have introduced novel formulations for dynamic minimum-cost network flow problems based on the optimal transport framework. We will now discuss a few modifications and generalizations of the proposed problems (18) and (24), and show that the proposed formulations in fact provide a highly flexible framework for dynamic network flow problems.
An advantage of our framework is that, due to the fact that the network structure is imposed by
the cost matrix $C$, a time-varying network can be modelled in a straightforward way. Namely, the
matrix $C$ can simply be replaced by a set of time-dependent matrices $C_t$, for $t = 1, \ldots, T - 1$, where
$C_t$ encodes the network topology in the interval $(t, t + 1)$. Moreover, based on the formulation (22),
where each commodity is described by a separate transport tensor, one can extend the problem
to the setting, where different commodities enter and leave the network at different times. In fact,
the computational methods derived in this work can easily be modified to this setting, as we will
argue in Remark 5.

In some applications, for instance in traffic flow problems, where edges and nodes describe streets
and junctions, respectively, it is natural to allow for intermediate storage on the edges. This can
be easily incorporated in our framework by letting $C_{ii}$ denote the cost for staying on edge $i \in \mathcal{E}$. It
should be noted that in this case the cost $c_{ii}$ denotes the cost for commodity $\ell$ to use edge $i \in \mathcal{E}$, and
not the cost for traveling between the two vertices. That is, the cost accumulates if flow remains
on an edge for several time intervals, which is useful, e.g., in traffic routing problems, where the
cost model should take the travel time of agents into account. However, we can achieve a cost that
does not accumulate in the case where all commodities are described by the same cost $c_i = c_i^\ell$ for
all $\ell = 1, \ldots, L$, by defining a negative cost $C_{ii} = -c_i$ for staying on the edge $i \in \mathcal{E}$.

A more classical setting in network flow problems is to allow for storage in the vertices. One
way to include this in the presented framework is to augment the support of the modes of the
mass transport tensor by the set of vertices, i.e., by letting $n = |\mathcal{E}| + |\mathcal{V}|$. In particular, in the
multi-commodity problem (24) the mass transport tensor is then of the size $M \in \mathbb{R}^{|\mathcal{E}| \times (|\mathcal{E}| + |\mathcal{V}|)}$, and
the distributions are of the size $\mu_t \in \mathbb{R}^{(|\mathcal{E}| + |\mathcal{V}|)}$, for $t = 1, \ldots, T$. Analogously to before, the network
structure is imposed by the cost matrices $C \in \mathbb{R}^{(|\mathcal{E}| + |\mathcal{V}|) \times (|\mathcal{E}| + |\mathcal{V}|)}$, i.e., we define $C_{ij} = 0$ if $i \in \{\mathcal{E} \cup \mathcal{V}\}$
is adjacent\footnote{A vertex is adjacent to all edges it connects to, and to itself.} to $j \in \{\mathcal{E} \cup \mathcal{V}\}$, and $C_{ij} = \infty$ otherwise. Similarly, the definition of the cost $C_\ell$ and
the capacities $d$ can be extended to the vertices. It is worth noting that this extension of the state
space also allows for defining the set of sinks and sources on the vertices instead of the edges.

Another extension of the formulation, of particular interest for traffic routing problems, is the
setting where the sinks and sources are defined on nodes, but intermediate storage is only allowed
in the sinks and sources, and agents are not permitted to enter sources, or leave sinks. In this case,
we let $n = |\mathcal{E}| + |\mathcal{S}^+| + |\mathcal{S}^-|$, and define the network structure through the cost matrix as follows

$$C_{ij} = \begin{cases}
0, & \text{if } i \in \{\mathcal{E} \cup \mathcal{S}^+\} \text{ is adjacent to } j \in \{\mathcal{E} \cup \mathcal{S}^+ \cup \mathcal{S}^-\} \\
0, & \text{if } i \in \{\mathcal{E} \cup \mathcal{S}^+ \cup \mathcal{S}^-\} \text{ is adjacent to } j \in \{\mathcal{E} \cup \mathcal{S}^-\}
\infty, & \text{otherwise.}
\end{cases} \quad (26)$$

A final extension worth mentioning is the possibility of introducing commodity-dependent capac-
ity constraints [39, 28]. This may be done by introducing the set of constraints $P_{0,t}(M) \leq D_{0,t}$
for $t = 2, \ldots, T - 1$, with capacity matrices $D_{0,t} \in \mathbb{R}^{L \times n}$, where $D_{0,t}^\ell_{ii}$ denotes the capacity of
commodity $\ell$ on edge $i \in \mathcal{E}$.

4. The graph-structured multi-marginal optimal transport problem. In this section we define the general graph structured optimal transport problem and develop methods to solve
the corresponding entropy regularized problem, see also [31, 32, 8, 1]. We will also consider the
dynamic flow problems in Section 3 in detail, and show how to exploit the graph-structures in order to derive efficient methods.

We have noted that the network flow problems (18) and (24) can be seen as multi-marginal
optimal transport problems with the underlying graph-structures in Figure 3 and Figure 4.
particular, we let each mode of the transport tensor $M$ be associated with a vertex, and let interaction terms be described by edges. This defines a graph $G = (V, E)$ with vertices $V$ and edges $E$. The interaction terms defining the edges are given by bi-marginal cost terms in the cost tensor, i.e., $C \in \mathbb{R}^{n_1 \times \cdots \times n_T}$ with

$$C_{i_1 \ldots i_T} = \sum_{(t_1, t_2) \in E} C^{(t_1, t_2)}_{i_1 i_2}.$$  

We denote the set of marginals that are constrained by equality and inequality constraints by $\tilde{V}_- \subset V$ and $\tilde{V}_- \subset V$, respectively. Moreover, the set of tuples that are associated with a bi-marginal constraint is denoted by $\tilde{E}$. Thus, the dynamic network flow problems (18) and (24) are special cases of the graph-structured optimal transport problem

$$\begin{align*}
\text{minimize} & \quad \langle C, M \rangle \\
\text{subject to} & \quad P_t(M) = \mu_t, \quad \text{for } t \in \tilde{V}_- , \\
& \quad P_t(M) \leq d_t, \quad \text{for } t \in \tilde{V}_- , \\
& \quad P_{t_1, t_2}(M) = R^{(t_1, t_2)}, \quad \text{for } (t_1, t_2) \in \tilde{E},
\end{align*}$$

(27)

where $\mu_t, d_t \in \mathbb{R}^{n_t}$, and $R^{(t_1, t_2)} \in \mathbb{R}^{n_1 \times n_2}$. Following the approach presented in Section 2.2.1 we develop a scheme for approximately solving optimal transport problems of this form. It is worth noting that the results in Theorem 3, Theorem 4 and Proposition 1 are only based on the structure of the constraints in (27), and thus hold for arbitrary cost tensors $C$. However, to derive the efficient schemes presented in Section 4.2 and Section 4.2 the graph-structures in the objective function have to be exploited.

4.1. Sinkhorn’s method In order to apply the approach in Section 2.2.1 we regularize (27) with an entropy term (8), which yields the regularized problem

$$\begin{align*}
\text{minimize} & \quad \langle C, M \rangle + \epsilon D(M) \\
\text{subject to} & \quad P_t(M) = \mu_t, \quad \text{for } t \in \tilde{V}_- , \\
& \quad P_t(M) \leq d_t, \quad \text{for } t \in \tilde{V}_- , \\
& \quad P_{t_1, t_2}(M) = R^{(t_1, t_2)}, \quad \text{for } (t_1, t_2) \in \tilde{E}.
\end{align*}$$

(28)

Similarly to the standard multi-marginal optimal transport problem, the solution to (28) can be expressed in terms of its optimal dual variables, as the following theorem describes.

**Theorem 3.** Assume $C$ is finite, and the prescribed marginals $\mu_t$ for $t \in \tilde{V}_-$, $d_t$ for $t \in \tilde{V}_-$, and $R^{(t_1, t_2)}$ for $(t_1, t_2) \in \tilde{E}$ are strictly positive. Moreover, assume that (28) has a feasible solution. Let $\tilde{V} = \tilde{V}_- \cup \tilde{V}_-$. Then the optimal solution to (28) has the structure $M = K \odot U$ where $K = \exp(-C/\epsilon)$ and

$$U_{t_1 \ldots t_T} = \left( \prod_{t \in \tilde{V}} (u_t)_{i_t} \right) \left( \prod_{(t_1, t_2) \in \tilde{E}} U^{(t_1, t_2)}_{(t_1, t_2)} \right),$$

(29)

where $u_t \in \mathbb{R}^{n_t}$, for $t \in \tilde{V}$, and $U^{(t_1, t_2)} \in \mathbb{R}^{n_1 \times n_2}$, for $(t_1, t_2) \in \tilde{E}$.

In particular, $u_t = \exp(-\lambda_t/\epsilon)$ and $U^{(t_1, t_2)} = \exp(-\Lambda^{(t_1, t_2)}/\epsilon)$, where $\lambda_t \in \mathbb{R}^{n_t}$ and $\Lambda^{(t_1, t_2)} \in \mathbb{R}^{n_1 \times n_2}$, for $t \in \tilde{V}$ and $(t_1, t_2) \in \tilde{E}$, respectively, are optimal variables for the dual problem of (28), which is given by

$$\begin{align*}
\text{maximize} & \quad -\epsilon \langle K, U \rangle - \sum_{(t_1, t_2) \in \tilde{E}} \langle \Lambda^{(t_1, t_2)}, R^{(t_1, t_2)} \rangle - \sum_{t \in \tilde{V}} \langle \lambda_t, \mu_t \rangle.
\end{align*}$$

(30)
Proof: Define Lagrange multipliers \( \Lambda^{(t_1, t_2)} \in \mathbb{R}^{n_{t_1} \times n_{t_2}} \) for \((t_1, t_2) \in \tilde{E} \), and \( \lambda_t \in \mathbb{R}^{n_t} \) for \( t \in \tilde{V} \).
Moreover, let \( \lambda := (\lambda_t)_{t \in \tilde{V}} \) and \( \Lambda := (\Lambda^{(t_1, t_2)})_{(t_1, t_2) \in \tilde{E}} \). With these, a Lagrangian of (28) is

\[
\mathcal{L}(M, \lambda, \Lambda) := \langle C, M \rangle + \varepsilon D(M) + \sum_{(t_1, t_2) \in \tilde{E}} \langle \Lambda^{(t_1, t_2)}, P_{t_1, t_2}(M) - R^{(t_1, t_2)} \rangle + \sum_{t \in \tilde{V}} (\lambda_t, P_t(M) - \mu_t) .
\]

(31)

The minimum of (31) with respect to \( M_{i_1...i_T} \) is achieved when its derivative vanishes, i.e., when

\[
C_{i_1...i_T} + \varepsilon \log(M_{i_1...i_T}) + \sum_{(t_1, t_2) \in \tilde{E}} \Lambda^{(t_1, t_2)}_{t_1, t_2} + \sum_{t \in \tilde{V}} (\lambda_t)_{i_t} = 0.
\]

Thus, the optimal transport tensor is of the form \( M = K \odot U \) with \( K \) and \( U \) as defined in the theorem. Note that the entropy term \( D(K \odot U) \) reads

\[
\mathcal{L}(M, \lambda, \Lambda) = -\varepsilon \langle K \odot U, C \rangle - \varepsilon \sum_{(t_1, t_2) \in \tilde{E}} \langle \Lambda^{(t_1, t_2)}, P_{t_1, t_2}(K \odot U) \rangle - \varepsilon \sum_{t \in \tilde{V}} \langle \lambda_t, P_t(K \odot U) \rangle - \langle K, U \rangle + \prod_{t=1}^T n_t .
\]

Thus, plugging \( M = K \odot U \) into \( \mathcal{L}(M, \lambda, \Lambda) \) in (31), and removing constants, yields

\[
-\varepsilon \langle K, U \rangle - \sum_{(t_1, t_2) \in \tilde{E}} \langle \Lambda^{(t_1, t_2)}, R^{(t_1, t_2)} \rangle - \sum_{t \in \tilde{V}} \langle \lambda_t, \mu_t \rangle .
\]

(32)

The dual to (28) is to maximize (32) with respect to \( \Lambda^{(t_1, t_2)} \) for \((t_1, t_2) \in \tilde{E} \), and \( \lambda_t \) for \( t \in \tilde{V} \). Finally, given the assumptions, strong duality holds between the primal and the dual problem, see, e.g., [11, p. 226].

The assumptions in Theorem 3 are typically not satisfied for the network flow problems (18) and (24). If the underlying network is not a complete graph, the cost tensor has infinite entries. Moreover, in most flow problems, the sources and sinks are a strict subset of the set of edges, which is modeled by zero entries in the prescribed marginals \( \mu_t \), or \( R^{(t_1, t_2)} \). The following theorem extends Theorem 3 to these cases.

**Theorem 4.** Let \( C \in \mathbb{R}^{n_1 \times \cdots \times n_T} \) and assume that there is a feasible solution \( M \) of (28) for which \( M_{i_1...i_T} > 0 \) if and only if \( C_{i_1...i_T} < \infty \), \( \mu_t > 0 \), \( d_t > 0 \), and \( R^{(t_1, t_2)}_{i_1, i_2} > 0 \). Then the optimal solution to (28) has the structure \( M = K \odot U \) where \( K = \exp(-C/\varepsilon) \) and \( U \) factorizes as in (29).

**Proof:** Define the set of tuples

\[
I = \{(i_1, \ldots, i_T)|i_i \in \{1, \ldots, n\}, C_{i_1...i_T} < \infty, (\mu_t)_{i_t} > 0, (d_t)_{i_t} > 0, R^{(t_1, t_2)}_{i_1, i_2} > 0\}.
\]

For \((i_1, \ldots, i_T) \in I\) we define \( \hat{C}_{i_1...i_T} = C_{i_1...i_T}, (\hat{\mu}_t)_{i_t} = (\mu_t)_{i_t}, (\hat{d}_t)_{i_t} = (d_t)_{i_t} \), and \( \hat{R}^{(t_1, t_2)}_{i_1, i_2} = R^{(t_1, t_2)}_{i_1, i_2} \).

Consider the problem

\[
\begin{array}{ll}
\text{minimize} & \sum_{(i_1, \ldots, i_T) \in I} \hat{C}_{i_1...i_T} M_{i_1...i_T} + \varepsilon D(\hat{M}) \\
\text{subject to} & P_t(\hat{M}) = \hat{\mu}_t, \quad \text{for } t \in \tilde{V}_1, \\
& P_t(\hat{M}) \leq \hat{d}_t, \quad \text{for } t \in \tilde{V}_2, \\
& P_{t_1, t_2}(\hat{M}) = \hat{R}^{(t_1, t_2)}_{i_1, i_2}, \quad \text{for } (t_1, t_2) \in \tilde{E},
\end{array}
\]

(33)
where the definition of $D(M)$, $P_i(M)$, and $P_{t_1,t_2}(M)$ is relaxed to the case where the argument
is not a tensor. The proof of Theorem 3 can be mirrored for the case where the variable is not
a tensor. Thus, the optimal solution to (33) can be written as $M_{i_1\ldots i_T} = K_{i_1\ldots i_T} U_{i_1\ldots i_T}$, where
$K_{i_1\ldots i_T} = \exp(-C_{i_1\ldots i_T}/\epsilon)$, and

$$
\hat{U}_{i_1\ldots i_T} = \left( \prod_{t \in \hat{V}} (\hat{u}_t)_{i_t} \right) \left( \prod_{(t_1,t_2) \in \hat{E}} \hat{U}^{(t_1,t_2)}_{i_{t_1} i_{t_2}} \right),
$$

where $(i_1,\ldots, i_T) \in I$. Now, define the tensors $K = \exp(-C/\epsilon)$ and $U \in \mathbb{R}^{n_1 \times \cdots \times n_T}$, which is con-
structed as in (29), where

$$(u_t)_{i_t} = \begin{cases} (\hat{u}_t)_{i_t}, & \text{if it is defined,} \\ 0, & \text{otherwise.} \end{cases} \quad U^{(t_1,t_2)}_{i_{t_1} i_{t_2}} = \begin{cases} \hat{U}^{(t_1,t_2)}_{i_{t_1} i_{t_2}}, & \text{if it is defined,} \\ 0, & \text{otherwise.} \end{cases} \quad (34)$$

Then by construction $M = K \otimes U$ is an optimal solution to (28).

The Sinkhorn iterations for problem (28) can be derived as a block-coordinate ascend method
in the dual problem (30), as summarized in the following proposition.

**Proposition 1.** Assume (28) has a feasible solution as in the assumptions of Theorem 4. Let
$K = \exp(-C/\epsilon)$ and $U$ as defined in (29). Then, the iterative scheme

$$
U^{(t_1,t_2)} \leftarrow U^{(t_1,t_2)} \odot R^{(t_1,t_2)} \odot P_{t_1,t_2}(K \otimes U), \quad \text{for } (t_1,t_2) \in \hat{E} \quad (35a)
$$

$$
u_t \leftarrow u_t \odot \mu_t, \quad \text{for } t \in \hat{V} \quad (35b)
$$

$$
u_t \leftarrow \min(u_t \odot d_t, \nu_t), \quad \text{for } t \in \hat{V} \quad (35c)
$$

converges linearly, and in the limit point the optimal solution of (28) is given by $M = K \otimes U$.

**Proof:** We first assume that the stronger assumptions from Theorem 3 hold. The scheme is
derived as a block coordinate ascent method in the dual (30). This is to maximize the objective
with respect to one set of dual variables while keeping the other dual variables fixed, i.e., to perform
the updates

$$
\Lambda^{(t_1,t_2)} \leftarrow \arg \max_{\Lambda^{(t_1,t_2)} \in \mathbb{R}^{n_1 \times n_2}} -\epsilon(K, U) - \langle \Lambda^{(t_1,t_2)}, R^{(t_1,t_2)} \rangle, \quad \text{for } (t_1,t_2) \in \hat{E} \quad (36a)
$$

$$
\lambda_t \leftarrow \arg \max_{\lambda_t \in \mathbb{R}^{n_T}} -\epsilon(K, U) - \langle \lambda_t, \mu_t \rangle, \quad \text{for } t \in \hat{V} \quad (36b)
$$

$$
\lambda_t \leftarrow \arg \max_{\lambda_t \in \mathbb{R}^{n_T}} -\epsilon(K, U) - \langle \lambda_t, d_t \rangle, \quad \text{for } t \in \hat{V} \quad (36c)
$$

The objectives of the unconstrained problems (36a) and (36b) are strictly concave, and thus a
necessary and sufficient condition for optimality is that the respective gradient vanishes. Note that
for each $(t_1,t_2) \in E$ the gradient of (36a) with respect to $\Lambda^{(t_1,t_2)}$ is

$$
\exp(-\Lambda^{(t_1,t_2)}/\epsilon) \odot \left( \sum_{i_0\ldots,i_T \setminus \{i_t,i_{t_2}\}} K_{i_0\ldots,i_T} \left( \prod_{t \in \hat{V}} (u_t)_{i_t} \right) \left( \prod_{(t_1,t_2) \in \hat{E} \setminus (i_t,i_{t_2})} U_{i_{t_1} i_{t_2}}^{(t_1,t_2)} \right) \right) - R^{(t_1,t_2)},
$$

and setting it to zero gives (35a). Similarly, for $t \in V_-$ the gradient of (36b) with respect to $\lambda_t$ is

$$
\exp(-\lambda_t/\epsilon) \odot \left( \sum_{i_0\ldots,i_{t-1},i_{t+1},\ldots,i_T} K_{i_0\ldots,i_T} \left( \prod_{\tau \in \hat{V} \setminus \{t\}} (u_\tau)_{i_\tau} \right) \left( \prod_{(t_1,t_2) \in \hat{E}} U_{i_{t_1} i_{t_2}}^{(t_1,t_2)} \right) \right) - \mu_t.
$$
which yields (35b). Finally, note that the objective in (36c) can be written as

\[
\sum_{t} \left( -\epsilon e^{-\left(\lambda_{t}\right)_{it}} \left( \sum_{i_{0},\ldots,i_{t-1},i_{t+1},\ldots,i_{T}} K_{i_{0},\ldots,i_{T}} \left( \prod_{\tau \in \tilde{V} \setminus \{t\}} (u_{t})_{i_{\tau}} \right) \left( \prod_{(t_{1},t_{2}) \in E} (U_{i_{t_{1}},i_{t_{2}}})^{(t_{1},t_{2})} \right) \right) -(\lambda_{t})_{it} d_{it} \right).
\]

Thus, the maximization in (36c) can be performed in each element of \( \lambda_{t} \) individually. If the derivative of the objective in (36c) with respect to \((\lambda_{t})_{it}\) vanishes for a feasible, i.e., non-negative, point, then this is the global maximizer. Otherwise, the maximizer is the projection on the feasible set, i.e., \((\lambda_{t})_{it} = 0\). This yields (35c). The linear convergence of the scheme follows from [45].

In case the assumptions in Theorem 4 are satisfied, we perform a block coordinate ascent in the dual of (33). The dual variables can then be augmented by zero-entries as in (34) to arrive at the scheme in the Proposition.

Computing the projections of \( K \odot U \) in Proposition 1 is in general still expensive, since computing the sums in (6) and (15) requires \( \mathcal{O}(n^T) \) operations. However, in the dynamic minimum-cost flow problems, there are additional structures in the cost tensor \( C \), and thus in the tensor \( K \). Namely, these tensors decouple according to the graphs in Figures 3 and 4. The next subsections describe how these structures can be utilized in order to efficiently compute the projections needed to apply the scheme in Proposition 1.

4.2. Sinkhorn’s method for the dynamic minimum-cost flow problem. Recall that the dynamic minimum-cost flow problem (18) is a multi-marginal optimal transport problem. In particular, it can be written on the form (27), where \( \tilde{V} = \{1, T\}, \tilde{V}_c = \{2, \ldots, T - 1\} \) and \( E = \emptyset \). Adding the entropy term (8) yields then an entropy regularized problem (28), which in this case explicitly reads

\[
\min_{M \in \mathbb{R}_{+}^{n \times T}} \langle C, M \rangle + \epsilon D(M)
\]

subject to

\[
P_{t}(M) \leq d_{t}, \quad \text{for} \quad t = 2, \ldots, T - 1
\]

\[
P_{1}(M) = \mu_{1},
\]

\[
P_{T}(M) = \mu_{t},
\]

where \( C \) is defined by

\[
C_{i_{1},\ldots,i_{T}} = \sum_{t=1}^{T} c_{it} + \sum_{t=1}^{T-1} C_{i_{t}i_{t+1}}.
\]

REMARK 2. Without the inequality constraints \( P_{t}(M) \leq d_{t} \), and with zero cost on the edges, \( c = 0 \), the entropy-regularized problem (37) is a discrete Schrödinger bridge problem [50, 30, 31]. The Schrödinger bridge problem is tightly connected to optimal transport [14, 41]. It is a popular tool in ensemble control applications, as it provides a framework for steering a given distribution, i.e., an ensemble of agents, to a target one [15, 12]. In particular, network flow problems of this form have previously been considered in [16, 17, 18]. This connection to the Schrödinger bridge problem gives another motivation for adding the regularizing entropy term to the objective of (18). Namely, the Schrödinger bridge problem on a network can be interpreted as an ensemble of agents, which are each evolving according to a Markov chain [30, 50]. The entropy term thus induces a stochastic component to the problem, which yields a more smoothed out solution. Therefore, the solutions to the regularized problem (37) can be understood as robust transport plans [16, 17, 18].

According to Theorem 4, the solution to the regularized problem (37) is of the form \( M = K \odot U \), where

\[
K_{i_{1},\ldots,i_{T}} = \left( \prod_{t=1}^{T} k_{it} \right) \left( \prod_{t=1}^{T-1} K_{i_{t}i_{t+1}} \right),
\]
The Sinkhorn algorithm (efficiently \[\text{Proposition 2}\] in particular, the solution is found by iterating

\[
\begin{align*}
\text{Initialize } & \ u_1, \ldots, u_T, \ t = 1, \ \hat{\varphi}_1 = 1, \ \varphi_T = 1 \\
\text{while } & \text{Not converged do} \\
\text{for } & \ t = T - 1, \ldots, 1 \text{ do} \\
\text{Update } & \varphi_t \leftarrow K(u_{t+1} \odot k_{t+1} \odot \varphi_{t+1}) \\
\text{end for} \\
\text{Update } & \ u_1 \leftarrow \mu_1 / \varphi_1 \\
\text{for } & \ t = 2, \ldots, T - 1 \text{ do} \\
\text{Update } & \hat{\varphi}_t \leftarrow K^T(u_{t-1} \odot k_{t-1} \odot \hat{\varphi}_{t-1}) \\
\text{Update } & \ u_t \leftarrow \min (d_t / (\varphi_t \odot \hat{\varphi}_t \odot k_t), 1) \\
\text{end for} \\
\text{Update } & \ u_T \leftarrow \mu_T / \varphi_T \\
\text{end while} \\
\text{return } & \ u_1, \ldots, u_T
\end{align*}
\]

with \( k = \exp(-c/\epsilon) \) and \( K = \exp(-C/\epsilon) \), and \( U = u_1 \odot \cdots \odot u_T \). The components of the tensor \( U \) can be found utilizing Proposition 1. In particular, the solution is found by iterating

\[
\begin{align*}
\text{Initialize } & \ u_t \leftarrow u_t \odot \mu_t / P_t(K \odot U), \quad \text{for } t = 1, T, \\
\text{Initialize } & \ u_t \leftarrow \min (u_t \odot d_t / (P_t(K \odot U))_1), \quad \text{for } t = 2, \ldots, T - 1. \\
\end{align*}
\]

In this case, where the cost decouples according to a path graph, the projections can be computed efficiently \[\text{Proposition 2}\]. Namely, the projections for this problem are of the form

\[
P_t(K \odot U) = u_t \odot k_t \odot \hat{\varphi}_t \odot \varphi_t,
\]

for \( t = 1, \ldots, T \), where

\[
\begin{align*}
\hat{\varphi}_t &= K^T \text{diag}(u_{t-1} \odot k_{t-1}) K^T \cdots \text{diag}(u_2 \odot k_2) K^T (u_1 \odot k_1), \\
\varphi_t &= K \text{diag}(u_{t+1} \odot k_{t+1}) K \cdots \text{diag}(u_{T-1} \odot k_{T-1}) K (u_T \odot k_T).
\end{align*}
\]

The Sinkhorn algorithm (38) is summarized in Algorithm 1.

Note that intermediate results of (40a) and (40b) are stored, and the updates in (38) are scheduled such that for each update only one matrix-vector multiplication needs to be performed. Thus, in the case of a dense matrix \( K \), one iteration sweep, i.e., once updating all vectors \( u_t \), for \( t = 1, \ldots, T \), is of complexity \( O(Tn^2) \). However, for sparse networks the matrix \( K \) is also sparse, and thus the matrix multiplications required to compute the projections (39) via (40) become even more efficient, as discussed in the following remark.

Remark 3. Note that \( K_{ij} = 0 \) if \( (i, j) \notin \mathcal{E} \), and \( K_{ij} > 0 \) if \( (i, j) \in \mathcal{E} \). Thus, multiplication with a vector \( v \in \mathbb{R}^n \) can be performed as

\[
(Kv)_i = \sum_{j \in N(i)} K_{ij} v_j.
\]

This multiplication is of order \( O(\Delta(N) \cdot n) \), where \( \Delta(N) \) is the maximum degree of \( N \), i.e., the highest number of neighboring nodes among the nodes \( V \). The complexity of one iteration sweep in Algorithm 1 is thus \( O(Tn\Delta(N)) \).
4.3. Sinkhorn’s method for the dynamic multi-commodity minimum-cost flow problem. Similarly to the previous section, the multi-commodity problem (24) is also a multi-marginal optimal transport problem of the form (27). In particular, here the constraint sets are \(V_n = \emptyset, \ V_s = \{2, \ldots, T - 1\} \) and \(E = \{(0, 1), (0, T)\}\). Regularizing the problem with an entropy term, it is of the form (28), which in this case reads

\[
\begin{align*}
\text{minimize} & \quad \langle C, M \rangle + \epsilon D(M) \\
\text{subject to} & \quad P_{0,1}(M) = R^{(0,1)} , \\
& \quad P_{0,T}(M) = R^{(0,T)} , \\
& \quad P_t(M) \leq d_t, \quad \text{for } t = 2, \ldots, T - 1,
\end{align*}
\]

where \(C\) is defined by

\[
C_{i_0 \ldots i_T} = \sum_{t=2}^{T-1} (C_L)_{i_0 i_t} + \sum_{t=1}^{T-1} C_{i_{t+1} i_t}.
\]

The solution to (41) can again be expressed in terms of its dual variables, as described in Theorem 4. In particular, the optimal mass transport plan is of the form \(M = K \otimes U\), where \(K\) factorizes as

\[
K_{i_0 \ldots i_T} = \left(\prod_{t=2}^{T-1} (K_L)_{i_0 i_t}\right) \left(\prod_{t=1}^{T-1} K_{i_{t+1} i_t}\right),
\]

where \(K_L = \exp(-C_L/\epsilon)\) and \(K = \exp(-C/\epsilon)\). Moreover, the tensor \(U\) is of the form

\[
U_{i_0 \ldots i_T} = U^{(0,1)}_{i_0 i_1} U^{(0,T)}_{i_T i_1} \prod_{t=2}^{T-1} (u_t)_{i_t},
\]

and its components can be found according to Propositions 1 by iteratively updating

\[
U_t \leftarrow U_t^{(0,t)} \odot R^{(0,t)} / P_{0,t}(K \odot U), \quad \text{for } t = 1, T,
\]

\[
u_t \leftarrow \min \left(\nu_t \odot d_t / P_t(K \odot U, 1)\right), \quad \text{for } t = 2, \ldots, T - 1.
\]

Again, the tensor \(K \odot U\) has a graph structure, which is illustrated in Figure 4. This graph contains cycles, and thus the results from [31] cannot be utilized. Nevertheless, the projections can be computed relatively efficiently, as demonstrated by the next theorem.

THEOREM 5. Consider the tensors \(K = \exp(-C/\epsilon)\), with \(C\) defined as in (23) and \(\epsilon > 0\), and \(U\) in (43). With the matrices \(K_L = \exp(-C_L/\epsilon)\) and \(K = \exp(-C/\epsilon)\), define

\[
\hat{\Psi}_t = \begin{cases} 
U^{(0,1)}_{i_0 i_1} K, & t = 2, \\
(\hat{\Psi}_{i-1} \odot K_L) \text{diag}(u_{i-1}) K, & t = 3, \ldots, T,
\end{cases}
\]

and

\[
\Psi_t = \begin{cases} 
U^{0,T} K^T, & t = T - 1, \\
(\Psi_{i+1} \odot K_L) \text{diag}(u_{i+1}) K^T, & t = 1, \ldots, T - 2.
\end{cases}
\]

Then, the bi-marginal projections of the tensor \(K \odot U\) are

\[
\begin{align*}
P_{0,1}(K \odot U) &= U^{(0,1)} \odot \Psi_1 \\
P_{0,T}(K \odot U) &= U^{(0,T)} \odot \Psi_T \\
P_{0,t}(K \odot U) &= \left(\hat{\Psi}_t \odot \Psi_t \odot K_L\right) \text{diag}(u_t), \quad \text{for } t = 2, \ldots, T - 1.
\end{align*}
\]
Proof: Note that the tensor $K = \exp(- C/\varepsilon)$ is element-wise defined as in (42), thus the bi-marginal projections of the tensor $K \odot U$ on the marginals $0$ and $t$, where $t \in \{2, \ldots, T-1\}$, are given by

$$
P_{0,t}(K \odot U) = \sum_{i_1, \ldots, i_{t-1}, i_{t+1}, \ldots, i_T} \left( \prod_{s=1}^{T-1} K_{i_{si_{s+1}}} \right) \left( \prod_{s=2}^{T-1} (K_L)_{i_{0si}} \right) U_{i_{0i_1}i_1}^{(0,1)} \prod_{s=2}^{T-2} (u_{is})_{is}
$$

where

$$
\hat{\Psi}_t = \sum_{i_1, \ldots, i_{t-1}} U_{i_{0i_1}}^{(0,1)} K_{i_{1i_2}} \left( \prod_{s=2}^{t-1} (K_L \text{diag}(u_{is}))_{i_{0is}} K_{is_{s+1}} \right),
$$

and

$$
\Psi_t = \sum_{i_{t+1}, \ldots, i_T} U_{i_{ti_T}}^{(0,T)} K_{i_{t-1}i_T} \left( \prod_{s=t+1}^{T-1} (K_L \text{diag}(u_{is}))_{i_{0is}} K_{is_{s+1}} \right).
$$

These terms lead to the recursive definitions of $\hat{\Psi}_t$ and $\Psi_t$ in (45) and (46). The projections $P_{0,1}(K \odot U)$ and $P_{0,T}(K \odot U)$ are derived similarly. □

The projections on one marginal can then be found by projecting the bi-marginal projections in (47) on one of the marginals, which yields the following.

**Corollary 1.** The marginals of the tensor $K \odot U$ in Theorem 5 are given by

$$
P_t(K \odot U) = u_t \odot \left( \hat{\Psi}_t \odot \Psi_t \odot K_L \right)^T \mathbf{1}, \quad \text{for } t = 2, \ldots, T-1,
$$

$$
P_0(K \odot U) = \left( \hat{\Psi}_t \odot \Psi_t \odot K_L \right) u_t.
$$

Theorem 5 and Corollary 1 describe an efficient way to compute the projections required for the Sinkhorn scheme (44), and the resulting computational method is summarized in Algorithm 2. Similarly to the algorithm for the single-commodity setting, intermediate results can be stored and utilized.

**Remark 4.** The computational bottleneck of the Sinkhorn iterations lies in updating the projections. One iteration sweep of the Sinkhorn iterations requires updating each of the matrices in (45) and (46) once. For dense matrices $K$ each of these updates is of complexity $O(Ln^2)$, and thus one full iteration sweep can be done in $O(TLn^2)$. However, as noted in Remark 3, the matrix $K$ inherits the sparsity of the network, and this can be exploited to perform the matrix multiplications in (45) and (46) more efficiently. Thus, the complexity of the matrix-matrix multiplication is decreased to $O(\Delta(N) \cdot Ln)$, and one full iteration sweep can be done in $O(T \Delta(N) \cdot Ln)$.

**Remark 5.** In Section 3.2 we have formulated the multi-tensor problem (22) as the one-tensor problem (24) in order to bring it on the form of a graph-structured optimal transport problem (27) and then solve it. Alternatively, we could have regularized each of the $L$ optimal transport problems in (22) separately, yielding the regularized problem

$$
\text{minimize } \sum_{i=1}^{L} \left( (C, M^\ell) + \varepsilon D(M^\ell) \right)
$$

subject to

$$
P_1(M^\ell) = \mu_1^\ell, \quad \ell = 1, \ldots, L,
$$

$$
P_T(M^\ell) = \mu_T^\ell, \quad \ell = 1, \ldots, L,
$$

$$
\sum_{\ell=1}^{L} P_t(M^\ell) \leq d \quad \text{for } t = 2, \ldots, T-1,
$$

where $d$ is the demand.
Algorithm 2 Scheme for solving the dual of the regularized dynamic multi-commodity flow problem (41)

Initialize $u_2, \ldots, u_{T-1}, U^{(0,1)}, U^{(0,T)}$
Compute $\Psi_t$, for $t = 1, \ldots, T$

while Not converged do
  Update $U^{(0,1)} \leftarrow R^{(0,1)}/\Psi_1$
  Update $\hat{\Psi}_2 \leftarrow U^{(0,1)}K$
  for $t = 2, \ldots, T-1$ do
    Update $u_t \leftarrow \min \left( d./((\hat{\Psi}_t \circ \Psi_t \circ K)^T 1), 1 \right)$
    Update $\hat{\Psi}_{t+1} \leftarrow (\hat{\Psi}_t \circ K_L)\text{diag}(u_t)K$
  end for
  Update $U^{(0,T)} \leftarrow R^{(0,T)}/\hat{\Psi}_T$
  Update $\Psi_{T-1} \leftarrow U^{(0,T)}K^T$
  for $t = T-1, \ldots, 2$ do
    Update $\Psi_{t-1} \leftarrow (\Psi_t \circ K_L)\text{diag}(u_t)K^T$
  end for
end while

return $u_2, \ldots, u_{T-1}, U^{(0,1)}, U^{(0,T)}$

where $C$ is defined as in (16). In fact, this problem is equivalent to the regularized problem (41). Moreover, in this representation the Sinkhorn iterations are given by

$$u_t \leftarrow u_t \circ P_t(K^t \circ U^t), \quad \text{for } t = 1, \ldots, L$$

$$u_t \leftarrow \min \left( u_t \circ d./\left( \sum_{t \in L} P_t(K^t \circ U^t) \right), 1 \right), \quad \text{for } t = 2, \ldots, T - 1$$

$$u_{T-1} \leftarrow u_{T-1} \circ \mu_T \circ (K^T \circ U^t), \quad \text{for } \ell = 1, \ldots, L$$

and these are equivalent to the Sinkhorn iterations derived above (cf. (44)). Recall from Section 3.3 that one convenient feature of formulation (22) is that it can be easily extended to allow for commodities that enter and leave the network at different times. Therefore, as can be seen here, such problems can also be solved efficiently.

5. Simulations. In this Section we illustrate the computational efficiency of our proposed framework. First, we compare its performance with a Simplex solver on two different types of networks. Finally, we illustrate it in a traffic routing problem with a large number of commodities.

5.1. Performance study on a sparse grid network. We first consider a dynamic multi-commodity minimum-cost network flow problem on a sparse network. To this end, let $\mathcal{N}$ be a grid of $10 \times 10$ nodes, and let the source $\mathcal{S}^+$ for all commodities be an incoming edge to one corner of the square, and let the sink $\mathcal{S}^-$ be an outgoing edge from the opposite corner. Thus, the total number of directed edges is $n = 84$. Moreover, in this set-up the sink and source can be understood as the two corner vertices. We consider the case of $L = 50$ commodities, and let the total flow of each commodity be 1, that is $\mu_0 = 1$. Moreover, the capacity vector $d \in \mathbb{R}^n_+$ is defined as $d_i = L$ for $i \in \{\mathcal{S}^+ \cup \mathcal{S}^-\}$, and $d_i = 1$ otherwise. Here we do not allow for intermediate storage on the vertices or the edges, except in the sink and source. This problem is solved for a time horizon of $T = 80$ utilizing Algorithm 2. We also solve the problem in node-edge formulation (cf. [26, 55]) in the time-expanded network using the solver CPLEX [35]. In our experiments we observed that CPLEX performs best when using the dual simplex algorithm, and we thus assign this algorithm when
calling CPLEX to decrease its start-up time. We run this problem for 10 different experiments, where in each trial the cost for a unit flow of each commodity on each edge is randomly assigned from a uniform distribution on $[0, 1]$, that is we let $c^\ell_e \sim \text{Unif}([0, 1])$, for $\ell = 1, \ldots, L$, and $e \in \mathcal{E}$.

Figure 5 shows some measures of error as a function of computation time. The error in the objective value compares the objective value of the current solution to the optimal objective value. Note that our proposed algorithm is based on the regularized problem (41), and therefore cannot achieve the true objective value. However, the smaller the regularization parameter $\epsilon$, the closer we get to the true optimum. Since CPLEX utilizes a dual simplex method, its solution becomes meaningful only after the last iteration, in the sense that not all constraints are fulfilled for the intermediate iterates. In particular, this is the case for the flow balance constraint. In contrast, when solving (41) using Algorithm 2, the intermediate iterates by construction satisfy the flow balance constraints in the nodes, and they also satisfy the mismatch in the sinks and sources to machine precision. Moreover, Algorithm 2 converges linearly to the optimal solution of (41).

With the smallest tested regularization parameter, $\epsilon = 0.01$, the capacity constraints are satisfied in about 0.1 seconds. On the other hand CPLEX takes more than 10 seconds to find a solution, which is two orders of magnitude longer than Algorithm 2. Note that state-of-the-art methods for multi-commodity flows can typically not be expected to improve the run time by more than an order of magnitude as compared to standard LP solvers [4, 52, 40]. Our proposed algorithm is thus competitive with specialized state-of-the-art methods for network flow problems.

5.2. Performance study on a dense random network. Next, we study the performance of Algorithm 2 in a less favourable setting. Here we consider a dense random network with 40 nodes. Between each (ordered) pair of nodes we create a directed edge with probability $1/2$. The expected value of the number of edges in the network is thus $\binom{40}{2} = 780$. Moreover, we allow for intermediate storage in the nodes, but not in the edges. Therefore, we augment the state space by the set of nodes as described in Section 3.3, and the expected size of the distributions support is
Figure 6. Performance study on a larger dense random network. The plots show the $L_1$-norm of the objective value error and constraint mismatches of the current solution over time. Circles denote each experiment's outcome, and the full lines are plotted between their means. The machine precision is $10^{-16}$.

thus $E[n] = 820$. We equip each of the $L = 100$ commodities with a random source and sink on the set of nodes. The total flow of each commodity is set to 1, i.e., $\mu_0 = 1$, and the capacity vector $d \in \mathbb{R}_+^n$ is defined as $d_i = 1$, if $i \in \mathcal{E}$, and $d_i = L$, if $i \in \mathcal{V}$. As in the previous example, the cost for each commodity and each edge is assigned from a uniform distribution on $[0, 1]$. Moreover, the cost for intermediate storage on the nodes is 0. We solve the problem for $T = 100$ time intervals using Algorithm 2 and solve its node-edge formulation in the time-expanded network with the dual simplex algorithm in CPLEX. Here, the time expanded network has 4000 nodes and in the mean 81180 edges.

The performance for 10 trials of the described setup is illustrated in Figure 6. Qualitatively, we see a similar behavior as in the performance study for the sparse network in Section 5.1. In particular, as in the previous example, in contrast to the intermediate iterates produced by our method, the intermediate iterates produced by CPLEX do not correspond to flows since the flow balance constraint is in general not fulfilled. Moreover, our method converges linearly to an optimal solution of (41), and with the smallest tested regularization parameter $\epsilon = 0.0025$ Algorithm 2 gives a good approximation to the optimal solution in about one second, whereas the CPLEX solver requires about 15 seconds to find a solution. Even in the less favourable setting of a dense network with intermediate storage on the nodes we thus still get an approximate solution in less than an order of magnitude of CPLEX’s run-time.

5.3. Traffic routing problem with a large number of commodities. We apply our framework to a traffic routing problem in the street network illustrated in Figure 7, which consists of 57 nodes and 150 directed edges. Let every node be both a sink and a source, and as described in Section 3.3 we thus let the state space be of size $n = 150 + 2 \cdot 57 = 264$. Assume that there is an equal amount of 10 agents travelling between every pair of nodes. This can be modelled by associating each node with one commodity, and imposing that every commodity is initially uniformly distributed on the set of sources, and finally concentrated in the associated sink node. In
Figure 7. Map of a street network. Every edge represents two directed edges, one in each direction. Broader edges represent highways. The three stars represent three different commodities' sinks.

In particular, this means that the number of commodities is $L = 57$, and the two matrix constraints in (24) are defined by the matrices $R^{(0,1)}, R^{(0,T)} \in \mathbb{R}_{+}^{L \times n}$ with entries

$$R^{(0,1)}_{\ell,i} = \begin{cases} 10, & \text{if } i \in S^{+}_\ell = \mathcal{V}, \\ 0, & \text{otherwise}, \end{cases} \quad R^{(0,T)}_{\ell,i} = \begin{cases} 570, & \text{if } i \in S^{-}_\ell, \\ 0, & \text{otherwise}. \end{cases}$$

We consider the scenario with intermediate storage in the edges, but without storage on the nodes. However, agents are permitted to stay in their respective sink and source, but once they leave their source they may not return to it, and once they reach their sink they may not leave it. This structure is imposed by the cost matrix $C$ as defined in (26). The wider streets in Figure 7 describe highways, and we denote the set of highways as $\mathcal{H}$. Since our framework assumes uniform travel time on all edges, the fact that the roads in $\mathcal{H}$ are longer than the other roads models that agents can drive faster on the highway. Let $l_i$ denote the Euclidean length of road $i \in \mathcal{E}$. We define the capacities for each state as

$$d_i = \begin{cases} 100l_i, & \text{if } i \in \mathcal{H}, \\ 20l_i, & \text{if } i \in \mathcal{E} \setminus \mathcal{H}, \\ 100L, & \text{if } i \in \mathcal{S}. \end{cases}$$

The cost for an agent to be in any of the states is defined in the matrix $C_L$. The costs are assumed equal for all agents and defined for all commodities $\ell = 1, \ldots, L$ as

$$(C_L)_{\ell i} = \begin{cases} 0.01, & \text{if } i \in S^{+}, \\ 0.1, & \text{if } i \in \mathcal{E}, \\ 0, & \text{if } i \in S^{-}. \end{cases}$$

Thus, the central controller aims to minimize the time agents spend inside the network, and makes them reach the sink early rather than wait in the source. We consider the problem with final time $T = 30$. The problem is solved using Algorithm 2 with regularization parameter $\epsilon = 0.01$. For the three commodities associated with the sinks highlighted in Figure 7, the optimal flows are visualized in Figure 8. One can see that traffic is sent at all places in the network, and finally concentrates towards the three sinks. For the three commodities the amount of agents in the sources, roads, and sinks, respectively, is plotted over time in Figure 9(a). The total flows distribution over source, roads, and sink over time can be seen in the blue lines in Figure 9(b). At the first time instance
Figure 8. The optimal traffic flow over time for three of the commodities.

(a) Number of agents in sources, roads, and sinks, over time for the three commodities in Figure 8.

(b) Blue curves correspond to all agents in the scenario in Figure 8. Green and red curves describe the scenario, where the cost for staying in a source is equal to the cost on the roads (0.1) and to the cost for staying in a sink (0), respectively.

Figure 9. Agents status over time.

many agents are sent from the sources into the network. Towards the end of the time interval less and less agents are on the roads.

We also vary the cost for agents to stay in the source, see Figure 9(b). Clearly, if the cost for being in a source is increased to \((C_L)_{\ell i} = 0.1\), for \(i \in \mathcal{S}^+\) and \(\ell = 1, \ldots, L\), more agents are sent into the network early on. If the cost for being in a source is equal to being in a sink, i.e., \((C_L)_{\ell i} = 0\), for \(i \in \mathcal{S}^+\) and \(\ell = 1, \ldots, L\), the amount of flow on the roads over time looks very symmetric.

Finally, we consider a scenario where a second type of commodity is present in the network. Therefore, the total amount of commodities is increased to \(2L = 114\). We interpret the first set of \(L\) commodities as cars and denote them as \(\mathcal{L}_C\). The second set of \(L\) commodities are interpreted as trucks and denoted by \(\mathcal{L}_T\). For each set of commodities, the initial and final distributions are defined as before, but the number of agents in each commodity is halved in order to get the same
total number of agents. That is, we define the new constraint matrices \( \hat{R}^{(0,1)}, \hat{R}^{(0,T)} \in \mathbb{R}_+^{2L \times n} \) as
\[
\hat{R}^{(0,1)} = \frac{1}{2} \begin{bmatrix} R^{(0,1)}_{(0,1)} \end{bmatrix}, \quad \hat{R}^{(0,T)} = \frac{1}{2} \begin{bmatrix} R^{(0,T)}_{(0,1)} \end{bmatrix}.
\]

For the agents in \( L_C \), the costs to be on an edge, sink or source is defined as before, i.e., for \( \ell \in L_C \), it is given by (48). Trucks are incentivized to use highways as much as possible by an increased cost for agents in \( L_T \) to be on small roads. Thus, we define the modified cost matrix \( \hat{C}_L \in \mathbb{R}_+^{2L \times n} \) by
\[
(C_L)_{\ell i} = \begin{cases} 
(C_L)_{\ell i}, & \text{if } \ell \in L_C \\
0.01, & \text{if } \ell \in L_T, i \in S^+ \\
0.1, & \text{if } \ell \in L_T, i \in H \\
0.7, & \text{if } \ell \in L_T, i \in E \setminus H \\
0, & \text{if } \ell \in L_T, i \in S^-.
\end{cases}
\]

The rest of the problem is set up as before, and we solve it with Algorithm 2 and regularization parameter \( \epsilon = 0.01 \). For each of the three sinks highlighted in Figure 7, we consider the two associated commodities, and show the number of agents on the small roads and highways over time in Figure 10. As expected, the trucks avoid the small roads and mainly use the highways. In order to not exceed the capacity constraints on the highways, the cars are thus forced to the small roads.

6. Conclusion. We have developed a novel framework for dynamic network flow problems, which is based on formulating the problem as a structured multi-marginal optimal transport problem. Regularizing the problem with an entropy term opens up for efficiently finding an approximate solution. By taking advantage of the graph-structure in the optimal transport formulations, we derived a scheme that is computationally highly efficient, as well as easy to implement. Its competitiveness with state-of-the-art methods for network flow problems is experimentally illustrated in performance studies and on a traffic routing problem with a huge number of commodities.
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