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Abstract: One of the basic objectives of the European Union’s energy policy is to obtain and use energy in a sustainable way. Multiple-criteria decision making (MCDM) methods, in particular linear ordering based on the synthetic variable procedure, are used for comparative analyses of the level of energy sustainability. Despite many studies, the problem of choosing the optimal ordering method is still not fully resolved. This paper presents an original procedure that facilitates the selection of an effective method of the linear ordering of multi-feature objects for the evaluation of sustainable energy development of regions. What is understood as the effective ordering of regions is not only the effective ranking of objects but also their effective clustering. In order to obtain the best results of linear ordering, the authors put forward a multi-stage optimization of the selection of the method of ordering and normalization of diagnostic variables. Analysis of variance was used for the assessment of the object ranking quality, while for the assessment of the object clustering quality, an innovative approach was presented based on the analysis of the empirical distribution of the frequency of occurrence of the distance between objects. The linear ordering method, selected on the basis of the procedure proposed in the paper, was used to assess the energy sustainability of Polish regions. The calculations and analyses were carried out using the set of indicators developed by the authors. They characterize the sustainable energy development of regions in the social, economic, and environmental dimensions.
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1. Introduction

The cornerstone of the development of each society is economic growth. A crucial factor in this achievement is access to energy, which should be permanent and relatively harmless to the environment, as indicated by the principles of sustainable energy development. Sustainable energy development is not a solution that is competitive to the general principles of sustainable development but should rather be regarded as their expansion that takes into account the distinctive nature of energy management.

Though widely used, the concept of sustainable energy is still rather ambiguous. In an intuitive way, it is understood as obtaining energy in a method that is as little harm to the environment as possible, preferably from renewable sources, and increasing energy efficiency, while ensuring adequate energy security that takes into account the needs of the present and future generations, as well as social, economic, and environmental aspects of human development.

Sustainable energy development is one of the basic objectives of the European Union’s (EU) energy policy. It assumes reducing greenhouse gas emissions by at least 40%, a 32% share of renewable energy
sources (RESs) in the overall balance of energy consumption in the EU, and increasing the EU energy efficiency by at least 32.5% by 2030 [1].

Implementation of the concept of sustainable energy requires an evaluation of the progress and differences in this regard. In order to evaluate compliance of energy development with the objectives defined by the European Union, appropriate indicators are required. Various international and national institutions have been trying to work out a solution for years. One of the first significant works on energy indicators for sustainable development was published by the International Atomic Energy Association (IAEA) [2]. Energy indicators are also described in the publications of such European authorities and agencies as Eurostat [3], the International Energy Agency [4], Renewable Energy Policy Network for the 21st Century (REN21) [5], and International Renewable Energy Agency (IRENA) [6], as well as in statistics of individual states. In addition, many researchers have been putting forward their own suggestions in this area, either referring to the above-mentioned studies and documents or by creating their own databases [7,8].

The main objective of all these works is to come up with reliable indicators that would characterize energy in the sustainable development model. However, they cannot be regarded as a set of indicators for monitoring sustainable energy development by themselves. The need for such a set of indicators has been repeatedly mentioned [9–11], and although the scope of collected statistical data that can be used to describe sustainable energy development is constantly expanding, it is still insufficient, especially in terms of regional and local energy management [8,12–14].

Sustainable energy development can be evaluated from various perspectives, such as the potential of renewable sources, energy efficiency, or energy security [12,15–18]. One can also attempt to take into account all the factors that define sustainable energy simultaneously. Each of the above-mentioned issues is a complex problem that usually requires multi-feature characteristics.

The selected diagnostic variables can be examined individually or after aggregation using multiple-criteria decision making (MCDM). The use of MCDM methods in energy sustainability analyses is growing rapidly [19]. Their use in solving RES problems is also growing, which, in addition to energy efficiency, constitutes a fundamental pillar of energy sustainability [20,21].

MCDM methods, in particular linear ordering based on the synthetic variable procedure, are often used in sustainability analysis at the national and regional level, mainly to support policy-makers.

Most of the multi-criteria problems are solved by arbitrarily selected methods. However, different methods of normalization, weighting, and aggregation of data often give significantly different results when solving the same decision problem. In the literature on the subject, this problem receives a lot of attention, especially in relation to the normalization of criteria. Criteria normalization is an essential part of any decision-making process as it transforms input data into numerical and comparable data, allowing the use of MCDM methods to evaluate and rank alternatives. Many techniques for data normalization have been proposed. In their work, Jahan and Edwards [22] identified 31 normalization methods, classified them, and described the basic advantages and disadvantages of each of them within the framework of engineering design. The conducted research shows that although the normalization of data affects the obtained results, it is difficult to determine which method of normalization obtains the best results.

Many authors believe that it depends primarily on the MCDM method used, hence a number of studies concern the search for the best techniques of normalization within particular methods. Chakraborty and Yeh [23] analyzed four normalization techniques (vector and 3 linear) as part of solving problems with the Simple Additive Weighting (SAW) method. They used the ranked consistency index (RCI) to evaluate the techniques. Similar studies for only six methods were carried out by Vafaei et al. [24]. Celen [25] analyzed the effect of vector normalization and three linear normalizations in the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) method. According to his calculations, based on the Pearson correlation coefficient, the most appropriate normalization for the TOPSIS method is vector normalization. Vafaei et al. [26] assessed the usefulness of four types of normalization for the TOPSIS method, i.e., vector, linear, logarithmic, and fuzzy,
using the RCI measure, the Pearson correlation coefficient, and the Spearman correlation coefficient. They considered vector normalization the best and log normalization the worst. They performed similar analyses in relation to the AHP method [27]. Vector normalization was also considered the best by Chatterjee and Chakraborty [28], carrying out calculations within the following methods: Promethe II, GRA, and TOPSIS. For the comparative assessment, they used Kendal’s compatibility factor and the Spearman correlation coefficient. They found that the Promethe II method is resistant to a change in the normalization method, and the TOPSIS method is very sensitive. Zaidan and Zaidan [29] recommended linear normalization for the TOPSIS method. Pavlicic [30] checked the effects of linear and vector normalization using the simulation method using the SAW, TOPSIS, and ELETRE methods. He showed that even the unit of the included input variable can influence the calculation results. Więckowski and Sałabun [31] investigated the impact of the data normalization technique on decisions made using the VIKOR method. A comprehensive approach to normalization issues in classification processes was presented by Jain et al. [32]. They developed 14 classification models using various learning algorithms to dynamically select the normalization technique using data complexity measures.

Part of the works concerns the comparison of decisions resulting from the use of different MCDM methods for specific standardization methods. Opricovic and Tzeng [33] compared the results obtained with the VIKOR method for linear normalization and the TOPSIS method for vector normalization of variables. Papathanasiou et al. [34] presented the implementation of an internet decision support system enabling comparisons between the rankings obtained with the TOPSIS and VIKOR methods, and at the same time helping in the selection of the normalization technique using data complexity measures. Bak [35] compared the ordering of objects using the Hellwig method using variable standardization and the TOPSIS method using vector normalization using empirical and simulation data. He used the quality measures of linear ordering procedures to compare the methods [36]. The research results obtained by Roszko-Wójtowicz and Grzelak [37] also confirmed that the applied method of linear ordering and the selection of the normalization procedure has an impact on the final ranking of the examined objects. The authors tested the Hellwig method, the TOPSIS method, and the GDM method while normalizing the variables with three methods. Ceballos et al. [38] compared the rankings of objects obtained using the MULTIMOORA, TOPSIS, and VIKOR methods based on 1600 randomly generated decision problems. They used the Spearman correlation coefficient for the assessment. A lot of works are devoted to the choice of criteria weighting [39–44]. MCDM methods use both weighting criteria: the equal weights and the rank-order weights. A broad overview of the MCDM criteria weighting methods can be found in the work by Jiangjiang et al. [20].

As can be seen from the above-cited works, the selection of procedures appropriate to solve a specific decision problem is difficult and is still a scientific problem. As early as the 1980s, Gershon [45] and Tecle [46] developed models to support the selection of the MCDM method. Since then, the difficulty of choosing has increased as many new methods have emerged [47]. In addition to methodological works aimed at supporting the selection of optimal methods, there are also works in which the effects of the method and initial data processing on the result of a specific decision problem are minimized. In addition to using various types of metrics for this purpose [48–53], one method is selected based on the analysis of the advantages and disadvantages of several methods, or the problem is solved with several methods to make decisions more convincing [48,54–56]. For the purposes of selecting the MCDM method and methods of data pre-processing, various matrixes are also proposed to support this choice [23,25,32,57–61] or new linear ordering procedures are developed which, according to its authors, give better ranking results [10,48,60,62–65].

It is expected that the applied methods and procedures of linear ordering take into account the nature of the ordered objects. In general, linear ordering consists of arranging objects from the best to the worst one according to the adopted criterion, when object clustering is of secondary importance. However, in the evaluation of energy sustainability, it is also important to properly classify objects into mutually disjoint and exhaustive subsets.
The objective of this research was to select methods and tools for the linear ordering of multi-feature objects for the purposes of evaluation of regional sustainable energy development that would ensure not only effective ranking of objects but also the determination of clusters of homogeneous objects. The latter problem has not been solved so far, and it concerns an important issue of sustainable energy, i.e., the proper definition of development types. The research objective was achieved through the development of a procedure facilitating the selection of the method of linear object ordering.

This procedure was used to test the research hypothesis that the quality of linear ordering is influenced not only by the adopted method of determining synthetic variables and variable normalization but also by the method of converting variables determined on the basis of their minimization (destimulants) into normalized values based on the maximization of the variables (stimulants).

The scope of the work also included the development of a set of indicators characterizing sustainable energy development at the regional level, based on data available in the public statistics of Poland.

2. Research Method

The MCDM problem in the field of sustainable energy can be presented as a decision matrix:

$$X = \begin{pmatrix}
    A_1 & x_{11} & x_{12} & \cdots & x_{1n} \\
    A_2 & x_{21} & x_{22} & \cdots & x_{2n} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    A_m & x_{m1} & x_{m2} & \cdots & x_{mn} 
\end{pmatrix}_{m \times n}$$

where $x_{ij}$ is the performance of $j$-th criterion (diagnostic variable) of $i$-th alternative (object, region), $w_j$ is the weight of $j$-th criterion, $n$ is the number of criteria and $m$ is the number of alternatives.

The general framework for the evaluation of linear ordering methods and data pre-processing methods are as follows:

1. Identification of criteria:
   - substantive selection,
   - formal and statistical selection,
   - determining property.

2. Preprocessing of data:
   - determination the weights of criteria,
   - conditional conversion of destimulants into stimulants,
   - normalization of criteria.

3. Aggregation of criteria.

4. Evaluation of normalization and aggregation methods based on:
   - similarities of synthetic variables to diagnostic variables,
   - ranking quality by ANOVA,
   - clustering quality using empirical distributors.

5. Analysis of the sensitivity of decision solutions.

The flowchart that presents the procedure of determining synthetic variables describing sustainable energy development is presented in Figure 1.
2.1. Identification of Criteria

Properly conducted selection of diagnostic variables should include substantive and formal-statistical selection. Within the framework of the substantive criterion, indicators related to the field, scope, and type of research are established, and which do not depend on the research technique. They should be strictly defined, unambiguous, representing as well as possible the phenomena and processes included in the scope of the study, and at the same time universally. According to the formal-statistical criterion,
the indicators are to be measurable and complete, well-discriminate against objects, be poorly correlated with each other, and strongly correlated with rejected characteristics.

The set of diagnostic indicators was established based on the data available in the statistics of Polish regions [66]. The detailed description is provided in Section 3.1.

The selected indicators were subject to statistical selection in terms of:

- dispersion, rejecting the variables for which the standard coefficient of variation was below 0.1,
- correlation, taking into account only features that are weakly correlated with one another (Pearson’s correlation coefficient of less than 0.7).

The variables used to describe the objects may be of different nature due to the impact on the examined criteria. Hence, there are stimulants, destimulants, and nominants. The indicators used in the study have either a positive effect (stimulants) or a negative effect (destimulants).

2.2. Preprocessing of Data

In the study, equal weights of criteria were adopted i.e., \( w_j = \frac{1}{n}, \sum_{j=1}^{n} w_j = 1 \). Many authors attach different weights to the criteria, perceiving it as an improvement in inference [39–41]. There are also those who believe that adopting equal weights of criteria may be the best solution according to the medical principle of primum non nocere [42–44]. The authors of the work assumed equal weights of variables describing sustainable energy development at the regional level, as they believe that proper determination of weights with constraints related to obtaining data from public statistics is very difficult, and in addition, involuntary weighing may occur.

Conversion of destimulants into stimulants was carried out in a twofold manner:

- during normalization (using minimizing normalization),
- before normalization, by stimulating the destimulants by means of a differential transform:
  \[
  x_{ij} := \max_{l}(x_{ij}) - x_{ij},
  \]

- before normalization, by stimulating the destimulants by means of a quotient transform:
  \[
  x_{ij} := \frac{1}{x_{ij}}
  \]

In the paper, recognized normalization formulas were adopted, although those that eliminate the variability of normalized values (e.g., classical or positional standardization) were excluded, which gave in total 8 standardization methods. All of them are presented in Table 1.

2.3. Aggregation of Criteria

Four methods were selected for the research:

- Simple Additive Weighting (SAW),
- Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS),
- The synthetic measure of development (SMD),
- Weighted Aggregated Sum Product Assessment (WASPAS).

The SAW method was first presented in 1954 by Churchman and Ackoff [75]. With time, it became one of the best-known algorithms for multi-criteria analysis, mainly due to its intuitiveness and the simplicity of determining synthetic variables. The value of the synthetic variable is determined from the relationship:

\[
q_i = \frac{1}{n} \sum_{j=1}^{n} (x_{ij}^*)
\]
Table 1. Normalization methods of diagnostic variables.

| Designation of the Method | Normalization Method | Normalization of Stimulants | Normalization of Destimulants |
|---------------------------|----------------------|-----------------------------|-----------------------------|
| 1 Van Delft and Nijkamp [67] | $x^*_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i} x_{ij}^2}}$ | $x^*_{ij} = 1 - \frac{x_{ij}}{\sqrt{\sum_{i} x_{ij}^2}}$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ |
| 2 Weitendorf [68] | $x^*_{ij} = x_{ij} - x_{-j}$ | $x^*_{ij} = x_{ij} + x_{-j}$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ |
| 3 Peldschus [69] | $x^*_{ij} = \left(\frac{x_{ij}}{x_{+j}}\right)^2$ | $x^*_{ij} = \left(\frac{x_{ij}}{x_{-j}}\right)^3$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ |
| 4 Jüttler [70] | $x^*_{ij} = 1 - \frac{x_{ij} - x_j}{x_j - x_j}$ | $x^*_{ij} = 1 - \frac{x_{ij} - x_j}{x_j - x_j}$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ |
| 5 Kärth [71] | $x^*_{ij} = \frac{100 - x_{ij}}{x_j}$ | $x^*_{ij} = \frac{100 - x_{ij}}{x_j}$ | $x^*_{ij} = \frac{100 - x_{ij}}{x_j}$ |
| 6 Stopp [72] | $x^*_{ij} = \frac{\ln(x_{ij})}{\ln(\prod_{i=1}^{n} x_{ij})}$ | $x^*_{ij} = \frac{1 - \ln(x_{ij})}{\ln(\prod_{i=1}^{n} x_{ij})}$ | $x^*_{ij} = \frac{1 - \ln(x_{ij})}{\ln(\prod_{i=1}^{n} x_{ij})}$ |
| 7 Voodg [73] | $x^*_{ij} = \frac{x_{ij}}{\sum_{i=1}^{n} x_{ij}}$ | $x^*_{ij} = \frac{x_{ij}}{\sum_{i=1}^{n} x_{ij}}$ | $x^*_{ij} = \frac{x_{ij}}{\sum_{i=1}^{n} x_{ij}}$ |
| 8 Logarithmic [74] | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ | $x^*_{ij} = \frac{x_{ij} - x_j}{x_j - x_j}$ |

Where: $x^*_{ij}$—normalized value of the $i$-th alternative according to the $j$-th criterion, $x^+ = \max(x_i)$, $x^- = \min(x_i)$—maximum or minimum value of the $i$-th alternative according to the $j$-th criterion.

An equally popular and convenient method used for multi-criteria decision making is the TOPSIS algorithm proposed by Hwang and Yoon [76,77]. The construction of a synthetic variable consists of the following steps:

- determination of pattern coordinates: $z^+_{oj} = \max_i \{x^*_{ij}\}$
- determining the coordinates of the anti-pattern: $z^-_{oj} = \min_i \{x^*_{ij}\}$
- determining the distance of objects from the pattern:
  \[ d^+_{io} = \sqrt{\sum_{j=1}^{n} (x^*_{ij} - z^+_{oj})^2} \] (4)
- determining the distance of objects from the anti-pattern:
  \[ d^-_{io} = \sqrt{\sum_{j=1}^{n} (x^*_{ij} - z^-_{oj})^2} \] (5)
- determining the value of an aggregate variable:
  \[ q_i = \frac{d^-_{io}}{d^+_{io} + d^-_{io}} \] (6)

Another MCDM method analyzed in the paper is the method of linear ordering, based on the synthetic measure of development (SMD), which is very popular in Poland. The author of this method is Hellwig, one of the precursors of MCDA methods. The algorithm of the method was described in 1968 in his work [78], and it is as follows:
In addition to the aforementioned three standard discrete MCDM methods, the fourth method used in the paper for analysis was the recently developed but increasingly popular WASPAS technique [79]. The method was designed in order to increase ranking accuracy in the event of conflicting criteria, which may occur also in analyses related to energy sustainability. The determination of the synthetic variable is as follows:

$$q_i = 0.5q_i^{(1)} + 0.5q_i^{(2)}$$

where:

$$q_i^{(1)} = \frac{1}{n} \sum_{j=1}^{n} x_{ij}$$

$$q_i^{(2)} = \prod_{j=1}^{n} x_{ij}^{\frac{1}{n}}$$

The patterns (3)–(15) were given assuming equal weights of criteria. Each method assumes that max$_i$\{q$_i$\} corresponds to the best object and min$_i$\{q$_i$\}—the worst object.

Because the destimulants were stimulated in three different ways in each of the methods and the variables were normalized with 8 methods, 96 methodological variants were obtained, called sub-methods. The calculations were made for all dimensions of sustainable development. A total of 288 decision matrices were built.

For each of the variants, synthetic indices were determined, but further analysis involved only those in which all synthetic variables describing the regions were within the range [0, 1].

2.4. Evaluation of Normalization and Aggregation METHODS

Many authors believe that the usefulness of a particular criteria normalization technique depends to a large extent on the MCDM method used. Hence, in the paper, the methods of normalization of diagnostic variables within each of the sub-methods were initially assessed.

The adopted measures were taken from Grabiński et al. [36]. They determine the linear correlation of the synthetic variable with the diagnostic variables (measures M1 and M2), the rank correlation of
the synthetic variable with the diagnostic variables (measures $M_3, M_4, M_5$), and the variability and concentration of the synthetic variable (measures $M_6$ and $M_7$), determined from the following formulas:

\[ M_1 = 1 - \frac{1}{n} \sum_{j=1}^{n} r_j \]  
\[ M_2 = \frac{1}{n} \sum_{j=1}^{n} l(r_j) \]

where:

$r_j$—correlation coefficient between the $j$-th diagnostic variable and the synthetic variable, 
$n$—number of variables.

\[ l(r_j) = \begin{cases} 
0 & \text{for } r_j \in [0.5; 1], \\
1 & \text{for } r_j \in [0; 0.5], \\
2 & \text{for } r_j \in [-0.5; 0], \\
3 & \text{for } r_j \in [-1; -0.5]. 
\end{cases} \]

\[ M_3 = 1 - \frac{1}{n} \sum_{j=1}^{n} \rho_j \]  
\[ M_4 = \frac{1}{n} \sum_{j=1}^{n} l(\rho_j) \]

\[ M_5 = \frac{2}{nl} \sum_{i=1}^{m} \sum_{j=1}^{n} |\hat{x}_{ij} - \hat{q}_i| \]

where:

$\rho_j$—rank correlation coefficient between $j$-th diagnostic variable and the synthetic variable,

\[ l(\rho_j) = \begin{cases} 
0 & \text{for } \rho_j \in [0.5; 1], \\
1 & \text{for } \rho_j \in [0; 0.5], \\
2 & \text{for } \rho_j \in [-0.5; 0], \\
3 & \text{for } \rho_j \in [-1; -0.5]. 
\end{cases} \]

$\hat{x}_{ij}$—the rank of the $i$-th object with respect to the $j$-th diagnostic variable, 
$\hat{q}_i$—the rank of the $i$-th object with respect to the $i$-th synthetic variable.

\[ l = \begin{cases} 
n^2 & \text{for even } n \text{ numbers}, \\
n^2 - 1 & \text{for odd } n \text{ numbers}. 
\end{cases} \]

\[ M_6 = -\frac{s_m}{\bar{m}} \]  
\[ M_7 = \frac{\overline{\Delta}}{\Delta} \]

where:

$\bar{m}, s_m$—mean and standard deviation of the synthetic variable, 
$\overline{\Delta}, S_\Delta$—mean and standard deviation of $\Delta_k = \bar{m}_k - \bar{m}_{k-1}$, 
where $\bar{m}_k$ are implementations of the synthetic variable in non-decreasing order, $k = 1, 2, \ldots, m$. 
Since the partial measures \( M_1, \ldots, M_7 \) have an unambiguous direction of preference—smaller numerical values of each measure indicate a better quality of mapping diagnostic variables with synthetic variables—their aggregation was performed according to the formula:

\[
M = \sqrt{\sum_{l=1}^{g} M_l^2}
\]  

(23)

where:

- \( M \)—aggregate measure of the quality of mapping diagnostic variables with synthetic variables of the linear ordering sub-method,
- \( M_l \)—partial measure of the quality of mapping diagnostic variables with the synthetic variable of the linear ordering sub-method (\( l = 1, 2, \ldots, g \)),
- \( g \)—number of partial measures.

The \( M \) meter was the basis for the selection of effective methods of normalizing diagnostic variables within each of the sub-methods.

In order to evaluate the quality of ranking, the measure proposed by Kukula and Luty [57] was adopted, which is represented by the following formula:

\[
u_p = \frac{1}{v-1} \sum_{q=1}^{v} m_{pq}, \quad p, q = 1, 2, \ldots, v
\]

(24)

based on the similarity of rankings

\[
m_{pq} = 1 - \frac{2 \sum_{i=1}^{m} |c_{ip} - c_{iq}|}{m^2 - z}
\]

(25)

where:

- \( c_{ip} \)—position of the \( i \)-th object in the ranking with the number \( p \),
- \( c_{iq} \)—position of the \( i \)-th object in the ranking with the number \( q \),

\[
z = \begin{cases} 0, & m \in P \\ 1, & m \notin P \end{cases} \quad \text{and} \quad P \text{—a set of even natural numbers.}
\]

The measure \( m_{pq} \in [0, 1] \) is used for inter-rank comparisons, each with each. The results of all inter-rank comparisons can be presented in a symmetrical \( N \) matrix with dimensions \((v \times v)\), where \( v \) is the number of rankings, \( m_{pq} = 1 \) when \( p = q \).

\[
N = [m_{pq}] = \begin{bmatrix}
1 & m_{12} & m_{13} & \cdots & m_{1v} \\
m_{21} & 1 & m_{23} & \cdots & m_{2v} \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
\vdots & \vdots & \cdots & \ddots & \vdots \\
m_{v1} & m_{v2} & m_{v3} & \cdots & 1
\end{bmatrix}
\]

In order to determine the degree of similarity of the ranking obtained as a result of the application of the \( p \)-th method of linear ordering in relation to the other rankings, the sum of the \( p \) elements of the row of the \( N \) matrix (Formula (24)) minus 1 should be calculated.
For the methods considered to ensure the best quality of ranking of objects, empirical distributions were developed, showing the frequencies of distances between objects, supporting the decision making regarding the selection of a method that also ensures the effective determination of object clusters.

2.5. Sensitivity Analysis

In order to assess the usefulness of the proposed procedure for selecting the method and tools for the linear ordering of objects, an analysis of the sensitivity of decision solutions to the change in the values of the adopted criteria was carried out, which is described in Section 3.3.

The ordering method, selected on the basis of the procedure proposed in the paper, was finally used to analyze the sustainable energy development of the regions on the example of Poland.

3. Research Results

3.1. Selection of Diagnostic Variables

Evaluation of sustainable energy development at the regional level is important, for instance in terms of the cohesion policy or various support schemes related to the energy sector. Unfortunately, only a small percentage of the data currently available in public statistics that could be used for such an evaluation is useful. Based on the data available in the statistics of Polish regions [66], 44 operational indicators were selected which, according to the authors, meet the substantive criterion. After taking into account the formal and statistical criteria, the number of indicators was reduced to 13. The major reason for rejecting such a large number of diagnostic variables was their high mutual linear correlation.

Sustainability of development, including energy, is a state of balance between at least three of its dimensions: social, economic, and environmental. Each of these dimensions requires an appropriate set of indicators. Extensive criticism of them can be found in the paper of Gunnars et al. [12]. They assessed 57 sets of energy sustainability indicators and concluded that they need further improvement. This problem is also addressed by Kemmler and Spreng [80] who stressed that grouping the indicators is a difficult task due to the dependence and interdependence of the different dimensions of sustainability. In the literature on the subject, attention is drawn to the possibility of classifying indicators in more than one dimension and it is recommended that when selecting indicators of sustainable development, if possible, to integrate the dimensions by indicators relating to more than one dimension [2,6,81].

3.1.1. Social Dimension

The social dimension of sustainable energy development has many aspects and almost all of them depend on the availability of energy. The availability of energy directly affects educational opportunities, employment, and poverty. The availability of energy is not only its affordability but also a guarantee of energy supply. Therefore, it was considered that the social dimension should include, in addition to the electricity consumption indicator, the so-called consumption pattern and the indicator describing the affordability of energy, also an indicator describing energy security. The impact of energy production and use on human health is also taken into account (Table 2).

| Criterion                  | Indicator                                              | Unit                | Designation |
|---------------------------|--------------------------------------------------------|---------------------|-------------|
| Consumption pattern       | Electricity consumption per capita                     | kWh/cap             | X1          |
| Energy affordability      | HC-LI ratio                                            | %                   | X2          |
| Energy security           | The ratio of electricity production to electricity consumption | %                   | X3          |
| Health                    | Total emission of air pollutants from particularly polluting plants per capita | t/cap              | X4          |
The most important indicator for monitoring consumption is household electricity consumption per capita. This is a common variable used in sustainability analyses and this variable has also been used in the work to assess social sustainability. Unit electricity consumption is treated as a measure of well-being, especially in relation to developing countries.

Another very important factor is the affordability of energy. Relatively expensive energy places an excessive burden on household budgets and discourages entrepreneurship and investment. The High Cost-Low Incom ratio (HC-LI) [66] was used to assess energy affordability, which is based on the assumption that a household can be considered energy poor if it has low income and high hypothetical energy expenditure (expenditure that fully meets standard energy needs).

Sustainable development is not possible without a secure energy supply. The social aspect of energy security is the security of everyday life and, above all, job security. To assess the social aspect of energy security, information on the differences between energy supply and demand [81] is needed.

In the regional statistics [66], such information is available only for electricity, and in particular, it is an indicator expressing in percentage terms the degree to which electricity production in the region meets demand. Local energy generation, especially from renewable sources, can offer a number of social benefits: generate jobs by reducing unemployment, reduce the cost of energy by reducing energy poverty, and thus increase opportunities for regional development.

The last social indicator characterizes the impact of energy on human health through air pollution. Taking into account this impact in the social dimension was recommended in the study by Vera et al. [81]. The use of non-renewable energy sources is associated, on the one hand, with their long-term deficit and, on the other hand, represents a significant burden on the environment through the emission of pollutants. Environmental pollution directly affects people’s health and lives, and therefore the inclusion of a unit air pollutant emission index in the social dimension seems to be fully justified.

3.1.2. Economic Dimension

The constant increase in the population and standard of living and the growing demand for energy generated by economic development is becoming a challenge for sustainable development. On the one hand, we have growing energy needs of the population and, on the other, we are striving to save energy and protect the environment. Combining these two processes is possible through intelligent control of energy consumption. However, the implementation of this process requires information on the amount of energy consumption and the current structure of consumption of individual carriers. In this work, the assessment of the economic sustainability of energy was made on the basis of indicators allowing for the assessment of unit energy consumption and the structure of consumed energy carriers (Table 3).

| Table 3. Sustainable energy development indicators in the economic dimension. |
|----------------------------------|-----------------|----------|------|
| Criterion                        | Indicator       | Unit     | Designation |
| Energy efficiency-production     | Energy consumption per capita | kWh/cap  | X5    |
| and use patterns                 | Total electricity consumption per 1 million PLN of GDP | GWh/1 million PLN of GDP | X6    |
|                                  | Gas consumption per capita | m³/cap   | X7    |
|                                  | Total hard coal consumption per capita | t/cap | X8    |
| Energy efficiency-energy saving  | Energy-saving expenditure per capita | PLN/cap | X9    |

The leading indicator in the aspect of sustainable economic development is the real GDP per capita. Gross domestic product (GDP) is the basic measure of economic development, which in a synthetic form presents the most complete picture of the national economy and changes in economic structure. GDP per capita is therefore a very important indicator of the level of economic development, and its
long-term growth is the main objective of the state’s economic policy. If, however, we are talking about energy sustainability, the leading indicator may be total electricity consumption per million PLN of GDP. Electricity consumption is the main indicator for monitoring consumption patterns.

The Polish economy is still dominated by the consumption of coal as a primary energy carrier. Combustion of fossil fuels is connected with their long-term deficit and emission of harmful pollutants into the atmosphere. It is therefore advisable to take all measures aimed at reducing the consumption of coal for energy purposes and replacing it with ecological energy sources. The development of renewable energy sources does not yet allow the complete elimination of fossil fuels. Initiatives promoting the use of natural gas as a source of energy that generates less pollution are therefore desirable. These reasons have led the authors to use the indicator describing the consumption of natural gas and hard coal in the examined regions in the assessment of sustainability.

The depletion of reserves of fossil raw materials, coal, oil, and natural gas on the ground, as well as the increase in pollutant emissions, requires the economical handling of these resources in order to maintain the possibility of using this raw material base on the ground as long as possible, including for future generations. The key issue, therefore, is to use them rationally. The level of expenditure on energy saving has therefore been used as an indicator for assessing sustainable energy development in economic terms. On the one hand, energy-saving makes it possible to extend the availability of conventional energy sources and, on the other, it also makes it possible to reduce emissions of pollutants.

3.1.3. Environmental Dimension

Environmental sustainability is assessed and interpreted differently. In most cases, however, it can be said to be about living and doing business within the limits of environmental resources. Most often, however, it is associated with limiting the negative impact of man and his activities on the natural environment. Therefore, it mainly concerns the problem of reduction of environmental pollution or at least not the deterioration of its current state by using e.g., RESs.

Bearing in mind the aforementioned requirements, a set of four key indicators representing the environmental dimension of sustainable development was selected for further analysis (Table 4).

| Criterion                  | Indicator                                                                 | Unit             | Designation |
|----------------------------|---------------------------------------------------------------------------|------------------|-------------|
| Expenditure on environmental protection | Total expenditure on pollution prevention per capita                     | PLN/cap          | X_{10}      |
|                            | Total expenditure on pollution reduction per capita                        | PLN/cap          | X_{11}      |
| Renewable energy           | Share of energy from hydropower plants and renewable fuels in total electricity production | %                | X_{12}      |
|                            | Installed capacity in RESs per capita                                      | W/cap            | X_{13}      |

Actions taken to reduce environmental pollution must be implemented in a multi-faceted manner. The scope of corrective actions undertaken depends largely on local economic and technical conditions. In this paper, the assessment of actions aimed at reducing pollution emissions is carried out in two ways. In the first one, two available indicators were used at the local level in Poland, i.e., expenditure on prevention and pollution reduction, which differentiated well from one region to another. Human activity in the field of energy generation is closely linked to the emission of pollutants. The extraction of energy from fossil fuels, which in Polish conditions prevail, results in local generation of pollution. Air pollution by solid particles and gases such as CO_{2}, CO, SO_{2}, or NO_{x} is particularly onerous. The degree of danger to human health and life depends, among other things, on the size of the pollution and the chemical composition of the air we all breathe. Unfortunately, however, the pollution produced locally as a result of atmospheric factors moves, widening the range of harmful
effects. In addition, these pollutants penetrate our body together with food that comes into contact with the air during its production. Initiatives taken to reduce pollution are therefore one of the main indicators for assessing the degree of sustainability of energy development. This is confirmed by the fact that this indicator is often used in such analyses [82,83]. It is not possible to make a one-off change in the consumption structure of energy carriers. Therefore, long-term measures are necessary to reduce pollution in this area. The indicators used in the analysis make it possible to assess how much money is spent by individual regions on pollution prevention and reduction.

The second action in the field of environmental protection is initiatives aimed at increasing the use of low-emission systems using renewable energy sources. Two available indicators were used in the work. The first one is the power installed in RESs per person. This indicator allows us to assess to what extent a given region uses the available energy potential to reduce the emission of pollutants. Moreover, this indicator assesses the production potential of the region in the long term. Unfortunately, the information about installed capacity alone does not fully describe the degree of energy sustainability of the region, due to the fact that the reduction of pollutant emissions is mainly caused by the replacement of fossil energy with renewable energy. Therefore, in the study, it was decided to use the indicator of the share of energy from hydroelectric power plants and RESs in total electricity production.

The values of the substantively and formally-statistically selected indicators are presented in Table 5, and their basic characteristics are presented in Table 6.

### 3.2. Selection of Linear Ordering Method

If benchmarking is carried out with more methods of standardizing criteria, attempts may be made to limit their number to the most efficient ones. In the work for this purpose, the aggregation meter M was used to assess the mapping of diagnostic variables by synthetic variables.

Based on the analysis of the value of this meter, the number of methods of normalizing diagnostic variables within individual sub-methods was limited, taking for further research only those that provided an acceptable low value of M meter and gave the possibility to determine synthetic variables for all sub-methods. These methods turned out to be normalizations: Van Delft and Nijkamp, Weitendorf, Stopp and Voodg. The calculated values of the M measure for individual sub-methods are presented in Table 7.

The assessment of the impact of the method of standardization of diagnostic variables and the method of their ordering on the quality of facility rankings was based on the analysis of variance. The analysis also took into account the way of transforming destimulants into stimulants. The results of the analysis are presented in Table 8.

It shows that for all the analyzed methods, the method of variables normalization has no significant impact on the quality of ordering of regions. However, such an influence was observed in relation to the ordering method, and in the case of the SAW and SMD methods, also in relation to some stimulation methods of the destimulant.

The analysis of variance showed that the analyzed sub-methods can be divided into two groups which differ significantly in the quality of rank of facilities due to the level of sustainable energy. The sub-methods with significantly better rank quality are: SAW I, SAW II, SMD III, and all WASPAS sub-methods.

Effective linear object ordering consists not only of effective ranking of objects but also of their effective clustering. The best methods for clustering include methods with both small and large values of differences between the synthetic variables describing the objects. Small differences in distances between the objects indicate the presence of clusters with little differentiation in the degree of sustainable development of the energy sector. In turn, large distances between the ordered development indicators allow identifying clusters of objects with a different state of energy sustainability.
Table 5. Raw diagnostic variables.

| Indicator | PL-DS | PL-KP | PL-LU | PL-LB | PL-LD | PL=MA | PL-MZ | PL-OP | PL-PK | PL-PD | PL-PM | PL-SL | PL-SK | PL-WP | PL-WN | PL-ZP |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| X_1       | 806.0 | 755.4 | 691.6 | 773.9 | 826.5 | 833.3 | 932.9 | 835.4 | 596.5 | 796.1 | 780.2 | 807.6 | 640.1 | 722.9 | 815.9 | 730.0 |
| X_2       | 9.4   | 9.7   | 14.8  | 8.8   | 8.5   | 7.3   | 13.0  | 13.3  | 13.2  | 10.2  | 6.1   | 8.9   | 10.9  | 10.5  | 7.0   |
| X_3       | 70.4  | 79.5  | 32.6  | 83.1  | 286.0 | 43.2  | 108.5 | 180.1 | 43.1  | 32.5  | 48.5  | 91.3  | 203.1 | 29.3  | 77.5  | 130.8 |
| X_4       | 4.1   | 4.8   | 2.4   | 2.2   | 17.8  | 3.1   | 5.9   | 15.1  | 1.3   | 1.7   | 2.9   | 8.0   | 12.3  | 1.2   | 3.3   | 4.2   |
| X_5       | 11,869.3 | 18,613.7 | 17,874.8 | 13,851.0 | 15,741.4 | 27,025.1 | 66,097.6 | 9808.9 | 7893.2 | 15,066.8 | 33,274.8 | 28,035.3 | 8507.0 | 9680.1 | 21,312.6 |
| X_6       | 0.08  | 0.10  | 0.08  | 0.09  | 0.11  | 0.08  | 0.06  | 0.13  | 0.07  | 0.07  | 0.07  | 0.11  | 0.11  | 0.08  | 0.07  | 0.08  |
| X_7       | 130.7 | 71.0  | 77.3  | 136.8 | 64.9  | 134.4 | 156.1 | 71.2  | 119.4 | 46.4  | 99.2  | 106.3 | 65.4  | 67.0  | 131.2 | 140.7 |
| X_8       | 1.1   | 1.2   | 1.0   | 0.3   | 1.0   | 1.5   | 2.6   | 9.9   | 0.5   | 0.7   | 0.9   | 4.2   | 4.2   | 0.7   | 0.7   | 1.8   |
| X_9       | 19.3  | 41.2  | 38.9  | 32.9  | 23.1  | 5.3   | 38.7  | 7.9   | 26.7  | 24.9  | 60.6  | 59.4  | 4.2   | 8.0   | 12.2  |
| X_10      | 17.2  | 13.8  | 159.7 | 1.7   | 24.5  | 52.4  | 36.3  | 12.5  | 20.4  | 36.9  | 49.3  | 56.0  | 17.4  | 36.5  | 13.0  | 20.2  |
| X_11      | 29.6  | 13.3  | 39.2  | 49.1  | 26.1  | 51.4  | 45.2  | 6.7   | 4.6   | 23.0  | 60.3  | 2.8   | 2.0   | 11.2  | 180.8 |
| X_12      | 5.9   | 31.7  | 20.4  | 19.6  | 3.3   | 6.1   | 3.6   | 4.2   | 19.8  | 43.7  | 44.6  | 1.4   | 0.6   | 78.1  | 16.3  | 41.8  |
| X_13      | 97.5  | 499.7 | 91.9  | 315.1 | 273.6 | 68.2  | 86.1  | 181.6 | 211.9 | 245.6 | 317.6 | 46.6  | 222.0 | 297.6 | 230.6 | 948.1 |

Source: Local Data Bank, GUS. * PL-XX-abbreviation of the province name according to ISO 3166-2.
Table 6. Basic characteristics of indicators describing regional sustainable energy development.

| Indicator | Minimum | Maximum | Average | Coefficient of Variation | Character |
|-----------|---------|---------|---------|--------------------------|-----------|
| X₁        | 596.50  | 93,290  | 771.52  | 0.10                     | Destimulant|
| X₂        | 6.14    | 14.80   | 10.08   | 0.24                     | Destimulant|
| X₃        | 29.30   | 286.00  | 96.22   | 0.72                     | Stimulant |
| X₄        | 1.17    | 17.77   | 5.63    | 0.87                     | Destimulant|
| X₅        | 7893.20 | 66,097.61 | 19,708.18 | 0.73                  | Destimulant|
| X₆        | 0.06    | 0.13    | 0.09    | 0.23                     | Destimulant|
| X₇        | 46.44   | 156.13  | 101.14  | 0.34                     | Stimulant |
| X₈        | 0.32    | 9.85    | 2.02    | 1.19                     | Destimulant|
| X₉        | 4.23    | 60.65   | 27.46   | 0.65                     | Stimulant |
| X₁₀       | 1.74    | 159.72  | 35.48   | 1.04                     | Stimulant |
| X₁₁       | 2.00    | 180.82  | 34.80   | 1.25                     | Stimulant |
| X₁₂       | 0.61    | 78.13   | 21.31   | 0.86                     | Stimulant |
| X₁₃       | 46.57   | 948.15  | 258.35  | 0.82                     | Stimulant |

Source: Local Data Bank, GUS.

Table 7. Values of the aggregate measure of the quality of mapping diagnostic variables with synthetic variables.

| Sub-Metod | Normalization | Van Delft and Nijkamp | Weitendorf | Stopp | Voodg |
|-----------|---------------|------------------------|------------|-------|-------|
| SAW I     | 2.43          | 1.98                   | 2.18       | 2.41  |
| SAW II    | 2.36          | 1.98                   | 2.06       | 2.40  |
| SAW III   | 2.22          | 1.93                   | 2.18       | 2.40  |
| TOPSIS I  | 2.63          | 2.22                   | 2.04       | 2.58  |
| TOPSIS II | 2.30          | 2.07                   | 2.10       | 2.44  |
| TOPSIS III| 2.22          | 1.98                   | 1.94       | 2.16  |
| SMD I     | 2.36          | 2.19                   | 2.23       | 2.30  |
| SMD II    | 2.38          | 2.19                   | 2.19       | 2.37  |
| SMD III   | 2.33          | 2.10                   | 2.23       | 2.29  |
| WASPAS I  | 2.45          | 2.10                   | 2.37       | 2.53  |
| WASPAS II | 2.02          | 2.10                   | 2.09       | 2.04  |
| WASPAS III| 2.43          | 2.06                   | 2.37       | 2.42  |

In order to evaluate the analyzed methods in this respect, empirical distributions were developed, showing the frequency of distances between the objects, determined on the basis of the values of synthetic indicators.

For the SAW method (Figure 2), the percentage share of very small distances between synthetic variables is approximately 30%, regardless of the normalization method and the method of conversion of diagnostic variables into stimulants.

Nevertheless, the normalization method has an impact on the occurrence of greater value differences. For Voodg’s normalization method, large differences between the examined objects were rarely observed, and their share was below 0.02. In light of the adopted evaluation criteria, this normalization cannot be used for determining clusters of objects with the use of the SAW method.
were observed as for the SAW method (Figure 3). The percentage share of the smallest differences between synthetic variables for all normalization methods was at the level of 30% while obtaining results of the analysis of variance in the evaluation of ranking quality.

Table 8. Results of the analysis of variance in the evaluation of ranking quality.

| Linear Ordering Sub-Method * | Ranking Quality Measure u_p ** |
|------------------------------|-------------------------------|
| Value Range | Mean Value |
| SAW I, SAW II, SAW III, SAW IV | 0.78–0.88 | 0.84 |
| SAW II, SAW II, SAW III, SAW IV | 0.64–0.84 | 0.77 |
| SMD III, SMD III, SMD III, SMD III | 0.64–0.84 | 0.77 |
| WASPAS I, WASPAS II, WASPAS III, WASPAS IV | 0.64–0.84 | 0.77 |
| WASPAS III, WASPAS IV, WASPAS V, WASPAS VI | 0.64–0.84 | 0.77 |
| WASPAS VII, WASPAS VIII, WASPAS IX, WASPAS X | 0.64–0.84 | 0.77 |

* designation of methods: letters-abbreviation for the aggregation sub-method, Roman numeral-conversion method of destimulants into stimulants, Arabic numeral designation of the normalization method (Table 1); ** higher u_p value indicates better ranking quality.

Van Delft and Nijkamp normalization, Weitendorf normalization, Stopp normalization, Voodg normalization.

Figure 2. Empirical distributions of frequency of distances between the objects for the SAW method.

The largest differences between 0.10 and 0.18 were observed for Weitendorf’s normalization method, in relation to all sub-methods, and for Stopp’s normalization method in relation to the SAW II and SAW III sub-methods.

Using the WASPAS method for the initial conversion of diagnostic variables, similar regularities were observed as for the SAW method (Figure 3). The percentage share of the smallest differences between synthetic variables for all normalization methods was at the level of 30% while obtaining differences with values above 0.1 for a minimum of 10% of observations was ensured by Weitendorf’s normalization method.

Figure 3. Empirical distributions of frequency of distances between the objects for the WASPAS method. Empirical distributions markings as in the Figure 2.
For other methods, a slight impact of the normalization method of decision variables was observed on the level of differences between the objects ordered in a non-increasing manner in relation to the synthetic variable (Figures 4 and 5). It can, therefore, be assumed that these methods allow us to obtain very good results in terms of the determination of object clusters for the majority of the tested variants of preliminary processing of diagnostic variables.

Figure 4. Empirical distributions of the frequency of distance between objects for the Hellwig method. Empirical distributions markings as in Figure 2.

Figure 5. Empirical distributions of the frequency of distance between objects for the TOPSIS method. Empirical distributions markings as in Figure 2.

The conducted analysis did not explicitly indicate the best sub-method and normalization of diagnostic variables for the purposes of the linear ordering of regions with regard to the degree of energy sustainability. However, what it did indicate were the more preferable methods.

Among the preferable methods, the SMD III sub-method was selected with Weitendorf’s normalization formula, which is characterized by the highest value of the ranking quality measure ($u_p = 0.88$) and effective clustering of objects.

3.3. Sensitivity Analysis

In order to confirm the usefulness of the proposed procedure for the selection of an effective method of ranking and aggregation of variables for the assessment of energy sustainability, a sensitivity analysis was conducted. It consists of examining the impact of changes in parameters on the obtained solution and assessing its stability. The study examined the sensitivity of decision-making solutions for grouping regions into development types to changes in the values of the adopted criteria. For this purpose, a simulation study was conducted, consisting of changing the values of individual diagnostic variables in the range $\pm 10\%$ of their value, considered an error acceptable in public statistics. For example, using the methods considered to be more effective in the ranking of objects (Table 8), using Weitendorf’s normalization, it was found that the share of objects that changed their development types did not exceed 8%. For the other methods with Voogd’s normalization, this share was 16%. The sensitivity analysis allowed us to conclude that the procedure proposed in the paper gives a relatively stable solution to the problem.
3.4. Analysis of Sustainable Energy Development of Polish Regions

The developed procedure is designed to assist policy-makers at a national and regional level in making sustainable energy decisions based on the MCDM methodology. So far, sustainability assessments, including energy assessments at a regional level, have in most cases been carried out by experts who assess progress in meeting EU and national requirements on the basis of individual indicators.

The implementation of the developed procedure has been presented on the example of the assessment of the degree of energy sustainability of Polish regions, at the level of provinces, in the social, economic, and ecological dimension, using the SMD III method with the Weitendorf’s normalization formula.

The evaluation was based on a statistical criterion using the arithmetic mean and standard deviation of synthetic indicators, each time dividing the provinces into 4 classes representing high (class I), higher average (class II), lower average (class III), and low (class IV) level of sustainable energy development.

Results of the calculations are shown in Figure 6. The figures show the position of a given region in the ranking within individual dimensions. What can be observed are differences in ranks, and in the case of the four provinces each time they display different development types.

Figure 6. The state of sustainable energy development in Poland at the provincial level in the social, economic, and environmental dimensions.

Where: P-X-position of the voivodship in the ranking (X = 1—the highest level of sustainable development, X = 16—the lowest level of sustainable development, SMDi-value of the synthetic indicator of sustainable energy development.
The analysis of sustainable energy development in terms of the social, economic, and environmental dimensions shows that most voivodeships are characterized by an average level of energy sustainability. A low level of energy sustainability in the social dimension occurs in the areas of Eastern Poland. These areas are among the poorest in Poland. Farms in this area are characterized by low income, and the security of electricity supply is one of the lowest in the country.

The northern regions of Poland are undoubtedly the leaders in the environmental dimension. The zachodniopomorskie voivodeship (PL-ZP) stands out in particular due to the considerable use of renewable energy sources and high expenditure on reducing pollution. This region should serve as a model of energy sustainability for other parts of Poland in terms of the environmental dimension.

The results on energy sustainability at the voivodeship level can be compared with the results for the entire country, assessing whether the European Union’s requirements for sustainable energy development are met in Poland. In recent years, Poland has managed to increase its GDP sevenfold and, at the same time, reduce emissions of pollutants from the energy and heating sectors by 30% in relation to 1989. At the same time, between 2000 and 2016, the share of RESs and natural gas in electricity production increased fivefold, and the share of coal decreased by 12 percentage points [84]. However, everything points to the fact that in the perspective of 2030, greenhouse gas emissions in Poland will fall by only 30%, compared to the required 40%, if no action is taken in the regions to reduce coal consumption in the power and heating sectors.

4. Conclusions

While conducting research of multi-feature objects, such as the research presented in this paper on regions in terms of the degree of sustainable energy development, appropriate selection of diagnostic indicators is of primary importance. The substantive selection of indicators describing regional energy sustainability is limited by the availability of relevant data in public statistics. The sets of published indicators change over time, making comparisons difficult. In addition, the published indicators are largely highly correlated with one another, also their usefulness for evaluating sustainability is often questionable.

A more feasible option is attempting to improve the quality of research results of multi-feature objects by optimizing research methods and procedures. Such an attempt was made in this paper for the process of linear ordering of regions with regard to the level of energy sustainability.

For that purpose, a procedure for selecting the method of the linear ordering of multi-feature objects was developed, which enabled the selection of not only the ordering method and normalization formulas but also the methods of conversion of destimulants into stimulants. The usefulness of the procedure developed, especially for grouping regions into development types, has been confirmed by the sensitivity analysis of decision-making solutions to changes in the values of the criteria adopted.

This procedure can be successfully used for ordering objects at other levels than the regional one and for analyzing sustainable development in terms of aspects other than energy.

The practical application of the developed procedure was demonstrated on the example of the evaluation of sustainable energy development of Polish regions.

It was found that most of the regions are characterized by the average level of energy sustainability in the social, economic, and environmental dimensions.

The work focuses on the problems of evaluating energy sustainability at a regional level to assist policy-makers. For this purpose, a linear ordering method was used, which is relatively simple but not without disadvantages. When using linear ordering to rank the objects, there are problems with the interpretation of the distance and thus the obtained research results. The reliability of the obtained results is further reduced by the fact that MCDM methods are often based on uncertain input data. In order to obtain more reliable results, this uncertainty should be taken into account by replacing linear rankings with probabilistic rankings. The authors intend to take into account the probability distribution of the individual criteria in further research on energy sustainability.
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