Low dimensional systems in which particles are restricted in their spatial motion often exhibit peculiar properties. Among them, a quasi-one-dimensional ultracold Bose gas of atoms interacting by contact forces is an ideal example. Its one-dimensional analogue has been studied theoretically by Lieb and Liniger already a long time ago [1]. A surprising outcome stating that such a system possesses two families of elementary excitations was found [2]. At that time only the meaning of the main branch of the excitations was known. In the limit of weak interactions it corresponds to Bogoliubov phonons [3]. However, the understanding of the other branch was not clear, even more, some questions related to the "double counting" of excitations were raised [2].

By analyzing the zero temperature dispersion curve for solitary waves it was conjectured that the type II branch of elementary excitations represents dark solitons [4]. This supposition was further confirmed by beyond mean-field studies of quantum dark solitons [5] and by exploring the statistical distribution of elementary excitations of weakly interacting Bose gas at thermal equilibrium [6, 7]. It was also shown that a particular superposition of the type II eigenstates of the Lieb-Liniger model leads to the density notch in the reduced one-particle density [8]. This density initially perfectly overlaps the plot of the density of a dark soliton in the weak coupling limit. Finally, it was demonstrated that a single type II eigenstate reveals a dark soliton during the measurement of particle positions [9]. Even more, calculating the many-body time correlation functions allows to investigate the soliton’s dynamics [10].

Type II excitations of the Lieb-Liniger model have never been observed even though the elongated weakly interacting Bose gas is currently commonly produced in the experiments [11]. The direct detection of thermal solitons (i.e., the type II excitations in the weak interaction limit) with the existing technical possibilities is difficult since it requires, first, an access to the \textit{in situ} dynamics of the gas and, second, the use of high enough spatial resolution apparatus. Therefore, we propose an indirect way of observing the type II excitations. Some signatures of existence of such excitations can be already seen through the results of experiment of Ref. [12], see analysis in [13]. In another experiment [14], the type II excitations are probed through the broadening of the dynamical structure factor visible while going from weakly to strongly interacting regime. Here, we demonstrate that comparing the distribution of thermal phonons, obtained via the static structure factor as in [15], with the Planck distribution for an elongated weakly interacting Bose gas should unambiguously reveal the presence of thermal solitons in the gas. This experimental proposal remains in a direct connection to old experiments with superfluid $^4\text{He}$ in which the dynamic structure factor was measured to uncover the existence of rotons in the excitation spectrum of liquid helium [15].

Below, we are closely following the prescription given in Ref. [15]. To find the distribution of thermal phonons, we calculate the static structure factor according to its definition [17]

\[ S(k) = \frac{1}{\langle N \rangle} [\langle |\rho_k|^2 \rangle - |\langle \rho_k \rangle|^2], \]  

where $\rho_k$ is the Fourier transform of the atomic density. The symbol $\langle \rangle$ means here the average over grand canonical ensemble. In particular, the quantity $\langle N \rangle$ appearing in Eq. (1) is an average of total number of atoms over the samples.

Both condensed and thermal atoms have contributions to the static structure factor. In the simplest approximation it is assumed that both these entities contribute independently and therefore the total static structure factor can be written as [15]

\[ S(k) = \frac{\langle N_c \rangle}{\langle N \rangle} S_c(k) + \frac{\langle N_{th} \rangle}{\langle N \rangle} S_{th}(k). \]  

The static structure factor for the weakly interacting uniform Bose gas at very low temperatures (i.e., much smaller than the critical one) can be calculated within the Bogoliubov approximation [3]. At zero temperature it is given by

\[ S_0(k) = \frac{\hbar^2 k^2}{2 m \epsilon(k)}. \]
For nonzero temperatures it is \[ S_c(k) = S_0(k) \coth \frac{\epsilon(k)}{2k_B T} \] (4)
and can be put in an equivalent way
\[ S_c(k) = (N_k + N_{-k} + 1) S_0(k) , \] (5)
where \( N_k = (\exp(\epsilon(k)/k_B T) - 1)^{-1} \) is an average number of phonons in a mode with momentum \( \hbar k \) and the energy
\[ \epsilon(k) = \left[ \left( \frac{\hbar^2 k^2}{2m} \right)^2 + \frac{k^2}{m} g n \right]^{1/2} . \] (6)

Here, \( n \) means the density of a uniform gas and \( g \) is the interaction coupling constant.

On the other hand, the contribution to the static structure factor coming from the thermal cloud can be calculated as \[ S_{th}(k) = 1 + \frac{1}{(2\pi)^3 n} \int n_{k'} n_{k' + \hbar k} d^3 k' \] (7)
with atomic populations given by the Bose distribution \( n_k = (\exp((\hbar^2 k^2/2m - \mu)/k_B T) - 1)^{-1} \), where \( \mu \) is the chemical potential of a thermal gas. For low temperatures considered in this work, the second term in Eq. (2) can be safely neglected. This is because for temperatures below \( 0.2 T_c \) the condensate depletion is less than 1%. Therefore we have \( S(k) = S_c(k) \).

Our strategy is then as follows. First, we numerically prepare the grand canonical ensemble of classical fields and calculate the static structure factor according to Eq. (1). Second, since our sample is nonuniform, we must average Eq. (5) as due to the local density approximation (LDA) \[20|. \] Since for low temperatures \( S(k) = S_c(k) \), then from (5) we have
\[ S(k) = \langle S_c(k) \rangle_{\text{LDA}} = \langle (2N_k + 1) S_0(k) \rangle_{\text{LDA}} . \] (8)
To get the average number of phonons in mode \( \hbar k \) we decorrelate the right-hand side of Eq. (8) and find
\[ \langle N_k \rangle_{\text{LDA}} = \frac{1}{2} \frac{S(k)}{\langle S_0(k) \rangle_{\text{LDA}}} - \frac{1}{2} . \] (9)
Simultaneously, based on the Planck distribution
\[ \langle N_k \rangle_{\text{LDA}} = \frac{1}{\epsilon(k)/k_B T - 1} \] (10)
Averaging due to the local density approximation means integrating with the atomic density distribution \[20| \] \[ \langle ... \rangle_{\text{LDA}} = \int ... n(r)d^3r/\int n(r)d^3r . \] Our goal is to compare the results obtained with the help of Eqs. (9) and (10) for three-dimensional as well as for quasi-one-dimensional samples.

Several techniques have been already developed to study degenerate Bose gases at nonzero temperatures, see reviews \[21|23] for the description of the methods and their applications. Here, we are following the classical fields approximation (CFA) \[21|24]. \] We generate, by a Monte Carlo method using the Metropolis algorithm, the grand canonical ensemble of the classical fields. The need for the grand canonical ensemble is obvious since otherwise \( S(k = 0) = \langle \delta N^2 \rangle / \langle N \rangle \) vanishes whereas \( S_c(k = 0) \), calculated within the Bogoliubov approximation, does not (see Eq. (4)). This is because the formula of Eq. (4) is obtained within the formalism not preserving the total number of atoms. The method for generating the grand canonical ensemble closely follows the method developed by us previously for the canonical ensemble \[25]. \] Now, we have two control parameters: the temperature of the thermostat and the chemical potential of the reservoir of particles. To check the quality of our algorithm we verify the following constraints which must be fulfilled at thermal equilibrium
\[ \mu = \left( \frac{\partial F}{\partial N} \right)_T \] (11)
\[ k_B T = \left( \frac{\delta N^2}{\delta N} \right)_T , \] (12)
where \( N \) and \( F \) are the number of atoms and the free energy of the system, respectively. For low temperatures the free energy in Eq. (11) can be safely replaced just by the energy of the system.

\[ \text{FIG. 1: (color online). Left frame: Verification of the condition given by Eq. (11). The figure shows the energy as a function of the number of atoms. The values of the control parameters for the grand canonical ensemble are: } T = 326 \text{ and } \mu = 190 \text{ in oscillatory units. The linear fit to numerical points gives the value of the chemical potential which equals } 192.4. \text{ Right frame: The number of atoms as a function of the chemical potential. Here, the linear fit to numerical data gives the derivative } \left( \frac{\partial N}{\partial \mu} \right)_T = 58.3 \text{ and from Eq. (12), knowing that } (\delta N^2)/\langle N \rangle = 18950 \text{ we obtain } T = 325. \text{ The result of such a verification is shown in Fig. 1. Here, we consider a one-dimensional Bose gas of a few thousands of } ^{87} \text{Rb atoms confined in a harmonic trap with the frequency equal to } 2 \pi \times 10 \text{ Hz. Keeping constant thermostat temperature } T = 326 \text{ and changing slightly the chemical potential of the reservoir around } \mu = 190 \text{ we plot the average energy of the system as a function of the average number of atoms (left frame in Fig. 1). Calculating the slope of the linear fit gives us the chemical potential of the system as } 192.4 \text{ which is very close to} \]
the reservoir’s chemical potential. On the other hand, analyzing the average number of atoms as a function of the chemical potential (right frame in Fig. 1) we obtain the derivative \(\partial N/\partial \mu\) appearing in the denominator of condition (12). Knowing the variance of the number of particles in the ensemble we calculate the right-hand side of (12) which is \(T = 325\) – the value very close to the environment’s temperature.

Now we start to analyze the three-dimensional Bose gas at the parameters studied experimentally in Ref. [15]. We consider an atomic cloud of \(^{87}\)Rb atoms confined in a harmonic trap with radial and axial frequencies equal to \(\omega_r = 2\pi \times 224\) Hz and \(\omega_z = 2\pi \times 26\) Hz, respectively. An average number of atoms is \(<N> = 72000\). Following the prescription described above we calculate the static structure factor and then according to the formula (9) we obtain the average number of phonons in each mode (see red curves in Fig. 2). At the same time we calculate the distribution of thermal phonons based on the Planck law (blue curves in Fig. 2). For both temperatures considered here both distributions match very well. This agreement is actually expected since the Planck distribution of thermal phonons in a three-dimensional Bose gas was already observed experimentally in [15].

![FIG. 2: (color online). Average number of thermal phonons as a function of momentum in a Bose gas at temperature \(T = 0.12T_c\) (main frame) and \(T = 0.18T_c\) (inset). The gas is confined in an axially symmetric harmonic trap with radial and axial frequencies \(\omega_r = 2\pi \times 224\) Hz and \(\omega_z = 2\pi \times 26\) Hz (like in the experiment of Ref. [15]), respectively. An average number of atoms in a trap equals \(<N> = 72000\). \(T_c\) is the critical temperature of an ideal Bose gas with above mentioned parameters. The red curve comes from the analysis of the static structure factor within the classical fields approximation (Eq. (9)) whereas the blue one is the Planck distribution (Eq. (10)). In both cases the local density approximation is used. A good agreement between the classical fields approximation result and the Planck distribution is evident.](image)

Now we raise the question whether the formulas, Eqs. (9) and Eq. (10), produce the same distributions in the case of a quasi-one-dimensional Bose gas. This is a legitimate question because, as we know [1, 2], a one-dimensional Bose gas has qualitatively new properties with respect to the bulk gases. A one-dimensional system exhibits two branches of elementary excitations, belonging to phonons [3] and to dark solitons [4, 5, 6, 7, 8]. The static structure factor calculated within the classical fields approximation via Eq. (1) obviously includes contributions both from phonons and dark solitons. This is because both these kinds of excitations can be identified within the CFA [7, 26]. On the other hand, the formula (10) considers only phonons. Therefore, for one-dimensional systems there should be a difference between distributions obtained based on (9) and (10). It is indeed, as shown in Fig. 3. Clearly, the disagreement appears for momenta lower than \(1\) \(\mu m^{-1}\) which is related to the radial size of the atomic cloud we work with. For phonons at the wavelengths shorter than the radial size of the Bose gas the quasi-one-dimensional character of the system does not matter – they behave as in a three-dimensional bulk system. Fig. 3 shows that the discrepancy between the distributions resulted from (9) and (10) gets larger for higher temperatures. It is expected behavior since at higher temperatures the number of deeper thermal solitons increases [7] causing larger density fluctuations.

![FIG. 3: (color online). Average number of thermal phonons as a function of momentum in a thermal Bose gas confined in an elongated axially symmetric harmonic trap with radial and axial frequencies \(\omega_r = 2\pi \times 113\) Hz and \(\omega_z = 2\pi \times 1\) Hz, respectively. The temperatures are: \(T = 200\) (main frame) and \(T = 77\) (inset) in units of \(\hbar\omega_z/k_B\). An average number of atoms in a trap equals approximately \(<N> = 16000\). The red curve comes from the analysis of the static structure factor within the classical fields approximation (Eq. (9)) whereas the blue one is the Planck distribution (Eq. (10)). In both cases the local density approximation is used. Here, a disagreement between the classical fields approximation result and the Planck distribution appears for lower momenta.](image)
proximation with the one calculated based on the extension of Bogoliubov theory to quasicondensates \[27\], valid when \(k_B T/(\mu n \xi) \ll 1\), where \(\xi = h / \sqrt{m \mu}\) is the healing length and \(n\) is the average density. The latter considers only phonons whereas the CFA approach includes both phonons and dark solitons. Hence, the differences between these two approaches are expected.

![Graph](image)

**FIG. 4.** (color online). Left column: Static structure factor \(S(k)\) from the CFA approximation (red curves,) and the extension of Bogoliubov theory \[27\] (blue lines). Right column: Linear density of a 1D Bose gas at equilibrium (from CFA) as a function of time. The upper frames correspond to the temperature \(T = 1.4 \times 10^3 \hbar^2/mL^2 k_B\), where \(L\) is the size of the box. The temperature for the lower frames case is four times higher \(T = 5.6 \times 10^4 \hbar^2/mL^2 k_B\). The chemical potential equals \(\mu = 8000\) in units of \(\hbar^2/mL^2\) for upper and lower case.

The average number of atoms is about \(<N> \approx 2000\) in both cases. Hence, the dimensionless Lieb-Liniger parameter is \(\gamma \approx 0.001\) and the reduced temperature \[25\] equals \(\tau = 0.004\) and \(\tau = 0.016\) for upper and lower case, respectively.

We do CFA calculations of the static structure factor in the regime of thermally excited quasicondensate \[28\] (for based on the Lieb-Liniger model calculations in the high-temperature fermionization or Tonks-Girardeau regions see Ref. \[29\]). For lower temperatures the \(S(k)\) obtained from the CFA method follows the curve calculated from the phonon only based approach \[27\] (Fig. 4, left upper frame). Some differences for large momenta are expected and are related to the short wavelength cutoff inherently built in the CFA method \[21\]. The agreement is expected since for low temperatures and in the weakly interacting regime only very shallow solitons are excited (see right upper frame in Fig. 4 showing the evolution of the linear density of a gas). However, for higher temperatures differences between the CFA and Mora-Castin (phonon only based approach) results appear for lower momenta (Fig. 4, left lower frame). As it is shown in the right lower frame in Fig. 4, deep solitons (seen as almost vertical blue lines) are clearly present in the gas. These dark solitons make the contribution to the static structure factor. For even higher temperatures when the system enters the decoherent quantum regime \[28\], the number of thermal solitons significantly increases.

In summary, we have studied the weakly interacting Bose gas at thermal equilibrium, confined in both a three-dimensional and quasi-one-dimensional harmonic traps. We were particularly focused on a distribution of thermal phonons. We found that for three-dimensional samples the distribution of thermal phonons matches the Planck distribution. On the other hand, for quasi-one-dimensional geometries there appears a discrepancy when a 3D procedure is directly applied, which we attribute to the existence of, in addition to phonons, other kind of elementary excitations, the type II excitations. These excitations, i.e., dark solitons, contribute as well to the static structure factor of an elongated Bose gas. Therefore, the disagreement between the distributions coming from the Bogoliubov approximation (which includes only phonons) and CFA (including both phonons and dark solitons) is expected. This disagreement is an indirect proof of existence of the type II excitations (i.e., thermal solitons). Hence, a measurement of the static structure factor in an elongated weakly interacting Bose gas should unequivocally show the presence of thermal solitons in the gas.
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