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The assignment problem is a fundamental optimization problem and a crucial part of many systems. For example, in multiple object tracking, the assignment problem is used to associate object detections with hypothetical target tracks and solving the assignment problem is one of the most compute-intensive tasks. To enable low-latency real-time implementations, efficient solutions to the assignment problem is required. In this work, we present Sparse and Speculative (SaS) Auction, a novel implementation of the popular Auction algorithm for FPGAs. Two novel optimizations are proposed. First, the pipeline width and depth are reduced by exploiting sparsity in the input problems. Second, dependency speculation is employed to enable a fully pipelined design and increase the throughput. Speedups as high as 50\times are achieved relative to the state-of-the-art implementation for some input distributions. We evaluate the implementation both on randomly generated datasets and realistic datasets from multiple object tracking.
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1 INTRODUCTION

The assignment problem is a special type of a linear programming problem, where an optimal one-to-one assignment between a set of objects and a set of agents is sought. The assignment problem is widely used, for instance, to model network traffic and optimizing routes \[10\], alignment of protein-protein interaction networks in bioinformatics \[11\], dynamic task allocation for robots \[9, 34, 35\], and computer vision tasks \[16, 25\]. It is formulated as maximum weight matching for bipartite graphs. The assignment problem is of particular importance in multiple object tracking (MOT) \[8\], where, at the data association stage, each object detection is to be associated with a single track. MOT is an NP-hard problem and the assignment problem is the main computational bottleneck \[3, 14\]. MOT is one of the enabling capabilities for autonomous robotics systems \[24, 27\] and efficient and scalable solutions are needed.

The Auction algorithm is an effective iterative solution to the assignment problem \[5\]. There exist multiple optimized implementations of the Auction algorithm for CPUs, GPUs \[32\], and...
In Reference [36], an FPGA implementation is proposed that claims 10× performance increase relative to a baseline CPU implementation, whereas a 7× performance increase is reported for the GPU implementation in Reference [32]. However, the proposed implementations fail to address two critical properties of the assignment problems found in, e.g., MOT:

1. The problems show a high degree of sparsity.
2. The assumption of data dependencies between consecutive iterations is often false.

In this article, we propose **Sparse and Speculative (SaS) Auction**, an accelerator generator for the auction algorithm targeting **System-on-Chip (SoC) FPGAs**. It takes advantage of the sparsity often found in the problems, which both reduces the area and depth of the processing pipeline. We also propose a data dependency speculation scheme that reduces the number of pipeline bubbles and improves the throughput. The implementation is evaluated on a SoC FPGA, and the source code is available on Github [20].

The rest of the article is organized as follows: In Section 2, a brief background into the assignment problem, the Auction algorithm, and its application in MOT is given. In Section 3, related work is reviewed. In Section 4, the proposed implementation of the SaS Auction is introduced. In Section 5, the evaluation and results are discussed. The article is concluded in Section 6.

### 2 BACKGROUND

#### 2.1 The Assignment Problem

The goal of the assignment problem is to find an assignment between a set of objects $O$ and a set of agents $A$ that maximizes a reward function. The assignment problem is also referred to as maximum weight matching of weighted bipartite graphs and is solvable in polynomial time. The assignment problem is characterized by a reward matrix $R$ of size $n \times m$ where $r_{ij}$ is the reward for assigning object $j$ to agent $i$. The solution to the assignment problem is then finding an optimal assignment matrix $B$ where matrix element $b_{ij} = 1$ if the edge from object $j$ to agent $i$ is picked, and zero otherwise, i.e., $b_{ij}$ is binary.

This optimization problem can be expressed as a linear program as follows:

\[
\max \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} r_{ij} \cdot b_{ij} \tag{1}
\]

subject to

\[
\sum_{i=0}^{m-1} b_{ij} \leq 1, \forall j = 0, 1, \ldots, n - 1 \tag{2}
\]

\[
\sum_{j=0}^{n-1} b_{ij} = 1, \forall i = 0, 1, \ldots, m - 1. \tag{3}
\]

Consider the simple assignment problem shown in Table 1. Here, the set of agents is $A = \{Alice, Bob, Charlie\}$ and the set of objects are $O = \{o_1, o_2, o_3\}$. The value $r_{ij}$ represents the reward associated with assigning agent $a_i$ to object $o_j$.

#### 2.2 Methods for the Assignment Problem

2.2.1 **Simplex Methods.** The assignment problem can be solved with well-studied algorithms from linear programming like the simplex method [33]. The simplex method starts by observing that the solution space of a linear programming problem is a polytope defined by the constraints of the linear program. Since the cost function is linear it can be shown that the optimum must lie on a vertex of this polytope. For the assignment problem, each possible mapping of agents to
Table 1. A Simple Assignment Problem

| Agent | Object |
|-------|--------|
| Alice | 5      | 10 | 1 |
| Bob   | 4      | 11 | 3 |
| Charlie | 5   | 14 | 8 |

objects make up a vertex in a \((n+m)\)-dimensional polytope, where \(n\) is the number of agents and \(m\) is the number of objects. The Simplex method starts by picking an initial vertex. It then traverses the edges, from vertex to vertex, until the optimum is found. In the worst case, the algorithm must visit all vertices, giving it a computational complexity equivalent of a brute force method with \(O(2^N)\).

The assignment problem belongs to a special class of linear programming problems known as transportation problems. Transportation problems can be represented as graphs where the decision variables are the weights of the edges. Each decision variable only occurs twice in the constraints, once for the source node and once for the destination node. This additional structure is taken advantage in, e.g., the Streamlined Simplex [22].

In recent years, enterprise optimization software such as Gurobi [15] and CPLEX [6] have gained popularity. Here, the assignment problem is solved as a linear integer programming problem using Simplex-like algorithms.

2.2.2 The Hungarian Method. The Hungarian method was introduced by Khun as a more efficient solution to the assignment problem than the traditional linear programming methods. In the Hungarian method, the assignment problem is modeled as a graph \(G = (V, E)\) and a reward matrix \(R\), where \(V = A \cup O\) is the set of vertices, \(E = \{(a_i, o_j)\}_{a_i \in A, o_j \in O}\) is the set of edges, and \(r_{ij}\) is the weight of edge \((a_i, o_j)\). A matching \(M\) is a subset of \(E\) such that no edges in \(M\) share a common vertex. We call \(M\) a perfect matching if it matches all the vertices of \(V\). Given a graph \(G\) and a matching \(M\), an augmenting path is a path in \(G\) that starts and ends at an unmatched vertex and contains alternating edges from \(M\) and \(E - M\). Augmenting paths can be used to iteratively find perfect matchings.

The assignment problem can thus be reformulated as finding the perfect matching with the maximum weight. Compared to the general class of transportation problems, the assignment problem has two additional features. First, the weights are binary, i.e., either 1 or 0. Second, if a particular edge between agent \(a_i\) and object \(o_j\) has the weight 1, then all other edges connected to both \(a_i\) and \(o_j\) have the weight 0. This information is not utilized by the linear programming methods and makes them comparatively slow [5]. The Hungarian method solves the assignment problem in polynomial with a computational complexity of \(O(N^3)\). The Hungarian method is a primal-dual algorithm where the starting point is a feasible solution. It works by maintaining and iteratively updating two data structures. The first is a labeling \(l\) of \(G\). A labeling is a function mapping the set of vertices to the real numbers. A valid labeling is defined as one where the sum of the labels for two vertices is less than or equal to the weight of the edge connecting them. The second is a matching \(M\). It can be shown that given a labeling \(l\) and the equality subgraph \(G_l\), then a perfect matching \(M\) of \(G_l\) is also the maximum weight matching of \(G\). The Hungarian method starts with a matching \(M\) and a valid labeling \(l\). It then augments the matching until either it finds a perfect matching or no augmenting path exists. In the latter case, it improves the labeling function \(l\) before going back to looking for an augmenting path.
The Hungarian method is not suitable for parallelization as both the labeling improvement and finding an augmenting path are inherently sequential operations.

2.2.3 LAPJV. The LAPJV algorithm was introduced by Jonker and Volgenant [21] as an improvement of the Hungarian method. While the Hungarian method works by finding any feasible augmenting path, LAPJV looks for the shortest augmenting path. This is found using Dijkstra’s shortest path algorithm.

2.2.4 The Auction Algorithm. The Auction algorithm was proposed by Bertsekas [4] as a general solution to the assignment problem. The assignment problem is modeled as an auction and the reward \( r_{ij} \) is interpreted as how much agent \( a_i \) is willing to pay for the object \( o_j \).

The Auction method is not a primal-dual algorithm like the Hungarian method, and each iteration is not guaranteed to reduce the total cost. Optimality can be guaranteed if \( \epsilon \), the minimum raise, is less than a threshold. The algorithm is guaranteed to terminate if there exists a feasible solution. The relaxed constraint on monotonically improving solutions enables the Auction method to reach the optimum in fewer steps. Its computational complexity is \( O(N^2 \log(N)) \) [29].

The Auction algorithm works by updating a price vector \( P \), which contains the current price for each object, and an assignment vector that stores information about which agents are assigned to which objects. The price vector is initialized to 0 and is increased as agents bid for objects. Each iteration consists of two phases: the bidding phase and the assignment phase. In the bidding phase, a subset of the agents \( A_{bid} \subseteq A \) calculate bids for a subset of the objects \( O_{bid} \subseteq O \). In the assignment phase, the highest bid is picked and the bidding agent is assigned to the object. There are two commonly used approaches to the bidding phase. The first alternative is referred to as the Jacobi variant. Here, all unassigned agents bid for a single unassigned object; i.e., \( A_{bid} = A_{\text{unassigned}} \) and \( O_{bid} = o_k \), where \( A_{\text{unassigned}} \) is the set of unassigned agents and \( o_k \) is a single unassigned object. Referring to the example in Table 1, the first iteration of the Jacobi method would consist of Alice, Bob, and Charlie bidding of object \( o_1 \). The second alternative is referred to as the Gauss-Seidel variant. Here, a single unassigned agent bids for all the unassigned objects. This means that \( A_{bid} = a_k \) and \( O_{bid} = O \). Here, \( a_k \) is a single unassigned agent. The first iteration of the Gauss-Seidel variant would consist of Alice bidding for objects \( o_1, o_2, o_3 \). The Jacobi variant can be implemented by assigning a processing element to each agent to compute the bids in parallel. The disadvantage of this approach is that as more agents are assigned, fewer of the processing elements are used. The Gauss-Seidel variant can be implemented by assigning a processing element to each object. It does not suffer from the same disadvantage as the Jacobi method, as the number of objects being bid on remains constant as the algorithm proceeds. For the rest of this work, the Gauss-Seidel variant is used.

The winning bid each round is the bid for the object that has the highest benefit to the agent. The benefit of object \( j \) for agent \( i \) is the difference between the agents’ reward \( R(i,j) \) for the object \( o_j \) and the current price \( P(j) \), computed as:

\[
b(i,j) = R(i,j) - P(j).
\]

When the object with the highest benefit is found, the agent decides its bid for that object. The bid is made such that the object still has the highest benefit to the agent. This is achieved by raising the bid for the object with an amount equal to the difference between the highest and the second-highest benefit, expressed as:

\[
\text{raise} = b_{\text{max}} - b_{\text{max}-1}.
\]

The pseudo-code for the Auction algorithm is presented in Figure 1. Lines 1–3 initialize the arrays containing object prices and assignments and the queue containing the unassigned agents.
Solving Sparse Assignment Problems on FPGAs

1: \( \text{prices}[0 \rightarrow N] \leftarrow 0 \)
2: \( \text{objectAssignments}[0 \rightarrow N] \leftarrow \text{invalid} \)
3: \( \text{unassigned}.\text{enqueue}(0 \rightarrow N) \)
4: \( \text{while unassigned not empty do} \)
5: \( \text{currAgent} \leftarrow \text{unassigned}.\text{dequeue}() \)
6: \( \text{benefit} \leftarrow \text{reward}([\text{currAgent}]) - \text{prices} \)
7: \( \text{object} \leftarrow \text{benefit.indexOfMax}() \)
8: \( \text{highest} \leftarrow \text{benefit.sorted().take(2)} \)
9: \( \text{raise} \leftarrow \text{highest}[0] - \text{highest}[1] \)
10: \( \text{if} \ \text{raise} < 0 \ \text{then} \)
11: \( \text{continue} \)
12: \( \text{end if} \)
13: \( \text{bid} \leftarrow \text{price}([\text{object}]) + \text{raise} \)
14: \( \text{if objectAssignments}([\text{object}]) \text{then} \)
15: \( \text{oldAgent} \leftarrow \text{objectAssignments}([\text{object}]) \)
16: \( \text{unassigned}.\text{enq(oldAgent)} \)
17: \( \text{end if} \)
18: \( \text{objectAssignments}([\text{object}]) \leftarrow \text{currAgent} \)
19: \( \text{prices}([\text{object}]) \leftarrow \text{bid} \)
20: \( \text{end while} \)

Fig. 1. Auction algorithm, Gauss-Seidel variant.

Inside the loop, an unassigned agent is dequeued and agents’ benefits for each object are computed. Line 7 extracts the index of the object with the highest benefit, while Line 8 gets the highest and second-highest benefit. Line 9 calculates the raise according to Equation (5). Lines 14–17 unassign any previously assigned agent. This proceeds until agents are either assigned or disregarded due to not being able to create a positive raise (lines 10–13). An optimized C++ implementation is published in Reference [19].

2.2.5 Execution of the Auction Algorithm. Figure 3 shows the execution of the four iterations needed to solve the assignment problem in Table 1 using the Auction algorithm.

1) In the first iteration, Alice is bidding. Since the prices are all zero, the object benefits are equal to the object rewards. The most beneficial is \( o_2 \), marked with blue, and the second most beneficial object is \( o_1 \), marked with green. The \( \text{raise} \) is the difference between the most and the second-most beneficial object, which is 5. After iteration 1 Alice is assigned to \( o_2 \) and the price is set to 5.

2) In the second iteration, Bob is bidding. His benefits are calculated using his rewards and the updated prices. His most beneficial object is \( o_2 \) and his raise is 2. Alice is thus unassigned from \( o_2 \) and replaced by Bob. The price is raised to 7.

3) In the third iteration, Charlie is bidding. His most beneficial object is \( o_3 \), which has 1 unit more benefit than \( o_2 \). He thus bids 1 for \( o_3 \) and is assigned to it.

4) In the fourth and last iteration, Alice is bidding again. With the updated prices, \( o_1 \) is now the most beneficial object, 2 units more beneficial than \( o_2 \). She bids 2 for \( o_1 \) and is assigned to it. After iteration 4 there are no more unassigned agents and the algorithm terminates.

2.3 The Assignment Problem in MOT

In MOT, the goal is to estimate the position and velocity of multiple targets, or objects, based on sensor measurements from a single or multiple sensors. Probabilistic models are used to account for clutter (false positives) and misdetections (false negatives) in the sensor measurements. A type
of Bayesian filter is usually used to predict a priori state estimates and combine them with sensor data into a posteriori state estimates [13].

Targets that are sufficiently close to each other are clustered together. In this manner, the complexity is lowered, as the algorithm can be run independently on each cluster. A possible association between a measurement and a target is called a single-target hypothesis. The measurements within the range of a cluster will result in data association hypotheses for all the targets in the cluster. Finding the optimal data association hypothesis is modeled as an assignment problem. The number of hypotheses in a cluster can reach hundreds or even thousands. However, it is common that relatively few hypotheses contain the majority of the probability density mass. Validation gating is a common technique where hypotheses with probability below a certain threshold are set to zero. This can yield large and highly sparse assignment problems. In the Multiple Hypothesis Tracker (MHT) [8], a set of hypotheses are maintained over consecutive iterations. For each new set of measurements, the hypotheses give birth to child hypotheses that inherit the probability properties from their parents. To avoid an explosion of hypotheses, pruning is applied to remove the most unlikely candidates.

In recent years, a generalization of MHT known as the Poisson Multi-Bernoulli Mixture (PMBM) filter [12] has been proposed as a state-of-the-art approach to MOT. We evaluate SaS Auction on a set of assignment problems generated by a PMBM tracker. It is referred to as the MOT dataset.

3 RELATED WORK

In Reference [32], Vascencelos et al. propose accelerating the Auction algorithm on a GPU claiming a 7× speedup relative to a baseline CPU implementation. The algorithm is divided into a bidding phase and an assignment phase. In the bidding phase, all agents bid on an object in parallel, whereas all objects find a valid bid and update their price in the assignment phase. While achieving good performance for the big dense problems, the GPU is characterized by having high energy consumption, making it unfit for many embedded applications.

In References [17, 18] Hung et al. propose an FPGA accelerator for solving the assignment problem. The architecture is based on a recurrent neural network, but the performance scales poorly to big problems, which can take multiple seconds to solve.

In Reference [36], Zhu et al. propose a hardware architecture for Auction algorithm accelerators on FPGAs. They claim a 10× speedup relative to a baseline CPU implementation. A simplified overview of the architecture is shown in Figure 2. It consists of a pipeline with a configurable number of processing elements (PEs). In each iteration, object-rewards for a single object are read from memory or the host PC through the I/O FIFO. The rewards are distributed among the PEs in the PE Array. Each PE contains a small LUTRAM where the object prices related to that PE are stored. For an architecture with N PEs capable of solving problems with up to M objects PE-k will store prices $P_{k+i,N}$ for $k = 1 \ldots M/N$. The resulting benefits are passed to the SearchTask module, which finds the highest and second-highest benefit. The SearchTask is implemented as a tree of
comparators and its depth scales with $\log_2(N)$. The two highest benefits are further passed to the AssignmentEngine, which computes the raise. The AssignmentEngine contains the assignment array and unassigns the previous agent holding the highest bid for the object in question. The raise is then forwarded from AssignmentEngine to the ControlUnit, which updates the price within the right PE. The I/O FIFO receives information of unassigned agents such that it can request its object rewards from memory. In the rest of this article, we refer to the FPGA implementation by Zhu et al. as state-of-the-art (SoA) Auction.

4 SPARSE AND SPECULATIVE (SAS) AUCTION
SaS Auction is a flexible FPGA accelerator that efficiently solves the assignment problem. There are multiple reasons for using an FPGA rather than a CPU or GPU for solving the assignment problem. Due to its ability to implement arbitrary datapaths, it has greater potential for taking advantage of sparsity. This can yield designs with lower latency and lower energy consumption. In robotic applications embedding target tracking the Auction algorithm will typically be on the critical path. Reducing the latency of the algorithm can thus allow the robot to navigate faster. Also, for mobile battery-driven autonomous robots, energy efficiency is paramount. FPGAs can achieve much higher energy efficiency than CPUs and GPUs [26]. Last, for some autonomous robots, like drones, the weight of the computational platform is an important parameter. In some cases, the weight can be the limiting factor for performance [23]. Due to reduced power consumption, using an FPGA could remove the need for a heavy heatsink.

In the following, the term agent is used to refer to the row of object-rewards associated with the agent. We use agent-index to refer to the index, or ID, of the agent.

4.1 Sparse Problems
An assignment problem is sparse if the majority of the elements in the reward matrix $R$ are zero. If $r_{ij} = 0$, then object-$j$ is never assigned to agent-$i$. We also refer to these as non-valid object rewards. Figure 4 shows the level of sparsity found in the assignment problems in the MOT dataset. The x-axis shows the density, which is the inverse of the sparsity. Clearly, these are highly sparse assignment problems. The vast majority of problems have less than 5% density.

Figure 5 shows how the depth of the SearchTask scales with the number of PEs. Each level of the search tree is implemented in a separate pipeline stage. Over-dimensioning the accelerator by using too many PEs has a negative performance impact. The throughput is affected by the depth of the SearchTask, as pipeline stalling takes place at the PE stage until the preceding agent has finished executing in the SearchTask. The number of PEs also impacts the area and the obtainable clock rate of the accelerator.

However, under-dimensioning the accelerator with too few PEs is also costly and reduces the throughput, since it makes each agent span multiple pipeline stages.

Generally, the optimal number of PEs for a particular problem is the number of object rewards per agent. By taking advantage of sparsity, the optimal number of PEs can be greatly reduced and thus improving throughput and latency.

4.1.1 Representing Sparsity. There are multiple ways of representing sparse matrices [30]. A simple tuple representation [28] was chosen, where the element and the column index are stored as a tuple. The original reward matrix $R$ resides in the off-chip DRAM and each element of the reward matrix is represented by a 64-bit data word. The transformed vector $C$ is the sparse representation of $R$ and resides in the on-chip BRAM. For architecture with $n$ PEs, each BRAM data word in $C$ contains $n$ tuples of object reward and column index as given:
The number of bits used to represent a single object reward is configurable. The words of the transformed BRAM vector $C$ are padded such that the first non-zero element of each row of the original DRAM matrix $R$ always occupies the first element $e_1$ of a BRAM word $c$. This means that each BRAM word only contains rewards from the same row of the original matrix. A row of the original matrix may span several words of the transformed vector $C$. A separate array is used to map the row indices of the original matrix to indices of the transformed matrix.

In Figure 6, an example of a transformation between a problem matrix $R$ and its sparse representation $C$ is given.

\[ R = \begin{bmatrix} 0 & 0 & 1 & 2 & 0 & 0 & 0 & 7 \\ 0 & 0 & 0 & 0 & 4 & 0 & 8 \\ 6 & 0 & 0 & 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 4 & 0 & 2 & 9 \\ 0 & 8 & 4 & 0 & 2 & 6 & 5 & 0 \\ 0 & 0 & 0 & 0 & 0 & 7 & 0 \end{bmatrix} \]

\[ C^T = \begin{bmatrix} (0, 0), (5, 1), (4, 2), (0, 7) \\ (0, 0), (0, 0), (2, 4), (0, 8) \\ (0, 0), (0, 0), (7, 6), (1, 2) \\ (0, 0), (3, 4), (1, 2), (0, 9) \\ (0, 0), (0, 0), (0, 0), (6, 8) \\ (5, 4), (3, 2), (2, 6), (1, 5) \\ (0, 0), (0, 0), (0, 0), (1, 7) \end{bmatrix} \]

RowIndex = \[ \begin{bmatrix} 0 & 1 & 3 & 4 & 5 & 6 \end{bmatrix} \].

Fig. 6. (a) Original reward matrix. (b) Transformed reward vector.

An architecture with 4 PEs is assumed for simplicity. This means that each BRAM word stores up to four valid, non-zero object rewards and their column indices. The reward matrix $R$ is sparse with the majority of the rewards being zero. The bottom right corner has indices (0,0). Each element $c_i$ in the transformed vector $C$ consists of four tuples $e_1 \ldots e_4$. The individual tuples consist of the element value and its column index in the original matrix $R$. The transformed vector $C$ is not fully dense, because the first element of each row in $R$ is aligned to the beginning of a data word in $C$. This is done to efficiently read out an entire row of the original input matrix by reading a single BRAM data word. In the example, elements 1 and 2 of $C$ (zero-indexed starting from the bottom) both belong to row 1 of $R$. When the number of valid elements in a row in $R$ exceeds the number of PEs in our architecture the elements are spread out over multiple words. The row index of each element in $C$ is stored in an array that maps each row of $R$ to an element in $C$. 

\[ \text{RowIndex} = \begin{bmatrix} 0 & 1 & 3 & 4 & 5 & 6 \end{bmatrix}. \]
4.1.2 Cost of Sparsity-aware Processing. There are three major costs associated with using a sparse representation. First, the translation from dense to sparse representation must be performed. In the SaS Auction architecture, the translation is done in hardware, and this incurs an area cost as opposed to the time cost associated with a software implementation. Second, a sparse representation removes the static relationship between PE and object price. In SoA Auction, PE0 always calculates the benefit of object 0 for the various agents. This means that each PE can store the prices locally and thus can all the prices be accessed in parallel at low cost. To achieve parallel lookup of all PEs, SaS Auction duplicates the BRAM with object prices for each PE. Last, sparse representation adds overhead, because two values are needed for each element: the column index and the element value. The memory needed to store a sparse matrix is given by:

$$\text{Mem}_{\text{sparse}} = w_{\text{reward}} \cdot \log_2(n_{\text{max}}) \cdot r_{\text{sparse}},$$

where $w_{\text{reward}}$ is the bits needed to represent a reward, $n_{\text{max}}$ is the maximum problem size, and $r_{\text{sparse}}$ is the rate of non-zero elements. The memory requirements for a dense representation is as follows:

$$\text{Mem}_{\text{dense}} = w_{\text{reward}} \cdot n_{\text{max}}^2.$$

For an FPGA implementation, both $\text{Mem}_{\text{sparse}}, n_{\text{max}}$ and $w_{\text{reward}}$ are fixed at compile-time. For a given combination of these parameters, there is an upper bound on the size and density of a problem matrix that can be stored.

4.2 Dependency Speculation

Each iteration of the Auction algorithm consists of reading the object rewards for a specific agent and comparing them to the current object prices. An iteration may result in a bid and thus change the state of the object prices. This means that unless the processing pipeline is stalled until the current agent is done, the next agent might use stale prices when calculating its bid. We define an unresolved agent as an agent that is currently computing a bid but has yet to commit it by updating the prices. There is a data dependency between agents $a_1$ and $a_2$ if the output of processing $a_1$ is dependent on whether it executes before or after $a_2$. Dependencies are dynamic, i.e., two agents might be dependent at some point during the processing and independent at another. Dependencies can be divided into two categories. A strong dependency occurs if both $a_1$ and $a_2$ have the same most-beneficial object. In this case, $a_1$ calculates an illegal bid if it does not wait for $a_2$ to commit its bid first. A weak dependency occurs when $a_2$ bids for the second-most beneficial object to $a_1$. In this case, the order does not change which object $a_1$ bids for, but it affects the size of the bid. It makes $a_1$ bid more conservative, which is equivalent to making a smaller step toward the global optimum. In Reference [36], the dependencies are handled by stalling all agents in the PE stage until one agent computes its bid introducing expensive pipeline bubbles.

The processing stages for agent $a_i$ through the pipeline of SoA Auction with 8 PEs are shown in Figure 7(a). The components will be described in more detail in Section 4.3. The pipeline is stalled such that only one agent traverses the loop consisting of PEs, SearchTask, and AssignmentEngine stages at the time. In the proposed SaS Auction, a basic static dependency speculation scheme is employed. It is always speculated that there are no strong dependencies between the agent currently at the PE stage and the unresolved agents that have not committed their bids yet. In the cases where there actually is a strong dependency, the agents bid is disregarded and it is added back in the unassigned queue. This is detected by comparing the bid to the current price. If it is lower, then a misspeculation has occurred.

Figure 7(b) shows a timing diagram for SaS Auction, an implementation supporting dependency speculation, characterized by no pipeline bubbles, which provides 9x increase in throughput compared to SoA auction implementation in Reference [36]. The actual speedup is limited by the rate
of misspeculations and pipeline bubbles naturally occurring, because there are few unassigned agents left.

4.3 Hardware Architecture

The proposed SaS Auction is an optimized accelerator generator for efficiently solving the assignment problem. It is specifically optimized for the sparse problems found in, e.g., MOT.

Figure 8 shows an overview over the SaS Auction hardware architecture, and Figure 9 shows the speculative Auction algorithm represented as a flow-chart. A streaming dataflow architecture optimized for throughput is proposed. It is inspired by SoA Auction by Zhu et al. The accelerator is characterized by \( n_{PE} \), its number of PEs. This decides the width of the pipeline and BRAM interfaces. The accelerator reads the problem matrix from the off-chip DRAM into the on-chip BRAM. It also initializes the queue of unassigned agents. Then, it proceeds to perform the steps in the algorithm in Figure 1. The accelerator reads one row of the problem matrix, finds the most beneficial object, and calculates the bid. Then, it updates the price and assignment vector. This continues until there are no unassigned agents left. In the following, each component is described briefly.

(1) **Register File** provides the user interface of the accelerator. It is conventional AXI4-Lite-based memory mapped control and status register file. The user software writes the memory
address of the input problem matrix along with its dimensions into registers residing at prede-
dined addresses. Starting and stopping the accelerator is also achieved through the register file.

(2) **Dram2Bram** functions as a DMA that reads problem data from the off-chip DRAM, com-
presses it to the proposed sparse representation, and writes it to the on-chip BRAM. The parsing
and compressing is pipelined in two stages.

1. Non-valid, i.e., rewards that are zero, are filtered out. The valid rewards are entered into an
register-based array, \( \text{ValidR} \), corresponding to a single BRAM word.
2. When either the array is full or a complete row of the input problem has been read, the
array is written to the on-chip BRAM, and the address at which it is stored is written to the
\( \text{AgentRowStore} \)

The length of \( \text{ValidR} \), and consequently the width of the on-chip BRAM interface, is equal to
\( n_{\text{PE}} \). This allows the rewards for all the PEs to be read out in a single cycle and.

(3) \( \text{qUnassignedAgents} \) and \( \text{qRequestedAgents} \) are **first-in-first-out (FIFO)** queues
between the AssignmentEngine and the BramController. They hold the unassigned agents and
the currently executing agents, respectively. BramController dequeues agent-indices from the
\( \text{qUnassignedAgents} \) and enqueues them back on the \( \text{qRequestedAgents} \) after their rewards have
been requested from the BRAM. When a bid arrives from the SearchTask, the AssignmentEngine
dequeues from the \( \text{qRequestedAgents} \) and will potentially enqueue a new agent-index on the
\( \text{qUnassignedQueue} \).

(4) **AgentRowStore** is a BRAM storing the mapping of the row index of the original input ma-
trix to index of the on-chip BRAM data word containing the transformed version of that row. The
Dram2Bram module writes to the **AgentRowStore** as it is parsing and compressing the input matrix.
The **AgentRowStore** is read by the **BramController** before fetching rewards in the on-chip BRAM.

(5) **BramController** controls the requesting and the parsing of the rewards from the BRAM. It
is pipelined over multiple stages.

1. Dequeue index of unassigned agent from \( \text{qUnassigned} \)
2-3. Read the BRAM address of the agent from **AgentRowStore**
4-5. Read rewards from BRAM and forward to DataMux

(6) **PEs** perform the actual computation as expressed in Equation (4). The PE stage is pipelined
with the following stages:

1. Read current price of object from **PriceStore**
2. Calculate benefit of object
3. Forward benefit to **SearchTask**.

The PE performs static dependency speculation and always assumes that there are no dependen-
cies between current agent and any unresolved agent. Any violation, which is caused by a strong
dependency, will be caught in the AssignmentEngine.

(7) **PriceStore** is the BRAM-based centralized storage for the object prices. Each PE has a ded-
icated BRAM where all the prices are stored, i.e., the prices are duplicated for each PE. The write
ports of all the duplicate BRAMs are connected to the AssignmentEngine, which updates all the
price copies after a bid. Each duplicate BRAM has a single read port that is connected to its PE. The
AssignmentEngine also has a duplicate BRAM, which is used resolve the dependency speculation.

(8) **SearchTask** is illustrated in Figure 5 and is a tree of comparators that finds the highest
and second-highest benefits, among the benefits outputted by the PE stage. Each level of the tree
is implemented as a pipeline stage. The SearchTask can perform multiple iterations to support
solving problems where the agents span multiple pipeline stages. When the highest and second-
highest benefits are found, the SearchTask computes the bid as expressed in Equation (5).
AssignmentEngine is in charge of maintaining the prices, assignments, and detecting and handling misspeculations. The AssignmentEngine is pipelined with the following stages:

1. Receive bid $b$ for object $o_j$ from the SearchTask and the corresponding agent-idx $a_i$ from qRequestedAgents. Also read current price of the object $P(o_j)$ from the PriceStore. And the currently assigned agent $objectAssignments(o_j)$.
2. Resolve speculation by comparing $P(o_j)$ with $b$
3a. If $b \leq P(o_j)$, then there has been a misspeculation caused by a strong dependency between $a_j$ and a previous agent. In that case, $a_i$ is enqueued back to qUnassignedAgents.
3b. If $b > P(o_j)$, then both the PriceStore and ObjectAssignments are updated. The previously assigned agent, which was requested in the first stage, is enqueued to qUnassignedAgents.

Weak dependencies are not detected or handled by the AssignmentEngine.

Controller performs control tasks. It fills up the qUnassignedAgents FIFO when the accelerator is started, detects the end of accelerator’s operation, and initiates writing the result back to DRAM.

Figure 9 shows a flowchart model of the pipeline. It is focused on the core processing pipeline, which starts and ends with the qUnassigned. The interaction with off-chip DRAM, host software, and transformation of input problems to sparse representations are abstracted away in the Init/Setup process.

4.4 Comparison to SoA Auction
The key differences between the SaS and the SoA Auction are as follows:

4.4.1 Sparsity. SoA Auction contains a simple memory interface that either can read the rewards from an off-chip main memory or an on-chip BRAM. The latter necessitates that the SW has transferred the data to BRAM first. SaS Auction implements a DMA in Dram2Bram, which moves the data from off-chip DRAM to on-chip BRAM and compresses the data on the fly.

4.4.2 Price Storage. With sparsity-aware processing, the static mapping of object price to PE no longer exists. A object price might be needed by any PE. To enable single-cycle price-lookup for all PEs, SaS Auction stores a copy of the prices for each PE.

4.4.3 Speculation. SaS Auction implements speculative processing. While SoA Auction stalls execution in the PE stage, SaS Auction continues with possibly stale prices. The AssignmentEngine will detect a strong data dependency and reschedule the agent that used stale prices.

4.5 Performance Model for Speculation
In the following, a performance model for speculative execution in SaS Auction is derived.

4.5.1 Stalling Cost. First, a cost model for the state-of-the-art implementation is derived. The cost of stalling execution at the PE stage depends on the number of clock cycles needed by the preceding agent to calculate and commit its bid. It can be expressed as:

$$C_{stall} = d_{PE} + d_{SearchTask} + d_{AssignmentEngine}$$

$$C_{stall} = 4 + \log_2(n_{PE}),$$

where $d_{PE}$, $d_{SearchTask}$ and $d_{AssignmentEngine}$ refer to the latency (or depth) of the respective modules, given in Table 2. Note that these values are based on our implementation inspired by Zhu et al. [36], where no data regarding the latencies of the original implementation is available.

Clearly, the stalling cost is independent of the input problem dimension and only depends on the number of PEs. However, the total processing latency of one agent also depends on the size of...
Table 2. Pipeline Latencies

| Module                  | PE | Search Task | Assignment Engine | Bram Controller |
|-------------------------|----|-------------|-------------------|----------------|
|                         | 3  | 2 + log₂(n_{PE}) | 1                 | 5              |

input problem dimension relative to the number of PEs. Thus, the relative cost of stalling decreases the more underdimensioned the accelerator is.

4.5.2 Speculation Cost. The speculation cost is defined as the additional number of clock cycles needed to process an agent if it is not stalled at the PE stage, but rather being speculatively processed. This cost is a stochastic variable, as it depends on whether there is a data dependency between the agent and any unresolved agents. The goal is thus to find the expected value of the speculative cost. The misspeculation cost is first derived. It is the penalty of dispatching an agent from the PE stage if there is an unresolved strong dependency and is defined as:

\[ C_{\text{miss}} = 1 + n_{\text{bubbles}} + C_{\text{stall}}. \]  

The constant cost of \( C_{\text{stall}} \) is the worst-case expected cost of redoing the loop consisting of PE, SearchTask, and AssignmentEngine stages once the agent is ready in the PE-stage again. The variable \( n_{\text{bubbles}} \) is the number of pipeline bubbles occurring between the misspeculation and the next instant the agent is ready in the PE-stage. It is estimated as:

\[ n_{\text{bubbles}} = \max(0, d_{\text{PE}} - n_{\text{unassigned}}). \]  

If \( n_{\text{unassigned}} \) is larger than the number of clock cycles from the AssignmentEngine to the PE stage, then there are no bubbles. The expected costs of stalling and speculating are expressed as:

\[
E(\text{stall}) = C_{\text{stall}} \\
E(\text{speculate}) = p_{\text{miss}} \cdot C_{\text{miss}},
\]

where \( p_{\text{miss}} \) is the probability of a misspeculation, i.e., the probability that the agent at the PE stage has a strong dependency on an unresolved agent.

4.5.3 Probability of Misspeculation. To estimate the probability of a strong data dependencies, \( p_{\text{miss}} \), some simplifications must be made. It is assumed that the most beneficial object \( o_{\text{pick}} \) for an agent \( a_k \) is an independent random variable drawn from a uniform distribution. This can be expressed as follows:

\[ p(o_{\text{pick}} = o_i) = \frac{1}{m}, \]  

where \( m \) is the number of objects.

The probability of a strong dependency can thus be expressed as the probability of an agent picking the same object as any of the unresolved agents.

\[ p_{\text{miss}}(n) = 1 - \left( \frac{m - 1}{m} \right)^n, \]  

where \( n \) is the number of unresolved agents and \( m \) is the number of objects. The actual number of unresolved agents \( n \) depends several factors.

First, it has an upper bound defined by the number of PEs in the accelerator. The number of PEs decides the number of pipeline stages between reading the prices in the PE stage and committing
a bid in the AssignmentEngine. In an architecture with 8 PEs, there are 7 pipeline stages between PE and the commit operation.

Second, it also depends on how many pipeline stages each agent spans. In a scenario with 8 PEs and agents with 64 valid object rewards, the agent will span 8 pipeline stages. This means that when a new agent arrives at the PE stage, there will be at most one unresolved agent that would span all the 7 pipeline stages between the PE stage and the commit stage. Consider another scenario, also with 8 PEs, but this time with agents with at most 8 valid object rewards. This implies that each agent only spans a single pipeline stage. In this scenario, when a new agent arrives at the PE stage, there might be as many as 7 unresolved agents.

Last, it also depends on how many unassigned agents are left. When the agent of the previous scenario arrives at the PE stage. The number of unresolved agents could be anywhere from 0–7. The actual number depends on how full the pipeline is, which depends on how many unassigned agents are left.

Finally, using the derived probability of misspeculation $p_{\text{miss}}$, Equation (11) is plotted in Figure 10 for an accelerator with 8 PEs with different input problem sizes. The grey horizontal line represents the cost of stalling, which is constant and independent of the number of unresolved agents and the number of potential pipeline bubbles. The expected cost of speculating depends on both $n_{\text{unresolved}}$ and the potential number of bubbles $n_{\text{bubbles}}$. Thus, Figure 10 shows the range of expected cost of speculating. The maximum expected cost occurs in the case of an empty pipeline behind the agent in the PE stage. The minimum cost arises when the pipeline is full and there are enough unassigned agents such that $n_{\text{bubbles}} = 0$.

Clearly, for bigger problems the probability of misspeculation is very small and thus also the expected cost of speculation. Intuitively, increasing number of unresolved agents leads to increased chance of misspeculation and thus increased expected cost. Given the assumption of uniform probability distribution, a static speculation scheme is sufficient. In static speculation, as opposed to dynamic speculation, the pipeline always proceeds in the PE stage, regardless of the number of unresolved agents or the number of expected pipeline bubbles. Such a static speculation scheme is implemented by SaS Auction.

5 Evaluation

The accelerator is implemented as a parameterizable hardware generator in the hardware description language Chisel [2]. The Zedboard [1] with a Xilinx Zynq XC7020 and off-chip DRAM is used.
as a target platform for evaluation. The Zynq is a SoC FPGA, which comprises a dual core ARM Cortex A9 and a Xilinx Virtex FPGA. The open source FPGA-tidbits project [31] is used to generate host and DRAM interfaces for the accelerator. The SW baselines execute on a dedicated i9-10900X CPU running at 1.2 GHz. To filter out the non-determinism introduced by the operating system, each problem is run five times and the median execution time is used.

We evaluate three different SaS Auction designs and one SoA Auction against a C++ implementation and a version using the popular Gurobi framework.

We use two datasets for the evaluation. The first dataset consists of randomly generated sparse assignment problems. The practice of using random number generators to create assignment problems is discussed in Reference [7]. This dataset consists of assignment problems ranging from small $10 \times 10$ problems up to $600 \times 600$ problems. For each size the sparsity is varied from only a few valid object rewards per agent up to fully dense.

The second dataset is from a simulation of the state-of-the-art MOT algorithm introduced by Garcia et al. in Reference [12]. We have used different levels of validation gating to create problems with a greater range of sparsity. The algorithm maintains 100 tracks over 50 iterations, generating over 100,000 assignment problems.

The following implementations are evaluated:

- **C++ (SW)** is a single threaded C++ implementation of the Auction algorithm available at Reference [19]. It was allocated a dedicated i9-10900X core.
- **Gurobi (SW)** is using the industrial Gurobi Optimizer [15]. It was also allocated a single dedicated i9-10900X core. Gurobi solves the assignment problem as an integer linear programming problem using the simplex method.
- **SoA xPE** is our implementation of the state-of-the-art where $x$ is the number of PEs. It is based on the work of Zhu et al. [36].
- **SaS xPE** is the Sparse and Speculative Auction implementation where $x$ is the number of PEs.

5.1 Performance

5.1.1 Random Sparse Dataset. Figure 12 shows the results of evaluating SaS and SoA Auction on the random sparse dataset. Each plot is divided into six subplots. Each subplot shows problems with the same input dimensions, which are given in the subplot title. The y-axes denote the processing time in nanoseconds, while the x-axes show the number of valid object-rewards per agent, i.e., the sparsity level. There are five sparsity levels in each subplot; e.g., in the $600 \times 600$ subplot there are results for problems with 6, 12, 60, 120, and 180 valid object rewards per agent. For each sparsity level, the reported value is the average processing time for that particular sparsity level.

In Figure 12(a) the core processing times of SaS and SoA Auction with different number of PEs is shown. The core processing time is the time spent doing actual computation, neglecting the time spent transferring the problem matrices from DRAM to the on-chip memory. The core processing time is measured by the accelerator itself, which counts the cycles spent computing the solution. There are several things to note.

As expected, the potential speedup when taking advantage of speculation and sparsity-aware processing is big, as high as $50 \times$ for big sparse problems. It is also clear that the optimal number of PEs is related to the sparsity of the problem. The $50 \times 50$ subplot shows that SaS 8PE performs best while there are less than 8 valid objects per agent. Then SaS 16PE performs better until we have more than 16 valid objects per agent when SaS 32PE is best.

It is also clear that the speedup of SaS relative to SoA is generally higher for sparse than for dense problems. For large and sparse input problems the potentially speedup is enormous. This is mostly
due to the sparsity-aware processing; e.g., for a $600 \times 600$ problem each agent in SoA 8PE will span 75 pipeline stages, regardless of the sparsity. When the problem is fully dense, the only remaining speedup is due to the dependency speculation.

Figure 12(b) depicts the total processing times of SaS and SoA Auction. The total processing time includes the time spent transferring the rewards from DRAM to the on-chip-memory and the time spent writing the final results back. Clearly, the relative speedup of the SaS accelerators is limited by the fact that a major portion of the runtime is spent moving data from the DRAM to the on-chip BRAM. This effect is most visible for highly sparse problems. Consider the $600 \times 600$ problems with only 6 valid object rewards per agent. The core processing time of SoA 8PE is 50× higher than that of SaS 8PE. However, the total processing time is only 1.8× higher. The reason is that these highly sparse problems require fewer iterations to solve than dense problems. This results in a situation where the core processing time only accounts for 2% of the total processing time.

Another interesting observation is that neither the core, nor the total, processing time is monotonically increasing as the problems get denser. Rather, the processing time peaks at a relatively low density. Figure 11 shows the number of iterations needed by the C++ (SW) implementation to solve a dataset of random sparse $50 \times 50$ problems. The x-axis shows the level of density and the y-axis shows the number of iterations. Surprisingly, the processing time peaks at 22% density with
an average core processing time of 7,173 ns before monotonically decreasing as density increases. At 100% density the core processing time has decreased to an average of 4,964 ns. The mechanism behind this is not clear to the authors.

Figure 12(c) compares the total processing time of SaS and SoA Auction with SW implementations. The y-axis now uses a logarithmic scale. As described in prior work, there is enormous potential for speedup: from $100 \times$ speedup for the small $10 \times 10$ problems to $1,000 \times$ speedup for the sparse $600 \times 600$ problems. It is also clear that a vanilla C++ auction algorithm implementation outperforms industrial optimization software based on linear programming. However, for larger problems the speedup is less significant.

5.1.2 MOT Dataset. Figure 13 shows the results of evaluating SaS and SoA Auction on the MOT dataset. There are a few subtleties that make this plot different than the previous ones. Each subplot now shows problems with the same number of rows (i.e., agents). The subplots have titles like 16xY, which means that the problems have 16 agents, however, the number of objects vary from 1 to over 300. The x-axes show the number of valid object-rewards per agent; this is no longer directly tied to the sparsity level, since the number of non-valid object-rewards varies. The values on the x-axes now indicate limits; e.g., for the 16xY subplot, the first bar-group is the average processing time for problems with 1–8 valid object-rewards, the second is for 8–20 valid object-rewards, and so on.

As expected, the processing time of SaS Auction increases as the number of valid object-rewards increases. This is in line with the results from the randomly sparse dataset. Interestingly, this is not the case for SoA Auction, where the processing time does not seem to strongly correlate with the number of valid object-rewards. The reason is that the processing time of SoA Auction mostly only depend on the input dimensions of the problem. The input distribution of the MOT problems are such that the agents seldom bid for the same objects. Thus, the sparsity level is not an indicator of how many iterations are needed and thus to overall processing time. The SaS Auction, however, can take advantage of the sparsity and drastically reduce the core processing time.

5.2 Performance Model Evaluation

Figure 14(a) shows the number of misspeculations for the SaS Auction accelerator when evaluating the random sparse dataset. As expected, SaS 8PE consistently has fewer misspeculations due to the fact that it has a lower bound on the maximum number of unresolved agents. In general, the number of misspeculations increase with the number of valid object-rewards until the number exceeds the number of PEs.

Figure 14(b) compares the expected rate of misspeculations, derived in the performance model section, with the measured rate of misspeculation rate for the SaS 8PE accelerator. The y-axis shows the misspeculation rate and the x-axis show the number of unresolved agents. The number
Eq. 14: Performance model evaluation on the randomly generated sparse dataset.

Unresolved agents are based on the sparsity level of the input problem according to

\[
\text{unresolved} = \frac{\text{max}_{\text{unresolved}}}{\text{aspan}}
\]

where \( \text{aspan} \) is the agent span, i.e., how many pipeline stages each agent spans. The \( n_{\text{nonzero}} \) is the number of non-zero object rewards per agent, i.e., the sparsity level. Finally, \( \text{max}_{\text{unresolved}} \) is the maximum number of unresolved agents possible; i.e., the latency from PE stage to commit. For SaS 8PE, \( \text{max}_{\text{unresolved}} = 7 \).

Clearly, the performance model is inaccurate and overestimates the misspeculation rate. The major reason for this is that the predicted misspeculation rate is based on the assumption that the pipeline is always full; i.e., for a \( 20 \times 20 \) problem with 8 non-zero rewards per agent, we assume that there always will be 7 unresolved agents in the pipeline. In reality, the pipeline is only full in the first part of the execution. As there are fewer and fewer unassigned agents left, the pipeline will be less and less full until there is only one unassigned agent left. The execution can proceed for many iterations with only a single unassigned agent. During those last iterations, a misspeculation is impossible. We thus conclude that the performance model gives overly conservative upper bound of the misspeculation rate.

5.3 Area

Table 3 shows the resource utilization for the different implementations. SoA 8PE is our implementation of the accelerator based on the work of Zhu et al., while Zhu 16PE are the numbers reported in Reference [36]. The difference in BRAM usage stems from the fact that SoA 8PE stores the rewards on-chip while Zhu 16PE accesses the rewards from an off-chip memory. SoA 8PE needs 130 BRAMs to be able to solve \( 600 \times 600 \) problems efficiently. A solution reading rewards from off-chip DRAM would be a lot slower and not be fair comparison to SaS, which stores the rewards, with
Table 3. Resource Utilization

| Accelerator | SoA 8PE | Zhu 16PE | SaS 8PE | SaS 16PE | SaS 32PE |
|-------------|---------|----------|---------|----------|----------|
| Flip-flops  | 2,966   | 1,647    | 3,177   | 4,586    | 7,414    |
| LUT         | 2,346   | 2,265    | 2,235   | 2,927    | 4,315    |
| LUTRAM      | 57      | 540      | 121     | 229      | 432      |
| BRAMs       | 134.5   | 6        | 79      | 83       | 91       |

sparse representation, on-chip. The difference in LUT and flip-flop usage likely stems from the fact that the SoA 8PE is based on SaS 8PE. The sparsity-aware and speculative optimizations were removed, but some overhead still remains.

We note that SaS 16PE uses 2.8× more flip-flops and 1.3× more LUTs than Zhu 16PE. This overhead is high, but expected. The Dram2Bram, PriceStore, and on-chip storage of the rewards make up over a third of the flip-flop overhead. Moreover, the pipeline of SaS 16PE is considerably longer and more information must be passed through the pipeline to support sparsity-aware processing and speculation.

6 CONCLUSIONS

In this article, Sparse and Speculative Auction, a novel implementation of the popular Auction algorithm for FPGAs, has been presented. It takes advantage of the high level of sparsity found in the assignment problems formulated by many algorithms. It employs both sparsity-aware processing and speculation and achieves up to 50× speedup over the state-of-the-art for highly sparse problems. It is evaluated on randomly generated sparse problems and realistic problems from a MOT simulator.
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