Classification of Optical Images of Cervical Lymph Node Cells
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Abstract: the study considers the optical classification of cervical nodal lymph cells and is based on research into the development of a Computer Aid Diagnosis (CAD) to detect the malignancy cases of diseases. We consider 2 sets of features one of them is the statistical features; included Mode, Median, Mean, Standard Deviation and Maximum Probability Density and the second set are the features that consist of Euclidian geometrical features like the Object Perimeter, Area and Infill Coefficient. The segmentation method is based on following up the cell and its background regions as ranges in the minimum-maximum of pixel values. The decision making approach is based on applying of Minimum Distance which give accuracy of 97%.
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Introduction:
Cervical lymph nodes are laid on the neck. In the neck of the human body there are 300 of the 800 lymph nodes [1]. Several cases affect the lymph nodes like infection, tumors, inflammation. The lymph nodes in adults can be palpable even in a healthy state. In children at 12 years down, the cervical nodes take size of 1 cm and may be palpable, but this may not mean any disease. In persons above 50 years, cancers lead to metastatic enlargement [2].

The involvement of lymph nodal reflects the clinical, pathological mark in primary lymphomas, because it indicates the transformation or disease development from localized to systemic state; so the following up of nodal lymph is important for staging them. Fine Needle Aspiration (FNA) is broadly applied in the detection of lymphadenopathy, staging and follow-up them [3]. Lymphomas may take a long-term clinical course [4] in which nodal lymph may develop and enlarge for different reasons. A surgical biopsy is difficulty accepted by patients and rarely performed, so the surgical biopsy for only detection goals might be looked at as an overuse choice and excessive intervention in sometimes.

Fine needle aspiration (FNA) has a crucial role in diagnosing lymphadenopathy [5,8]. It is noticed in clinical settings, the lymph nodes FNA of lymph nodes present problems related to sampling, cells amount, different cellular properties. In general, some institutes are requested FNA for all patients suffering from enlargement of nodal lymph and suspected for malignancy by any diagnostic method such as Ultrasound or clinical. Other researchers had used image processing and analysis for recognition and classification of lymph node images from different imaging techniques [9,12].

Hardware and Methodology
1. Samples and imaging
Samples of different types of benign and malignant of cervical nodal lymph tissue were prepared as slides using the Fine Needle Aspiration (FNA) and Pap stain. These slices were imaged by the standard optical microscope connected to a CCD camera.
2. Image segmentation
In segmentation process, the image is divided into separated regions. The best case is to get two regions: object of interest and its background. The algorithms of image segmentation are a wide and demanding area like medical imaging, satellite imagery and computer vision systems. Its aim is to divide an image into meaningful area which are in to generate a feature vector for a certain task. Segmentation is the first and necessary step prior to the detection and classification of images and extracting their features. The segmentation depends on similarities are revealed or boundary based approaches, which depend on determining the edges.

In this study the color of the images is exploited by calculating the average value of Red, Green and Blue colors for the inter-cellular points and getting minimum-maximum of the values of these colors [13].

The result provides the segmented images and the examples being given in Figure 1. Two hundred images were collected; 100 benign and 100 malignant. The images were divided into two groups (50 benign + 50 malignant) for each; the first one represents the control basis and the second as the test group.

| No. | 1 | 2 | 3 | 4 | 5 | …… | 100 |
|-----|---|---|---|---|---|-----|-----|
| Benign cells | ![Image](benign1.png) | ![Image](benign2.png) | ![Image](benign3.png) | ![Image](benign4.png) | ![Image](benign5.png) | …… | ![Image](benign100.png) |
| Malignant Cells | ![Image](malignant1.png) | ![Image](malignant2.png) | ![Image](malignant3.png) | ![Image](malignant4.png) | ![Image](malignant5.png) | …… | ![Image](malignant100.png) |

Figure 1. Benign and Malignant of cervical node cells as segmented images

**Features of images**

The features are grouped in a set of numeric values as a feature vector or an input to a decision making (Minimum Distance) method. The feature vector included the statistical parameter ‘mode, median, mean, standard deviation, Maximum Probability Density’ and Euclidean geometrical features ‘area, perimeter, infill coefficient’ as follows:

1. **Mode.** The pixel value which repeatedly occurs more than any other pixel [14].

2. **Median.** That pixel value in the middle of other pixels if they are arranged in descending or ascending way. If there is more than one mode, the average value of them represents the mode [15].

3. **The Mean.** The average value of all image pixels and reflects the brightness of the image and got from equation [16]:

\[
\mu = \sum_{k=0}^{K-1} k P(k) \tag{1}
\]

k is the intensity of pixel value from 0 to 255
P(k)is the pixel probability of k value

4. **Standard Deviation:** it is used as a measure for how far the average of all values from their mean. It is considered a sign of contrast in an image. It is given by [15]:

\[
\sigma = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left(I_{ij}^{2} - \mu^{2}\right) \tag{2}
\]
I: Intensity; µ: mean

5. **Maximum Probability Density**: The histogram represents the total number of each gray level [7]. Maximum Probability Density $P_{\text{max}}(k)$ is resulted by dividing the sum of the most frequent gray level by total number of image pixels [9]. We consider $P_{\text{max}}(k)$ [17]:

$$P_{\text{max}} = \frac{h(k)}{K} \quad (3)$$

Where $h(k)$ is the sum of most frequent pixel and $K$ is the number of all pixels.

6. **Object Area**: if the function $I_q(i, j)$ refers to a segmented region or cell $q$, the following function is considered [17]:

$$I_q(i, j) = \begin{cases} 1 & \text{if} \quad I(i, j) = n^{th} \ \text{object number} \\ 0 & \text{otherwise} \end{cases} \quad (4)$$

The area of the object is obtained from [8]:

$$A_q = \sum_{x \in \text{cell}} 1(x) \quad (5)$$

7. **Object Perimeter**: it is the total number of boundary pixels of the object or cell. The boundary pixel is determined by taking 1 value and at least 0 neighbor value. So it is given by [17]:

$$P = \sum_{x \in \text{edge}} 1(x) \quad (6)$$

8. **Infill Coefficient**: it is defined by the area of cell area divided by polygon area around it.

**Minimum Distance**

The minimum distance approach is applied as decision making to reflect the degree of similarity of features values and knows if any set of these values belonged to a specific class or not. If a certain class is given in space $S$. Minimum Distance is obtained by [19]:

$$d(x_g, m_{ig}) = \sqrt{(x_i - m_{i})^2 + \ldots + (x_K - m_{iK})^2} \quad (7)$$

Or in another form:

$$d(x_g, m_{ig}) = |x_i - m_{i}| + \ldots + |x_K - m_{iK}| \quad (8)$$

$x_g$ is any point in $K$ space, $m_{ig}$ are two vectors of class $i$ and $j$ respectfully in dimension $K$.

For condition ($i \neq j$) the Minimum Distance is:

$$d(x_g, m_{ig}) < d(x_g, m_{jg}) \quad (9)$$

Based on above specific features, we apply Minimum Distance as decision making to differentiate between benign and malignant classes. The class belonging depend on if the
most object features are nearer to specific class than the other. This provides a result of classification that the research aims. The images are divided into two groups; 100 training images and 100 testing images (50 Benign and 50 Malignant for each one).

### Results and discussion

The application was depended on setting 2 groups of features for any cell; its statistical and geometrical ones. It is found that the statistical features of malignant cases are larger than those of benign cases except the Maximum Probability Density values and this refers to the usual observation which are compatible with previous information in this field, as seen in Table 1.

**Table 1: Average values of the features**

| Features                  | Benign | Malignant | Overlapped Ratio |
|---------------------------|--------|-----------|------------------|
| Mean                      | 86     | 114       | 12%              |
| Mode                      | 85     | 156       | 18%              |
| Median                    | 86     | 151       | 16%              |
| Standard Deviation        | 7      | 13        | 19%              |
| Max. Prob. Den.           | 0.12   | 0.06      | 17%              |
| Perimeter                 | 81     | 112       | 5%               |
| Area                      | 502    | 1811      | 13%              |
| Infill Coef.              | 0.951  | 0.892     | 35%              |

Max. Prob. Den. = Maximum Probability Density

The malignant appearance of cell is light and pale, whereas, the benign is dim and dark, so the malignant take higher values and benign lower values. The Maximum Probability Density values are less in malignant because the variety of image pixels and there is not dominant pixel as in benign images. The perimeter values and area are larger in malignant than benign as predicted, whereas the Infill Coefficient is less according to the irregularity of malignant cells taken into consideration the definition of this feature. There is generally an overlapping between feature values of benign and malignant images cells and their ratios are explained in Table 1. The classification is not precise with one or few features, thus, it is needed to take suffice number of variety features as done in this study. The Minimum Distance that has been associated with these parameters has given a good solution to the overlap problem and reaches successfully for classification aim.

### Conclusions

The methodology in this study represents a multi-factors estimation of cervical lymph nodes cells images coupled with a Minimum Distance approach to classify benign and malignant of these cells. The method obviously depends on the reliability of biopsy process, staining, imaging setting and parameters computation as feature vectors. Taking all these issues into account the study gives good result and 97% as classification accuracy according to the samples used to date.
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