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1 Introduction

The proper formulation of gravity as a quantum theory is a long-standing and controversial problem. Much of the difficulty is due to the fact that the gravitational constant is dimensionful, which means that gravity becomes strong at short scales, and arguably requires a quantum notion of space-time itself. It is thus plausible that the starting point of such a quantum theory could be very different from general relativity (GR), but GR should be approximately recovered at macroscopic scales, in the sense of an effective theory.

With this in mind, we choose the framework of matrix models of Yang-Mills type as a starting point. These models naturally describe dynamical noncommutative (“quantum”) geometries, and they automatically lead to a gauge theory, which is crucial in Minkowski signature. Moreover, the kinetic term arises from a universal commutator structure, which encodes a universal metric [1]. To avoid the dangerous UV/IR mixing which typically arises on non-commutative spaces [2], one is led to the maximally supersymmetric IKKT or IIB model [3], where UV/IR mixing is sufficiently mild.\(^1\) This model can be viewed as a constructive definition of IIB string theory, and it exhibits a rich set of brane-type solutions, such as [7–12] to mention only a few. Quite remarkably, recent numerical simulations of the model [12–15] provide evidence that a 3+1-dimensional structure indeed arises at the non-perturbative level.

With this motivation, our objective is to find a suitable background space-time solution of the IKKT matrix model, which leads to the desired low-energy physics including gravity. There has been considerable effort along these lines including [1, 16–19], and [20–26] in a similar spirit. One of the problems which arises on simple non-commutative geometries is that they typically carry some Lorentz-breaking structure, which is well hidden classically, but tends to show up in the loop contributions. That problem can be avoided on covariant quantum spaces, such as fuzzy \(S_N^4\), \(H_n^4\), and similar spaces [27–35]. This class of spaces exhibits a rich extra structure, which typically leads to a higher-spin gauge theory [36–38].

In this paper, we focus on an interesting candidate for such a covariant background, given by the quantized or fuzzy cosmological space-time \(M_{3,1}^{3,1}\) recently found in [39]. This (3+1)-dimensional space is based on the 4-dimensional fuzzy hyperboloid \(H_n^4\) [40], which upon a projection acquires a semi-classical Friedmann-Lemaître-Robertson-Walker (FLRW) geometry describing an expanding universe with initial singularity, or rather a Big Bounce. In particular, we study the linearized fluctuation spectrum and the effective gauge theory arising on this \(M_{3,1}^{3,1}\), which is a solution of the matrix model with a mass term. For previous work on FLRW solutions in the context of higher spin gravity we refer to [41, 42].

One important feature of \(M_{3,1}^{3,1}\) is that it admits a global SO(3, 1) symmetry, while local Lorentz invariance is not manifest. This SO(3, 1) symmetry is the isometry group of the space-like hyperbolas \(H_k^3\) of the cosmological space-time with \(k = -1\). It comprises space-like translations and local SO(3) rotations, and the latter can be viewed as a manifest

\(^1\)UV/IR mixing leads to 10-dimensional “bulk” supergravity in the Type IIB model [3–6]. However, this has nothing to do with the mechanism under consideration here, which arises on a 4-dimensional brane, where the bulk supergravity only induces a short-range \(r^{-8}\) interaction.
part of Lorentz invariance. However, there is no boost invariance, because the cosmic background defines an invariant time-like vector field. Moreover, the model enjoys a large gauge invariance, which can be viewed as a truncated higher-spin algebra associated to so(4,1) [38, 43], acting in an intricate way. These symmetries protect the theory from becoming pathological, and almost enforce local Lorentz invariance. For example, it turns out that the propagation of all physical higher-spin modes is governed by a single effective metric, as it should be, and we expect that the resulting physics will largely respect local Lorentz invariance. Thus the breaking of (local) Lorentz-invariance seems to be well hidden in the unphysical fluctuations, as far as we can see. Nevertheless, some breaking of Lorentz invariance is bound to show up somewhere.

The present $M_{n}^{3,1}$ solution is somewhat different from (and in a sense dual to) the solution recently found in [39, 44]. The present realization is preferred, because it allows to systematically organize and study the (linearized) fluctuation spectrum. This involves organizing the fluctuations into towers of higher-spin modes, finding the on-shell modes and their spectrum, and identifying among them the metric fluctuation modes. All these are non-trivial tasks which requires some technology. Fortunately, due to the close relation with the Euclidean case of $H_{n}^{4}$ and its enhanced SO(4,1) symmetry, we can use many of the results obtained in [40], and largely solve these problems. That SO(4,1) is in fact part of an SO(4,2) structure group, which is underlying the construction of $H_{n}^{4}$ as a coadjoint orbit. In particular (and in contrast to previous attempts), all physical metric degrees of freedom are obtained from the linearized fluctuation modes, as well as three of the usual four diffeomorphism modes, which arise as pure gauge modes of the higher-spin algebra. The reduction to three diffeomorphism modes reflects the presence of an invariant volume form on the noncommutative space.

Since GR is not a Yang-Mills theory, one would not expect to obtain the Einstein equations directly from the matrix model. It is therefore very remarkable that we do indeed obtain the linearized vacuum Einstein equations directly from the matrix model. More precisely, the classical action leads to the two propagating Ricci-flat graviton modes as in linearized GR, as well as a scalar metric mode whose significance is not yet clear. However to obtain the (linearized) Einstein equations in the presence of matter, quantum effects in the matrix model are presumably required. Here the higher-spin symmetry is extremely useful, because it strongly restricts the possible terms in the quantum effective action. Using this gauge invariance, we identify the analog of the linearized Einstein-Hilbert action, which is expected to be induced upon quantization [46]. Moreover, there seems to be no analog of the cosmological constant term, which is replaced by the Yang-Mills action. This suggests that the cosmological constant problem may not arise in this approach.

Due to the Yang-Mills structure of the underlying (matrix) model, the gauge-fixing procedure is straightforward, and the model should provide a well-defined quantum theory.

---

2This also works for $\mathbb{R}^{4}_{3}$ [1, 20, 22], but its extension to full gravity seems problematic, notably due to more serious Lorentz violations. There is in fact a way to formally obtain the full vacuum Einstein equations [21], which however leads to other issues.

3This would not be possible on simple noncommutative spaces such as $\mathbb{R}^{4}_{n}$, where extra terms are possible which are forbidden here [45]. This is very important for obtaining a realistic physics.
There are only finitely many degrees of freedom per volume due to the intrinsic UV cutoff of
the underlying noncommutative space-time, and the maximal supersymmetry of the model
(broken by the soft mass term) will strongly restrict possible non-local quantum effects due
to UV/IR mixing. Since Ricci-flat deformations are already solutions of the bare action
and all metric modes of gravity are present, the model is an excellent candidate for realizing
gravity in a quantum theory of space-time and matter.

As an extra bonus, the background under consideration provides a rather attractive
cosmological scenario featuring a Big Bounce and an asymptotically coasting late-time
evolution. It is fascinating that a reasonable cosmological evolution is obtained without
any fine-tuning, and even without requiring the presence of matter. If the resulting gravity
at intermediate length scales turns out to be viable, this would be a significant advantage
over more conventional approaches, which typically require a delicate balance of various
matter and energy constituents of the universe.

The outline of the paper is as follows: We start in section 2 by reviewing the classical
geometry of $\mathbb{C}P^{1,2}$, which is understood either as coadjoint orbit or as total space of an
$S^2$-bundle over $H^4$ or $H^{2,2}$. Its quantization leading to fuzzy $H^4_n$ as well as the projection
to fuzzy $M^{3,1}_n$ are then detailed. We study the algebra of functions in section 3 by means of
spin Casimirs and various intertwiners. It will turn out that two descriptions are available:
either divergence-free symmetric traceless tensors on $H^4$ or space-like symmetric traceless
tensors on $M^{3,1}$. As shown in section 4, the IKKT matrix model allows three kinds of
solutions from various embeddings of the $\mathfrak{so}(4,2)$ generators. Focusing on the momentum
solution as classical background, we investigate the fluctuation modes and the resulting
higher-spin gauge theory in section 5. We pay attention to gauge-fixing questions as well
as the inner products and kinetic terms. All these considerations prepare the stage for
section 6, in which we address the definition of graviton modes as well as the construction
of an gauge-invariant quadratic action. We elaborate the properties of this linearized
Einstein-Hilbert-like action in detail. Finally we conclude and summarize in section 7. The
appendix A provides details and proofs of some elaborate calculations that were omitted
in the main text. To make the paper self-contained and to facilitate follow-up work, we
include all the required background and details.

2 Geometric preliminaries

2.1 Classical hyperboloid $H^4$ from $\mathbb{C}P^{1,2}$

We start with a discussion of the classical geometry underlying fuzzy $H^4_n$ which is $\mathbb{C}P^{1,2}$,
viewed as an $S^2$ bundle over the 4-hyperboloid $H^4$. More precisely, $\mathbb{C}P^{1,2}$ is an $SO(4,1)$-
equivariant bundle over $H^4$, meaning that there exists an $SO(4, 1)$ action on both the
total space and the base space that are compatible with the bundle projection [47, Def.
1.5]. The local stabilizer group $SO(4)$ acts non-trivially on the $S^2$ fiber such that the
internal excitations become higher-spin fields on $H^4$. In addition, $\mathbb{C}P^{1,2}$ is a coadjoint
orbit of $SO(4, 2)$, which provides extra geometrical structure and, naturally, leads to a
quantization in terms of fuzzy $H^4_n$. The construction shares some similarities with twistor
constructions for Minkowski space.
Conventions. Latin letters $a, b, c, \ldots$ will typically imply the natural representation of \SO(4, 1), and Greek letters $\mu, \nu, \gamma, \ldots$ the \SO(3, 1) version. We will generally raise and lower indices with the \SO(4, 1)-invariant tensor $\eta^{ab}$ or its \SO(3, 1) version $\eta^{\mu\nu}$, unless otherwise stated. Moreover, Einstein summation convention is adopted, i.e. repeated indices are summed over.

\[ \mathbb{C}P^{1,2} \text{ as \ SO(4, 1)-equivariant bundle over the hyperboloid } H^4. \] Let $\psi \in \mathbb{C}^4$ be a spinor of $\mathfrak{so}(4, 1)$ with normalization $\bar{\psi}\psi = 1$, and consider the following Hopf map:

\[ x^a : \mathbb{C}P^{1,2} \to H^4 \subset \mathbb{R}^{1,4} \]

\[ \psi \mapsto x^a = \frac{r}{2} \bar{\psi} \gamma^a \psi, \quad a = 0, 1, 2, 3, 4 \]

(2.1)

noting that the phase of $\psi$ drops out. Here $\mathbb{C}P^{1,2}$ is defined as space of unit spinors $\bar{\psi}\psi = 1$ modulo $\mathrm{U}(1)$, and $r$ introduces a length scale. One can verify that

\[ \sum_{a,b=0}^4 \eta_{ab} x^a x^b = \frac{r^2}{4} = -R^2 \]

(2.2)

implying that the right-hand-side is indeed in $H^4$. The map (2.1) is a non-compact version of the Hopf map $\mathbb{C}P^3 \to S^4$, and, moreover, it is an \SO(4, 1)-intertwiner provided the $x^a$ transform as \SO(4, 1) vectors. The fiber can be seen to be $S^2$ such that $\mathbb{C}P^{1,2}$ is an equivariant $S^2$-bundle over $H^4$; for more details, we refer to [40]. Note that the metric on the $H^4 \subset \mathbb{R}^{1,4}$ is Euclidean, despite the \SO(4, 1) metric on target space. This is obvious at the point $\xi = (R, 0, 0, 0, 0)$, where the tangent space is $\mathbb{R}^4_{1234}$.

\SO(4, 2) formulation and embedding functions. As mentioned above, $\mathbb{C}P^{1,2}$ is a 6-dimensional coadjoint orbit of $\mathrm{SU}(2, 2)$, given by

\[ \mathbb{C}P^{1,2} \simeq \{ U^{-1} Z U, \quad U \in \mathrm{SU}(2, 2) \} \to \mathfrak{su}(2, 2) \]

(2.3)

where $Z$ is a rank one $4 \times 4$ matrix defined by

\[ Z = \bar{\psi} \psi, \quad Z^2 = Z, \quad \text{tr}(Z) = 1, \quad Z^\dagger = \gamma^0 Z \gamma^{0-1}. \]

(2.4)

The embedding (2.3) is described by the embedding functions

\[ m^{ab} = \text{tr}(Z \Sigma^{ab}) = \bar{\psi} \Sigma^{ab} \psi = (m^{ab})^*, \]

\[ x^a = r m^a_5, \quad a, b = 0, \ldots, 4 \]

(2.5)

noting that $\frac{1}{2} \gamma^a = \Sigma^{a5}$. Upon restricting to $\mathfrak{so}(4, 1) \subset \mathfrak{so}(4, 2) \simeq \mathfrak{su}(2, 2)$, we recover (2.1), which reflects the transitivity of the \SO(4, 1) action on $\mathbb{C}P^{1,2}$. The last equation in (2.5) encodes the Hopf map, which will generalize to the non-commutative case. The \SO(4, 2) structure is often useful, but it does not respect the projection to $H^4$. 

---
We briefly recall some of the resulting algebraic relations, which are derived and discussed in [40]. One can compute the invariant functions
\[
X^0_{a<b 4} m_{ab} = \frac{1}{2}, \quad X^0_{a<b 5} m_{ab} = \frac{3}{4}.
\]
Here, the indices are raised and lowered with \( \eta_{ab} = \text{diag}(-1, 1, 1, 1, 1, -1) \). Recalling (2.5), we recover
\[
x_a x^a \equiv \sum_{a=0}^{4} x_a x^a = -\frac{r^2}{4} = -R^2.
\]
It is remarkable that the SO(4,1)-invariant \( x_a x^a \) is constant on the SO(4,2) orbit \( \mathbb{C}P^1.2 \). Similarly, the relation \( Z^2 = Z \) of (2.4) entails the SO(4,2) identity
\[
\sum_{c,d=0}^{5} \eta_{cd} m^{ac} m^{bd} = \frac{1}{4} \eta^{ab}, \quad a, b = 0, \ldots, 5,
\]
which reduces to the SO(4,1) relation
\[
\eta_{cd} m^{ac} m^{bd} - r^{-2} x_a x^b = \frac{1}{4} \eta^{ab}, \quad a, b = 0, \ldots, 4.
\]
In particular, (2.10) implies that \( m^{ab} \) is orthogonal to \( x^a \), i.e.
\[
x_a m^{ab} = 0, \quad b = 0, \ldots, 4.
\]
Furthermore, the following SO(4,2) identity holds
\[
\epsilon_{abcdef} m^{ab} m^{cd} = 4 m_{ef},
\]
which reduced to SO(4,1) implies
\[
\epsilon_{abcdef} m^{ab} m^{cd} = -\frac{4}{r} x_e, \quad e = 0, \ldots, 4.
\]
Finally, there exists a self-duality relation
\[
\epsilon_{abcde} m^{ab} x^c = m_{de}.
\]
Thus \( m^{ab} \) is a tangential self-dual rank 2 tensor on \( H^4 \), in complete analogy to the fuzzy 4-sphere \( S^4_N \) discussed in [35]. One can thus express \( m^{ab} \) in terms of the SO(4) t’Hooft symbols
\[
m^{\mu
u} = \eta^{ij}_{\mu\nu} J_i, \quad J_i J^i = 1
\]
where \( J_i, i = 1, 2, 3 \) describes the internal \( S^2 \). This exhibits the structure of \( \mathbb{C}P^{1.2} \) is an SO(4,1)-equivariant bundle over \( H^4 \). The \( S^2 \) fiber is generated by the local SU(2)_L, while SU(2)_R acts trivially.
Projection to $H^{2,2}$. Alternatively, the SO(4, 2) homogeneous space $\mathbb{C}P^{1,2}$ can be viewed as $S^2$-bundle over $H^{2,2}$, which arises from the SO(3, 2)-equivariant Hopf map

$$t^a : \mathbb{C}P^{1,2} \to H^{2,2} \subset \mathbb{R}^{2,3}$$

$$\psi \mapsto \frac{1}{R} \psi \Sigma^a \psi = \frac{1}{R} m^a, \quad a = 0, 1, 2, 3, 5 . \quad (2.16)$$

Now, the coordinate functions $t^a$ define a hyperboloid $H^{2,2} \subset \mathbb{R}^{3,2}$ with intrinsic signature $(+, +, -, -)$. Using analogous identities as before, we obtain the constraints

$$\tilde{\eta}_{ab} t^a t^b = r^{-2}, \quad \tilde{\eta}_{ab} = \text{diag}(-1, 1, 1, 1, -1),$$

$$t_a x^a = 0 \equiv t_\mu x^\mu, \quad \mu = 0, 1, 2, 3 . \quad (2.17)$$

The last relation in (2.17) follows from (2.9), noting that $t^4 \equiv 0$.

SO(3, 1)-invariant projection and Minkowski signature. Neither of the spaces $H^4$ or $H^{2,2}$ considered so far has Minkowski signature. Fortunately, space-times with Minkowski signature can be obtained by SO(3, 1)-covariant projections of the above hyperboloids. Explicitly, consider the projections [39, 40]

$$\Pi_x : \mathbb{C}P^{1,2} \to \mathbb{R}^{1,3}_x$$

$$m \mapsto x^\mu = r m^\mu, \quad \mu = 0, 1, 2, 3 , \quad (2.18)$$

$$\Pi_t : \mathbb{C}P^{1,2} \to \mathbb{R}^{1,3}_t$$

$$m \mapsto t^\mu = R^{-1} m^4, \quad \mu = 0, 1, 2, 3 ,$$

which respect SO(3, 1). In section 2.3, the image $M^{3,1} \subset \mathbb{R}^{3,1}_x$ of $\Pi_x$ will serve as cosmological FLRW space-time with $k = -1$ and initial singularity due to $x^0 > 0$. The local stabilizer SO(3) acts on the $S^2$ fiber. In contrast, the image of $\Pi_t$ covers the space-like region of $\mathbb{R}^{3,1}_t$ with norm $t_\mu t^\mu \geq r^2$, and the local stabilizer SO(2, 1) acts on the $H^{1,1}$ fiber. This does not seem to give an interesting space-time, but it will be related to momentum space.

2.2 The fuzzy hyperboloid $H^4_n$

Now we consider the quantization of the geometry discussed above. This is based on the fuzzy 4-hyperboloid $H^4_n$, which is a quantization of the $S^2$-bundle $\mathbb{C}P^{1,2} \to H^4$ with the canonical Poisson structure on $\mathbb{C}P^{1,2}$. Fuzzy $H^4_n$ was introduced in [48] and further developed in [44], and we briefly recapitulate the main results. As for any coadjoint orbit, the canonical quantization of $\mathbb{C}P^{1,2}$ proceeds in terms of the operator algebra $\text{End}(H_n)$ where $H_n$ is a suitable unitary irreducible representation (irrep) of SU(2, 2) $\cong$ SO(4, 2). The representation is chosen such that the Lie algebra generators $M^{ab} \in \text{End}(H_n)$ generate a quantized algebra of functions, interpreted as fuzzy $\mathbb{C}P^{1,2}$. The $M^{ab}$ are naturally viewed as quantized coordinate functions $m^{ab}$ on so(4, 2). Analogously to the Hopf map (2.1), fuzzy $H^4_n$ is defined via a projection of $\mathbb{C}P^{1,2}_n$ that is generated by Hermitian operators $X^a \sim x^a$, transforming as vectors under SO(4, 1) $\subset$ SO(4, 2).
To define fuzzy $H_n^4$ explicitly, let $\eta_{ab} = \text{diag}(-1, 1, 1, 1, 1, 1)$ be the invariant metric of $\text{SO}(4, 2)$, and $\mathcal{M}_{ab}$ be Hermitian generators of $\mathfrak{so}(4, 2)$ which satisfy

$$[\mathcal{M}_{ab}, \mathcal{M}_{cd}] = i (\eta_{ac} \mathcal{M}_{bd} - \eta_{ad} \mathcal{M}_{bc} - \eta_{bc} \mathcal{M}_{ad} + \eta_{bd} \mathcal{M}_{ac}) \, .$$

(2.19)

We choose a particular type of (discrete series) positive-energy unitary irreps $\mathcal{H}_n$ known as minireps or doubletons [49, 50], which, remarkably, remain irreducible under the restriction to $\text{SO}(4, 1) \subset \text{SO}(4, 2)$. This follows from the minimal oscillator construction of $\mathcal{H}_n$, where all $\text{SO}(4, 2)$ weight multiplicities are at most one, cf. [49, 51, 52]. Strictly speaking there are two versions $\mathcal{H}_n^L$ or $\mathcal{H}_n^R$ with opposite chirality, but this distinction is irrelevant in the present paper and can therefore be dropped.

The doubletons $\mathcal{H}_n$ have positive discrete spectrum

$$\text{spec}(\mathcal{M}^{05}) = \{E_0, E_0 + 1, \ldots\}, \quad E_0 = 1 + \frac{n}{2}$$

(2.20)

where the eigenspace with lowest eigenvalue of $\mathcal{M}^{05}$ is an $(n+1)$-dimensional irreducible representation of either $\text{SU}(2)_L$ or $\text{SU}(2)_R$. Then the Hermitian generators

$$X^a := r \mathcal{M}^{a5}, \quad a = 0, 1, 2, 3, 4,$$

$$T^a := R^{-1} \mathcal{M}^{a4}, \quad a = 0, 1, 2, 3, 5$$

(2.21)

satisfy

$$[X^a, X^b] = -i r^2 \mathcal{M}^{ab} = i \Theta^{ab} \, ,$$

(2.22a)

$$[T^\mu, X^\nu] = \frac{r}{R} [\mathcal{M}^{\mu4}, \mathcal{M}^{\nu5}] = i \frac{1}{R} \eta^{\mu\nu} X^4, \quad \text{(2.22b)}$$

$$[T^\mu, X^4] = \frac{r}{R} [\mathcal{M}^{\mu4}, \mathcal{M}^{45}] = -i \frac{1}{R} X^\mu, \quad \text{(2.22c)}$$

$$[T^5, X^\nu] = \frac{r}{R} [\mathcal{M}^{54}, \mathcal{M}^{\nu5}] = -i r T^\nu, \quad \text{(2.22d)}$$

$$[T^\mu, T^\nu] = \frac{i}{R^2} \mathcal{M}^{\mu\nu} = -\frac{i}{r^2 R^2} \Theta^{\mu\nu} \, .$$

(2.22e)

The $X^a$ transform as $\text{SO}(4, 1)$ vectors, i.e.

$$[\mathcal{M}_{ab}, \mathcal{M}_{cd}] = i (\eta_{ac} \mathcal{M}_{bd} - \eta_{ad} \mathcal{M}_{bc} - \eta_{bc} \mathcal{M}_{ad} + \eta_{bd} \mathcal{M}_{ac}) \, .$$

(2.23)

$$[\mathcal{M}_{ab}, X_c] = i (\eta_{ac} X_b - \eta_{bc} X_a) \, ,$$

(2.24)

for $a, b, c, d \in \{0, \ldots, 4\}$. Since the restriction $\text{SO}(4, 1) \subset \text{SO}(4, 2)$ is irreducible, it follows that the $X^a$ live on a hyperboloid,

$$\sum_{a, b = 0, 1, 2, 3, 4} \eta_{ab} X^a X^b = \sum_{a=1}^4 X^a X^a - X^0 X^0 = -R^2 \mathbb{1}$$

(2.25)

with radius [40]

$$R^2 = \frac{r^2}{4} (n^2 - 4)$$

(2.26)
and

$$\sum_{a,b=0,1,2,3,5} \eta_{ab} \mathcal{M}^{ac} \mathcal{M}^{bd} + (c \leftrightarrow d) = \frac{1}{2} (r^2 - 4 \eta^{cd}) = \frac{2R^2}{r^2} \eta^{cd}. \quad (2.27)$$

Since $X^0 = r M^{05} > 0$ has positive spectrum, this describes a one-sided hyperboloid in $\mathbb{R}^{1,4}$, denoted as $H^4_+$. Similarly, the $T^a$, for $a = 0, 1, 2, 3, 5$ transform as SO(3, 2) vectors and satisfy

$$\sum_{a,b=0,1,2,3,5} \eta_{ab} T^a T^b = \sum_{i=1}^3 T^i T^i - T^5 T^5 - T^0 T^0 = \frac{1}{r^2} I \quad (2.28)$$

and the $T^a$ generate a hyperboloid $H^{2,2}$ with signature $(-+++)$. This reflects the fact that the reduction to SO(3, 2) $\subset$ SO(4, 2) of $H_n$ is also irreducible. Further identities include

$$\sum_{b=0}^4 \mathcal{M}^{ab} X_b + X_b \mathcal{M}^{ab} = 0, \quad a = 0, 1, 2, 3, 4, \quad (2.29)$$

$$\sum_{b=0,1,2,3,5} \mathcal{M}^{ab} T_b + T_b \mathcal{M}^{ab} = 0, \quad a = 0, 1, 2, 3, 5.$$

Analogous to fuzzy $S^4_N$, the semi-classical geometry underlying $H^4_+$ and $H^{2,2}$ is $\mathbb{C}P^{1,2}$ [48], which is an $S^2$-bundle over $H^4$ or $H^{2,2}$ carrying a canonical symplectic structure, respectively. In the fuzzy case, the typical fiber becomes a fuzzy 2-sphere $S^2_n$. However, for most parts of this paper, we work again in the semi-classical limit. It is important to note that the induced metric on the hyperboloid $H^4 \subset \mathbb{R}^{1,4}$ is Euclidean, despite the SO(4, 1) isometry. This can be seen at the point $x = (R, 0, 0, 0, 0)$, where the tangent space is $\mathbb{R}^{1,2,3,4}$.

Coherent states and quantization map. Since $H_n$ are lowest weight representations, there is a natural definition of coherent states on $\mathbb{C}P^{1,2}$, which are defined to be the SO(4, 2) orbits of the lowest weight state in $H_n$. The ambiguity in the choice of the group element $g \in$ SO(4, 2) leads to a U(1) phase ambiguity, so that the coherent states $\{ |z \rangle \}$ furnish a U(1)-bundle over $\mathbb{C}P^{1,2}$, or a U(2)-bundle over $H^4$. For more details on coherent states we refer to [53–57].

Given these coherent states, there is a natural SO(4, 2)-equivariant quantization map from the classical space of functions on $\mathbb{C}P^{1,2}$ to the fuzzy functions End($H_n$):

$$Q : \mathcal{C}(\mathbb{C}P^{1,2}) \rightarrow \text{End}(H_n)$$

$$\phi(z) \mapsto \hat{\phi} = \int_{\mathbb{C}P^{1,2}} d\mu \phi(z) |z\rangle \langle z| \quad . \quad (2.30)$$

Up to a cutoff, this map is one-to-one, and the inverse is given by the symbol

$$\hat{\phi} \in \text{End}(H_n) \mapsto \langle z|\hat{\phi}|z\rangle = \phi(z) \in \mathcal{C}(\mathbb{C}P^{1,2}) \quad , \quad (2.31)$$

$^4$To prove this, one can show that the decomposition into irreps is the same, cf. [58].
up to mode-dependent normalization. Since $Q$ respects $\text{SO}(4, 2)$, the generators act as

$$[\mathcal{M}^{ab}, Q(\phi)] = Q(\{m^{ab}, \phi(z)\}) \quad (2.32)$$

since $\{m^{ab}, \cdot\}$ implements the $\text{SO}(4, 2)$ action on $\mathcal{C}(\mathbb{C}P^{1, 2})$. In particular, the Laplacian operator(s) are respected too, e.g.

$$\Box Q(\phi) = Q(\Box_d \phi) \quad \text{with} \quad \Box = [T^\mu, [T_\mu, \cdot]], \quad \Box_d = -\{t^\mu, \{t_\mu, \cdot\}\}, \quad (2.33)$$

and similarly for other operators based on $\text{SO}(4, 2)$.

### 2.3 Projected quantum space-time $\mathcal{M}^{3,1}_n$ from $H^4_n$

In this paper, we study the $\text{SO}(3, 1)$-invariant fuzzy space-time generated by the coordinates $X^\mu$ for $\mu = 0, 1, 2, 3$. As introduced in [39], this space-time can be viewed as projection $\Pi_x$ of $H^4$ onto the 0123 plane, and describes a homogeneous and isotropic quantized cosmological space-time$^5$ $\mathcal{M}^{1,3}_n$. The relations (2.25) and (2.28) lead to

$$\eta_{\mu\nu} X^\mu X^\nu = -R^2 - X^4 X^4,$$

$$\eta_{\mu\nu} T_\mu T_\nu = \frac{1}{r^2} + \frac{1}{r^2 R^2} X^4 X^4, \quad \mu, \nu = 0, \ldots, 3 \quad (2.34)$$

recalling that $rRT^5 = -X^4$. Finally, the constraint (2.27) yields

$$0 = X_\mu T^\mu + T^\mu X_\mu. \quad (2.35)$$

The cosmological $\mathcal{M}^{3,1}$ background embedded by $X^\mu \sim x^\mu$ is covariant under $\text{SO}(3, 1)$, which is the symmetry respected by $\Box$. The $T^\mu$ will serve as momentum generators on $\mathcal{M}^{1,3}_n$, even though they could considered as defining a quantum space in their own right [39].

### 2.4 Semi-classical structure of $\mathcal{M}^{3,1}$

Now we discuss the semi-classical limit $\mathcal{M}^{3,1}$ and its associated bundle structure in more detail. The basic object is the space $\mathcal{C}$ of functions on $\mathbb{C}P^{2,1}$, which can be viewed as equivariant bundle over $\mathcal{M}^{1,3}$ or $H^4$, i.e. as module over the algebra $\mathcal{C}^0 \subset \mathcal{C}$ of functions on the base. The $\text{SO}(4, 1)$-covariant functions $\theta^{ab}$ and $x^a$ on $\mathbb{C}P^{2,1}$ over $\mathcal{M}^{3,1}$ separate as follows: the $x^\mu$ serve as coordinates on $\mathcal{M}^{3,1}$ and generate the algebra $\mathcal{C}^0 \subset \mathcal{C}$ of functions$^6$ on $\mathcal{M}^{3,1}$, whereas the $\theta^{\mu\nu}$ and $t^\mu$ generate the module $\mathcal{C}$ over $\mathcal{C}^0$. The constraints (2.27) imply the following relations on the generators:

$$x_\mu x^\mu = -R^2 - x^2 = -R^2 \cosh^2(\eta), \quad (2.36a)$$

$$t_\mu t^\mu = r^{-2} \cosh^2(\eta), \quad (2.36b)$$

$$t_\mu x^\mu = 0, \quad (2.36c)$$

$$t_\mu \theta^{\mu\alpha} = -\sinh(\eta)x^\alpha, \quad (2.36d)$$

$$x_\mu \theta^{\mu\alpha} = -r^2 R^2 \sinh(\eta)t^\alpha, \quad (2.36e)$$

$$\eta_{\mu\nu} \theta^{\mu\alpha} \theta^{\nu\beta} = R^2 r^2 \eta^{\alpha\beta} - R^2 r^2 x^\alpha x^\beta + r^2 x^\alpha x^\beta \quad (2.36f)$$

$$\theta^{\mu\nu} \theta_{\mu\nu} = 2R^2 r^2 (2 - \cosh^2(\eta)) \quad (2.36g)$$

---

$^5$We change notation from [39], where $Y^4$ was dropped instead of $Y^4$.

$^6$Strictly speaking the $x^\mu$ cannot distinguish the two sheets of $\mathcal{M}^{1,3}$, which requires e.g. $x^4$. 

---
where $\mu, \alpha = 0, \ldots, 3$. Here $\eta$ serves as a global time coordinate, and $x_4$ is a measure for the current size i.e. the curvature scale of the universe. From the radial constraint (2.8) on $H^4$ one deduces $\{x_\alpha x^a, x^\mu \} = 0$, which further implies

$$0 = \sum_{a=0}^{4} x_\alpha m^{a\mu} = \sum_{\nu=0}^{3} x_\nu m^{\nu\mu} + x_4 m^{4\mu}. \quad (2.37)$$

This establishes a relation between the momenta and the $t^\mu$,

$$t^\mu = \frac{1}{R} m^\mu = -\frac{1}{R r^2 x^4} x_\nu \theta^\nu{}^\mu \equiv \frac{1}{R r^2} \frac{1}{\tanh(\eta)} \theta^{0\mu}, \quad (2.38)$$

where $\xi$ is a reference point on $H^4$ which can be chosen as

$$\xi = (x^0, 0, 0, 0, x^4) \rightarrow (x^0, 0, 0, 0), \quad x^0 = R \cosh(\eta), \quad x^4 = R \sinh(\eta) \quad (2.39)$$

via SO(3,1)-invariance. Furthermore, the self-duality constraint in $H^4 [40]$

$$\epsilon_{abcde} \theta^{ab} x^c = nr \theta_{de} \quad (2.40)$$

reduces to

$$t^i = \frac{1}{R} m_i \equiv \frac{1}{n r^3} \epsilon_{abcde} \theta^{ab} x^c \equiv \frac{1}{n r^3} \cosh(\eta) \epsilon^{ijk} \theta_{jk}, \quad (2.41)$$

where the last equation is simply a consequence of $x_\mu t^\mu = 0$. Therefore $t^\mu$ describes a space-like $S^2$ with radius $r^{-2} \cosh^2(\eta)$. As a remark, the form (2.41) only applies in the special so(3,1) adapted frame, and it is not generally covariant; of course on Minkowski manifolds, there is no notion of self-duality. Such compact extra dimensions which transform covariantly under SO(3,1) are possible only due to the partial breaking of Poincare covariance the present cosmological background.

Conversely, the relations (2.41) allow to express $\theta^{\mu\nu}$ in terms of the momenta $t^\mu$ as follows:

$$\theta^{ij} \equiv \frac{nr^3}{2 \cosh(\eta)} \epsilon^{ijk} t^k, \quad \theta^{0i} \equiv \frac{r}{R r^2 \tanh(\eta)} t^i \quad (2.42)$$

at the reference point $\xi$. By means of $R \sim \frac{1}{2 n r}$ from (2.26) and using SO(3,1) covariance, one can write (2.42) globally as follows:

$$\theta^{\mu\nu} = c(x^\mu t^\nu - x^\nu t^\mu) + be^{\mu\nu \alpha \beta} x_\alpha t_\beta =: r^2 R \eta^{\mu\nu}(x) t^\alpha \quad (2.43)$$

with $c = r^2 \frac{\sinh(\eta)}{\cosh^2(\eta)}$ and $b = \frac{nr^3}{2 R \cosh^2(\eta)} \quad (2.44)$

Hence $\eta^{\mu\nu}(x)$ is a SO(3,1)-invariant tensor field on $M^{3,1}$, which is analogous of the t’Hooft symbols. Moreover, note that $\theta^{0i} \gg \theta^{ij}$ for late times $\eta \gg 1$; this reflects the embedding of $H^4 \subset \mathbb{R}^{4,1}$ which approaches the light cone at late times. Consequently, space is almost commutative, but space-time is not. The effects of non-commutativity will be further weakened due to the averaging on $S^2$. 

---
Poisson calculus. We can define a canonical “Poisson” connection on $\mathcal{C}$, viewed as module over the functions $\mathcal{C}^0$ on $\mathcal{M}^{3,1}$, by

$$\nabla_{e_\mu} \equiv \{ t_\mu, \cdot \} : \mathcal{C} \to \mathcal{C}, \quad e_\mu = \frac{x^4 R}{\delta_\mu} \partial_\mu. \quad (2.45)$$

Here $e_\mu$ are vector fields on $\mathcal{M}^{3,1}$ defined in terms of the Cartesian coordinates $x^\mu$. Explicitly,

$$\nabla_{e_\mu} x^\nu = \frac{x^4}{R} \delta_\mu^\nu, \quad \nabla_{e_\mu} \theta^\alpha^\beta = r^2 \left( -\delta_\mu^\alpha \theta^\beta + \delta_\mu^\beta \theta^\alpha \right), \quad \nabla_{e_\mu} \epsilon^\alpha = -\frac{1}{r^2 R^2 \eta_\mu \theta^{\nu}}. \quad (2.46)$$

Note that $\nabla$ defines an SO($3,1$)-equivariant connection on each $H^3$. However SO($3,1$)-invariance does not uniquely determine a connection on $\mathcal{M}^{3,1}$, since any conformal rescaling of $\eta^{\mu\nu}$ defines a different FLRW metric and, thus, a different connection on $\mathcal{M}^{3,1}$. Nevertheless, $\nabla$ is the unique connection that respects the symplectic form, as discussed below. This amounts to an extra structure on $\mathcal{M}^{3,1}$ which is not present in Riemannian geometry. We also note the following identity:

$$\{ \mathcal{M}^{\mu\nu}, \phi \} = -(x^\mu \partial^\nu - x^\nu \partial^\mu) \phi, \quad \phi \in \mathcal{C}^0. \quad (2.47)$$

Furthermore, (2.36) implies

$$\partial_\mu x_4 = -\frac{1}{x^3} x_\mu \quad \text{and} \quad \partial_\mu f(\eta) = -\frac{x_\mu}{R^2 \sinh(\eta) \cosh(\eta)} \frac{\partial}{\partial \eta} f(\eta). \quad (2.48)$$

Integration and measure. As for any quantized coadjoint orbit, the trace on $\text{End}(\mathcal{H}_n)$ corresponds to the integral over the underlying symplectic space, i.e.

$$\text{Tr} Q(\phi) = \int_{\mathcal{C}P^{1,2}} d\Omega \phi = \int_{\mathcal{M}^4} \rho_H[\phi]_0 = \int_{\mathcal{M}^4} \rho_M[\phi]_0 \quad (2.49)$$

where $d\Omega$ is the SO($4,2$)-invariant volume form on $\mathbb{C}P^{1,2}$ arising from the (Kirillov-Kostant) symplectic form. We aim to find the explicit form on $H^4$ and $\mathcal{M}^{3,1}$ in terms of the cosmological time $\eta$, which determines the SO($3,1$)-invariant space-like slice $H^3 \subset H^4 \subset \mathbb{R}^{4,1}$ via $x_\mu x^\mu = -R^2 \cosh^2(\eta)$ from (2.36). At the reference point $\xi$, $x_0 = R \cosh(\eta)$ and $dx_0 = R \sinh \eta d\eta$ such that the SO($4,1$)-invariant volume form on $H^4$ can be written as

$$\rho_H = \frac{4}{L_{NC}^4} R d\eta d\Omega_3 = \frac{4}{L_{NC}^4} \frac{1}{\sinh(\eta)} dx_0 \cdots dx_3, \quad (2.50)$$

This means that $\mathcal{C}$ describes a vector bundle over $\mathcal{M}^{3,1}$. This connection respects the refined $\mathcal{C}^*$ modules, which are introduced in section 3.1. The construction could be generalized to the noncommutative case, but we restrict ourselves to the semi-classical geometry here for simplicity.
where $\mathbf{d} \Omega_3$ is the induced volume form $H^3$. This can be pulled back to $\mathcal{M}^{3,1}$ using $\sinh(\eta) = \frac{2x}{R}$, which yields
\begin{equation}
\rho_M = \rho_M(x) \mathbf{d}x_0 \ldots \mathbf{d}x_3, \quad \rho_M(x) = \frac{4R}{L_{NC}x_4}.
\end{equation}

Since the symplectic volume form is invariant, we have
\begin{equation}
\int_{\mathcal{M}} \rho_M f(\nabla g) = - \int_{\mathcal{M}} \rho_M(\nabla f) g,
\end{equation}
which in Cartesian coordinates reduces to
\begin{equation}
\int_{\mathcal{M}} \rho_M f x^4(\partial_\mu g) = - \int_{\mathcal{M}} \rho_M x^4(\partial_\mu f) g,
\end{equation}
in accordance with (2.51).

**Averaging over $S^2$.** The above integral (2.49) over the entire bundle space $\mathbb{C}P^{1,2}$ can be viewed as an integral over the fiber followed by an integral over the base manifold $H^4$. Let us discuss the former in some detail: We define the averaging $[f(t)]_0$ as an integral over the $S^2$ fiber described by the $t$ generators,
\begin{equation}
[f(t)]_0 = \frac{1}{4\pi r^{-2}\cosh(\eta)^2} \int_{S^2} f(t)
\end{equation}
such that $[1]_0 = 1$. Explicitly, the $\text{SO}(4,1)$ covariant formula of [40]
\begin{equation}
[\theta^{ab}\theta^{cd}]_0 = \frac{r^2 R^2}{3} \left( P^{ac}P^{bd} - P^{bc}P^{ad} + \varepsilon^{abcde} \frac{1}{R} x^e \right)
\end{equation}
with $P^{ac} = \eta^{ab} + R^{-2}x^a x^b$ gives, for example,
\begin{equation}
[t^\mu t^\nu]_0 = \frac{1}{3r^2} \kappa^{\mu\nu},
\end{equation}
\begin{equation}
\kappa^{\mu\nu} = \cosh^2(\eta) \eta^{\mu\nu} + \frac{x^{\mu} x^{\nu}}{R^2}, \quad \kappa_{\mu\nu} x^{\nu} = 0.
\end{equation}
Here $\kappa^{\mu\nu}$ is the unique $\text{SO}(3,1)$-compatible, positive semi-definite metric which projects out the time-like directions. Similarly, one finds
\begin{equation}
[t^\alpha \theta^{\mu\nu}]_0 = - \frac{1}{3} \left( \sinh(\eta)(\eta^{\alpha\nu} x^\mu - \eta^{\alpha\mu} x^\nu) + x_\beta \varepsilon^{34\alpha\nu\mu} \right),
\end{equation}
\begin{equation}
[t^\mu_1 \ldots t^\mu_4]_0 = \frac{3}{5} \left( [t^\mu_1 t^\mu_2][t^\mu_3 t^\mu_4]_0 + [t^\mu_1 t^\mu_3][t^\mu_2 t^\mu_4]_0 + [t^\mu_1 t^\mu_4][t^\mu_2 t^\mu_3]_0 \right) .
\end{equation}

More generally, one can derive a Wick-type formula
\begin{equation}
[t^\mu_1 \ldots t^\mu_n]_0 = c_n \sum_{\text{contractions}} [tt]_0 \ldots [tt]_0.
\end{equation}
2.5 Metric properties of $\mathcal{M}^{3,1}$

The effective metric on the background $Y^\mu = T^\mu$ (4.8) can be extracted from the kinetic term for the fluctuations, which in the matrix model has the universal form\(^8\) [1, 36, 44]

$$S[\phi] = R^2 \text{Tr}[T^\mu, \phi][T^\nu, \phi] \sim - R^2 \int_{\mathbb{CP}^1, 2} d\Omega \{ t^\mu, \phi \} \{ t^\nu, \phi \}$$

$$= - \int_{\mathcal{M}^{3,1}} dx_0 \ldots dx_3 \rho_M(x) \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi$$

$$= - \int_{\mathcal{M}^{3,1}} d^4 x \sqrt{|G_{\mu\nu}|} G^{\mu\nu} \partial_\mu \varphi \partial_\nu \varphi$$

(2.60)

using (2.49). Some dimensionful constants are absorbed in $\varphi$, and the last form is manifestly covariant.\(^9\) Here

$$\gamma^{\alpha\beta} = \eta_{\mu\nu} e^{\mu\alpha} e^{\nu\beta} = \sinh^2(\eta) \eta^{\alpha\beta}$$

$$e^\alpha = \{ t^\alpha, \cdot \} = e^{\alpha\mu} \partial_\mu, \quad e^{\alpha\mu} = \eta^{\alpha\mu} \sinh(\eta),$$

(2.61)

where $e^\alpha$ plays the role of a (rescaled) vielbein. The effective metric on $\mathcal{M}^{3,1}$ is then

$$G^{\mu\nu} = \alpha \gamma^{\mu\nu}, \quad \alpha = \sqrt{\frac{1}{\tilde{\rho}_M^2 |\gamma_{\mu\nu}|}} = \sinh^{-3}(\eta)$$

(2.62)

which is SO(3,1)-invariant with signature (− + + +). Some irrelevant dimensionful constants have been dropped in $\tilde{\rho}_M$. Consequently, the inverse metric of (2.62) is given by

$$G_{\mu\nu} = \sinh(\eta) \eta_{\mu\nu}.$$ (2.63)

The metric is conformal to the induced (or closed-string) metric $\eta_{\mu\nu}$, hence the causal structures are the same.

**FLRW form of the metric.** Recall the coordinate choice on the 3-hyperboloid of [39],

$$\begin{pmatrix} x^0 \\ x^1 \\ x^2 \\ x^3 \end{pmatrix} = R \cosh(\eta) \begin{pmatrix} \cosh(\chi) \\ \sinh(\chi) \sin(\theta) \cos(\varphi) \\ \sinh(\chi) \sin(\theta) \sin(\varphi) \\ \sinh(\chi) \cos(\theta) \end{pmatrix}.$$ (2.64)

Then the SO(1,3)-invariant metric on $H^3_\eta$ has the form

$$ds^2_{H^3} = \sum_i dx_i^2 = R^2 \cosh^2(\eta)^2 d\Sigma^2,$$ (2.65)

---

\(^8\)The effective metric on fuzzy spaces is an interesting topic that has been discussed from various points of view [25, 56, 57]. However on brane solutions in the matrix model, there is no choice but to use the present effective metric, which is encoded in the kinetic term of the action. This is consistent with the open string metric on D-branes [22, 59].

\(^9\)The signs are chosen according to the standard form $L = T - V$.  

---
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where $d\Sigma^2$ is the length element on a spatial standard 3-hyperboloid $H^3$. Therefore

$$
\left. ds_G^2 \right|_p = G_{\mu\nu} dx^\mu dx^\nu = -R^2 \sinh^2(\eta) d\eta^2 + R^2 \sinh(\eta) \cosh(\eta) d\Sigma^2
= -dt^2 + a^2(t) d\Sigma^2,
$$

(2.66)

where the scale parameter $a(t)$ is determined by the following two equations:

$$
a(t)^2 = R^2 \sinh(\eta) \cosh^2(\eta),
$$

(2.67)

$$
dt = R \sinh(\eta) \frac{3}{2} d\eta.
$$

The first equation gives

$$
2a da = R^2 \cosh(\eta) (1 + 3 \sinh^2(\eta)) d\eta
$$

(2.68)

and combining these we obtain

$$
2 \frac{da}{dt} = \sinh^{-2}(\eta)(1 + 3 \sinh^2(\eta)) = 3 + \frac{1}{\sinh^2(\eta)},
$$

(2.69)

which for late times gives

$$
a(t) \approx \frac{3}{2} t, \quad t \to \infty.
$$

(2.70)

This describes a linear coasting universe as in [39, 44], cf. [60–62]. For early times, we can approximate

$$
R\eta^\frac{3}{2} d\eta = dt, \quad \eta \propto (t - t_0)^\frac{2}{3}
$$

(2.71)

such that

$$
a(t) \propto \eta^\frac{1}{3} \propto (t - t_0)^\frac{1}{3}.
$$

(2.72)

Hence we obtain a reasonable FLRW cosmology that is asymptotically coasting at late times and a Big Bang-like initial singularity, or rather a Big Bounce, since the flow of time is expected to be the opposite\(^{10}\) on the two sheets of $\mathcal{M}^{3,1}$.

We note that at late times, one can relate conformal factor $\alpha$ of (2.62) to the cosmic scale parameter $a(t)$ as follows

$$
\alpha \sim \sinh^{-3}(\eta) \sim \frac{R^3}{x_0^3} \sim \frac{R^2}{a(t)^2}.
$$

(2.73)

**Effective d’Alembertian.** It follows from action (2.60) of a scalar field that the Laplacian (or rather d’Alembertian) on $\mathcal{M}^{3,1}$ associated to the metric $G_{\mu\nu}$ reads

$$
\Box = -\{t^\alpha, \{t_\alpha, \cdot\}\} = \alpha^{-1} \Box_G,
$$

(2.74)

with

$$
\Box_G = -\frac{1}{\sqrt{|G_{\mu\nu}|}} \partial_\mu \left( \sqrt{|G_{\mu\nu}|} G^{\mu\nu} \partial_\nu \right)
= -\gamma^{\alpha\beta} \partial_\alpha \partial_\beta - \sinh(\eta) \eta^{\alpha\beta} (\partial_\alpha \sinh(\eta)) \partial_\beta.
$$

(2.75)

\(^{10}\) upon imposing a suitable $i\varepsilon$ prescription; work in progress.
For example, we obtain
\[
\Box_G f(\eta) = -\sinh(\eta) \partial^\mu (\sinh(\eta) \partial_\mu) f(\eta) = \frac{1}{R^2} \left( \partial_\eta^2 + 3 \frac{\sinh(\eta)}{\cosh(\eta)} \partial_\eta \right) f(\eta),
\]
which in particular results in
\[
\Box (x^\mu x_\mu) = -2 - 10 \sinh^2(\eta) \quad \text{and} \quad \Box (x_\mu) = \frac{1}{R^2} x_\mu.
\]

**Geometric structures and Lorentz invariance.** Let us recapitulate the basic geometric structures on the semi-classical space-time $M^{3,1}$:

1. The metric $\gamma^{\mu\nu}$ or its conformal class, with Minkowski signature, and the corresponding matrix or Poisson d’Alemberntian $\Box$ of (2.74). This allows to identify uniquely an effective metric $G^{\mu\nu}$ (2.62), which defines the meaning of local Lorentz invariance.
2. The space-like metric $\kappa^{\mu\nu}$ (2.57) on the space-like sheets $H^3$.
3. The time-like vector field
\[
\tau = x^\mu \partial_\mu = -x^4 \frac{\partial}{\partial x^4},
\]
which is the comoving time derivative of the cosmic background, cf. (3.41).

All of these respect the $SO(3,1)$ isometry. Notice that the anti-symmetric tensor $\theta^{\mu\nu}$ is not in this list, since it vanishes upon averaging $[\cdot]_0$ over the local fiber and, therefore, is not directly observable. This is a crucial advantage over noncommutative field theory on more basic spaces such as $R^4$ [63, 64]. Clearly $\kappa_{\mu\nu}$ and $\tau$ separate the effective metric $G^{\mu\nu}$ into space-like and time-like components. This breaks local Lorentz invariance, but in a mild way, respecting the global $SO(3,1)$ symmetry defined by the cosmic background. A crucial question is whether or not these Lorentz-breaking structures enter significantly into the local physics. We will see that at least the propagation of all physical higher-spin modes is indeed governed solely by $G^{\mu\nu}$.

### 3 Wavefunctions, higher-spin modes and covariance

Now consider the full endomorphism algebra $\mathcal{C} := \text{End}(H_n)$, which is interpreted as quantized algebra of functions on $CP^{1,2}$. This is in one-to-one correspondence with classical functions on $CP^{1,2}$ via the quantization map (2.30). Due to the underlying bundle structure, $\mathcal{C}$ can be viewed as space of higher-spin harmonics over $M^{3,1}$. In this section, we show how $\mathcal{C}$ separates into sub-sectors\footnote{In the semi-classical limit, the $\mathcal{C}^s$ are modules over $C^0$. In the fuzzy case the $\mathcal{C}^s$ are no longer modules and hence do not fit into the standard scheme of noncommutative geometry, but nevertheless the interpretation is correct.} $\mathcal{C}^s$, which correspond to spin $s$ harmonics. We will use the same symbols $\mathcal{C}, \mathcal{C}^s$ for the semi-classical and the fuzzy case.

We can define an $SO(4,2)$-invariant inner product on $\mathcal{C}$ via
\[
\langle \phi, \psi \rangle = \text{Tr}(\phi^\dagger \psi) \sim \int_{CP^{1,2}} \phi^\dagger \psi, \quad \phi, \psi \in \text{HS}(H_n).
\]
For polynomial functions, this trace diverges; therefore, we will mostly consider the analogs of square-integrable functions i.e. the space of Hilbert-Schmidt operators $\text{HS}(\mathcal{H}_n)$ in $\text{End}(\mathcal{H}_n)$. The space $\text{HS}(\mathcal{H}_n)$ is itself a Hilbert space and a Banach algebra; hence, the inner product is positive definite by construction. We will nevertheless use the somewhat sloppy notation $\phi \in \mathcal{C}$ while implicitly using $\phi \in \text{HS}(\mathcal{H}_n)$.

### 3.1 Spin Casimir

We can now decompose the modes in $\mathcal{C}$ into unitary representations of $\text{SO}(3,1) \subset \text{SO}(4,1) \subset \text{SO}(4,2)$, organized as higher-spin modes. To achieve that, recall that the following spin Casimir on $H^4_n$ was introduced in [40]:

\[
S^2 := \frac{1}{2} \sum_{a,b \neq 5} [\mathcal{M}_{ab}, [\mathcal{M}^{ab}, \cdot]] + r^{-2} [X_a, [X^a, \cdot]] \\
= 2C^2[\text{so}(4,1)] - C^2[\text{so}(4,2)]
\]

which commutes with $\Box_H$,

\[
[S^2, \Box_H] = 0 \quad \text{with} \quad \Box_H = [X_a, [X^a, \cdot]] = r^2(C^2[\text{so}(4,2)] - C^2[\text{so}(4,1)]).
\]

This means that $\Box_H$ and $S^2$ can be simultaneously diagonalized, defining the spin $s$ modes $\mathcal{C}^s$

\[
\text{End}(\mathcal{H}_n) = \mathcal{C} = \mathcal{C}^0 \oplus \mathcal{C}^1 \oplus \ldots \oplus \mathcal{C}^n \quad \text{with} \quad S^2|_{\mathcal{C}^s} = 2s(s + 1)
\]

as shown in [40]. Hence $\Box_H$ defines a Laplacian on the $\mathcal{C}^s$, which are modules over the algebra $\mathcal{C}^0$ of functions on $H^4$. Moreover, the connection $\nabla$ of (2.45) also respects $\mathcal{C}^s$. On the other hand, we observe that $S^2$ also commutes with $\Box$ which characterizes $\mathcal{M}_{3,1}^n$:

\[
[S^2, \Box] = 0 \quad \text{with} \quad \Box = \Box_T \equiv [T_\mu, [T^\mu, \cdot]] = R^{-2} \left( C^2[\text{so}(4,1)] - C^2[\text{so}(3,1)] \right)
\]

because $S^2$ respects $\text{SO}(4,1)$. As a consequence, the decomposition (3.4) also provides the decomposition of functions on $\mathcal{M}_{3,1}^n$ into higher-spin modes, truncated at $n$. Although the space of functions is the same for $H^4_n$ and $\mathcal{M}_{3,1}^n$, the different geometry is encoded in the Laplacian or d’Alembertian. Here $\Box_T$ defines a d’Alembertian on $\mathcal{M}_{3,1}^n$ and encodes an effective metric with Minkowski signature, while $\Box_H$ defines a Laplacian on $H^4_n$ with Euclidean signature, as discussed in [40]. Both respect the same decomposition into higher spin modes $\mathcal{C}^s$.

**Mode decomposition.** Next, we can decompose $\mathcal{C} = \text{End}(\mathcal{H}_n)$ into $\text{SO}(4,2)$ irreps, which provides a decomposition into a direct sum or integral

\[
\mathcal{C} = \int d\Lambda V^\text{so}(4,2)_{\Lambda} \cong \mathcal{C} (CP^{1,2})
\]

of unitary irreps $V^\text{so}(4,2)_{\Lambda}$ of $\text{so}(4,2)$. Due to (2.30), this decomposition is multiplicity-free and uniquely identified by their quadratic Casimir $C^2(\text{so}(4,2))$, as in the compact case.
The $V^{\mathfrak{so}(4,2)}_{\Lambda}$ can be further decomposed into a sum of $\mathfrak{so}(4,1)$ irreps as follows:

$$V^{\mathfrak{so}(4,2)}_{\Lambda} = \bigoplus_{0 \leq s \leq n} V^{\mathfrak{so}(4,1)}_{\Lambda,s}$$

(3.7)

where the spin $s$ eigenvalue of (3.2) is restricted to integer values $0 \leq s \leq n$, as shown in [40]. The elements of $V^{\mathfrak{so}(4,1)}_{\Lambda,s}$ can be viewed as spin $s$ fields on $\mathcal{H}^4$ because $\mathbb{C}P^{1,2}$ is an equivariant $S^2$-bundle over $H^4$, and the harmonics on $S^2$ are captured by $s$. Finally, these $V^{\mathfrak{so}(4,1)}_{\Lambda,s}$ can be further decomposed into $\mathfrak{so}(3,1)$ irreps as

$$V^{\mathfrak{so}(4,1)}_{\Lambda,s} = \bigoplus_{m^2} V^{\mathfrak{so}(3,1)}_{\Lambda,s,m^2}$$

$$\Box + m^2 \phi^{(s)}_{\Lambda,s,m^2} = 0, \quad m^2 = R^{-2}(C^2[\mathfrak{so}(4,1)] - C^2[\mathfrak{so}(3,1)])$$

(3.8)

for some spectrum of eigenvalues $m^2$ which could a priori have any sign. Via the quantization map $Q$ of (2.30), these correspond precisely to fields with mass $m^2$ on $\mathcal{M}^{4,1}$ with effective metric $G^{\mu\nu}$. Quite remarkably, we will see in section 5.4 that the on-shell, propagating modes in the present theory are precisely given in terms of eigenmodes of $\Box$ with $m^2 = 0$. However they are expected to be non-trivial combinations of different $\Lambda$ modes.

**Tensor generators and tensor fields.** Now consider the fluctuation modes on $\mathcal{M}^{3,1}$ more explicitly. They can be expanded in terms of the $\theta^{ab}$ generators as follows:

$$\Phi = \phi(X) + \phi_{ab}(X)M^{ab} + \ldots \in \text{End}(\mathcal{H}_n)$$

$$\sim \phi(x) + \phi_{ab}(x) t^{ab} + \ldots$$

(3.9)

This will be refined below in terms of the $\theta^{\mu\nu}$ and/or $t^\mu$ generators. Then the coefficient functions $\phi_{ab}(x)$ etc. can be interpreted as functions (or higher-spin tensor fields) on $\mathcal{M}^{3,1}$, or more properly as sections of higher-spin bundles on $H^4$. Again, this expansion is truncated at $n$.

Due to the constraints of $\mathcal{M}^{ab}$, these coefficient functions are not independent, and there are various possibilities how to parametrize the most general modes. For $H^4$, this has been achieved in [40]. To make this more transparent, we will focus on the semi-classical limit from now on. Then $\mathcal{C}^0$ reduces to the space of functions on $H^4$ resp. $\mathcal{M}^{3,1}$, and the $C^a$ are modules over $\mathcal{C}^0$. The Casimir $S^2$ then measures the spin of the local SU(2)$_L$ acting along the fiber.

### 3.2 Space-like gauge and SO(3,1)-covariant tensor fields

Now we establish a correspondence of the $C^a$ with the standard representation of higher-spin fields on $\mathcal{M}^{3,1}$. We can define a map

$$\Gamma^{(s)}: \mathcal{M}^{3,1} \rightarrow C^s$$

$$\phi^{(s)}_{\mu_1\ldots\mu_s}(x) \mapsto \phi^{(s)}_{\mu_1\ldots\mu_s}(x) t^{\mu_1} \ldots t^{\mu_s}$$

(3.10)

\footnote{Note that SO(4,2) should not be interpreted as conformal group on $H^4$, rather it provides the organization of the higher-spin modes on $H^4$ and $\mathcal{M}^{4,1}$.}

\footnote{We will ignore the dependence on two sheets $\mathcal{M}^\pm$ for simplicity.}
from rank \( s \) traceless symmetric tensor field \( \phi_{\mu_1...\mu_s}^{(s)} \) on \( \mathcal{M}^{3,1} \) to \( \mathcal{C}^s \). Due to the constraint \( x_{\mu}t^{\mu} = 0 \) of (2.36) the map (3.10) has a kernel, which can be viewed as an internal gauge invariance

\[ \phi_{\mu_1...\mu_s} \rightarrow \phi_{\mu_1...\mu_s} + x_{\mu_1}\phi_{\mu_2...\mu_s}. \]  

(3.11)

We can use this to impose the following gauge-fixing condition

\[ x^\mu \phi_{\mu_1...\mu_s} = 0 \]  

(3.12)

denoted as space-like gauge. This gauge-fixing respects \( \text{SO}(3,1) \), but is not covariant in the standard sense because it uses the time-like vector field \( \tau = x^\mu \partial_\mu \) of (2.78). Hence, (3.12) is reminiscent of the Coulomb or radiation gauge. In particular, the gauge-fixing implies that all time-components of \( \phi_{\mu_1...\mu_s} \) vanish, such that it defines a tensor field on the time-slices \( H^3 \). Assuming this space-like gauge, we can write down an inverse map to (3.10) by

\[ \mathcal{C}^s \rightarrow \Gamma(s) \mathcal{M}^{3,1} \]  

\[ \phi^{(s)} \rightarrow \phi_{\mu_1...\mu_s}^{(s)}(x) \]  

(3.13)

resulting in a traceless symmetric space-like tensor field. Note that (3.13) is a \( \mathcal{C}^0 \)-module map, unlike the analogous map given in [40] for \( H^4 \). To see that the map (3.13) is surjective, it suffices to express the \( \mathcal{M}^{\mu\nu} \) in terms of \( t^\mu \) generators using (2.43). This establishes a one-to-one parametrization of \( \mathcal{C}^s \) in terms of traceless symmetric space-like tensor fields \( \phi_{\mu_1...\mu_s} \), which is very useful to count degrees of freedom. More generally, one can also define maps

\[ \mathcal{C}^s \rightarrow \Gamma^{(1)} \mathcal{M}^{3,1} \otimes \mathcal{C}^{s-1} \]  

\[ \phi^{(s)} \rightarrow \phi_{\mu}^{(s)} := \phi_{\mu_1...\mu_s}^{(s)}(x)t^{\mu_2}...t^{\mu_s} \]  

(3.14)

etc., but we will avoid such constructions because they do not respect the underlying higher symmetry structures.

Note that the internal gauge invariance (3.11) is consistent with the positive definite inner product (3.1). For example,

\[ \langle \phi_{\mu}(x)t^{\mu_1}, \psi_{\nu}(x)t^{\nu_1} \rangle = \frac{1}{32} \langle \phi_{\mu}^{(s)}(x)\psi_{\nu}^{(s)}(x) \rangle k^{\mu_1\nu_1} \]  

(3.15)

using (2.56) and the definition (2.57) of \( k^{\mu\nu} \). The expression (3.15) vanishes on the would-be pure gauge states \( x_{\mu_1}\phi_{\mu_2...\mu_s} \) in (3.11), and is manifestly positive for fields satisfying the gauge-fixing condition (3.12). Hence the Hilbert space structure inherited from \( \mathcal{H}_n \) takes care of the above gauge freedom, and the would-be pure gauge states are already factored out. This is a remarkable aspect of the present framework.

### 3.3 \( \text{SO}(3,1) \) intertwiners and sub-structure

The above organization can be refined further by considering the \( \text{SO}(3,1) \) intertwiner

\[ D := -i[X_4, \cdot] \sim \{x^4, \cdot\} : \quad V_{\Lambda}^{\text{so}(4,2)} \rightarrow V_{\Lambda}^{\text{so}(4,2)} \]  

\[ V_{\Lambda,s}^{\text{so}(4,1)} \rightarrow V_{\Lambda,s+1}^{\text{so}(4,1)} \oplus V_{\Lambda,s-1}^{\text{so}(4,1)} \]  

(3.16)
which is anti-Hermitian in the sense
\[ \int \phi^{(s')} D(\phi^{(s)}) = - \int D(\phi^{(s')}) \phi^{(s)}. \] (3.17)

Since \( D \) is a derivation, it is determined by its action on the generators
\[ D(X^\mu) = 2RT^\mu \quad \text{and} \quad D(T^\mu) = R^{-1}X^\mu, \] (3.18)
which is essentially an exchange of \( X^\mu \) and \( T^\mu \). \( D \) is a non-compact generator of \( \text{SO}(4, 2) \), which transforms as vector under \( \text{SO}(4, 1) \). Hence in unitary representations, it should be unbounded in both directions. Note that \( D \) does not commute with \( S_2 \), and it changes the quantum number \( s \) by \( \pm 1 \), cf. (A.38). We can therefore separate \( D \) into raising and lowering operators
\[ D = D^+ + D^- : \mathcal{C}^s \to \mathcal{C}^{s+1} \oplus \mathcal{C}^{s-1} \] (3.19)
where
\[ D^- = -i[X_4, \cdot]_- : \mathcal{C}^s \to \mathcal{C}^{s-1}, \quad D^- \phi^{(s)} := -i[X_4, \phi^{(s)}]_{s-1} \]
\[ D^+ = -i[X_4, \cdot]_+ : \mathcal{C}^s \to \mathcal{C}^{s+1}, \quad D^+ \phi^{(s)} := -i[X_4, \phi^{(s)}]_{s+1} \] (3.20)
and similarly in the Poisson case. Since modes with different spin are orthogonal, it follows that
\[ D^+ = -(D^-)\dagger. \] (3.21)

Hence \( D^+D^- \) respects the spin and can be diagonalized within \( V_{A}^{\text{so}(4,2)} \). Next, define the subspaces
\[ \mathcal{K}^{(s,k)} := \left\{ \phi^{(s)} \in \mathcal{C}^s \mid (D^-)^{k+1} \phi^{(s)} = 0 \right\} \subset \mathcal{C}^s \] (3.22)
and the quotients
\[ \mathcal{C}^{(s,k)} := \mathcal{K}^{(s,k)}/\mathcal{K}^{(s,k-1)}. \] (3.23)
As we will see below, \( D^- \) is essentially the 3-divergence on the space-like leaves \( H^3 \subset \mathcal{M}^{3,1} \). Thus according to (3.13), \( \mathcal{C}^{(s,0)} \) is the space of divergence-free space-like rank \( s \) symmetric tensor fields, and the intertwiners \( D^\pm \) act as follows
\[ D^\pm : \mathcal{C}^{(s,k)} \to \mathcal{C}^{(s-1,k-1)}. \] (3.24)

Now the orthogonal Hilbert space decomposition
\[ \mathcal{H} = \text{Ker}(A) \oplus \text{Im}(A^\dagger) \] (3.25)
for \( A = D^- \) gives
\[ \mathcal{C}^{(s)} = \mathcal{C}^{(s,0)} \oplus \text{Im}(D^+) \] (3.26)

\footnote{This can be seen easily by looking at polynomials.}
Repeating this argument for $A = (D^-)^k$, we arrive at the orthogonal decomposition

$$ C^{(s)} = C^{(s,0)} \oplus C^{(s,1)} \oplus \ldots \oplus C^{(s,s)} $$

(3.27)

where $D^-$ resp. $D^+$ act as isomorphism

$$ D^- : C^{(s,k)} \to C^{(s-1,k-1)}, \quad D^+ : C^{(s,k)} \to C^{(s+1,k+1)}. $$

(3.28)

Therefore

$$ C^{(s,k)} \cong C^{(s-1,0)} $$

(3.29)

correspond to symmetric traceless space-like divergence-free spin $(s-k)$ tensor fields.

Let us emphasize that there are two different notions of spin in the current context: on the one hand, the quantum number $s$ labels the Casimir $S^2$ eigenvalue, which measures the spin on the internal $S^2$ fiber. On the other hand, as tensor fields on $H^3$, the SO(3,1) group theory yields another notion of spin, and in this sense the $C^{(s,k)}$ are spin $(s-k)$ irreps of SO(3,1).

Furthermore, the inner products between the quotients (3.23) have the following structure:

$$ \langle C^{(s,k)}, C^{(s',k')} \rangle = c_{(s,k)} \delta^{k}_{k} \delta^{s}_{s}, \quad c_{(s,k)} > 0. $$

(3.30)

In view of this structure, it may be tempting to consider the $C^{(s-1,0)}$ as analogs of primary fields, and the $C^{(s,k)}$ for $k > 0$ as descendants. However, this notion would be quite different from the familiar notion in CFT, where primaries are annihilated by special conformal transformations and are lowest weight modes for $D = -i[X^4, \cdot]$. Here, $D$ is unbounded in both directions due to the rigid SO(4,2) signature, and $D^-$ is the lowering operator. We will therefore refrain from using such a language, and note that the organization is quite different from CFT even though SO(4,2) plays a central role.

Finally, we observe that $D$ provides the missing part of the SO(4,1)-invariant Laplace operator on $H^4$

$$ \square_H = \sum_{a=0}^{4} [X^a, [X_a, \cdot]] = [X_{\mu}, [X^\mu, \cdot]] - D^2. $$

(3.31)

**$D^\pm$ and divergence.** Now consider $D$ more explicitly. Due to (2.34), we have

$$ 2x_4 D(\phi) = \{x^2, \phi\} = -\{x_\mu x^\mu, \phi\} = -2x_\mu \{x^\mu, \phi\} = r^2 R^2 \{t^\mu t_\mu, \phi\} = 2r^2 R^2 t^\mu \{t_\mu, \phi\}. $$

(3.32)

Assuming space-like gauge, $D$ takes the explicit form

$$ D(\phi) = \frac{r^2 R^2}{x_4} t^\mu \{t_\mu, \phi\} = \frac{r^2 R^2}{x_4} t^\mu \left( \sinh(\eta) \partial_{\mu} \phi_{\mu_1 \ldots \mu_s} (x) t^{\mu_1} \ldots t^{\mu_s} \right. - \left. \frac{s}{r^2 R^2} \phi_{\mu_1 \ldots \mu_s} \theta^{\mu_1 \mu_2 \ldots \mu_s} t^{\mu_1} \ldots t^{\mu_s} \right) $$

$$ = r^2 R \left( t^\mu \partial_\mu \phi_{\mu_1 \ldots \mu_s} t^{\mu_1} \ldots t^{\mu_s} \equiv r^2 R \left( \nabla_\mu (\phi_{\mu_1 \ldots \mu_s}) t^{\mu_1} \ldots t^{\mu_s} \right. \right) $$

(3.33)

using (2.36), where $\nabla^{(3)}$ is the covariant derivative along the $H^3$ sheets. The last form holds because the $t^\mu$ generators are space-like. Then (3.33) splits according to (3.20) into

$$D = D^- + D^+ : \mathcal{C}^s \to \mathcal{C}^{s-1} \oplus \mathcal{C}^{s+1},$$

(3.34)

where $D^+$ is the symmetrized total derivative along $H^3$, and $D^-$ is the 3-divergence,

$$D^- \phi^{(s)} = \beta_s r^2 R \nabla^{(3)} \phi_{\mu_1 \ldots \mu_s} t^\mu \ldots t^\mu_s =: \beta_s r^2 R \text{div}_3(\phi^{(s)}) \in \mathcal{C}^{s-1}$$

(3.35)

for some $\beta_s$, and $\phi_{\mu_1 \ldots \mu_s}$ is totally symmetric and space-like. Then (3.35) is the space-like divergence of tensor fields on $H^3 \subset H^4$: since the tensor fields are viewed as tensor fields on $H^4$ in space-like gauge, this can also be viewed as 4-dimensional divergence on $H^4$. Then $D^+$ is determined via (3.21).

Usually, derivative modes $\mathcal{C}^{(s,k)}$ with $k > 0$ would be considered as pure gauge fields. However here, all these modes are space-like and participate in the positive definite inner product (3.30). Such modes will be part of the physical Hilbert space. On the other hand, the divergence-free fields $D^- \phi^{(s,0)} = 0$ will constitute the massless spin $s$ fields from the 4-dimensional point of view. For example, the $\phi^{(2,0)}$ modes correspond to divergence-free rank 2 traceless symmetric tensor fields $\phi_{\mu \nu}$ in space-like gauge, which clearly have only 2 independent degrees of freedom, as appropriate for massless gravitons. This somewhat unusual organization reflects the absence of manifest (local) Lorentz invariance.

In the following sections we will encounter the operator $D^- D^+$, which is essentially the 3-dimensional Laplacian on $H^3$,.

$$D^- D^+ \phi^{(s)} \propto (\Delta^{(3)} + c_s) \phi^{(s)}$$

(3.36)

where $\Delta^{(3)} = \nabla_{(3)}^{\alpha} \nabla^{(3)}_\alpha$. For $s = 0$, this is explicitly

$$D^- D^+ \phi^{(0)} = r^2 R D^- (t^\alpha \partial_\alpha \phi^{(0)}) = r^4 R^2 [t^\alpha t^\beta \nabla^{(3)}_\alpha \partial_\beta \phi^{(0)}]_0$$

$$= \frac{r^2 R^2}{3} \kappa^{\alpha \beta \gamma} \nabla^{(3)}_\alpha \partial_\beta \phi^{(0)} = \frac{r^2 R^2}{3} \cosh^2(\eta) \Delta^{(3)} \phi^{(0)}$$

(3.37)

using (2.56). Similarly for $s = 1$, the 3-divergence is

$$D^- \phi^{(1)} = r^2 R [t^\alpha \nabla^{(3)}_\alpha \phi^{(1)}]_0 = r^2 R [t^\mu t^\nu]_0 \nabla^{(3)}_\mu \phi^{(1)}$$

$$= \frac{R}{3} \cosh^2(\eta) \nabla^{(3)}_\mu \phi^{(1)}$$

(3.38)
which gives $\beta_1 = \frac{1}{3r^2} \cosh^2(\eta)$ in (3.35). If $\phi^{(1)}$ is divergence-free, then

\begin{align}
D^- D^+ \phi^{(1)} &= r^2 R D^- \left[ t^s \nabla_{(3)}^{(1)} \phi^{(1)} \right]_2 \\
&= r^2 R D^- \left( \nabla^{(3)}_{(3)} \phi_{(1)} \left[ t^\mu t^{(1)} \right]_2 \right) \\
&= r^4 R^2 \left[ \nabla^{(3)}_{(3)} \nabla^{(3)}_{(3)} \phi_{(1)} \left( t^\mu t^{(1)} - \frac{1}{3r^2} \kappa^{(1)} \right) \right]_1 \\
&= \frac{4}{3} r^2 R^2 \cosh^2(\eta) \left( \nabla^{(3)}_{(3)} \nabla^{(3)}_{(3)} \phi_{(1)} + \nabla^{(3)}_{(3)} \nabla^{(3)}_{(3)} \phi_{(1)} t^\alpha \right) \\
&= \frac{4}{3} r^2 R^2 \cosh^2(\eta) \left( \Delta^{(3)} \phi_{(1)} t^\mu + (R^{(3)}_{(1)})^{\mu}_{\nu} \phi^{(1)} t^\alpha \right) \\
&= \frac{4}{3} r^2 \left( R^2 \cosh^2(\eta) \Delta^{(3)} \phi^{(1)} + 2 \phi^{(1)} \right) \ (3.39)
\end{align}

noting that $\nabla^{(3)}_{(3)} \kappa_{\mu \nu} = 0$ and $[\nabla^{(3)}_{(3)}, \nabla^{(3)}_{(3)}] \phi_{(1)} = (R^{(3)}_{(1)})^{\mu}_{\nu} \phi^{(1)} = R^{(3)}_{(1)} \phi^{(1)}$, where $R^{(3)}_{(1)} = \frac{1}{R^2 \cosh^2(\eta)} P^{(3)}_{(1)}$ is the Ricci tensor on $H^3$. Here $P^{(3)}_{(1)}$ is the tangential projector on $H^3$.

**Time-like vector field $\tau$ as intertwiner.** Next, we consider

\begin{align}
t^\mu \{ x^\nu, \phi^{(s)} \} &= \theta^{\mu \nu} \partial_\nu \phi_{(s)}(x) t^{(s)} + \sinh(\eta) \phi_{(s)}(x) t^{(s)} \\
&= -\sinh(\eta) (s + \tau) \partial_\nu \phi_{(s)}(x) \quad \in \mathcal{C}^s. \quad (4.0)
\end{align}

**Space-like gauge and degrees of freedom.** The present space-like gauge is also useful to identify the independent physical degrees of freedom contained in $\mathcal{C}^s$. Consider e.g. $s = 1$. Then $\phi^{(1)} = \phi_{(s)}(x)$ is a symmetric traceless space-like tensor field $\phi_{(s)}$. This separates into $\phi^{(1)} = \phi^{(1,0)} + \phi^{(1,1)}$, where $\phi^{(1,1)} = D^+ \phi^{(0)}$ encodes a scalar field, and $\phi^{(1,0)} \in \mathcal{C}^{(1,0)}$ is 3-divergence-free $\nabla^{(3)}_{(3)} \phi^{(1,0)} = 0$. This implies $\nabla^\mu \phi^{(1,0)} = 0$ for any 4-dimensional $SO(3,1)$-invariant connection on $\mathcal{M}^{3,1}$, because $x^\mu \phi^{(1,0)} = 0$. Therefore $\phi^{(1,0)}$ provides the 2 degrees of freedom of a massless spin 1 gauge field, while $\phi \in \mathcal{C}^{(1,1)}$ contributes the remaining degree of freedom for a massive spin 1 field with 3 degrees of freedom.

Similarly for $s = 2$, the $\phi^{(2)} = \phi_{(s)}(x) t^{(s)} t^{(s)}$ are symmetric traceless space-like tensor fields. The $\phi^{(2,0)}$ are 3-divergence-free $\nabla^{(3)}_{(3)} \phi^{(2,0)} = 0$, which implies $\nabla^\mu \phi^{(2,0)} = 0$ for any 4-dimensional $SO(3,1)$-invariant connection on $\mathcal{M}^{3,1}$. Thus the $\phi^{(2,0)}$ are traceless, divergence-free and space-like, hence they contain 2 degrees of freedom, as appropriate for gravitons. The remaining sectors $\phi^{(2,1)} = D^+ \phi^{(1,0)}$ and $\phi^{(2,2)} = D^+ D^+ \phi^{(0)}$ in $\mathcal{C}^2$ provide the missing degrees of freedom for a general massive spin 2 field with 5 degrees of freedom. We will see in section 6 how this applies to the actual gravitons in the matrix model.

**Gauge transformations and diffeomorphisms.** Gauge transformations act on fields $\phi \in \mathcal{C}$ via $\phi \mapsto \{ \Lambda, \phi \}$, for any $\Lambda \in \mathcal{C}$. For $\Lambda \in \mathcal{C}^0$, these correspond to (noncommutative)
U(1) gauge transformations. For \( \Lambda \in C^1 \), they induce volume-preserving diffeomorphisms (and corresponding gauge modes) on \( H^4 \), as discussed in [40]. On \( M^{3,1} \), the gauge transformations generated by a vector field \( v^\mu \) (in space-like gauge) act on functions \( \phi \in C^0 \) as
\[
\{ v^\mu t_\mu, \phi \}_0 =\left[ i^\mu g^{\alpha \beta} \right] \partial_\alpha v_\beta \partial_\beta \phi + v^\mu \{ t_\mu, \phi \}_0 \\
= 1/3 \left( \sinh(\eta)(\eta^\mu x^\beta - \eta^\beta x^\mu) - x_\gamma \epsilon^{\gamma\mu\alpha\beta} \right) \partial_\alpha v_\beta \partial_\beta \phi + \sinh(\eta) v^\mu \partial_\mu \phi \\
= 1/3 \left( \sinh(\eta)(3v^\mu \partial_\mu + (\text{div} v)\tau - (\tau v^\mu)\partial_\mu) \phi + x_\gamma \epsilon^{\gamma\mu\alpha\beta} \partial_\alpha v_\beta \partial_\beta \phi \right)
\] (3.42)

using (2.58). Although this is not the most general diffeomorphism, it does include time-like derivatives on \( M^{3,1} \) via div\( v \), even though \( v_\mu \) is in space-like gauge. The non-standard form reflects the existence of an invariant volume form on \( \mathbb{C}P^{1,2} \). Nevertheless, this provides a powerful constraint for the resulting gravity theory that will be exploited in section 6.3.

3.4 \textbf{SO}(4,1)-covariant gauge and tensor fields on \( H^4 \)

Instead of the above SO(3,1)-covariant organization in terms of tensor fields in space-like gauge, one can alternatively use a SO(4,1)-covariant realization of \( \phi^{(s)} \in C^s \) in terms of tangential traceless divergence-free tensor fields on \( H^4 \) as in [40]. They are defined by
\[
\phi^{H}_{a_1 \ldots a_s} \propto \{ x^{a_1}, \ldots \{ x^{a_s}, \phi^{(s)} \} \ldots \}_0 \\
= \{ x^{a_1}, \ldots \{ x^{a_s}, \phi^{H}_{a_1 \ldots a_s} \} \ldots \}.
\] (3.43)

The normalization factor is found recursively from
\[
-\{ x_\alpha, \phi^{(s)} \}_s = \alpha_s (\Box - 2r^2) \phi^{H(s-1)}_a \\
(3.45)
\]

where \( \alpha_1 = 1/3, \alpha_2 = 2/5, \) and so on and so forth. The \( \phi^{H}_{a_1 \ldots a_s} \) contain the same information as the \( \phi^{(s)}_{\mu_1 \ldots \mu_s} \) in space-like gauge, but enjoy more powerful symmetries. In particular, it follows that
\[
-\{ x^\alpha, \{ x_\alpha, \phi^{(s)} \} \}_- = \alpha_s \{ x^\alpha, (\Box - 2r^2) \phi^{H(s-1)}_a \} \\
= \alpha_s \{ \Box - 2r^2 (s + 1) \} \{ x^\alpha, \phi^{H(s-1)}_a \} \\
= \alpha_s \{ \Box - 2r^2 (s + 1) \} \phi^{(s)} \\
-\{ x^\alpha, \{ x_\alpha, \phi^{(s)} \} \}_+ = (1 - \alpha_s) \Box + 2(s + 1) \phi^{(s)}(3.46)
\]

using the intertwiner properties (A.57). In particular, the operators on the right-hand-side of (3.46) and (3.47) are positive, because the left-hand-side is positive\(^{16}\) on \( H^4 \). Reduced to \( M^{3,1} \), this gives
\[
-\{ x^\mu, \{ x_\mu, \phi^{(s)} \} \}_- = (\alpha_s \Box - 2r^2(s + 1)) D^+ D^- \phi^{(s)}.
\] (3.48)

\(^{15}\text{The notation here is slightly different from [40], where } \phi^{H(s-1)}_a \text{ is denoted as } \phi^{(s)}_a.\)

\(^{16}\text{since } \int_{H^4} \{ x^\alpha, \phi \}_- \{ x_\alpha, \phi \}_- > 0, \text{because } \{ x_\alpha, \} \text{ is tangential on the Euclidean space } H^4, \text{ cf. [40].}\)
Similarly, one finds
\[
\{x^\mu, \{x^\mu, \phi^{(s)}\}_-\}_- = -\left((\Box_H + \{x^4, \{x^4, \cdot\}\})\phi^{(s)}\right)_{s-2} = -D^- D^- \phi^{(s)}
\]
\[
\{x^\mu, \{x^\mu, \phi^{(s)}\}_+\}_+ = -D^+ D^+ \phi^{(s)}
\]
(3.49)
since \(\{x^\mu, \cdot\} : C^s \to C^{s-1} \oplus C^{s+1}\) while \(\Box_H : C^s \to C^s\). Combining these, we obtain
\[
-\{x^\mu, \{x^\mu, \phi^{(s)}\}_+\}_- = \left((1 - \alpha_s)\Box_H + 2\alpha_s r^2(s + 1) + D^- D^+\right) \phi^{(s)}.
\]
(3.50)

To summarize, \(\phi^{(s)}\) corresponds to a 4-dimensional spin \(s\) field, either represented as divergence-free symmetric traceless tensor on \(H^4\) or as space-like symmetric trace-less tensor on \(M^{3,1}\) which is generically not divergence-free. The counting of degrees of freedom is the same in both interpretations, and gives, for example, 5 in the case of \(s = 2\).

4 Matrix model and quantum space-time solutions

Let us move towards the matrix model, by considering the bosonic part of the action of the IKKT matrix model supplemented with a mass term
\[
S[Y] = \frac{1}{g^2} \text{Tr}\left(\left[Y^{\mu}, Y^{\nu}\right]\left[Y^{\rho}, Y^{\sigma}\right]\eta_{\mu\rho}\eta_{\nu\sigma} - \mu^2 Y^{\mu} Y^{\mu}\right).
\]
(4.1)

Here \(\eta_{\mu\nu} = \text{diag}(-1,1,1,1)\) is the flat Minkowski metric of the target space \(\mathbb{R}^{1,3}\), and \(\mu^2\) introduces a mass scale. This action leads to the classical equations of motion
\[
\Box_Y Y^{\mu} + \frac{1}{2}\mu^2 Y^{\mu} = 0
\]
(4.2)
with
\[
\Box_Y = [Y^{\mu}, [Y_{\mu}, \cdot]] \sim -\{y^{\mu}, \{y_{\mu}, \cdot\}\},
\]
(4.3)
where \(\Box_Y\) plays the role of the Laplacian or rather d’Alembertian operator. We consider the following ansatz for solutions of (4.2)
\[
Y^{\mu} = M^{\mu\alpha} \alpha_\alpha, \quad \mu = 0, 1, 2, 3
\]
(4.4)
where \(\alpha_\alpha\) is some constant \(\text{SO}(4,2)\) vector. These describe homogeneous and isotropic quantized cosmological space-times \(M_n^{3,1}\) as introduced\(^{17}\) in [39]. Since \(\eta^{\mu\nu}\) is \(\text{SO}(3,1)\)-invariant, we have
\[
[Y_\rho, [Y^\rho, Y^{\mu}]] = i(\alpha \cdot \alpha)[Y_\rho, M^{\rho\mu}] = -i(\alpha \cdot \alpha)[M^{\rho\mu}, Y_\rho] = (\alpha \cdot \alpha) \begin{cases} Y^{\mu}, \mu \neq \rho \\ 0, \mu = \rho \end{cases} \quad \text{(no sum)}
\]
(4.5)
and therefore
\[
\Box_Y Y^{\mu} = 3(\alpha \cdot \alpha) Y^{\mu}.
\]
(4.6)
\(^{17}\)We change notation from [39], where \(Y^4\) was dropped instead of \(Y^4\).
Consequently, we obtain three different types of quantized space-time solutions with
Minkowski signature in the IKKT model with mass term,

\[ \Box_X X^\mu = -3r^2 X^\mu, \quad \text{for} \quad \frac{1}{2} \mu^2 = 3r^2 \]
\[ \Box_T T^\mu = 3R^{-2} T^\mu, \quad \text{for} \quad \frac{1}{2} \mu^2 = -3R^{-2} \]
\[ \Box_Z Z^\mu = 0. \]

The \( Z^\mu \) solution describes a light-cone and will not be considered here. The \( X^\mu \) solution
has been discussed to some extent in [39]. The parameter \( \mu^2 \) sets the length scale \( r^2 \) of
the space-time, while the quantum number \( n \) is undetermined. In this paper, we will focus on
the momentum solution

\[ Y^\mu = T^\mu. \]  

(4.8)

The main reason for this choice is that the effective d’Alembertian \( \Box \equiv \Box_T \) as well as
\([T_\mu, \cdot] \) respect the spin \( S^2 \) as discussed in section 3.1, such that the above decomposition of
fluctuations into higher-spin modes is applicable. Even though the embedding is realized
via the momentum generator \( T^\mu \) rather than \( X^\mu \), we will see that the fluctuations lead to
a gauge theory on \( M^{3,1} \).

5 Fluctuations and higher-spin gauge theory

Now consider tangential\(^{18}\) deformations of the above background solution given by \( T^\mu \), i.e.

\[ Y^\mu = T^\mu + A^\mu, \]  

(5.1)

where \( A \in \mathbb{C} \otimes \mathbb{C}^4 \) is an arbitrary (Hermitian) fluctuation. We will give a complete fluctuation
analysis in the following.\(^{19}\) The full Yang-Mills action (4.1) can be expanded in the fluctuation modes as

\[ S[Y] = S[T] + S_2[A] + O(A^3), \]  

(5.2)

where the quadratic fluctuations are governed by

\[ S_2[A] = -\frac{2}{g^2} \int d\Omega \left( A_\mu \left( D^2 + \frac{1}{2} \mu^2 \right) A^\mu + G(A)^2 \right). \]  

(5.3)

Here

\[ D^2 A = (\Box - 2I) A. \]  

Notes:

\(^{18}\) In the 9+1-dimensional IKKT model, there are of course also transversal fluctuation modes. Those
are simply scalar fields as discussed in section 3. However, it is plausible that these scalar fields acquire
a non-trivial vacuum structure, along the lines of \([65, 66]\) and references therein. Here we focus on the
tangential modes.

\(^{19}\) Note that the background admits SO(3, 1) as a symmetry, which is spontaneously broken, but preserved
modulo to a gauge transformation. Hence the corresponding Goldstone bosons are unphysical.
is the vector Laplacian, which is composed of the scalar matrix Laplacian (or rather d’Alembertian)

$$\Box = [T^\mu, [T_\mu, \cdot]] \sim -\{t^\mu, \{t_\mu, \cdot\}\} = \alpha^{-1} \Box_G$$

(5.5)
on the $M^{3,1}$ background due to (2.75), and the intertwiner

$$I(A) = -i[Y^\mu, Y_\nu], A_\nu] = \frac{i}{r^2 R^2} [\Theta^{\mu\nu}, A_\nu] =: - \frac{1}{r^2 R^2} \tilde{I}(A)^\mu,$$

(5.6)
recalling $\Theta^{\mu\nu} = -r^2 M^{\mu\nu}$ as in (2.22). As usual in Yang-Mills theories, the scalar mode

$$G(A) = -i[T^\mu, A_\mu] \sim \{t^\mu, A_\mu\},$$

(5.7)
should be removed to get a meaningful theory. This is achieved by adding a gauge-fixing term $-G(A)^2$ to the action as well as the corresponding Faddeev-Popov (or BRST) ghost. Then the quadratic action becomes

$$S_2[A] + S_{g,f} + S_{\text{ghost}} = -\frac{2}{g^2} \int d\Omega \left( A_\mu \left( D^2 + \frac{1}{2} \mu^2 \right) A^\mu + 2 \Box c \right)$$

(5.8)
where $c$ denotes the fermionic BRST ghost; see e.g. [67] for more details.

**UV spectrum and no-ghost.** For short wavelengths, the quadratic action can be simplified as follows

$$S_2^{\text{UV}}[A] \approx -\frac{2}{g^2} \int d\Omega \left( A_\mu \Box A^\mu + 2 \Box c \right).$$

(5.9)
This has the same structure as a Yang-Mills action, which makes it very plausible that the theory will be ghost-free, as the $c$ ghost cancels the unphysical polarizations of $A_\mu$. A simple general argument for having a ghost-free theory is as follows: 20 Since the $A_0$ component can be diagonalized using the gauge invariance, the physical, propagating degrees of freedom are carried by the remaining matrices, which are space-like such that their kinetic term has the standard sign. Indeed, we have seen that no internal higher-spin ghosts arise, due to the space-like gauge-fixing discussed above. We will provide another argument in section 5.4 that there are no ghosts, and verify to some extent how these general arguments are borne out in the mode expansion below.

### 5.1 Mode expansion and ansatz

We consider the mode expansion for vector modes similar to the case of scalar fields (3.10)

$$A^\mu = A^\mu(x) + A^\mu_0(x) t^0 + A^\mu_{\alpha}(x) t^\alpha + \ldots$$

$$\in \mathcal{C}^0 \oplus \mathcal{C}^1 \oplus \mathcal{C}^2 \oplus \ldots$$

(5.10)

---

20We are grateful for H. Kawai for pointing this out.
However these are neither irreducible nor eigenmodes of $D^2$. To find the spin $s$ eigenmodes $A_\mu \in \mathcal{C} \otimes \mathbb{C}^4$, we choose the following ansatz:

\begin{align}
A_\mu^{(g)}(\phi^{(s)}) &= \{t_\mu, \phi^{(s)}\} \quad \in \mathcal{C}^s, \\
A_\mu^{(+)}(\phi^{(s)}) &= \{x_\mu, \phi^{(s)}\}_{c^{s+1}} \equiv \{x_\mu, \phi^{(s)}\}_+ \quad \in \mathcal{C}^{s+1}, \\
A_\mu^{(-)}(\phi^{(s)}) &= \{x_\mu, \phi^{(s)}\}_{c^{s-1}} \equiv \{x_\mu, \phi^{(s)}\}_- \quad \in \mathcal{C}^{s-1}.
\end{align}

These expressions should be viewed as $\mathfrak{so}(3,1)$ intertwiners

$$A^{(i)} : \mathcal{C}^s \rightarrow \mathcal{C}^s \otimes \mathbb{C}^4, \quad i \in \{g, +, -\},$$

where $\phi^{(s)} \in \mathcal{C}^s$ is used to represent the vector mode. Clearly $A_\mu^{(g)}$ is the pure gauge mode. It is important to note that the $A^{(\pm)}$ intertwiners can be extended as $\mathfrak{so}(4,1)$ intertwiners via $A_\mu^{(\pm)}(\phi^{(s)}) = \{x_a, \phi^{(s)}\}_\pm$. These are 2 linear independent modes\(^{21}\) which will turn out to be exact eigenmodes of $D^2$. For completeness, we need one more such mode. We will use the ansatz

$$A_\mu^{(r)}(\phi^{(s)}) = x_\mu \phi^{(s)}$$

as a starting point, because it is independent of the above modes and it also extends as $\mathfrak{so}(4,1)$ intertwiner $A_\mu^{(r)}(\phi^{r}) = x_a \phi$. This is a time-like mode, but we will argue that it is not part of the physical Hilbert space of the theory.

### 5.2 Group-theoretical considerations

To evaluate $D^2$ on these modes, we need some group-theoretical preparations.

**Intertwiners.** Consider the following $\text{SO}(3,1)$ intertwiners

\[
\mathcal{C} \otimes \mathbb{C}^4 \rightarrow \mathcal{C} \otimes \mathbb{C}^4
\]

\[
A^\mu \rightarrow \tilde{F}(A)^\mu = -i[\mathcal{O}^{\mu\nu}, A_\nu] \sim \{\theta^{\mu\nu}, A_\nu\} \\
A^\mu \rightarrow \Box(A)_\mu = [T^\nu, [T_\nu, A_\mu]] \sim -\{t^\nu, \{t_\nu, A_\mu\}\}
\]

which are Hermitian, in the sense

$$\int d\Omega A_\mu \tilde{F}(A')^\mu = \int d\Omega \tilde{F}(A) A'^\mu$$

and similarly for $\Box$. We recall that $S^2$ commutes with $\Box$, see (3.5), and it also commutes with $\tilde{F}$. This will greatly facilitate the analysis. Note that the gauge-fixing functional $\mathcal{G}$ is also an $\text{SO}(3,1)$ intertwiner.

\(^{21}\)We note that $A_\mu^{(-)} = -\alpha a (\Box - 2s^2)\phi^{(s)}_a$ in the notation of [40]. But the notation $\phi^{(s)}_a$ is inconsistent with the present, hence we avoid it here.
Relation with Casimirs. Recall from (3.5) the Laplacian

$$\Box = \{T_\mu, [\tilde{T}^\mu, \cdot]\} = R^{-2}(C^2[\mathfrak{so}(4, 1)]^{(ad)} - C^2[\mathfrak{so}(3, 1)]^{(ad)}), \quad (5.16)$$

where \((ad)\) denotes the representation of \(\mathfrak{so}(4, 1)\) or \(\mathfrak{so}(3, 1)\) acting on \(C\) via \(M_{\mu\nu}^{(ad)} = [\mathcal{M}_{\mu\nu}, \cdot] \sim i\{\mathcal{M}_{\mu\nu}, \cdot\}\). Then \(\mathcal{A}_a\) transforms in \((\text{full}) = (ad) \otimes (5)\) of \(\text{SO}(4, 1)\). Now consider the intertwiners

$$\begin{align*}
\tilde{T}^{(5)}_a &= -i\{\mathcal{G}^{ab}, \mathcal{A}_b\} \sim \{\theta^{ab}, \mathcal{A}_b\} \\
\tilde{T}^{(4)}_\mu &= -i\{\mathcal{G}^{\mu\nu}, \mathcal{A}_\nu\} \sim \{\theta^{\mu\nu}, \mathcal{A}_\nu\}
\end{align*} \quad (5.17)$$

which arise in \(D^2\). They can be related to the Casimir \(C^2[\mathfrak{so}(4, 1)]^{(\text{full})}\) acting on vector modes as follows:

$$C^2[\mathfrak{so}(4, 1)]^{(\text{full})} \mathcal{A}^a = \frac{1}{2} \left(\{\mathcal{M}_{cd}, \cdot\} + M_{cd}^{(5)}\right)^2 \mathcal{A}^a = \left(C^2[\mathfrak{so}(4, 1)]^{(ad)} - 2r^{-2}\tilde{T}^{(5)} + 4\right) \mathcal{A}^a \quad (5.18)$$

using (3.2), and \(C^2[\mathfrak{so}(4, 1)]^{(5)} = 4\) for the vector representation \(\mathbb{C}^5\). This can be seen by expressing \(\tilde{T}\) as follows:

$$-r^2(M_{cd}^{(ad)} \otimes M_{cd}^{(5)} \mathcal{A})^a \sim -(M_{cd}^{(5)})^a \{\theta^{cd}, \cdot\} \mathcal{A}^b = 2\{\theta^{ab}, \mathcal{A}^b\} = 2\tilde{T}^{(5)}(\mathcal{A})^a \quad (5.19)$$

where

$$\left(M_{ab}^{(5)}\right)^c_d = i(\delta^c_b\eta_{ad} - \delta^c_a\eta_{bd}) \quad (5.20)$$

is the \(\mathfrak{so}(4, 1)\) vector representation. Thus

$$\begin{align*}
2r^{-2}\tilde{T}^{(5)} &= -C^2[\mathfrak{so}(4, 1)]^{(5)\otimes(ad)} + C^2[\mathfrak{so}(4, 1)]^{(ad)} + C^2[\mathfrak{so}(4, 1)]^{(5)} \\
2r^{-2}\tilde{T}^{(4)} &= -C^2[\mathfrak{so}(3, 1)]^{(4)\otimes(ad)} + C^2[\mathfrak{so}(3, 1)]^{(ad)} + C^2[\mathfrak{so}(3, 1)]^{(4)}
\end{align*} \quad (5.21)$$

cf. [40], where \(C^2[\mathfrak{so}(3, 1)]^{(4)} = 3\). Using (5.16), we can rewrite (5.18) and its \(\mathfrak{so}(3, 1)\) analog as

$$\begin{align*}
C^2[\mathfrak{so}(4, 1)]^{(\text{full})} \mathcal{A}^a &= (C^2[\mathfrak{so}(4, 1)]^{(ad)} - 2r^{-2}\tilde{T}^{(5)} + 4) \mathcal{A}^a \\
&= (R^2\Box + C^2[\mathfrak{so}(3, 1)]^{(ad)} - 2r^{-2}\tilde{T}^{(5)} + 4) \mathcal{A}^a \\
&= \mathcal{A}^a[C^2[\mathfrak{so}(4, 1)]\phi], \quad (5.22)
\end{align*}$$

$$\begin{align*}
C^2[\mathfrak{so}(3, 1)]^{(\text{full})} \mathcal{A}^\mu &= (C^2[\mathfrak{so}(3, 1)]^{(ad)} - 2r^{-2}\tilde{T}^{(4)} + 3) \mathcal{A}^\mu \\
&= \mathcal{A}^\mu[C^2[\mathfrak{so}(3, 1)]\phi], \quad (5.23)
\end{align*}$$

assuming that \(\mathcal{A}^a[\phi]\) is an \(\mathfrak{so}(4, 1)\) intertwiner such as (5.11) and (5.13). Subtracting the right-hand-side of (5.23) from (5.22) for \(a = \mu\), we obtain

$$\begin{align*}
\left(R^2\Box - 2r^{-2}(\tilde{T}^{(5)} - \tilde{T}^{(4)}) + 1\right) \mathcal{A}^\mu &= \mathcal{A}^\mu \left[(C^2[\mathfrak{so}(4, 1)] - C^2[\mathfrak{so}(3, 1)]) \phi\right] \\
&= R^2\mathcal{A}^\mu[\Box\phi] \quad (5.24)
\end{align*}$$
which gives
\[ D^2 A^\mu = \left( \Box + \frac{2}{r^2 R^2} \tilde{T}^{(4)} \right) A^\mu = A^\mu \left[ \left( \Box - \frac{1}{R^2} \right) \phi \right] + \frac{2}{r^2 R^2} \tilde{T}^{(5)} A^\mu. \] (5.25)

This can now be evaluated using the results on $H^4$ in [40], and we obtain an eigenmode of $D^2$ if $A^\alpha[\phi]$ is an eigenmode of $\tilde{T}^{(5)}$. Finally, we remark that all relations written in the semi-classical (Poisson) case generalize to the fully noncommutative case.

5.3 $D^2$ eigenvalues

Consider first the pure gauge mode $A^{(g)}[\phi] = \{t_\mu, \phi\}$ (5.11), which define a flat direction for the gauge-invariant action (5.3). This means that
\[ \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(g)}_\mu = \{t_\mu, \{t_\nu, A^{(g)}_\nu\}\} = 0 \] (5.26)
and therefore
\[ D^2 A^{(g)}_\mu[\phi] = A^{(g)}_\mu \left[ \left( \Box + \frac{3}{R^2} \right) \phi \right], \] (5.27)
using $\frac{1}{2} \mu^2 = -3R^{-2}$ (4.7). Alternatively, relation (5.27) can be computed directly as a consistency check. Next, consider the $A^{(\pm)}$ modes. Since they are part of the $SO(4;1)$-covariant modes $\{x_a, \phi\}_\pm$, we can use (5.25) and (A.31) to obtain
\[ D^2 A^{(\pm)}_\mu[\phi^{(s)}] = A^{(\pm)}_\mu \left[ \left( \Box + \frac{2s + 5}{R^2} \right) \phi^{(s)} \right], \] (5.28)
\[ D^2 A^{(\pm)}_\mu[\phi^{(s)}] = A^{(\mp)}_\mu \left[ \left( \Box + \frac{-2s + 3}{R^2} \right) \phi^{(s)} \right]. \] (5.29)

Defining $End(\mathcal{H}_a)$ to be the (Hilbert) space of Hilbert-Schmidt operators as in (3.1), it decomposes into unitary irreps of $so(4,2)$, which can be decomposed further into eigenmodes of $\Box$ since the latter is expressed in terms of Casimirs (3.3). Thus diagonalizing $\Box$ on $C^s$ we obtain three series of eigenmodes of $D^2$, and in particular three series of on-shell modes which satisfy $(D^2 - \frac{3}{R^2}) A = 0$:
\[ A^{(+)}[\phi^{(s)}] \quad \text{for} \quad \left( \Box + \frac{2s + 2}{R^2} \right) \phi^{(s)} = 0, \]
\[ A^{(-)}[\phi^{(s)}] \quad \text{for} \quad \left( \Box + \frac{-2s}{R^2} \right) \phi^{(s)} = 0 \] (5.30)
\[ A^{(g)}[\phi^{(s)}] \quad \text{for} \quad \Box \phi^{(s)} = 0. \]

Of course the pure gauge mode $A^{(g)}$ is unphysical.

Finally, the mode $A^{(\tau)}_\mu$ is also part of an $SO(4,1)$ mode $A^{(\tau)}_a[\phi] = x_a \phi$. Thus formula (5.25) gives
\[ D^2 A^{(\tau)}_\mu[\phi] = A^{(\tau)}_\mu \left[ \left( \Box - \frac{1}{R^2} \right) \phi \right] + \frac{2}{r^2 R^2} \tilde{T}^{(5)} A^{(\tau)}_\mu[\phi], \] (5.31)
but now $\tilde{I}^{(5)}$ is no longer diagonal:

\begin{align}
\tilde{I}^{(5)} A_{\mu}^{(\tau)}[\phi] &= \{ \theta^{\mu b} x_b \phi \} = \{ \theta^{\mu b} x_b \} \phi + x_b \{ \theta^{\mu b}, \phi \} \\
&= 4r^2 x_b \phi - \theta^{\mu b} \{ x_b, \phi \} \\
&= 4r^2 A_{\mu}^{(\tau)}[\phi] + r^2 R^2 \partial^\mu \phi 
\end{align}

(5.32)

where

\[
\partial^\mu \phi^{(s)} := -\frac{1}{r^2 R^2} \theta^{\mu b} \{ x_b, \phi \} \in C^s
\]

(5.33)
is the tangential derivative operator on $H^4$ introduced in [40]. Thus, we arrive at

\[
D^2 A_{\mu}^{(\tau)}[\phi] = A_{\mu}^{(\tau)} \left[ \left( \Box + \frac{7}{R^2} \right) \phi \right] + 2 \partial_\mu \phi. 
\]

(5.34)

**Degeneracy.** We can recognize a degeneracy of these modes by considering the eigenmodes in the same $C^s$. Then the above results give

\[
D^2 A_{\mu}^{(+)}[\phi^{(s-1)}] = A_{\mu}^{(+)} \left[ \left( \Box + \frac{2s + 3}{R^2} \right) \phi^{(s-1)} \right] \in C^s, \\
D^2 A_{\mu}^{(-)}[\phi^{(s+1)}] = A_{\mu}^{(-)} \left[ \left( \Box + \frac{-2s + 1}{R^2} \right) \phi^{(s+1)} \right] \in C^s, \\
D^2 A_{\mu}^{(g)}[\phi^{(s)}] = A_{\mu}^{(g)} \left[ \left( \Box + \frac{3}{R^2} \right) \phi^{(s)} \right] \in C^s. 
\]

(5.35)

Now recall that $D^\pm : C^s \rightarrow C^{s\pm1}$ relates eigenfunctions and eigenvalues according to (3.16)–(3.20). Therefore

\[
\begin{align*}
\left( D^2 + \frac{1}{2} \mu^2 \right) A_{\mu}^{(+)}[D^- \phi^{(s)}] &= A_{\mu}^{(+)} \left[ \left( \Box + \frac{2s}{R^2} \right) D^- \phi^{(s)} \right] = A_{\mu}^{(+)}[D^- \Box \phi^{(s)}], \\
\left( D^2 + \frac{1}{2} \mu^2 \right) A_{\mu}^{(-)}[D^+ \phi^{(s)}] &= A_{\mu}^{(-)} \left[ \left( \Box + \frac{-2s - 2}{R^2} \right) D^+ \phi^{(s)} \right] = A_{\mu}^{(-)}[D^+ \Box \phi^{(s)}], 
\end{align*}
\]

(5.36)

using (A.38). Hence if $\Box \phi^{(s)} = m^2 \phi^{(s)}$ is an eigenmode, we obtain 3 degenerate eigenmodes of $D^2$ with the same eigenvalue

\[
\begin{align*}
\left( D^2 + \frac{1}{2} \mu^2 \right) A_{\mu}^{(+)}[D^- \phi^{(s)}] &= m^2 A_{\mu}^{(+)}[D^- \phi^{(s)}] \\
\left( D^2 + \frac{1}{2} \mu^2 \right) A_{\mu}^{(-)}[D^+ \phi^{(s)}] &= m^2 A_{\mu}^{(-)}[D^+ \phi^{(s)}] \\
\left( D^2 + \frac{1}{2} \mu^2 \right) A_{\mu}^{(g)}[\phi^{(s)}] &= m^2 A_{\mu}^{(g)}[\phi^{(s)}]. 
\end{align*}
\]

(5.37)

Whether or not these modes are always linearly independent is not yet established. This could be decided using the inner products (5.58). A non-trivial consistency check is provided in appendix A.5, using the action of $\tilde{T}$ (A.33):

\[
\begin{align*}
\tilde{T} A_{\mu}^{(-)}[D^+ \phi^{(s)}] &= r^2 (-s + 1) A_{\mu}^{(-)}[D^+ \phi^{(s)}] + r^2 R \{ t^\mu, D^- D^+ \phi^{(s)} \}, \\
\tilde{T} A_{\mu}^{(+)}[D^- \phi^{(s)}] &= r^2 (s + 2) A_{\mu}^{(+)}[D^- \phi^{(s)}] + r^2 R \{ t^\mu, D^- D^- \phi^{(s)} \}. 
\end{align*}
\]

(5.38)
5.4 Gauge fixing and physical Hilbert space

As always in Yang-Mills gauge theory, the fluctuations $A^\mu$ can be separated into gauge-fixed modes denoted as $B^\mu$ and an unphysical scalar mode $\chi$, which should be determined via

$$B^\mu = A^\mu + A^\mu_{(g)}[\chi],$$

$$0 = \mathcal{G}(B) \equiv \{t^\mu, B_\mu\} = \{t^\mu, A_\mu\} - \Box \chi.$$  

Then the equations of motion for $B^\mu$ become

$$\left(D^2 + \frac{1}{2} \mu^2\right) B_\mu = \left(D^2 + \frac{1}{2} \mu^2\right) A_\mu + \left(D^2 + \frac{1}{2} \mu^2\right) \{t_\mu, \chi\}$$

$$= \left(D^2 + \frac{1}{2} \mu^2\right) A_\mu + \{t_\mu, \Box \chi\}$$

$$= \left(D^2 + \frac{1}{2} \mu^2\right) A_\mu + \{t_\mu, \{t^\nu, A_\nu\}\}$$

using (5.26). Hence $A_\mu$ is a solution of the non-gauge-fixed action (5.3) if and only if $B_\mu$ is a solution $\left(D^2 + \frac{1}{2} \mu^2\right) B_\mu = 0$ of the gauge-fixed action.\footnote{In the presence of matter, this generalizes as $(D^2 + \frac{1}{2} \mu^2) B_\mu = J_\mu$, where $J_\mu$ is the conserved current.}

Let us make this explicit for the above modes. The following relations (A.35) are shown in appendix A.4

$$\{t^\mu, A^{(+)}_{\mu}[\phi(s)]\} = \frac{s + 3}{R} D^+ \phi(s),$$

$$\{t^\mu, A^{(-)}_{\mu}[\phi(s)]\} = \frac{-s + 2}{R} D^- \phi(s).$$

Hence in the divergence-free sector and for $s = 2$, $A^{(+)}_{\mu}$ is already gauge fixed. For the time-like mode $A^{(\tau)}_{\mu} = x_\mu \phi(s)$, we obtain

$$\{t^\mu, A^{(\tau)}_{\mu}[\phi(s)]\} = \{t^\mu, x_\mu \phi(s)\} = \sinh(\eta) (4 + s + \tau) \phi(s),$$

using (3.41). We will argue below that the $A^{(\tau)}_{\mu}$ modes do not contribute to the physical Hilbert space. Finally, the pure gauge mode satisfies

$$\{t^\mu, A^{(g)}_{\mu}[\phi]\} = -\Box \phi,$$

which vanishes for on-shell pure gauge fields. Together with (A.38), this allows to determine the $B^{(\pm)}_{\mu}$ explicitly:

$$\chi^{(+)} = \frac{s + 3}{R} \Box^{-1} D^+ \phi(s) = \frac{s + 3}{R} D^+ \left(\Box + \frac{2s + 2}{R^2}\right)^{-1} \phi(s),$$

$$\chi^{(-)} = \frac{2 - s}{R} \Box^{-1} D^- \phi(s) = \frac{2 - s}{R} D^- \left(\Box - \frac{2s}{R^2}\right)^{-1} \phi(s).$$
Assuming that these expressions make sense, it follows that the gauge-fixed modes satisfy the intertwiner relations

\[ D^2 B^{(+)\mu}(s) = A^{(+)\mu}(s) \left[ \left( \Box + \frac{2s + 5}{R^2} \right) \phi(s) \right] + \frac{s + 3}{R} \left\{ t_{\mu}, \left( \Box + \frac{3}{R^2} \right) \square^{-1} D^+ \phi(s) \right\} \]

\[ = B^{(+)\mu}(s) \left[ \left( \Box + \frac{2s + 5}{R^2} \right) \phi(s) \right], \]

\[ D^2 B^{(-\mu)}(s) = B^{(-\mu)}(s) \left[ \left( \Box + \frac{2s + 3}{R^2} \right) \phi(s) \right] \]

using (5.27) and (5.45). Hence they are eigenmodes of \( D^2 \) if the underlying modes \( \phi(s) \) are eigenmodes of \( \Box \). In particular,

\[ \left( D^2 + \frac{1}{2} \mu^2 \right) B^{(+)\mu}(s) = B^{(+)\mu}(s) \left[ D^+ \square \phi(s) \right], \]

\[ \left( D^2 + \frac{1}{2} \mu^2 \right) B^{(-\mu)}(s) = B^{(-\mu)}(s) \left[ D^+ \square \phi(s) \right], \]

\[ \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(0)\mu}(s) = A^{(0)\mu}(s) \left[ \square \phi(s) \right], \]

(5.47)

cf. (5.37). We observe again the triple degeneracy of \( D^2 \), unless some modes coincide or vanish.

**Physical Hilbert space.** Now consider (5.45) in more detail. Comparing with (5.30), we see that these expressions are well-defined for off-shell modes, but not for on-shell modes. Indeed if \( A \) is on-shell, the added pure gauge term must also be on-shell. But this means by (5.44) that it is gauge-fixed, so that it cannot change the gauge of \( A \). Hence on-shell modes cannot simply be gauge-fixed, and the physical Hilbert space contains only those on-shell modes which are gauge-fixed (modulo pure gauge modes). Due to the degeneracy (5.47), we can always find a linear combination

\[ A^{(ph)} := A^{(-)}[\phi^{(s+1)}_+] + A^{(+)}[\phi^{(s-1)}_-] \in \mathcal{C}^\star, \quad \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(ph)} = 0 \]

(5.48)

of on-shell modes with

\[ \left( \Box + \frac{2s}{R^2} \right) \phi^{(s-1)}_- = 0 = \left( \Box - \frac{2s + 2}{R^2} \right) \phi^{(s+1)}_+ \]

(5.49)

which is gauge-fixed, i.e.

\[ 0 = \{ t^{\mu}, A^{(ph)} \} = \left( -s + 1 \right) D^- \phi^{(s+1)}_+ + \frac{s}{R} D^+ \phi^{(s-1)}_-. \]

(5.50)

Here we have to distinguish generic \( s \) and \( s = 1 \). For \( s = 1 \), the physical solutions are

\[ A^{(ph\rightarrow)}[\phi^{(2)}] := A^{(-)}[\phi^{(2)}], \quad \left( \Box - \frac{4}{R^2} \right) \phi^{(2)} = 0 \]

(5.51)

while none of the \( A^{(+)}[\phi^{(0)}] \) is physical. For \( s \neq 1 \), \( \phi^{(s+1)}_+ \) is uniquely determined by the above equation as

\[ \phi^{(s+1)}_+ = \frac{s + 3}{s - 1} \left( D^+ D^- \right)^{-1} D^+ D^+ \phi^{(s-1)}_-, \quad \left( \Box + \frac{2s}{R^2} \right) \phi^{(s-1)}_- = 0 \]

(5.52)
Note that $D^+ D^- = D^+ (D^+) \dagger$ commutes with $\Box$ due to (A.38) and is positive semi-definite, and vanishes only on $\phi^{(s,0)}$. Therefore the inverse in (5.52) exists, and the relation is compatible with the on-shell conditions. Explicitly, this gives the following physical solutions

\[
\begin{align*}
A^{(ph)}[\phi^{(2)}] & := A^{(-)}[\phi^{(2)}] \\
A^{(ph-)}[\phi^{(s+1,0)}] & := A^{(-)}[\phi^{(s+1,0)}], \\
A^{(ph)}[\phi^{(s-1)}] & := A^{(+)}[\phi^{(s-1)}] + \frac{s + 3}{s - 1} A^{(-)}[(D^+ D^-)^{-1} D^+ D^+ \phi^{(s-1)}], \quad s > 1. 
\end{align*}
\]  

(5.53)

The lowest physical modes are

\[
\{ A^{(-)}[\phi^{(0)}], A^{(-)}[\phi^{(1,0)}], A^{(2)}[\phi^{(2)}], A^{(+)}[\phi^{(1)}] + 5 A^{(-)}[(D^+ D^-)^{-1} D^+ D^+ \phi^{(1)}], \ldots \} 
\]  

(5.54)

The physical Hilbert space $\mathcal{H}_{\text{phys}}$ of the linearized theory, therefore, consists of the on-shell modes

\[
\begin{align*}
A^{(ph)}[\phi^{(s-1)}] & \quad \text{for} \quad (\Box + \frac{2s}{R^2}) \phi^{(s-1)} = 0, \quad s \geq 2 \\
A^{(ph-)}[\phi^{(s+1,0)}] & \quad \text{for} \quad (\Box - \frac{2s + 2}{R^2}) \phi^{(s+1,0)} = 0, \quad s \geq 0 \\
A^{(ph-)}[\phi^{(2)}] & \quad \text{for} \quad (\Box - \frac{4}{R^2}) \phi^{(2)} = 0
\end{align*}
\]  

(5.55)

which satisfy $(D^2 + \frac{1}{2} \mu^2) A^{(ph)} = 0$. The on-shell pure gauge solutions

\[
A^{(g)}[\phi^{(s)}] \quad \text{for} \quad \Box \phi^{(s)} = 0
\]  

(5.56)

are null (see section 5.5) and must be factored out from $\mathcal{H}_{\text{phys}}$. Finally, we argue in appendix A.3 that there are no on-shell gauge-fixed solutions involving $A^{(t)}[\phi]$. To summarize,

\[
\mathcal{H}_{\text{phys}} = \left\{ A^{(ph)}[\phi^{(s-1)}], \quad s = 2, 3, \ldots n \right\} \cup \left\{ A^{(ph-)}[\phi^{(s+1,0)}], \quad s = 0, 1, \ldots n \right\} \cup \left\{ A^{(ph-)}[\phi^{(2)}] \right\}
\]  

(5.57)

subject to the on-shell conditions (5.55). Here we indicate also the cutoff $n$, which disappears in the semi-classical limit $n \to \infty$. Since $\Box$ encodes the effective metric $G_{\mu\nu}$, the propagation of these modes respects local Lorentz-invariance, and the extra structures $\tau$ and $\kappa_{\mu\nu}$ do not enter. We conjecture that this list is complete, although this has not been shown. However off-shell, a 4th series of modes is clearly missing, which is needed e.g. for the propagator.

In view of the discussion on space-like gauge in section 3.3, the $\phi^{(s,0)}$ modes should be interpreted as massless spin $s$ fields, while the full $\phi^{(s)}$ modes are interpreted as (would-be) massive spin $s$ fields. Thus we have found one massless and one massive tower of spin $s$ fields, as well as a would-be massive spin 2 field. The term “would-be massive” fields indicates the degrees of freedom of massive fields but without explicit mass term. The physical significance of these modes needs further investigation. For example, the pure gauge modes $A^{(g)}$ may mix or even coincide with some of the would-be massive gauge fields, which could make them massless or partially massless. Off-shell, the $\mathcal{B}^\pm$ provide the degrees of freedom of two massive spin $s$ fields.
5.5 Inner products and quadratic action

We have argued following the quadratic action (5.3) that the matrix model should lead to a ghost-free theory, based on rather general arguments. To see this explicitly and to clarify the on-shell Hilbert space structure, we elaborate the inner product matrix for the fluctuation modes $A$ introduced above. This inner products is also needed to compute the propagator. To simplify the notation we set $\mathcal{J} \equiv \int d\Omega$. Then using (3.41), (3.48), (3.49), (3.50) and (A.35), we obtain

\[
\int A_{\mu}^{(g)}[\phi'] A^{(g)\mu}[\phi] = \int \phi' \Box \phi \quad (5.58a)
\]

\[
\int A_{\mu}^{(g)}[\phi'] A^{(+\mu)}[\phi] = -\frac{s + 3}{R} \int M_{A,1} \phi'^{(s)} D^+ \phi^{(s)} \quad (5.58b)
\]

\[
\int A_{\mu}^{(g)}[\phi'] A^{(-\mu)}[\phi] = \frac{s - 2}{R} \int \phi'^{(s)} D^- \phi^{(s)} \quad (5.58c)
\]

\[
\int A_{\mu}^{(-\mu)}[\phi'] A^{(+\mu)}[\phi] = \int D^- D^- \phi' \phi \quad (5.58d)
\]

\[
\int A_{\mu}^{(+\mu)}[\phi'] A^{(+\mu)}[\phi] = \int \phi'^{(s)} ((1 - \alpha_s) \Box H + 2\alpha_s r^2 (s + 1) + D^- D^+ \phi^{(s)} \quad (5.58e)
\]

\[
\int A_{\mu}^{(-\mu)}[\phi'] A^{(-\mu)}[\phi] = \int \phi'^{(s)} (\alpha_s \Box H - 2r^2 (s + 1) + D^- D^+ \phi^{(s)} \quad (5.58f)
\]

\[
\int A_{\mu}^{(r)}[\phi'] A^{(\pm\mu)}[\phi] = -\int \phi' x_4 D^\pm \phi \quad (5.58g)
\]

\[
\int A_{\mu}^{(r)}[\phi'] A^{(g)\mu}[\phi] = \int \frac{x_4}{R} \phi'^{(s)} (s + \tau) \phi^{(s)} \quad (5.58h)
\]

\[
\int A_{\mu}^{(r)}[\phi'] A^{(r)\mu}[\phi] = -R^2 \int \cosh^2(\eta) \phi' \phi . \quad (5.58i)
\]

Note that the on-shell pure gauge modes $A^{(g)}[\phi]$ with $\Box \phi = 0$ are null, but these are factored out from $\mathcal{H}_{\text{phys}}$. Observe also the negative sign of the time-like $A^{(r)}$ mode, which couples to $A^{(g)}$.

Now consider the physical sector $\mathcal{H}_{\text{phys}}$. Since the null modes $A^{(g)}$ are orthogonal to all gauge-fixed modes, these must all be positive, because the 4-vectors $A^\mu$ have only one negative and three positive components at each point of $M^{3,1}$. Here we use the fact that $C^*$ has a positive definite inner product (3.1), which is related to the space-like gauge as discussed in section 3.2. Hence the theory is ghost-free, as expected.\(^{23}\)

We can also check this explicitly for some modes. The positivity of $(\Box H - 2r^2 (s + 1))$, see (3.46), implies that the inner product of the $A^{(+)\mu}[\phi^{(s,0)}]$ is indeed positive. This follows also from $x^\mu A_{\mu}^{(-\mu)}[\phi^{(s,0)}] = 0$, which means that the time-like component vanishes. Furthermore, all the $A^{(-\mu)}[\phi^{(g)}]$ modes have positive norm. These are the modes which will contribute to gravity.

\(^{23}\)It is quite remarkable that this is possible, in spite of having only 3 rather than 4 diffeomorphism degrees of freedom. The underlying reason is the reduced Lorentz invariance, which enables the internal space-like gauge (3.12).
Discussion. The physical significance of these modes is most transparent in space-like
gauche. This suggests to interpret the divergence-free modes $A^{(-)}[\phi^{(s,0)}]$ as massless spin $s$ gauge fields, while the generic modes $A^{(gh)}[\phi^{(s)}]$ describe would-be massive spin $s$ fields, according to the discussion in section 3.4. Indeed we will see in the case of spin 2 that the $A^{(-)}[\phi^{(2,0)}]$ correspond to massless gravitons with 2 degrees of freedom, while the remaining $A^{(-)}[\phi^{(2,1)}]$ and $A^{(-)}[\phi^{(2,2)}]$ contribute the remaining 3 degrees of freedom for a generic spin 2 mode.

Quadratic form for $D^2$. Using the above results, we obtain the quadratic form for $D^2$ as follows:

$$\int A^{(g)}_\mu[i\phi'] \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(g)\mu}[\phi] = \int \Box \phi' \Box \phi$$

$$(5.59a)$$

$$\int A^{(+)}_\mu[\phi^{(s)}] \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(g)\mu}[\phi^{(s+1)}] = -\frac{s+3}{R} \int D^+ \phi^{(s)} \Box \phi^{(s+1)}$$

$$(5.59b)$$

$$\int A^{(-)}_\mu[\phi^{(s)}] \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(g)\mu}[\phi^{(s-1)}] = -\frac{s+2}{R} \int D^- \phi^{(s)} \Box \phi^{(s-1)}$$

$$(5.59c)$$

$$\int A^{(i)}_\mu[\phi^{(s)}] \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(i)\mu}[\phi^{(s+1)}] = -\int R^2 \cos^2(\eta) \phi' \left( \Box + \frac{4}{R^2} \right) \phi$$

$$-\int 2\phi' \sinh^2(\eta)(s+\tau) \phi$$

$$(5.59d)$$

using (2.36), (5.27), (5.58i), (A.35), and (A.38). As a consistency check, we also compute

$$\int \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(i)}_\mu[\phi^{(s)}] A^{(i)\mu}[\phi^{(s+1)}] = -\frac{s+3}{R} \int D^+ \phi^{(s)} \phi^{(s+1)}$$

$$(5.60a)$$

$$\int \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(i)}_\mu[\phi^{(s)}] A^{(i)\mu}[\phi^{(s-1)}] = -\frac{s+2}{R} \int D^- \phi^{(s)} \phi^{(s-1)}$$

$$(5.60b)$$

$$\int \left( D^2 + \frac{1}{2} \mu^2 \right) A^{(i)}_\mu[\phi^{(s)}] A^{(i)\mu}[\phi^{(s+1)}] = -\int \Box D^+ \phi' D^- \phi.$$  

$$(5.60c)$$

in agreement with the above. The terms $\int A^{(i)}_\mu(D^2 + \frac{1}{2} \mu^2) A^{(i)\mu}$ for $i \in \{\pm, g\}$ can be evaluated using the above results for $D^2 A^{(i)}$, and we skip the verification of Hermiticity for $D^2$. As expected, the kinetic term for time-like $A^{(i)}_\mu$ has a negative sign, but this mode is not part of the physical Hilbert space. Nevertheless, these modes are needed to compute the propagator.

6 Metric and gravitons on $\mathcal{M}^{3,1}$

In this paper, we consider only the basic metric aspects of linearized gravity. Further developments and more formal aspects will be studied elsewhere. The effective metric on a perturbed background is extracted from the kinetic term as in (2.60), and is formally obtained from the bi-derivation

$$\gamma: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$$

$$(\phi, \phi') \mapsto \{Y^\alpha, \phi\}\{Y_\alpha, \phi'\}$$

$$(6.1)$$
up to a conformal factor as discussed in section 2.5. Specializing to \( \phi = x^\mu, \phi' = x'^\nu \) we obtain the form \( \gamma^{\mu\nu} = \tau^{\mu\nu} + \delta_A \gamma^{\mu\nu} + O(A^2) \) in Cartesian coordinates, with metric fluctuation given by

\[
\delta_A \gamma^{\mu\nu} := \{ t^\alpha, x^\mu \} \{ A_\alpha, x'^\nu \} + (\mu \leftrightarrow \nu) = \sinh(\eta) \{ A_\mu, x'^\nu \} + (\mu \leftrightarrow \nu) .
\]

(6.2)

To evaluate this for the above \( A^{(i)} \) modes, it is convenient to consider the following rescaled graviton mode:

\[
H^{\mu\nu}[A] := \frac{1}{\sinh(\eta)} \delta_A \gamma^{\mu\nu} = \{ A_\mu, x'^\nu \} + (\mu \leftrightarrow \nu)
\]

\[
h^{\mu\nu}[A] := [H^{\mu\nu}[A]]_0 = \{ A_\mu, x'^\nu \} - (\mu \leftrightarrow \nu) .
\]

(6.3)

Clearly only \( A \in \mathcal{C}^1 \) can contribute to \( h^{\mu\nu}[A] \). The trace contributions are

\[
H[A] = 2\{A^\mu, x_\nu\}, \quad h[A] = 2\{A^\mu, x_\nu\}_0 .
\]

(6.4)

We observe

\[
\{ t_\mu, h^{\mu\nu}[A] \} = \{ \{ t_\mu, A^\nu \}, x'^\nu \} - \frac{2}{R} D^A\nabla A'^\nu
\]

\[
= -\frac{2}{R} D^- A'^\nu
\]

(6.5)

using (A.35) for \( A' \in \mathcal{C}^1 \), and assuming the gauge-fixing \( \{ t_\mu, A^\nu \} = 0 \) in the last line. Then

\[
\{ t_\nu, \{ t_\mu, h^{\mu\nu}[A] \} \} = \{ t_\nu, \{ x'^\nu, \{ t_\mu, A^\nu \} \} - \frac{2}{R} \{ t_\nu, D^- A'^\nu \}
\]

\[
= -\frac{1}{R} D^- \{ t_\mu, A^\nu \} - \frac{2}{R} \{ t_\nu, D^- A'^\nu \}
\]

\[
= -\frac{3}{R} D^- \{ t_\mu, A^\nu \} - \frac{1}{R^2} h .
\]

(6.6)

However, recall that the effective metric, as identified in section 2.5, differs from the above by a conformal factor: hence, (2.62) becomes

\[
G^{\mu\nu} = \overline{G}^{\mu\nu} + \delta G^{\mu\nu} , \quad \text{with} \quad \delta G^{\mu\nu} := \alpha \left[ \delta_A \gamma^{\mu\nu} - \frac{1}{2} \eta^{\mu\nu} \left( \eta_{\alpha\beta} \delta_A \gamma^{\alpha\beta} \right) \right]_0 .
\]

(6.7)

where \( \overline{G}^{\mu\nu} = \alpha \gamma^{\mu\nu} = \sinh^{-1}(\eta) \eta^{\mu\nu} \), see (2.63), is the effective background metric, and \( \alpha = \sinh^{-3}(\eta) \) is the conformal factor arising from the fixed symplectic measure on \( \mathbb{C}P^{1,2} \). Note that \( \eta^{\mu\nu} \eta_{\alpha\beta} = \gamma^{\mu\nu} \gamma_{\alpha\beta} \), i.e. the conformal factor drops out here. We therefore proceed with the auxiliary metric fluctuation \( h^{\mu\nu} \).
Pure gauge modes. Suppose $\phi = \phi^{(1)}$ is a spin 1 field. Then the auxiliary metric fluctuation of $A^{(g)}$ has the following properties:

\[
h^{\mu\nu}_{(g)}[\phi] \equiv h^{\mu\nu}[A^{(g)}] = -\{t^\mu, A^{(\nu)}[-\phi]\} + (\mu \leftrightarrow \nu) + \frac{2}{R} D^{-\phi} \eta^{\mu \nu},
\]

\[
= -\{t^\mu, A^{(\nu)}[-\phi]\} + (\mu \leftrightarrow \nu) + \frac{1}{3} h^{(g)} \eta^{\mu \nu}, \tag{6.8a}
\]

\[
h^{(g)}[\phi] \equiv h[A^{(g)}] = -2\{t^\mu, A^{(\nu)}[-\phi]\} + \frac{8}{R} D^{-\phi} = \frac{6}{R} D^{-\phi} \tag{6.8b}
\]

\[
= 6\{t^\mu, A^{(\nu)}[-\phi]\},
\]

\[
\{t^\mu, h^{\mu\nu}[A^{(g)}]\} = -\{\Box \phi, x^\nu\} - \frac{2}{R} D^{-\{\nu, \phi\}}, \tag{6.8c}
\]

\[
\{t^\mu, \{t^\alpha, h^{(g)}\}\} = -\frac{1}{3} \{t^\mu, \{t^\nu, h^{(g)}\}\} + \{t^\mu, \{x^\nu, (\Box - \frac{2}{R^2}) \phi\}\}, \tag{6.8d}
\]

using (A.35). Hence the $h^{\mu\nu}_{(g)}$ are traceless for divergence-free modes $\phi^{(1,0)}$. Even for the $\phi^{(1,1)} = D\phi^{(0)}$ modes, the trace contribution $h$ is subleading and can be dropped at scales much shorter than the cosmological scales. To see this, consider for $\phi = \phi^{(0)}$

\[
h^{(g)}_{\mu\nu}[D\phi] = -\{x^\mu, \{t^\nu, D\phi\}\} + (\mu \leftrightarrow \nu)
\]

\[
= O(r^2 R^2 \cosh^3(\eta)) \partial \theta \partial \phi + (\mu \leftrightarrow \nu) \tag{6.9}
\]

\[
h^{(g)}[D\phi] = \frac{6}{R} D^{-D\phi} \phi = O(r^2 R \cosh^2(\eta)) \Delta_3 \phi
\]

noting that $D(\phi) = O(\theta \partial \phi)$ due to (3.32). Therefore

\[
h^{(g)}_{\mu\nu} = O(x\theta) h^{(g)} \gg h^{(g)}. \tag{6.10}
\]

Therefore the pure gauge modes are effectively traceless for sufficiently short scales, and $h^{(g)}_{\mu\nu}$ has the usual form $\sim \partial_\mu A_\nu + \partial_\nu A_\mu$ of volume-preserving diffeomorphisms due to (6.8a).

Finally, we note that the gauge transformation of the combination

\[
\delta_\phi \left( h_{\mu\nu} - \frac{1}{3} \eta_{\mu\nu} h \right) = h^{(g)}_{\mu\nu} - \frac{1}{3} \eta_{\mu\nu} h^{(g)} = -\{t^\mu, A^{(\nu)}[-\phi]\} + (\mu \leftrightarrow \nu) \tag{6.11}
\]

is close to the usual form of a pure gauge diffeomorphism contribution, determined by $\phi \in C^{(1)}$. This will be a useful starting point for the construction of a linearized Einstein-Hilbert-like action. In particular, since the trace-contribution is subleading, the different factors $\frac{1}{3}$ versus $\frac{1}{2}$ in (6.7) is not significant.

Physical $A^{(-)}$ modes. Among the $A^{(-)}[\phi^{(s)}]$ modes, only the ones with spin $s = 2$ can contribute to the metric, as

\[
h^{\mu\nu}_{(-)}[\phi^{(2)}] := h^{\mu\nu}[A^{(-)}[\phi^{(2)}]] = -\{x^\mu, \{x^\nu, \phi^{(2)}\}\} + (\mu \leftrightarrow \nu), \tag{6.12a}
\]

\[
h_{(-)} := \eta_{\mu\nu} h^{\mu\nu}_{(-)} = -2\{x^\mu, \{x^\nu, \phi^{(2)}\}\} - 2D_- D^- \phi^{(2)}, \tag{6.12b}
\]

\[
\{t^\mu, h^{\mu\nu}_{(-)}[\phi^{(2)}]\} = -\frac{2}{R} [x^\nu, D^- \phi^{(2)}] = -\frac{2}{R} A^{(-)}_{\mu \nu} [D^- \phi^{(2)}], \tag{6.12c}
\]

\[
\{t^\mu, \{t^\alpha, h_{(-)}^{\alpha \nu}\}\} + (\mu \leftrightarrow \nu) = \frac{2}{R^2} \left( h^{(g)}_{\mu\nu} - \frac{1}{3} \eta_{\mu\nu} h^{(g)} \right) [D^- \phi^{(2)}]. \tag{6.12d}
\]
using (3.49) and (6.5), cf. (3.43). Recall from (5.42) that \( \mathcal{A}(-)[\phi^{(2)}] \) is automatically gauge-fixed. Therefore the physical Hilbert space \( \mathcal{H}_{\text{phys}} \) contains not only \( \mathcal{A}(-)[\phi^{(2,0)}] \), but also \( \mathcal{A}(-)[\phi^{(2,1)}] \) and \( \mathcal{A}(-)[\phi^{(2,2)}] \), unless the last two are equivalent to pure gauge modes. Moreover, (6.12b) shows that \( h(-) \) vanishes for \( \phi^{(2,0)} \) and \( \phi^{(2,1)} \), but it is non-vanishing for \( \phi^{(2,2)} \). The \( h^{(-)}_{\mu\nu}[\phi^{(2,2)}] \) are divergence-free and traceless gravitons, which realize the usual 2 propagating physical degrees of freedom of GR. The \( h^{(-)}_{\mu\nu}[\phi^{(2,1)}] \) lead to graviton modes which turn out to be Ricci-flat on-shell in section 6.2, and therefore may be equivalent to unphysical pure gauge modes. Finally, \( h^{(-)}_{\mu\nu}[D^+D^+[\phi^{(0)}]] \) provides an extra propagating scalar metric mode which has no counterpart in GR; its significance should be clarified elsewhere. Off-shell, the modes in \( h^{(-)}_{\mu\nu}[\phi^{(2)}] \) provide the degrees of freedom of a massive spin 2 multiplet. These modes are approximately in de Donder gauge, since (6.12c) is suppressed at scales shorter than the cosmological curvature scale.

**Unphysical \( \mathcal{A}^{(+)} \) modes.** None of the \( \mathcal{A}^{(+)}[\phi^{(s)}] \) modes with \( s \geq 1 \) can contribute to \( h^{(-)}_{\mu\nu} \), because

\[
\mathcal{H}^{\mu\nu}[\mathcal{A}^{(+)}[\phi^{(s)}]] = -\{x^\mu, \{x^\nu, \phi^{(s)}\}_+\} + (\mu \leftrightarrow \nu) \quad \in \mathcal{C}^s \oplus \mathcal{C}^{s+2}. \tag{6.13}
\]

However the scalar \( \mathcal{A}^{(+)}[\phi^{(0)}] \) mode contributes, which gives

\[
h^{\mu\nu}_{(+)}[\phi^{(0)}] = -\{x^\mu, \{x^\nu, \phi^{(0)}\}_+\} + (\mu \leftrightarrow \nu) = -2(\theta^{\mu\nu} \theta^{\rho\beta} \partial_\rho \partial_\beta) \phi^{(0)} - \left\{ (x^\mu, \theta^{\nu\beta}) \partial_\beta + (x^\nu, \theta^{\mu\beta}) \partial_\beta \right\} \phi^{(0)}
\]

\[
= -\frac{2r^2 R^2}{3} \left( P_{\mu\nu} P^{\alpha\beta} - P_{\mu\beta} P^{\nu\alpha} \right) \partial_\alpha \partial_\beta \phi^{(0)} - \left\{ (x^\mu, \theta^{\nu\beta}) \partial_\beta + (x^\nu, \theta^{\mu\beta}) \partial_\beta \right\} \phi^{(0)}
\]

\[
= \frac{2r^2 R^2}{3} \left( \partial^\nu \partial^\mu - (\eta_{\mu\nu} + R^{-2} x^\mu x^\nu) \partial^\alpha \partial_\alpha \right) \phi^{(0)}
\]

\[
= \frac{2r^2 R^2}{3} (\tau + 2) \tau \phi^{(0)} + \frac{1}{3} \tau^2 (x^\mu \partial^\mu + x^\nu \partial^\nu)(1 + 2\tau) \tau \phi^{(0)}
\]

\[
h^{(-)}_{(+)} = -2\{x^\mu, \{x^\nu, \phi^{(0)}\}_+\} - 2\{x^\mu, \{x^\nu, \phi^{(0)}\}_+\} = -2\{x^\mu, \{x^\nu, \phi^{(0)}\}_0\}
\]

\[
\{t_\mu, h^{\mu\nu}_{(+)}\} = \{t_\mu, \mathcal{A}^{(+)}[\phi^{(s)}], x^\nu\} - \frac{2}{R} D^- \mathcal{A}^{(+)}\nu
\]

\[
= \frac{3}{R} \{D^+ \phi^{(0)}, x^\nu\} - \frac{2}{R} D^- \mathcal{A}^{(+)}\nu = -2r^2 \{t_\nu, \phi^{(0)}\} - \frac{5}{R} \{x^\nu, D\phi^{(0)}\}
\]

recalling \( \tau = x \partial \) and using (2.55), (5.42), and (6.5). Even though \( \mathcal{A}^{(+)}[\phi^{(0)}] \) is unphysical, this provides the missing scalar degree of freedom for the off-shell metric fluctuations. Finally, \( \mathcal{A}^{(\tau)} \) is not expected to provide an additional physical mode, and will not be considered any further here.

**Discussion.** To summarize, we have found 9 independent off-shell metric fluctuations: 5 from the \( \mathcal{A}^{(-)}[\phi^{(2)}] \) modes, one from the scalar \( \mathcal{A}^{(+)}[\phi^{(0)}] \) mode, and the 3 pure gauge modes. All these modes are governed by the appropriate wave equations (5.55), which are massless up to cosmological scales. There may be an extra off-shell (unphysical) mode based

\[\text{in the present approximation which is restricted to scales shorter than the cosmic curvature scale, we cannot decide whether the } h^{(-)}_{\mu\nu}[\phi^{(2,1)}] \text{ are exactly or only approximately equal to pure gauge modes.}\]
on $\mathcal{A}^{(r)}$, which should be clarified elsewhere. These metric fluctuations provide all $(5+1)$
degrees of freedom required for gravity in the presence of matter. However, in contrast
to GR there are only 3 instead of 4 pure gauge modes $A^{(g)}$, corresponding essentially to
volume-preserving diffeomorphisms\(^{25}\) (6.10). We expect that this is also related to the
absence of a cosmological constant term as discussed in section 6.3.

On-shell, the physical Hilbert space $\mathcal{H}_{\text{phys}}$ of vacuum modes certainly contains the
2 standard Ricci-graviton modes, while the significance of the other modes remains to
be understood.

These gravitational modes will certainly be sourced by matter. However to obtain the
linearized Einstein equations to a sufficiently good approximation may require an induced
Einstein-Hilbert-like action, as discussed below. In fact, induced gravity actions are known
to arise quite generically upon taking quantum effects into account [46, 68]. The large
gauge invariance of the present framework will allow to determine these actions, as shown
in the remaining sections.

6.1 Linearized curvature-like tensors

To understand the significance of the above metric modes, we consider their linearized
Ricci tensor. Recall that the linearized Ricci tensor $\mathcal{R}^{\mu\nu}_{\text{lin}}$ for a metric fluctuation $\delta g_{\mu\nu}$ is
given by

$$
\mathcal{R}^{\mu\nu}_{\text{lin}}[\delta g] = -\nabla^\alpha \nabla_\alpha \delta g^{\mu\nu} + \nabla^\mu \nabla_\rho \delta g^{\nu\rho} + \nabla^\nu \nabla_\rho \delta g^{\mu\rho} - \nabla_\mu \nabla_\nu \delta g
+ \eta^{\mu\nu}(\nabla^\sigma \nabla_\sigma \delta g - \nabla_\sigma \nabla_\nu \delta g^{\sigma\rho}).
$$

(6.15)

We need to find analogous expressions that are suitable for the matrix model setting, which
should be defined solely in terms of (commutators or) Poisson brackets. We tentatively
define a linearized Poisson-Ricci tensor $\mathcal{R}^{\mu\nu}_{\text{lin}}$ and scalar $\mathcal{R}_{\text{lin}}$, as well as a linearized
Poisson-Einstein tensor $\mathcal{G}^{\mu\nu}_{\text{lin}}$ as follows:

$$
2\mathcal{R}^{\mu\nu}_{\text{lin}}[\delta g] = \Box \delta g^{\mu\nu} + (\{t_\mu, \{t_\nu, \delta g^{\rho\sigma}\}\} - \frac{1}{2} \{t_\mu, \{t_\nu, \delta g\}\} + (\mu \leftrightarrow \nu)),
$$

(6.16)

$$
\mathcal{R}_{\text{lin}} = \Box \delta g + \{t_\mu, \{t_\nu, \delta g^{\rho\sigma}\}\},
$$

$$
2\mathcal{G}^{\mu\nu}_{\text{lin}}[\delta g] = 2\mathcal{R}^{\mu\nu}_{\text{lin}}[\delta g] - \eta^{\mu\nu} \mathcal{R}_{\text{lin}}[\delta g]
= \Box \delta g^{\mu\nu} + (\{t_\mu, \{t_\nu, \delta g^{\rho\sigma}\}\} - \frac{1}{2} \{t_\mu, \{t_\nu, \delta g\}\} + (\mu \leftrightarrow \nu))
- \eta^{\mu\nu}(\Box \delta g + \{t_\sigma, \{t_\rho, \delta g^{\sigma\rho}\}\}),
$$

(6.17)

\[ G_{\text{lin}} = -\Box \delta g + \{t_\mu, \{t_\nu, \delta g^{\rho\sigma}\}\}. \]

To understand these expressions in terms of usual tensor calculus, we recall $\{t_\mu, \cdot \} \sim
\sinh(\eta)\partial_\mu$ in Cartesian (background) coordinates, and similarly $\Box \sim \sinh^2(\eta)(\eta^{\mu\nu} \partial_\mu \partial_\nu + O(\frac{1}{x^4}))$ from (2.75), because

$$
\frac{1}{\sinh(\eta)} \partial_\mu \sinh(\eta) = O\left(\frac{1}{x^4}\right)
$$

(6.18)

\[^{25}\text{They preserve the invariant symplectic volume form on } \mathbb{C}P^{1,2}.\]
and \( x_4 = R \sinh(\eta) \) measures the current size of the universe. Then the linearized Poisson-Ricci tensor (6.16) reduces to

\[
R_{(\text{lin})}^{\mu\nu}[\delta g^{\alpha\beta}] = \frac{1}{2} \Box \delta g^{\mu\nu} + \left( \{ t^\mu, \{ t_\alpha, \delta g^{\alpha\nu} \} \} - \frac{1}{2} \{ t^\mu, \{ t^\nu, \delta g \} \} + (\mu \leftrightarrow \nu) \right)
\]

\[
= \frac{1}{2} \sinh^2(\eta) \left( -\partial^\alpha \partial_\alpha \delta g^{\mu\nu} - \partial^\mu \partial^\nu \delta g + \partial^\mu \partial_\nu \delta g^{\mu\nu} + \partial^\nu \partial_\mu \delta g^{\mu\nu} + O \left( \frac{1}{x_4} \partial \delta g \right) \right)
\]

\[
= \sinh^2(\eta) \left( R_{(\text{lin})}^{\mu\nu}[\delta g^{\alpha\beta}] + O \left( \frac{1}{x_4} \partial \delta g \right) \right).
\] (6.19)

Up to the sub-leading corrections, this is the classical linearized Ricci tensor for a metric fluctuation \( \delta g^{\mu\nu} \) around a background \( \mathcal{G}^{\mu\nu} = \sinh^2(\eta) \eta^{\mu\nu} \), or some suitable conformal rescaling thereof such as (2.63). Note that the indices in the second line are contracted with \( \eta_{\alpha\beta} \).

### 6.2 Curvature and gravitational waves

Now we relate the linearized Ricci tensor to the equations of motion of the physical modes \( \mathcal{A}^{(\pm)} \) underlying the metric fluctuations, and show that the linearized gravitational waves of GR are recovered.

To evaluate the Ricci tensor, we need a relation for \( \Box h^{\mu\nu} \). This can be achieved using the intertwiner relation (A.49),

\[
\mathcal{D}^2 h^{\mu\nu}[\mathcal{A}] = \left( \Box + \frac{2}{R^2} \right) h^{\mu\nu}[\mathcal{A}] = h_{\mu\nu}[\mathcal{D}^2 \mathcal{A}] + \frac{2}{R^2} (3h^{\mu\nu}[\mathcal{A}] - \eta^{\mu\nu} h[\mathcal{A}])
\] (6.20)

and noting that \( \mathcal{D}^2 = \Box + O \left( \frac{1}{x_4} \partial \right) \approx \Box \) up to corrections of the order of the cosmological curvature. Let us discuss this for the different modes.

**Pure gauge modes.** Consider first the pure gauge mode \( \mathcal{A}^{(g)}[\phi] \). From the properties derived in (6.8) we obtain for the Poisson-Ricci tensor

\[
2R_{(\text{lin})}^{\mu\nu}[h^{(g)}[\phi]] = \Box h^{(g)}_{\mu\nu} + \frac{2}{R^2} \left( h^{(g)}_{\mu\nu} - \frac{1}{3} \eta_{\mu\nu} h^{(g)} \right) \left[ \phi \right] - \left( \frac{1}{2} + \frac{1}{3} \right) \left( \{ t_{\mu}, \{ t_{\nu}, h^{(g)} \} \} + (\mu \leftrightarrow \nu) \right)
\]

\[
\approx \Box h^{(g)}_{\mu\nu} - h^{(g)}_{\mu\nu} \left[ \Box [\phi] \right]
\] (6.21)

at sufficiently short scales, using (6.10) and dropping \( \frac{1}{R^2} \) terms. Together with (6.20) to this approximation,\(^{26}\) the linearized Ricci tensor (6.21) vanishes both on and off shell as it should,

\[
R_{(\text{lin})}^{\mu\nu}[h] = 0 + O \left( \frac{1}{x_4} \partial h \right).
\] (6.22)

\(^{26}\)Of course these modes cannot have any physical effect whatsoever. This is just a consistency check for the approximation which is used for the other, physical modes.
Physical $\mathcal{A}^{(-)}$ modes. Now consider $\mathcal{A}^{(-)}[\phi^{(2)}]$, for which the properties listed in (6.12) imply

$$2 R_{(\text{lin})}^{\mu \nu} [h^{(-)}[\phi]] = \Box h_{\mu \nu}^{(-)} + \frac{2}{R^2} \left( h^{(g)}_{\mu \nu} - \frac{1}{3} \eta_{\mu \nu} h^{(g)} \right) [D^- \phi] \left( \{ t_{\mu}, \{ t_{\nu}, D^- D^- \phi \} \} + (\mu \leftrightarrow \nu) \right)$$

$$\approx \Box h_{\mu \nu}^{(-)} + \left( \{ t_{\mu}, \{ t_{\nu}, D^- D^- \phi \} \} + (\mu \leftrightarrow \nu) \right)$$

$$= \Box h_{\mu \nu}^{(-)} + \frac{1}{2} \left( \{ t_{\mu}, \{ t_{\nu}, h^{(-)} \} \} + (\mu \leftrightarrow \nu) \right)$$

(6.23)

dropping $\frac{1}{R^2}$ terms. We will see that this vanishes on-shell but not off-shell for $\mathcal{A}^{(-)}[\phi^{(2,0)}]$ and $\mathcal{A}^{(-)}[\phi^{(2,1)}]$. Consider first the 2 physical modes $\mathcal{A}^{(-)}[\phi^{(2,0)}]$. The on-shell condition (5.55) for the bare action is $(\Box - \frac{1}{R^2}) \phi^{(2,0)} = 0$, and the corresponding metric fluctuation $h_{\mu \nu}$ is traceless and satisfies $\{ t^{\mu}, \mu_{\mu \nu} \} = 0$ due to (6.12c). It follows with (6.20) that the linearized Ricci tensor vanishes on-shell up to corrections of the order of the cosmological curvature,

$$\sinh^2(\eta) R_{(\text{lin})}^{\mu \nu} [h] \approx R_{(\text{lin})}^{\mu \nu} [h] \approx \frac{1}{2} h^{\mu \nu} [D^2 \mathcal{A}^{(-)}] = 0 + O \left( \frac{1}{x^4} \partial h \right).$$

(6.24)

These are essentially the standard Ricci-flat gravitational wave solutions of GR, which are thus recovered in the bare matrix model. This is one of the main results of this paper. In the presence of an induced Einstein-Hilbert term $S_{\text{EH}}$ (6.34) as discussed below, these will of course remain to be solutions, up to small corrections.

Now consider the physical modes $\mathcal{A}^{(-)}[\phi^{(2,1)}]$. Since they are trace-free (6.12b), it follows with (6.20) that they are also Ricci-flat up to subleading corrections,

$$R_{(\text{lin})}^{\mu \nu} [h] = 0 + O \left( \frac{1}{x^4} \partial h \right).$$

(6.25)

In general, there exist only 2 independent Ricci-flat metric modes (apart from trivial diffeomorphism modes). Therefore in this approximation, the $\mathcal{A}^{(-)}[\phi^{(2,1)}]$ should not be independent modes. This would suggest that the present theory contains only the 2 propagating metric modes of massless spin 2 gravitons as in GR, rather than the 5 propagating modes of massive gravitons. However, it is conceivable that the latter are masked by pure gauge modes, and are not visible in the present approximation. To settle this question, a more refined analysis is required.

Now consider the scalar metric mode arising from $\mathcal{A}^{(-)}[\phi^{(2,2)}]$. This is not expected to be Ricci-flat in general, and provides an extra physical mode which has no counterpart in GR. This is not surprising due to the reduced gauge invariance, corresponding to a 3-parameter volume-preserving diffeomorphism group which preserves the invariant volume form. The existence of extra scalar modes in modified theories of gravity is not uncommon and may be of interest e.g. in the context of cosmology or possibly dark matter. However, we leave a more detailed investigation to future work. Finally, the $\mathcal{A}^{(+)}[\phi^{(0)}]$ mode is not physical and hence discarded.

In the presence of an induced Einstein-Hilbert action $S_{\text{EH}}$ (6.34) discussed below, the 2 propagating Ricci-flat modes will clearly survive, while the fate of the scalar gravity mode
remains to be understood. Of course off-shell, all 5+1 non-trivial metric modes are present, which are needed to describe gravity in the presence of matter. We therefore expect to recover linearized GR to a good approximation, presumably with an extra scalar mode, and a non-linear completion defined by the matrix model.

6.3 Linearized Einstein-Hilbert-like action

In this final section, we derive an action for $h^{\mu \nu}$ which plays the role of the linearized Einstein-Hilbert (E-H) action. The strategy for the construction is based on two requirements: first, the action should reduce to the usual linearized E-H action in the appropriate limit and, second, the action should be gauge invariant. We obtain such an action which is expressed solely in terms of Poisson brackets, as appropriate for the present framework. Much of the following considerations would generalize to higher-spin modes. However to keeps things within bounds we restrict ourselves to the spin 2 sector, postponing the general case.

In the classical case, gauge invariance of the Einstein-Hilbert action is guaranteed by the Bianchi identity $\nabla_\mu G^{\mu \nu} = 0$. To find a gauge-invariant action, we recall from (6.11) that the combination $h^{\mu \nu} - \frac{1}{3} h^{\nu \mu} h_{\nu \mu}$ has a particularly simple gauge transformation. Therefore, consider the action

$$S_1 = \int \left( h^{\mu \nu} - \frac{1}{3} h^{\nu \mu} h_{\nu \mu} \right) G^{\mu \nu}_{(\text{lin})} \left[ h_{\alpha \beta} - \frac{1}{3} h^{\alpha \beta} \right].$$

(6.26)

The gauge transformation of the metric fluctuation is given by $\delta_\phi h^{\mu \nu} = h_{(g)}^{\mu \nu} [\phi]$ in (6.8a), which is non-vanishing only for spin 1 gauge transformations generated by $2 \alpha \phi$. Since the bracket structure of $G^{\mu \nu}_{(\text{lin})}$ (6.17) amounts to a self-adjoint operator, the gauge variation of this action is given by

$$\delta_\phi S_1 = 2 \int \delta_\phi \left( h^{\mu \nu} - \frac{1}{3} h^{\nu \mu} h_{\nu \mu} \right) G^{\mu \nu}_{(\text{lin})} \left[ h_{\alpha \beta} - \frac{1}{3} h^{\alpha \beta} \right]$$

$$= -4 \int \{ t_\mu, A_{\nu}^{(-)} [\phi] \} G^{\mu \nu}_{(\text{lin})} \left[ h_{\alpha \beta} - \frac{1}{3} h^{\alpha \beta} \right]$$

$$= 4 \int A_{\nu}^{(-)} [\phi] \left\{ t_\mu, G^{\mu \nu}_{(\text{lin})} \left[ h_{\alpha \beta} - \frac{1}{3} h^{\alpha \beta} \right] \right\}$$

(6.27)

using (6.8a). Although $\{ t_\mu, G^{\mu \nu}_{(\text{lin})} \}$ is reminiscent of the Bianchi identity, it does not vanish here, but reduces to (A.17). This will determine the required modifications to obtain a gauge-invariant action. To simplify the evaluation, we define the traceless metric fluctuation

$$\delta g^{\mu \nu}_{0} = h^{\mu \nu} - \frac{1}{4} h^{\mu \nu} h, \quad \delta g_{0} = 0.$$

(6.28)

In order to compensate the gauge variation of $S_1$, we introduce the following quadratic actions:

$$S_h = \int h \Box h,$$

(6.29a)

$$S_3 = \int \delta g^{\mu \nu}_{0} \delta g_{0}^{\mu \nu},$$

(6.29b)
assuming that \( \Box^{-1} \) makes sense. For the additional action terms, we employ some shorthand notation

\[
f_{\mu \nu} := \{x^\mu, A^\nu\}_- - \{x^\nu, A^\mu\}_-, \quad F_{\mu \nu}[A] := \{t_\mu, A_\nu\} - \{t_\nu, A_\mu\}
\]

which satisfy

\[
F_{\mu \nu}[A^{-1}][\phi] = f_{\nu \rho}[A^{(g)}][\phi] = \delta_\phi f_{\mu \nu}.
\]

The gauge variations are computed to be (cf. appendix A.1)

\[
\delta_\phi S_h = 2 \int h^{(g)} \Box h,
\]

\[
\delta_\phi S_3 = 2 \int \delta g_{\mu \nu}^{(g)} h^{(g)}_{\mu \nu},
\]

\[
\delta_\phi S_4 = 2 \int \delta g_{\mu \nu}^{(g)} \{M^{\rho \sigma}, h^{(g)}_{\mu \nu}\},
\]

\[
\delta_\phi S_{M3} = -2 \int \left( \{x^\mu, A^\nu\}_- \{M^{\rho \sigma}, \{x^\mu, A^{(g)}_\rho\}_-\} - \{x^\nu, A^\mu\}_- \{M^{\rho \sigma}, \{x_\rho, A^{(g)}_\mu\}_-\} \right),
\]

\[
\delta_\phi S_{gf2} = R \int \{x^\mu, A^\nu\}_- D^{-1} \{t_\rho, A^\rho\} + \{x_\rho, A_{(g)}^\rho\}_- D^{-1} \{t_\rho, A^\rho\},
\]

\[
\delta_\phi S_{gf3} = 2 \int (D^{-1} \phi) D^{-1} \{t_\nu, A^\nu\},
\]

using tracelessness of \( \delta g_{\mu \nu}^{(g)} \). These additional action terms allow to compensate the gauge variance of \( S_1 \) and, as detailed in appendix A.1, one explicitly finds

\[
\delta_\phi S_1 = -\frac{3}{2R^2} \delta S_{M3} + \frac{6}{R^2} \delta_\phi S_{gf2} - \frac{9}{2R^2} \delta_\phi S_{gf3} + \frac{1}{2R^2} \delta_\phi S_4 + \frac{1}{R^2} \delta_\phi S_3 + \frac{1}{24} \delta_\phi S_h.
\]

We have thus found the analog of the linearized Einstein-Hilbert action

\[
S_{EH} := S_1 - \frac{1}{24} S_h - \frac{1}{R^2} S_3 - \frac{1}{2R^2} S_4 + \frac{3}{R^2} \left( \frac{1}{2} S_{M3} - 2 S_{gf2} + \frac{3}{2} S_{gf3} \right)
\]

which is gauge-invariant,

\[
\delta_\phi S_{EH} = 0.
\]

It is therefore very plausible that this action is induced by quantum corrections at one loop (and beyond), upon integrating out fields coupled to the background with metric
fluctuation $h^\mu{}^\nu$, in the spirit of Sakharov’s induced gravity \[46, 68\] or the Seeley-de Wit expansion \[69\]. Upon gauge-fixing $G(A) \equiv \{t_\mu, A^\mu\} = 0$, this action simplifies to

$$S_{EH, gf} = S_1 - \frac{1}{24} S_h - \frac{1}{R^2} \left( S_3 + \frac{1}{2} S_4 - \frac{3}{2} S_{M3} \right). \quad (6.36)$$

Although we do not have a formal proof, it seems that $S_{EH}$ of (6.34) is the only gauge-invariant term at second order of derivatives of $h^\mu{}^\nu$; however, this needs to be studied in more detail elsewhere. In particular, there is apparently no gauge-invariant counterpart of the cosmological constant $\frac{1}{d^2} \times g \quad R^{(lin)} \frac{1}{x^4} \quad \partial g$, which stabilizes the background. This suggests that the cosmological constant problem may not arise here, because the FLRW background is obtained from the bare Yang-Mills-type matrix model action, without fine-tuning and even without requiring any matter. Adding matter would modify the background at shorter scales in a way which should be similar to GR, provided the above linearized Einstein-Hilbert-like action dominates in the quantum effective action.

To understand and interpret the above expressions in terms of usual tensor calculus, we recall the results and approximations in section 6.1, and in particular (6.18). Then the action term $S_1$ of (6.26) clearly reduces to the Einstein-Hilbert action for the linearized metric $h^\mu{}^\nu - \frac{1}{3} \eta^\mu{}^\nu h$ of (6.11), up to corrections suppressed by the cosmological curvature scale. Moreover, recall that the trace $h$ of the physical spin 2 metric modes can be neglected to leading order. However, the trace contribution $S_h$ for the scalar metric fluctuations cannot be neglected, and remains to be understood. The terms $S_4$, $S_{M3}$ and $S_3$ in brackets contain only one or no derivative of the metric, and they are suppressed by the cosmological curvature scale just like the subleading corrections in (6.19). This follows from

$$\frac{1}{R^2} \frac{1}{2} \{ \mathcal{M}^\mu{}^\nu, \delta g^{\alpha\beta} \} \sim \frac{1}{R^2} (x^\mu \partial^\nu - x^\nu \partial^\mu) \delta g^{\alpha\beta} \ll R^{\mu\nu}_{(lin)} \frac{1}{x^4} \delta g^{\alpha\beta} \quad (6.37)$$

as long as $\partial \gg \frac{1}{x^4}$. Hence, $S_4$, $S_{M3}$, and $S_3$ should be negligible for short and intermediate scales, but they may be significant for very long (cosmological) length scales. The remaining terms $S_{gf2}$ and $S_{gf2}$ vanish upon gauge-fixing and are not considered any further.

Therefore $S_{EH}$ reduces to the linearized E-H action for the physical spin 2 modes on short and intermediate scales, but not for the trace contribution. The significance of this deviation is not obvious. Eventually one should also work out the sub-leading contributions $O(\frac{1}{x^4} \partial \delta g)$, and try to interpret them in terms of the cosmological background geometry. These points are postponed to future work.

It is interesting to observe that gauge-invariance apparently requires the non-local contribution $S_{gf3}$, see (6.29f). Of course, this term vanishes for gauge-fixed fields, leaving a local action whose leading (2nd derivative) contributions are given by $S_1 - \frac{1}{3} S_h$ in (6.26). Nevertheless, such a non-local term is not unreasonable in a quantum effective action.

### 6.4 Discussion

The precise interplay between the Yang-Mills action (5.3) and the above Einstein-Hilbert-like action $S_{EH}$ (6.34) is not yet clear. In principle, it should be possible to rewrite the
quadratic Yang-Mills action $S_2[A]$ (5.3) for the gravitational modes in terms of the metric fluctuations $h^{\mu\nu}$, as in [40]. This would lead to a non-local action,\(^{27}\) which for $A^{(-)}$ has the structure

$$S_2[A^{(-)}[\phi^{(2,0)}]] \propto -\int h^{\mu\nu}[\phi^{(2,0)}]\left(\Box - \frac{2}{R^2}\right)(\Box_H - 2r^2)^{-1} h_{\mu\nu}[\phi^{(2,0)}], \quad (6.38)$$

but we have not yet found an appealing general form. Note that $(\Box_H - \frac{2}{R^2})$ is the positive-definite Euclidean Laplacian on $H^4$, so that the inverse is perfectly well-defined and introduces no zeros or poles. However, we can surely say that the full quadratic action $S_2 + S_{EH}$ will admit the usual two Ricci-flat gravitational waves of GR as solutions, since they are solutions of both actions. In contrast, the extra non-Ricci-flat mode arising from the scalar mode in $A^{(-)}[\phi^{(2,0)}]$ and possibly $A^{(-)}[\phi^{(2,1)}]$ are presumably not solutions of the full action.

In the presence of matter with standard metric coupling

$$\delta_A S_{\text{matter}} = -\frac{1}{2} \int d^4x \, \delta G^{\mu\nu}[A] T_{\mu\nu}, \quad (6.39)$$

the bare matrix model action (6.38) would not lead to the linearized Einstein equations but rather to equations of the form

$$\left(\Box - \frac{2}{R^2}\right) h_{\mu\nu} \approx -(\Box_H - 2r^2) T_{\mu\nu}. \quad (6.40)$$

The source term $\Box_H T_{\mu\nu}$ would lead to a short-range metric perturbation, but a small long-distance contribution might survive due to the constant shift. However, in the presence of an induced $S_{EH}$, we expect that the linearized Einstein equations in the presence of matter are recovered to a good approximation at intermediate scales, provided that induced $S_{EH}$ dominates. At shorter scales, corrections due to the right-hand-side of (6.40) are expected.

At the non-linear level, it is not entirely clear how to proceed. The problem is that the derivations $\{t^\mu + A^\mu, \cdot\}$ defined by a deformed background no longer respect the spin operator $S^2$. It remains to be seen how this can be handled, possibly by defining a deformed spin operator. However this is just a technical rather than a conceptual problem, and it is clear that the matrix model provides a fully non-linear completion of the linearized gravity discussed in this paper. It is also clear that this will not be identical to GR, and significant differences are bound to arise at cosmological scales. This is manifest by the fact that the cosmological background solution is obtained even without any matter. But this is also the regime where our present understanding of gravity is very limited, which is manifest in the big puzzles around dark energy, dark matter, and the related fine-tuning issues. The gravity theory outlined in this paper clearly has the potential to address these problems, and it remains to be seen where it leads to.

\(^{27}\)This simply reflects the fact that the $A_\mu$ are the fundamental fields here, while the metric fluctuations are derived fields. Observe that in contrast to $H_4^4$ [40], the two box operators do not cancel here, leading to the vacuum Einstein equations even from the bare action.
7 Conclusion and outlook

We briefly summarize some of the most significant points of this paper:

- Fuzzy $\mathcal{M}_n^{3,1}$ is defined in terms of the minimal discrete series of unitary representations of $\text{SO}(4, 2)$. $\mathcal{M}_n^{3,1}$ respects a global $\text{SO}(3, 1)$ isometry, but (local) Lorentz invariance is not manifest. It describes 2-fold cover of a FLRW space-time, linked by a Big Bounce.

- The space of functions on $\mathcal{M}_n^{3,1}$ decomposes into different sectors $\oplus C^s$, each of which contains the degrees of freedom of an irreducible massive spin $s - k$ tensor field. The constraints allow some internal gauge freedom, and they can be represented either as irreducible tangential tensor fields on $H^4$, or in space-like gauge eliminating the time-like components.

- Due to the lack of Lorentz invariance, these multiplets decompose further into $C^s = \oplus_k C^{(s,k)}$. $C^{(s,k)} = (D^+)^k C^{(s-k,0)}$. The "lowest" sector $C^{(s-k,0)}$ has the degrees of freedom of massless spin $s$ fields.

- The matrix model defines a gauge theory of tangential fluctuation modes on $\mathcal{M}_n^{3,1}$, with a higher-spin-type gauge invariance. We argue that it is ghost-free even though there are only 3 rather than 4 diffeomorphism modes, due to the internal space-like gauge and the restricted Lorentz invariance. In particular, the (maximally supersymmetric) IKKT matrix model is expected to define a good quantum theory around this background solution.

- The bosonic on-shell fluctuation modes are classified, and found to respect effectively local Lorentz invariance, corresponding to an effective universal metric. In contrast to the Euclidean case [40] they are propagating and are either exactly massless, or massless up to small corrections.

- The effective metric is not fundamental, but a derived quantity determined be the matrix model background and its fluctuations. In particular, the cosmological background solution is not determined by the Friedmann equations. The on-shell fluctuation modes of the effective metric contain those of massless gravitons, plus a scalar mode. The off-shell metric fluctuations provide all degrees of freedom required for gravity in the presence of matter.

- Gauge invariance allows to determine an effective Einstein-Hilbert-type action $S_{\text{EH}}$, which is expected to be induced upon quantization. It appears that no cosmological constant term can exist. This leads to the scenario where the cosmological background is directly determined by the matrix model quite independently of the matter content, while gravity arises only as an effective theory which describes the fluctuations on the background. Deviations from GR at cosmological scales are expected.

This provides a promising basis for a quantum theory of gravity. However there are many open issues and loose ends, which need to be tied up in following work. One task
is to find and clarify the 4\textsuperscript{th} off-shell mode, presumably based on $\mathcal{A}^{(r)}$. Also, the inner product matrix of the triplet of degenerate modes (5.37) should be diagonalized. This would allow to compute the propagator, and to verify explicitly the no-ghost statement in section 5.5. Furthermore, it is important to determine whether or not the extra degrees of freedom of massive gravitons arising from $\mathcal{A}^{(-)}|\phi^{(2)}\rangle$ are physical, and to clarify their physical significance.

Since we argued that the Einstein-Hilbert-type action $S_{\text{EH}}$ is induced upon integrating out matter, determining the effective Newton constant requires at least a one-loop computation. This is also required in the computation of quantum corrections to the scale parameter $r$ of the background. Since $H_{4A}^A$ has a similar structure as $S_{4N}^A$, one should be able to repeat the 1-loop computation along the lines of [36, 70]. In particular, the techniques developed in [6] should be very helpful. Eventually, the quantum effective action should also allow to justify the choice of a background solution in the matrix model.

Another task is to compute the sub-leading corrections to the curvature and the linearized Einstein equations. Since we have the full expressions, it should be possible to clarify the geometrical meaning of the linearized Ricci-tensors on the cosmological background. This would then allow to give a meaningful comparison with the standard picture of a cosmological constant, and to address possible relations with apparent dark energy.

Furthermore, the significance of the bare action for the gravitational sector should be clarified, and the full equations for gravity in the presence of matter should be derived and studied. Further topics are finding an analog of the Schwarzschild solution, investigating the deviations from GR in detail, etc.

In any case, having a mechanism for gravity on a (3+1)-dimensional solution of the IKKT matrix model is very significant. For example, this may allow to avoid the issue of a landscape in string theory. That problem arises in the standard approach to string theory, because gravity is assumed to originate from the 10-dimensional bulk gravity, which must thus be compactified to 4 dimensions. In the present mechanism this is no longer required; extra structure for low-energy gauge theory can arise in different ways, see e.g. [65, 66] and references therein. Ultimately, one should try to relate these analytic studies with non-perturbative simulations as in [12–15].

Looking forward, a particularly interesting perspective is to elaborate the early universe near the Big Bounce. While the late-time $k = -1$ cosmology is not quite in line with the present concordance model, the resulting picture is very reasonable, given the simplicity of the model and the crudeness of our analysis. Ultimately, the present framework could be powerful enough to address also the deep questions around black holes and the resolution of singularities.
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The first term in (A.3) can be re-written by noting that

\[ - \int h^{\mu \nu} \{ \mathcal{M}^{\nu \rho}, f_{\rho \mu} [A(g)] \} = \int \{ x^\mu, A^\nu \} \{ x^\mu, A^\rho \} \{ x^\rho, A_{(g)}^\mu \} - \{ x^\nu, A^\mu \} \{ x^\rho, A_{(g)}^\mu \} + \{ x^\nu, A^\mu \} \{ x^\mu, A_{(g)}^\rho \} - \{ x^\nu, A^\rho \} \{ x^\mu, A_{(g)}^\nu \} \]

\[ = \frac{1}{2} \delta \phi S_{M3} + \int \{ \mathcal{M}^{\nu \rho}, x^\nu, A^\mu \} \{ x^\mu, A_{(g)}^\rho \} + \int \{ x^\mu, A^\nu \} \{ \mathcal{M}^{\nu \rho}, x^\rho, A_{(g)}^\mu \}. \]

(A.4)
Applying (A.33) twice yields

\[- \int h^{\mu \nu} \{ \mathcal{M}^{\nu \rho}, f_{\mu \nu} [A^{(g)}] \} = \frac{1}{2} \delta_\phi S_{M3} + \int \{ x^\mu, A^\mu \} + R \{ t^\nu, D^- A^\mu \} \{ x^\mu, A^\mu \}_- \]

\[= \frac{1}{2} \delta_\phi S_{M3} + R \int \left( \{ t^\nu, D^- A^\mu \} \{ x^\mu, A^\mu \}_- - \{ x^\mu, A^\mu \}_- \{ t^\nu, D^- A^\mu \}_- \right) \]

\[= \frac{1}{2} \delta_\phi S_{M3} - R \int \left( \{ x^\mu, D^- A^\mu \} \{ t^\nu, A^\mu \}_- - \{ x^\mu, A^\mu \}_- \{ t^\nu, A^\mu \}_- \right) \]

\[= \frac{1}{2} \delta_\phi S_{M3} + R \int \left( D^+ \{ x^\mu, A^\mu \}_- \{ t^\nu, A^\mu \}_- - D^+ \{ x^\mu, A^\mu \}_- \{ t^\nu, A^\mu \}_- \right) \]

\[= \frac{1}{2} \delta_\phi S_{M3} - R \int \left( D^- \{ x^\mu, A^\mu \}_- \{ t^\nu, A^\mu \}_- - D^- \{ x^\mu, A^\mu \}_- \{ t^\nu, A^\mu \}_- \right) \]

\[= \frac{1}{2} \delta_\phi S_{M3} - \delta_\phi S_{g/2} + 2R \int \left( \{ x^\mu, A^\mu \}_- D^- \{ t^\nu, A^\mu \}_- \right) \quad (A.5) \]

where we used

\[\{ x^\mu, D^- A^\mu \}_+ = D^+ \{ x^\mu, A^\mu \}_- - \{ D^+ x^\mu, A^\mu \}_- . \quad (A.6)\]

Now \( \Upsilon_1 \) needs

\[\delta_\phi \delta_\phi \{ \mathcal{M}^{\mu \nu}, \delta_\phi f_{\mu \nu} \} = h^{\rho \nu} \{ \mathcal{M}^{\mu \nu}, \delta_\phi f_{\mu \nu} \} - \frac{1}{4} h \{ \mathcal{M}^{\mu \nu}, \delta_\phi f_{\mu \nu} \}. \]

The first term was just evaluated above, and the last term is

\[
\int h \{ \mathcal{M}^{\mu \nu}, \delta_\phi f_{\mu \nu} \} = \int h \{ \mathcal{M}^{\mu \nu}, \{ x^\mu, A^\mu \} \} - \{ x^\mu, A^\mu \}_- \}
\[= 2 \int h \{ \mathcal{M}^{\mu \nu}, \{ x^\mu, A^\mu \} \}_- \}
\[= 2 \int h \{ \{ x^\mu, A^\mu \} \}_- + R \{ t^\mu, D^- A^\mu \} \}
\[= -2R \int h D^- \{ t^\mu, A^\mu \} \}
\[= -4R \int x^\nu, A^\nu \} D^- \{ t^\mu, A^\mu \} \}
\[= \left( A.7 \right) \]

using again (A.33) and

\[\{ t^\mu, D^- A^\mu \} = D^- \{ t^\mu, A^\mu \} - \{ D^- t^\mu, A^\mu \}_- \]

\[= D^- \{ t^\mu, A^\mu \} - \frac{1}{R} \{ x^\mu, A^\mu \}_- . \quad (A.8)\]
Therefore
\[
\int \delta g_0^{\mu} \{ M^{\mu}, \delta \phi f_{\nu} \} = \int h^{\mu} \{ M^{\mu}, \delta \phi f_{\nu} \} - \int \frac{1}{4} h \{ M^{\mu}, \delta \phi f_{\mu} \} = -\frac{1}{2} \delta S_{M3} + \delta \phi S_{gf2} - 2R \int \left\{ x^\mu, A_{(g)}^\mu \right\} - D^- \{ t_\nu, A^\nu \} + R \int \{ x_\nu, A^\nu \} - D^- \{ t_\mu, A_{(g)}^\mu \} = -\frac{1}{2} \delta S_{M3} + 2\delta \phi S_{gf2} - 3R \int \{ x_\mu, A_{(g)}^\mu \} - D^- \{ t_\nu, A^\nu \} = -\frac{1}{2} \delta S_{M3} + 2\delta \phi S_{gf2} - 3 \int D^- \phi D^- \{ t_\nu, A^\nu \}.
\]

The last term is non-vanishing only for \( \phi = D^+ \phi_0 \), and only the spin 0 mode \( A^\mu = A^{(0)}[\phi_0] = \{ x^\mu, \psi^0 \} \) for \( \psi^0 \in \mathcal{C}^0 \) can contribute (since \( \{ t^\nu, A_{(g)}^{(0)}[\phi(2)] \} = 0 \)). Then
\[
D^- \{ t_\nu, A_{(g)}^{(0)}[\phi_0] \} = D^- (\Box \phi^0) = \Box D^- \phi^0
\]
so that the last term can be written as gauge variation (6.32f) of the action (6.29f). Consequently, we lead to
\[
\mathcal{Y}_1 = \frac{1}{R^2} \int 3 \delta g_0^{\mu\nu} \{ M^{\mu\nu}, \delta \phi f_{\rho\sigma} \} + \frac{1}{2R^2} \delta \phi S_4 + \frac{1}{R^2} \delta \phi S_3
\]
\[
= \frac{3}{R^2} \left( -\frac{1}{2} \delta S_{M3} + 2\delta \phi S_{gf2} - 3R \int \left\{ x_\mu, A_{(g)}^\mu \right\} - D^- \{ t_\nu, A^\nu \} \right)
+ \frac{1}{2R^2} \delta \phi S_4 + \frac{1}{R^2} \delta \phi S_3
= -\frac{3}{2R^2} \delta S_{M3} + \frac{6}{R^2} \delta \phi S_{gf2} - \frac{9}{2R^2} \delta \phi S_{gf3} + \frac{1}{2R^2} \delta \phi S_4 + \frac{1}{R^2} \delta \phi S_3.
\]

Lastly, the conformal metric fluctuations contribute using (A.19) as follows:
\[
\mathcal{Y}_2 = -\frac{1}{3} \int A_{(g)}^{(0)}[\phi] \{ t_\mu, \Omega_{(g)}^{\mu\nu} \} [h \eta_{0\beta}]
\]
\[
= -\frac{1}{2R^2} \int A_{(g)}^{(0)}[\phi] \{ t_\nu, h \} - \frac{1}{r^2} \tilde{I} \{ t_\mu, h \}
\]
\[
= -\frac{1}{2R^2} \int \left( A_{(g)}^{(0)}[\phi] \{ t_\nu, h \} - \frac{1}{r^2} \tilde{I} \left( A_{(g)}^{(0)}[\phi] \right) \{ t_\mu, h \} \right)
\]
\[
= -\frac{1}{2R^2} \int \left( A_{(g)}^{(0)}[\phi] \{ t_\nu, h \} - \frac{1}{r^2} \left( r^2 A^{(0)}[\phi] + r^2 R \{ t^\mu, D^- \phi \} \right) \{ t_\mu, h \} \right)
\]
\[
= \frac{1}{2R^2} \int R \{ t^\mu, D^- \phi \} \{ t_\mu, h \}
\]
\[
= \frac{1}{2R^2} \int RD^- \phi^{(s)} h = \frac{1}{12} \int h^{(0)} \Box h
\]
\[
= \frac{1}{24} \delta \phi S_h.
\]

using (A.33) and (6.8b).
A.2 Conservation law

Using the definitions (6.16), we compute first for any trace-less metric $\delta g_{0}^{\mu \nu}$

$$2\{t_\mu, \mathcal{R}_{(\text{lin})}^{\mu \nu}[\delta g_0]\} = \{t_\mu, \Box \delta g_0^{\mu \nu}\} - \Box \{t_\rho, \delta g_0^{\rho \nu}\} + \{t_\mu, \{t_\nu, \{t_\rho, \delta g_0^{\rho \nu}\}\}\}$$

$$= \{t_\mu, \Box \delta g_0^{\mu \nu}\} - \Box \{t_\rho, \delta g_0^{\rho \nu}\} - \frac{1}{r^2 R^2} \{\theta^{\mu \nu}, \{t_\rho, \delta g_0^{\rho \nu}\}\}$$

$$+ \{t_\nu, \{t_\mu, \{t_\rho, \delta g_0^{\rho \nu}\}\}\}.$$

Now we use

$$\Box \{t_\rho, \delta g_0^{\rho \nu}\} = \left\{ t_\rho, \left( \Box + \frac{3}{R^2} \right) \delta g_0^{\rho \nu} \right\} - \frac{2}{r^2 R^2} \{\theta^{\rho \nu}, \{t_\rho, \delta g_0^{\rho \nu}\}\}$$

$$= \left\{ t_\rho, \left( \Box + \frac{3}{R^2} \right) \delta g_0^{\rho \nu} \right\} - \frac{2}{r^2 R^2} \left\{ \{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\}\right\} + \{\theta^{\rho \nu}, \{t_\rho, \delta g_0^{\rho \nu}\}\}$$

$$= \left\{ t_\rho, \Box \delta g_0^{\rho \nu} \right\} - \frac{2}{r^2 R^2} \left\{ \{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\}\right\} + \frac{3}{2 r^2} \{t_\rho, \delta g_0^{\rho \nu}\} \right\} \right.$$  \hspace{3cm} (A.12)

due to (5.27). Hence

$$\{t_\rho, \Box \delta g_0^{\rho \nu}\} - \Box \{t_\rho, \delta g_0^{\rho \nu}\} = \frac{2}{r^2 R^2} \{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\} + \frac{3}{R^2} \{t_\rho, \delta g_0^{\rho \nu}\}$$  \hspace{3cm} (A.13)

Therefore

$$2\{t_\mu, \mathcal{R}_{(\text{lin})}^{\mu \nu}[\delta g_0]\} = \frac{1}{r^2 R^2} \left\{ 2\{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\} - \{\theta^{\mu \nu}, \{t_\rho, \delta g_0^{\rho \nu}\}\}\right\} + \frac{3}{R^2} \{t_\rho, \delta g_0^{\rho \nu}\}$$

$$+ \{t_\nu, \{t_\mu, \{t_\rho, \delta g_0^{\rho \nu}\}\}\} \right.$$  \hspace{3cm} (A.14)

The second term can be written as

$$\{\theta^{\mu \nu}, \{t_\rho, \delta g_0^{\rho \mu}\}\} = \{\{\theta^{\mu \nu}, t_\rho\}, \delta g_0^{\rho \mu}\} + \{t_\rho, \{\theta^{\mu \nu}, \delta g_0^{\rho \mu}\}\}$$

$$= -r^2 \{\eta^{\rho \nu} \eta^{\rho \mu} - \eta^{\rho \rho} \eta^{\mu \nu}\} + \{t_\rho, \{\theta^{\mu \nu}, \delta g_0^{\rho \mu}\}\}$$

$$= r^2 \{t_\mu, \delta g_0^{\rho \mu}\} + \{t_\rho, \{\theta^{\mu \nu}, \delta g_0^{\rho \mu}\}\} \right.$$  \hspace{3cm} (A.15)

using $\delta g_0 = 0$. Hence

$$2\{t_\mu, \mathcal{R}_{(\text{lin})}^{\mu \nu}[\delta g_0]\} = \frac{1}{r^2 R^2} \left\{ 2\{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\} - \{t_\rho, \{\theta^{\mu \nu}, \delta g_0^{\rho \mu}\}\}\right\} + \frac{2}{R^2} \{t_\rho, \delta g_0^{\rho \nu}\}$$

$$+ \{t_\nu, \{t_\mu, \{t_\rho, \delta g_0^{\rho \nu}\}\}\} \right.$$  \hspace{3cm} (A.16)

Similarly $\mathcal{R}_{(\text{lin})}[\delta g_0^{\mu \nu}] = \{t_\mu, \{t_\rho, \delta g_0^{\rho \mu}\}\}$, and (6.16) gives

$$2\{t_\mu, \mathcal{G}_{(\text{lin})}^{\mu \nu}[\delta g_0]\} = 2\{t_\mu, \mathcal{R}_{(\text{lin})}^{\mu \nu}[\delta g_0]\} - \{t_\nu, \mathcal{R}_{(\text{lin})}\}$$

$$= \frac{1}{r^2 R^2} \left\{ 2\{t_\rho, \{\theta^{\rho \nu}, \delta g_0^{\rho \nu}\}\} - \{t_\rho, \{\theta^{\mu \nu}, \delta g_0^{\rho \mu}\}\}\right\} + \frac{2}{R^2} \{t_\rho, \delta g_0^{\rho \nu}\} \right.$$  \hspace{3cm} (A.17)
Now consider trace contributions to the metric
\[ G_{\text{lin}}^{\mu \nu} [h \eta_{\alpha \beta}] = -\square h \eta^{\mu \nu} - \frac{1}{2} \{ t_\mu, \{ t_\nu, h \} \} + (\mu \leftrightarrow \nu). \] (A.18)

These contribute as follows
\[
\{ t_\mu, G_{\text{lin}}^{\mu \nu} [h \eta] \} = -\{ t_\mu, \square h \} - \frac{1}{2} \{ t_\mu, \{ t_\nu, h \} \} - \frac{1}{2} \{ t_\mu, \{ t_\nu, t_\mu, h \} \}
\]
\[ = -\{ t_\mu, \square h \} + \frac{1}{2} \{ t_\nu, \{ t_\mu, h \} \} - \frac{1}{2} \{ t_\nu, \{ t_\mu, t_\mu, h \} \} - \frac{1}{2} \{ t_\nu, \square h \} - \frac{1}{2} \{ t_\nu, \square h \} - \frac{1}{2} \{ t_\nu, \square h \} - \frac{1}{2} \{ t_\nu, \square h \}
\]
\[ = \frac{3}{2} t_\mu h - \frac{3}{2} t_\mu h
\] (A.19)

A.3 Time-like mode

Suppose there exists an extra on-shell gauge-fixed solution to \((D^2 + \frac{1}{2} \mu^2) B(\tau) = 0\) of the form
\[ B(\tau) [\phi^{(s)}] = A[\tau] [\phi^{(s)}] + \{ t_\mu, \chi^{(s)} \} + \sum \pm B^{(\pm)} [\phi^{(s)}] \in \mathcal{C}^s \] (A.20)

where \(\chi\) is determined by \(0 = G[B(\tau)] = \{ t_\mu, B(\tau) \}\); hence, by using (3.40), this reduces to
\[ \sinh(\eta)(4 + s + \tau) \phi^{(s)} = \square \chi^{(s)}. \] (A.21)

The on-shell condition gives
\[ 0 = \left( D^2 + \frac{1}{2} \mu^2 \right) B_\mu^{(\tau)} [\phi] = x_\mu \left( \square + \frac{4}{R^2} \right) \phi + 2 \partial_\mu \phi + \{ t_\mu, \square \chi \} + \sum \pm B^{(\pm)} [\square \phi^{(s)}] \]
\[ = x_\mu \left( \square + \frac{4}{R^2} \right) \phi + 2 \partial_\mu \phi + \{ t_\mu, \sinh(\eta)(4 + s + \tau) \phi \} + \sum \pm B^{(\pm)} [\square \phi^{(s)}] \] (A.22)

Taking \(\{ t_\mu, \cdot \} \) of that expression yields
\[ 0 = \{ t_\mu, x_\mu \left( \square + \frac{1}{R^2} \right) \phi \} + 2 \{ t_\mu, \partial_\mu \phi \} - \square (\sinh(\eta)(4 + s + \tau) \phi)
\[ = \frac{x_4}{R} (4 + s + \tau) \left( \square + \frac{1}{R^2} \right) \phi + 2 \{ t_\mu, \partial_\mu \phi \} - \frac{1}{R} \square (x_4 (4 + s + \tau) \phi)
\[ = \frac{x_4}{R^2} (4 + s + \tau) \phi + 2 \{ t_\mu, \partial_\mu \phi \} - \frac{2}{R^2} x_4 (4 + s + \tau) \phi + \frac{2}{R} \{ t_\mu, x_4 \} (4 + s + \tau) \phi
\[ = 2 \{ t_\mu, \partial_\mu \phi \} - \frac{3 x_4}{R^3} (4 + s + \tau) \phi - \frac{2 x_4}{R^3} (s + \tau)((4 + s + \tau) \phi)
\] (A.23)

since the \(B^{(\pm)}\) are gauge-fixed, and we used (A.21) and \(\square x_4 = \frac{1}{R^2} x_4\). This provides some (Lorentz-violating) on-shell condition for \(\phi\). However, (A.22) states that \(x_\mu (\square + \frac{1}{R^2}) \phi + 2 \partial_\mu \phi + \{ t_\mu, \sinh(\eta)(4 + s + \tau) \phi \}\) is a linear combination of the two \(B^{(\pm)}\) modes. This implies that there is another, independent equation for \(\phi\), which strongly suggests that there is no generic solution. Unfortunately we cannot provide a formal proof here.
A.4 Group theory and useful identities

Consider

\[ [C^2[\mathfrak{so}(4,1)], M^{45}] = -i \left( M_{b4} M^{b5} + M^{b5} M_{b4} \right) \]
\[ = -2i M_{b4} M^{b5} \]
\[ = -2i M_{b4} M^{b5} + 4M^{54} = -2i \frac{R}{r} T_\mu X^\mu + 4M^{54}, \quad (A.24) \]

such that

\[ C^2[\mathfrak{so}(4,1)]M^{45} = M^{45} \left( C^2[\mathfrak{so}(4,1)] - 4 \right) - 2i \frac{R}{r} T_\mu X^\mu \tag{A.25} \]

This holds in any representation, in particular in the adjoint acting on functions. Thus

\[ -i \frac{2R}{r} \text{Tr} (\phi'[T_\mu, [X^\mu, \phi]]) = \text{Tr} \phi' \left( C^{2\text{ad}}[\mathfrak{so}(4,1)][M^{45}, \phi] - [M^{45}, (C^{2\text{ad}}[\mathfrak{so}(4,1)] - 4)\phi] \right) \]
\[ = \left( C^2[\phi'] - C^2[\phi] + 4 \right) \text{Tr} \phi'[M^{45}, \phi]. \tag{A.26} \]

Similarly,

\[ [T_\mu T^\mu, M^{45}] = T^\mu [T_\mu, M^{45}] + [T_\mu, M^{45}] T^\mu \]
\[ = -i \frac{1}{r R} (T^\mu X^\mu + X^\mu T^\mu) \]
\[ = -i \frac{2}{r R} T^\mu X^\mu - \frac{4}{r R^2} X^4 \tag{A.27} \]

in any representation.\(^{28}\) This is consistent with (3.5). In particular, from

\[ [C^2[\mathfrak{so}(4,1)], M^{45}] = \frac{1}{2} [S^2, M^{45}] = R^2 [T_\mu T^\mu, M^{45}] \tag{A.28} \]

(since \([C^2[\mathfrak{so}(3,1)], M^{45}] = 0\)) we obtain in the adjoint representation

\[ -i \frac{2R}{r} \text{Tr} \phi'[T_\mu, [X^\mu, \phi]] = \text{Tr} \phi' \left( R^2 \Box [M^{45}, \phi] - [M^{45}, (R^2 \Box - 4)\phi] \right). \tag{A.29} \]

**Identities for \( \mathcal{I}(\{x^\mu, \phi\}) \).** Next, recall the following result of [40]

\[ 2\mathcal{I}^{(5)}(\{x_a, \phi\}) = 2\{\theta^{ab}, \{x_b, \phi\}\} = r^2 \left( \frac{1}{2} S^2 - s(s + 1) + 4 \right) (\{x_a, \phi\}), \quad a = 0, \ldots, 4 \tag{A.30} \]

and in particular

\[ \mathcal{I}^{(5)}(\{x_a, \phi^{(s)}\}_+) = r^2 (s + 3) \{x_a, \phi^{(2)}\}_+ \]
\[ \mathcal{I}^{(5)}(\{x_a, \phi^{(s)}\}_-) = r^2 (-s + 2) \{x_a, \phi^{(2)}\}_- \tag{A.31} \]

\(^{28}\)Note that (2.35) only holds on \( \mathcal{H}_n \), but not e.g. in the adjoint representation.
which then implies
\[ \tilde{I}(\{x^\mu, \phi(s)\}) = \frac{r^2}{2} \left( \frac{1}{2} S^2 - s(s + 1) + 4 \right) \{x^\mu, \phi(s)\} + r^2 R\{t^\mu, \{x^4, \phi(s)\}\}. \]  
(A.32)

For the \( A^{(\pm)} \) modes, this gives
\[ \tilde{I}(A^{(\pm)}_{\mu}) = r^2(s + 3)A^{(\pm)}_{\mu} + r^2 R\{t^\mu, D^+ \phi(s)\} \]
\[ \tilde{I}(A^{(\mp)}_{\mu}) = r^2(-s + 2)A^{(\mp)}_{\mu} + r^2 R\{t^\mu, D^- \phi(s)\}. \]  
(A.33)

Furthermore, evaluating the 4 component of (A.30) yields
\[ R\{t^\mu, \{x_\mu, \phi(s)\}\} = \frac{1}{2} \left( \frac{1}{2} S^2 - s(s + 1) + 4 \right) \{x^4, \phi(s)\}, \]  
(A.34)

which is useful to understand the orthogonality. Using \( S^2 = 2C^2[\mathfrak{so}(4, 1)] - C^2[\mathfrak{so}(4, 2)] \) as in (3.2), one can see that this relation is nothing but (A.26) in the adjoint representation.

For the \( A^{(\pm)} \) modes, this gives
\[ R\{t^\mu, A_{\mu}^{(\pm)}\} = (s + 3)\{x^4, \phi(s)\}_+, \]
\[ R\{t^\mu, A_{\mu}^{(\mp)}\} = (-s + 2)\{x^4, \phi(s)\}_-. \]  
(A.35)

Similarly, (A.29) gives along the same lines
\[ \tilde{I}(\{t^\mu, \{x_\mu, \phi(s)\}\}) = \frac{1}{2} \left( (R^2 \Box + 4)\{x^4, \phi(s)\} - \{x^4, R^2 \Box \phi(s)\}\right) \]  
(A.36)

which immediately implies
\[ R\{t^\mu, A_{\mu}^{(\pm)}\} = \frac{1}{2} \left( (R^2 \Box + 4)\{x^4, \phi(s)\}_\pm - \{x^4, R^2 \Box \phi(s)\}_\pm\right) \]  
(A.37)

and together with (A.35), we find
\[ \Box D^+ \phi(s) = D^+ \left( \Box + \frac{2s + 2}{R^2} \right) \phi(s), \]  
(A.38)
\[ \Box D^- \phi(s) = D^- \left( \Box - \frac{2s}{R^2} \right) \phi(s). \]

This implies
\[ \Box D^+ D^- \phi(s) = D^+ D^- \Box \phi(s), \quad \Box D^- D^+ \phi(s) = D^- D^+ \Box \phi(s) \]  
(A.39)

and
\[ \Box^{-1} D^+ \phi = D^+ \left( \Box + \frac{2s + 2}{R^2} \right)^{-1} \phi, \]  
(A.40)
\[ \Box^{-1} D^- \phi = D^- \left( \Box - \frac{2s}{R^2} \right)^{-1} \phi, \]

provided the inverses on the right-hand-side exist. We finally note
\[ D^- \{x^\nu, \phi^{(2)}\}_- = \{x^4, \{x_\nu, \phi^{(2)}\}_-\}_- = \{x^\nu, \{x_4, \phi^{(2)}\}_-\}_- = \{x^\nu, D^- \phi^{(2)}\}_- \]  
(A.41)

since \( \{t^\nu, \cdot\}\) respects the spin.
\[ D^2 \] intertwiner for \( h_{\mu\nu} \). To evaluate \( R_{(\text{lin})}^{\mu\nu}[h_{\mu\nu}] \), it is useful to extend the definition (6.3) of \( h_{\mu\nu} \) as follows:

\[
\mathcal{A} \mapsto h_{(4)}^{\mu\nu}[\mathcal{A}] = \{ \mathcal{A}^\mu, x^\nu \}_- + (\mu \leftrightarrow \nu) \\
\mathcal{A} \mapsto h_{(5)}^{ab}[\mathcal{A}] = \{ \mathcal{A}^a, x^b \}_- + (a \leftrightarrow b)
\]  

(A.42)

viewed as SO(3, 1) and SO(4, 1) intertwiners, respectively. Here we assume that \( \mathcal{A}^\mu \) arises from \( \mathcal{A}^b \) in (5) \( \otimes (\text{ad}) \); this is the case for all physical fluctuation modes as discussed in section 5.3. Then the following the intertwiner property holds:

\[
C^2[\mathfrak{so}(4, 1)]^{(\text{full})}h_{(5)}^{ab}[\mathcal{A}] = h_{(5)}^{ab} \left[ C^2[\mathfrak{so}(4, 1)]^{(\text{full})} \mathcal{A} \right]
\]  

(A.43)

and similarly for SO(3, 1). The full Casimirs can be expressed in terms of \( \tilde{L} \) as explained in section 5.2, and we obtain

\[
\left( C^2[\mathfrak{so}(4, 1)]^{(\text{ad})} - 2r^{-2} \tilde{L}^{(5)} + C^2 \right) h_{(5)}^{ab}[\mathcal{A}] = h_{(5)}^{ab} \left[ \left( C^2[\mathfrak{so}(4, 1)]^{(\text{ad})} - 2r^{-2} \tilde{L}^{(5)} + 4 \right) \mathcal{A} \right]
\]

\[
\left( C^2[\mathfrak{so}(3, 1)]^{(\text{ad})} - 2r^{-2} \tilde{L}^{(4)} + C^2 \right) h_{(4)}^{\mu\nu}[\mathcal{A}] = h_{(4)}^{\mu\nu} \left[ \left( C^2[\mathfrak{so}(3, 1)]^{(\text{ad})} - 2r^{-2} \tilde{L}^{(4)} + 3 \right) \mathcal{A} \right]
\]  

(A.44)

using (3.2), and \( C^2 \) := \( C^2[\mathfrak{so}(4, 1)]^{(5)\otimes(5)} \) and \( C^2 \) := \( C^2[\mathfrak{so}(3, 1)]^{(4)\otimes(4)} \) denotes the Casimirs acting on the indices. Here

\[
\tilde{L}^{(5)}h_{(5)}^{\mu\nu}[\mathcal{A}] = \{ \theta^{\mu a}, h_{(5)}^{\nu b} \} + \{ \theta^{\mu b}, h_{(5)}^{\nu a} \}.
\]  

(A.45)

Subtracting these for \( h_{(5)}^{\mu\nu} = h_{(4)}^{\mu\nu} = h_{(5)}^{\mu\nu} \), we obtain

\[
\left( R^2 - 2r^{-2} \left( \tilde{L}^{(5)} - \tilde{L}^{(4)} \right) + C^2 \right) h_{(5)}^{\mu\nu}[\mathcal{A}] = h_{(5)}^{\mu\nu} \left[ \left( R^2 - 2r^{-2} \left( \tilde{L}^{(5)} - \tilde{L}^{(4)} \right) + 1 \right) \mathcal{A} \right]
\]

\[
\left( R^2D^2 - 2r^{-2} \tilde{L}^{(5)} + C^2 \right) h_{(4)}^{\mu\nu}[\mathcal{A}] = h_{(4)}^{\mu\nu} \left[ \left( R^2D^2 - 2r^{-2} \tilde{L}^{(5)} + 1 \right) \mathcal{A} \right]
\]  

(A.46)

where \( D^2 = \square + \frac{2}{r^2} \tilde{L} \). To proceed, we need

\[
\tilde{L}^{(5)} \{ A^\mu, x^\nu \}_- - \{ \tilde{L}^{(5)} A^\mu, x^\nu \}_- = \{ \theta^{\mu b}, \{ A_b, x^\nu \}_- \} + \{ \theta^{\mu b}, \{ A^\nu, x^\mu \}_- \} - \{ \{ \theta^{\mu b}, A_b \}, \{ \theta^{\mu b}, A_b \} \} - \\
= r^2 \{ A^\mu, x^\nu \}_- + \{ \theta^{\mu b}, \{ A_b, x^\nu \}_- \} + \{ \{ \theta^{\mu b}, A_b \}, \{ \theta^{\mu b}, A_b \} \} - \\
= r^2 \{ A^\mu, x^\nu \}_- + \{ A_b, \{ \theta^{\mu b}, x^\nu \}_- \} - \\
= r^2 \{ A^\mu, x^\nu \}_- - r^2 \{ A_b, x^b \}_- \eta_{\mu\nu} + r^2 \{ A^\nu, x^\mu \}_-
\]

using (2.24), (A.31), and the Jacobi identity. This gives

\[
\tilde{L}^{(5)}h_{(5)}^{\mu\nu}[\mathcal{A}] - h_{(5)}^{\mu\nu}[\tilde{L}^{(5)}\mathcal{A}] = 2r^2 h_{(5)}^{\mu\nu}[\mathcal{A}] - 2r^2 \{ A_b, x^b \}_- \eta_{\mu\nu}
\]  

(A.47)

and therefore

\[
\left( D^2 + \frac{1}{R^2} \left( C^2 - C^2 \right) \right) h_{(5)}^{\mu\nu}[\mathcal{A}] = h_{(5)}^{\mu\nu} \left[ \left( D^2 + \frac{4}{R^2} \right) \mathcal{A} \right] + \frac{4}{R^2} \{ A_b, x^b \}_- \eta_{\mu\nu}
\]  

(A.48)
hence

\[
\mathcal{D}^2 h^{\mu\nu}[A] = h^{\mu\nu} \left( \mathcal{D}^2 + \frac{6}{R^2} \right) A + \frac{2}{R^2} \eta_{\mu\nu} \left( -h_{(5)}[A] + h_{(4)}^{44}[A] \right) = h^{\mu\nu}[\mathcal{D}^2 A] + \frac{2}{R^2} \left( 3h^{\mu\nu}[A] - \eta^{\mu\nu} h[A] \right)
\]

(A.49)

(\text{where } h \equiv h_{(4)}), \text{ using } 2\{A_\mu, x^\mu\} = -h_{(5)} \text{ and}

\[
(C_{(5)}^2 - C_{(4)}^2) h^{\mu\nu}[A] = -2h^{\mu\nu}[A] - 2\eta^{\mu\nu} h^{44}[A]
\]

(A.50)

since \( M^{\alpha\beta}_\alpha v_\mu = -i\delta_\alpha^{\nu} v^\nu \) using \((5.20)\).

A.5 Consistency checks

Here, we check the implications of \((5.38)\) for consistency. To begin with, \((5.38)\) implies

\[
\int A^{(+)}_\mu[D^- \phi^{(s)}] \tilde{\mathcal{L}} A^{(-)}_\mu[D^+ \phi^{(s)}] = \int A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] + r^2 R\{t^\mu, D^- D^+ \phi^{(s)}\}
\]

(A.51)

\[
= \int \tilde{\mathcal{L}} A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}]
\]

\[
= \int \left( r^2(s + 2) A^{(+)}_\mu[D^- \phi^{(s)}] + r^2 R\{t^\mu, D^- D^+ \phi^{(s)}\} \right) A^{(-)}_\mu[D^+ \phi^{(s)}]
\]

using the fact that \( \tilde{\mathcal{L}} \) is self-adjoint, see \((5.15)\). From this equality, we learn that

\[
\int (-s + 1) A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] + R A^{(+)}_\mu[D^- \phi^{(s)}]\{t^\mu, D^- D^+ \phi^{(s)}\}
\]

\[
= \int (s + 2) A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] + R\{t^\mu, D^+ D^- \phi^{(s)}\} A^{(-)}_\mu[D^+ \phi^{(s)}]
\]

\[
- (2s + 1) \int A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] - R\{t^\mu, A^{(+)}_\mu[D^- \phi^{(s)}]\} D^- D^+ \phi^{(s)}
\]

\[
= -R \int D^+ D^- \phi^{(s)}\{t^\mu, A^{(-)}_\mu[D^+ \phi^{(s)}]\}
\]

\[
- (2s + 1) \int A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] - (s + 2) \int D^+ D^- \phi^{(s)} D^- D^+ \phi^{(s)}
\]

\[
= -(-s + 1) \int D^+ D^- \phi^{(s)} D^- D^+ \phi^{(s)}
\]

(A.52)

such that

\[
- \int A^{(+)}_\mu[D^- \phi^{(s)}] A^{(-)}_\mu[D^+ \phi^{(s)}] = \int D^+ D^- \phi^{(s)} D^- D^+ \phi^{(s)}.
\]

(A.53)

This is the same as \((5.58i)\), which provides a consistency test.
A.6 Relations for $\Box_H$

Consider the following intertwiner relation discussed in [40]:

\[
\begin{aligned}
r^2 & C^2 [\mathfrak{so}(4,1)]^{(\text{full})} A_a^{(-)}[\phi^{(s)}] = - \left( \Box_H + 2 T^{(5)} - r^2 (S^2 + 4) \right) A_a^{(-)}[\phi^{(s)}] \\
&= A_a^{(-)}[r^2 C^2 [\mathfrak{so}(4,1)]^{(\text{full})} \phi^{(s)}]
\end{aligned}
\]  

(A.54)

for $a = 0, \ldots, 4$. More explicitly, this reads

\[
\begin{aligned}
-\left( \Box_H + 2 r^2 (2 - s) - r^2 (2 s(s - 1) + 4) \right) A_a^{(-)}[\phi^{(s)}] &= A_a^{(-)}[(-\Box_H + r^2 S^2) \phi^{(s)}] \\
\left( \Box_H + 2 r^2 s^2 \right) A_a^{(-)}[\phi^{(s)}] &= A_a^{(-)}[(-\Box_H + 2 r^2 s(s + 1)) \phi^{(s)}] \\
\Box_H A_a^{(-)}[\phi^{(s)}] &= A_a^{(-)}[(\Box_H - 2 r^2 s) \phi^{(s)}]
\end{aligned}
\]  

(A.55)

using $T^{(5)} A_a^{(-)}[\phi^{(s)}] = r^2 (2 - s) A_a^{(-)}[\phi^{(s)}]$, see (A.31). Similarly, the intertwiner property

\[
C^2 [\mathfrak{so}(4,1)]^{(\text{full})} \{ x^a, \phi_a^{H(s-1)} \} = \{ x^a, C^2 [\mathfrak{so}(4,1)]^{(\text{full})} \phi_a^{H(s-1)} \}
\]  

(A.56)

provides us with

\[
\begin{aligned}
(\Box_H - 2 r^2 s(s + 1)) \{ x^a, \phi_a^{H(s-1)} \} &= \{ x^a, (\Box_H + 2 r^2 (2 - s) - r^2 (2 s(s - 1) + 4)) \phi_a^{H(s-1)} \} \\
(\Box_H - 2 r^2 s) \{ x^a, \phi_a^{H(s-1)} \} &= \{ x^a, (\Box_H \phi_a^{H(s-1)} ) \}
\end{aligned}
\]  

(A.57)
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