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Variational quantum algorithms that are used for quantum machine learning rely on the ability to automatically differentiate parametrized quantum circuits with respect to underlying parameters. Here, we propose the rules for differentiating quantum circuits (unitaries) with arbitrary generators. Unlike the standard parameter shift rule valid for unitaries generated by operators with spectra limited to at most two unique eigenvalues (represented by involutory and idempotent operators), our approach also works for generators with a generic non-degenerate spectrum. Based on a spectral decomposition, we derive a simple recipe that allows explicit derivative evaluation. The derivative corresponds to the weighted sum of measured expectations for circuits with shifted parameters. The number of function evaluations is equal to the number of unique positive non-zero spectral gaps (eigenvalue differences) for the generator. We apply the approach to relevant examples of two-qubit gates, among others showing that the fSim gate can be differentiated using four measurements. Additionally, we present generalized differentiation rules for the case of Pauli string generators, based on distinct shifts (here named as the triangulation approach), and analyze the variance for derivative measurements in different scenarios. Our work offers a toolbox for the efficient hardware-oriented differentiation needed for circuit optimization and operator-based derivative representation.

I. INTRODUCTION

Quantum computing offers a powerful toolbox for solving linear algebra problems [1, 2]. It is considered as a prime candidate for improving data analysis and revolutionizing machine learning (ML) [3–5]. The emergent field of quantum machine learning (QML) gained significant attention in the last several years [6]. From the application perspective, QML algorithms for classification [7–12], generative modelling [13–18, 20], reinforcement learning [21–23], and solving differential equations [24–27] were proposed recently. From the operational perspective, the algorithmic workflow has changed from a fault tolerance-oriented approach with deep ancilla-based circuits [6] to a hybrid quantum-classical approach [28, 29]. The former approach guarantees an algorithmic speed-up, but is resource-intensive and demands large scale quantum computers [4]. The latter approach is widely represented by variational quantum algorithms (VQA) [29, 30] that may offer advantage for near- and midterm noisy devices [31].

To perform QML and solve relevant problems, first the data (quantum or classical) shall be encoded in a quantum register [28]. For classical data this can be achieved by using quantum feature maps [32–34], where variables $x$ are embedded through (nonlinearly transformed) phases of rotations or Hamiltonian evolution, represented by a unitary operator $U(x)$. Next, following the VQA workflow, data is manipulated by a trainable parameterized circuit. Much like the model weights in classical neural networks, the parameters $\theta$ (often phases of unitary operators that form the circuit, $V_\theta = \prod_{k=1}^{K} V_k(\theta)$) are adjusted variationally based on a training objective defined by a loss function [28, 29]. Similar to classical machine learning, this is a non-convex optimization problem that requires a stable optimization schedule. In the field of deep learning this was achieved by utilizing stochastic gradient descent and automatic differentiation (AD) [35]. They crucially improve the navigation in a rugged/high-dimensional loss landscape. For QML, given the complexity of quantum optimization for data embedded in a Hilbert space and challenges of noisy operation (both physical and statistical), AD is vital for finding optimal parameter of quantum circuits. It is also required for feature map differentiation and solving differential equations [25]. Similar strategies are also needed for Hamiltonian differentiation [36, 37].

Analytic derivatives of quantum circuits can be estimated by measuring overlaps between quantum states, and were proven to benefit circuit optimization [38]. This strategy is valid for differentiation of unitaries $\hat{U}(x) = \exp(-ix\hat{G}/2)$ generated by arbitrary Hermitian operators $\hat{G} \rightarrow \text{a generator}$. At the same time, an overlap measurement is different from expectations, as it requires a SWAP or Hadamard test that increase both circuit depth and system size [39, 40]. To offer a resource-frugal quantum AD, the parameter shift rule (PSR) was proposed and analyzed [41–43]. This algorithm is designed to estimate an analytic (exact, zero-bias) gradient via the measurement of expectation values, with quantum gate parameters being shifted to different values (originally considered to be fixed). However, the parameter shift rule is valid only for the specific type of generators [44] that are involutory (i.e. $\hat{G}^2 = I$ such that Euler’s identity holds) or idempotent operators ($\hat{G}^2 = \hat{G}$, for example projectors). In this case the full analytic derivative requires only 2 measurements of expectations (corresponding to averaging over multiple shots for two distinct circuits and the same cost operator). The rules work for no more than two unique eigenvalues in the spectrum $\text{diag @ } \hat{G} \rightarrow \Lambda = \{\lambda_i\}_{i=1}^d$, where $d = \text{dim(} \hat{G} \text{)}$. Namely, for involutory and idempotent generators we can shift the spectrum such that only $\{\pm \lambda\}$ eigenvalues appear (possibly repeated), leading to scaled identity $\hat{G}^2 = \lambda^2 \hat{I}$ [42] that allows simplifying the differentiation. A similar approach was used for variational quantum chemistry protocols where generators in fermionic basis are split in parts with two multiply-degenerate eigenvalues that can be differentiated [45]. PSR became de facto a go-to tool for QML algorithms, also implemented ex-
perimenterly [20, 46]. This posed the quest for improving and
generalizing the differentiation methods. The shifting rules
were generalized to higher-order derivatives [37, 47, 48] and
arbitrary size yet symmetric shifts [48] that allow tuning a
variance of the derivative estimation with zero bias (analyti-
cal at infinite number of shots). The generalization to non-
symmetric parameter shifts and higher-order derivatives has
just been proposed [49]. At the same time, generalizations
beyond aforementioned generators remain limited. An im-
portant contribution was made in [50] where the Fourier trans-
form approach was applied to differentiate multi-eigenvalue
unitaries and perform coordinate descent. Also, an extension
to the stochastic parameter shift rule with a composite two-
term generator was proposed in [51]. For generic unitaries
the circuit decomposition approach was proposed [52], being
favourable in some cases, but not applicable to cases where
hardware native generators have more than two eigenvalues.

In this paper we propose an approach that allows differenti-
atimg generic quantum circuits with unitaries generated by
operators with a rich spectrum. The generalized differenti-
eration rules are based on a spectral decomposition and show
that a decisive role in differentiation is played by eigenvalue
differences — spectral gaps — for the generator spectrum.
Unlike the parameter shift rule valid for involutory and idem-
potent operators with a single unique spectral gap, our ap-
proach works for multiple non-degenerate gaps. We describe
a workflow for derivative measurement based on: 1) ana-
lyzing the generator’s spectrum; 2) calculating coefficients
based on gaps and shifts; 3) measuring function expectations
at shifted parameters (see Fig. 1 for the visualization). We
showcase the power of the approach using single- and two-
qubit gates. Specifically, we show that the $\pm \sin$ gate (native
to some superconducting circuits) can be differentiated with
the proposed generalized rules without prior circuit decom-
position. We also analyse variances for the derivative measure-
ments estimated at finite number of shots. Our work provides
a toolbox crucial for optimization and feature differentiation
for digital-analog protocols and hardware-native QML.

II. METHOD

A. Preliminaries

We start by introducing a function encoding using the
parametrized quantum circuit. For this we employ a vari-
ational state $|\Psi_\theta\rangle := \hat{V}_\theta |\Omega\rangle$ that is prepared by a sequence of
quantum gates (or Hamiltonian evolution) $\hat{V}_\theta$ that depends on the
vector of $K$ parameters, $\theta \in \mathbb{R}^K$. Here, $|\Omega\rangle$ is a suitable
initial state, typically taken as a product state. To read out the
function value we also use the cost operator $\hat{C}$ (this also can
be a sum of Hermitian operators), such that the full expression
reads $f_\theta = \langle \Psi_\theta | \hat{C} | \Psi_\theta \rangle$. Having the list of variational parameters
$\{\theta_k\}_{k=1}^K$, we are often interested in derivatives with respect
on individual parameters. It is thus convenient to single out the
parameter of interest, which we denote as $x$, while the vector
of remaining parameters is labeled as $\bar{\theta}$. The choice of $x$ is ar-
bitrary, and thus discussion remains general. We split the vari-
a

![Figure 1: Workflow for generalized circuit differentiation.](image)

Given a quantum circuit encoding a function $f$, we pick a unitary $\hat{U}(x) = \exp(-ix\hat{G}/2)$ parameterized by $x$, and study the spectrum of its gen-
erator $\hat{G}$. Using unique positive (non-zero) spectral gaps, we form
a system of equations that includes spectral information, parameter
shifts, and measured function expectations. The solution of this sys-
tem allows estimating the analytical derivative for general $\hat{G}$.

\[
\hat{U}(x) = \exp \left( -\frac{x}{2} \hat{G} \right),
\]

where $\hat{G}$ is a generator (Hermitian operator), and $\varphi(x)$ is a
generic function, possibly nonlinear, of the encoded variable.
In the following for simplicity we use $\varphi(x) = x$, and discuss
the generalization towards the end of the section. Using the
definition presented above we are ready to present a function
$f$ as an expectation value

\[
f(x) = \langle \psi| \hat{U}_1(x) \hat{C} \hat{U}(x) | \psi \rangle = \langle \Omega | \hat{V} \hat{C} \hat{V}^\dagger | \psi \rangle,
\]

where for brevity we do not state the $\bar{\theta}$-dependence for $f$. Note
that the function representation in Eq. (2) can be seen through
the prism of adjustable parametrized quantum circuits as in
QNN or VQA architectures, as well as the differentiation of
quantum feature maps [25]. Straightforward differentiation
of Eq. (2) with respect to $x$ yields

\[
\frac{df(x)}{dx} = \frac{i}{2} \langle \psi | e^{i\hat{G}} \hat{G} e^{-i\hat{G}} | \psi \rangle.
\]

Eq. (3) indeed holds for generic unitaries $\hat{U}(x)$ and gener-
tors $\hat{G}$, but has the form of an overlap, and not an expec-
tation value. The parameter shift rule was proposed to rewrite
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- compose a circuit encoding $f$, using
  unitaries with known **generators** $\hat{G}$
- choose a unitary parameterized by
  $x$ to be differentiated
- find the spectrum of $\hat{G}$ and the list
  of unique positive **spectral gaps** $\Lambda$
- choose $S=|\Gamma|$ shifts $\{\delta\}_{s=1}^S$, form a matrix
  $M(\{\delta\},\{\Lambda\})$, and find coefficients $R$ as weighted measurements
  $F=\{f(x+\delta s)-f(x-\delta s)\}_{s=1}^S$
- use calculated $R$ for evaluating
circuit derivative $df/dx$
Eq. (3) as a central difference of two circuit evaluations valid for \( \hat{G}^2 = \hat{A}^2 \) [42]. This is valid for involutory and idempotent generators, where the spectrum with filtered duplicates is \( \{ \pm 1 \} \). In the following, we take a different route and generalize the rules to generators with more rich spectrum.

### B. Generalized circuit differentiation through spectral decomposition

To develop the rules for differentiation we use the spectral decomposition for the generator. Under a suitable unitary transformation \( \mathcal{U}_G \) the generator can be diagonalized as

\[
\mathcal{U}_G \hat{G} \mathcal{U}_G^{-1} = \sum_j \lambda_j \hat{P}_j =: \hat{D},
\]

where \( \hat{P}_j \equiv |j\rangle \langle j| \) is a projector on the \( j \)th eigenstate of \( \hat{G} \). In principle, we can always use diagonal generators, and use additional unitaries to change the basis, \( \exp(\pm i\hat{G}/2) = \mathcal{U}_G \exp(\pm i\hat{D}/2) \mathcal{U}_G^{-1} \). Crucially, compared to the previously considered involutory and idempotent generators [for instance, sums of projectors satisfying \( \sum_j \hat{P}_j \hat{P}_j = \sum_j \hat{P}_j \), diagonal generators do not square to (scaled) identity, \( \hat{D}^2 = \sum_j \lambda_j^2 \hat{P}_j \). At the same time, they offer an easy access to matrix functions, where any function \( g() \) can be written in the form of weighted projectors, \( g(\hat{D}) = \sum_j g(\lambda_j) \hat{P}_j \). Using the spectral decomposition (or simply diagonal generators) we can rewrite Eq. (3) as

\[
\frac{d f(x)}{dx} = \frac{d}{dx} \langle \psi | \sum_{j=1}^d \exp\left(i\sum_{j=1}^d \lambda_j^2 \hat{P}_j \right) \sum_{j=1}^d e^{-i\lambda_j^2 \hat{P}_j} | \psi \rangle = \sum_{j=1}^d \lambda_j \frac{d}{dx} \langle \psi | \hat{P}_j =: \lambda_j \delta(f(x)),
\]

where we perform differentiation and show that the function derivative is composed of unknown matrix elements of the projected cost operator weighted by (complex) coefficients.

The double summation in Eq. (5) introduces multiple terms. However, we find that by accounting for their properties we can reduce their number. We consider eigenvalues \( \Lambda \) to be ordered, \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_d \). Next, we split Eq. (5) into three groups of terms. The first group includes terms with \( j < j' \). The second group includes \( j > j' \) terms, where each term weighted by the eigenvalue differences \( \lambda_j - \lambda_{j'} = -(\lambda_j - \lambda_{j'}) \) changes the sign, as compared to the first group. Similarly, complex exponents \( \exp(\pm i(\lambda_j - \lambda_{j'})/2) \) are conjugated. Crucially, we observe that for Hermitian operators \( \langle \hat{P}_j \hat{C}_p \hat{P}_{j'} \rangle = \langle \hat{P}_j \hat{C}_p \hat{P}_{j'} \rangle^* \), where averaging \( \ldots \) is over the state \( |\psi \rangle \). Finally, in the third group we formally collect the diagonal terms with \( j = j' \), and it vanishes trivially for the derivative.

The sum in RHS of Eq. (5) yields a real number, as expected from the derivative of a real function. Note that terms involving degenerate eigenvalues \( j \neq j' \) also do not contribute to the derivative. Thus, from the full spectrum \( \Lambda \) and the associated list of differences of eigenvalues \( \Gamma := \{ \Lambda_j - \Lambda_{j'} \}_{j \neq j' = 1} \) — spectral gaps — we need to filter only unique positive non-zero gaps \( (j > j') \). We denote the filtered set as \( \Gamma \). It is convenient to introduce a superindex \( s(j, j') \) (s. t. \( j \neq j' \)) that labels spectral gaps \( \Gamma = \{ \Delta_{s(j, j')} | s = 1 \ldots |\Gamma| \} \) is the cardinality of the filtered set, and we denote unique gaps as \( \Delta_{s(j, j')} \) for \( \Lambda_j \neq \Lambda_{j'} \). The matrix elements are labeled as \( \langle \hat{P}_j \hat{C}_p \hat{P}_{j'} \rangle =: O_s \) and \( \langle \hat{P}_j \hat{C}_p \hat{P}_{j'} \rangle =: O' \), and we note that for degenerate gaps matrix elements are summed up. Using the introduced notation, we can write the derivative simply as

\[
\frac{d f(x)}{dx} = \sum_{s=1}^S \Delta_s R_s,
\]

where we defined the real coefficients \( R_s = \frac{2e^{-ix\Delta_s/2}O_s - i e^{-ix\Delta_s/2}O'_s}{\sin(x/2)} \).

We note there is at most \( S_{\text{max}} = d(d-1)/2 \) unique coefficients, and if some spectral gaps in \( \Gamma \) are degenerate this number is reduced. Finding the associated vector \( \mathbf{R} \) of coefficients is thus required for estimating the derivative (6). Next, we show how to access them through measurement of expectations \( f(x+\delta) \) for shifted parameters.

Let us evaluate the function with a shifted argument

\[
f(x+\delta) = \sum_{s=1}^S \exp \left[ \frac{\Delta_s}{2} (x+\delta) \right] O_s + \text{h.c.},
\]

where in the second equality we used the expression for higher-order derivative \( f^{(n)}(x) \equiv \frac{d^n f}{dx^n} \),

\[
f^{(n)}(x) = \frac{\delta^n}{n!} \exp[i\delta/2O] + \sum_{s=1}^S \left\{ \exp[i\Delta_s/2O_s] \right\}^{n} e^{-i\Delta_s/2O'_s},
\]

and collected the expansion in \( n \), leading to exponent \( \sum_a (i/2)^n \Delta_a^0 \delta^n / n! = \exp[i\delta/2] \). Note that in Eq. (8) for brevity we omitted the constant term originating from \( j = j' \) matrix elements, which vanishes for all derivatives except of \( f^{(0)}(x) \) term. Using different shift strategies, we are now in a position to search for \( \mathbf{R} \), and thereby writing explicit expressions for \( d f/d x \).

Symmetric shifts.—First, we consider the case of symmetric shifts. Namely, we aim to perform pairs of shifts, with plus and minus sign, keeping the magnitude of the shifts the same. This leads directly to evaluation through real coefficients \( R_s \), avoiding the search for complex matrix elements \( O_s \). Let us consider a specific \( \delta \) and two function evaluations. Subtracting minus-shifted from plus-shifted function measurement, we get

\[
f(x+\delta) - f(x-\delta) = \sum_{s=1}^S \left( e^{i\Delta_s} - e^{-i\Delta_s} \right) e^{i\delta/2} O_s + \text{h.c.}
\]

\[
= 4 \sum_{s=1}^S \sin(\Delta_s/2) R_s,
\]
where we used the same definitions as in Eq. (7). Having established in Eq. (10) the relation between real coefficients and central differences that are valid for any \( \delta \), we need to choose a set of shifts \( \{ \delta_j \}_{j=1}^N \) (corresponding to \( 2S \) measurements as we use \( \pm \delta_j \) evaluations), and solve the system for \( S \) values of \( \{ R_s \} \). We can loosely call these shifted points as stencils that are used to improve the derivative quality [53]. Denoting central differences as \( F_s := f(x + \delta_s) - f(x - \delta_s) \), the system of equations reads

\[
\begin{align*}
F_1 &= 4 \sum_{s=1}^{S} \sin \left( \frac{\delta_s \Delta}{2} \right) R_s, \\
F_2 &= 4 \sum_{s=1}^{S} \sin \left( \frac{\delta_s \Delta}{2} \right) R_s, \\
&\vdots \\
F_S &= 4 \sum_{s=1}^{S} \sin \left( \frac{\delta_s \Delta}{2} \right) R_s.
\end{align*}
\]

Introducing a vector of measured central differences \( \mathbf{F} = (F_1, F_2, \ldots, F_S) \), the system of Eqs. (11) recasts as \( \mathbf{F} = \mathbb{M}^{-1} \mathbf{R} \), where \( \mathbb{M} \) is the matrix formed by sine functions evaluated for known phases. Inverting the system we can get the unknown coefficients as

\[
\mathbf{R} = \mathbb{M}^{-1} \mathbf{F}.
\]

These coefficients can now be measured and evaluated as \( R_s = \sum_{s=1}^{S} (\mathbb{M}^{-1})_{ss} F_s \), and substituting into Eq. (6) we get the measured first-order derivative. While being simple, the approach holds for generic generators and represents one of the main results of this paper. Note that the measured derivative is bias-free in the same sense as the parameter shift rule for main results of this paper. Note that the measured derivative is exact when measured with infinite number of shots. It does not require physically changing the basis to the diagonal one — this step is only needed to derive the coefficients in measured function of interest.

We summarize the workflow for symmetric generalized circuit differentiation in Fig. 1. Its main steps are: 1) find unique non-zero gaps in the generator spectrum; 2) form the inverse matrix with complex coefficients; 3) combine to represent the measured derivative.

**Distinct shifts: Triangulation approach.**—In principle, we can also use distinct shifts that are general and are not equal in absolute values. Let us consider a system of equations formed by functions evaluated at different shifts. For any two stencil values \( \delta_l \) and \( \delta_r \) we have

\[
f(x + \delta_l) - f(x + \delta_r) = \sum_{s=1}^{S} (e^{i \delta_s \Delta} - e^{-i \delta_s \Delta}) e^{i \delta_s \Delta} O_s + \text{h.c.} = \\
= 4 \sum_{s=1}^{S} \sin \left( \frac{\delta_r - \delta_l}{4} \Delta \right) \left[ \sin \left( \frac{(2x + \delta_r + \delta_l)}{4} \Delta \right) \text{Re}[O_s] + \\
+ \cos \left( \frac{(2x + \delta_r + \delta_l)}{4} \Delta \right) \text{Im}[O_s] \right].
\]

where we observe that the real part in RHS of Eq. (13) depends on both real and imaginary part of matrix elements \( \text{Re}[O_s] \) and \( \text{Im}[O_s] \). To determine these matrix elements we need to write the system of equations for \( \ell, \ell' = 1, \ldots, 2S + 1 \) with independent function evaluations. This approach is directly related to Fourier-based circuit derivative introduced in [50] that requires the same number of measurements. Importantly, to get derivatives for generic dressed cost function and initial state we need to have a reference point, which can be the function evaluated as zero shift. The naïve approach based on \( 2S \) function evaluations fails to provide derivatives. The origin of this effect can be traced to the recently proven no-go theorem in [49]. Solving the system for \( \text{Re}[O_s] \) and \( \text{Im}[O_s] \), we substitute them in Eq. (7) and Eq. (6), thus measuring the derivative with generalized shifts. Although the procedure is relatively straightforward, in most cases it resort to numerical solution. While symmetric shifting resembles the central differencing in numerical differentiation (though exact), the generalized shifting procedure reminds of forward and backward differencing (also exact). We note that solving the generalized system may be beneficial in some cases as it allows playing with variances for the measured derivative.

**C. Feature map differentiation through spectral decomposition**

While circuit differentiation is used predominantly for optimizing variational parameters [41, 42, 49], recently it also became crucial for solving differential equations [25]. In this case, \( f(x) \) in Eq. (2) encodes a function of variable \( x \), and \( \hat{U}(x) \) serves as a feature map [32]. Our goal is representing \( df(x)/dx \) as a sum of expectation values, using the smallest number of evaluations.

We now show that for some feature maps and circuits used in QML we can use symmetries to reduce the number of circuit evaluations. Typically, feature maps represent a tensor product of rotations (parallel sequences) parameterized by the same variable \( x \) [33]. One example corresponds to the product feature map that we define as [25]

\[
\hat{U}(x) = \bigotimes_{j=1}^{N} \hat{R}_{\alpha,j}(\varphi(x)),
\]

where \( N \) is the number of qubits used for the encoding. \( \hat{R}_{\alpha,j}(\varphi) := \exp(-i \frac{\pi}{2} \hat{P}_{\alpha,j}) \) is a Pauli rotation operator for Pauli matrices \( \hat{P}_{\alpha,j} = \hat{X}_j, \hat{Y}_j, \) or \( \hat{Z}_j \) \( \alpha = x, y, z \), respectively) acting on qubit \( j \) with phase \( \varphi \). For brevity, let us assume \( \alpha = z \), as other cases can be considered in the same way with additional Hadamard and phase gates before and after the feature map.

We can rewrite Eq. (14) in the form of Eq. (1), where the unitary operator is generated by

\[
\hat{G}_Z = \bigotimes_{j=1}^{N} \hat{Z}_j
\]

that corresponds to a sum of Pauli operators. Being the total effective magnetization [54], the generator \( \hat{G}_Z \) in Eq. (15) has a spectrum with \( N + 1 \) eigenvalues \( \Lambda = \{-N, -N + 2, \ldots, N - 2, N\} \). Some eigenvalues are multiply degenerate, and the
number of unique positive gaps is $S = |F| = N$. As the feature map can also be differentiated by applying the parameter shift rule individually to each rotation, the derivative can be measured using at most $2N$ circuit evaluations.

First, we note that eigenstates of $G_Z$ coincide with computational basis states and have all real amplitudes. Equivalently, these can be states where a global phase is the same. Next, we consider an input state $|\psi\rangle$ with real amplitudes, and ansätze $\hat{V}_\theta, \hat{W}_\theta \in SO(2^N)$ that preserve this structure (one example is used in fermionic simulations [55]), such that $|\psi\rangle$ remains real. Finally, we consider cost functions with real-valued matrix elements, which can be formed by strings of Pauli $X$ and $Z$ operators, as well as strings with the even number of Pauli $Y$ operators, as well as strings with the even number of Pauli $Y$ operators. Given the real structure of (variational) states and readout, the matrix elements $O_j \in \mathbb{R}$ in Eq. (13) are real for any set of shifts $\{\delta_i\}$, and the difference considered in Eq. (13) now reads

$$f(x + \delta_i) - f(x + \delta_f) = 4 \sum_{s=1}^{S} \sin \left( \frac{\delta_s}{4} \Delta_s \right) \times$$

and we remind that the imaginary parts of matrix elements $\text{Im}(O_j)$ remain zero. As the number of unknown coefficients reduces by symmetry, it is sufficient to perform measurements at $N + 1$ shifts (may include original function evaluation), reducing the budget of analytic derivative measurement from $2N$ evaluations required before for the single-qubit parameter shift rule. This halves the measurement time for function derivatives, and speeds up the solution for systems of differential equations.

So far we observed that the specific choices we made here can give us reductions in the number of required measurements. Similarly, we can also imagine the situation where only imaginary parts are non-zero, or the matrix elements are complex-valued but have specific structure that connects real and imaginary parts (like in Kramers–Kronig relations that may be familiar to physicists). To conclude the section, we note that many more symmetries can be incorporated to reduce the number of measurement. They depend on the structure of ansätze, feature maps, and cost functions, or can be facilitated by pre- and post-processing. Finding efficient strategies that minimize the number of function evaluations is an important direction of future research.

III. APPLICATIONS AND DISCUSSION

In the previous section we established the rules for generic quantum circuit differentiation. Let us show how they can be applied in practice. As discussed above, exact formulae are defined by the generator gaps, and thus we consider possible generators of interest.

A. Pauli string generators

First, let us reconsider the case of involutory generators. These can be represented by Pauli operators (generating single-qubit rotations) or multi-qubit Pauli strings. Their spectrum is $\Delta = \{+1, -1\}$ (repeated eigenvalues are filtered out), the gap spectrum yields $\Gamma = \{0, 2, -2, 0\}$, and $\Gamma = \{\Delta\}$, where $\Delta = 2$. Only single shift value suffices, where Eq. (10) substituted to Eq. (6) leads to

$$\frac{df(x)}{dx} = \frac{\Delta f(x + \delta) - f(x - \delta)}{4 \sin(\delta\Delta/2)}. \quad (17)$$

This result thus coincides with other works with PSR generalizations in [48, 49].

To use the generalized approach with distinct shift triangulation for spectra with the single unique gap we formally require three shifts $\delta_{1,2,3}$. Note that one of them may be zero, thus leading to a simple function evaluation. The generalized derivative for $S = 1$ reads

$$\frac{df(x)}{dx} = \frac{\Delta}{8} \left\{ \cos \left( \frac{\delta_1 \Delta}{2} \right) - \cos \left( \frac{\delta_3 \Delta}{2} \right) \right\} f(x + \delta_1) +$$

$$\left[ \cos \left( \frac{\delta_1 \Delta}{2} \right) - \cos \left( \frac{\delta_3 \Delta}{2} \right) \right] f(x + \delta_2) + \left[ \cos \left( \frac{\delta_1 \Delta}{2} \right) - \right.$$

$$\left. - \cos \left( \frac{\delta_2 \Delta}{2} \right) \right] f(x + \delta_3) \Bigg\} \sin \left( \frac{\delta_2 - \delta_1 \Delta}{4} \right) \sin \left( \frac{\delta_3 - \delta_1 \Delta}{4} \right) \Bigg\}^{-1}.$$

While the three-shift generalization shown in Eq. (18) was not considered before, intriguingly, it correlates with the no-go theorem recently presented in Ref. [49], showing that only two shifts of distinct magnitude cannot provide the derivative of the PSR type. The presented generalization offers high tunability in terms of variance minimization and maximal derivative inference, and shall be considered in cases where function evaluation $f(x)$ is anyway available (e.g. as in QML variational algorithms with $L_2$ loss).

While the major goal of finding analytic derivatives is in reducing the bias to zero, another important issue is in minimizing a variance for the derivative measurement $df/dx \equiv f'$. This is defined as

$$\text{Var}[f'] = \mathbb{E}[f'^2] - \mathbb{E}[f']^2, \quad (19)$$

where we remind that the measurement of the derivative assumes taking expectation value over $N_{\text{shots}}$ shots. Following the approach by Mari et al. [48], we can derive the variance for derivative measurement assuming each function measurement obeys normal statistics with variance $\sigma^2(x)/N_{\text{shots}}$. For the symmetric differentiation rule in Eq. (17) the derivative variance reads

$$\text{Var}[f'] = \frac{\Delta^2}{16 \sin^2(\delta\Delta/2)} \frac{\sigma^2(x + \delta) + \sigma^2(x - \delta)}{N_{\text{shots}}}, \quad (20)$$
Var[f] \approx \nu \sigma^2(x + \delta_1) + \nu_2 \sigma^2(x + \delta_2) + \nu_3 \sigma^2(x + \delta_3)

Variance in Eq. (18) includes the linear combination from three circuit measurements. Each measurement is normally distributed due to sampling statistic, but may have different variance, and has a distinct prefactor. The variance for generalized derivative measurement is

\[ Var[f'] = \frac{\nu_1 \sigma^2(x + \delta_1) + \nu_2 \sigma^2(x + \delta_2) + \nu_3 \sigma^2(x + \delta_3)}{N_{\text{shots}}}, \]

where weighting coefficients \( \nu_{1,2,3} \) are defined as

\[ \nu_1 = \frac{\Delta^2 \left[ \cos(\delta_2 \Delta/2) - \cos(\delta_3 \Delta/2) \right]^2}{64 \sin^2 \left( \frac{\delta_1 - \delta_1 \lambda}{4} \right) \sin^2 \left( \frac{\delta_1 - \delta_1 \lambda}{4} \right) \sin^2 \left( \frac{\delta_1 - \delta_1 \lambda}{4} \right)}, \]

\[ \nu_2 = \frac{\Delta^2 \left[ \cos(\delta_3 \Delta/2) - \cos(\delta_1 \Delta/2) \right]^2}{64 \sin^2 \left( \frac{\delta_2 - \delta_2 \lambda}{4} \right) \sin^2 \left( \frac{\delta_2 - \delta_2 \lambda}{4} \right) \sin^2 \left( \frac{\delta_2 - \delta_2 \lambda}{4} \right)}, \]

\[ \nu_3 = \frac{\Delta^2 \left[ \cos(\delta_1 \Delta/2) - \cos(\delta_2 \Delta/2) \right]^2}{64 \sin^2 \left( \frac{\delta_3 - \delta_3 \lambda}{4} \right) \sin^2 \left( \frac{\delta_3 - \delta_3 \lambda}{4} \right) \sin^2 \left( \frac{\delta_3 - \delta_3 \lambda}{4} \right)}. \]

Importantly, the coefficients in Eqs. (22)–(24) depend on three shifts, and potentially can be adjusted to minimize the full variance. Finally, to illustrate how the derivative variance depends on the shifting parameters, we set \( \delta_1 = 0 \) (simple function evaluation), assume \( \sigma^2(x + \delta_\ell) \approx \sigma^2_0 \) (\( \ell = 1, 2, 3 \)), and plot \( Var[f'] \) as a function of \( \delta_1 \) and \( \delta_2 \). The result is shown in Fig. 2(b). We observe several regions where the variance (measured in \( \sigma^2_0 / N_{\text{shots}} \)) is minimized at 1/2 value. The corresponding shifts of \( \pi/2 \) and 3\( \pi/2 \) magnitude are shown by white dots. We also note the regions of high variance \( Var[f'] \) (white, cut at \( Var[f'] = 8 \)). These can be separated in two groups. First, for small shifts the variance increases similarly to numerical differentiation with finite differencing. Second, there are sets of shifts, depicted with dashed gray lines, where two shifts are equal, and thus no useful information about the derivative is used. To conclude this discussion, we stress that the optimization of shifts for generalized derivative measurement shall depend on \( \sigma^2(x + \delta_\ell) \), \( \ell = 1, 2, 3 \), and may contribute to the variance reduction using additional control tools.

B. \texttt{fSim} gate

Now let us consider an example of the gate where the capabilities of generalized parameter differentiation are crucial. This is represented by hardware-native unitaries that are generated by Hamiltonians with more than one unique spectral gap. While elementary gate decomposition can help to differentiate the sequence using derivative product rule [52], we note that for many hardware platforms it is beneficial to differentiate them without extra overheads (depth increase), and using already optimized structure. One example is the \texttt{fSim} gate native to Google’s devices based on gmon architecture [56], which enabled state-of-the-art simulation of scrambling on a
quantum processor [57]. This two-qubit gate is represented by the unitary parametrized by two angles $\theta$ and $\phi$ that reads

$$\hat{U}_{\text{Sim}}(\theta, \phi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos(\theta) & -i \sin(\theta) & 0 \\ 0 & i \sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 0 & \exp(-i\phi) \end{pmatrix}. \quad (25)$$

This unitary can be formally written as $\hat{U}_{\text{Sim}}(\theta, \phi) = \exp[-i\hat{H}_{\text{Sim}}(\theta, \phi)]$ where the underlying effective Hamiltonian can be deduced as a matrix logarithm $\hat{H}_{\text{Sim}}(\theta, \phi) = i \log[\hat{U}_{\text{Sim}}(\theta, \phi)]$. This can be written in Pauli basis as

$$\hat{H}_{\text{Sim}}(\theta, \phi) = \frac{\theta}{2}(\hat{X}_1\hat{X}_2 + \hat{Y}_1\hat{Y}_2) + \frac{\phi}{4}(\mathbb{I} - \hat{Z}_1 - \hat{Z}_2 + \hat{Z}_1\hat{Z}_2). \quad (26)$$

Following the notation introduced in the previous section, we assign a quantum circuit to be diagonal in the state $\Gamma = \begin{pmatrix} 2 \\ 0 \end{pmatrix}$, part of the bigger circuit and function (or energy) encoding, and we defined separate generators $\hat{G}(\theta, \phi) = \begin{pmatrix} \hat{X}_1\hat{X}_2 + \hat{Y}_1\hat{Y}_2 \\ \mathbb{I} - \hat{Z}_1 - \hat{Z}_2 + \hat{Z}_1\hat{Z}_2 \end{pmatrix}$. The filtered set of non-zero $\hat{G}(\theta, \phi)$ was considered in [57] in the context of VQE, where a commutator-based approach was used. The triangulation approach can also be used using five measurements, with four distinct non-zero shifts. However, the expressions are cumbersome and we avoid presenting them here.

We return back to the $\phi$ differentiation case. Looking at the spectrum of $\hat{G}(\theta, \phi)$ corresponding to a projector, $\Lambda(\theta, \phi) = \{2, 0, 0, -2\}$ (same as for single-qubit rotations on two separate qubits). The filtered set of non-positive gaps includes $\Gamma = \{\Delta_1, \Delta_2\}$, where $\Delta_1 = 2$ and $\Delta_2 = 4$. Thus, $\theta$ differentiation requires the $S = 2$ strategy for finding two unknown coefficients. Using the symmetric shifting procedure with four measurements at $\{\pm \delta_1, \pm \delta_2\}$, we arrive at the explicit expression for the $\mathbb{F}\mathbb{S}im$ derivative

$$\frac{df(\theta, \phi)}{d\theta} = \alpha_1(\delta_{12}, \Delta_{12})[f(\theta + \delta_1, \phi) - f(\theta, \phi) + f(\theta, \phi + \delta_2) - f(\theta + \delta_1, \phi + \delta_2)] + \alpha_2(\delta_{12}, \Delta_{12})[f(\theta + \delta_2, \phi) - f(\theta, \phi) + f(\theta, \phi + \delta_1) - f(\theta + \delta_2, \phi + \delta_1)], \quad (29)$$

where we defined coefficients

$$\alpha_1 = \frac{\Delta_1 \sin\left(\frac{\delta_1 \Delta_2}{2}\right) - \Delta_2 \sin\left(\frac{\delta_2 \Delta_1}{2}\right)}{4\left(\sin\left(\frac{\delta_1 \Delta_2}{2}\right) \sin\left(\frac{\delta_2 \Delta_1}{2}\right) - \sin\left(\frac{\delta_1 \Delta_2}{2}\right) \sin\left(\frac{\delta_2 \Delta_1}{2}\right)\right)}, \quad (30)$$

and Eqs. (29)-(31) hold for any generator with two unique gaps. We note that the four-term parameter-shift rule was derived in [58] in the context of VQE, where a commutator-based approach was used. The triangulation approach can also be used using five measurements, with four distinct non-zero shifts. However, the expressions are cumbersome and we avoid presenting them here.

We return back to the $\phi$ differentiation case. Looking at the spectrum of $\hat{G}(\theta, \phi)$ corresponding to a projector, $\Lambda(\theta, \phi) = \{2, 0, 0, -2\}$, we get $\Gamma = \{\Delta\}$, where $\Delta = 2$. Thus, only two function evaluations are needed following the $S = 1$ rule in Eq. (17),

$$\frac{df(\theta, \phi)}{d\phi} = \frac{\Delta f(\theta, \phi)}{4 \sin(\delta_1\Delta/2)} - f(\theta, \phi - \delta), \quad (32)$$

or the generalized $S = 1$ rule in Eq. (18).

Now, let say a couple of words about the variance. Since $\phi$ differentiation follows the $S = 1$ rules (we consider symmetric shifts), the variance scaling is the same as for Pauli string generators considered before. However, the situation changes for the $\theta$ differentiation. The corresponding variance can be

![FIG. 3: Variance for fSim gate derivative: $S = 2$ case. We consider fSim generator with two unique gap $\Delta_1 = 2$ and $\Delta_2 = 4$ corresponding to $\theta$ differentiation. Variance $\text{Var}[\delta f]$ is shown as a function of two symmetric shifts $\delta_1$ and $\delta_2$. It is measured in units of $\sigma^2/N_{\text{dps}}$ assuming that function measurements are shift-independent. The optimal shifts are shown by white dots and are located around $\pm 0.8\pi$ and $\pm 0.29\pi$ values, leading to the minimal variance of about 1.4. Dashed gray lines show cases where no useful information about the derivative is measured.](image)
written as
\[
\text{Var}[f'_x] = \alpha^2 \left[ \sigma^2(\theta + \delta_1, \phi) + \sigma^2(\theta - \delta_1, \phi) \right]/N_{\text{shots}} \quad (33)
\]
\[+ \alpha^2 \left[ \sigma^2(\theta + \delta_2, \phi) + \sigma^2(\theta - \delta_2, \phi) \right]/N_{\text{shots}},
\]
showing that \(\delta_1\) and \(\delta_2\) shifts come with distinct weights. Assuming for simplicity that the statistics for function measurements is the same, \(\sigma^2(\theta \pm \delta, \phi) \approx \sigma^2\), we plot the derivative variance \(\text{Var}[f'_x]\) in Fig. 3. We observe that the variance is minimized at shifts around 0.80\(\pi\) and 0.29\(\pi\) in absolute values (white dots), with \(\text{Var}[f'_x]\) reaching 1.40 in \(\sigma^2/N_{\text{shots}}\) units. Naturally, for equal shifts or for zero shifts we cannot access the derivative faithfully, as shown by increasing variance (dashed gray lines in Fig. 3).

C. Other two-qubit gates

Other examples of two-qubit gates that are based on multi-gap spectrum include the cross-resonance (CR) gate as realized in superconducting circuits [59]. The generator of CR gate corresponds to a sum of all possible Pauli strings. This generator generally corresponds to the effective Hamiltonian of the Hilbert space for microwave modes (non-linear bosonic ladders) truncated to lowest two levels. Due to the multilevel structure many terms arise with the strength being dependent on (and/or tuned by) the drive power, anharmonicity, cross-talk etc [60–62]. The effective circuit Hamiltonian also can be modified by using Floquet engineering [63]. The structure of the effective CR Hamiltonian in general corresponds to [62]
\[
\mathcal{H}_{\text{CR}} = \gamma_1 \hat{Z}_1 + \gamma_2 \hat{Z}_1 \hat{X}_2 + \gamma_3 \hat{X}_2 + \gamma_4 \hat{Z}_2 + \gamma_5 \hat{Z}_1 \hat{Z}_2, \quad (34)
\]
where \(\{\gamma_i\}\) are tunable parameters that dependent on the system, and additionally spurious \(\sim \hat{Y}_1\) terms can appear due to cross-talk [61]. Typically one can select dominant terms by tuning the drive power. Ideally, CR gate shall be generated by the \(\hat{Z}_1 \hat{X}_2\) term. In this case, with the pure Pauli string generator, the \(S = 1\) parameter shift rule is sufficient for the gate differentiation.

In some cases the cross-resonance drive generates strong single-qubit terms simultaneously with the two-qubit cross-resonant interaction. First, for the dominant \(\hat{Z}_1\) and \(\hat{Z}_1 \hat{X}_2\) terms of the same magnitude [61], \(\gamma_1 = -\gamma_2 \equiv 1\), and \(\gamma_{3,4,5} = 0\), the CR gate generator reduces to \(\hat{G}_{\text{CR}} = \hat{Z}_1\) and \(\hat{Z}_1 \hat{X}_2\) the spectrum is \(\Lambda = \{2, 0, 0, -2\}\) and gaps are \(\Gamma = \{2, 4\}\). In this case one can use the four-shift rule described in Eq. (29).

In cases when the cross resonant drive induces single qubit terms of equal strength, \(\gamma_1 = \gamma_5 = 1\), and the two-qubit CR interaction is weaker but non-zero, \(-1 < \gamma_2 < 0\) [61], the generator corresponds to \(\hat{G}_{\text{CR}} = \hat{Z}_1 + \gamma_2 \hat{Z}_1 \hat{X}_2 + \hat{X}_2\), and leads to \(\Lambda = \{-2 + \gamma_2, \gamma_2, -\gamma_2, 2 + \gamma_2\}\) spectrum. The corresponding filtered gaps include for three distinct values \(\Gamma = \{\Delta_1, \Delta_2, \Delta_3\}\) that include \(\Delta_1 = 2(1 + \gamma_2), \Delta_2 = 2(1 - \gamma_2),\) and \(\Delta_3 = 4\). For brevity, setting \(\gamma_2 \equiv 1/2\) we arrive at \(\Gamma = \{1, 3, 4\}\) distinct spectral gaps. To differentiate this gate we require six circuit evaluations in the symmetric case. The \(S = 3\) differentiation rule can be written as
\[
df{f(x)}{x} = \frac{\gamma_1}{4\mathcal{V}} \left[ f(x + \delta_1) - f(x - \delta_1) \right] + \frac{\gamma_2}{4\mathcal{V}} \left[ f(x + \delta_2) - f(x - \delta_2) \right] + \frac{\gamma_3}{4\mathcal{V}} \left[ f(x + \delta_3) - f(x - \delta_3) \right], \quad (35)
\]
where coefficients \(\gamma_1,2,3\) and the denominator \(\mathcal{V}\) have involved trigonometric dependence on gaps \(\Delta_{1,2,3}\) and shifts \(\delta_{1,2,3}\). For completeness, we present the explicit expressions in Appendix A.

For the situations with more Pauli terms included in the generator, and generic interaction constants \(\gamma_j\), the spectrum is even more rich. It may include four distinct positive gaps. In this case differentiation with symmetric shifts requires 8 function evaluations. The corresponding expressions are too bulky to be presented explicitly, and possibly the best course of action is numerical calculation of coefficients from Eq. (12).

Finally, for the generic two-qubit gates one can consider a generator as a sum of all possible Pauli strings. This gives us the maximal number of unique gaps \(S = d(d - 1)/2 = 6\) for the four-state Hilbert space. We have seen in the analysis of differentiation that this number matches the number of independent matrix elements \(\{O_i\}\), with both real and complex parts, which for generic dressed cost function \(\hat{C}_\pi\) and generic states \(|\psi_\pi\rangle\) are independent. We thus expect that the full information about the circuit derivative requires not less than \(2S\) measurements, unless some of them vanish due to \(\hat{C}_\pi\) or \(|\psi_\pi\rangle\) symmetries (as happens sometimes in practice).

D. Qutrit gates

As the generalization only depends on the spectrum, and is not tied to specific form of operators, we can also apply it to multilevel quantum systems. The minimal example here is a qutrit. The qutrit operators correspond to generalizations of Pauli matrices for three-level quantum systems, often taken as Gell-Mann matrices. In quantum hardware these are often realized in NV centers in diamond and atomic systems. From the application perspective, the ability to differentiate three-level unitary operators may largely benefit optimal control [43, 64], and improve dynamical decoupling and sensing capabilities.

Possible generators of unitaries for qutrits as single SU(3) matrices include
\[
\hat{G}_1^{(3)} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \hat{G}_2^{(3)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \ldots \quad (36)
\]
and all of them have the energy spectrum being \(\Lambda = \{1, 0, -1\}\). This correspondingly leads to spectral gaps that include \(\Gamma = \{1, 2\}\) unique positive distances. The recipe for taking the corresponding derivative for \(\hat{U}(x) = \exp(-ix\hat{G}^{(3)}/2)\) as a part of function encoding (or energy) then relies on \(S = 2\) differentiation rules. The expression thus is the same as for \(\theta\) derivative.
of the $f$Sim gate,

$$
\frac{df(x)}{dx} = \alpha_1(\delta_{12}, \Delta_{12}) \left[ f(x + \delta_1) - f(x - \delta_1) \right] + \alpha_2(\delta_{12}, \Delta_{12}) \left[ f(x + \delta_2) - f(x - \delta_2) \right],
$$

where $\alpha_{1,2}$ coefficients are the same as in Eqs. (30)–(31) for gaps $\Delta_1 = 1$ and $\Delta_2 = 2$. As for the variance, the derivative for qutrit circuits measured with a limited number of shots follows Eq. (33). It is minimized for $\{\delta_1, \delta_2\}$ with absolute values of $0.80\pi$ and $0.29\pi$.

E. Hardware discussion

Until recently quantum computing has been dominated mostly by the digital paradigm. From the theoretical perspective, this relies on the realization of a universal gate set, and specifically targeting its error-corrected operation. One example is a minimal Clifford + T gate set, which is universal — the noise introduced by each gate can be suppressed exponentially using error correction protocols. However, this introduces a large overhead, mostly defined by the qubit rotation synthesis via Solovay-Kitaev approach.

For current noisy intermediate scale quantum computers the successful operation usually relies on more expressive circuits. In this case the gates correspond to single-qubit rotations and entangling operations, implemented in hardware without synthesis. While more conventional entangling gates correspond to CNOT, CZ, and $\sqrt{\text{ISWAP}}$, hardware teams become increasingly enthusiastic about hardware-efficient gate-sets that avoid overheads in implementation and have higher fidelity. In fact, this understanding has led to the demonstration of quantum supremacy, where the implementation of $f$Sim-type gates and the Sycamore gate brought crucial advantage over CZ-based random circuits precisely because of their richer eigenspectrum and higher entangling power [65]. Another example is the cross-resonance CR gate that enabled cloud-based quantum computing [66].

It was realized that some architectures have difficulties in simulating effective ‘traditional’ gate-sets, while being more effective in evolving their system (or qubits) over some more complex Hamiltonian with a pulse-controlled evolution. Examples include global entangling gates native to trapped ion systems [67], analog blocks as realized in neutral atoms [68, 69] as well as native three-qubit gates realized via Rydberg blockade [70]. The burgeoning development of native gate sets and its high performance led to the growth of the digital-analog quantum computing paradigm [71, 72].

At the same time, from an algorithmic design perspective, many near-term algorithms depend in one way or another on a variational quantum circuit ansatz, that is variationally optimized in a hybrid-classical feedback loop in order to optimize the system’s output state for some condition or salient feature [30]. In some cases, there is a particular problem-guided structure to these ansatze, requiring particular Hamiltonians to be evolved for a fixed time (including QAOA [73], variational phase estimation [74], variational fast forwarding etc). In other cases, one simply wishes to explore a large part of the Hilbert-space in an over-parametrization setting, and one mostly cares about short-depth entangling/expressive power [25, 41, 66, 71, 76]. In all hardware-efficient strategies, this means the native gate sets can be chosen directly to avoid compilation overhead, and their differentiation is highly required.

Whether driven by hardware or algorithmic considerations, it is clear there is a need in the art for differentiating gates other than those generated by single-Pauli-string generators. Therefore, we see the main advantage of generalizing parameter shift rules to generators with complex eigenspectrum as a valuable tool for variational protocols realized with hardware-native gates, positively contributing to the success of their operation.

IV. CONCLUSIONS

To conclude, we proposed an approach for differentiating quantum circuits where unitaries have generic generators. It can treat generators with multiple unique spectral gaps $S$, and generalizes the parameter shift rule, which is limited to generators with at most two unique eigenvalues ($S = 1$). Using a spectral decomposition, we provide simple formulae for measuring the derivative as a sum of weighted function measurements. Considering symmetric shifts (pairs of equal magnitude and different signs), we provide a measurement schedule with at most $2S$ function evaluations, needed to learn $S$ complex matrix elements in a generic system. We also provide an approach with distinct (non-symmetric) shifts, where $2S + 1$ measurements are required. The developed approach is applied to various quantum gates, including $f$Sim gate ($S = 2$), cross-resonance gate, and qutrit rotations. We provide explicit expressions for derivatives and analyze the variance for measuring derivative with a finite number of shots. Our work aims to enrich the differentiation strategies for hardware-efficient variational algorithms and quantum embeddings of derivatives.

Note added.—During the final stages of completing this work, several preprints were submitted on the same subject [77, 78]. In [77] the authors also considered a spectral decomposition, but concentrated on generator decomposition approaches that can offer beneficial measurement scaling for some cases. In [78] the authors develop general rules that include the stochastic parameter-shift rule, and additionally concentrate on the case of spectra with equidistant eigenvalues.

Appendix A: Coefficients for $S = 3$ differentiation rules

Circuit differentiation rules for a case of the generator with three distinct positive gaps ($S = 3$) require six measurements for symmetric shifts. The derivative is presented in the main
text in Eq. (35), and the coefficients are

\[ \nu_1 = \Delta_3 \left[ \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \sin \left( \frac{\delta_3 \Delta_1}{2} \right) - \sin \left( \frac{\delta_2 \Delta_1}{2} \right) \sin \left( \frac{\delta_3 \Delta_2}{2} \right) \right] \]

(A1)

\[ + \Delta_2 \left[ \sin \left( \frac{\delta_2 \Delta_1}{2} \right) \sin \left( \frac{\delta_3 \Delta_3}{2} \right) - \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \sin \left( \frac{\delta_3 \Delta_1}{2} \right) \right] \]

\[ + \Delta_1 \left[ \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \sin \left( \frac{\delta_3 \Delta_2}{2} \right) - \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \sin \left( \frac{\delta_3 \Delta_3}{2} \right) \right], \]

\[ \nu_2 = \Delta_3 \left[ \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) - \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_1}{2} \right) \right] \]

(A2)

\[ + \Delta_2 \left[ \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_1}{2} \right) - \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \right] \]

\[ + \Delta_1 \left[ \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) - \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \right], \]

\[ \nu_3 = \Delta_3 \left[ \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_1}{2} \right) - \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \right] \]

(A3)

\[ + \Delta_2 \left[ \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) - \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_1}{2} \right) \right] \]

\[ + \Delta_1 \left[ \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) - \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \right]. \]

The denominator reads

\[ \mathcal{V} = \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \sin \left( \frac{\delta_3 \Delta_1}{2} \right) \]

(A4)

\[ - \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_1}{2} \right) \sin \left( \frac{\delta_3 \Delta_2}{2} \right) \]

\[ + \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \sin \left( \frac{\delta_3 \Delta_3}{2} \right) \]

\[ - \sin \left( \frac{\delta_1 \Delta_3}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \sin \left( \frac{\delta_3 \Delta_1}{2} \right) \]

\[ + \sin \left( \frac{\delta_1 \Delta_1}{2} \right) \sin \left( \frac{\delta_2 \Delta_3}{2} \right) \sin \left( \frac{\delta_3 \Delta_2}{2} \right) \]

\[ - \sin \left( \frac{\delta_1 \Delta_2}{2} \right) \sin \left( \frac{\delta_2 \Delta_2}{2} \right) \sin \left( \frac{\delta_3 \Delta_3}{2} \right). \]

The variance for \( S = 3 \) can be obtained analogously to the considered \( S = 1 \) and \( S = 2 \) cases. It corresponds to variances of function measurements, weighted by coefficients \( \nu_i^2/\mathcal{V}^2 \).
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