Abstract

Classically, visual object tracking involves following a target object throughout a given video, and it provides us the motion trajectory of the object. However, for many practical applications, this output is often insufficient since additional semantic information is required to act on the video material. Example applications of this are surveillance and target-specific video summarization, where the target needs to be monitored with respect to certain predefined constraints, e.g., 'when standing near a yellow car'. This paper explores, tracking visual objects subjected to additional lingual constraints. Differently from Li et al. [17], we impose additional lingual constraints upon tracking, which enables new applications of tracking. Whereas in their work the goal is to improve and extend upon tracking itself. To perform benchmarks and experiments, we contribute two datasets: c-MOT16 and c-LaSOT, curated through appending additional constraints to the frames of the original LaSOT [6] and MOT16 [21] datasets. We also experiment with two deep models SiamCT-DFG and SiamCT-CA, obtained through extending a recent state-of-the-art Siamese tracking method and adding modules inspired from the fields of natural language processing and visual question answering. Through experimental results, we show that the proposed model SiamCT-CA can significantly outperform its counterparts. Furthermore, our method enables the selective compression of videos, based on the validity of the constraint.

1. Introduction

Inspired by the recent advancements in deep learning and the ability to handle multi-modal inputs (in this case in the form of text and videos), we propose to incorporate lingual constraints in the form of sentences in the tracking domain. In this study, we investigate how to incorporate these constraints effectively within tracking. If we are interested in only a certain set of frames where the target is involved with a specific object or action, we would have to watch all the images of a potentially very long track (the sequence of frames the target was tracked). This can be interpreted as imposing additional constraints on the tracking process, rather than only performing similarity learning to match the target to the ground-truth frame. This constraint is a lingual specification that the set of frames have to be matched to, such that the tracking sequence can be filtered to these frames.

The problem we address in this work is tracking with a lingual constraint, where the lingual constraint is defined as a sentence provided by the user that describes a certain state or environment of the target. Since the constraint is not a pre-defined entity, but surprisingly, SiamCT-DFG att scores higher on almost all metrics and similarly has ‘better’ Precision-Recall curves and ROC AUC curves.

Figure 1: Tracking with visual object constraints. Example images from c-LaSOT dataset where the target object is being tracked and subjected to additional lingual constraints.

1 Code and data is available at our GitHub: https://github.com/CMFiltenborg/lingually_constrained_tracking
new datasets, c-MOT and c-LaSOT, for tracking subject to lingually specified visual object (detection) constraints.

• Finally, we experiment with two models, SiamCT-DFG and SiamCT-CA. For further work we propose SiamCT-CA, built upon the SiamRPN++ model and specifically extended for tracking with visual object constraints. SiamCT-CA is inspired by state-of-the-art techniques from the VQA field, and specifically features the MCAN model [29] and the Pyramid Pooling Module (PPM) [30]. Furthermore, we conduct ablation experiments to evaluate the effectiveness of the Pyramid Pooling Module and the importance of attention in the models for the constraint inference.

2. Related Work

Next, we discuss works from tracking, VQA, and natural language tracking.

Tracking. For a long time the best trackers were based on discriminative correlation filters [3, 14]. Recently the siamese tracking paradigm has gained significant traction [1, 25, 10, 16]. An important improvement upon the siamese tracking architecture came with the introduction of the SiamRPN and SiamRPN++ architectures, which includes the RPN module [16, 15]. More recent improvements were seen in improving the online tracking capabilities of the deep trackers, by predicting a tracking model online [2], which fully incorporates the background and foreground information of the target. Instead of predicting bounding-boxes, the authors of [2, 4] introduce methods that predicts the overlap of a particular bounding-box and the target. In this work, we employ SiamRPN++ [15] as the basis of our tracker.

Natural Language Tracking. Li et al. [17] propose to use a natural language specification to identify the target object. However, it is important to note that the linguistic specification here serves to improve the localization of the target and to track by the natural language specification itself, instead of the bounding box. Moreover, this work does not use the linguistic specification as an additional constraint. Additional discussion related to this work can be found in section A of the supplementary material. Gavrilyuk et al. [8], improve upon the Lingual specification network from Li et al. [17], to tackle the task of actor and action segmentation in a video. Which they are also able to compare to the earlier work of Hu et al. [11], on the task of semantic segmentation based on a natural language query.

Visual Question Answering. In the field of Visual Question Answering (VQA) the aim is to answer natural language questions about images. To tackle this, the natural language question and the picture have to be reasoned about in tandem. The domain of VQA inhibits many of the same challenges that we face in the present work, where reasoning about multiple modalities together is the main challenge. The field of VQA has mostly been dominated by one architectural approach, which is based on the Transformer [27].

The main building block of the Transformer is the Attention module. Consequently, it has become a component of all (recent) successful VQA approaches, and various variants have been proposed to improve the attention module for multi-modal reasoning. Recent works [29, 19] have shown that co-attention in addition to self-attention is an important step for further improvements. Yu et al. [29], was an influential work, as it beat the SOTA and won the VQA challenge in 2019. Further progress has been made upon this, by integrating the co-attention and self-attention into one mechanism [28]. Other work has focused on the important soft-max operation [20] in the attention module. Also important is the choice of input image features used, as many works use expensive ‘region features’ [12, 7]. Jiang et al. [12] and Farazi et al. [7] make the case that the use of region features is unneeded, and that grid features are more easily optimised and can outperform region features. Lastly, Gokhale et al. [9] shows that the VQA models employed currently are not able to answer logical compositions or negations of natural language questions.

3. Datasets

Since there is no available tracking dataset that contains all the necessary ground truth information for the proposed task, a dataset had to be manually labelled. We present c-LaSOT and c-MOT16, which have been built through additional annotations of the LaSOT [6] and MOT16 [21] datasets respectively.

To determine whether or not the lingual constraint is satisfied, the described constraint (object) has to be ‘close to’ the target object that is being tracked. We define the constraint to be satisfied when the target object and the constraint object are in close proximity, e.g., if the lingual object constraint is a pencil, and the tracking target is a person, this person has to be holding the pencil or otherwise be near it for the constraint to be positive in the frame. To track (or find) the target when the constraint is satisfied, the target has to be located in those frames. This means that the tracker has to continuously track the target, even while the constraint is unsatisfied. Only when the constraint is satisfied, the user also gains this information for these video frames.

Constrained LaSOT. c-LaSOT features 6 object classes as constraints, which are present in different videos throughout the original LaSOT [6] dataset. The LaSOT dataset is a state-of-the-art dataset for tracking, which contains long sequences with 70 different object classes as tracking targets. In order to limit the number of annotations
Table 1: c-LaSOT summary. The table depicts the constraining object and the number of annotated sequences they appear in. For more details, we refer to section B.1 of the supplementary materials.

| # Constraint Object | # Sequences | Example                          |
|---------------------|-------------|----------------------------------|
| 1 car               | 14          | ‘adjacent to a car’              |
| 2 person            | 69          | ‘close to a person with’         |
| 3 backpack          | 2           | ‘with a black backpack’          |
| 4 cat               | 3           | ‘playing with a grey cat’        |
| 5 hand              | 10          | ‘close to a persons hand’        |
| 6 bottle            | 2           | ‘near a chardonnay wine bottle’  |

required and the complexity of annotating the dataset itself, a selection of 6 object classes was taken that can act as the constraining object, which were selected based on the availability of the object in the dataset. Figure 1 shows some examples of the Constrained LaSOT (c-LaSOT) dataset, and table 1 depicts a summary of the dataset, further details on the construction of the dataset are specified in the supplementary materials, in section B.

Constrained MOT16. We introduce c-MOT16, a dataset that is built on top of the MOT16 dataset [21], and features 14 video sequences, 7 training videos, and 7 test videos2, which were filmed with both static and moving cameras. The MOT data paradigm provides an opportunity to construct a dataset for tracking with visual object constraints, as it has many of the annotations required. We leverage the fact that MOT has multiple tracking targets in every frame of its videos, by having one tracking target act as the constraining object, and another tracking target as the real tracking target. This way, if object \( A \) is the tracking target of a sequence, we leverage another tracking target object \( B \) as the constraining object, where the natural language constraint of \( B \) is a sentence that describes its characteristics. Hence, the position and movement of both \( A \) and \( B \) are known throughout the video (in the form of bounding-boxes). With this information, we compute when the constraint is satisfied by determining when \( B \) is in proximity of \( A \). Figure 2 visually depicts a few examples of the resulting dataset. For more explicit notation, we introduce the subscript \( i \) for an objects bounding box, i.e. \( A_i \) is the bounding box of object \( A \). To determine whether or not object \( B \) is in proximity of object \( A \), we compute the area of overlap, \( O \), of the bounding box \( B_i \) of object \( B \) with the bounding box \( A_i \) of object \( A \).

After we compute the overlap, \( O(B_i, A_i) = \frac{|A_i \cap B_i|}{|B_i|} \). The function \( Y(A_i, B_i) \in \{0, 1\} \) tells us whether the overlap is past a certain threshold \( t = 0.5 \), which also functions as the groundtruth for the samples in our dataset, \( y_i = Y(A_i, B_i) \), where the subscript \( i \) indicates the sample index (which is omitted elsewhere for clarity). Note, that in this research we do not consider the distance of objects \( A \) and \( B \) in depth relative to each other in the frame. Table (2) shows a detailed summary of the c-MOT16 dataset. Further details of the lingual constraints and the creation of the dataset are specified in the supplementary materials, in section C.

4. Tracking with Lingual Object Constraints

In this section, we introduce two architectures to tackle the task of tracking with visual object constraints, in which we first discuss the common components of both, starting with the setup of the deep tracker.

Deep Tracker. For the tracker, we are inspired by the work of Li et al. [15] and further build upon this model, which features the SiamRPN++ model, one of the recent

Table 2: c-MOT16 summary. This table shows a summary of the dataset split in training, validation, and testing. In the table, ‘N-videos’ denotes the number of videos allocated to that sub-group, ‘Tracks’ is the number of sequences per group.

|                  | N-Videos | Tracks | Positive | Negative | % Positive |
|------------------|----------|--------|----------|----------|------------|
| Training         | 4        | 9417   | 2.7 M    | 5.8 M    | 31%        |
| Validation       | 1        | 1778   | 118 K    | 116 K    | 50%        |
| Testing          | 2        | 1648   | 138 K    | 142 K    | 49%        |
| Total            | 7        | 12843  | 3.0 M    | 8.2 M    | 32%        |
state-of-the-art deep trackers to perform tracking in videos. We approach the task of tracking with lingual constraints with a siamese tracking setup, which tackles the task of tracking by posing it as a single shot pattern matching problem. Since the aim of this work is to extend a tracker to incorporate constraints, and the goal is not to improve the tracking architecture itself, the deep tracking modules are maintained as they are and not optimised.

**Word Embeddings.** To integrate the prediction of the constraint into the SiamRPN++ model, the natural language query is first processed using a word2vec model\(^4\) (with 300 dimensional embeddings), which is a common choice \([17, 8]\). After which the input sequence is padded to a fixed length \(L = 20\). The word embeddings will produce a feature map of \(S \in \mathbb{R}^{20 \times 300}\), where we denote the input sentence as the word sequence \((w_1, ..., w_k)\).

**Constraint Prediction.** Given the lingual constraint processed into a embedding \(S \in \mathbb{R}^{20 \times 300}\) and the search image processed into a feature map by the backbone network \(\varphi, X = \varphi(x) \in \mathbb{R}^{(3 \times 256) \times 31 \times 31}\) the constraint has to be predicted from these features. Figure 3a gives a high level overview\(^5\) of this proposed setup, in which the implementation for the constraint prediction box (coloured in red) is the part of the model our architectural research is concerned with.

The challenge for the constraint prediction is clearly the integration of the information in the lingual constraint features \(S\) and that of the search image \(X\). In other words, the problem could also be formulated as ‘detection and classification of the lingual constraint in the search image’. Since the models output a scalar \(\hat{y}\) for the constraint prediction, we optimise the models using a binary cross-entropy loss, which is suitable for this binary machine learning problem.

### 4.1. SiamCT-DFG

Based on the multi-modal tracking literature \([8, 17, 11]\) and especially Li et al. \([17]\), which is the closest work to our research, we construct a model for tracking with lingual constraints, displayed in figure 3b.

**Word Embeddings Processing.** Instead of using a LSTM to process the word embeddings, Gavrilyuk et al. \([8]\) report improvements by keeping the processing of the word embeddings fully convolutional. Following this, the word embeddings are fed through a 1D Convolution with padding, to keep the dimensions consistent, followed by a ReLU activation function and a 2D max-pool with a kernel and stride of size 2. This module transforms the word embeddings of \(S \in \mathbb{R}^{20 \times 300}\) to a feature matrix \(H = CNN(S) \in \mathbb{R}^{10 \times 150}\), and represents the resulting feature vector of two interpolated words as \(h_i \in \mathbb{R}^{1 \times 150}\).

**Attention MLP.** To integrate information from the search frame into the word embeddings, we adopt the attention MLP from Li et al. \([17]\)\(^6\). The attention MLP aims to create attention weights for the words in the lingual constraint that are the most important for the subsequent steps in the model. It creates these attention weights based on the search frame and the word embeddings itself, the idea being to attend the constraint based on the words in the constraint that are also visible in the search frame.

**Dynamic Filters.** Once the final representation of the word embeddings is acquired, dynamic convolutional filters \([17, 8]\) are created from the sentence. The dynamic convolution filters enable the model to create filters specific to the provided lingual constraint, thus producing activations specific to the (important) words present in the constraint. Following the improvements made by Gavrilyuk et al. \([8]\), the dynamic filter layer is a linear layer with a tanh activation function, that produces the convolutional filters, \(f = \tanh(W_f \tilde{v} + b_f) \in \mathbb{R}^{768 \times 1 \times 1}\). Consequently, the filters \(f\) are convolved with the features of the search frame \(x\) to produce a activation map, \(A = X \star f\), where \(\star\) denotes a depth-wise cross correlation layer \([15]\). Finally, the activation map \(A\) is flattened and projected to a scalar using a linear layer, after which the loss is calculated using the BCE loss as described earlier.

### 4.2. SiamCT-CA

In this section, we introduce a second constraint prediction model that is based on state-of-the-art VQA literature and especially on the MCAN model \([29]\)\(^7\). A high-level overview of SiamCT-CA is presented in figure 3c.

**Preprocessing.** Before the inputs are processed in the MCAN model, the feature dimensions of the word embeddings and the features of the search image \(X\) have to be matched. To achieve this, the word embeddings are fed through a Linear layer, (FC\((d)\)-ReLU), which expands the word embeddings to the feature dimension \(d\) of the MCAN model, equal to the channel dimension of the image features \(X\). Yet, because of the computational complexity of the model, the number of features have to be further reduced given our limited resources. This is achieved by reducing the number of feature locations of the image \(X\), from \(31 \times 31\) to \(15 \times 15\), (Conv\(2d\)(d)-ReLU-MaxPool\(2d\)(k=2, s=3)). Consequently, the data is reshaped to the attention model shape (by concatenating the width and height dimensions of the image), in addition to another convolution, that is employed to further reduces the dimensional-

---

\(^1\)Hence, the more intricate details of the SiamRPN++ model are considered out of scope for this work.

\(^2\)Trained on the google news dataset.

\(^3\)Note that this graph only shows a high-level overview, and hides the complexity in the individual modules for clarity.

\(^4\)note that this is a significantly different attention module compared to self-attention and co-attention

\(^5\)For a thorough description of the MCAN model, we refer to the original paper.
Figure 3: **Proposed architectures.** A high level overview of the proposed architecture is shown in figure 3a, the right hand side is the setup of a siamese tracker, and the left hand side shows the constraint prediction part of the model. The siamese tracker receives as input the search image \( x^t \) of the target at time-step \( t \) (frame \( t \) of the video), using the ground truth reference image \( z(t=0) \) to match the target in time-step \( t \) to the original image of the target. The constraint prediction part of the model receives as input a natural language sentence, and has to predict whether the frame \( x^t \) matches the described constraint. Figures 3b and 3c showcase our proposed SiamCT-DFG and SiamCT-CA respectively, which are an implementation of the red box in figure 3a.

**Deep Co-Attention.** Taking the reduced image features \( X_r \) and the word embedding features of the constraint \( S \), the MCAN model co-attends the image based upon the constraint, after it has self-attended and encoded the constraint. After the deep co-attention model, the features have to be fused to one representation and classified. This is achieved with the attentional reduction model [29]. After the attentional reduction, the features are added together and projected to a single scalar using a linear layer, from which the BCE loss is calculated.

**Pyramid Pooling Module.** To further improve the localisation of the constraint, we also incorporate the use of the Pyramid Pooling Module (PPM) which was originally proposed by Zhao et al. [30], and now successfully integrated into VQA with significant performance boosts shown by Jiang et al. [12]. The PPM module adds global features at every location in the image, computed at different scales \( s \). The function of these additional channels can be interpreted as a kind of prior for the image.

**5. Experiments**

To evaluate the proposed models for tracking with lingual constraints, we conduct quantitative as well as qualitative experiments on the newly introduced datasets, c-LaSOT and c-MOT16. We use a pre-trained SiamRPN++ tracking backbone in our models and only train the constraint prediction modules. For our experiments, we conduct an analysis on SiamCT-DFG, and SiamCT-CA, which we compare qualitatively and quantitatively. For our ablation study, we add two extra models: SiamCT-CA+PPM features the additional Pyramid Pooling Module, conversely SiamCT-DFG-att does not feature the Attention MLP, and we study the impact of these changes accordingly. Since there is no research that features a baseline that we can compare to, we utilise a majority baseline in our experiments.

**Training Details.** For training, the models are first pre-trained on the COCO dataset for 20 epochs (see section D), and subsequently trained and evaluated on c-MOT16 or c-LaSOT. For the optimiser, we employ SGD and ADAM [13] for SiamCT-DFG and SiamCT-CA respectively [24, 29]. Further training specifics, hyperparameters, and hardware details are further specified in the appendix, in section E.

**Constraint Prediction Evaluation.** The model outputs a single number, \( p \in [0,1] \), which we can interpret as the probability of the constraint being positive. Afterwards, this probability will have to be 'rounded' to \( \hat{y} \in \{0,1\} \), called thresholding, influencing the trade-off between precision and recall. Since the goal is to find the clips in a video where the constraint is satisfied, it is crucial that the model does not predict too many false positives. On the other hand, if whole sequences in the video do not receive a positive prediction (which are false-negative predictions), these clips will be missed. In contrast, if at least one frame
in the clip is classified positively, the user of the model should then be able to find the rest of the frames in this clip, where the constraint is satisfied. We conclude that precision is more important than recall, and thus evaluate the experimental results with a $F$-measure of $F_{0.5}$. In addition, given the pitfalls of the $F$-score, we report the MCC, AUC and AP score as well.

5.1. Results

Visually the main results on the c-MOT16 and c-LaSOT dataset are shown in figure 4, displaying ROC curves and Precision-Recall curves. The same results are reported numerically in table 3.

For the c-MOT16 dataset, the most outstanding result in figure 4a is that SiamCT-DFG has the lowest performance of the four models. In contrast to these results, we see that the other models are all very close in performance. Secondly, SiamCT-CA+PPM outperforms all other models slightly everywhere, except for a small interval for both curves.

In terms of thresholds in the Precision-Recall curve, we observe that the optimal $F_{0.5}$ threshold is close to the default threshold of 0.5. Furthermore, the thresholds computed on the validation set are far away from the optimal threshold for all but one model: SiamCT-DFG-att has a validation threshold almost equal to its optimal threshold. This will significantly improve its performance on metrics that do not take the threshold into account, especially in comparison with the other models. This aforementioned fact makes a comparison between the models based on the threshold insensitive metrics difficult and potentially misleading. In terms of the threshold insensitive metrics (AP, ROC AUC), SiamCT-CA+PPM clearly performs the best. For average precision (AP) the model scores 68.6, 1.3 higher then the second best, and almost 5 points higher than the third best.

Next, we present visual depictions of the predictions for typical examples of the c-MOT16 dataset and the LaSOT datasets in figure 5, and show the attention (where applicable) on the words in the constraint and on the visual frame. Looking at the attention distributions on the lingual constraints, it stands out that the attention for the different models does not capture all the essential words in the sentences. For instance, SiamCT-DFG attends the words with the arguably the least information, which do not hold vital information for recognising the constraint objects in the frame. In terms of lingual attention, SiamCT-CA has the best overall attention, showing more well rounded attention on words of importance. If we now turn to the co-attention of the frames (SiamCT-CA, SiamCT-CA+PPM) based upon the lingual constraint, it is clear that the visual attention is not able to directly attend the objects in the sentence. We expect the visual attention to be focused on the words that were strongly attended in the sentence, however, there are no examples visible where the model specifically attended the objects in the frame that were also attended in the sentence. We present further results and attention maps in the supplementary materials, in section F and G.

5.2. Ablation Study

Next, we do a in-depth comparison of our models, and identify the key takeaways.

**SiamCT-CA.** When comparing SiamCT-CA+PPM to SiamCT-CA, the PPM improved the AP and the ROC AUC score for both data sets considerably. Furthermore, in the threshold plots, it performs as well or better for every possible threshold, showing that the module does not make a trade-off in terms of precision and recall. When comparing the two models qualitatively, the SiamCT-CA+PPM module seems to have slightly better guided attention on the images. In addition, in the guided attention layers, SiamCT-CA+PPM has the attention more distributed over
Figure 5: Visual predictions on the c-MOT16 (first 2 rows) and c-LaSOT (last 2 rows) datasets. The rows depict a typical frame from the dataset, and the columns show the predictions of a model on this particular frame. For the deep co-attention models (SiamCT-CA), the final image attention is visualised, where the image is more clear in the attended parts. The lingual attention weights are visualized (when applicable), and depicted by a bar chart below the frame. The attention for SiamCT-DFG is on word pairs, as the word embeddings are processed with a $1 \times 1$ convolution before being attended. The sentence above the frames denote the lingual constraint, with below it the predictions, where $y$ and $\hat{y}$ denote the groundtruth and prediction respectively.
Table 3: Quantitative results. Results are shown for both the c-MOT16 and c-LaSOT datasets. The most important metrics are shown first, AP and ROC AUC, after which the metrics that are dependant on the calibration threshold are shown. First the results based upon the threshold computed on the validation set are reported, denoted by $\dagger$ (the c-LaSOT dataset has no validation set), after which the results using the optimal threshold determined on the test set itself, marked by $\ast$.

| Dataset | Model               | AP   | ROC AUC | $F_{0.5}^1$ | MCC$^\dagger$ | $\dagger$ Val Threshold | $\ast$ Optimal Threshold | Threshold Diff | $F_{0.5}^\ast$ | MCC$^\ast$ |
|---------|---------------------|------|---------|-------------|---------------|-------------------------|--------------------------|----------------|---------------|-----------|
| c-MOT16 | SiamCT-DFG          | 59.0 | 59.4    | 55.9        | 9.7           | 0.393                   | 0.460                    | 0.067          | 56.7         | 14.4      |
|         | SiamCT-DFG-att      | 62.7 | 62.2    | 62.1        | 26.6          | 0.569                   | 0.580                    | $\textbf{0.011}$  | 62.2         | 27.0      |
|         | SiamCT-CA           | 67.5 | 63.4    | 58.1        | 18.0          | 0.277                   | 0.542                    | 0.265          | 60.0         | 28.5      |
|         | SiamCT-CA+PPM       | 68.6 | 64.9    | 58.0        | 16.7          | 0.273                   | 0.513                    | 0.240          | 61.6         | 28.3      |
| c-LaSOT | SiamCT-DFG          | 75.3 | 57.3    | 69.9        | 6.8           | 0.367                   | -0.133                   | 69.9           | 6.8          |          |
|         | SiamCT-DFG-att      | 77.6 | 57.9    | 71.8        | -9.9          | 0.430                   | $\textbf{-0.07}$         | 71.8           | -9.9         |          |
|         | SiamCT-CA           | 71.2 | 56.9    | 74.6        | 18.0          | 0.717                   | 0.217                    | 74.6           | 18.0         |          |
|         | SiamCT-CA+PPM       | 76.4 | 66.7    | $\textbf{76.6}$ | $\textbf{30.1}$ | 0.994                   | 0.494                    | $\textbf{76.6}$ | $\textbf{30.1}$ |          |

SiamCT-CA+PPM is that it features a (classically) more powerful vision-based architecture, that could enable it to more easily identify the target, as seen from the good performance on the c-LaSOT dataset.

6. Conclusion

In this research, we have introduced a new research topic, which brings visual object tracking closer to (many) real-world applications. Lingually constrained tracking is an exciting new research direction, as it offers the opportunity to bring together many other flourishing fields in artificial intelligence, like tracking, natural language processing, video analysis, object recognition, and many more.

This study set out to establish how a deep tracker could efficiently be extended to incorporate linguistic constraints. In conclusion, the findings clearly indicate that extending the SiamRPN++ model with the MCAN model is a promising direction. The research has also shown that the Pyramid Pooling Module significantly improves the results of the MCAN model for predicting the constraint. Moreover, this study has examined the role of the ‘Attention MLP’ [17] for lingually constrained tracking, and the findings clearly indicate that this module is not an important component for future work.

A limitation of this study is the variability of the data that was learned and experimented with, due to the somewhat limited amount of annotated data for said task. In an effort to improve this, we have introduced the c-LaSOT, and c-MOT16 datasets, which has an abundance of tracks (tracking sequences); however, it is constructed of only nine videos. This data restriction consequently increased the variability of the overall results. Future studies should focus on introducing new datasets for lingually constrained tracking, such that more progress can be made in this research direction. Furthermore, more complex linguistic constraints could be incorporated given more data, in turn enabling new directions of research, like including actions into the linguistic constraints.

---

8 It is however unknown whether this is an important attribute to arrive at accurate predictions.
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**Supplementary Material**

**A. Comparison to Li et al. [17]**

Within the field, the work of Li et al. [17], is the most relevant to our research. However, there are a few key differences when comparing their objective to our proposed task. Li et al. [17], propose to track by natural language specification, and thus could track a target with a sentence of ‘a man with a dark backpack’. Yet, if the target takes off their backpack at some point in the video, the attention part of their model will ensure that the words are ignored if they do no longer describe the target. In reverse, if the target does not conform to the full description (in the given example the target would not have a backpack on), either the tracking would fail or the tracker would ignore the description about the object. This is the opposite of what we are trying to achieve in tracking with visual object constraints, where the model may not ignore parts of the sentence, and instead predict when the sentence is fully satisfied in the video.

In the problem described in our paper, the tracker tracks by a starting specification of the target and has to predict when the constraint is satisfied. The work of Li et al. [17], could be employed as an one-shot detection model, which will only track the target when the constraint is satisfied. However, a limitation of stopping tracking when the constraint is unsatisfied is that the target is lost in these frames, in other words, the tracker has to search through the whole frame whenever the constraint is not satisfied. Another limitation lies in the case of similar looking target objects (e.g., the tracking of a specific person when he has the ball in a football match). Unless the sentence specifies the target very clearly, the model has no means to find the right target. This is an inherent limitation of specifying the target via a natural language specification. Since the work of Li et al., was the first paper to integrate tracking and natural language queries, their work is taken as a take-off point for this work.

**B. Constrained LaSOT Dataset Details**

In this section, we specify additional details of the c-LaSOT dataset, including how the dataset was annotated, and further specifications on the details of the constraints. Annotating the videos was carried out by manually surveying the videos in the dataset and monitoring for any videos that have frames that contain any of the constraining object classes. Once these videos were found, the beginning and endpoints of these time intervals were marked, where a constraining object was close to the target object. This results in one constraint track per object constraint for each video, with intervals where the constraint was satisfied. As a result one video can have multiple constraint tracks if the tracking target happens to come in close proximity to different constraining objects, where ‘in close proximity’ is defined as the object being within bounds for 50% of 1.5 times the width and the height of the target object itself. Since there are no bounding-boxes for these constraining objects in the LaSOT dataset, these proximity checks were performed with an “eye test”. Lastly, since the LaSOT dataset was meant as a first dataset, the constraint is defined as a sentence describing the constraining object, where only the name of the object (of the words in the lingual constraint) is important to determine whether the constraint is satisfied in a particular frame.

**B.1. Challenges**

One problem with annotating the LaSOT dataset with language constraints is that many sequences have to be found where the target is close to an object of the same class, in order to make the problem tractable. For this reason, the classes posed as an constraining object were limited to six. In addition, the dataset contains very challenging videos to annotate, as in some sequences the constraint is positive for (many) very short sequences of frames, because the constraint object might frequently move out of proximity of the tracking target. In other cases, some videos were easy to annotate, as the constraining object and the tracking target remained close to each other during the whole sequence. This makes it less labour intensive to annotate, yet it could also be a downside, as this also means that the sequence might contain less information for the algorithm to learn from. In addition, this creates problems down the line, as the distribution of the dataset is skewed to have too many positive samples (a too high ratio of positive samples to negative samples), which is unrealistic and not desirable for performing experiments. To tackle these issues, an effort was made to fix the distribution of samples in the dataset, which was achieved through annotating videos with relatively fewer positive samples, that required more effort to annotate.

**C. Constrained MOT16 Dataset Details**

In this section, we specify additional details of the c-MOT16 dataset, including how the dataset was annotated, and further specifications on the details of the constraints.

---

Table 4: The attributes of one row in the annotations of the extended LaSOT dataset. Note that one constraint track can have multiple rows associated with it, such that, in different time intervals in the same video, the constraint is satisfied.

| Attribute      | Description                                                                 |
|----------------|-----------------------------------------------------------------------------|
| constraint_track | The identifier of the constraint track.                                    |
| sequence_id    | The identifier of the LaSOT sequence of the video.                         |
| category       | The name of the LaSOT category (e.g., ‘bear’ or ‘airplane’)                |
| constraint_from | The frame number (inclusive) from when the constraint is satisfied.        |
| constraint_till | The frame number (inclusive) till when the constraint is satisfied.        |
| sentence       | The lingual constraint.                                                    |

Note that one constraint track can have multiple rows associated with it, such that, in different time intervals in the same video, the constraint is satisfied.
The following steps describe the process of how the Constrained MOT16 dataset was created:

1. Language descriptions of every tracking target in the MOT16 dataset are manually created and added.

2. Programmatically every tracking target \( A \) is compared to every other target \( B \), which acts as a constraining object for target \( A \). If \( B \) comes within proximity of \( A \) at some point, a sequence is created where \( A \) is the tracking target, and \( B \) is the constraint object, and \( B_t \) is its natural language description and constraint. After which for every frame of the sequence, the constraint satisfaction is set according to formula 1.

### C.1. Lingual Constraints

In order to use the constraining object \( B \) as a lingual constraint, a constraint description of the object is necessary. As the MOT16 dataset does not include descriptions of the target objects, we added a descriptive sentence of every target object in the videos. This description portrays the target in terms of its colours and its sub-objects. Since most of the target objects in the MOT16 dataset are pedestrians, the annotations for these are the most descriptive, whereas other objects in the dataset, e.g. bicycles and cars (marked as occluders in the original dataset) are described by just their name and colour. An example of a description of a pedestrian is ‘a person with dark shorts a green backpack and a white shirt’. If this is the description of the constraining object \( B \), then the constraint is satisfied when \( B \) walks by the tracking target \( A \). Similarly, if the characteristics of the constraining object described in the sentence are a subset of another object \( C \), then the constraint is also satisfied if \( C \) is nearby \( A \). An example: \( B \) has description ‘a person with dark shorts’, then, if \( C \) has description: ‘a person with dark shorts a green backpack and a white shirt’, then \( C \) is a superset of \( B \). In this scenario, if \( C \) is in proximity of \( A \), the constraint is still satisfied even if \( B \) is not in proximity of \( A \). We include this new edge case:

\[
Y(A_b, B_b) = \begin{cases} 
1 & O(B_b, A_b) \geq t \text{ or } O(C_b, A_b) \geq t \\
0 & \text{ otherwise,}
\end{cases}
\]

in this formula, the subscript \( l \), for example \( C_l \), denotes the natural language description of \( C \) as an object.

### D. Dataset 3: COCO for Pre-training

The Common Objects in Context (COCO) dataset [18] is a large scale object-detection (image) dataset, with multiple object annotations per frame. The fact that COCO has multiple annotations per image, makes it possible to use it to pre-train our model. The pre-training dataset is created by using one annotation as the reference and search image, and the other annotations as possible constraint examples. Visual examples of the examples generated from the COCO dataset are shown in figure 6. This is akin to how [15] train the SiamRPN++ model on COCO, where the search image is actually the same image as the reference image, however augmented with transformations. This way the model learns to recognise similar images. The image augmentations we employ are the same augmentations used in the work of Li et al. [15].

To add the constraint annotations for the COCO dataset, we augment the data programmatically. This is done by creating constraint data-points from objects within vicinity...
of the target object, where the constraint sentence is created programmatically using the name of the object. Examples of the generated constraints are shown in table 5. We limit the constraint objects to be an instance of one of the classes in the table 1, as our evaluation datasets are also limited to these classes. An example is created when the two objects are ‘within vicinity’, which is defined by the same overlap function \( O(B_k, A_k) \) as for the Constrained MOT16 dataset.

E. Training

To start with, both models are trained on the lingually constrained COCO dataset for 20 epochs, where we train on \( n = 100\,000 \), randomly sampled videos per epoch. Note that an epoch in tracking is defined differently: as frames from the same sequence (video) are often very similar and very plentiful, we do not train on all frames from all sequences each epoch. Instead, \( n \) sequences are randomly sampled each epoch. After a sequence is sampled, the groundtruth (reference) frame is sampled from the sequence, and the search frame is sampled within a range of 100 frames. However, for the COCO dataset this is always the same frame, as it is an image dataset.

Consequently, the models are trained on the Constrained MOT16 dataset when evaluated on the Constrained MOT16 data, and similarly trained on the Constrained LaSOT dataset, when evaluated on that dataset. For the Constrained MOT16 dataset, the models are optimised for up to 20 epochs, with the same number of samples per epoch, \( n = 100\,000 \). When the model has converged, the training is stopped, which is achieved by monitoring the loss curves. Another way this could be achieved is with a validation set, but this was deemed too expensive as the evaluation of the validation set can take up to 12 hours. For the Constrained LaSOT dataset, the model is only optimised for \( n = 5000 \) samples, as this dataset is less complex and a lot smaller in comparison, which makes the models converge much faster. For both models, we follow the prior work for choosing our hyper parameters as pretraining, training, and testing to accommodate this, before the linear layer in the DFG module receives the processed word embeddings, the features are concatenated as one long feature of size \((150 \times 10) \times 1\), and the size of the linear layer is changed accordingly.

E.2. SiamCT-DFG-att

To study the potential performance improvement of the ‘Attention MLP’, we construct a version of the model with the Attention MLP removed. The rest of the model and training setup is left completely the same, only the output of the word embeddings processing is now directly fed to the DFG module, for reference see figure 3b. In this case, the processed word embeddings are not attended by computing a weighted average with the attention weights. Hence, the input features of the DFG module are of size \( 150 \times 10 \), instead of \( 150 \times 1 \). To accommodate this, the ‘Attention MLP’ module is removed, and the size of the linear layer is changed accordingly.

E.3. SiamCT-CA

In our experiments, the VQA models are very sensitive to the (wrong) hyperparameters. This means that the Deep Co-Attention model will not converge at all given certain setups of learning-rates and optimizers. In the work of Popel and Bojar [24] further research has been done into the training of transformer models, which provided helpful knowledge for the training of the VQA models.

For the MCAN model, we follow the training setup of Yu et al. [29]. The model was optimised using the ADAM [13] optimiser, with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.98 \) and a batch size of 64. The model uses a base learning rate of \( \alpha = 1e^{-4} \), and a warmup learning-rate factor, where this factor is set to \( \gamma \in \{\frac{1}{4}, \frac{2}{4}, \frac{3}{4}\} \), for epochs 1, 2, and 3 respectively. The factor \( \gamma \) is then used as following to control the learning rate in the first 3 epochs: \( \alpha = 1e^{-4} \times \gamma \). After 10 epochs, the epoch is decreased every 2 epochs, following the following formula: \( \alpha = 1e^{-4} \times \gamma \times 0.2^{(\frac{t-10}{5})} \).

Furthermore, the MCAN model has several hyperparameters, such as the size of the heads and the number of MCA layers. For these parameters we follow the parameters specified by Yu et al. [29], as far as our computational resources allow us. Table 6 shows a detailed overview of the hyperparameters for the MCAN model.

E.4. SiamCT-CA+PPM

To study the potential performance improvement of the PPM for lingually constrained tracking, we construct a version of SiamCT-CA that includes this module. The
PPM module increases the number of channels in the input, hence, the parameters of the model have to be slightly changed. Nevertheless, to accommodate a fair comparison between the two models, they are kept as similar as possible. The hyperparameters for the MCAN model are detailed in table 6.

Table 6: Hyperparameters for the MCAN model in SiamCT-CA and SiamCT-CA+PPM. The hyperparameters are slightly different for the attention layers, which is to accommodate the extra channels the Pyramid Pooling Module adds to the image features.

| Parameter Description | SiamCT-CA Value | SiamCT-CA+PPM Value |
|-----------------------|-----------------|---------------------|
| L                     | 3               | 3                   |
| d                     | 128             | 128                 |
| dh                   | 768             | 1024                |
| n/a                  | 6               | 8                   |
| p                     | 0.1             | 0.1                 |
| n/a                  | 512             | 512                 |
| h                     | 128             | 128                 |
| nh                   | 512             | 512                 |
| n/a                  | 1024            | 1024                |

E.5. Software & Hardware setup

To conclude the setup of the experiments, we report the hardware and software on which the experiments were performed on. In terms of hardware, the experiments were performed on an AMD Ryzen 5 2600X (six-core) processor, 32GB of RAM, and a Nvidia GeForce RTX 2070. The software was built on the PyTorch [23], and NumPy [22, 26] libraries. In addition, mixed precision training was used (using the new ‘torch.cuda.amp’ package) to further increase the available VRAM for the models. Further credit goes to the PySOT github\(^9\), and the MCAN github\(^10\), for implementations of the SiamRPN++ model and the MCAN model.

E.6. Statistical Analysis

Along with the quantitative analysis and qualitative analysis, it is also important to determine whether the differences in the results and models are statistically significant. Following the work of Dietterich [5], we perform McNemar’s Test, as in this case, this is the only feasible statistical test, given the computational resources required for more sophisticated tests. As found by Dietterich [5], the test has an acceptable Type I error, i.e. the probability of detecting a difference when in fact there is no difference between the models. This, in contrast to the popular resampled paired \(t\) test, which has a high Type I error. McNemar’s test doesn’t require as much computational resources, because it does not require retraining of the models (many times) to establish statistical significance. Other potential statistical tests that could have been advantageous to perform, given more computational resources: the resampled paired \(t\) test [5], the k-fold cross-validated paired \(t\) test [5], and multiple tests with different random seeds.

F. Additional c-MOT16 Results

In this section, we report additional quantitative and qualitative results of the experiments on the c-MOT16 dataset.

F.1. Sequence Based Results

We analyse the results per sequence, figure 7 shows similar plots as figure 8, but now with the AP calculated per sequence after which these are averaged, instead of calculating the AP on all individual samples directly. Moreover, since the bar plots now display the mean of a distribution of scores per sequence, error bars are plotted on top of the means. The error bars are calculated using a bootstrap test, with a confidence-interval of 0.05. As visible in figure 7, the variance for the results per sequence is very high, and thus it is not clear from these results whether one model is better than the other.

F.2. Word Performance

In this section, we look at the results grouped by the words present in the constraint sentence. Figure 8 shows the performance of the different models for the characteristic words in the dataset. The plot on the left hand side shows the average precision for the different constraining objects present in the dataset, and the right hand side shows the average precision for the different colors present in the constraints. The results of these graphs are obtained by grouping the predictions based on whether the word in question is present in the constraint sentence. These words are important, as these words describe the constraining object, which the classifier has to visually find in the search frame to determine whether the constraint is in the frame or not. In this case, we only show the results for the Average Precision metric, because it is threshold insensitive, and thus does not create misleading results. As shown in the plots, the models score very close to each other on most words, and the overall AP is relatively low for many of the words, especially for the objects. The words that have better scores are the ones more frequently present in the dataset overall; namely, ‘shirt’, ‘cap’, ‘blue’, ‘black’, and ‘white’. Other than that, the differences between the models per word are all very small, except some outliers that every model seems to have one or two of.

F.3. McNemar’s Test

Lastly, we performed McNemar’s test to evaluate the significance of the differences between the predictions of each model. Table 7 shows the probability that the null-
Figure 7: **Results on the c-MOT16 dataset per word and sequence.** In this figure the mean of the AP per sequence is shown, and the x-axis depicts this mean for typical words in the Constrained MOT16 dataset. Error bars are plotted on top of the mean scores, calculated using a bootstrap test with a confidence interval of 0.05.

Figure 8: **Word-based results on the MOT16 dataset.** In this figure the average precision is aggregated based on the words present in the constraining sentence. The LHS shows the performance for characteristic words that identify the type of object in the sentence, on the RHS the performance for colours describing these objects (in the lingual constraint) is shown.

The null-hypothesis is correct for all pairs of models (the null-hypothesis is that the two models are the same). The two models are significantly different if the probability $p$ is below $p < 0.05$, which is clearly the case for all tests. This result evidently indicates that all the classifiers are significantly different.
Table 7: c-MOT16 McNemar’s Test Results. Significance testing of differences between models. Entries in the cells display the null-hypothesis probability. In other words the probability that the models are not different. Diagonal entries and mirrored entries are marked n/a, short for non-applicable.

|                   | SiamCT-DFG | SiamCT-DFG-att | SiamCT-CA | SiamCT-CA+PPM |
|-------------------|------------|----------------|-----------|---------------|
| SiamCT-DFG        | n/a        | n/a            | n/a       | n/a           |
| SiamCT-DFG-att    | 0.00       | n/a            | n/a       | n/a           |
| SiamCT-CA         | 0.00       | 0.00           | n/a       | n/a           |
| SiamCT-CA+PPM     | 0.00       | 0.00           | 1.41e-14  | n/a           |

F.4. Attention Maps

In this section, we look more in depth at the attention layers of SiamCT-CA and SiamCT-CA+PPM. Figure 9 shows the attention maps for the first image in figure 5. Displayed are the attention maps from the last lingual constraint self-attention layer (SA-3), and the last guided attention layer based on the sentence (SGA-3).

What stands out for the SA-3 layer, is that there is no self-attention on the first five words in the constraint, as all attention is in the last columns. A stark difference between the models in the SA-3 layer is that SiamCT-CA+PPM has one attention head that heavily focuses on the word ‘and’, which is not the case in any of the attention heads of SiamCT-CA. Overall, the majority of the attention is on the words ‘and a brown bag’, and the other important words in the sentence, i.e., ‘black dress’ are mostly unattended.

In the SGA-3 layers, the image is attended based upon the lingual constraint. First, there are several attention heads that have mostly low attention weights everywhere, this could indicate that the 8 or 6 number of heads, are not entirely necessary. If this is the case, the number of heads could be reduced to increase the computational efficiency of the model. Second, we see that each head seems to attend to almost entirely one word, and attend the image based upon that. Having said that, it is clear that the words cannot directly be related to one image patch, as ‘brown’ and especially ‘bag’ are not present everywhere in the image.

G. Additional Constrained LaSOT Results

In this section, we report additional quantitative and qualitative results of the experiments on the c-LaSOT dataset.

G.1. McNemar’s Test

If we now turn to McNemar’s test in table 8, we evaluate whether the models are statistically different. In table 8 the probability of the null-hypothesis being true are depicted. The results show a similar trend to the results for the MOT dataset, as the probabilities indicate that the differences between the models are significant.

|                   | SiamCT-DFG | SiamCT-DFG-att | SiamCT-CA | SiamCT-CA+PPM |
|-------------------|------------|----------------|-----------|---------------|
| SiamCT-DFG        | n/a        | n/a            | n/a       | n/a           |
| SiamCT-DFG-att    | 1.21e-261  | n/a            | n/a       | n/a           |
| SiamCT-CA         | 0.00       | 1.08e-99       | n/a       | n/a           |
| SiamCT-CA+PPM     | 0.00       | 0.00           | 3.34e-125 | n/a           |

G.2. Word Performance & Sequence Based Results

In this section, we analyse the results per word in the lingual constraints, as well as doing a sequence-based analysis on these words. Figure 10 shows the performance on the (small set) of different words in the LaSOT dataset, where the LHS shows the AP per word for all sequences together (non-averaged), and the RHS shows the average performance per word on the sequences. Similarly to figure 7 for the MOT dataset, the error bars are plotted on the sequence based averages to show the confidence interval of the mean.

From the words plotted, there are some ‘general’ words, that may occur in many of the constrained tracks, like ‘close’, ‘to’, ‘besides’ and ‘near’, these essentially show the general performance on the dataset. The other words are more specific per sample (and important for the classification), like ‘person’, ‘cat’, ‘hand’, ‘car’ and ‘bottle’. On the LHS, we denote that the difference in AP is very small for most words, only for the word ‘hand’ a larger improvement is present for SiamCT-CA+PPM. Additionally, the predictions for the word ‘hand’ and ‘car’ are clear outliers in terms of performance, compared to the rest of the words. On the RHS we see a similar trend for most words. The mean AP performance is very close for all models. Only SiamCT-DFG-atthas on average a better performance for the word ‘car’. Even so, the broad confidence interval shows we cannot be confident when comparing the models with these statistics.

G.3. Attention Maps

After inspecting the visual predictions in the last section, we now look more closely at the attention maps of the first example (‘close to a black car’) in figure 5. Figure 11 displays the attention maps for the last self-attention (SA-3) layer that attends the lingual constraint. Additionally, it displays the last self-guided attention layer (SGA-3) that attends the image based on the lingual constraint.

For the SA-3 layer, the first stark contrast between the models is that SiamCT-CA has concentrated attention on the word ‘car’, while the variant with the Pyramid Pooling Module has more spread out self-attention in layer SA-3. Similarly, the same pattern shows itself for the guided-
Figure 9: **Attention Maps on the Constrained MOT16 dataset.** Attention maps are shown for the image in the first row in figure 5, with the lingual constraint “a person in a black dress and a brown bag”. The first 2 rows depict the multi-head attention weights (one plot per head) from layers SA-3 (the last self-attention layer), which self-attends the lingual constraint. The last 2 rows display the multi-head SGA-3 (self-guided attention) layers, which attend the image based on the constraint. Best viewed in colour and zoomed in.

In addition, we see a similar trend as in the MOT dataset, where 7 out of the 14 attention layers (between the models) do not attend any visual patch strongly.
Figure 10: **Results on the LaSOT dataset per word.** This figure shows the AP calculated for typical words in the lingual constraints of the Constrained LaSOT dataset. The LHS shows the overall average precision. The RHS shows the mean average precision for all sequences.
Figure 11: **Self-attention maps & self-guided attention maps on the Constrained LaSOT dataset.** Attention maps are shown for the image in the first row in figure 5, with the lingual constraint “close to a black car”. The LHS shows SiamCT-CA+PPM attention maps (in the first 4 columns) and the RHS shows the maps for SiamCT-CA (last 3 columns). The first 2 rows depict the multi-head attention weights (one plot per head) from layers SA-3 (the last self-attention layer), which self-attends the lingual constraint. The last 2 rows display the multi-head SGA-3 (self-guided attention) layers, which attend the image based on the constraint. Since SiamCT-CA+PPM has a slightly different architecture, it has 8 heads instead of 6, which explains that the LHS has 8 plots per layer, in contrast to the 6 of SiamCT-CA.