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Abstract

The renormalization group transformation for the hierarchical $O(N)$ spin model in four dimensions is studied by means of characteristic functions of single-site measures, and convergence of the critical trajectory to the Gaussian fixed point is shown for a sufficiently large $N$. In the strong coupling regime, the trajectory is controlled by the help of the exactly solved $O(\infty)$ trajectory, while, in the weak coupling regime, convergence to the Gaussian fixed point is shown by power decay of the effective coupling constant.

1 Introduction

In order to study a critical spin system with a large coupling constant, it is necessary to control the renormalization group trajectory in a strong coupling regime. In the case of the hierarchical Ising model in four dimensions, the method using characteristic functions of single-site measures was developed and the critical trajectory was shown to converge to a Gaussian measure [7]. This means that the hierarchical Ising model in four dimensions is trivial, namely, the continuum limit of the system is Gaussian.

In the present paper, we study the hierarchical $O(N)$ spin model in four dimensions and show the triviality of this model for a sufficiently large $N$.

Let $N > 1$ and $\Lambda > 0$ be integers. We consider Dyson’s hierarchical spin model [3] with $O(N)$ symmetry on the lattice $\mathcal{L}_\Lambda = \{0,1\}^\Lambda$:

$$\phi_\theta = \phi_{\theta_\Lambda}, \ldots, \theta_1 \in \mathbb{R}^N, \quad \theta = (\theta_\Lambda, \ldots, \theta_1) \in \mathcal{L}_\Lambda,$$

$$H_\Lambda(\phi) = -\frac{1}{2} \sum_{n=1}^\Lambda \frac{1}{(2\omega)^n} \sum_{\theta_\Lambda, \ldots, \theta_{n+1} = 0, 1} \left| \sum_{\theta_n, \ldots, \theta_1 = 0, 1} \phi_{\theta_\Lambda, \ldots, \theta_1} \right|^2,$$

$$\langle F \rangle_{\Lambda, h_0^{(N)}} = \frac{1}{Z_{\Lambda, h_0^{(N)}}} \int d\phi F(\phi) \exp(-\beta H_\Lambda(\phi)) \prod_{\theta \in \mathcal{L}_\Lambda} h_0^{(N)}(\phi_\theta),$$

$$Z_{\Lambda, h_0^{(N)}} = \int d\phi \exp(-\beta H_\Lambda(\phi)) \prod_{\theta \in \mathcal{L}_\Lambda} h_0^{(N)}(\phi_\theta),$$

where $\beta > 0$ and

$$\omega = 2^{2/d}, \quad d > 2.$$  \hspace{1cm} (1.5)

For the normalized single site measure density $h_0^{(N)}$, we choose

$$h_0^{(N)}(x) = \text{const.}\delta(|x| - \sqrt{N}\alpha), \quad x \in \mathbb{R}^N,$$

for $\alpha > 0$. This spin system is called the $d$ dimensional hierarchical $O(N)$ spin model (slightly different from the version considered in [5, 6]). In what follows, we shall fix the so far arbitrary normalization of the spin variables by

$$\beta = \frac{\omega - 1}{2}.$$  \hspace{1cm} (1.7)
Hierarchical models are so designed that the block-spin renormalization group transformation $R$ has a simple form. Define the block spins $\phi'$ by

$$\phi'_{\tau} = \frac{1}{\sqrt{2}\omega} \sum_{\theta_1=0,1} \phi_{\tau\theta_1}, \quad \tau = (\tau_{\Lambda-1}, \ldots, \tau_1).$$

If a function $F(\phi)$ depends on $\phi$ through $\phi'$ only, namely, if there is a function $F'(\phi')$ of the block spins such that

$$F(\phi) = F'(\phi'),$$

then it holds that

$$\langle F \rangle_{\Lambda, h_0^{(N)}} = \langle F' \rangle_{\Lambda-1, h^{(N)}},$$

where $R$ is the mapping defined by

$$Rh(x) = \text{const. exp}\left(\frac{\beta}{2} |x|^2\right) \int_{\mathbb{R}^N} h\left(\sqrt{\frac{\omega}{2}} x + y\right) h\left(\sqrt{\frac{\omega}{2}} x - y\right) dy, \quad x \in \mathbb{R}^N. \tag{1.8}$$

Macroscopic properties for the spin system defined by (1.1)–(1.4) are derived from the asymptotic behavior of the renormalization group trajectory

$$h_n^{(N)} = R^n h_0^{(N)}, \quad n \geq 0. \tag{1.9}$$

Note that $h_G(x) = \text{const. exp}(\frac{1}{4} |x|^2)$ is a fixed point of $R$, and the expectation $\langle \cdot \rangle_{\Lambda, h_G}$ defines a Gaussian measure. We refer to $h_G$ as the trivial fixed point of $R$.

In a weak coupling regime, i.e. in a vicinity of the trivial fixed point $h_G$, rigorous methods were developed to control the renormalization group trajectory for $R$ [5, 6, 11]. However, in order to show existence of the critical trajectory (1.9), we need to study the mapping $R$ in the strong (as well as weak) coupling regime, since the starting point (1.6) is regarded as the strong coupling limit of multi-component $\lambda \phi^4$ measure:

$$\delta(|x| - \gamma) = \lim_{\lambda \to \infty} \text{const. exp}(\lambda |x|^4 + 2\lambda \gamma^2 |x|^2).$$

In the present paper, we study the trajectory (1.9) and show that the critical trajectory converges to the trivial fixed point $h_G$. To be precise:

**Theorem 1.1** Let $d = 4$. For a sufficiently large $N$, there exists a positive constant $\alpha_N$ such that if $h_n^{(N)}, n \geq 0$, are defined by (1.6) and (1.9) with $\alpha = \alpha_N$, then the sequence of measures $h_n^{(N)}(x) dx, n \geq 0$, weakly converges to the trivial fixed point measure $h_G(x) dx$ as $n \to \infty$.

As a result of the above theorem, we see that ‘the continuum limit’ constructed by using the critical trajectory is Gaussian.

Our proof of Theorem 1.1 is based on the method using characteristic functions of single-site measures developed in [7]. In the present paper, we analyze the $O(N)$ trajectories in the strong coupling regime by explicitly solving $O(\infty)$ trajectories and by estimating differences between $O(\infty)$ and $O(N)$ trajectories. Thus, if $N$ is sufficiently large, we can deal with the renormalization group transformation by hand in contrast with the case $N = 1$ solved in [7], in which the analysis in the strong coupling regime is partially computer aided. On the other hand, our argument in the weak coupling regime is essentially the same as [7].

As is stated in Theorem 1.1, we concentrate on the case $d = 4$ and put $\omega = \sqrt{2}$, though a parallel argument is possible for $d > 4$. 

2
2 Outline of the proof

The proof of Theorem 1.1 is decomposed into three parts:

1. **$O(N)$ trajectory in the weak coupling regime**

   We obtain a criterion for the trajectory to converge to $h_G$ assuming that the trajectory has entered a vicinity of $h_G$ (Proposition 2.1). Our criterion is stated in terms of characteristic functions and differs from the one given in [11], which is so complicated that it is not clear whether the trajectory starting at (1.6) meets it.

2. **$O(\infty)$ trajectory**

   We explicitly calculate the $O(\infty)$ trajectories, i.e. the trajectories corresponding to $N = \infty$, and derive the asymptotic behavior of trajectories near the critical point (Proposition 2.2).

3. **From $O(N)$ trajectory to $O(\infty)$ trajectory**

   We show that an $O(N)$ trajectory converges to an $O(\infty)$ trajectory as $N \to \infty$ (Proposition 2.3). Consequently, we can find the critical $O(N)$ trajectory in the vicinity of the critical $O(\infty)$ trajectory for a sufficiently large $N$.

In this section, we describe the outline of our argument and prove Theorem 1.1 assuming Proposition 2.1, Proposition 2.2 and Proposition 2.3 stated below. These propositions are proved in the subsequent sections.

### 2.1 Characteristic functions

We consider characteristic functions of effective measures

$$\hat{h}_n^{(N)}(\xi) = F h_n^{(N)}(\xi) = \int_{\mathbb{R}^N} e^{-V_n^{(N)}(x)} h_n^{(N)}(x) \, dx, \quad n = 0, 1, 2, \ldots,$$

and write the renormalization group transformation for $\hat{h}_n^{(N)}$ as

$$\hat{h}_n^{(N)} = FR F^{-1} \hat{h}_{n-1}^{(N)} = TS \hat{h}_{n-1}^{(N)}, \quad (2.1)$$

where

$$S g(\xi) = g\left(\frac{1}{\sqrt{2\omega}}\xi\right)^2, \quad (2.2)$$

$$T g(\xi) = \text{const.} \exp\left(-\frac{\beta}{2} \triangle g(\xi) \right). \quad (2.3)$$

In the above, $\triangle$ denotes the $N$ dimensional Laplacian and the constant is chosen so that

$$T g(0) = 1$$

holds. Since $\hat{h}_n^{(N)}$ has spherical symmetry, we shall often write

$$\hat{h}_n^{(N)}(\xi) = \hat{h}_n^{(N)}(\xi),$$

where $\xi = |\xi|$.

The mapping $TS$ has the trivial fixed point $h_G(\xi) = \exp(-\xi^2)$.

### 2.2 The Lee–Yang property

Let us introduce a ‘potential’ $V_n^{(N)}(\xi)$ and its Taylor coefficients $\mu_{k,n}^{(N)}$ by

$$\hat{h}_n^{(N)}(\xi) = e^{-V_n^{(N)}(\xi)} , \quad (2.4)$$

$$V_n^{(N)}(\xi) = \sum_{k=1}^{\infty} \mu_{k,n}^{(N)} \xi^k \quad (2.5)$$
for \( n \geq 0 \). (Note that \( \hat{h}_n^{(N)}(0) = 1 \), i.e. \( V_n^{(N)}(0) = 0 \).) The coefficient \( \mu_{k,n}^{(N)} \) is called a **truncated correlation**.

Since \( \hat{h}_n^{(N)}(\xi) \) is even, \( \mu_{k,n}^{(N)} \) vanishes if \( k \) is odd.

As is well-known, the hierarchical model has the **Lee-Yang property** for any \( N \geq 1 \): \( \hat{h}_n^{(N)}(\xi) \) has only real zeros. (See e.g. [8].) As a result, the truncated correlations have the bound [10]:

\[
0 \leq k\mu_{2k,n}^{(N)} \leq (2\mu_{4,n}^{(N)})^{k/2}, \quad k \geq 3, \quad n \geq 0.
\]

(2.6)

This implies the following:

(1) The Taylor expansion in the right hand side of (2.5) has a nonzero radius of convergence;

(2) It suffices to prove \( \lim_{n \to \infty} \mu_{k,n}^{(N)} = 0 \) in order to ensure \( \lim_{n \to \infty} \mu_{k,n}^{(N)} = 0 \) for all \( k \geq 2 \), which implies weak convergence of the trajectory to a Gaussian measure.

Next we introduce the **scaled potential** \( v_{n}^{(N)}(\eta) \) and its Taylor expansion by

\[
v_{n}^{(N)}(\eta) = \frac{1}{N} V_{n}^{(N)}(\sqrt{N}\eta) = \sum_{k=1}^{\infty} \nu_{k,n}^{(N)} \eta^k, \quad n \geq 0.
\]

(2.7)

In other words, we scale the truncated correlation \( \mu_{k,n}^{(N)} \) as

\[
\nu_{k,n}^{(N)} = N^{k/2-1} \mu_{k,n}^{(N)}, \quad k \geq 1, \quad n \geq 0.
\]

Then, \( \nu_{k,n}^{(N)} \) turns out to be \( \mathcal{O}(1) \) with respect to \( N \) (Lemma 5.4). We refer to \( \nu_{k,n}^{(N)} \) as a **scaled truncated correlation**. In particular, for the trivial fixed point measure \( h_G(x) \), the scaled potential is given by

\[
v_{G}(\eta) = \eta^2.
\]

(2.8)

### 2.3 Differential equations for potentials

In view of (2.2) and (2.3), we consider the following equation:

\[
\frac{\partial}{\partial t} \hat{h}_n^{(N)}(t,\xi) = -\triangle \hat{h}_n^{(N)}(t,\xi), \quad n \geq 1, \quad t \in [0, \beta/2],
\]

(2.9)

or, equivalently

\[
\frac{\partial}{\partial t} \hat{h}_n^{(N)}(t,\xi) = -\frac{\partial^2}{\partial \xi^2} \hat{h}_n^{(N)}(t,\xi) - \frac{N-1}{\xi} \frac{\partial}{\partial \xi} \hat{h}_n^{(N)}(t,\xi), \quad n \geq 1, \quad t \in [0, \beta/2],
\]

with the initial condition

\[
\hat{h}_n^{(N)}(0,\xi) = \hat{h}_n^{(N)}(\frac{1}{\sqrt{2\omega}}\xi^2), \quad n \geq 1.
\]

Then, we have

\[
\hat{h}_n^{(N)}(\xi) = \hat{h}_{n-1}^{(N)}(\frac{\beta}{2\sqrt{N}}\xi), \quad n \geq 1.
\]

We also define the **t-dependent scaled potential** and its expansion by

\[
v_{n}^{(N)}(t,\eta) = -\frac{1}{N} \log \hat{h}_n^{(N)}(t,\sqrt{N}\eta) = \sum_{k=1}^{\infty} \nu_{k,n}^{(N)}(t) \eta^k, \quad n \geq 1, \quad t \in [0, \beta/2].
\]

(2.10)
Then, the potentials \( v_n(t, \eta), n \geq 1 \), obey

\[
\frac{\partial}{\partial t} v_n(t, \eta) = \left( \frac{\partial}{\partial \eta} v_n(t, \eta) \right)^2 - \left( 1 - \frac{1}{N} \right) \frac{1}{\eta} \frac{\partial}{\partial \eta} v_n(t, \eta) - \frac{1}{N} \frac{\partial^2}{\partial \eta^2} v_n(t, \eta),
\]

(2.10)

\[
v_n(0, \eta) = 2 v_{n-1}(1, \frac{\eta}{\sqrt{2}}),
\]

(2.11)

\[
v_n(\eta) = v_n(\beta, \eta) - \nu_n(\frac{\beta}{2}, 0),
\]

(2.12)

and the Taylor coefficients \( \nu_{2j, n}(t), j \geq 1, n \geq 1 \), obey

\[
\frac{d}{dt} \nu_{2j, n}(t) = \sum_{m+\ell=2j+2} m \nu_{2j, n}(t) \nu_{\ell, n}(t) - (2j+2)(1+2j) \nu_{2j+2, n}(t),
\]

(2.13)

\[
\nu_{2j, n}(0) = \frac{2}{(2 \omega)^j} \nu_{2j, n-1},
\]

(2.14)

\[
\nu_{2j, n} = \nu_{2j, n}(\beta, \eta),
\]

(2.15)

The scaled potential \( v_n(t) \) is a fixed point of the above recursion relations.

Note that \( \nu_{2j, n}(t) \) has the positivity due to the Lee–Yang property

\[
\nu_{2j, n}(t) \geq 0, \quad j \geq 1, n \geq 1,
\]

(2.16)

since \( v_n(t) \) is regarded as a scaled truncated correlation for a hierarchical model with \( t \)-dependence. (See \( 5.6 \).)

### 2.4 Proof of Theorem 1.1

In the weak coupling regime, i.e. in the vicinity of the trivial fixed point \( v_n \), we write \( \nu_{k, n}, k = 2, 6, 8 \), as follows:

\[
\nu_{2, n} = 1 + \frac{1}{\sqrt{2}} (1 + \frac{2}{N}) \nu_{4, n} + \zeta_{2, n} \nu_{4, n}^2,
\]

(2.17)

\[
\nu_{6, n} = 4 \nu_{4, n}^2 + \zeta_{6, n} \nu_{4, n}^3,
\]

(2.18)

\[
\nu_{8, n} = \zeta_{8, n} \nu_{4, n}^3,
\]

(2.19)

where \( \nu_{4, n} \) is assumed to be small. In fact, analyzing solutions to \( 2.13-2.15 \), we obtain the following proposition (proved at the end of Section 3).

**Proposition 2.1** Suppose that there exist a positive integer \( n_1 \) and positive constants \( \alpha_\pm (\alpha_- < \alpha_+) \) such that

(1) it holds that

\[
\zeta_{2, n_1} = \zeta, \quad \text{if} \ \alpha = \alpha_+,
\]

\[
\zeta_{2, n_1} = -\zeta, \quad \text{if} \ \alpha = \alpha_-,
\]

(2.20)

(2.21)

(2) for \( \alpha \in [\alpha_-, \alpha_+] \), the following conditions are satisfied:

\[
|\zeta_{2, n_1}| \leq \zeta,
\]

\[
\nu_{4, n_1} \leq \epsilon,
\]

\[
|\zeta_{6, n_1}| \nu_{4, n_1}^2 \leq \epsilon_0,
\]

\[
|\zeta_{8, n_1}| \nu_{4, n_1}^3 \leq \epsilon_1,
\]

\[
|\zeta_{4, n_1}| \nu_{4, n_1} \leq \epsilon_2,
\]

(2.22)
where $\zeta, \epsilon, \epsilon_0$ and $\epsilon_1$ are positive constants determined in Section 3.2. Then, there exists a value $\alpha_N \in [\alpha_-, \alpha_+]$ such that

$$\lim_{n \to \infty} \nu^{(N)}_{4, n} = 1,$$

$$\lim_{n \to \infty} \nu^{(N)}_{4, n} = 0$$

hold at $\alpha = \alpha_N$.

Next we formally put $N = \infty$ in (2.10). Namely, we consider the equation

$$\partial_t v^{(\infty)}(t, \eta) = \left( \frac{\partial}{\partial \eta} v^{(\infty)}(t, \eta) \right)^2 - \frac{1}{\eta} \frac{\partial}{\partial \eta} v^{(\infty)}(t, \eta)$$

with

$$v^{(\infty)}(0, \eta) = 2v^{(\infty)}_{n-1}(\frac{1}{\sqrt{2\omega}} \eta),$$

$$v^{(\infty)}(\eta) = v^{(\infty)}(\frac{\beta}{2} \eta) - v^{(\infty)}(\frac{\beta}{2}, 0),$$

where the initial point is chosen as follows (see Lemma 4.1):

$$v^{(\infty)}_0(\eta) = \int_0^\eta \frac{2\alpha^2 \eta}{1 + \sqrt{1 - 4\alpha^2 \eta^2}} d\eta = \lim_{N \to \infty} v^{(N)}_0(\eta).$$

In Section 4, we solve (2.24)–(2.27). The solution is referred to as the $O(\infty)$ trajectory. As is seen in Section 4, the critical value of $\alpha$ is $\sqrt{2 + \sqrt{2}$ and the critical trajectory tends to the trivial fixed point (2.8) as $n \to \infty$. (See Lemma 4.4.)

Now, consider the Taylor expansion

$$v^{(\infty)}_n(\eta) = \sum_{j=1}^{\infty} \nu^{(\infty)}_{2j, n} \eta^{2j}, n \geq 0,$$

and write $\nu^{(\infty)}_{k, n}, k = 2, 6, 8, n \geq 0$ as:

$$\nu^{(\infty)}_{2, n} = 1 + \frac{1}{\sqrt{2}} \nu^{(\infty)}_{4, n} + \zeta^{(\infty)}_{2, n} \nu^{(\infty)}_{4, n}^2,$$

$$\nu^{(\infty)}_{6, n} = 4\nu^{(\infty)}_{4, n}^2 + \zeta^{(\infty)}_{6, n} \nu^{(\infty)}_{4, n}^3,$$

$$\nu^{(\infty)}_{8, n} = \zeta^{(\infty)}_{8, n} \nu^{(\infty)}_{4, n}^3.$$

Then we have the following proposition (proved at the end of Section 4).

**Proposition 2.2** There exist a positive integer $n_1$ and positive constants $\alpha_+, \alpha_-$ (with $\alpha_+ > \alpha_-$) such that

(1) it holds that

$$\zeta^{(\infty)}_{2, n_1} \geq 2\zeta, \text{ at } \alpha = \alpha_+,$$

$$\zeta^{(\infty)}_{2, n_1} \leq -2\zeta, \text{ at } \alpha = \alpha_-, $$

(2) for $\alpha \in [\alpha_-, \alpha_+]$, the following conditions are satisfied:

$$0 < \nu^{(\infty)}_{4, n_1} \leq \frac{1}{2} \epsilon,$$

$$|\zeta^{(\infty)}_{6, n_1}\nu^{(\infty)}_{4, n_1}| \leq \frac{1}{2} \epsilon_0,$$

$$|\zeta^{(\infty)}_{8, n_1}\nu^{(\infty)}_{4, n_1}| \leq \frac{1}{2} \epsilon_1.$$


In the above, \( \zeta, \epsilon, \epsilon_0 \) and \( \epsilon_1 \) are the same constants as in Proposition 2.1.

Finally we show that the \( O(N) \) trajectory is approximated by the \( O(\infty) \) trajectory (proved at the end of Section 5).

**Proposition 2.3** For each \( j = 1, 2, \cdots \), and for each \( n = 0, 1, 2, \cdots \), it holds that

\[
\lim_{N \to \infty} \nu_{2j,n}(N) = \nu_{2j,n}^{(\infty)}.
\]

The convergence is uniform in \( \alpha \) on any compact subset of \((0, \infty)\).

This fact is by no means trivial, because (2.10) is a singular perturbation of (2.24), to which the standard theory of differential equations does not apply: note that (2.9) is a diffusion equation in the inverse direction of time. We show Proposition 2.3 by means of \( 1/N \) expansion developed in [9].

Theorem 1.1 readily follows from Proposition 2.1, Proposition 2.2 and Proposition 2.3.

**Proof of Theorem 1.1** We first use Proposition 2.2 and fix the integer \( n_1 \). Then using Proposition 2.3 for \( n = n_1 \) and \( j \leq 4 \), we see, for a sufficiently large \( N \), that

\[
\zeta_{2,n_1}^{(N)} \geq \zeta, \quad \text{at } \alpha = \alpha_{++},
\]

\[
\zeta_{2,n_1}^{(N)} \leq -\zeta, \quad \text{at } \alpha = \alpha_{--},
\]

and that, for \( \alpha \in [\alpha_{--}, \alpha_{++}] \),

\[
0 < \nu_{4,n_1}^{(N)} \leq \epsilon,
\]

\[
|\nu_{6,n_1}^{(N)}|, |\nu_{8,n_1}^{(N)}| \leq \epsilon_0,
\]

\[
|\nu_{8,n_1}^{(N)}|, |\nu_{8,n_1}^{(N)}| \leq \epsilon_1.
\]

Since \( \zeta_{2,n_1}^{(N)} \) is continuous with respect to \( \alpha \in [\alpha_{--}, \alpha_{++}] \), we can choose a subinterval \( [\alpha_{--}, \alpha_{++}] \subset [\alpha_{--}, \alpha_{++}] \) so that the assumptions of Proposition 2.1 are satisfied. Theorem 1.1 follows from (2.22) and (2.23) by virtue of (2.6). \( \Box \)

### 3 \( O(N) \) trajectory in weak coupling regime

In this section, we analyze the solution to (2.13)–(2.15) in the weak coupling regime and prove Proposition 2.1. We shall abbreviate \( \nu_{k,n}^{(N)}(t), \nu_{k,n}^{(N)} \) and \( \zeta_{k,n}^{(N)} \) as \( \nu_{k,n}(t), \nu_{k,n} \) and \( \zeta_{k,n} \), respectively, since we fix \( N \) throughout this section. All the bounds in this section are uniform in \( N \).

#### 3.1 Recursion

Let us consider (2.13)–(2.15). We introduce functions \( \lambda_{2j,n}(\tau), j \geq 1, n \geq 1, \) by

\[
\nu_{2j,n}(t) = \sigma(t)\omega^{-1}\nu_{2n-1}^{(N)} \delta_{j,1} + \sigma(t)^2 \lambda_{2j,n}(\sigma(t)t), \quad j \geq 1, n \geq 1,
\]

in order to separate the main contribution \( \sigma(t)\omega^{-1}\nu_{2n-1}^{(N)} \) to the ‘mass term’ \( \nu_{2,n}(t) \), where

\[
\sigma(t) = \frac{1}{1 - 4\omega^{-1}\nu_{2n-1}^{(N)} t}.
\]

In what follows, we assume that \( \sigma(t) \) is defined for \( t \in [0, \beta/2] = [0, (\omega - 1)/4] \). This is the case if \( \nu_{2,n-1}^{(N)} \) is close to 1.
It is easily seen that \( \lambda_{2j,n}(\tau) , \quad j \geq 1 \), satisfy the same equations as those for \( \nu_{2j,n}^{(N)}(t) \):

\[
\frac{d}{d\tau} \lambda_{2j,n}(\tau) = \sum_{m+\ell=2j+2 \atop m,\ell \geq 2} m\ell \lambda_{m,n}(\tau) \lambda_{\ell,n}(\tau) - (2j + 2)(1 + \frac{2j}{N}) \lambda_{2j+2,n}(\tau) , \quad j \geq 1 , \tag{3.1}
\]

with

\[
\lambda_{2j,n}(0) = \begin{cases} 0 , & j = 1 , \\ \frac{2}{(2\omega)^r} \lambda^{2j,n-1} , & j \geq 2 , \end{cases}
\tag{3.2}
\]

\[
\nu_{2j,n} = \nu^{2,n-1} \delta_{j,1} + (r\omega)^{2j} \lambda_{2j,n}(T) , \quad j \geq 1 , \tag{3.3}
\]

where

\[
r = \frac{1}{1 - (\omega - 1)(\nu^{2,n-1} - 1)} ,
\tag{3.4}
\]

\[
T = \frac{1}{4} \omega(\omega - 1)r . \tag{3.5}
\]

Let us rewrite \( \text{(3.1)} \) and \( \text{(3.2)} \) for \( j \leq 4 \) as integral equations:

\[
\lambda_{2,n}(\tau) = \int_{0}^{\tau} (4\lambda_{2,n}(\tau)^2 - 4(1 + \frac{2}{N})\lambda_{4,n}(\tau)) d\tau ,
\tag{3.6}
\]

\[
\lambda_{4,n}(\tau) = \frac{1}{2\omega^2} \nu_{4,n-1} + \int_{0}^{\tau} (16\lambda_{2,n}(\tau)\lambda_{4,n}(\tau) - 6(1 + \frac{4}{N})\lambda_{6,n}(\tau)) d\tau ,
\tag{3.7}
\]

\[
\lambda_{6,n}(\tau) = \frac{1}{4\omega^2} \nu_{6,n-1} + \int_{0}^{\tau} (24\lambda_{2,n}(\tau)\lambda_{6,n}(\tau) + 16\lambda_{4,n}(\tau)^2 - 8(1 + \frac{6}{N})\lambda_{8,n}(\tau)) d\tau ,
\tag{3.8}
\]

\[
\lambda_{8,n}(\tau) = \frac{1}{8\omega^2} \nu_{8,n-1} + \int_{0}^{\tau} (32\lambda_{2,n}(\tau)\lambda_{8,n}(\tau) + 48\lambda_{4,n}(\tau)\lambda_{6,n}(\tau) - 10(1 + \frac{8}{N})\lambda_{10,n}(\tau)) d\tau .
\tag{3.9}
\]

We now derive expressions for \( \lambda_{4,n}, j = 2, 6, 8 \), introduced in \( \text{(2.17)–(2.19)} \) and confirm the ‘marginal behavior’ of \( \nu_{4,n} \) by using \( \omega = \sqrt{2} \) (\( d = 4 \)). Successive use of \( \text{(3.6)-(3.9)} \) yields

\[
\lambda_{2,n}(\tau) = -4(1 + \frac{2}{N})\frac{1}{4} \nu_{4,n-1} \tau + X_2(\tau) ,
\]

\[
\lambda_{4,n}(\tau) = \frac{1}{4} \nu_{4,n-1} + X_4(\tau) ,
\]

\[
\lambda_{6,n}(\tau) = \frac{1}{8\sqrt{2}} \nu_{6,n-1} + \nu_{4,n-1}^2 \tau + X_6(\tau) ,
\]

\[
\lambda_{8,n}(\tau) = \frac{1}{32} \nu_{8,n-1} + X_8(\tau) ,
\]

where

\[
X_2(\tau) = \int_{0}^{\tau} (4\lambda_{2,n}(\tau)^2 - 4(1 + \frac{2}{N})X_4(\tau)) d\tau ,
\tag{3.10}
\]

\[
X_4(\tau) = \int_{0}^{\tau} (16\lambda_{2,n}(\tau)\lambda_{4,n}(\tau) - 6(1 + \frac{4}{N})\lambda_{6,n}(\tau)) d\tau ,
\tag{3.11}
\]

\[
X_6(\tau) = \int_{0}^{\tau} (24\lambda_{2,n}(\tau)\lambda_{6,n}(\tau) - 8\nu_{4,n-1}X_4(\tau) + 16X_4(\tau)^2 - 8(1 + \frac{6}{N})\lambda_{8,n}(\tau)) d\tau ,
\tag{3.12}
\]

\[
X_8(\tau) = \int_{0}^{\tau} (32\lambda_{2,n}(\tau)\lambda_{8,n}(\tau) + 48\lambda_{4,n}(\tau)\lambda_{6,n}(\tau) - 10(1 + \frac{8}{N})\lambda_{10,n}(\tau)) d\tau .
\tag{3.13}
\]
Using the above expressions, we obtain the following recursion relations:

\[ \zeta_{2, n} \nu_{4, n}^2 = \sqrt{2}r \zeta_{2, n-1} \nu_{4, n-1}^2 + Y_2 , \]

\[ \zeta_{6, n} \nu_{4, n}^3 = \frac{1}{\sqrt{2}} r^6 \zeta_{6, n-1} \nu_{4, n-1}^2 + Y_6 , \]

\[ \zeta_{8, n} \nu_{4, n}^3 = \frac{1}{2} r^8 \zeta_{8, n-1} \nu_{4, n-1}^2 + Y_8 , \]

\[ \nu_{4, n} = \nu_{4, n-1} - \left( \frac{1}{2} + \frac{4}{N} \right) \nu_{4, n-1}^2 + Y_4 , \]

where

\[ Y_2 = \frac{1}{\sqrt{2}} \left( 1 + \frac{2}{N} \right) (\nu_{4, n-1} - \nu_{4, n}) + \frac{r - 1}{\sqrt{2}} \left( 1 + \frac{2}{N} \right) \nu_{4, n-1} \]

\[ + \left( 1 - \frac{1}{\sqrt{2}} \right) (r - r^3) \left( 1 + \frac{2}{N} \right) \nu_{4, n-1} + 2r^2 X_2(T) , \]

\[ Y_4 = -(3 - 2\sqrt{2}) \left( 1 + \frac{2}{N} \right) (r^6 - 1) \nu_{4, n-1}^2 - 3(\sqrt{2} - 1) \left( 1 + \frac{4}{N} \right) (r^6 - 1) \nu_{4, n-1}^2 \]

\[ - \frac{3(3 - 2\sqrt{2})}{2} \left( 1 + \frac{4}{N} \right) (r^6 - 1) \nu_{4, n-1}^2 + (4 - 2\sqrt{2}) \left( 1 + \frac{2}{N} \right) (r - 1) \nu_{4, n-1}^2 \]

\[ + 4(\sqrt{2} - 1) r \zeta_{2, n-1} \nu_{4, n-1}^2 + (r - 1)^2 (r^2 + 2r + 3) \nu_{4, n-1}^2 + 4r^4 X_4(T) \]

\[ - 64 \left( 1 + \frac{2}{N} \right) r^4 \nu_{4, n-1} \int_0^T \tau X_4(\tau) \, d\tau - 64r^4 \int_0^T X_2(\tau) \lambda_n(\tau) \, d\tau \]

\[ - \frac{3(\sqrt{2} - 1)}{4} \left( 1 + \frac{4}{N} \right) r^5 \zeta_{6, n-1} \nu_{4, n-1}^2 - 24 \left( 1 + \frac{4}{N} \right) r^4 \int_0^T X_6(\tau) \, d\tau , \]

\[ Y_6 = 4(\nu_{4, n-1} - \nu_{4, n}) + 2\sqrt{2} (r^6 - 1) \nu_{4, n-1}^2 + (4 - 2\sqrt{2})(r^7 - 1) \nu_{4, n-1}^2 + 8r^6 X_6(T) , \]

\[ Y_8 = 16r^8 X_8(T) . \]

3.2 Bounds

Let us derive bounds on \( \zeta_{2j, n}, j = 1, 3, 4, \) and \( \nu_{4, n} \) by means of (3.14)–(3.17). Our starting point is:

\[ \lambda_{k, n}(\tau) \geq 0 , \quad k = 4, 6, 8, 10 , \]

\[ \lambda_{2, n}(\tau) \leq 0 . \]

The first inequality comes from (2.13). The second one is shown as follows. From (2.13) we see that \( \nu_{2, n}(t) \) obeys

\[ \frac{d}{dt} \nu_{2, n}(t) = 4\nu_{2, n}(t)^2 - 4(1 + \frac{2}{N})\nu_{4, n}(t) , \]

whereas the function \( \tilde{\nu}_{2, n}(t) = \sigma(t)\omega^{-1}\nu_{2, n-1} \) satisfies

\[ \frac{d}{dt} \tilde{\nu}_{2, n}(t) = 4\tilde{\nu}_{2, n}(t)^2 . \]

Since \( \nu_{2, n}(0) = \tilde{\nu}_{2, n}(0) \) and \( \nu_{4, n}(t) \geq 0, \) we have

\[ \nu_{2, n}(t) \leq \tilde{\nu}_{2, n}(t) , \]

and hence (3.28).

Using (3.22) and (3.28), we obtain the following lemma.

**Lemma 3.1** Suppose that \( \nu_{4, n-1} \) and \( \zeta_{m, n-1}, m = 2, 6, 8, \) satisfy

\[ \nu_{4, n-1} \leq \epsilon_0 , \quad m = 2, 6, 8. \]

\[ \zeta_{m, n-1} \nu_{4, n-1} \leq \epsilon_0 , \quad m = 2, 6, 8. \]
Then $\nu_{4,n}$ and $\zeta_{m,n}$, $m = 2, 6, 8$, satisfy
\begin{equation}
\nu_{4,n-1} - 5\nu_{4,n-1}^2 < \nu_{4,n} < \nu_{4,n-1} - \frac{1}{4}\nu_{4,n-1}, \tag{3.26}
\end{equation}
\begin{equation}
|\zeta_{2,n} - \sqrt{2}\zeta_{2,n-1}| < C_1, \tag{3.27}
\end{equation}
\begin{equation}
|\zeta_{6,n}| < 0.8|\zeta_{6,n-1}| + C_2(1 + \zeta_{8,n-1}), \tag{3.28}
\end{equation}
\begin{equation}
|\zeta_{8,n}| < 0.6|\zeta_{8,n-1}| + C_3, \tag{3.29}
\end{equation}
where $C_1, C_2, C_3$ and $\epsilon_0$ are positive constants independent of $N, n$ and $\alpha$.

**Proof.** Suppose that $\nu_{k,n-1}, k = 2, 6, 8$, have the following forms
\begin{align*}
\nu_{2,n-1} &= 1 + \frac{1}{\sqrt{2}}(1 + \frac{2}{N})\nu_{4,n-1} + \zeta_{2,n-1}\nu_{4,n-1}, \\
\nu_{6,n-1} &= 4\nu_{4,n-1} + \zeta_{6,n-1}\nu_{4,n-1}, \\
\nu_{8,n-1} &= \zeta_{8,n-1}\nu_{4,n-1}
\end{align*}
with the bounds (3.24) and (3.25). Then, if we choose $\epsilon_0$ sufficiently small, equations (3.24)–(3.28) together with (3.24) and (3.26) yield
\begin{align*}
1 < r < 1 + 5\nu_{4,n-1}, \\
0 < T < \frac{1}{5}, \\
-\frac{3}{5}\nu_{4,n-1} \leq \lambda_{2,n}(\tau) \leq 0, \\
0 \leq \lambda_{4,n}(\tau) \leq \frac{1}{4}\nu_{4,n-1}, \\
0 \leq \lambda_{6,n}(\tau) \leq \nu_{4,n-1}.
\end{align*}
Using the above bounds, we have for $\tau \in [0, T]$
\begin{align*}
|X_2(\tau)| &\leq \text{const.}\nu_{4,n-1}^2, \\
|X_4(\tau)| &\leq \text{const.}\nu_{4,n-1}^2, \\
|X_6(\tau)| &\leq \text{const.}(1 + \zeta_{8,n-1})\nu_{4,n-1}^3, \\
X_8(\tau) &\leq \text{const.}\nu_{4,n-1}^3,
\end{align*}
and hence
\begin{align*}
|Y_2| &\leq \text{const.}\nu_{4,n-1}^2, \\
|Y_4| &\leq \text{const.}(1 + |\zeta_{2,n-1}| + |\zeta_{6,n-1}| + |\zeta_{8,n-1}|)\nu_{4,n-1}^3, \\
|Y_6| &\leq \text{const.}(1 + |\zeta_{8,n-1}|)\nu_{4,n-1}^3, \\
Y_8 &\leq \text{const.}\nu_{4,n-1}^3.
\end{align*}
The lemma follows from the above bounds and (3.14)–(3.17) combined with the assumptions (3.24) and (3.25), if we choose appropriate constants $C_1, C_2$ and $C_3$. \hfill \Box

**Remark.** The function $\sigma(t)$ is well-defined on $[0, \beta/2]$ under (3.24) and (3.26), if we choose $\epsilon_0$ sufficiently small.

Using the positive constants $C_1, C_2, C_3$ and $\epsilon_0$ in Lemma 3.11 we put
\begin{align*}
\zeta &= (\sqrt{2} + 1)C_1, \tag{3.30} \\
\epsilon_1 &= \min(\epsilon_0, \frac{\epsilon_0}{10C_2}), \tag{3.31} \\
\epsilon &= \min(\epsilon_0, \frac{\epsilon_0}{5\zeta}, \frac{\epsilon_0}{10C_2}, \frac{2\epsilon_1}{5C_3}). \tag{3.32}
\end{align*}
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Proof of Proposition 2.1. Put $A = [\alpha_- , \alpha_+]$. Under the assumption (2) of Proposition 2.1 we see that (3.24) and (3.25) are satisfied for $n = n_1 + 1$ and for any $\alpha \in A$. From the assumption (1) and (3.27), we have

$$\zeta_{2,n_1+1} > \zeta \quad \text{at} \quad \alpha = \alpha_+ ,$$  
(3.33)

$$\zeta_{2,n_1+1} < -\zeta \quad \text{at} \quad \alpha = \alpha_- .$$  
(3.34)

These bounds imply that $\zeta_{2,n_1+1}$ runs through $[-\zeta, \zeta]$ when $\alpha$ scans $A$. Then, we can find a subinterval $A' = [\alpha'_-, \alpha'_+]$ of $A$ such that

$$\zeta_{2,n_1+1} = \pm \zeta \quad \text{at} \quad \alpha = \alpha'_\pm ,$$  
(3.35)

$$|\zeta_{2,n_1+1}| \leq \zeta \quad \text{for} \quad \alpha \in A'.$$  
(3.36)

Furthermore, from (3.26), (3.28), (3.29) and the assumption (2) of Proposition 2.1, we have

$$\nu_{4,n_1+1} < \nu_{4,n_1} - \frac{1}{4} \nu_{4,n_1}^2 ,$$  
(3.37)

$$|\zeta_{6,n_1+1}| \nu_{4,n_1+1} < \epsilon_0 ,$$  
(3.38)

$$|\zeta_{8,n_1+1}| \nu_{4,n_1+1} < \epsilon_1$$  
(3.39)

for any $\alpha \in A$. Thus, the assumptions of Proposition 2.1 have been reproduced at the next stage by replacing $\alpha'_\pm$ by $\alpha'_\pm$. Therefore, Bleher–Sinai argument [1, 2, 11][7, P.25] applies and, (2.22) and (2.23) hold for some $\alpha \in A$ because of (3.37) and (2.17). \hfill \Box

4 $O(\infty)$ trajectory

In this section, we solve the recursion relations (2.24)–(2.26) with (2.27). Using the solution, we derive bounds on the Taylor coefficients $\nu_{2j,n}^{(\infty)}$, $j = 1, 2, 3, 4$, defined in (2.28) and show Proposition 2.2.

4.1 Recursions

We firstly confirm the initial point (2.27).

Lemma 4.1 Put

$$D_\theta = \{(\alpha, \eta) \in (0, \infty) \times \mathbb{C} \mid 2\alpha|\eta| < 1 \text{ or } |\arg \eta - \frac{\pi}{2}| < \theta \text{ or } |\arg \eta + \frac{\pi}{2}| < \theta\}$$

for $\theta > 0$. Then, for a sufficiently small $\theta$, it holds that

$$\lim_{N \to \infty} \frac{d}{d\eta} \nu^{(N)}_{0,0}(\eta) = \frac{2\alpha^2 \eta}{1 + \sqrt{1 - 4\alpha^2 \eta^2}} , \quad (\alpha, \eta) \in D_\theta ,$$  
(4.1)

where the convergence is uniform in $(\alpha, \eta)$ on any compact subset of $D_\theta$. Furthermore, $\nu^{(N)}_{2j,0}, j \geq 1$, converges as $N \to \infty$.

Remark. In this section, we use (4.1) only for $\eta$ with $2\alpha|\eta| < 1$. The result for $\eta$ near the imaginary axis will be used in Section 6.

Proof. The Fourier transform of (1.6) is written as

$$\hat{h}^{(N)}_{0}(\xi) = \Gamma(N/2) \frac{J_{N/2-1}(\sqrt{N\alpha}\xi)}{(\sqrt{N\alpha}\xi)^{N/2-1}}$$  
(4.2)

for $\alpha > 0$, $\frac{1}{2} < N < 1$. Then, using (2.27), we have

$$\nu_{0,0}^{(N)}(\eta) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\xi \eta} \hat{h}^{(N)}_{0}(\xi) d\xi.$$  
(4.3)

For $\eta \in D_\theta$, we can use (4.1) with $\eta = \eta_0 e^{i\xi_0}$. We then have

$$\nu_{0,0}^{(N)}(\eta) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\xi_0 \eta_0} e^{-\frac{\eta_0^2}{2}} \frac{2\alpha^2 \eta_0}{1 + \sqrt{1 - 4\alpha^2 \eta_0^2}} d\xi_0 ,$$  
(4.4)

where the convergence is uniform in $(\alpha, \eta_0)$ on $D_\theta$. To study the asymptotic behavior of $\nu_{0,0}^{(N)}(\eta)$, we consider the following Taylor expansion:

$$\nu_{0,0}^{(N)}(\eta) = \nu_{0,0}^{(N)}(0) + \frac{\partial^2}{\partial \eta^2} \nu_{0,0}^{(N)}(0) \eta^2 + O(\eta^4) ,$$  
(4.5)

for $\eta \in D_\theta$. Using (4.4) and the Taylor expansion, we get

$$\nu_{0,0}^{(N)}(\eta) = \nu_{0,0}^{(N)}(0) + \frac{1}{\sqrt{2\pi}} \frac{2\alpha^2 \eta_0}{1 + \sqrt{1 - 4\alpha^2 \eta_0^2}} \eta_0 + O(\eta^4) ,$$  
(4.6)

for $\eta \in D_\theta$. This completes the proof. \hfill \Box
as a function of $\xi = |\xi|$, where $J_\nu$ denotes the Bessel function of order $\nu$:

$$J_\nu(z) = \frac{(z/2)^\nu}{\sqrt{\pi}^\nu (\nu + \frac{1}{2})} \int_0^\pi \cos(z \cos \theta) \sin^{2\nu} \theta d\theta .$$  \hfill (4.3)

The derivative of the scaled potential defined by (2.7) is therefore given by

$$\frac{d}{d\eta} v_0^{(N)}(\eta) = -\frac{1}{N} \frac{d}{d\eta} \tilde{h}_0^{(N)}(\sqrt{N\eta}) = \alpha \frac{J_{N/2}(N\alpha \eta)}{J_{N/2-1}(N\alpha \eta)} .$$ \hfill (4.4)

Then, using the relation

$$J_\nu - 1(z) + J_{\nu+1}(z) = 2\nu z J_\nu(z) ,$$

we have

$$\eta \frac{d}{d\eta} v_0^{(N)}(\eta) = c_0 \frac{1}{1 - c_1} \frac{1}{1 - c_2} \frac{1}{1 - c_3} \cdots \frac{1}{1 - c_{\ell-1}} \frac{1}{1 - w_\ell} ,$$  \hfill (4.5)

where

$$c_0 = \alpha^2 \eta^2 ,$$  \hfill (4.6)

$$c_j = -\frac{\alpha^2 \eta^2}{\left(1 + \frac{2(j-1)}{N}\right) \left(1 + \frac{2j}{N}\right)} , \quad j \geq 1 ,$$  \hfill (4.7)

$$w_\ell = \frac{\alpha \eta \frac{J_{N/2+\ell}(\alpha N\eta)}{J_{N/2+\ell-1}(\alpha N\eta)}}{1 + \frac{2(\ell-1)}{N} \frac{J_{N/2+\ell}(\alpha N\eta)}{J_{N/2+\ell-1}(\alpha N\eta)}} , \quad \ell \geq 1 .$$  \hfill (4.8)

Now, let $\theta$ be a sufficiently small positive constant, and let $D'$ be any compact subset of $D_\theta$. Then, by choosing a sufficiently large $\ell$ (depending on $D'$), we see that the right hand side of (4.4) is well-defined for $(\alpha, \eta) \in D'$ and is holomorphic in $\eta$. Furthermore, it holds that

$$\lim_{N \to \infty} \eta \frac{d}{d\eta} v_0^{(N)}(\eta) = \frac{2\alpha^2 \eta^2}{1 + \sqrt{1 - 4\alpha^2 \eta^2}} ,$$ \hfill (4.9)

for $(\alpha, \eta) \in D'$, where the convergence is uniform on $D'$. The last statement of the lemma is obvious. $\Box$

Consider the recursion relations (2.24)–(2.27). Since $v_0^{(\infty)}(t, \eta)$ and $v_0^{(\infty)}(\eta)$ are even with respect to $\eta$, we can define functions $u_n(t, x)$ and $u_n(x)$ by

$$u_n(t, \eta^2) = v_0^{(\infty)}(t, \eta) , \quad n \geq 1 ,$$  \hfill (4.10)

$$u_n(\eta^2) = v_0^{(\infty)}(\eta) , \quad n \geq 0 ,$$  \hfill (4.11)
respectively. Then, \((2.24)–(2.27)\) become
\[
\frac{\partial}{\partial t}u_n(t, x) = 4x \left( \frac{\partial}{\partial x}u_n(t, x) \right)^2 - 2 \frac{\partial}{\partial x}u_n(t, x),
\]
\[
u_n(0, x) = 2u_{n-1}\left(\frac{x}{2\omega}\right),
\]
\[
u_n(x) = u_n(\frac{\beta}{2}, x) - u_n(\frac{\beta}{2}, 0),
\]
\[
u_0(x) = \int_0^x \frac{\alpha^2}{1 + \sqrt{1 - 4\alpha^2y}} dy,
\]
where \(n \geq 1\).

Now, let us denote the inverse of \(p = u'_n(x)\) by \(x = w_n(p)\) and the inverse of \(p = u'_n(t, x)\) by \(x = w_n(t, p)\) for each \(t\). Then, \(w_n(p)\) and \(w_n(t, p)\) obey the following recursion relations:
\[
\frac{\partial w_n}{\partial t}(t, p) = -4p^2 \frac{\partial w_n}{\partial p}(t, p) - 8pw_n(t, p) + 2,
\]
\[
w_n(0, p) = 2\omega w_{n-1}(\omega p),
\]
\[
w_n(p) = w_n(\frac{\beta}{2}, p),
\]
\[
w_0(p) = \frac{1}{2p} - \frac{\alpha^2}{4p^2}.
\]

\subsection{4.2 Solutions}

The equation \((4.16)\) with the initial condition \((4.17)\) can be explicitly solved. In fact, as is checked by direct calculation, the function
\[
w_n(t, p) = \frac{1}{2p^2} \left( p - \frac{1}{p - 1 + 4t} + \frac{4\omega}{(p - 1 + 4t)^2} w_{n-1}\left(\frac{\omega}{p - 1 + 4t}\right) \right)
\]
solves \((4.16)\) and \((4.17)\). This together with \((4.18)\) and \((1.7)\) implies
\[
w_n(p) = \frac{1}{2p} \left( p - \frac{1}{p - 1 + \omega - 1} + \frac{4\omega}{(p - 1 + \omega - 1)^2} w_{n-1}\left(\frac{\omega}{p - 1 + \omega - 1}\right) \right).
\]

This recursion with \((4.19)\) is then solved as follows:
\[
w_n(p) = \frac{1}{2p^2} \left( p + \frac{1}{2} \sum_{j=1}^{n} \frac{2^j}{\omega^j - 1 + p^{-1}} - \frac{1}{2} \left(\frac{\alpha}{\omega}\right)^n \alpha^2 \right), \quad n \geq 1, p > 0.
\]
Furthermore, this combined with \((4.20)\) yields
\[
w_n(t, p) = \frac{1}{2p^2} \left( p + \frac{1}{2} \sum_{j=1}^{n} \frac{2^j}{\omega^j - \omega + 4t + p^{-1}} - \frac{1}{2} \left(\frac{\alpha}{\omega}\right)^n \alpha^2 \right), \quad n \geq 1, t \geq 0, p > 0.
\]

Now, \(u'_n(t, x)\) is obtained as the inverse of \(x = w_n(t, p)\). We here have to choose an appropriate branch of the multi-valued inverse.

\begin{lemma}
1. For \(n \geq 1\) and \(t \geq 0\), the equation
\[
w_n(t, p) = 0, p > 0
\]
has a unique solution \(p\), which we hereafter denote by \(\pi_n(t)\). The function \(\pi_n(t)\) is continuous with respect to \(t \geq 0\) and satisfies
\[
\frac{\partial w_n}{\partial p}(t, \pi_n(t)) > 0, \quad t \geq 0.
\]
\end{lemma}
(2) For \( n \geq 1 \), there exists uniquely a continuous function \( u_n'(t, x) \) defined on \( \{ (t, x) \in \mathbb{R} \times \mathbb{C} \mid t \in [0, \frac{\beta}{2}], \ |x| < \rho_n \} \) such that

\[
  w_n(t, u_n'(t, x)) = x, \quad t \in [0, \frac{\beta}{2}], \ |x| < \rho_n ,
\]

\[
  u_n'(t, 0) = \pi_n(t), \quad t \in [0, \frac{\beta}{2}],
\]

where \( \rho_n > 0 \) is a suitably chosen constant independent of \( t \). Moreover, the functions \( u_n'(t, x), n \geq 1 \), are holomorphic with respect to \( x \) and satisfy

\[
  \omega u_{n+1}'(0, 2w) = u_n'(\frac{\beta}{2}, x), \quad n \geq 1, \ |x| < \min(\rho_n, \frac{\rho_n+1}{2\omega}) ,
\]

Proof. (1) We see from (4.23) that \( 2p^2 w_n(t, p) \) is increasing with respect to \( p > 0 \) and

\[
  2p^2 w_n(t, p) \to \begin{cases} \frac{1}{2} \left( \frac{\alpha}{\omega} \right)^n \alpha^2, & p \to 0, \\ +\infty, & p \to +\infty, \end{cases}
\]

holds. Then, (4.23) has a unique solution \( p \). The remaining statements are obvious.

(2) Because of (4.26), there exists uniquely a continuous function \( p = u_n'(t, x) \) defined on \( \{ (t, x) \in \mathbb{R} \times \mathbb{C} \mid t \in [0, \frac{\beta}{2}], \ |x| < \rho_n \} \) satisfying (4.26) and (4.27) for some positive constant \( \rho_n \) independent of \( t \). Since the function \( w_n(t, p) \) is holomorphic on the complex half plane \( \Re p > 0 \) for each \( t \in [0, \frac{\beta}{2}] \), \( u_n'(t, x) \) is holomorphic with respect to \( x \). Let us show (4.28). Since (4.26), (4.17) and (4.18) imply

\[
  x = w_n(0, u_n'(0, x)) = 2w_{n-1}(\omega u_n'(0, x)) = 2w_{n-1}(\frac{\beta}{2}, \omega u_n'(0, x)),
\]

we have

\[
  w_{n-1}(\frac{\beta}{2}, \omega u_n'(0, 2w)) = x .
\]

Furthermore, since (4.17) and (4.18) imply

\[
  0 = w_{n-1}(\frac{\beta}{2}, \pi_{n-1}(\frac{\beta}{2})) = w_{n-1}(\pi_{n-1}(\frac{\beta}{2})) = \frac{1}{2\alpha} w_{n-1}(0, \frac{1}{\alpha} \pi_{n-1}(\frac{\beta}{2})) ,
\]

we have

\[
  \frac{1}{\omega} \pi_{n-1}(\frac{\beta}{2}) = \pi_n(0) ,
\]

that is,

\[
  \omega u_n'(0, 0) = \omega \pi_n(0) = \pi_{n-1}(\frac{\beta}{2}) .
\]

Therefore, we can conclude from (4.29) that

\[
  \omega u_n'(0, 2w) = u_{n-1}'(\frac{\beta}{2}, x)
\]

holds because of the uniqueness of \( u_{n-1}'(\beta/2, x) \).

Using the function \( u_n'(t, x) \) in Lemma 4.2, we define \( u_n(t, x) \) by

\[
  u_n(t, x) = \int_0^x u_n'(t, y) dy - 2 \int_0^t u_n'(s, 0) ds
\]

for \( n \geq 1, t \in [0, \frac{\beta}{2}] \) and for \( x \in \mathbb{C} \) with \( |x| < \rho_n \). Obviously, it holds that

\[
  u_n'(t, x) = \frac{\partial}{\partial x} u_n(t, x) .
\]

We also define \( u_n(x), n \geq 0, \) so that (4.13) holds.
Lemma 4.3 \textit{The functions } u_n(t,x), n \geq 1, \text{ and } u_n(x), n \geq 0, \text{ are holomorphic with respect to } x \text{ and satisfy } (4.12) \text{ – } (4.14). \text{ Furthermore, } p = u_n'(x) = \frac{d}{dx} u_n(x) \text{ is an inverse of } x = w_n(p).

Proof. Equations (4.16) and (4.20) imply
\[ \frac{\partial}{\partial t} u_n'(t,x) = 8xu_n'(t,x) \frac{\partial}{\partial x} u_n'(t,x) + 4u_n'(t,x)^2 - 2 \frac{\partial}{\partial x} u_n'(t,x). \]

Therefore, \( u_n(t,x) \) satisfies (4.12) because of (4.30) and (4.31). Furthermore, (4.13) and (4.28) imply
\[ \left. \frac{\partial}{\partial x} u_n(x) = \frac{\partial}{\partial x} u_n(\frac{\beta}{2},x), \right] 

from which we obtain (4.14).

Next, we show (4.15). From (4.13) with \( n = 1 \), we see that
\[ u_0'(x) = \omega u_1'(0,2\omega x). \]

Then, (4.20) and (4.17) imply
\[ x = \frac{1}{2\omega} w_1(0,u_1'(0,2\omega x)) = \omega u_1'(0,2\omega x) = \omega u_0'(0,x). \]

Because of (4.19), this means
\[ x = \frac{1}{2u_0'(x)} - \frac{\alpha^2}{4u_0'(x)^2}. \]

Since (4.34) holds at \( x = 0 \) as well, we have (4.13).

Finally, the function \( p = u_n'(x) \) is an inverse of \( x = w_n(p) \), because \( u_n'(x) = u_n'(\beta/2,x) \) and \( w_n(p) = w_n(\beta/2,p) \).

Let us define \( v_n^{(\infty)}(t,\eta) \) and \( v_n^{(\infty)}(\eta) \) by (4.10) and (4.11), respectively. As a consequence of Lemma 4.3, \( v_n^{(\infty)}(\eta) \) and \( v_n^{(\infty)}(t,\eta) \) can be Taylor-expanded as (2.28) and
\[ v_n^{(\infty)}(t,\eta) = \sum_{j=1}^{\infty} \nu_{2j,n}^{(\infty)}(t)\eta^{2j}, \]

respectively, in a neighborhood of \( \eta = 0 \). Thus, in view of (2.24) – (2.26) and (2.27), we see that \( \nu_{2j,n}^{(\infty)}(t) \) and \( \nu_{2j,n}^{(\infty)}(t) \) satisfy the following recursion relations:
\[ \frac{d}{dt} \nu_{2j}^{(\infty)}(t) = \sum_{m,\ell=2j,2j+2}^{m \geq 2m} \nu_{m,\eta}^{(\infty)}(t) \nu_{\ell,\eta}^{(\infty)}(t) - (2j + 2) \nu_{2j+2,n}^{(\infty)}(t), \]
\[ \nu_{2j,n}^{(\infty)}(0) = \frac{2}{(2\omega)^{2j}} \nu_{2j,n-1}^{(\infty)}, \]
\[ \nu_{2j,n}^{(\infty)} = \nu_{2j,n}^{(\infty)}(\frac{\beta}{2}), \]
\[ \nu_{2j,n}^{(\infty)} = \lim_{N \to \infty} \nu_{2j,0}^{(N)}. \]

4.3 Asymptotics

In what follows, we derive the asymptotic forms (2.24) – (2.26) with bounds on \( \nu_{k,n}^{(\infty)} \), \( k = 2, 6, 8 \), and show Proposition 2.2.

As is shown in Lemma 4.3, \( p = u_n'(x) \) is an inverse of \( x = w_n(p) \). Then, the Taylor coefficient
\[ \nu_{2j,n}^{(\infty)} = \frac{1}{j!} \frac{d^{j-1} p}{dx^{j-1}}(0), \quad j \geq 1, \quad n \geq 1, \]
is calculated from (4.22). For convenience' sake, we introduce the variable $s$ by

$$p = \frac{1}{1 - s}$$

and regard $s$ as a function of $x$.

**Lemma 4.4** The functions $s = s(x)$ and $p = p(x)$ satisfy

$$s = \delta_n(2xp^2 + \gamma_n - R_n(s))$$

where

$$\delta_n = \frac{1}{n/2 + 1},$$

$$\gamma_n = \frac{1}{\sqrt{2}} + (\alpha^2 - 2 - \sqrt{2})2^{n/2 - 1},$$

$$R_n(s) = s^2 \left( 1 - s + \frac{1}{2} \sum_{j=1}^{n} \frac{1}{2j/2 - s} \right).$$

**Proof.** From (4.22), we see that

$$2xp^2 = \frac{1}{1 - s} + \frac{1}{2} \sum_{j=1}^{n} \frac{2^j}{\omega^j - s} - \frac{1}{2} \frac{2}{\omega}\alpha^2.$$  

(4.46)

Substituting

$$\frac{2^j}{\omega^j - s} = \left( \frac{2}{\omega} \right)^j + \left( \frac{2}{\omega^2} \right)^j s + \left( \frac{2}{\omega^3} \right)^j \frac{s^2}{1 - s}, \quad j \geq 0,$$

into (4.46), we obtain

$$2xp^2 = -\gamma_n + \delta_n^{-1}s + R_n(s),$$

where

$$\gamma_n = \frac{\omega - 1}{2 - \omega} + \left( \frac{1}{2} \alpha^2 - \frac{1}{2 - \omega} \right) \left( \frac{2}{\omega} \right)^n,$$

$$\delta_n^{-1} = 1 + \frac{1}{2} \sum_{j=1}^{n} \left( \frac{2}{\omega^2} \right)^j,$$

$$R_n(s) = \frac{s^2}{1 - s} + \frac{1}{2} \sum_{j=1}^{n} \left( \frac{2}{\omega^3} \right)^j \frac{s^2}{1 - \omega^{-j}s}.$$  

Since $\omega = \sqrt{2}$, we have the lemma. $\square$

**Remark.** Eq. (4.44) implies that the critical value of $\alpha$ is $\sqrt{2} + \sqrt{2}$.

Consider the case $x = 0$ in (4.22). Then, $\sigma_n = s(0)$ satisfies

$$\sigma_n = \delta_n(\gamma_n - R_n(\sigma_n)), \quad \sigma_n < 1.$$  

(4.47)

In (4.47), if $\delta_n$ is small and if $|\gamma_n|$ is not large, then we see that $\sigma_n = O(\delta_n)$. To be precise, using successive approximations, we can show

$$|\sigma_n| < C_4 \delta_n$$

(4.48)

for $n$ and $\alpha$ satisfying e.g.

$$\delta_n < \frac{1}{10},$$

(4.49)

$$|\gamma_n| < 10,$$  

(4.50)

where $C_4$ is a positive constant.
Lemma 4.5 Suppose that $n$ and $\alpha$ satisfy (4.50) and

\[ n > C_5. \]  

Then, it holds that

\[ C_6 \delta_n < \nu_4^{(\infty)} < C_7 \delta_n, \]  
\[ |\nu_4^{(\infty)} - \delta_n| < C_8 \delta_n^2, \]  
\[ |\zeta_k^{(\infty)}| < C_9, \quad k = 6, 8. \]  

Furthermore, if we write

\[ \zeta_2^{(\infty)} = \frac{\delta_n}{\nu_4^{(\infty)}} (\gamma_n - \frac{1}{\sqrt{2}}) + Z_n, \]  

then $Z_n$ has the bound

\[ |Z_n| < C_{10}. \]

In the above, $C_m$'s are positive constants independent of $n$.

Proof. We choose the constant $C_5$ sufficiently large so that (4.50) and (4.51) imply

\[ |\sigma_n| < C_4 \delta_n < \frac{1}{2}, \]  
\[ \delta_n |R_n'(\sigma_n)| < \frac{1}{2}. \]

Now, (4.31) and (4.32) imply that derivatives of $s = s(x)$ and of $p = p(x)$ are given by

\[ s'(x) = 2\delta_n p(x)^2 D_n(x), \]  
\[ p'(x) = p(x)^2 s'(x) = 2\delta_n p(x)^4 D_n(x), \]  

respectively, where

\[ D_n(x) = \frac{1}{1 - 4\delta_n x p(x)^3 + \delta_n R_n'(s(x))}. \]  

Then, it holds that

\[ p'(0) = \frac{2\delta_n}{(1 - \sigma_n)^4 (1 + \delta_n R_n'(\sigma_n))}, \]

from which together with (4.40) we obtain (4.52) and (4.53). Furthermore, from (4.38) we have

\[ p''(x) = 8\delta_n p(x)^3 p'(x) D_n(x) + 2\delta_n p(x)^4 D_n'(x). \]  

This implies

\[ p''(0) - 24\delta_n^2 = 8\delta_n p(0)^3 p'(0) D_n(0) - 2\delta_n + 2\delta_n p(0)^4 D_n'(0) - 4\delta_n \]

and hence

\[ |p''(0) - 24\delta_n^2| \leq \text{const.} \delta_n^3. \]

Then, we have the bound (4.55) on $\zeta_6^{(\infty)}$. Similarly, differentiating the both sides of (4.60), we obtain the bound on $\zeta_8^{(\infty)}$.

Let us show (4.56). Since (4.41) imply

\[ p(0) - 1 - \frac{1}{\sqrt{2}} \delta_n = \sigma_n + \sigma_n^2 p(0) - \frac{1}{\sqrt{2}} \delta_n \]

\[ = \delta_n (\gamma_n - \frac{1}{\sqrt{2}}) - \delta_n R_n(\sigma_n) + \sigma_n^2 p(0), \]
we have
\[ \nu_{2,n}^{(\infty)} - 1 - \frac{1}{\sqrt{2}} \nu_{4,n}^{(\infty)} = \delta_n (\gamma_n - \frac{1}{\sqrt{2}}) - \delta_n R_n (\sigma_n) + \sigma_n^2 p(0) + \frac{1}{\sqrt{2}} (\delta_n - \nu_{4,n}^{(\infty)}) . \]

This yields
\[ Z_n = \frac{1}{\nu_{4,n}^{(\infty)}^2} (-\delta_n R_n (\sigma_n) + \sigma_n^2 p(0) + \frac{1}{\sqrt{2}} (\delta_n - \nu_{4,n}^{(\infty)}) ) \]
and hence the bound (4.56).

\[ \square \]

**Proof of Proposition 2.2.** We choose \( n_1 \) sufficiently large so that (4.51) and \( \delta_{n_1} < \min \left( \frac{1}{C^2(2\zeta + C_10)}, \frac{\epsilon_0}{2C^2}, \frac{\epsilon_1}{2C^2C_9}, \frac{\epsilon_1}{2C^2C_9} \right) \) hold. By virtue of (4.44), there exist \( \alpha_{++} \) and \( \alpha_{-} \) such that
\[ \gamma_{n_1} - \frac{1}{\sqrt{2}} = C^2 (2\zeta + C_10) \delta_{n_1} , \quad \text{at } \alpha = \alpha_{++} , \]
\[ \gamma_{n_1} - \frac{1}{\sqrt{2}} = -C^2 (2\zeta + C_10) \delta_{n_1} , \quad \text{at } \alpha = \alpha_{-} . \]
Since
\[ |\gamma_{n_1} - \frac{1}{\sqrt{2}}| \leq 1 , \quad \alpha \in [\alpha_{-}, \alpha_{++}] , \]
(4.50) holds for \( n = n_1 \) and \( \alpha \in [\alpha_{-}, \alpha_{++}] \). Then, (4.52) and (4.54) imply (2.34)–(2.36). Furthermore, (4.55) and (4.56) imply (2.32) and (2.33).

\[ \square \]

## 5 From \( \mathcal{O}(N) \) trajectory to \( \mathcal{O}(\infty) \) trajectory

In Section 4, we obtained the solution \( \nu_{k,n}^{(\infty)}(t) \) to the system of ordinary differential equations (4.36)–(4.38) with (4.39). This system is the formal limit of (2.13)–(2.15) as \( N \to \infty \). In this section, we show Proposition 2.3, namely, the fact that the solution \( \nu_{k,n}^{(N)}(t) \) to (2.13)–(2.15) is convergent as \( N \to \infty \) and the limit coincides with \( \nu_{n}^{(\infty)}(t) \).

This fact is by no means trivial, because (2.10) is a singular perturbation of (2.24) and because the initial value problem for the infinite dimensional system of ordinary differential equations lacks uniqueness of solution. In order to show that \( \nu_{k,n}^{(N)}(t) \) is convergent, we use \( 1/N \) expansion developed by Kupiainen [9]. His method for spin systems on regular lattices also applies to our hierarchical model.

### 5.1 Boundedness

We begin with the basic bound on the ‘mass term’ \( \nu_{2,n}^{(N)}(t) \) uniform in \( N \).

**Lemma 5.1** For \( t \geq 0, n \geq 1, \alpha > 0 \) and \( N \geq 1 \), it holds that
\[ 0 \leq \nu_{2,n}^{(N)}(t) \leq \frac{1}{2} \alpha^2 \left( \frac{2}{\omega} \right)^n . \] (5.1)
Proof. We go back to the renormalization group transformation \(Z_{\alpha}^{(N)}(t)\) in the configuration space:

\[
h_{n}^{(N)}(t, x) = \frac{1}{Z_{\alpha}^{(N)}(t)} e^{t|x|^2} \int_{\mathbb{R}^{N}} dy h_{n-1}^{(N)}(\sqrt{\omega/2} x + y) h_{n-1}^{(N)}(\sqrt{\omega/2} x - y),
\]

where

\[
Z_{\alpha}^{(N)}(t) = \int_{\mathbb{R}^{N}} dx \ e^{t|x|^2} \int_{\mathbb{R}^{N}} dy h_{n-1}^{(N)}(\sqrt{\omega/2} x + y) h_{n-1}^{(N)}(\sqrt{\omega/2} x - y).
\]

Note that \(\nu_{2,n}^{(N)}(t)\) is related to the moment of the measure \(h_{n}^{(N)}(t, x)dx\) as

\[
\nu_{2,n}^{(N)}(t) = \frac{1}{2} \int_{\mathbb{R}^{N}} x_{i}^{2} h_{n}^{(N)}(t, x) dx = \frac{1}{2N} \int_{\mathbb{R}^{N}} |x|^{2} h_{n}^{(N)}(t, x) dx,
\]

where \(x = (x_{1}, x_{2}, \ldots, x_{N})\).

Let \(r_{n}\) be the radius of \(\text{Supp} h_{n}^{(N)}(\cdot)\) for \(n \geq 0\). Since \(\text{Supp} h_{n}^{(N)}(t, \cdot) = \text{Supp} h_{n}^{(N)}(\cdot)\) for \(t \geq 0\), we see that \(r_{n}\)’s satisfy

\[
r_{n} \leq \sqrt{\frac{2}{\omega}} r_{n-1}, \quad n \geq 1.
\]

Hence we have

\[
r_{n} \leq r_{0} \left(\frac{2}{\omega}\right)^{n/2} = \sqrt{N} \alpha \left(\frac{2}{\omega}\right)^{n/2},
\]

which together with \(\mathbf{3.1}\) implies \(\mathbf{3.1}\).

Based on the above lemma, we show the following bound independent of \(N\).

Lemma 5.2 For \(j \geq 1, n \geq 1\) and \(\alpha_{2} > \alpha_{1} > 0\), there exists a positive constant \(C_{11} = C_{11}(2j, n, \alpha_{1}, \alpha_{2})\) such that

\[
0 \leq \nu_{2,j,n}^{(N)}(t) \leq C_{11}
\]

holds for \(\alpha \in [\alpha_{1}, \alpha_{2}], t \in [0, \beta/2]\) and \(N \geq 1\).

Proof. For \(n = 0\), the lemma follows from Lemma 4.1.

Let \(n \geq 1\). If \(j = 1\), \(\mathbf{5.1}\) implies \(\mathbf{5.5}\). Let \(j > 1\). We drop the last term in the right hand side of \(\mathbf{2.13}\) so that we obtain

\[
\nu_{2,j,n}^{(N)}(t) \leq 2 \left(\frac{2}{\omega}\right)^{j} \nu_{2,j-1,n}^{(N)} + \int_{0}^{t} \sum_{m, l = 2, j+2} m\ell \nu_{m,n}^{(N)}(\tau) \nu_{l,n}^{(N)}(\tau) d\tau.
\]

Then, we can show the lemma by induction on \(n\) and \(j\). \(\square\)

### 5.2 Convergence

We now employ the \(1/N\) expansion. Let us consider the \(\phi\) representation \(\mathbf{1.1} - \mathbf{1.4}\) in the following form:

\[
\phi_{\theta} = \phi_{\theta_{\Lambda}, \ldots, \theta_{1}}, \quad \theta = (\theta_{\Lambda}, \ldots, \theta_{1}) \in \mathcal{L}_{\Lambda},
\]

\[
\langle F \rangle_{\Lambda,t} = \frac{1}{Z_{\alpha}^{(N)}(t)} \int d\phi F(\phi) \exp \left(\frac{1}{2}(\phi, J_{\Lambda}(t)\phi)\right) \prod_{\theta \in \mathcal{L}_{\Lambda}} \delta(|\phi_{\theta}| - \sqrt{N}\alpha),
\]

\[
(\phi, J_{\Lambda}(t)\phi) = \frac{2t}{(2\omega)^{2}} \sum_{\theta_{\Lambda}, \ldots, \theta_{1}} \phi_{\theta_{\Lambda}, \ldots, \theta_{1}} \left|^{2} + \sum_{k=1}^{\Lambda-1} \frac{\beta}{(2\omega)^{k}} \sum_{\theta_{k}, \ldots, \theta_{1}} \phi_{\theta_{k}, \ldots, \theta_{1}} \left|^{2},
\]

\[
Z_{\alpha}^{(N)}(t) = \int d\phi \exp \left(\frac{1}{2}(\phi, J_{\Lambda}(t)\phi)\right) \prod_{\theta \in \mathcal{L}_{\Lambda}} \delta(|\phi_{\theta}| - \sqrt{N}\alpha). 
\]
Remark. The above proposition can be proved along the same line of argument as [9]. In Appendix A, we assume

\[ \phi_A^{(i)} = \prod_{\theta \in A} \phi^{(i)}_\theta. \]

Let

\[ \prod_{i=1}^N \phi_A^{(i)} = \sum_{m=0}^{\infty} s_m(\Lambda, t, \alpha, \{A_i\}) N^{-m} \]

be the formal 1/N expansion of the correlation \( \prod_{i=1}^N \phi_A^{(i)} \). (See [9, P.278].)

**Proposition 5.3** [9] Theorem 2 | For \( r > 0, \alpha_2 > \alpha_1 > 0, \Lambda \geq 2 \), there exists a positive constant \( C_{12} = C_{12}(r, \alpha_1, \alpha_2, \Lambda) \) such that, for \( t \in [0, \beta/2] \), \( \alpha \in (\alpha_1, \alpha_2) \) and \( N > C_{12} \), the remainder of the 1/N expansion up to \( O(N^{-r+1}) \) has the bound

\[ \left| \prod_{i=1}^N \phi_A^{(i)} - \sum_{m=0}^{r-1} s_m(\Lambda, t, \alpha, \{A_i\}) N^{-m} \right| \leq R(r, \alpha_1, \alpha_2, \Lambda, \{A_i\}) N^{-r}, \]

where \( R(r, \alpha_1, \alpha_2, \Lambda, \{A_i\}) \) is a constant independent of \( N \).

**Remark.** The above proposition can be proved along the same line of argument as [9]. In Appendix A, we check the properties to be assumed for applying the method of [9] to our hierarchical system \((5.6) - (5.9)\). Note also that \( \Lambda \geq 2 \) should be assumed, since we need bounds uniform in \( t \in [0, \beta/2] \). \((J_1(t) \) vanishes as \( t \to 0 \).)

Proposition 5.3 plays a key role in the proof of the lemma below (for \( n \geq 2 \)).

**Lemma 5.4** For \( j \geq 1 \) and \( n \geq 1 \), the limit

\[ \nu_{2j,n}(t) = \lim_{N \to \infty} \nu^{(N)}_{2j,n}(t) \]

exists, where the convergence is uniform in \( t \in [0, \beta/2] \) and in \( \alpha \) on any compact subset of \((0, \infty)\).

**Remark.** In the proof below, we assume \( n \geq 2 \) and apply Proposition 5.3. The case \( n = 1 \) is dealt with in Section 6.

**Proof.** Let \( n \geq 2 \). Put, for \( j \geq 1 \),

\[ a^{(N)}_{2j,n}(t) = \langle x_1^{2j} \rangle_{n,t}, \]

\[ a^{(N)}_{2j,n(\infty)}(t) = (-1)^{j-1} {2j \choose j-1} a^{(N)}_{2j,n}(t), \]

where \( x_1 \) denotes the first component of the block spin

\[ x = \frac{1}{(2^{n/2})} \sum_{\theta_1, \ldots, \theta_1} \phi_{\theta_1, \ldots, \theta_1}. \]

Note that \( a^{(N)}_{2j,n(\infty)}(t) \) is the connected part of \( a^{(N)}_{2j,n}(t) \), namely,

\[ a^{(N)}_{2j,n(\infty)}(t) = \langle x_1; x_1; \ldots; x_1 \rangle_{n,t}. \]
Applying Proposition\(^5.3\) we expand correlations \(a_{2j,n}^{(N)}(t)\) up to \(\mathcal{O}(N^{-j+1})\) with remainder estimates. These expansions yield an expression for the connected part \(a_{2j,n(c)}^{(N)}(t)\), in which all the terms up to \(\mathcal{O}(N^{-j+1})\) are explicitly written:

\[
a_{2j,n(c)}^{(N)}(t) = \sum_{m=0}^{j-1} a_{2j,n,m(c)}(t) N^{-m} + a_{2j,n(c)}^{(N)\geq j}(t),
\]

where \(a_{2j,n,m(c)}(t) N^{-m}\) stands for the sum of explicit terms of \(\mathcal{O}(N^{-m})\) and \(a_{2j,n(c)}^{(N)\geq j}(t)\) denotes the remainder with the property:

\[
\lim_{N \to \infty} N^{j-1} a_{2j,n(c)}^{(N)\geq j}(t) = 0.
\]

Since \(5.14\) implies that the right hand side of \(5.14\) is uniformly bounded in \(N\), we see

\[
a_{2j,n(m(c)}(t) = 0, \quad m = 0, 1, 2, \ldots, j-2,
\]

so that we have

\[
a_{2j,n(c)}^{(N)}(t) = a_{2j,n-1(c)}^{(N)}(t) N^{-(j-1)} + a_{2j,n(c)}^{(N)\geq j}(t).
\]

This implies

\[
\bar{\nu}_{2j,n}^{(N)}(t) = \frac{(-1)^{j-1}}{(2j)!} a_{2j,n-1(c)}^{(N)}(t) N^{-(j-1)} + \frac{(-N)^{j-1}}{(2j)!} a_{2j,n(c)}^{(N)\geq j}(t)
\]

\[
\to \frac{(-1)^{j-1}}{(2j)!} a_{2j,n-1(c)}^{(N)}(t), \quad N \to \infty.
\]

\[\square\]

### 5.3 Limit

Thanks to Lemma\(^5.3\) we can take limits in both sides of \(5.19\), \(5.20\) as \(N \to \infty\):

\[
\frac{d}{dt} \bar{\nu}_{2j,n}(t) = \sum_{m+f=2j, \ell \geq 2} m \ell \bar{\nu}_{m,n}(t) \bar{\nu}_{\ell,n}(t) - (2j + 2) \bar{\nu}_{2j+2,n}(t),
\]

\[
\bar{\nu}_{2j,n}(0) = \frac{2}{(2\sigma)^j} \bar{\nu}_{2j,n-1},
\]

\[
\bar{\nu}_{2j,n} = \bar{\nu}_{2j,n}(\frac{\beta}{2}),
\]

and we can write \(4.39\) as

\[
\bar{\nu}_{2j,0} = \bar{\nu}_{2j,0}^{(\infty)}.
\]

Although the system \(5.20 - 5.22\) has the same form as \(4.30 - 4.38\), we need an additional condition in order to ensure the equality \(\bar{\nu}_{2j,n}(t) = \nu_{2j,n}^{(\infty)}(t)\).

**Lemma 5.5** In addition to \(4.30 - 4.38\) and \(5.20 - 5.22\), we assume

\[
\bar{\nu}_{2,n}(t) = \nu_{2,n}^{(\infty)}(t), \quad t \in [0, \frac{\beta}{2}], n \geq 1.
\]

Then, it holds that

\[
\bar{\nu}_{2j,n}(t) = \nu_{2j,n}^{(\infty)}(t), \quad t \in [0, \frac{\beta}{2}], n \geq 1, j \geq 1.
\]
Proof. Solving (4.36) and (5.20) with respect to $\nu_{2j+2,n}^{(\infty)}(t)$ and $\bar{\nu}_{2j+2,n}(t)$, respectively, we see by induction that (5.25) holds. □

Proof of Proposition 2.3. Let us show (5.24). Since $p = u_n'(t, x)$ is an inverse of $x = w_n(t, x)$, (4.10) and (4.35) imply that

$$
\nu_{2,n}^{(\infty)}(t) = u_n'(t, 0) = \pi_n(t),
$$

(5.26)

where $\pi_n(t)$ is the unique positive solution to $w_n(t, p) = 0$ (see Lemma 4.2). Then, in view of (4.23), we see that $\nu_{2,n}^{(\infty)}(t)$ is the unique positive solution to

$$
\alpha^2 = 2\left(\frac{\omega}{2}\right)^n \nu_{2,n}^{(\infty)}(t) + \left(\frac{\omega}{2}\right)^n \sum_{j=1}^{n} \frac{2^j}{\omega_j - \omega + 4t + \frac{1}{\nu_{2,n}^{(\infty)}(t)}}.
$$

(5.27)

On the other hand, using the variable $x_1$, the first component of $x$ defined by (5.15), we have

$$
\bar{\nu}_{2,n}(t) = \lim_{N \to \infty} \nu_{2,n}^{(N)}(t) = \lim_{N \to \infty} \frac{1}{2} (x_1^N)_{n,t},
$$

(5.28)

In order to calculate $\lim_{N \to \infty} \langle \phi^{(1)}_\theta \phi^{(1)}_{\theta'} \rangle_{n,t}$, we use again the $1/N$ expansion. (We can assume $n \geq 2$ or $t > 0$, since, if $n = 1$ and $t = 0$, (5.24) has been established in (5.23).) Decompose $J_n(t)$ defined by (5.8) with $\Lambda = n$ as follows:

$$
J_n(t) = \Delta + \mu_0 I.
$$

Here $I$ denotes the identity matrix and the real constant $\mu_0$ is chosen so that $\Delta 1_n = 0$

holds, where we denoted $1_n = \{1, 1, \ldots, 1\} \in \mathbb{R}^{L_n}$.

Now, put

$$
C = (-\Delta + m^2 I)^{-1}
$$

(5.29)

for $m^2 > 0$.

Lemma 5.6 It holds that

$$
\sum_{\theta, \theta' \in L_n} C_{\theta \theta'} = \frac{2^n}{m^2},
$$

(5.30)

$$
C_{\theta \theta'} = \left(\frac{\omega}{2}\right)^n \sum_{j=1}^{n} \frac{2^j}{\omega_j - \omega + 4t + 2\omega_m^m m^2 + \frac{1}{2^m m^2}}, \quad \theta \in L_n.
$$

(5.31)

This lemma will be shown in Appendix A.2.

Now, choose $m^2$ so that $C_{\theta \theta} = \alpha^2$ holds, i.e.,

$$
\left(\frac{\omega}{2}\right)^n \sum_{j=1}^{n} \frac{2^j}{\omega_j - \omega + 4t + 2\omega_m^m m^2 + \frac{1}{2^m m^2}} = \alpha^2.
$$

(5.32)

Then, we have [P.284]

$$
\lim_{N \to \infty} \langle \phi^{(1)}_\theta \phi^{(1)}_{\theta'} \rangle_{n,t} = C_{\theta \theta'}.
$$

(5.33)

Now, (5.33) together with (5.28) and (5.30) implies

$$
\bar{\nu}_{2,n}(t) = \frac{1}{2} \frac{1}{(2\omega)^n} \sum_{\theta, \theta' \in L_n} C_{\theta \theta'} = \frac{1}{2\omega_m^m m^2}.
$$

(5.34)

Thus, we obtain (5.24) from (5.23), (5.34) and (5.27), since (5.24) holds, Lemma 5.4 and Lemma 5.5 yield Proposition 2.3. □
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The equality (6.3) follows from (4.2). Let us show (6.4).

**Proof.** Comparing (6.6) with (6.3), we see that density: Then, we have

\[ Z_1^{(N)}(t) = \int_{\mathbb{R}^N} dx \exp(t|x|^2) \int_{\mathbb{R}^N} dy h_0^{(N)}(\sqrt{\frac{2}{\omega}}x + y) h_0^{(N)}(\sqrt{\frac{2}{\omega}}x - y). \] (6.1)

Let us denote integrations with respect to the measures \( h_0^{(N)}(x)dx \) and \( h_1^{(N)}(t,x)dx \) by \( \langle \cdot \rangle_0 \) and \( \langle \cdot \rangle_1 \), respectively.

**Lemma 6.1** Put

\[ A_m = \prod_{k=0}^{m-1} \left( 1 + \frac{2k}{N} \right)^{-1}, \quad m \geq 1. \] (6.2)

Then, we have

\[ \hat{h}_0^{(N)}(\xi) = 1 + \sum_{m=1}^{\infty} \frac{(-\alpha^2)^m}{2^m m!} A_m \xi^{2m}, \] (6.3)

\[ \hat{h}_1^{(N)}(t,\xi) = 1 + \sum_{m=1}^{\infty} \frac{(-\xi)^m}{(2N)^m m!} A_m \langle |x|^{2m} \rangle_1 \xi^{2m}. \] (6.4)

**Proof.** The equality (6.3) follows from (6.2). Let us show (6.4).

By virtue of spherical symmetry, we have

\[ \hat{h}_1^{(N)}(t,\xi) = \langle e^{-\sqrt{T}(\xi \cdot x)} \rangle_1 = \langle e^{-\sqrt{T}x_1} \rangle_1 = \sum_{m=0}^{\infty} \frac{(-\xi^2)^m}{(2m)!} \langle x_1^{2m} \rangle_0, \] (6.5)

where \( \xi = |\xi| \) and \( x_1 \) is the first component of \( x \in \mathbb{R}^N \). Similarly, we have

\[ \hat{h}_0^{(N)}(\xi) = \sum_{m=0}^{\infty} \frac{(-\xi^2)^m}{(2m)!} \langle x_1^{2m} \rangle_0. \] (6.6)

Comparing (6.6) with (6.3), we see that

\[ \langle x_1^{2m} \rangle_0 = \frac{\alpha^2 (2m)!}{2^m m!} A_m = \frac{(2m)!}{(2N)^m m!} A_m \langle |x|^{2m} \rangle_0. \] (6.7)

Now, note that the expectation \( \langle \cdot \rangle_0 \) gives average over an \( N \) dimensional sphere. Then, integrating with respect to the radial distribution of \( \hat{h}_1^{(N)}(t,\xi) \), we obtain from (6.7)

\[ \langle x_1^{2m} \rangle_1 = \frac{(2m)!}{(2N)^m m!} A_m \langle |x|^{2m} \rangle_1. \]

This together with (6.5) gives (6.4).

Now let us introduce the connected part

\[ \langle |x|^{2k} \rangle_{1,cc} = \langle |x|^2; |x|^2; \ldots; |x|^2 \rangle_1 \] (6.8)

of \( \langle |x|^{2k} \rangle_1 \) with \( |x|^2 \) as units, namely, we define \( \langle |x|^{2k} \rangle_{1,cc}, k = 1, 2, \ldots \), by

\[ \sum_{m=0}^{\infty} \frac{\langle |x|^{2m} \rangle_1}{m!} z^m = \exp \left( \sum_{k=1}^{\infty} \frac{\langle |x|^{2k} \rangle_{1,cc}}{k!} z^k \right), \] (6.9)
or, equivalently

$$\langle |x|^{2m} \rangle_1 = \sum_{n \geq 1} \sum_{k_j = m}^{n} \frac{1}{n!} \prod_{j=1}^{m} \langle |x|^{2k_j} \rangle_{1,cc}, \quad m \geq 1,$$  \hspace{1cm} (6.10)

where the summations are taken over the sets of all \((k_1, k_1, \cdots, k_n) \in \mathbb{N}^n\) with \(\sum_{j=1}^{n} k_j = m\) and over \(n \in \mathbb{N}\). Note that we can get information on the connected part \(\langle |x|^{2k} \rangle_{1,cc}\) from \(Z^{(N)}_1(t)\), since

$$\langle |x|^{2k} \rangle_{1,cc} = \left( \frac{d}{dt} \right)^k \log Z^{(N)}_1(t), \quad k \geq 1.$$  \hspace{1cm} (6.11)

**Lemma 6.2** For \(k = 1, 2, \cdots\), the limit \(\lim_{N \to \infty} \frac{1}{N} \langle |x|^{2k} \rangle_{1,cc}\) exists, where the convergence is uniform in \(t \in [0, \beta/2]\) and in \(\alpha\) on any compact subset of \((0, \infty)\).

**Proof.** We carry out the integrations in the right hand side of (6.1):

$$Z^{(N)}_1(t) = \text{const.} \int_{\mathbb{R}^N} dx \int_{\mathbb{R}^N} dy \exp\left(\frac{t}{2\omega} |x + y|^2 \right) h^{(N)}_0(x) h^{(N)}_0(y)$$

$$= \text{const.} \exp\left(\frac{t}{\omega} N \alpha^2\right) \int_{\mathbb{R}^N} dx \int_{\mathbb{R}^N} dy \exp\left(\frac{t}{\omega} (x, y)\right) \delta(|x| - \sqrt{N} \alpha) \delta(|y| - \sqrt{N} \alpha)$$

$$= \text{const.} \exp\left(\frac{t}{\omega} N \alpha^2\right) \int_{\mathbb{R}^N} dx \delta(|x| - \sqrt{N} \alpha) h^{(N)}_0\left(\frac{t}{\sqrt{-1}\omega} |x|\right)$$

$$= \text{const.} \exp\left(\frac{t}{\omega} N \alpha^2\right) h^{(N)}_0\left(\frac{t}{\sqrt{-1}\omega} \sqrt{N} \alpha\right).$$

Therefore, we have

$$\frac{1}{N} \log Z^{(N)}_1(t) = \text{const.} + \frac{t}{\omega} \alpha^2 - v^{(N)}_0\left(\frac{t\alpha}{\sqrt{-1}\omega}\right).$$  \hspace{1cm} (6.12)

Lemma 6.1 implies that the right hand side of (6.12) converges as \(N \to \infty\), where the convergence is uniform in \(t\) on any compact subset of a certain neighborhood of the real axis and in \(\alpha\) on any compact subset of \((0, \infty)\). Then, the limit

$$\lim_{N \to \infty} \frac{1}{N} \langle |x|^{2k} \rangle_{1,cc} = \lim_{N \to \infty} \frac{1}{N} \left( \frac{d}{dt} \right)^k \log Z^{(N)}_1(t)$$

exists for \(k \geq 1\), \(t \in [0, \beta/2]\) and for \(\alpha > 0\). The convergence is uniform in \(t \in [0, \beta/2]\) and in \(\alpha\) on any compact subset of \((0, \infty)\). \(\square\)

Next, we define the connected part \(A_{k,c}\) of \(A_k\) by

$$1 + \sum_{m=1}^{\infty} \frac{A_m}{m!} x^m = \exp\left( \sum_{k=1}^{\infty} \frac{A_{k,c}}{k!} x^k \right),$$  \hspace{1cm} (6.13)

or equivalently

$$A_m = \sum_{n \geq 1} \sum_{k_j = m}^{n} \frac{1}{n!} \prod_{j=1}^{n} \prod_{j=1}^{k_j} A_{k_j, c}, \quad m \geq 1.$$  \hspace{1cm} (6.14)

**Lemma 6.3** For \(k = 1, 2, \cdots\), the limit \(\lim_{N \to \infty} N^{k-1} A_{k,c}\) exists.
Proof. From (6.3) and (6.13), we have

\[ \hat{h}_0^{(N)}(\xi) = \exp \left( \sum_{k=1}^{\infty} \frac{A_{k,c}}{k!} \left(-\frac{1}{2} \alpha^2 \xi^2\right)^k \right) \]

and hence

\[ v_0^{(N)}(\eta) = -\frac{1}{N} \sum_{k=1}^{\infty} \frac{A_{k,c}}{k!} \left(-\frac{1}{2} \alpha^2 N \eta^2\right)^k. \]

Then, it holds that

\[ N^{k-1} A_{k,c} = (-1)^{k-1} \frac{k!}{\alpha^{2k}} \nu_{2k,0}^{(N)}. \]

Since Lemma 4.1 implies that \( \nu_{2k,0}^{(N)} \) converges as \( N \to \infty \), we obtain the lemma. \( \square \)

Put, for \( m \geq 1 \),

\[ B_m = \langle |x|^{2m} \rangle_1, \]
\[ B_{m,c} = \langle |x|^{2m} \rangle_{1,cc}, \]

and write (6.3) as

\[ \hat{h}_1^{(N)}(\xi) = \sum_{m=1}^{\infty} \frac{A_mB_m}{m!} \left(-\frac{\xi^2}{2N}\right)^m. \] (6.15)

We now introduce connected parts of the product “\( AB \)”. Let \( \mathcal{P}_m \) be the set of all partitions of \( \{1,2,\cdots,m\} \). Then, (6.14) and (6.10) can be written as

\[ A_m = \sum_{P \in \mathcal{P}_m} \prod_{I \in P} A_{|I|,c}, \]
\[ B_m = \sum_{P \in \mathcal{P}_m} \prod_{I \in P} B_{|I|,c}, \]

respectively, where \( |I| \) denotes the number of elements of \( I \). Here, we think each \( I \in \mathcal{P}_m \) to connect elements contained in \( I \) into a single component by \( |I|-1 \) links (bonds). The connected part of “\( AB \)” is by definition

\[ (AB)_{k,c} = \sum_{P,Q \in \mathcal{P}_k} \chi_k(P,Q) \prod_{l \in P} A_{|l|,c} \prod_{j \in Q} B_{|j|,c}, \] (6.16)

where

\[ \chi_k(P,Q) = \begin{cases} 1, & \{1,2,\cdots,k\} \text{ is connected by } P \cup Q, \\ 0, & \text{otherwise}. \end{cases} \] (6.17)

In this notation, we can write (6.4) as

\[ \hat{h}_1^{(N)}(\xi) = \exp \left( \sum_{k=1}^{\infty} \frac{(AB)_{k,c}}{k!} \left(-\frac{\xi^2}{2N}\right)^k \right). \]

Thus, we obtain the formula:

\[ \nu_{2k,1}^{(N)}(t) = -\frac{1}{N} \frac{1}{2} \frac{k!}{k!} \frac{1}{2^k} (AB)_{k,c}. \] (6.18)

Lemma 6.4 For \( k = 1,2,3,\cdots \), the limit \( \lim_{N \to \infty} \frac{1}{N} (AB)_{k,c} \) exists, where the convergence is uniform in \( t \in [0,\beta/2] \) and in \( \alpha \) on any compact subset of \((0,\infty)\).
Proof. Consider the term
\[ \psi(P, Q) = \prod_{I \in P} A_{|I|, c} \prod_{J \in Q} B_{|J|, c} \]
in the right hand side of (6.10) corresponding to a pair of partitions \( P, Q \in \mathcal{P}_k \) with \( \chi_k(P, Q) = 1 \).
Suppose that the partition \( P \) consists of \( n \) elements, that is, the set \( \{1, 2, \cdots, k\} \) is decomposed into \( n \) disjoint subsets each of which is connected by some element of \( P \). Then, Lemma 6.3 implies that the quantity
\[ \frac{N^k - n}{N} \prod_{I \in P} A_{|I|, c} = \prod_{I \in P} N_{|I| - 1} A_{|I|, c} \]
is convergent as \( N \to \infty \). On the other hand, \( Q \) should have at least \( n - 1 \) links because otherwise the set \( \{1, 2, \cdots, k\} \) could not be connected by \( P \cup Q \). Let us denote the number of elements of \( Q \) by \( n' \).
Then, we have \( n' \leq k - n + 1 \) and Lemma 6.2 implies that
\[ \frac{N^{-k + n - 1}}{N} \prod_{J \in Q} B_{|J|, c} = \prod_{J \in Q} N_{|J| - 1} B_{|J|, c} \]
is convergent. Thus, we see that
\[ \frac{1}{N} \psi(P, Q) = N^{k - n} \prod_{I \in P} A_{|I|, c} \cdot N^{-k + n - 1} \prod_{J \in Q} B_{|J|, c} \]
is convergent and we obtain the lemma. □

Lemma 5.4 for \( n = 1 \) directly follows from Lemma 6.4 and (6.18).
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A Hierarchical Gaussian

In this appendix, we show the properties to be assumed when we apply the \( 1/N \) expansion [9] to the proof of Proposition 5.3: we prove the reflection positivity (Lemma A.1) and certain bounds on the hierarchical Laplacian (Lemma A.2). In addition we prove Lemma 5.6.

Let us write (5.6)–(5.9) as follows:
\[ \phi_\theta = \phi_{\theta_1, \cdots, \theta_1}, \quad \theta = (\theta_1, \cdots, \theta_1) \in \mathcal{L}_\Lambda, \quad (A.1) \]
\[ \langle F \rangle_J = \frac{1}{Z_J} \int d\phi F(\phi) \exp(\frac{1}{2}(\phi, J\phi)) \prod_{\theta \in \mathcal{L}_\Lambda} \delta(|\phi_\theta|^2 - N\alpha^2), \quad (A.2) \]
\[ (\phi, J\phi) = \sum_{k=1}^{\Lambda} \frac{\beta_k}{(2\omega)^k} \sum_{\theta_1, \cdots, \theta_k = 0,1} \sum_{\theta_1, \cdots, \theta_k = 0,1} |\phi_{\theta_1, \cdots, \theta_k}|^2, \quad (A.3) \]
\[ Z_J(t) = \int d\phi \exp\left(\frac{1}{2}(\phi, J\phi)\right) \prod_{\theta \in \mathcal{L}_\Lambda} \delta(|\phi_\theta|^2 - N\alpha^2), \quad (A.4) \]
where
\[ \beta_k = \begin{cases} \beta, & k = 1, 2, \cdots, \Lambda - 1, \\ 2t, & k = \Lambda. \end{cases} \quad (A.5) \]

We define a matrix \( B \) by
\[ (B\phi)_r = \frac{1}{2\sqrt{2}} \sum_{\theta_1 = 0,1} \phi_{r\theta_1} \quad (A.6) \]
and write
\[ J = \sum_{k=1}^{\Lambda} \beta_k B^k B^k. \] (A.7)

Precisely saying, \( B^k \) should be written as a product of distinct matrices \( B_1, B_2, \cdots, B_k \). We however suppressed the subscripts of \( B \) for simplicity.

### A.1 Reflection Positivity

For \( l = 1, 2, \cdots, \Lambda \), we define the reflection \( \rho_l \) on the lattice \( \mathcal{L}_\Lambda \) by
\[
(\rho_l \theta)_k = \begin{cases} 
\theta_k, & k \neq l, \\
1 - \theta_k, & k = l,
\end{cases} \quad \theta \in \mathcal{L}_\Lambda.
\]

**Lemma A.1** The measure \( \langle \langle \langle \cdot \rangle \rangle \rangle \) has reflection positivity with respect to \( \rho_l, l = 1, 2, \cdots, \Lambda \).

**Remark.** Since the reflection planes for \( \rho_l, l = 1, 2, \cdots, \Lambda \), separate the \( 2^\Lambda \) points in \( \mathcal{L}_\Lambda \) from each other, we have “the chessboard bound” \([4]\) used in \([9]\) from this lemma.

**Proof.** We fix \( l \). Let us define the upper half space with respect to \( \rho_l \) by \( \mathcal{L}^+_\Lambda = \{ \theta \mid \theta_l = 1 \} \) and denote the set of all polynomials in \( \phi \), \( \theta \in \mathcal{L}^+_\Lambda \), by \( \mathbf{P}^+ \). The lower half space \( \mathcal{L}^- \) and the set \( \mathbf{P}^- \) of all polynomials in \( \phi \), \( \theta \in \mathcal{L}^- \), are similarly defined.

We look into the \( k \)-th term in the right hand side of (A.7). Put
\[
\psi = B^k \phi
\]
and write
\[
(\phi, B^{*k} B^k \phi) = ||\psi||^2 = \sum_{\theta, \ldots, \theta_{k+1}} \psi^2_{\theta, \ldots, \theta_{k+1}}.
\]

Suppose that \( l > k \). Note that
\[
\psi_{\theta, \ldots, \theta_{k+1}} \in \begin{cases} 
\mathbf{P}^+, & \theta_l = 1, \\
\mathbf{P}^-, & \theta_l = 0.
\end{cases}
\]

Putting
\[
\psi^2_+ = \sum_{\theta, \ldots, \theta_{k+1} = 0, 1, \theta_l = 1} \psi^2_{\theta, \ldots, \theta_{k+1}},
\]
\[
\psi^2_- = \sum_{\theta, \ldots, \theta_{k+1} = 0, 1, \theta_l = 0} \psi^2_{\theta, \ldots, \theta_{k+1}}.
\]

we have \( \psi^2 = \rho_l \psi^2_+ \) and hence
\[
||\psi||^2 = \psi^2_+ + \psi^2_- = \psi^2_+ + \rho_l \psi^2_+.
\]

Then, \( (\phi, B^{*k} B^k \phi) = ||\psi||^2 \) makes a reflection-positive interaction.

Suppose that \( l \leq k \). We can decompose \( \psi \) as
\[
\psi = \psi^+ + \psi^-, \quad \psi^\pm \in \mathbf{P}^\pm,
\]
with
\[
\psi^- = \rho_l \psi^+.
\]

Then, we have
\[
||\psi||^2 = ||\psi^+ + \rho_l \psi^+||^2 = ||\psi^+||^2 + \rho_l ||\psi^+||^2 + 2 \sum_{\theta, \ldots, \theta_{k+1}} \psi^+_{\theta, \ldots, \theta_{k+1}} \rho_l \psi^+_{\theta, \ldots, \theta_{k+1}}.
\]

This means that \( (\phi, B^{*k} B^k \phi) = ||\psi||^2 \) makes a reflection-positive interaction. \( \square \)
A.2 Hierarchical Laplacian

We decompose $J$ as

$$J = \Delta_\Lambda + \mu_0 I$$

so that

$$\Delta_\Lambda \mathbf{1}_\Lambda = 0$$

holds, where $\mu_0$ is a constant and $\mathbf{1}_\Lambda = {^t(1, 1, \cdots, 1)} \in \mathbb{R}^{\Lambda}$. In fact, using $B\mathbf{1}_{\Lambda-k} = \sqrt{2}\mathbf{1}_{\Lambda-k-1}$, we have

$$\mu_0 = \frac{1}{||\mathbf{1}_\Lambda||^2}(\mathbf{1}_\Lambda, J\mathbf{1}_\Lambda) = \sum_{k=1}^{\Lambda} \frac{\beta_k}{\omega_k},$$

and hence

$$-\Delta_\Lambda = \sum_{k=1}^{\Lambda} \frac{\beta_k}{\omega_k}(-B^{*k}B^k + I) = \sum_{k=1}^{\Lambda} \frac{\beta_k}{\omega_k}(-P_k + I),$$

where

$$P_k = B^{*k}B^k, \quad k = 0, 1, 2, \cdots, \Lambda.$$  

Since $BB^* = I$, it holds that

$$P_j P_k = P_{\text{max}(j,k)}, \quad P_j^* = P_j,$$

namely, $P_j$’s are orthogonal projections satisfying

$$P_\Lambda < P_{\Lambda-1} < \cdots < P_1 < P_0 = I.$$  

Define $Q_j, j = 0, 1, 2, \cdots, \Lambda$, by

$$Q_j = P_j - P_{j+1}, \quad j = 0, 1, 2, \cdots, \Lambda - 1,$$

$$Q_\Lambda = P_\Lambda.$$  

Then, $Q_0, Q_1, \cdots, Q_\Lambda$ constitute orthogonal projections with

$$Q_j Q_k = \delta_{jk} Q_j,$$

$$\sum_{j=0}^{\Lambda} Q_j = I.$$  

In this notation, matrices $-\Delta_\Lambda + m^2 I$ and $C = (-\Delta_\Lambda + m^2 I)^{-1}$ are written as

$$-\Delta_\Lambda + m^2 I = \sum_{k=0}^{\Lambda} y_k Q_k, \quad \text{for } m^2 \geq 0,$$

$$C = \sum_{k=0}^{\Lambda} \frac{1}{y_k} Q_k, \quad \text{for } m^2 > 0,$$

where

$$y_k = \begin{cases} \sum_{j=k+1}^{\Lambda} \frac{\beta_j}{\omega_j} + m^2, & k = 0, 1, 2, \cdots, \Lambda - 1, \\ m^2, & k = \Lambda. \end{cases}$$

Lemma A.2 (1) The matrix $-\Delta_\Lambda$ is positive semi-definite and its eigenvalues lie in $[0, \mu_0]$. 
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For \( l \geq 1 \), it holds that
\[
0 < \text{Tr } C^l \leq \frac{2^\Lambda}{m^2}.
\]

**Proof.**

(1) Put \( m^2 = 0 \) in (A.12) and (A.14). Then, we see that the smallest eigenvalue of \(-\Delta_{\Lambda}\) is 0 and the largest one is
\[
\sum_{j=1}^{\Lambda} \frac{\beta_j}{\omega_j} = \mu_0.
\]

(2) Note that (A.13) implies
\[
\text{Tr } C^l = \sum_{k=0}^{\Lambda} \frac{1}{y_k^l} \text{Tr } Q_k = \sum_{k=0}^{\Lambda-1} \frac{2^\Lambda-k-1}{y_k^l} + \frac{1}{y_k^l}, \quad l = 1, 2, \ldots . \quad (A.15)
\]
Since (A.14) implies \( y_k \geq m^2 \), we can estimate the right hand side of (A.15).

Based on Lemma A.1 and Lemma A.2, we can apply the \( 1/N \) expansion [9] to the hierarchical system and obtain Proposition 5.3.

**Proof of Lemma 5.6.**

(1) Note that (A.13) and the equality
\[
B^\Lambda Q_j B^{*\Lambda} = \begin{cases} 
0, & 0 \leq j \leq \Lambda - 1, \\
1, & j = \Lambda,
\end{cases}
\]
yield
\[
B^\Lambda C B^{*\Lambda} = \frac{1}{m^2}.
\]
This means (5.30). (2) Since
\[
(Q_j)_{\theta\theta} = \begin{cases} 
2^{-j-1}, & 0 \leq j \leq \Lambda - 1, \\
2^{-\Lambda}, & j = \Lambda,
\end{cases} \quad \theta \in \mathcal{L}_{\Lambda},
\]
(A.13) implies
\[
C_{\theta\theta} = \sum_{k=0}^{\Lambda-1} \frac{1}{2^{k+1}y_k} + \frac{1}{2^\Lambda y_\Lambda}, \quad \theta \in \mathcal{L}_{\Lambda}.
\]
Now, under (A.5) we have
\[
y_k = \begin{cases} 
\frac{1}{2^\omega}(\omega^{\Lambda-k} - \omega + 4t + 2\omega^\Lambda m^2), & 0 \leq k \leq \Lambda - 1, \\
m^2, & k = \Lambda.
\end{cases}
\]
Then, it holds that
\[
C_{\theta\theta} = \frac{\omega}{2} \sum_{j=1}^{\Lambda} \frac{2^j}{\omega_j - \omega + 4t + 2\omega^\Lambda m^2} + \frac{1}{2^\Lambda m^2}.
\]
\[\square\]
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