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ABSTRACT

General Data Protection Regulation (GDPR) becomes a standard law for data protection in many countries. Currently, twelve countries adopt the regulation and establish their GDPR-like regulation. However, to evaluate the differences and similarities of these GDPR-like regulations is time-consuming and needs a lot of manual effort from legal experts. Moreover, GDPR-like regulations from different countries are written in their languages leading to a more difficult task since legal experts who know both languages are essential. In this paper, we investigate a simple natural language processing (NLP) approach to tackle the problem. We first extract chunks of information from GDPR-like documents and form structured data from natural language. Next, we use NLP methods to compare documents to measure their similarity. Finally, we manually label a small set of data to evaluate our approach. The empirical result shows that the BERT model with cosine similarity outperforms other baselines. Our data and code are publicly available.\(^1\)
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1 INTRODUCTION

Internet has become one of the most important things nowadays. The internet has a wide range of advantages such as telecommunication, news, social media and e-commerce. The Pew Research Center reports that over 70% of American people access internet through their devices [16]. When users spend time surfing on the internet, it is possible that your online footprint is tracked by some malware, or the websites intentionally gather your usage information. Commercial organizations could make a lot of benefits from user behavior information. For example, Youtube suggests the new videos that you may like. This recommendation system is built based on artificial intelligence (AI) and machine learning (ML). Apart from the user behavior, sometimes, user information is also collected silently. For example, in order to proceed some activity, a website may ask users for their personal data such as name, age, sex and email. Once the data is collected, users have no access or right to perform any actions about the data. This raises up an issue about privacy and personal data.

To tackle this issue, Europe has created a set of rules to regulate the use of personal data by organizations. This regulation is called General Data Protection and Regulation (GDPR). It becomes the standard for personal data protection law for many countries including Brazil, Australia, United States, Japan, South Korea, Thailand, Chile, New Zealand, India, South Africa, China and Canada.\(^2\) The GDPR-like data privacy law from these countries is modified from the original GDPR. However, to measure the similarity and difference among these laws, legal experts are needed. In addition, to fully understand laws in different languages, a complete translation is essential. To assist legal experts in GDPR-like data privacy laws comparison, an automatic approach is necessary.

In this paper, we investigate the use of machine learning (ML) and natural language processing (NLP) to address the issue. Because the law document is written in natural language, we extract the document into a data set where each row is a recital with associated article, section and chapter. The detail of the data transformation is described in 3.1. Once the data is well structured, we apply NLP techniques for document similarity measurement. As the first pilot test, we chose to experiment on original GDPR and Brazilian law (LGPD) because Brazil also provides an official translated version of LGPD along with the Spanish-language version. We evaluate our approach by manually checking on a small data set and found that the pre-training deep Bidirectional Encoder Representations from Transformers (BERT) outperforms other baselines. However, our labeled data set is very small. We encourage researchers in the field to use our well-structured data for more annotations.

Our contributions are as follows:

- To the best of our knowledge, our study is the first to incorporate the NLP techniques to measure the similarity among GDPR-like data privacy laws from different countries.
- We extract and transform the content of GDPR-like documents to form a well-structured data set. This could be

\(^1\)Both authors contributed equally to this research.

\(^2\)There are twelve countries as of April 2021.
beneficial for researchers to investigate the use of NLP for these GDPR-like documents.

- We provide the article pairs of original GDPR and LGPD with small amount of labels.
- We release our data and code to support researchers in the field to study GDPR-like document comparison at https://github.com/kornosk/GDPR-similarity-comparison.

2 BACKGROUND AND RELATED WORK

2.1 General Data Protection and Regulation (GDPR)

The General Data Protection Regulation (GDPR) came into effect in 2018 to replace the Data Protection Directive. It was designed to leverage data privacy laws across Europe with the development of new technology and the new challenges and problems in protecting personal privacy [1]. The structure of GDPR consists of Chapters, Articles, Sections and Recitals. It applies to all the organizations that handle personal data for EU residents, regardless of their locations and thus, it is widely viewed as a benchmark for data protection and privacy regulations and inspired many countries to legislate their own laws to enable greater protection and capabilities for users. For example, Brazil passed the General Data Protection Law (Portuguese: Lei Geral de Proteção de Dados Pessoais, or LGPD) in 2018, and it came into effect in February 2020. India also release their law for user protection, Personal Data Protection Bill (PDPB), which is modeled after the GDPR, though there are significant differences between the Indian and European law.

2.2 Legal Document Comparison

To perform a sentence similarity analysis, information retrieval is a key to success since legal documents are generally long. Text summarization is a potential direction for this task since it selects important sentences to represent the entire document. However, summarizing the long document is still a very difficult task. Some research studies [3, 4] have proposed a transformer-based and n-gram-based model to summarize long scientific documents but this is limited to use for only scientific papers and incapable of legal document summarization.

Computing the similarity between two legal documents is a very important task in the domain of legal document processing such as information retrieval and legal documents comparisons. This task also has a lot of important downstream applications (e.g. recommendation and ranking). Previous models of legal document similarity mainly focus on two directions. First, regardless of text content, a similarity score can be measured by analyzing the dominant citations network. Kumar et al. [9] proposes a model that is extended to the popular techniques used in information retrieval and search engines using co-citation. Second direction is comparing the content of legal documents using text similarity algorithms. In short, we need to transform the content from natural language to structured data. Next, we process the structured data with similarity algorithms. The detail of each step is described in the following sections.

3 METHODOLOGY

There are two steps for GDPR-like document comparison. First, we need to transform the content from natural language to structured data. Next, we process the structured data with similarity algorithms. The detail of each step is described in the following sections.

3.1 Data Transformation

We extract content in natural language and form a well-structured data. The GDPR is comprised of four levels of content. Chapter is the top hierarchy of the law structure, each chapter has many sections. Each section has many articles and there are many recitals in each articles. Note that each recital can include multiple sentences. We extract content into recital-level as it is the smallest piece of information to convey some legal meaning. Because some recitals themselves have no meaning without the relevant contexts, performing document analysis on the upper level (e.g. articles level) would be more informative.

3.2 Similarity Algorithms

In this section, we propose several algorithms from traditional ones to deep learning ones for document comparison. We choose TF-IDF, which is widely used and still one of the most popular ones for
Then we will introduce deep learning based algorithms.

### 3.2.1 TF-IDF

Simple and widely used method to convert word to numerical data in text mining is TF-IDF. It is a measure that evaluates how relevant a word is to a document in a collection of documents. Two metrics are needed and then multiplied: how many times a word appears in a document, and the inverse document frequency of the word across a set of documents. The formula is defined as below [15]:

$$tf(t, d) = \frac{f_t, d}{\sum_{t' \in D} f_{t'}, d}$$  \hspace{1cm} (1)

$$idf(t, D) = \log \frac{N}{|\{d \in D : t \subseteq d\}|}$$  \hspace{1cm} (2)

From Equation 1, $tf(t, d)$ is the frequency of term $t$, where $f_t, d$ is the raw count of a term in a document. The inverse document frequency computation is shown in Equation 2. $idf(t, D)$ denotes the inverse document frequency where $N$ is the total number of documents in the corpus $N = |D|$, and $|\{d \in D : t \subseteq d\}|$ is the number of documents where the term appears.

The first one explains what words are more important by frequency. However, this could be misleading. For example, the word “the” could appear many times in a document and this will lead the algorithm to emphasize documents which happen to use the word “the” more frequently, without giving enough weight to the more meaningful terms. Thus we need the second metric which is able to filter out words that appear too frequently. Now that we have the representation for each sentence and a document is represented as a matrix since it consists of many sentences. We map the matrix to a vector by summing it. Next, we will use cosine similarity for the documents comparison.

#### 3.2.2 Word Embedding

An efficient approach to transform word to a representation vector is word embedding. It is a learned representation for text where words that have the same meaning have a similar representation. For example, “good” and “well” and will be represented as list of numbers that are similar. But “good” and “bad” will have very different vector representations. Here we use GloVe [14] for the embedding space mapping. Specifically, each word is mapped into a vector that consists of a list of numbers using GloVe and the documents of a user are represented as a matrix. We map the matrix features to a vector by summing the matrix.

#### 3.2.3 BERT Embedding

Bidirectional Encoder Representations from Transformers (BERT) was created and published in 2018 from Google and it has become a new standard for Natural Language Processing [6]. It achieved a whole new state-of-the-art on many NLP task, including text classification, sequence labeling, etc. Besides, it works well even with only a small amount of data. Compared with word embedding which analyze text one word at a time, BERT will consider the context. For example, suppose in our data set we have the two sentences: 1) Went to the bank to get money. 2) Went to the river bank to fish. Word embedding will generate the same embedding for the word “bank”. When using sentence embeddings, each sentence gets its own vector representation, therefore, capturing the contextual differences of the two sentences. We again represent document features as a vector by summing the sentence embeddings.

#### 3.2.4 Siamese Network Embedding

We hypothesize that if two sentences are similar, they would have semantically similar embeddings. To capture these clusters, we use a Siamese network architecture to generate sentence embeddings. Specifically, the fine-tuning model is trained on the SNLI [2] and the MNLI datasets [18]. They are a collection of English sentence pairs manually annotated with the labels entailment, contradiction, and neutral. With the training, similar sentences will have closer embeddings while dissimilar ones will have different embeddings. With the new model, we are able to get the textual embeddings and the rest if the same as Word Embedding model and BERT Sentence Embedding model.

### 4 EXPERIMENTS

#### 4.1 Experimental Settings

We choose the Brazilian GDPR-like law (LGPD) to compare to the original GDPR (European version). There are two reasons for this. First, the originally, LGPD was written in Spanish then translated into English version. This helps us by short-cutting the translation step from non-English to English language in order to compare with GDPR. Second, we investigated LGPD and found that it has the same document structure as GDPR including Chapter, Section, Article and Recital. The example of LGPD is shown in Figure 1.

#### 4.2 Evaluation Methods

To evaluate system in the document similarity ranking, we use HIT@K evaluation method. It would determine the correct match only if among the top K similar document retrieved from corpus, there is at least one document is actually the right match. Formally, given an input document $d^a$ from corpus $C_0$, we get K most similar documents $d^1_j, d^2_j, \ldots, d^K_j$ retrieved from the other corpus $C_b$. Equation 4 shows the accuracy as average of corrects where $n$ is the total number of documents in $C_0$ that we evaluate. The prediction is determined as correct if at least one of top K similar documents $d^b_j$ where $j \in [1, K]$ is matched to the input $d^a$.

$$is\_match(d_i, d_j) = \begin{cases} 1, & \text{if } d_i \text{ is related to } d_j \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

$$Accuracy = \frac{\sum_{i=1}^{\|D^a\|} \sum_{j=1}^{K} is\_match(d^a_i, d^b_j)}{\|D^a\|}$$  \hspace{1cm} (4)

In this paper, we choose HIT@1 (we set $K = 1$) as our evaluation metric. We conduct comparison experiment in article-level and recital-level because we think that directly using similarity algorithms would not be able to handle very long documents. The example of correct match and incorrect match in article-level are shown in Figure 2.

There are over 80 articles in GDPR, so we choose to evaluate 10 articles as our pilot test. These articles are from different topics
including Subject matters, Material scope, Territorial scope, Definition of personal data, Principles of personal data usage, consent, Conditions for consent, Child’s consent, Special types of personal data and Personal data relating to criminal. Two researchers manually check all these articles and their matches in order to determine the corrects. If we have disagreement, we discuss and finalize the agreed labels. The accuracy is the average corrects of these ten manually labeled article pairs.

4.3 Experimental Results
We report our preliminary results based on experimental setup and evaluation methods described in Section 4.1 and 4.2, respectively. Table 1 shows the result of accuracy for GDPR and Brazilian GDPR (LGPD). Both experimental results on recital and article level are included.

For recital level, the result from the models could vary for different topics since we are using only one or a few sentences. It could be affected by the noise of texts, the length of the recitals, etc. But it still depicts the effects of different models. BERT gives the best result in terms of accuracy. This matches the recent NLP papers that pretrained model on big data using deep learning technique can provide a better sense and representation of texts. Word embedding performs the worst. We think this is because 1) GloVe, the model we use for generating embedding space is relatively old 2) word embedding is trained on general texts such as wikipedia, etc, it probably can not improve legal documents. However, more
sentences can better reflect the model. We will analyze this in the next section. The result for TF-IDF is similar to other papers where models often rely on this feature to find related or similar documents. Siamese embedding performs the second best, as TF-IDF, although the result is supposed to be better since this model is trained on gold label data. The reason is because that Siamese BERT is trained on pairs of sentences. For these sentences, words such as “should” and “must” will have a very similar representation. This makes general texts more understandable but for law documents, this can get inaccurate.

For article level, the effect, no matter a good effect or a bad one, from the models will be accumulated and thus the results will reflect the algorithm quality better. BERT gives the best result. This matches the recital level and further confirm that recent NLP developments with deep learning technique can help the legal document tasks. Word embedding and TF-IDF are similar. We think that since word embedding is trained on general texts, it should just be a reflection of the general word, just like TF-IDF using word count and similar techniques. Siamese embedding performs the worst. With more sentences, the siamese network trained on the general documents is not able to properly recognize the differences between different documents. The scores among different models are more smooth and thus further confirm more data could lead to a more stable result.

5 CONCLUSIONS AND FUTURE DIRECTION

In this paper, we develop an end-to-end automatic approach for GDPR-like documents similarity checking. We apply state-of-the-art models from NLP community to our experiments and show that they outperform the TF-IDF method which is commonly used in legal documents comparison. However, the evaluation is a pilot test and it only shows the baseline results for the task.

In the future, more sophisticated study specifically for GDPR similarity checking is needed and a number of cutting-edge algorithms could be investigated. For example, We could take into account other GDPR-like languages (e.g. Chinese or Thai version). Besides, better evaluation of performance should be developed. Although we try our best, neither of us are experts in the area so the result may be not absolutely correct. In this paper, we only consider HIT@1. Similarity scores could also be taken into account to reflect better on the documents comparison instead of considering only search ranking. Finally, we release code and data sets in order for researchers who would like to study GDPR-like document comparison.
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