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Abstract. We study the Cauchy problem for the defocusing nonlinear Schrödinger (NLS) equation under the assumption that the solution vanishes as $x \to +\infty$ and approaches an oscillatory plane wave as $x \to -\infty$. We first develop an inverse scattering transform formalism for solutions satisfying such step-like boundary conditions. Using this formalism, we prove that there exists a global solution of the corresponding Cauchy problem and establish a representation for this solution in terms of the solution of a Riemann–Hilbert problem. By performing a steepest descent analysis of this Riemann–Hilbert problem, we identify three asymptotic sectors in the half-plane $t \geq 0$ of the $xt$-plane and derive asymptotic formulas for the solution in each of these sectors. Finally, by restricting the constructed solutions to the half-line $x \geq 0$, we find a class of solutions with asymptotically time-periodic boundary values previously sought for in the context of the NLS half-line problem.
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1. INTRODUCTION

We study the Cauchy problem for the defocusing nonlinear Schrödinger (NLS) equation

\begin{align*}
    iu_t + u_{xx} - 2|u|^2u &= 0, & x \in \mathbb{R}, & t > 0, \\
    u(x,0) &= u_0(x), & x \in \mathbb{R},
\end{align*}

(1.1)

under the assumption that the solution $u(x,t)$ vanishes as $x \to +\infty$ and approaches a plane wave as $x \to -\infty$, i.e.,

\[ u(x,t) \sim \begin{cases} 
    \alpha e^{2i\beta x + i\omega t}, & x \to -\infty, \\
    0, & x \to +\infty,
\end{cases} \]

(1.2)

where $\alpha > 0$ and $\beta \in \mathbb{R}$ are two parameters. The constant $\omega := -4\beta^2 - 2\alpha^2 < 0$ in (1.2) is determined by the requirement that $\alpha e^{2i\beta x + i\omega t}$ should be a solution of (1.1a), which is necessary for consistency. The phase invariance of (1.1a) implies that there is no loss of generality in assuming that $\alpha$ is positive. In order for the boundary conditions (1.2) to be consistent with (1.1), the initial data must satisfy

\[ u_0(x) \sim \begin{cases} 
    \alpha e^{2i\beta x}, & x \to -\infty, \\
    0, & x \to +\infty.
\end{cases} \]

(1.3)

The exact rates of convergence in (1.2) and (1.3) will be specified in the main theorems.

The NLS equation with non-vanishing boundary conditions at infinity has received plenty of attention in the literature, see e.g. [4–8, 12, 13, 15, 19, 20, 26, 30–32, 35, 45]. In this paper, we use Riemann–Hilbert (RH) methods to study the Cauchy problem (1.1) with the step-like boundary
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conditions \((1.2)\). In particular, we prove that there exists a global solution of the problem \((1.1) - (1.2)\) and establish a representation for this solution in terms of the solution of a RH problem. The formulation of the RH problem involves a reflection coefficient which is defined in terms of the initial data. We also obtain detailed asymptotic formulas for the long-time behavior of the solution by performing a Deift–Zhou steepest descent analysis \([17]\) of the RH problem. It turns out that there are three main asymptotic sectors in the half-plane \(t \geq 0\) of the \(xt\)-plane separated by the two lines \(x/t = 4\beta - 2\alpha\) and \(x/t = 4\beta + 4\alpha\); we refer to these three sectors as the left, middle, and right sectors, see Figure 1. In the left sector (i.e., the sector adjacent to the negative \(x\)-axis), the leading term in the asymptotics is given by the plane wave \(\alpha e^{2i\beta x + i\omega t}\) multiplied by a slowly varying factor which tends to 1 as \(x/t \to -\infty\), in consistency with the boundary conditions \((1.2)\). In the right sector (i.e., the sector adjacent to the positive \(x\)-axis), the leading term is of order \(t^{-1/2}\) and has a coefficient which vanishes as \(x/t \to +\infty\), again in consistency with \((1.2)\). In the middle sector, which lies between the left and right sectors, the asymptotics has a different character. We will compute both the leading and the subleading terms in this sector. The leading term is generally of \(O(1)\) but it vanishes as \(x/t\) approaches \(4\beta + 4\alpha\), thus matching the leading asymptotics in the right sector. As \(x/t\) approaches \(4\beta - 2\alpha\), it tends, as expected, to the leading term in the left sector. The subleading term in the middle sector is of order \(O(t^{-1})\).

\[ \begin{align*} 
  x/t &= 4\beta - 2\alpha \\
  x/t &= 4\beta + 4\alpha 
\end{align*} \]

**Figure 1.** The left, middle, and right asymptotic sectors in the \(xt\)-plane.

The main results of the paper are presented in the form of six theorems, which are all stated in Section 2.

- Theorem 2.1 treats the direct problem, i.e., the construction of the scattering data from the given initial data.
- Theorem 2.2 proves global existence for the Cauchy problem \((1.1) - (1.2)\) and establishes a representation for the solution in terms of the solution of a RH problem. This is achieved by combining the result of Theorem 2.1 with a solution of the inverse problem.
- Theorem 2.3, Theorem 2.4, and Theorem 2.5 present asymptotic formulas for the solution of \((1.1) - (1.3)\) in the middle, left, and right asymptotic sectors, respectively.
- Theorem 2.6 provides a class of solutions of the NLS on the half-line \(x \geq 0\) with asymptotically time-periodic boundary values that was sought for in \([36]\).

1.1. **Relation to earlier work.** First results on the implementation of an Inverse Scattering Transform (IST) to the defocusing NLS with nonzero boundary conditions were obtained in \([45]\) where solutions satisfying \(|u(x, t)| \to c\) as \(x \to \pm \infty\) for some constant \(c > 0\) were considered. The asymmetric case where \(u(x, t)\) approaches plane waves of different amplitudes as \(x \to +\infty\) and \(x \to -\infty\) was considered in \([8]\). We refer to \([4, 6, 12, 19, 20, 26, 31, 32, 35]\) and the references therein for further works on the IST for NLS. The implementation of the IST presented here can be compared to the implementation for the focusing NLS in \([12]\).
The defocusing NLS with step-like oscillatory initial data

Studies of the long-time asymptotics for NLS with nonzero boundary conditions include [5, 7, 12–15, 30, 32]. Most of these studies concern the focusing NLS. Of particular interest to us is the work [32], where Jenkins derived detailed formulas for the long-time asymptotics for the defocusing NLS equation with step-like initial data of the form

\[ u_0(x) = \begin{cases} 
1, & x < 0, \\
A e^{-2i\mu x}, & x > 0, 
\end{cases} \]  

for any choice of the constants \(A > 0\) and \(\mu \in \mathbb{R}\). If \(u(x,t)\) solves (1.1a), then the function \(\tilde{u}(x,t)\) defined by

\[ \tilde{u}(x,t) := a u(a(x+4bt), a^2 t) e^{-2i(b(x+2t))} \]

also solves (1.1a) for any \(a > 0\) and \(b \in \mathbb{R}\). Moreover, if \(u_0\) satisfies (1.4), then \(\tilde{u}_0(x) = \tilde{u}(x,0)\) satisfies

\[ \tilde{u}_0(x) \sim \begin{cases} 
A_1 e^{-2iB_1 x}, & x < 0, \\
A_2 e^{-2iB_2 x}, & x > 0, 
\end{cases} \]  

where \(A_1 = a, B_1 = b, A_2 = a A, \) and \(B_2 = \mu a + b\). Hence, whenever the initial data satisfy (1.5) with \(A_1 > 0, A_2 > 0, \) and \(B_1, B_2 \in \mathbb{R}\), the asymptotics can be deduced from [32]. However, the nonzero boundary conditions (1.2) considered in this paper (for which \(A_2 = 0\)) fall outside the scope of [32]. It is therefore not surprising that the qualitative structure of the asymptotic picture we find is different from the one obtained in [32].

A main difference between [32] and the present paper is that whereas [32] assumes that the initial data is equal to 1 and \(A e^{-2i\mu x}\) for \(x < 0\) and \(x > 0\), respectively, we only impose the boundary conditions asymptotically as \(x \to \pm \infty\). In fact, one of the main motivations behind this work was to understand how asymptotically imposed nonzero boundary conditions can be handled for an integrable PDE. The fact that the boundary conditions are only asymptotically imposed has rather far-reaching implications for the proof, because it means that instead of having an exact expression for the reflection coefficient \(r(k)\) at our disposal, we need to deduce the pertinent properties of \(r(k)\) from its definition in terms of solutions of Volterra equations and construct analytic approximations (or dbar extensions) for the asymptotic analysis. The construction of analytic approximations is challenging especially near the branch cut associated with the nonzero boundary conditions. We overcome this challenge by generalizing a construction in [25].

We will show that there are no solitonic structures present in the long-time asymptotics for (1.1a) in the case of the boundary conditions (1.2). In particular, the discrete spectrum is always empty. In the case of nonzero backgrounds at both \(+\infty\) and \(-\infty\) of the same amplitudes, the discrete spectrum is generally non-empty, corresponding to the fact that the defocusing NLS supports dark solitons [45] (see also [19]). On the other hand, the discrete spectrum is always empty in the case of zero boundary conditions at both \(\pm \infty\), corresponding to the fact that the equation admits no bright solitons, see [1]. It is interesting that vanishing boundary conditions at \(+\infty\) alone imply the absence of asymptotic solitonic structures.

The long-time asymptotics for the focusing NLS in the case when the left background is zero, i.e.,

\[ u_0(x) = \begin{cases} 
0, & x < 0, \\
A e^{-2iBx}, & x > 0, 
\end{cases} \]  

where \(A > 0\) and \(B \in \mathbb{R}\) are constants, was analyzed in [13]. It was found that there are three asymptotic sectors in this case: a slow decay sector adjacent to the negative \(x\)-axis, a modulated plane wave sector adjacent to the positive \(x\)-axis, and a modulated elliptic wave (genus 1) sector in between. This means that the asymptotic picture observed in [13] bears similarities to the one
we find here for the defocusing NLS with the boundary conditions (1.2): in both cases there are three asymptotic sectors, and in both cases there is a slow decay sector and a modulated plane wave sector adjacent to the \( x \)-axis, as mandated by the boundary conditions. However, in the focusing case studied in [13] the middle sector is a genus 1 sector (i.e., the leading asymptotic term is expressed in terms of theta functions attached to a genus 1 Riemann surface), whereas in the defocusing case considered here the middle sector is a genus 0 sector (i.e., the underlying Riemann surface is of genus 0). As in [32], it is assumed in [13] that the initial data is a pure step-like profile (meaning that \( u_0(x) \) is exactly equal to 0 for \( x < 0 \) and to \( Ae^{-\sqrt{2}Bx} \) for \( x > 0 \)). We expect that the techniques developed in this paper will be useful to handle the case of boundary conditions that are only asymptotically imposed also for the focusing NLS as well as other integrable PDEs.

1.2. Application to the half-line problem. One motivation for studying step-like boundary conditions of the form (1.2) is that the restriction to the quarter-plane \( \{ x \geq 0, t \geq 0 \} \) of any solution of the Cauchy problem (1.1)-(1.2) provides a solution of the half-line problem for (1.1a) with decay as \( x \to \infty \). This initial-boundary value problem for NLS has been studied extensively (see e.g. [9, 11, 21, 23, 26, 28, 36, 38, 40]). Of particular interest is the case of (asymptotically) time-periodic boundary conditions [9]. The main difficulty when studying such boundary conditions is the construction of the Dirichlet-to-Neumann map [39]. If both the Dirichlet and the Neumann boundary values are known, then an effective solution representation can be obtained [21, 24]. However, for a well-posed problem only one of these boundary values can be independently prescribed, and the construction of the unknown boundary value (i.e., the construction of the generalized Dirichlet-to-Neumann map) is in general a highly nonlinear problem [22]. In the case of asymptotically time-periodic boundary conditions, progress can be made by considering the Dirichlet-to-Neumann map in the large \( t \) limit (which is enough for the calculation of long-time asymptotics for the solution for any \( x \geq 0 \) [11, 39]. For example, assuming that the Dirichlet and Neumann values asymptote to periodic functions, the large \( t \)-behavior of the Neumann value can be effectively computed from the Dirichlet data to all orders in perturbation theory [40]. It is particularly interesting to consider the situation when the boundary values asymptote to single exponentials. It was shown for the focusing NLS in [11] that there exists a solution \( u \) satisfying \( u(0, t) \sim \alpha e^{i\omega t} \) and \( u_x(0, t) \sim ce^{i\omega t} \) as \( t \to \infty \) if and only if the triplet of constants \((\alpha, \omega, c)\) belongs to one of two explicitly given families, thereby characterizing the Dirichlet-to-Neumann map in this regime. A similar result was obtained for the defocusing NLS in [36]. However, in [36] five families were found instead of two, and the fact that \((\alpha, \omega, c)\) belongs to one of these families was (due to the lack of a vanishing lemma for the defocusing NLS on the half-line) only shown to be a necessary condition for the existence of a solution \( u \) with \( u(0, t) \sim \alpha e^{i\omega t} \) and \( u_x(0, t) \sim ce^{i\omega t} \). Thus, to characterize the Dirichlet-to-Neumann map in this regime in the defocusing case, one needs to determine whether there really are solutions of the initial-boundary value problem on the half-line corresponding to each of the five families found in [36]. One of these five families is (see [36, Eq. (2.3c)])

\[
\left\{ (\alpha, \omega, c = i\alpha \sqrt{-2\alpha^2 - \omega}) : \alpha > 0, \omega < -3\alpha^2 \right\}.
\tag{1.7}
\]

We show in Theorem 2.6 that for each choice of \((\alpha, \omega, c)\) in the family (1.7), there is indeed a solution \( u \) of the defocusing NLS such that \( u(0, t) \sim \alpha e^{i\omega t} \) and \( u_x(0, t) \sim ce^{i\omega t} \) as \( t \to \infty \). This answers affirmatively the question left open in [36] for this family. Moreover, Theorem 2.6 provides a natural interpretation of the family (1.7): boundary values corresponding to this family arise by restricting solutions of the Cauchy problem (1.1)-(1.2) to the half-line \( x \geq 0 \) whenever the \( t \)-axis belongs to the left asymptotic sector, i.e., whenever \( \alpha > 0 \) and \( \beta \in \mathbb{R} \) are such that \( 4\beta - 2\alpha > 0 \).
1.3. Organization of the paper. The six main theorems are stated in Section 2. Their proofs can be found in Sections 3-8; the proof of the first theorem is given in Section 3, the proof of the second theorem in Section 4, and so on. The appendix gives an asymptotic expansion for a Cauchy type integral that appears in the steepest descent analysis.

1.4. Notation. We will make use of the following notation. The three Pauli matrices will be denoted by \( \sigma_1, \sigma_2, \) and \( \sigma_3. \) For \( A \in \mathbb{C}^{2 \times 2}, \) we let \( e^{\sigma_3 A} = e^{\sigma_3 A e^{\sigma_3}}. \) We denote by \( [A]_1 \) the first column of \( A \) and by \( [A]_2 \) its second column. We let \( \mathbb{C}_+ := \{ \text{Im} \, k > 0 \} \) and \( \mathbb{C}_- := \{ \text{Im} \, k < 0 \} \) denote the open upper and lower half-planes. Similarly, we let \( \mathbb{R}_+ := (0, +\infty) \) and \( \mathbb{R}_- := (-\infty, 0). \)

2. Main results

Before stating the main results, we need to introduce some ingredients relevant for the direct and inverse scattering problems.

2.1. Eigenfunctions and reflection coefficient. Equation (1.1a) admits the Lax pair

\[
\begin{align*}
\phi_x + ik\sigma_3 \phi &= U \phi, \\
\phi_t + 2ik^2 \sigma_3 \phi &= V \phi,
\end{align*}
\]

where \( k \in \mathbb{C} \) is the spectral parameter and

\[
U := \begin{pmatrix} 0 & u \\ \bar{u} & 0 \end{pmatrix}, \quad V := \begin{pmatrix} -i|u|^2 & 2ku + iux \\ 2k\bar{u} - i\bar{x}u & i|u|^2 \end{pmatrix}.
\]

Suppose \( \alpha > 0 \) and \( \beta \in \mathbb{R}. \) Let \( \omega := -4\beta^2 - 2\alpha^2 < 0 \) and consider the following plane wave solution of (1.1a):

\[
u^b : \mathbb{R} \times [0, \infty) \to \mathbb{C}, \quad \nu^b(x, t) := \alpha e^{2i\beta x + i\omega t}.
\]

The corresponding “background” Lax pair is given by

\[
\begin{align*}
\phi^b_x &+ ik\sigma_3 \phi^b = U^b \phi^b, \\
\phi^b_t &+ 2ik^2 \sigma_3 \phi^b = V^b \phi^b,
\end{align*}
\]

with

\[
U^b(x, t) = \begin{pmatrix} 0 & \alpha e^{2i\beta x + i\omega t} \\ \alpha e^{-2i\beta x - i\omega t} & 0 \end{pmatrix},
\]

\[
V^b(x, t) = \begin{pmatrix} -i\alpha^2 & 2\alpha(k - \beta)e^{2i\beta x + i\omega t} \\ 2\alpha(k - \beta)e^{-2i\beta x - i\omega t} & i\alpha^2 \end{pmatrix}.
\]

2.1.1. Background eigenfunction. Let \( E_1 := -\beta - \alpha \) and \( E_2 := -\beta + \alpha. \) We define the functions \( X, \Omega : \mathbb{C} \setminus (E_1, E_2) \to \mathbb{C} \) by

\[
X(k) = \sqrt{(k - E_1)(k - E_2)}, \quad \Omega(k) = 2(k - \beta) X(k),
\]

where the branch of the square root is chosen such that

\[
X(k) = \sqrt{(k + \beta)^2 - \alpha^2} = k + \beta + O(k^{-1}) \quad \text{as} \quad k \to \infty;
\]

it follows that \( \Omega(k) = 2k^2 + \frac{\omega}{2} + O(k^{-1}) \) as \( k \to \infty. \) We further consider the function

\[
\Delta : \mathbb{C} \setminus [E_1, E_2] \to \mathbb{C}, \quad \Delta(k) = \left( \frac{k - E_2}{k - E_1} \right)^{1/4},
\]

where the branch of the fourth root is such that \( \Delta(k) = 1 + O(k^{-1}) \) as \( k \to \infty. \)
The background Lax pair (2.4) admits the explicit background eigenfunction
\[
\phi_1^b: \mathbb{R} \times [0, \infty) \times (\mathbb{C} \setminus [E_1, E_2]) \to \mathbb{C}, \quad \phi_1^b(x, t, k) = e^{i(\beta x + \frac{\omega(t)}{2})t} e^{-i(X(k)x + \Omega(t))t} \sigma_3, \tag{2.6}
\]
where \(s^b: \mathbb{C} \setminus [E_1, E_2] \to \mathbb{C}^{2 \times 2}\) is given by
\[
s^b := \frac{1}{2} \begin{pmatrix}
\Delta + \Delta^{-1} & i(\Delta - \Delta^{-1}) \\
-i(\Delta - \Delta^{-1}) & \Delta + \Delta^{-1}
\end{pmatrix}, \tag{2.7}
\]
and satisfies \(\det s^b(k) = 1\) for \(k \in \mathbb{C} \setminus [E_1, E_2]\).

2.1.2. Reflection coefficient. Let \(u_0^b(x) = a e^{2i\beta x}\) and let \(u_0: \mathbb{R} \to \mathbb{C}\) be such that \((u_0 - u_0^b)|_{\mathbb{R}_-} \in L^1(\mathbb{R}_-)\) and \(u_0|_{\mathbb{R}_+} \in L^1(\mathbb{R}_+).\)

Let \(U_0(x) = U(x, 0)\) and \(u_0^b(x) = U(x, 0).\) Define the eigenfunctions \(\{\phi_j(x, k)\}_{j=1}^2\) as the unique solutions of the Volterra integral equations
\[
\phi_1(x, k) = \phi_1^b(x, 0, k) + \int_0^x \phi_1^b(x, 0, k)(\phi_1^b)^{-1}(x', 0, k) \left[ (U_0 - U_0^b)(x') \right] \phi_1(x', k) \, dx', \tag{2.8a}
\]
\[
\phi_2(x, k) = e^{-ikx} - \int_0^\infty e^{ik(x-x')} \phi_1(k, x') \phi_2(x', k) \, dx'. \tag{2.8b}
\]
For each \(x \in \mathbb{R},\) the map \(\phi_1(x, \cdot): (\mathbb{C}_+, \mathbb{C}_-) \to \mathbb{C}^{2 \times 2}\) is analytic and has a continuous extension to \((\mathbb{C}_+, \mathbb{C}_-) \setminus \{E_1, E_2\},\) which is also denoted by \(\phi_1.\) This means that the first column of \(\phi_1\) is continuous on \(\mathbb{C}_+ \setminus \{E_1, E_2\}\) while the second column is continuous on \(\mathbb{C}_- \setminus \{E_1, E_2\}.\) For each \(x \in \mathbb{R},\) the map \(\phi_2(x, \cdot): (\mathbb{C}_-, \mathbb{C}_+) \to \mathbb{C}^{2 \times 2}\) is continuous and its restriction to \((\mathbb{C}_-, \mathbb{C}_+)\) is analytic. Both \(\phi_1\) and \(\phi_2\) solve the \(x\)-part of the Lax pair (2.1) for \(k \in \mathbb{R} \setminus \{E_1, E_2\}\) and \((x, t) \in \mathbb{R} \times [0, \infty).\)

Hence there exists a unique matrix-valued function \(s(k)\) such that
\[
s(k) = \phi_2^{-1}(x, k) \phi_1(x, k), \quad x \in \mathbb{R}, \quad k \in \mathbb{R} \setminus \{E_1, E_2\}. \tag{2.9}
\]
The symmetries of the Lax pair imply that \(s\) has the form
\[
s(k) = \begin{pmatrix}
a(k) \\
-b(k)
\end{pmatrix} \begin{pmatrix}
-b(k) \\
a(k)
\end{pmatrix}, \quad k \in \mathbb{R} \setminus \{E_1, E_2\}. \tag{2.10}
\]

We define the reflection coefficient \(r: \mathbb{R} \setminus \{E_1, E_2\} \to \mathbb{C}\) by
\[
r(k) := \begin{cases}
\frac{b(k)}{a(k)}, & k \in \mathbb{R} \setminus [E_1, E_2], \\
-\frac{a(k)}{b(k)}, & k \in (E_1, E_2).
\end{cases} \tag{2.11}
\]

2.2. The direct problem. Our first main result is concerned with the direct problem, i.e., the construction of the reflection coefficient \(r(k)\) and the associated eigenfunctions from the initial data \(u_0(x)\).

**Theorem 2.1** (Solution of the direct problem). Let \(\alpha, \beta \in \mathbb{R}\) with \(\alpha > 0\) and let \(N_1 \geq 2\) be an integer. Suppose \(u_0: \mathbb{R} \to \mathbb{C}\) satisfies
\[
x^n(u_0 - u_0^b)|_{\mathbb{R}_-} \in L^1(\mathbb{R}_-), \quad x^n u_0|_{\mathbb{R}_+} \in L^1(\mathbb{R}_+), \quad n = 0, \ldots, N_1. \tag{2.12}
\]
\[\text{(a)}\] The reflection coefficient \(r\) extends continuously to an element in \(\mathcal{C}^N(\mathbb{R} \setminus \{E_1, E_2\}) \cap \mathcal{C}(\mathbb{R}),\) again denoted by \(r,\) and satisfies the following properties.

\[(i)\] \(|r(k)| = 1\) for \(k \in [E_1, E_2],\) and \(|r(k)| < 1\) for \(k \in \mathbb{R} \setminus [E_1, E_2].\)
(ii) Near the branch points $E_j$, $j = 1, 2$, it holds that

\[
 r(k) = \begin{cases} 
 \sum_{i=0}^{N_1-1} q_{j,i}(k-E_2)^{i/2} + o((k-E_2)^{N_1-1/2}) & \text{as } k \searrow E_2, \\
 \sum_{i=0}^{N_1-1} i^i q_{j,i}(E_2-k)^{i/2} + o((E_2-k)^{N_1-1/2}) & \text{as } k \nearrow E_2, \\
 \sum_{i=0}^{N_1-1} i^i q_{j,i}(k-E_1)^{i/2} + o((k-E_1)^{N_1-1/2}) & \text{as } k \searrow E_1, \\
 \sum_{i=0}^{N_1-1} (-1)^i q_{j,i}(E_1-k)^{i/2} + o((E_1-k)^{N_1-1/2}) & \text{as } k \nearrow E_1,
\end{cases}
\]

for some coefficients $q_{j,i} \in \mathbb{C}$ such that

\[
 |q_{j,0}| = 1, \quad q_{j,1} \neq 0, \quad \sum_{i=0}^{n} i^n(-i)^i q_{j,n-i} = 0, \quad j = 1, 2, \ n = 1, \ldots, N_1 - 1.
\]

(b) If $u_0$ in addition to \[2.12\] also satisfies

\[
 u_0 \in \mathcal{C}^{N_2}(\mathbb{R}) \quad \text{and} \quad \partial_x^n u_0 \in L^\infty(\mathbb{R}) \quad \text{for} \quad n = 0, \ldots, N_2,
\]

for some integer $0 \leq N_2 \leq 3$, then

\[
 \partial_x^n r(k) = O(k^{-N_2-1}) \quad \text{as} \quad k \to \pm \infty, \quad n = 0, \ldots, N_1.
\]

(c) If $u_0$ satisfies \[2.12\] and \[2.15\] for some integers $N_1 \geq 2$ and $N_2 \geq 0$, then the function $m_0(x, \cdot) : \mathbb{C} \setminus \mathbb{R} \to \text{GL}(2, \mathbb{C})$, $x \in \mathbb{R}$, given by

\[
 m_0(x, k) := \begin{pmatrix} \frac{\phi_1(x, k)^1}{a(k)} & [\phi_2(x, k)]^1 \\ [\phi_2(x, k)]^1 & \frac{\phi_1(x, k)^2}{a(k)} \end{pmatrix} e^{ikx(\sigma_3 + 1)}, \quad k \in \mathbb{C}_+, \\
 \begin{pmatrix} [\phi_2(x, k)]^1 & \frac{\phi_1(x, k)^2}{a(k)} \\ \frac{\phi_1(x, k)^1}{a(k)} & [\phi_2(x, k)]^1 \end{pmatrix} e^{ikx(\sigma_3 + 1)}, \quad k \in \mathbb{C}_-,
\]

satisfies the following RH problem:

\begin{itemize}
  \item $m_0(x, k)$ is analytic for $k \in \mathbb{C} \setminus \mathbb{R}$.
  \item $m_0(x, \cdot)$ has continuous boundary values on $\mathbb{R}$ from the upper and lower half-planes denoted by $m_{0+}$ and $m_{0-}$, respectively. Furthermore, these boundary values obey the jump relation
    \[
    m_{0+}(x, k) = m_{0-}(x, k)v_0(x, k) \quad \text{for} \quad k \in \mathbb{R},
    \]
    where the jump matrix $v_0$ is given by
    \[
    v_0(x, k) = \begin{pmatrix} 1 - |r(k)|^2 & r(k)e^{-2ikx} \\ -r(k)e^{2ikx} & 1 \end{pmatrix}
    \]
    \item $m_0(x, k) = I + O(k^{-1})$ as $k \to \infty$.
\end{itemize}

**Proof.** See Section 2.5. \qed

The behavior \[2.13\] of $r(k)$ at the two branch points $E_1$ and $E_2$ can be understood as follows. Suppose there is a $C > 0$ such that $u_0(x) = 0$ for $x > C$ and $u_0(x) = u_0(x)$ for $x < -C$. Then the reflection coefficient is defined and analytic for all $\mathbb{C} \setminus \{E_1, E_2\}$, and the function $r(k)$ defined for $k \in \mathbb{R} \setminus \{E_1, E_2\}$ in \[2.11\] denotes the boundary values of this analytic function from the upper half-plane. In this case, the relations between the coefficients in \[2.13\] relevant for $k \searrow E_j$ and $k \nearrow E_j$ follow from the existence of the analytic continuation. In fact, viewing the reflection coefficient as a function on the two-sheeted Riemann surface defined by $X$ with a branch cut along $[E_1, E_2]$, we see that it is natural that the expansion at $E_j$ is in powers of the local analytic coordinate $\sqrt{k - E_j}$.

For general initial data, $r(k)$ does not have an analytic continuation into the upper half-plane, but the structure of $r$ near the branch points remains unchanged. This will be crucial later in the steepest descent analysis, where we will use \[2.13\] to construct an analytic approximation of $r$.

**Remark.** The restriction $N_2 \leq 3$ in Theorem 2.1(b) is made for convenience and is not essential.
2.3. Solution of the Cauchy problem. Our second main result establishes existence of a global solution to the Cauchy problem \( (1.1) \) with step-like initial data, and provides an expression for this solution in terms of the solution of a RH problem.

Definition. Suppose \( u_0: \mathbb{R} \to \mathbb{C} \) is step-like in the sense that \( (2.12) \) holds for \( N_1 = 2 \). We say that \( u: \mathbb{R} \times [0, \infty) \to \mathbb{C} \) is a global solution of the Cauchy problem \( (1.1) \) with initial data \( u_0 \) if the following hold:

(i) \( u(x, \cdot) \in C^1([0, \infty)) \cap C([0, \infty)) \) for each \( x \in \mathbb{R} \) and \( u(\cdot, t) \in C^2(\mathbb{R}) \) for each \( t \in [0, \infty) \).

(ii) \( u \) satisfies the defocusing NLS equation \( (1.1a) \) for all \( (x, t) \in \mathbb{R} \times (0, \infty) \).

(iii) \( u(x, 0) = u_0(x) \) for all \( x \in \mathbb{R} \).

(iv) For each \( t \geq 0 \), \( u \) satisfies the step-like boundary conditions

\[
    u(x, t) = \begin{cases} 
    \alpha e^{2i\beta x + i\omega t} + o(1), & x \to -\infty, \\
    o(1), & x \to +\infty.
    \end{cases}
\]  

Theorem 2.2 (Solution of the Cauchy problem with step-like initial data). Let \( \alpha > 0 \) and \( \beta \in \mathbb{R} \). Suppose \( u_0: \mathbb{R} \to \mathbb{C} \) satisfies \( (2.12) \) for \( N_1 = 2 \) and \( (2.15) \) for \( N_2 = 3 \). Then the Cauchy problem \( (1.1) \) with initial data \( u_0 \) has a global solution and this solution can be constructed as follows.

Let \( v: \mathbb{R} \setminus \{E_1, E_2\} \to \mathbb{C} \) be the reflection coefficient corresponding to \( u_0 \) according to \( (2.11) \), and define \( v(x, t, \cdot): \mathbb{R} \to SL(2, \mathbb{C}) \) by

\[
    v(x, t, k) := \begin{pmatrix} 1 - |r(k)|^2 & r(k)e^{-2i(kx+2k^2t)} \\
                               r(k) e^{2i(kx+2k^2t)} & 1 \end{pmatrix}. \tag{2.20}
\]

For each \( (x, t) \in \mathbb{R} \times [0, \infty) \), the RH problem

- \( m(x, t, k) \) is analytic for \( k \in \mathbb{C} \setminus \mathbb{R} \).
- \( m(x, t, \cdot) \) has continuous boundary values on \( \mathbb{R} \) from the upper and lower half-planes denoted by \( m_+ \) and \( m_- \), respectively. Furthermore, these boundary values obey the jump relation

\[
    m_+(x, t, k) = m_-(x, t, k)v(x, t, k) \quad \text{for} \quad k \in \mathbb{R}. \tag{2.21}
\]

- \( m(x, t, k) = I + O(k^{-1}) \) as \( k \to \infty \).

has a unique solution \( m(x, t, \cdot) \) and

\[
    u(x, t) := 2i \lim_{k \to \infty} km_{12}(x, t, k), \quad (x, t) \in \mathbb{R} \times [0, \infty), \tag{2.22}
\]

where the limit is taken along any ray \( \{k| \arg k = \phi\} \) with \( \phi \in (0, \pi) \cup (\pi, 2\pi) \), is a global solution of the Cauchy problem \( (1.1) \) with initial data \( u_0 \).

Proof. See Section 4. \( \Box \)

2.4. Long-time asymptotics. Our next three theorems deal with the long-time behavior of the solution \( u(x, t) \) found in Theorem 2.2.

2.4.1. Asymptotic sectors. Let \( \mathcal{H} \) denote the closed half-plane

\[
    \mathcal{H} := \{(x, t): x \in \mathbb{R}, t \geq 0\}.
\]

Let \( \alpha > 0, \beta \in \mathbb{R}, \) and \( \xi := x/t \). We consider the asymptotic sectors

\[
    \mathcal{L} := \{(x, t) \in \mathcal{H}: \xi \in I_\mathcal{L}\}, \quad I_\mathcal{L} := (-\infty, 4\beta - 2\alpha - \delta],
\]

\[
    \mathcal{M} := \{(x, t) \in \mathcal{H}: \xi \in I_\mathcal{M}\}, \quad I_\mathcal{M} := [4\beta - 2\alpha + \delta, 4\beta + 4\alpha - \delta],
\]

\[
    \mathcal{R} := \{(x, t) \in \mathcal{H}: \xi \in I_\mathcal{R}\}, \quad I_\mathcal{R} := [4\beta + 4\alpha + \delta, +\infty),
\]

where \( \delta > 0 \) is a small positive constant, see Figures 2–4.
2.4.2. Asymptotics in $\mathcal{M}$. Our first asymptotic theorem provides the asymptotics in the middle sector. Recall that $E_1 = -\beta - \alpha$. For $\xi \in I_M$, let

\[
k_0(\xi) := \frac{\beta + \alpha - \xi}{3},
\]

\[
\mathcal{X}(\xi, k) := \sqrt{(k - E_1)(k - k_0)}, \quad k \in \mathbb{C} \setminus (E_1, k_0),
\]

where the branch is such that $\mathcal{X} \sim k$ as $k \to \infty$. Furthermore, consider the $\xi$-dependent quantities $C_{k_0}, g_\infty, D_{-2}$ given by

\[
C_{k_0} := \frac{\sqrt{k_0 - E_1}}{2\pi} \left[ i \int_{-\infty}^{E_1} \frac{\log (1 - |r(s)|^2)}{\mathcal{X}(s)(s - k_0)} \, ds 
+ \int_{E_1}^{k_0} \frac{\log(r(s))}{\sqrt{s - E_1}} - \frac{\log(r(k_0))}{\sqrt{k_0 - s}} \, ds 
+ \frac{2 \log(r(k_0))}{k_0 - E_1} \right],
\]

\[
g_\infty(\xi) := \frac{1}{12} \left( \xi^2 - 4E_1\xi - 8E_1^2 \right),
\]

\[
D_{-2}(\xi) := \exp \left[ \frac{1}{\pi i} \left( \int_{-\infty}^{E_1} \frac{\log (1 - |r(s)|^2)}{\mathcal{X}(\xi, s)} \, ds 
+ \int_{E_1}^{k_0} \frac{\log r(s)}{\mathcal{X}(\xi, s)} \, ds \right) \right],
\]

where the branch of the function $\log r(s)$ is such that it is continuous for $s \in [E_1, k_0]$ and the principal branch is used for $\log r(E_1)$.

**Theorem 2.3** (Asymptotics in the middle sector). Suppose $u_0$ satisfies the assumptions of Theorem 2.1 with $N_1 = 8$ and $N_2 = 3$. Let $u$ be the solution of the Cauchy problem (1.1) with initial data $u_0$ constructed in Theorem 2.2. As $t \to \infty$, the restriction $u|_{\mathcal{M}}$ of $u$ to $\mathcal{M}$ satisfies

\[
u|_{\mathcal{M}}(x, t) = -D_{-2}(\xi) e^{2itg_\infty(\xi)} \left[ \frac{4(\alpha + \beta) - \xi}{6} + \frac{12C_{k_0}^2 - 24}{\sqrt{k_0 - E_1}} C_{k_0} + \frac{7}{144t} \right] + O(t^{-2})
\]

uniformly for $\xi \in I_M$.

**Proof.** See Section 5.

2.4.3. Asymptotics in $\mathcal{L}$. Let $\xi \in I_\mathcal{L}$. Recall that $X(k) = \sqrt{(k - E_1)(k - E_2)}$, where $E_1 = -\beta - \alpha$ and $E_2 = -\beta + \alpha$. In order to explicitly state the leading and subleading terms of the asymptotics
of $u$ in $\mathcal{L}$ in terms of $\alpha$, $\beta$, $\xi$, and the reflection coefficient $r$, we introduce the following quantities:

\[ k_0(\xi) := -\frac{4\beta + \xi}{8} + \sqrt{\frac{\alpha^2}{2} + \left(\frac{4\beta - \xi}{8}\right)^2}, \quad \nu := -\frac{1}{2\pi} \log(1 - |r(k_0)|^2), \]

\[ g(k) := (2k - 2\beta + \xi)X(k), \quad \psi(k) := \frac{2\sqrt{2}(\frac{n^2}{2} + (\frac{4\beta - \xi}{8})^2)^{1/4}}{X(k_0)}, \]

\[ D(\xi, k) := \exp\left\{\left(\int_{E_1}^{\xi} \frac{\log(1 - |r(s)|^2)}{X(s) - k} \, ds + \int_{E_1}^{\xi} \frac{\log(r(s))}{X(s) - k} \, ds\right)\right\}, \quad D_\infty(\xi) := \lim_{k \to \infty} D(\xi, k), \]

\[ D_b(k_0) := \lim_{s \to k \to k_0} [(k - k_0)^{-i\nu} D(\xi, k)], \quad \beta^X_{k_0} := \sqrt{\nu} e^{\left(\frac{4\pi}{8} - \text{arg}(-r(k_0)) + \text{arg}(i\nu)\right)}, \]

where $\Gamma$ denotes the Gamma function and the branch of the function $\log r(s)$ is such that it is continuous for $s \in [E_1, E_2]$ and the principal branch is used for $\log r(E_1)$. Furthermore, recalling the definition (2.3) of $\Delta(k)$ and that $\omega = -4\beta^2 - 2\alpha^2$, we define $u_a: \mathcal{L} \to \mathbb{C}$ by

\[ u_a(x, t) := -D^{-2}_\infty(\xi) e^{2i\beta x + it} \left(\frac{it^{-i\nu} \beta^X_{k_0} (\Delta(k_0)^2 + 1)^2}{2e^{2igt(k_0)\Delta(k_0)^2 \psi(k_0)^2 + 2i\nu D_b(k_0)^{-2}}} \right. \]

\[ + \left. \frac{it^{i\nu} \beta^X_{k_0} (\Delta(k_0)^2 - 1)^2}{2e^{-2igt(k_0)\Delta(k_0)^2 \psi(k_0)^2 + 2i\nu D_b(k_0)^{-2}}} \right). \]

**Theorem 2.4** (Asymptotics in the left sector). Suppose $u_0$ satisfies the assumptions of Theorem 2.1 with $N_1 = 8$ and $N_2 = 3$. Let $u$ be the solution of the Cauchy problem (1.1) with initial data $u_0$ constructed in Theorem 2.2. As $t \to \infty$, the restriction $u|_{\mathcal{L}}$ of $u$ to $\mathcal{L}$ satisfies

\[ u|_{\mathcal{L}}(x, t) = -D^{-2}_\infty(\xi) \alpha e^{2i\beta x + it} + u_a(x, t) + O\left(\log t \over t\right) \]

uniformly for $\xi \in I_\mathcal{L}$, where

\[ \lim_{\xi \to -\infty} D^{-2}_\infty(\xi) = -1. \]  

Moreover, the error term in (2.29) can be replaced by $O((|x|^{-1/2} \log t) as $x \to -\infty$, i.e.,

\[ u|_{\mathcal{L}}(x, t) = -D^{-2}_\infty(\xi) \alpha e^{2i\beta x + it} + u_a(x, t) + O\left(\log t \over \sqrt{|x|}\right), \quad x \to -\infty, \]

uniformly for $\xi \in I_\mathcal{L}$. In particular, for each fixed $t > 0$, $u(x, t) = \alpha e^{2i\beta x + it} + O(1)$ as $x \to -\infty$. Finally, the derivative $u_x$ satisfies, uniformly for $\xi \in I_\mathcal{L}$,

\[ u_x|_{\mathcal{L}} = -D^{-2}_\infty(\xi) 2i\beta \alpha e^{2i\beta x + it} + O(t^{-1/2}), \quad t \to \infty. \]

**Proof.** See Section 6.

**Remark.** The asymptotic formulas (2.29) and (2.31) are equivalent for any fixed $\xi < 0$. The formula (2.31) is useful as $\xi \to -\infty$ (i.e., in the region close to the negative $x$-axis), while (2.29) has a better error term than (2.31) in the part of $\mathcal{L}$ near and to the right of the $t$-axis which is present if $4\beta - 2\alpha > 0$, see Figure 3.

**Remark (Matching).** The asymptotic formulas for $u|_{\mathcal{M}}$ and $u|_{\mathcal{L}}$ match formally to leading order on the line $\xi = 4\beta - 2\alpha$ where the middle and left sectors meet. Indeed, by (2.26), the leading term of $u|_{\mathcal{M}}$ evaluated at $\xi = 4\beta - 2\alpha$ is

\[ -D^{-2}_\infty(\xi) e^{2igt\alpha}(\frac{4(\alpha + \beta) - \xi}{6})|_{\xi = 4\beta - 2\alpha} = -D^{-2}_\infty(\xi) e^{2i\beta x + it\alpha}|_{\xi = 4\beta - 2\alpha} \]

which coincides with the leading term in (2.29) evaluated at $\xi = 4\beta - 2\alpha$. 

\[ \square \]
Remark. The choice of branch of \( \log(s) \) in (2.23), (2.25), and (2.27) does in fact not matter as long as \( \log(s) \) remains continuous. This is a consequence of the identities

\[
\int_{E_1}^{k_0} \frac{1}{s-k_0} - \frac{1}{k_0-E_1} \frac{ds}{\sqrt{k_0-s}} + \frac{2}{k_0-E_1} = 0, \quad \int_{E_1}^{k_0} \frac{ds}{\sqrt{k_0-s}} = -\pi i,
\]

and

\[
\int_{E_1}^{E_2} \frac{ds}{X_+(\xi,s)} = -\pi i, \quad \frac{X(\xi,k_0)}{2\pi i} \int_{E_1}^{E_2} \frac{ds}{X_+(\xi,s)(s-k_0)} = \frac{1}{2}.
\]

2.4.4. Asymptotics in \( \mathcal{R} \). For \( \xi \in I_\mathcal{R} \) let

\[
k_0(\xi) := -\frac{\xi}{4}
\]

\[
\varphi(\xi,t) := \frac{3\pi + \xi^2 t}{4} - \arg[-r(k_0)] + \arg\Gamma\left(\frac{\log[1 - |r(k_0)|^2]}{2\pi i}\right) + \frac{1}{2\pi} \log[1 - |r(k_0)|^2] \log[8t] + \frac{1}{\pi} \int_{-\infty}^{k_0} \log[k_0-s] d\log(1 - |r(s)|^2),
\]

where \( \Gamma \) denotes the Gamma function.

**Theorem 2.5** (Asymptotics in the right sector). Suppose \( u_0 \) satisfies the assumptions of Theorem 2.1 with \( N_1 = 8 \) and \( N_2 = 3 \). Let \( u \) be the solution of the Cauchy problem (1.1) with initial data \( u_0 \) constructed in Theorem 2.2. As \( t \to \infty \), the restriction \( u|_\mathcal{R} \) of \( u \) to \( \mathcal{R} \) satisfies

\[
u|_\mathcal{R}(x,t) = -\frac{2i}{\sqrt{8t}} \sqrt{-\frac{1}{2\pi} \log(1 - |r(k_0)|^2)} e^{i\varphi(\xi,t)} + \mathcal{O}\left(\frac{\log t}{t}\right)
\]

uniformly for \( \xi \in I_\mathcal{R} \). Moreover, the error term in (2.33) can be replaced by \( \mathcal{O}((tx)^{-1/2} \log t) \) as \( x \to +\infty \), i.e.,

\[
u|_\mathcal{R}(x,t) = -\frac{2i}{\sqrt{8t}} \sqrt{-\frac{1}{2\pi} \log(1 - |r(k_0)|^2)} e^{i\varphi(\xi,t)} + \mathcal{O}\left(\frac{\log t}{\sqrt{t} \sqrt{x}}\right), \quad x \to +\infty,
\]

uniformly for \( \xi \in I_\mathcal{R} \). In particular, for each fixed \( t > 0 \), \( u(x,t) = o(1) \) as \( x \to +\infty \).

**Proof.** See Section 7. \( \square \)

Remark. The asymptotic formulas (2.33) and (2.34) are equivalent for any fixed \( \xi > 0 \). The formula (2.34) is useful as \( \xi \to +\infty \) (i.e., in the region close to the positive \( x \)-axis), while (2.33) has a better error term than (2.34) in the part of \( \mathcal{R} \) near and to the left of the \( t \)-axis which is present if \( 4\beta + 4\alpha < 0 \), see Figure 4.
Remark (Matching). The leading term in the asymptotics (2.26) for \( u_M \) clearly vanishes on the line \( \xi = 4\beta + 4\alpha \) where the middle and right sectors meet. This is consistent with the slow decay of \( u|_R \) found in (2.33).

Remark (Transition regions). The asymptotic formulas derived in Theorems 2.3–2.5 are valid uniformly for \( x/t \) in any compact subsets of \((-\infty, 4\beta - 2\alpha), (4\beta - 2\alpha, 4\beta + 4\alpha), \) and \((4\beta + 4\alpha, +\infty)\), respectively, and they match formally to leading order where the different sectors meet. However, a separate analysis—which we will not pursue here—is required to obtain uniform asymptotics in the two narrow transition regions containing the lines \( x/t = 4\beta - 2\alpha \) and \( x/t = 4\beta + 4\alpha \).

2.5. Application to the half-line problem. If \( 4\beta - 2\alpha > 0 \), the asymptotic formula (2.29) evaluated at \( \xi = 0 \) yields

\[
u(x, 0) = -D^{-2}_\infty(0)\alpha e^{i\omega t} + O(t^{-1/2}), \quad t \to \infty,
\]

showing that the restriction of \( u \) to the \( t \)-axis asymptotes to a single exponential for large \( t \). This suggests the following theorem.

**Theorem 2.6** (Solutions of the half-line problem with asymptotically \( t \)-periodic boundary values). Let \( (\alpha, \omega, c) \in (0, \infty) \times \mathbb{R} \times \mathbb{C} \) belong to the family (1.7). Then there is a solution \( u \) of the defocusing NLS equation on the half-line \( x \geq 0 \) such that

\[
u(x,t) \to 0 \quad \text{as} \quad x \to +\infty, \quad t \geq 0,
\]

and

\[
u(0, t) = \alpha e^{i\omega t} + O(t^{-1/2}) \quad \text{and} \quad \nu_x(0, t) = c e^{i\omega t} + O(t^{-1/2}) \quad \text{as} \quad t \to \infty.
\]

In fact, let \( \beta := c/(2i\alpha) > 0 \) and suppose \( u_0 \) satisfies the assumptions of Theorem 2.1 corresponding to \( \alpha \) and \( \beta \) with \( N_1 = 8 \) and \( N_2 = 3 \). Let \( u \) be the solution of the Cauchy problem (1.1) with initial data \( u_0 \) constructed in Theorem 2.2. Then \( \tilde{u}(x, t) := -D^{-2}_\infty(0)u(x, t) \) satisfies (2.35) and (2.36), so (since \( |D^2_\infty(0)| = 1 \)) the restriction of \( \tilde{u} \) to the quarter-plane \( \{x \geq 0, t \geq 0\} \) is a solution of the half-line problem with the desired properties.

**Proof.** See Section 8.

3. Proof of Theorem 2.1

Let \( \alpha > 0 \) and \( \beta \in \mathbb{R} \). Suppose \( u_0 \) satisfies (2.12) for some \( N_1 \geq 2 \) and let \( \phi^\beta \) be the solution of the background Lax pair defined in (2.6).
Define $\mu_1(\cdot, k) : \mathbb{R} \to \mathbb{C}^{2 \times 2}$, $k \in (\mathbb{C}_+, \mathbb{C}_- \setminus [E_1, E_2]$, as the unique solution of the Volterra equation

$$
\mu_1(x, k) = e^{i \beta x} s^b(k) + \int_{-\infty}^x \phi_1(x, 0, k) (\phi_1^*)^{-1}(x', 0, k) \left[ (U_0 - U_0^0)(x') \right] \times \mu_1(x', k) e^{i (X(k) - \beta)(x-x') \sigma_3} \, dx',
$$

(3.1)

where $k \in (\mathbb{C}_+, \mathbb{C}_- \setminus [E_1, E_2]$ indicates that $[\mu_1]$ and $[\mu_1]$ are defined for $k \in \mathbb{C}_+ \setminus [E_1, E_2]$ and $k \in \mathbb{C}_- \setminus [E_1, E_2]$, respectively. For $k \in (\mathbb{C}_-, \mathbb{C}_+)$, we define the function $\mu_2(\cdot, k) : \mathbb{R} \to \mathbb{C}$ as the unique solution of

$$
\mu_2(x, k) = I - \int_0^\infty e^{ik(x-x')} \sigma_3 (U_0 \mu_2)(x', k) \, dx'.
$$

(3.2)

Some basic properties of $\mu_1$ and $\mu_2$ are collected in the following proposition whose proof is standard.

**Proposition 3.1.** The functions $\mu_1$ and $\mu_2$ have the following properties:

(i) For each $x \in \mathbb{R}$, the map $\mu_1(x, \cdot) : (\mathbb{C}_+, \mathbb{C}_-) \to \mathbb{C}^{2 \times 2}$ is analytic and has a continuous extension to $(\mathbb{C}_+, \mathbb{C}_-) \setminus \{E_1, E_2\}$, also denoted by $\mu_1$. Moreover, the restriction of $\mu_1$ to $\mathbb{R} \setminus \{E_1, E_2\}$ lies in $\mathcal{CN}_1(\mathbb{R} \setminus \{E_1, E_2\}, \mathbb{C}^{2 \times 2})$.

(ii) For each $x \in \mathbb{R}$, the map $\mu_2(x, \cdot) : (\mathbb{C}_-, \mathbb{C}_+) \to \mathbb{C}^{2 \times 2}$ is continuous and its restriction to $(\mathbb{C}_-, \mathbb{C}_+)$ is analytic. Moreover, its the restriction to $\mathbb{R}$ lies in $\mathcal{CN}_1(\mathbb{R}, \mathbb{C}^{2 \times 2})$.

(iii) It holds that

$$
\lim_{x \to -\infty} [\mu_1(x, k) - e^{i \beta x} s^b(k)] = 0, \quad k \in (\mathbb{C}_+, \mathbb{C}_-) \setminus \{E_1, E_2\},
$$

$$
\lim_{x \to +\infty} \mu_2(x, 0, k) = I, \quad k \in (\mathbb{C}_-, \mathbb{C}_+).
$$

(iv) For each $x \in \mathbb{R}$, $\mu_1$ and $\mu_2$ obey the following symmetries:

$$
\sigma_1 \mu_1(x, k) \sigma_1 = \mu_1(x, k), \quad k \in (\mathbb{C}_+, \mathbb{C}_-) \setminus \{E_1, E_2\}, \quad (3.3)
$$

$$
\sigma_1 \mu_2(x, k) \sigma_1 = \mu_2(x, k), \quad k \in (\mathbb{C}_-, \mathbb{C}_+). \quad (3.4)
$$

(v) For each $x \in \mathbb{R}$,

$$
det \mu_1(x, k) = 1, \quad k \in \mathbb{R} \setminus \{E_1, E_2\}, \quad (3.5)
$$

$$
det \mu_2(x, k) = 1, \quad k \in \mathbb{R}. \quad (3.6)
$$

Note that our notation is such that if $k \in (E_1, E_2)$ lies on the branch cut, then $[\mu_1(k, x)]_1$ denotes the boundary value of $[\mu_1(x, k)]_1$ as $k$ approaches $k$ from the upper half-plane, whereas $[\mu_1(x, k)]_2$ denotes the boundary value of $[\mu_1(x, k)]_2$ as $k$ approaches $k$ from the lower half-plane; an analogous remark applies to $[\phi_1]_1$ and $[\phi_1]_2$.

The functions $\mu_1$ and $\mu_2$ are related to the eigenfunctions $\phi_1$ and $\phi_2$ defined in (2.8) by

$$
\phi_1(x, k) = \mu_1(x, k) e^{i (X(k) - \beta) x \sigma_3}, \quad k \in (\mathbb{C}_+, \mathbb{C}_-) \setminus \{E_1, E_2\},
$$

$$
\phi_2(x, k) = \mu_2(x, k) e^{-i k x \sigma_3}, \quad k \in (\mathbb{C}_-, \mathbb{C}_+). \quad (3.7)
$$

The functions $\phi_1$ and $\phi_2$ satisfy the $x$-part of the Lax pair (2.1) at $t = 0$, $\mu_2$ satisfies

$$
\mu_{2x} + i k [\sigma_3, \mu_2] = U_0 \mu_2 \quad (3.8)
$$

and $\mu_1$ satisfies

$$
\mu_{1x} + i k \sigma_3 \mu_1 - i (X(k) - \beta) \mu_1 \sigma_3 = U_0 \mu_1 \quad (3.9)
$$

**Lemma 3.2.** It holds that

$$
[\phi_1(x, k)]_1 = [\phi_1(x, k)]_2, \quad (x, k) \in \mathbb{R} \times (E_1, E_2). \quad (3.10)
$$
Proof. The function \( \phi^h(t, 0, \cdot) (\phi^h)^{-1}(x', 0, \cdot) : \mathbb{C} \to \mathbb{C} \) is entire for each \((x, x') \in \mathbb{R} \times \mathbb{R}\), because as a function of \( x \), for fixed \( x' \), it satisfies the same linear ODE as \( \phi^h \) but is normalized to equal \( I \) at the finite point \( x = x' \). In particular, \( \phi^h(t, 0, \cdot) (\phi^h)^{-1}(x', 0, \cdot) \) has no jump across \((E_1, E_2)\). Moreover, using that \( s^h_+ = s^h_- \sigma_1 \sigma_3 \), \( X_+ = -X_- \), and \( \Omega_+ = -\Omega_- \) on \((E_1, E_2)\), we infer from (2.6) that

\[
[\phi^h_1(x, 0, k)] = [\phi^h_1(\cdot, 0, k)],[k, x, k] \in \mathbb{R} \times (E_1, E_2).
\]

It follows from (2.8a) that the two Volterra equations for the columns \([\phi_1(\cdot, k)] \) and \([\phi_1(\cdot, k)] \) are identical for \( k \in (E_1, E_2)\). This proves the lemma.

The next proposition establishes several properties of the spectral functions \( a(k) \) and \( b(k) \). In particular, it shows that the discrete spectrum is always empty in the case of the boundary conditions \([1,2]\) in the sense that \( a(k) \) never has zeros.

**Proposition 3.3.** The spectral functions \( a, b \) defined by (2.10) satisfy

\[
\begin{align*}
 a(k) &= \phi_{11,2} \phi_{22,1} - \phi_{12,1} \phi_{21,2}, \\
 b(k) &= \phi_{12,2} \phi_{22,1} - \phi_{12,1} \phi_{22,2},
\end{align*}
\]

In particular, \( a, b \in C^N(\mathbb{R} \setminus \{E_1, E_2\}) \) and \( a(k) \) admits an extension to a function in \( C^N(\overline{C}_+ \setminus \{E_1, E_2\}) \), again denoted by \( a \), which is analytic in \( \mathbb{C}_+ \), nonzero in \( \mathbb{C}_+ \setminus \{E_1, E_2\} \), and given by

\[
a(k) = \text{det}(\phi_1(x, k)1, \phi_2(x, k)2), \quad k \in \mathbb{C}_+ \setminus \{E_1, E_2\}, x \in \mathbb{R}.
\]

Furthermore, \( \text{det} s = |a|^2 - |b|^2 = 1 \) for all \( k \in \mathbb{R} \setminus [E_1, E_2] \); in particular, \( |a| \geq 1 \) and \(|b| / |a| < 1 \) for all \( k \in \mathbb{R} \setminus [E_1, E_2] \).

Proof. We prove that \( a(k) \neq 0 \) for all \( k \in \mathbb{C}_+ \setminus \{E_1, E_2\} \); all remaining assertions follow immediately from Proposition 3.1 in combination with (2.9), (2.10) and (3.7). Since \( |a| \geq 1 \) for all \( k \in \mathbb{R} \setminus [E_1, E_2] \) it remains to show that \( a(k) \neq 0 \) in \( k \in \mathbb{C}_+ \setminus \{E_1, E_2\} \). We treat the cases \( k \in \mathbb{C}_+ \) and \( k \in (E_1, E_2) \) separately; an argumentum ad absurdum will be employed for both situations.

First we assume that there exists \( \kappa \in \mathbb{C}_+ \) such that \( a(\kappa) = 0 \). Let \( L^2(\mathbb{R}, \mathbb{C}^2) \) denote the Hilbert space of vector valued functions \( f = (f_1, f_2) \) equipped with the inner product

\[
\langle f, g \rangle = \int_{\mathbb{R}} (\bar{f}_1 g_1 + \bar{f}_2 g_2) \, dx.
\]

Then the operator \( L \) satisfies

\[
\langle Lf, g \rangle = \langle f, Lg \rangle \quad \text{whenever} \quad f, g \in H^1(\mathbb{R}, \mathbb{C}^2) \subseteq L^2(\mathbb{R}, \mathbb{C}^2),
\]

where we have used the fact that \( \lim_{x \to \pm \infty} \phi(x) = 0 \) for all functions \( \phi \) in the Sobolev space \( H^1(\mathbb{R}, \mathbb{C}^2) \) to integrate by parts.

Define \( h : \mathbb{R} \to \mathbb{C}^2 \) by

\[
h(x) = [\phi_2(x, \kappa)] = [\phi_2(x, \kappa)] = 2e^{i \kappa x}.
\]

In the following we show that \( Lh = \kappa h \) in \( L^2(\mathbb{R}, \mathbb{C}^2) \). Since \( h \) solves the \( x \)-part of the Lax pair (2.1) at \( t = 0 \) with \( k = \kappa \), it suffices to show that \( h \in H^1(\mathbb{R}, \mathbb{C}^2) \).

Proposition 3.1 implies that \( h \) has exponential decay as \( x \to + \infty \). Furthermore, by employing that

\[
a(k) = \text{det}(\phi_1(x, \kappa)1, \phi_2(x, \kappa)2), \quad k \in \mathbb{C}_+ \setminus \{E_1, E_2\}, x \in \mathbb{R},
\]

the assumption \( a(\kappa) = 0 \) implies that there is a constant \( c \in \mathbb{C} \) such that

\[
h(x) = c[\phi_1(x, \kappa)1 = c[\phi_1(x, \kappa)1 e^{-i(\kappa^2 - \beta) x}, \quad x \in \mathbb{R}.
\]
Hence, using $\text{Im} X(\kappa) > 0$ and employing Proposition 3.1[iii] yields exponential decay of $h$ as $x \to -\infty$.

This shows that $h \in H^1(\mathbb{R}, \mathbb{C}^2)$ and we conclude that $\kappa$ is an eigenvalue of $L$ with eigenfunction $h$ in $L^2(\mathbb{R}, \mathbb{C}^2)$. Since $L$ is self-adjoint, this yields that $\kappa$ is real:

$$\kappa \langle h, h \rangle = \langle Lh, h \rangle = \langle h, Lh \rangle = \kappa \langle h, h \rangle,$$

which contradicts the initial assumption that $\kappa \in \mathbb{C}_+$. It only remains to prove that $a(k) \neq 0$ for $k \in (E_1, E_2)$. Employing (3.10) yields that

$$a(k) = \phi_{1,11}\phi_{2,22} - \phi_{1,21}\phi_{2,12} = \phi_{1,11}\phi_{2,22} - \phi_{1,22}\phi_{2,12} = -b(k), \quad k \in (E_1, E_2).$$

Let us suppose that $a(\kappa) = 0$ for some $\kappa \in (E_1, E_2)$. Then $b(\kappa) = 0$ by (3.11). Since $\phi_2(x, \kappa)$ has unit determinant for all $x \in \mathbb{R}$, (2.10) implies that $\phi_1(x, \kappa)$ vanishes for all $x \in \mathbb{R}$. But then

$$
\mu_1(x, \kappa) = \phi_1(x, \kappa)e^{i(X_0(\kappa) - 2x\sigma^3)}
$$

also vanishes for all $x \in \mathbb{R}$, which contradicts Proposition 3.1[iii], because $s^b(k) \neq 0$ for all $k \in (E_1, E_2)$. Consequently, $a(k) \neq 0$ for $k \in (E_1, E_2)$.

### 3.1. Asymptotics of $\nu$ as $k \to E_j$.

We begin with introducing a useful representation for $\mu_1$. Let $E: \mathbb{R} \times \mathbb{R} \times \mathbb{C} \setminus \{E_1, E_2\} \to \mathbb{C}^{2 \times 2}$ be defined by

$$E(x, x', k) := e^{i(X(k) - 2x - x')\phi_1^b(x, 0, k)(\phi_1^b)^{-1}(x', 0, k)},$$

which is analytic in $\mathbb{C} \setminus [E_1, E_2]$ with continuous boundary values on $(E_1, E_2)$. For $x \in \mathbb{R}$, we set

$$H(x) := \begin{pmatrix} 1 & 0 \\ 0 & e^{-2i\beta x} \end{pmatrix}.$$ 

The Volterra equation for $[\mu_1]_1$, reads, for $(x, k) \in \mathbb{R} \times (\mathbb{C}_+ \setminus \{E_1, E_2\})$,

$$[\mu_1(x, k)]_1 = H(x)[s^b(k)]_1 + \int_{-\infty}^{x} E(x, x', k)(U_0 - U_0^b)(x')[\mu_1(x', k)]_1 \, dx',$$

where it is understood that $s^b = s^b_+$ and $E = E_+$ if $k \in (E_1, E_2)$. Thus, defining $\Lambda: \mathbb{R} \times (\mathbb{C}_+ \setminus \{E_1, E_2\}) \to \mathbb{C}^{2 \times 2}$ by

$$\Lambda(x, k) = H(x) + \int_{-\infty}^{x} E(x, x', k)(U_0 - U_0^b)(x')\Lambda(x', k) \, dx',$$

where $E = E_+$ if $k \in (E_1, E_2)$, we see that

$$[\mu_1]_1 = \Lambda[s^b]_1, \quad x \in \mathbb{R}, \ k \in \mathbb{C}_+ \setminus \{E_1, E_2\},$$

where $s^b = s^b_+$ if $k \in (E_1, E_2)$.

**Lemma 3.4.** For every $x \in \mathbb{R}$, $\Lambda(x, \cdot)$ has a continuous extension $\Lambda(x, \cdot): \mathbb{C}_+ \to \mathbb{C}^{2 \times 2}$, which is analytic in $\mathbb{C}_+$, and its restriction to $\mathbb{R}$ lies in $\mathcal{C}^{N_1}(\mathbb{R} \setminus \{E_1, E_2\}, \mathbb{C}^{2 \times 2}) \cap \mathcal{C}(\mathbb{R}, \mathbb{C}^{2 \times 2})$. Additionally,

$$\Lambda(x, k) = \Lambda(x, E_j) + \sum_{l=1}^{N_1-1} \Lambda_j^{(l/2)}(x)(k - E_j)^{l/2} + o((k - E_j)^{N_1-1/2})$$

as $\mathbb{C}_+ \ni k \to E_j$ for coefficients $\Lambda_j^{(l/2)}(x) \in \mathbb{C}$, $j = 1, 2$, $l = 1, \ldots, N_1 - 1$.

**Proof.** It follows from Proposition 3.1[iii] in combination with (3.14) and the definition of $s^b$ that $\Lambda(x, \cdot)$ is analytic in $\mathbb{C}_+$ and that the restriction $\Lambda(x, \cdot)|_{\mathbb{R} \setminus \{E_1, E_2\}}$ lies in $\mathcal{C}^{N_1}(\mathbb{R} \setminus \{E_1, E_2\}, \mathbb{C}^{2 \times 2})$ for each $x \in \mathbb{R}$. 
Next we show that $\Lambda(x, \cdot)$ has a continuous extension to $E_j$ for each $x \in \mathbb{R}$, $j = 1, 2$, and that (3.15) holds. Let $F: \mathbb{R} \times \mathbb{R} \times (\mathbb{C} \setminus (E_1, E_2)) \to \mathbb{C}$ be defined by

$$F(x, x', k) := \begin{pmatrix} \frac{(E_1 + X(k) - k)^2 e^{2iX(k)(x-x')} - (k + X(k) - E_1)^2}{4(E_1 - k)X(k)} & \frac{i(e^{2iX(k)(x-x')}-1)((E_1 - k)^2 - X(k)^2)}{4(E_1 - k)X(k)} \\ \frac{i(e^{2iX(k)(x-x')}-1)((E_1 - k)^2 - X(k)^2)}{4(E_1 - k)X(k)} & \frac{(E_1 + X(k) - k)^2 e^{2iX(k)(x-x')} - (k + X(k) - E_1)^2}{4(E_1 - k)X(k)} \end{pmatrix}.$$ 

A direct calculation shows that

$$E(x, x', k) = e^{iX(k)(x-x')} e^{-i\beta(x-x')} e^{i\beta x \sigma_3} s^b(k) e^{-iX(k)(x-x')} \sigma_3 s^b(k) - 1 e^{-i\beta x \sigma_3}$$

$$= H(x) s^b(k) \begin{pmatrix} 1 & 0 \\ 0 & e^{2iX(k)(x-x')} \end{pmatrix} s^b(k)^{-1} H^{-1}(x')$$

$$= H(x) F(x, x', k) H^{-1}(x').$$

Fix $j \in \{1, 2\}$, let $0 < \epsilon < (E_2 - E_1)/2$ and consider the region

$$U_\epsilon := B_{\sqrt{\epsilon}(0)} \cap Q_1 \subseteq \mathbb{C},$$

where $Q_1 := \{z \in \mathbb{C} : \text{Re } z > 0, \text{Im } z > 0\}$ denotes the first quadrant in the complex plane. Consider the change of variables

$$\lambda: \overline{B_\epsilon(E_j)} \cap \mathbb{C}^+ \to U_\epsilon, \quad k \mapsto \lambda(k) := \sqrt{k - E_j}.$$ 

For $x, x' \in \mathbb{R}$, $E(x, x', \cdot)$ is a smooth function of $\lambda \in U_\epsilon$. Moreover,

$$|E(x, x', k)| \leq C(1 + |x - x'|), \quad -\infty < x' \leq x, \quad k \in \lambda^{-1}(U_\epsilon). \quad (3.16)$$

To see this, we define

$$f: \mathbb{R} \times \lambda^{-1}(U_\epsilon) \to \mathbb{C}^{2 \times 2}, \quad f(x, k) := F(x, 0, k),$$

so that $F(x, x', k) = f(x - x', k)$. The estimate in (3.16) will follow if we can find a constant $C > 0$ such that

$$|f(x, k)| \leq C(1 + x), \quad x \geq 0, \quad k \in \lambda^{-1}(U_\epsilon). \quad (3.17)$$

Since

$$f_x(x, k) = -\frac{e^{2iX(k)x}}{2i} \begin{pmatrix} 2(X(k) - k) + E_1 + E_2 & i(E_1 - E_2) \\ i(E_1 - E_2) & 2(X(k) + k) - E_1 - E_2 \end{pmatrix}, \quad (3.18)$$

we see that $|f_x(x, k)|$ is uniformly bounded for all $x \geq 0$ and $k \in \lambda^{-1}(U_\epsilon)$. Since $f(x, k) = I + \int_0^x f_x(x', k) \, dx'$, this shows (3.17) and hence also (3.16).

With the help of (3.16) and the decay assumption (2.12) on $u_0 - u_0^b$ we can define

$$\Lambda_l(x, k) = \int_{-\infty < x_1 \leq \cdots \leq x_l \leq x} \prod_{j=1}^l E(x_{j+1}, x_j, k)(U_0 - U_0^b)(x_j)H(x_1) \, dx_1 \cdots dx_l. \quad (3.19)$$

for integers $l \geq 1$, and estimate that

$$|\Lambda_l(x, k)| \leq \int_{-\infty < x_1 \leq \cdots \leq x_l \leq x} \prod_{j=1}^l |E(x_{j+1}, x_j, k)||U_0 - U_0^b(x_j)| \, dx_1 \cdots dx_l$$

$$\leq C \int_{-\infty < x_1 \leq \cdots \leq x_l \leq x} \prod_{j=1}^l (1 + |x - x_j|)(u_0 - u_0^b)(x_j) \, dx_1 \cdots dx_l$$

$$\leq C \frac{\int_{-\infty}^x (1 + |x - x'|)(u_0 - u_0^b)(x') \, dx'}{l!}$$
for all $x \in \mathbb{R}$ and $k \in \lambda^{-1}(U_{\epsilon})$. Consequently, by the assumption (2.12) on $u_0$, the Neumann series

$$\Lambda(x, k) = \sum_{l=0}^{\infty} \Lambda_l(x, k)$$

with $\Lambda_0(x) := H(x)$ converges absolutely and uniformly for all $k \in \lambda^{-1}(U_{\epsilon})$:

$$|\Lambda(x, k)| \leq \sum_{l=0}^{\infty} |\Lambda_l(x, k)| \leq C \exp \left( \int_{-\infty}^{x} (1 + |x - x'|)(u_0 - u_0^0)(x') \, dx' \right).$$

It follows that $\Lambda(x, \cdot)$ possesses a continuous extension to $\overline{\mathbb{C}}_+$ for each $x \in \mathbb{R}$.

By taking the $\lambda$-derivative of (3.18), we observe that there exists a $C > 0$ such that

$$|f_{x, \lambda}(x, k)| \leq C(1 + x), \quad x \geq 0, \quad k \in \lambda^{-1}(U_{\epsilon}).$$

Using that $f_{x}(x, k) = \int_{0}^{x} f_{x, \lambda}(x', k) \, dx'$, we obtain that

$$|f_{x}(x, k)| \leq C(1 + x)^2, \quad x \geq 0, \quad k \in \lambda^{-1}(U_{\epsilon}).$$

and hence, for each fixed $x \in \mathbb{R}$ and all $-\infty < x' \leq x$,

$$|\partial_1 E(x, x', k)| \leq C(1 + |x - x'|)^2, \quad k \in \lambda^{-1}(U_{\epsilon}).$$

This estimate together with the assumption that $u_0$ satisfies (2.12) for some $N_1 \geq 2$ enables us to interchange the order of integration and differentiation when differentiating $\Lambda_l$ in (3.19) with respect to $\lambda$. We obtain that each $\Lambda_l$, $l \geq 1$, is a $C^1$-function of $\lambda \in U_{\epsilon}$. By induction, we infer that each $\Lambda_l$ is $N_1 - 1$ times continuously differentiable on $\lambda \in U_{\epsilon}$. Indeed, since $x^{n}(u_0 - u_0^0)(x)$ is in $L^1(\mathbb{R})$ for each $n = 0, \ldots, N_1$, and

$$|\partial_1^{n} E(x, x', k)| \leq C(1 + |x - x'|)^{n+1}, \quad k \in \lambda^{-1}(U_{\epsilon}),$$

we find for all $1 \leq n \leq N_1 - 1$ suitable integrable majorants and obtain series expansions for the $n$-th derivative $\partial_1^{n} \Lambda_l(x, \cdot) : U_{\epsilon} \cap \mathbb{R} \to \mathbb{C}$, $l \geq 1$, $x \in \mathbb{R}$. These estimates also show that the differentiated series $\sum_{l=0}^{\infty} \partial_1^{n} \Lambda_l(x, \cdot)$ converges absolutely and uniformly in $U_{\epsilon}$ for each $1 \leq n \leq N_1 - 1$, showing that $\Lambda(x, \cdot)$ is $N_1 - 1$ times continuously differentiable on $U_{\epsilon}$. Taylor expanding at $\lambda = 0$ up to order $N_1 - 1$ and applying the transformation $\lambda \mapsto k$, we obtain (3.15) with the stated error term. □

**Corollary 3.5.** At $E_j$, $j = 1, 2$, the eigenfunction $\mu_1(x, \cdot)$, $x \in \mathbb{R}$, and spectral function $a$ satisfy

$$\mu_1(x, k) = \hat{\mu}_1(x)(k - E_j)^{-1/4} + O((k - E_j)^{1/4}), \quad (\overline{\mathbb{C}}_-, \overline{\mathbb{C}}_+) \setminus \{E_1, E_2\} \ni k \to E_j, \quad (3.20)$$

$$a(k) = \hat{a}_j(k - E_j)^{-1/4} + O((k - E_j)^{1/4}), \quad \overline{\mathbb{C}}_+ \setminus \{E_1, E_2\} \ni k \to E_j, \quad (3.21)$$

for coefficients $\hat{\mu}_{1,j}(x) \in \mathbb{C}^{2 \times 2}$ and $\hat{a}_j \in \mathbb{C} \setminus \{0\}$.

**Proof.** It holds that $s^b(k) = \hat{s}_j^b(k - E_j)^{-1/4} + O((k - E_j)^{1/4})$ as $k \to E_j$ for some constant matrices $\hat{s}_{1,j}, j = 1, 2$. Employing (3.14) and (3.15) yields that for $x \in \mathbb{R}$,

$$[\mu_1(x, k)]_1 = [\hat{\mu}_1(x)]_1(k - E_j)^{-1/4} + O((k - E_j)^{1/4}), \quad \overline{\mathbb{C}}_+ \setminus \{E_1, E_2\} \ni k \to E_j, \quad j = 1, 2,$$

with $[\hat{\mu}_{1,j}(x)]_1 \in \mathbb{C}^{2}$.

The symmetry (3.3) implies that $[\mu_1(x, k)]_2$ has a similar expansion as $k$ approaches $E_j$ from $\overline{\mathbb{C}}_+ \setminus \{E_1, E_2\}$, $j = 1, 2$. This shows (3.20).

Since $s(k) = \mu_2^{-1}(0, k)\mu_1(0, k)$ for $k \in \mathbb{R} \setminus \{E_1, E_2\}$ and $\mu_2^{-1}(0, k) \in C^{N_1}(\mathbb{R}, \mathbb{C}^{2 \times 2})$ by Proposition 3.1, we infer that there exist coefficients $\hat{a}_1, \hat{a}_2 \in \mathbb{C}$ such that

$$a(k) = \hat{a}_j(k - E_j)^{-1/4} + O((k - E_j)^{1/4}) \quad \overline{\mathbb{C}}_+ \setminus \{E_1, E_2\} \ni k \to E_j, \quad j = 1, 2.$$

Since $|a(k)| \geq 1$ for $k \in \mathbb{R} \setminus \{E_1, E_2\}$, it follows that $\hat{a}_j \neq 0$, $j = 1, 2$, which confirms (3.21). □
3.2. Proof of Theorem 2.1\(^{(a)}\)). Proposition 3.3 implies that \(r \in C^{N_1}(\mathbb{R} \setminus \{E_1, E_2\})\).

Let us consider the behavior of \(r\) at the branch points. The definition (2.11) of \(r\) in conjunction with (3.7) and Proposition 3.3 implies that

\[
 r(k) = \frac{\mu_{1,11}(0,k)\mu_{2,21}(0,k) - \mu_{1,21}(0,k)\mu_{2,11}(0,k)}{\mu_{1,11}(0,k)\mu_{2,22}(0,k) - \mu_{1,21}(0,k)\mu_{2,12}(0,k)}, \quad k \in \mathbb{R} \setminus \{E_1, E_2\},
\]

where we have used (3.10) for \(k \in (E_1, E_2)\). Using (3.14) and employing the definition (2.7) of \(s^k\), we deduce that, for all \(k \in \mathbb{R} \setminus \{E_1, E_2\}\),

\[
 r(k) = \frac{(A_{11}(\Delta_+^2 + 1) - i(\Delta_+^2 - 1)\Lambda_{12})\mu_{2,21} - (A_{21}(\Delta_+^2 + 1) - i(\Delta_+^2 - 1)\Lambda_{22})\mu_{2,11}}{(A_{11}(\Delta_+^2 + 1) - i(\Delta_+^2 - 1)\Lambda_{12})\mu_{2,22} - (A_{21}(\Delta_+^2 + 1) - i(\Delta_+^2 - 1)\Lambda_{22})\mu_{2,12}}_{x=0} \quad (3.22)
\]

Recall from Proposition 3.1\((ii)\) that \(\mu_2 \in C^{N_1}(\mathbb{R}, \mathbb{C}^{2 \times 2})\). Therefore, it follows from (2.5), (3.15), and (3.22) that \(r\) has expansions of the form

\[
 r(k) = \begin{cases} 
 \sum_{l=1}^{N_1} i q_{l1}(k - E_2)^{l/2} + o((k - E_2)^{N_1 - 1}) & \text{as } k \searrow E_2, \\
 \sum_{l=1}^{N_1} i q_{l2}(k - E_2)^{l/2} + o((E_2 - k)^{N_1 - 1}) & \text{as } k \nearrow E_2, \\
 \sum_{l=1}^{N_1} i q_{l1}(k - E_1)^{l/2} + o((k - E_1)^{N_1 - 1}) & \text{as } k \searrow E_1, \\
 \sum_{l=1}^{N_1} i q_{l2}(k - E_1)^{l/2} + o((E_1 - k)^{N_1 - 1}) & \text{as } k \nearrow E_1,
\end{cases}
\]

for some coefficients \(q_{j,l}, p_{j,l} \in \mathbb{C}\). Since \(A\) and \(\Delta_+\) have analytic continuations to \(\mathbb{C}_+\) and \(\mu_2\) is \(C^{N_1}\) at \(k \in E_j\), we conclude that the coefficients obey the relation \(p_{j,l} = i^j q_{j,l}\). From the definition of \(r\) it is clear that \(|r| = 1\) on the interval \((E_1, E_2)\). Consequently, the coefficients of the singular terms \(|k - E_j|^{-1/2}, j = 1, 2\) must vanish. In particular, \(r \in C(\mathbb{R})\). Using again that \(|r| = 1\) on \((E_1, E_2)\), we find that \(q_{1,0} = r(E_1)\) and \(q_{2,0} = r(E_2)\) have absolute value 1. More generally, considering the coefficient of \(|k - E_j|^{-n/2}\) in the expansion of \(|r|^2 = 1\) as \(k \in (E_1, E_2)\) approaches \(E_j\), we find that \(\sum_{l=1}^{n} i q_{j,l}(k - E_j)^{l/2} = 0\) for \(j = 1, 2\) and \(n = 0, 1, \ldots, N_1 - 1\).

It remains to prove that \(q_{j,1} \neq 0\), \(j = 1, 2\). In the following we demonstrate that \(q_{2,1} \neq 0\); the case \(j = 1\) is very similar. The unit determinant relation \(|a|^2 - |b|^2 = 1\) for \(k \in \mathbb{R} \setminus [E_1, E_2]\) yields that

\[
 |a|^2 = \frac{1}{1 - |r|^2}, \quad k \in \mathbb{R} \setminus [E_1, E_2].
\]

Thus, (3.21) implies that there exists a small \(\epsilon > 0\) and a constant \(c_1 > 0\) such that

\[
 \frac{1}{1 - |r|^2} \leq \frac{c_1}{k - E_2}, \quad k \in (E_2, E_2 + \epsilon),
\]

which implies that

\[
 |r|^2 \leq 1 - \frac{1}{c_1} \sqrt{k - E_2}, \quad k \in (E_2, E_2 + \epsilon). \quad (3.23)
\]

Since \(N_1 \geq 2\), we have \(r(k) = q_{2,0} + q_{2,1}(k - E_2)^{1/2} + o((k - E_2)^{1/2})\) as \(k \searrow E_2\) with \(|q_{2,0}| = 1\), which is consistent with (3.23) only if \(q_{2,1} \neq 0\).

\[\square\]

3.3. Proof of Theorem 2.1\(^{(b)}\)). Suppose \(u_0\) satisfies (2.12) and (2.15) for some integers \(N_1 \geq 2\) and \(0 \leq N_2 \leq 3\). Define

\[
 \mu_{1,N_2}(x,k) := I + \sum_{n=1}^{N_2} \frac{\mu_1^{(n)}(x)}{k^n}, \quad \mu_{2,N_2}(x,k) := I + \sum_{n=1}^{N_2} \frac{\mu_2^{(n)}(x)}{k^n}, \quad (3.24)
\]
where the coefficients $\mu_j^{(n)}$ are given by

$$
\mu_1^{(1)} = \frac{1}{2} \left( \frac{i\Gamma_1}{i\bar{u}_0} - \frac{i\bar{u}_0}{i\Gamma_1} \right), \quad \mu_2^{(1)} = \frac{1}{2} \left( \frac{i\Lambda_1}{i\bar{u}_0} - \frac{i\bar{u}_0}{i\Lambda_1} \right),
$$

$$
\mu_1^{(2)} = \frac{1}{4} \left( \frac{u_0^b\bar{u}_0 - \frac{\alpha}{2} + \Gamma_2}{\bar{u}_0^b u_0 - \frac{\alpha}{2} + \Gamma_2} \right), \quad \mu_2^{(2)} = \frac{1}{4} \left( \frac{\Lambda_2}{\bar{u}_0^b - \bar{u}_0 \Lambda_1} \right),
$$

$$
(\mu_1^{(3)})_{11} = \frac{1}{8} \left( \frac{\alpha}{2} (4\beta - i\Gamma_1) - iu_0^b\bar{u}_0 - 2i\beta\bar{u}_0 - \bar{u}_0 \Gamma_1 + i\Gamma_3 \right), \quad (\mu_1^{(3)})_{22} = \frac{1}{8} \left( \frac{\alpha}{2} (4\beta - i\Gamma_1) - iu_0^b\bar{u}_0 - 2i\beta\bar{u}_0 - \bar{u}_0 \Gamma_1 + i\Gamma_3 \right),
$$

$$
(\mu_1^{(3)})_{12} = -\frac{i}{8} \left( u_0^b \Gamma_1 - u_0 \bar{u}_0 \alpha + \frac{\alpha}{2} (2u_0(\bar{u}_0 + \bar{u}_0^b) - \alpha^2 + 2\bar{\Gamma}^2_2) \right), \quad (\mu_1^{(3)})_{21} = \frac{1}{8} \left( \frac{\alpha}{2} (4\beta - i\Gamma_1) - iu_0^b\bar{u}_0 - 2i\beta\bar{u}_0 - \bar{u}_0 \Gamma_1 + i\Gamma_3 \right),
$$

$$
\mu_2^{(3)} = \frac{1}{8} \left( \frac{i\Lambda_3}{\bar{u}_0 x - \bar{u}_0 \Lambda_1 - \bar{u}_0 (u_0^b \bar{u}_0 + \Lambda_2)} \right),
$$

with

$$
\Gamma_1(x) = \int_{-\infty}^{x} (|u_0|^2 - \alpha^2) \, dx', \quad \Lambda_1(x) = -\int_{x}^{\infty} |u_0|^2 \, dx',
$$

$$
\Gamma_2(x) = \int_{-\infty}^{x} \left( 2i\beta (\alpha^2 - u_0^b \bar{u}_0) + (\alpha^2 - |u_0|^2)\Gamma + (u_0 - u_0^b)\bar{u}_0 \right) \, dx',
$$

$$
\Lambda_2(x) = -\int_{x}^{\infty} u_0(\bar{u}_0 x - \bar{u}_0 \Lambda) \, dx',
$$

$$
\Gamma_3(x) = \int_{-\infty}^{x} \left( |u_0|^4 - \alpha^4 + (u_0^b \bar{u}_0 - \alpha^2)(4\beta^2 - 2i\beta\Gamma) \right. \\
+ (u_0 - u_0^b)(\bar{u}_0 x \Gamma - \bar{u}_0 \bar{u}_0 x) + (|u_0|^2 - \alpha^2)\Gamma_1 \right) \, dx',
$$

$$
\Lambda_3(x) = -\int_{x}^{\infty} u_0(\bar{u}_0 x + \bar{u}_0 (u_0^b \bar{u}_0 + \Lambda_1) - \bar{u}_0 \bar{u}_0 x) \, dx'.
$$

**Proposition 3.6.** There exist bounded positive functions $f_\pm \in \mathcal{C}(\mathbb{R})$ whose restrictions $f_\pm|_{\mathbb{R}_\pm}$ lie in $L^1(\mathbb{R}_\pm)$ and a constant $K > 0$ such that, for $j = 0, \ldots, N_1$,

$$
|\partial_k^j (\mu_1(x,k) - \mu_{1,N_2}(x,k))| \leq \frac{f_-(x)}{|k|^{N_2+1}}, \quad x \in \mathbb{R}, \ k \in (\mathbb{C}_+, \mathbb{C}_-) \land |k| \geq K,
$$

$$
|\partial_k^j (\mu_2(x,k) - \mu_{2,N_2}(x,k))| \leq \frac{f_+(x)}{|k|^{N_2+1}}, \quad x \in \mathbb{R}, \ k \in (\mathbb{C}_-, \mathbb{C}_+) \land |k| \geq K.
$$

**Proof.** We briefly discuss the formal derivation of the coefficients $\mu_j^{(n)}$ and omit the corresponding tedious yet well-known derivation of the estimates in (3.26). A rigorous Neumann series approach giving analytical meaning to these formal computations can be found e.g. in [37] for the large $k$ behavior of mKdV eigenfunctions (of both Lax pair equations) to all orders; we refer to [41] for the leading order asymptotics of $t$-periodic NLS eigenfunctions.

To determine the coefficients $\mu_2^{(n)}$, we make the formal ansatz

$$
\mu_2(x,k) \sim I + \sum_{n=1}^{\infty} \frac{\mu_2^{(n)}(x)}{k^n}, \quad x, k \in \mathbb{R}, \ k \rightarrow \infty.
$$
Recalling that \( \mu_2 \) satisfies \((3.8)\), this ansatz yields the following recursion for the coefficients \( \mu_2^{(n)} \):

\[
\begin{align*}
\mu_2^{(0)} &:= I \\
(\mu_2^{(n+1)})^{\text{od}} &= \frac{i}{2} \sigma_3 \left( \partial_x (\mu_2^{(n)})^{\text{od}} - U_0 (\mu_2^{(n)})^d \right), \\
\partial_x (\mu_2^{(n+1)})^d &= U_0 (\mu_2^{(n+1)})^{\text{od}},
\end{align*}
\]

where \( A^d \) and \( A^{\text{od}} \) denote the diagonal and off-diagonal part of \( A \in \mathbb{C}^{2 \times 2} \). Solving this system recursively via integration from \( x \) to \( +\infty \) determines the coefficients \( \mu_2^{(n)} \); according to the assumptions on \( u_0 \) they are well-defined up to order \( n = N_2 + 1 \).

To determine the coefficients \( \mu_1^{(n)} \), some preliminary considerations are necessary. We first define \( \mu_1^b \) by

\[
\mu_1^b(x, k) = e^{i \beta x} s^b(k),
\]

so that

\[
\phi_1^b(x, k) = \mu_1^b(x, k)e^{-i(X(k) - \beta)x}.
\]

Setting \( \nu := (\mu_1^b)^{-1} \mu_1 \) and recalling the Volterra integral equation \((3.1)\) for \( \mu_1 \), we obtain that

\[
\nu = I + \int_{-\infty}^{x} e^{-i(X(k) - \beta)(x-x')} \sigma_3 (\mu_1^b)^{-1}(x', k)(U - U^b)(x') \mu_1^b(x', k) \nu(x', k) e^{i(X(k) - \beta)(x-x') \sigma_3} \, dx'.
\]

The corresponding differential equation for \( \nu \) reads

\[
\nu_x + i(X(k) - \beta)[\sigma_3, \nu] = (\mu_1^b)^{-1}(U - U^b) \mu_1^b \nu.
\]  

(3.28)

By plugging the ansatz

\[
\nu(x, k) \sim I + \sum_{n=1}^{\infty} \frac{\nu^{(n)}(x)}{k^n}, \quad x \in \mathbb{R}, \ k \to \infty
\]

into \((3.28)\) and expanding the functions \( X, \mu_1^b \), and \((\mu_1^b)^{-1}\) as \( k \to \infty \), the coefficients \( \nu^{(n)} \) can be recursively determined via integration from \( -\infty \) to \( x \). Calculating the coefficients \( \nu^{(n)} \), \( 1 \leq n \leq N_2 \), in the described manner and setting

\[
\nu_{N_2}(x, k) = I + \sum_{n=1}^{N_2} \frac{\nu^{(n)}(x)}{k^n}
\]

confirms that

\[
\mu_{1,N_2}(x, k) = \mu_1^b(x, k) \nu_{N_2}(x, k) + O(k^{-N_2-1}), \quad x \in \mathbb{R}, \ k \to \infty,
\]

with \( \mu_{1,N_2} \) given by \((3.24)\). \( \square \)

**Remark 3.7.** Proposition 3.6 can be extended to the case of arbitrary finite \( N_2 \geq 0 \).

Theorem 2.1(b) is a direct consequence of the following corollary.

**Corollary 3.8.** The entries \( a \) and \( b \) of the scattering matrix \( s \) satisfy

\[
\begin{align*}
\partial_k^j a(k) &= \partial_k^j \left( 1 + \sum_{n=1}^{N_2} a_n k^{-n} \right) + O(k^{-N_2-1}), \quad \mathbb{R}_+ \ni k \to \infty, \\
\partial_k^j b(k) &= O(k^{-N_2-1}), \quad \mathbb{R} \ni k \to \infty,
\end{align*}
\]  

(3.29)
with coefficients \( \{a_n\}^3 \) given by
\[
\begin{align*}
a_1 &= \frac{i(\Gamma_1 - \Lambda_1)}{2}, \\
a_2 &= \frac{\alpha(\frac{2}{-u}) - (\Gamma_1^2 + \Gamma_2 - \Gamma_1\Lambda_1 - \Lambda_2)}{4}, \\
a_3 &= \frac{i}{8}\left( \alpha \left( \frac{\alpha}{2}(\Gamma_1 - \Lambda_1) + 2i\alpha\beta - u(2i\beta + \Gamma_1 - \Lambda_1) - u_x \right) - \Gamma_1^3 - 2\Gamma_1\Gamma_2 + \Gamma_3 + \Gamma_1^2\Lambda_1 + \Gamma_2\Lambda_1 + \Gamma_1\Lambda_2 - \Lambda_3 \right).
\end{align*}
\]
(3.30)

Proof. Due to the decay assumption (2.12) on \( u_0 \), we infer that \( s \in \mathcal{C}^{N_1}(\mathbb{R} \setminus \{E_1, E_2\}) \). According to (2.9), (3.7), and Proposition 3.6, it holds that
\[
s(k) = \mu_1(0, k)^{-1}\mu_2(0, k) = \left( (\mu_{1,N_2})^{-1}\mu_{2,N_2} \right)(0, k) + \mathcal{O}(k^{-N_2-1}), \quad k \to \infty,
\]
where the (2, 2)-entry is valid as \( k \to \infty \) with \( k \in \mathbb{C}^+ \) and the (1, 2)-entry is valid as \( k \to \infty \) with \( k \in \mathbb{R} \). Substituting in the explicit expressions for \( \mu_{1,N_2} \) and \( \mu_{2,N_2} \), we find (3.29) for \( j = 0 \) with \( a_n, n = 1, 2, 3 \), given by (3.30). As a consequence of Proposition 3.6, the expansions in (3.29) can be differentiated up to \( N_1 \) times termwise without worsening the error terms. \( \square \)

3.4. Proof of Theorem 2.1. Suppose \( u_0 \) satisfies (2.12) and (2.15) for some integers \( N_1 \geq 2 \) and \( N_2 \geq 0 \). We will show that \( m_0(x, \cdot) \), \( x \in \mathbb{R} \), defined by (2.16), satisfies the stated RH problem.

It follows from the Propositions 3.1 and 3.3 that \( m_0(x, k) \) is analytic for \( k \in \mathbb{C} \setminus \mathbb{R} \). Moreover, the Propositions 3.6 and 3.8 imply that \( m_0(x, k) = I + \mathcal{O}(k^{-1}) \) as \( k \to \infty \). On the other hand, again by the Propositions 3.1 and 3.3, \( m_0(x, \cdot) \) has continuous boundary values along \( \mathbb{R} \setminus \{E_1, E_2\} \) from \( \mathbb{C}^\pm \) for each \( x \in \mathbb{R} \). From Corollary 3.5, using in particular the fact that \( \tilde{a}_j \neq 0 \), it follows that \( m_0(x, k) = \tilde{m}_{0,j}(x) + \mathcal{O}((k - E_j)^{1/2}) \) as \( k \to E_j, \ j = 1, 2 \), for some matrices \( \tilde{m}_{0,j}(x) \). In particular, the boundary values of \( m_0 \) are continuous also at \( E_1 \) and \( E_2 \).

In the following, we show that \( m_0 \) satisfies the jump relation in (2.17)—first for \( k \in \mathbb{R} \setminus \{E_1, E_2\} \), and then for \( k \in (E_1, E_2) \). By the continuity of \( m_{0 \pm} \) just established and the continuity of \( r \) established in Theorem 2.1(a), it follows that this jump relation is in fact satisfied for all \( k \in \mathbb{R} \).

3.4.1. Jump across \( \mathbb{R} \setminus \{E_1, E_2\} \). For \( k \in \mathbb{R} \setminus \{E_1, E_2\} \), the columns \( [\phi_1(x,k)]_1 \) and \( [\phi_2(x,k)]_2 \) are two linearly independent solutions of the \( x \)-part in (2.1), since \( a(k) \neq 0 \) by Proposition 3.3, the same holds true for \( [\phi_2(\cdot,k)]_1 \) and \( [\phi_2(\cdot,k)]_2 \). Hence there exists a matrix
\[
\tilde{v}(k) = \begin{pmatrix} \tilde{v}_{11}(k) & \tilde{v}_{12}(k) \\ \tilde{v}_{21}(k) & \tilde{v}_{22}(k) \end{pmatrix} \in GL(2, \mathbb{C})
\]
such that
\[
\begin{pmatrix} [\phi_1(x,k)]_1 \\ [\phi_2(x,k)]_2 \end{pmatrix} = \begin{pmatrix} [\phi_1(x,k)]_1 \\ [\phi_2(x,k)]_2 \end{pmatrix} \tilde{v}(k), \quad k \in \mathbb{R} \setminus \{E_1, E_2\}, \ x \in \mathbb{R},
\]
that is,
\[
\begin{align*}
[\phi_1]_1 &= \phi_1 \tilde{v}_{11} + \frac{[\phi_1]_2}{\gamma_1} \tilde{v}_{21}, \\
[\phi_2]_2 &= \phi_2 \tilde{v}_{12} + \frac{[\phi_2]_1}{\gamma_2} \tilde{v}_{22},
\end{align*}
\]
(3.31)
Applying \( \text{det}(\cdot, [\phi_1]_2) \) to the first equation in (3.31) gives
\[
\text{det}\left( \begin{pmatrix} [\phi_1(x,k)]_1 \\ [\phi_1(x,k)]_2 \end{pmatrix} \right) = \text{det}\left( \begin{pmatrix} [\phi_2(x,k)]_1 \\ [\phi_2(x,k)]_2 \end{pmatrix} \right) \text{det}(\tilde{v}(k)_{11}), \quad k \in \mathbb{R} \setminus \{E_1, E_2\}, \ x \in \mathbb{R}.
\]
Since \([\phi_2]_1 = \bar{a}[\phi_1]_1 + \bar{b}[\phi_1]_2\) and \(\det \phi_j = 1\), we obtain
\[
\frac{1}{a(k)} = \bar{a}(k)\hat{v}_{11}(k), \quad k \in \mathbb{R} \setminus [E_1, E_2].
\]
Using that \(a\bar{a} - \bar{b}b = 1\) on \(\mathbb{R} \setminus [E_1, E_2]\), we infer that
\[
\hat{v}_{11}(k) = \frac{1}{|a(k)|^2} = 1 - |r(k)|^2, \quad k \in \mathbb{R} \setminus [E_1, E_2].
\]
Similarly, applying \(\det(\cdot, [\phi_2]_1)\) to the first equation in (3.31) gives
\[
\det\left(\frac{[\phi_1(x, k)]_1}{a(k)}, [\phi_2(x, k)]_1\right) = \det\left(\frac{[\phi_1(x, k)]_2}{a(k)}, [\phi_2(x, k)]_1\right)\hat{v}_{21}
\]
for \(k \in \mathbb{R} \setminus [E_1, E_2]\), and an application of \([\phi_2]_1 = \bar{a}[\phi_1]_1 + \bar{b}[\phi_1]_2\) yields
\[
\det\left(\frac{[\phi_1(x, k)]_1}{a(k)}, \bar{b}(k)[\phi_1(x, k)]_2\right) = \det\left(\frac{[\phi_1(x, k)]_2}{a(k)}, \bar{a}(k)[\phi_1(x, k)]_1\right)\hat{v}_{21},
\]
for \(k \in \mathbb{R} \setminus [E_1, E_2]\), which simplifies to
\[
\hat{v}_{21}(k) = -\frac{\bar{b}(k)}{a(k)} = -r(k), \quad k \in \mathbb{R} \setminus [E_1, E_2].
\]
Analogously it follows from the second equation in (3.31) that
\[
\hat{v}_{12}(k) = r(k), \quad \hat{v}_{22}(k) = 1, \quad k \in \mathbb{R} \setminus [E_1, E_2].
\]
We conclude that \((m_0(x, k))_+ = (m_0(x, k))_0v_0(x, k)\) for all \(x \in \mathbb{R}\) and \(k \in \mathbb{R} \setminus [E_1, E_2]\) with \(v_0(x, k)\) given by (2.18).

3.4.2. Jump across \((E_1, E_2)\). By Proposition 3.3 and Lemma 3.2,
\[
\begin{cases}
 a = \det([\phi_1], [\phi_2]) \neq 0, & k \in \mathbb{C}_+ \setminus \{E_1, E_2\}, \quad x \in \mathbb{R}; \\
 \bar{a} = \det([\phi_2], [\phi_1]) \neq 0, & k \in (E_1, E_2),
\end{cases}
\]
Using similar arguments as in Section 3.4.1 we find a matrix
\[
\hat{v}(k) = \begin{pmatrix} \hat{v}_{11}(k) & \hat{v}_{12}(k) \\ \hat{v}_{21}(k) & \hat{v}_{22}(k) \end{pmatrix}, \quad k \in (E_1, E_2),
\]
such that
\[
\begin{pmatrix} [\phi_1(x, k)]_1 \\ [\phi_2(x, k)]_2 \end{pmatrix} = \begin{pmatrix} [\phi_2(x, k)]_1 \\ [\phi_1(x, k)]_2 \end{pmatrix} \hat{v}(k), \quad k \in (E_1, E_2), \quad x \in \mathbb{R}.
\]
This implies, using (3.10), that
\[
\begin{cases}
 [\phi_1]_1 = [\phi_2]_1\hat{v}_{11} + [\phi_1]_1\hat{v}_{21}, \\
 [\phi_2]_2 = [\phi_2]_1\hat{v}_{12} + [\phi_1]_2\hat{v}_{22},
\end{cases} \quad k \in (E_1, E_2), \quad x \in \mathbb{R}.
\]
In view of (3.32), the identities in (3.33) imply that
\[
\hat{v}(k) = \begin{pmatrix} 0 & -\frac{a(k)}{a(k)} \\ \frac{a(k)}{a(k)} & 1 \end{pmatrix} = \begin{pmatrix} 0 & -\frac{r(k)}{|r(k)|} \\ \frac{|r(k)|}{r(k)} & 1 \end{pmatrix}, \quad k \in (E_1, E_2),
\]
which one can see by successively applying \(\det(\cdot, [\phi_2]_1)\) and \(\det(\cdot, [\phi_2]_1)\) to the first equation, and \(\det([\phi_2]_1, \cdot)\) and \(\det([\phi_2]_2, \cdot)\) to the second equation in (3.33). Recalling that \(|r| \equiv 1\) on \((E_1, E_2)\) we conclude that \((m_0(x, k))_+ = (m_0(x, k))_0v_0(x, k)\) for all \(k \in (E_1, E_2)\) and \(x \in \mathbb{R}\) with \(v_0(x, k)\) given by (2.18). \(\square\)
4. Proof of Theorem 2.2

Suppose \( u_0 : \mathbb{R} \to \mathbb{C} \) satisfies \((2.12)\) for \( N_1 = 2 \) and \((2.15)\) for \( N_2 = 3 \). Define \( r(k) \) by \((2.11)\). Theorem 2.1 implies that \( r \in C^2(\mathbb{R} \setminus \{E_1, E_2\}) \cap C(\mathbb{R}) \) and that
\[
\partial_k^m r(k) = O(k^{-1}) \quad \text{as} \quad k \to \pm \infty, \quad m = 0, 1, 2.
\]
In fact, \( v \) is Hölder continuous on \( \mathbb{R} \) with exponent 1/2 because, by \((2.13)\) and \((2.14)\), \( r'(k) \) has a square root singularity as \( k \to E_j, \ j = 1, 2 \).

Since the jump matrix \( v \) has unit determinant, the RH problem \((2.21)\) has at most one solution. Moreover, the existence of a solution of the RH problem \((2.21)\) is a consequence of the Hölder continuity of \( v \) and the following vanishing lemma, see \([46] \) and \([34, \text{Appendix A}]\).

**Proposition 4.1** (Vanishing Lemma). Let \( x \in \mathbb{R} \) and \( t \geq 0 \). Suppose that \( m(x, t, k) \) is a solution of the RH problem of Theorem 2.2 but with the normalization condition \( m(x, t, k) = I + O(k^{-1}) \) replaced by the homogeneous condition \( m(x, t, k) = O(k^{-1}) \) as \( k \to \infty \). Then \( m \) vanishes everywhere.

**Proof.** We write \( m(k) = m(x, t, k) \) and define \( G(k) := m(k)m(k)^\dagger \). Since \( m(k) = O(k^{-1}) \) as \( k \to \infty \), we have
\[
\begin{align*}
0 &= \int_\mathbb{R} G_+(k) \, dk = \int_\mathbb{R} m_-(k)v(k)\overline{m_-(k)} \dagger \, dk, \\
0 &= \int_\mathbb{R} G_-(k) \, dk = \int_\mathbb{R} m_-(k)v(k) \dagger \overline{m_-(k)} \, dk,
\end{align*}
\]
and hence
\[
\int_\mathbb{R} m_-ym_{-\dagger} \, dk = 0, \tag{4.1}
\]
where
\[
Y(k) = \frac{1}{2} v(k) + \frac{1}{2} \overline{v(k)} \dagger = \begin{pmatrix} 1 - |r(k)|^2 & 0 \\ 0 & 1 \end{pmatrix}, \quad k \in \mathbb{R}.
\]
By Theorem 2.1, \( |r| < 1 \) on \( \mathbb{R} \setminus [E_1, E_2] \). It follows that \( Y \) is positive semidefinite on \( \mathbb{R} \setminus [E_1, E_2] \). Hence we conclude that the diagonal entries of \( m_-ym_{-\dagger} \) are nonnegative. The identity \((4.1)\) thus implies that the diagonal elements of \( m_-ym_{-\dagger} \) vanish for a.e. \( k \in \mathbb{R} \). Since \( Y \) is positive definite on \( \mathbb{R} \setminus [E_1, E_2] \), we conclude that \( m_- = 0 \) on \( \mathbb{R} \setminus [E_1, E_2] \), and hence also \( m_+ = m_-v = 0 \) on \( \mathbb{R} \setminus [E_1, E_2] \). Standard arguments show that \( m \) is zero everywhere. \( \square \)

It is well-known how to prove that the limit in \((2.22)\) exists for all \((x, t) \in \mathbb{R} \times [0, \infty)\), and that \( u \) is a classical solution of \((1.1a)\); see e.g. \([37, \text{Theorem 7}]\) for a rigorous implementation of these steps in the case of the mKdV equation. The central part in the proof that \( u \) is a classical solution is to show that the solution \( m \) of the RH problem \((2.21)\) solves the Lax pair equations
\[
\begin{align*}
\begin{pmatrix} m_x + ik[\sigma_3, m] \\ m_t + 2ik^2[\sigma_3, m] \end{pmatrix} &= \begin{pmatrix} U \\ V \end{pmatrix} m
\end{align*}
\]
for all \((x, t) \in \mathbb{R} \times [0, \infty)\) and \( k \in \mathbb{C} \setminus \mathbb{R} \). For this purpose, it is sufficient that \( r \in (L^2 \cap L^\infty)(\mathbb{R}) \) and \( r(k) = O(k^{-1}) \) as \( k \to \pm \infty \) (i.e., one order of decay less than in the mKdV setting, since NLS only involves second-order derivatives with respect to \( x \)). Both requirements are fulfilled in view of Theorem 2.1.

The fact that \( u(x, t) \) satisfies the boundary conditions \((2.19)\) as \( x \to \pm \infty \) follows from a steepest descent analysis of the RH problem for \( m \), see Theorems 2.4 and 2.5.

Let us verify that \( u \) satisfies the initial condition \( u(x, 0) = u_0(x) \). The function \( m_0(x, k) \) defined in \((2.16)\) satisfies the RH problem \((2.21)\) evaluated at \( t = 0 \) as a consequence of Theorem 2.1(c). By
then uniqueness, we have \( m(x, 0, k) = m_0(x, k) \). Moreover, by \((2.16), (3.7), (3.24), (3.25),\) and \((3.26),\) we have
\[
2i \lim_{k \to \infty} k \left[ m_0(x, k) \right]_{12} = u_0(x),
\]
where \( \angle \) indicates that the limit is taken nontangentially with respect to \( \mathbb{R} \), i.e., with \( \arg k \in (\epsilon, \pi - \epsilon) \cup (\pi + \epsilon, 2\pi - \epsilon) \) for any \( \epsilon > 0 \). Hence,
\[
u(x, 0) = 2i \lim_{k \to \infty} (k m(x, 0, k))_{12} = 2i \lim_{k \to \infty} k \left[ m_0(x, k) \right]_{12} = u_0(x).
\]
We conclude that \( u \) is a global solution of the Cauchy problem \((1.1)\) with initial data \( u_0 \).

5. Proof of Theorem 2.3

Suppose \( u_0 \) satisfies the assumptions of Theorem 2.1 with \( N_1 = 8 \) and \( N_2 = 3 \), and let \( m \) be the unique solution of the RH problem in Theorem 2.2 corresponding to \( u_0 \). We use Deift-Zhou steepest descent arguments \([17]\) to establish the large \( t \) behavior of \( m \) in the sector \( \mathcal{M} \). We then use \((2.22)\) to find the large \( t \) behavior of \( u(x, t) \). Suitable transformations of the RH problem are implemented in Sections 5.1–5.3, parametrices are introduced in Sections 5.4–5.5, and the asymptotics of \( u \) is finally established in Section 5.6. Other works using Deift-Zhou steepest descent arguments to study asymptotics for the NLS equation include \([2, 3, 7, 11–16, 18, 25, 32, 33, 43, 44]\).

5.1. First Transformation. Recall that \( E_1 \) := \(-\beta - \alpha\), \( k_0(\xi) := -E_1 + \frac{\xi}{3} \) for \( \xi \in \mathcal{I}_M \), and
\[
\mathcal{X} : I_M \times \mathbb{C} \setminus [E_1, k_0] \to \mathbb{C}, \quad \mathcal{X}(\xi, k) := \sqrt{(k - E_1)(k - k_0)},
\]
where the branch is such that \( \mathcal{X}(\xi, k) = k + \mathcal{O}(1) \) as \( k \to \infty \).

5.1.1. The \( g \)-function. Let
\[
g : I_M \times \mathbb{C} \setminus [E_1, k_0] \to \mathbb{C}, \quad g(\xi, k) := 2(k - k_0) \mathcal{X}(\xi, k).
\]
Then
\[
g(\xi, k) = 2k^2 + \xi k + g_\infty(\xi) + \mathcal{O}(k^{-1}), \quad k \to \infty,
\]
with \( g_\infty(\xi) \) given in \((2.24)\). For brevity, we will often write \( \mathcal{X}(k) \) and \( g(k) \) for \( \mathcal{X}(\xi, k) \) and \( g(\xi, k) \) etc. The \( k \)-derivative of \( g \) given by
\[
g'(k) = 2 \mathcal{X}(k) + \frac{(k - k_0)(2k - E_1 + k_0)}{\mathcal{X}(k)}
\]
has two zeros at the point \( \mu_\pm(\xi) \) given by
\[
\mu_+ = k_0 \quad \text{and} \quad \mu_- = \frac{8E_1 - \xi}{12} \in (E_1, k_0).
\]
It is clear that \( \mu_-(\xi) \) ranges within a compact subset of \((E_1, E_2)\) for \( \xi \in I_M \). The \( g \)-function satisfies the jump condition
\[
g_+ + g_- = 0 \quad \text{on} \quad (E_1, k_0),
\]
with \( g_+(k) \in -i\mathbb{R}_+ \) and \( g_-(k) \in i\mathbb{R}_+ \) for \( k \in (E_1, k_0) \). Moreover, \( g \) obeys the symmetry
\[
g(k) = g(k), \quad k \in \mathbb{C} \setminus (E_1, E_2).
\]
The series expansion of \( g \) at \( k_0 \) is given by
\[
g(\xi, k) = 2\sqrt{k_0 - E_1}(k - k_0)^{3/2} \left( 1 + \frac{k - k_0}{2(k_0 - E_1)} + \mathcal{O}((k - k_0)^2) \right), \quad \mathbb{C} \setminus (-\infty, k_0] \ni k \to k_0,
\]
where the branch cuts for \((k - k_0)^{3/2}\) and \((k - k_0)^{5/2}\) run along \((-\infty, k_0]\), and the error term is uniform with respect to \( \xi \in I_M \). A signature table for \( \text{Im}g \) is shown in Figure 5.
5.1.2. Definition of $m^{(1)}$. For $(x,t,k) \in \mathcal{M} \times \mathbb{C} \setminus \mathbb{R}$ we define $m^{(1)}$ by

$$m^{(1)}(x,t,k) := e^{-itg_\infty(\xi)}m(x,t,k) e^{it[g(\xi,k) - k\xi - 2k^2]}. $$

Then for each $(x,t) \in \mathcal{M}$, $m^{(1)}$ satisfies the following RH problem:

- $m^{(1)}(x,t,\cdot)$ is analytic in $\mathbb{C} \setminus \mathbb{R}$;
- $m^{(1)}(x,t,\cdot)$ has continuous boundary values on $\mathbb{R}$ satisfying the jump relation

$$m^+_+(x,t,k) = m^-_-(x,t,k)v^{(1)}(x,t,k) \quad \text{for } k \in \mathbb{R},$$

where

$$v^{(1)}(x,t,k) = e^{it[k\xi + 2k^2 - g_-(\xi,k)]}v(x,t,k) e^{it[g+(\xi,k) - k\xi - 2k^2]} \quad k \in \mathbb{R};$$

- $m^{(1)}(x,t,k) = I + O(k^{-1})$ as $k \to \infty$.

In view of (5.3) and the fact that $|r| \equiv 1$ on $[E_1, E_2]$, we find

$$v^{(1)} = \begin{cases} 
1 - |r|^2 & \bar{r}e^{-2itg}, \quad k \in \mathbb{R} \setminus (E_1, k_0), \\
-re^{2itg} & 1, \quad k \in [E_1, k_0].
\end{cases}$$

5.2. Second transformation. The second transformation serves as preparation for the subsequent one. The introduction of an auxiliary function $\mathcal{D}$ will allow us to open up the ray $(-\infty, \mu_-)$ into two rays going from $\mu_-$ to $\infty$ in the upper and lower half-planes, respectively. Furthermore, the local approximation of $\mathcal{D}$ at $k_0$, will be crucial in order to define the local parametrix at $k_0$ in Section 5.5.

5.2.1. The function $\mathcal{D}$. Define $\mathcal{D} : \mathcal{M} \times \mathbb{C} \setminus (-\infty, k_0) \to \mathbb{C}$ by

$$\mathcal{D}(\xi,k) := \exp \left[ \frac{\mathcal{X}(\xi,k)}{2\pi i} \left( \int_{-\infty}^{E_1} \frac{\log(1 - |r(s)|^2)}{\mathcal{X}(\xi,s)(s-k)} \, ds + \int_{E_1}^{k_0} \frac{\log r(s)}{\mathcal{X}_+(\xi,s)(s-k)} \, ds \right) \right], \quad (5.4)$$

where the branch of the function $\log r(s)$ is such that it is continuous for $s \in [E_1, k_0]$ and the principal branch is used for $\log r(E_1)$. 
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Lemma 5.1. For each \( \xi \in I_M \) the function \( \mathcal{D}(\xi, \cdot) \) is analytic in \( \mathbb{C} \setminus (-\infty, k_0] \) with continuous boundary values \( \mathcal{D}_\pm(\xi, \cdot) \) on \( (-\infty, k_0] \setminus \{E_1\} \) satisfying the jump relations

\[
\begin{aligned}
\mathcal{D}_+ &= \mathcal{D}_-(1 - |r|^2) \quad \text{on} \quad (-\infty, E_1), \\
\mathcal{D}_+ \mathcal{D}_- &= r \quad \text{on} \quad (E_1, k_0).
\end{aligned}
\tag{5.5}
\]

Furthermore, \( \mathcal{D}(\xi, \cdot) \) satisfies the following properties for any \( \xi \in I_M \).

(i) \( \mathcal{D}(\xi, \cdot) \) obeys the symmetry

\[
\mathcal{D}(k)\overline{\mathcal{D}(k)} = 1 \quad \text{for} \quad k \in \mathbb{C} \setminus (-\infty, k_0];
\]

in particular, \( \mathcal{D}_+(k)\overline{\mathcal{D}_-(k)} = 1 \) for \( k \in (-\infty, k_0) \setminus \{E_1\} \).

(ii) For \( k \in \mathbb{C} \setminus (-\infty, k_0) \),

\[
\mathcal{D}^{\pm 1}(\xi, k) = \mathcal{D}^{\pm 1}_\infty(\xi) + \mathcal{O}(k^{-1}) \quad \text{as} \quad k \to \infty,
\]

uniformly with respect to \( \xi \in I_M \), where

\[
\mathcal{D}_\infty(\xi) = \exp \left[ -\frac{1}{2\pi i} \left( \int_{-\infty}^{E_1} \frac{\log(1 - |r(s)|^2)}{\mathcal{X}(\xi, s)} \, ds + \int_{E_1}^{k_0} \frac{\log r(s)}{\mathcal{X}_+(\xi, s)} \, ds \right) \right],
\]

which satisfies \(|\mathcal{D}_\infty(\xi)| = 1\) for all \( \xi \in I_M \).

(iii) As \( \overline{\mathcal{C}}_+ \ni k \to E_1 \),

\[
\mathcal{D}(\xi, k) = (k - E_1)^{1/4} e^{d_0} (1 + \mathcal{O}((k - E_1)^{1/2}))
\]

uniformly for \( \xi \in I_M \), where

\[
d_0 := \frac{1}{2} \log(q_{1,0} q_{1,1} + q_{1,0} q_{1,1}) + \frac{1}{2} \log q_{1,0} \in \mathbb{C}
\]

and the principal branch is used for the fourth root and the logarithms. By (5.6), a similar formula holds for \( \overline{\mathcal{C}}_- \ni k \to E_1 \).

(iv) For every fixed \( \epsilon > 0 \), the functions \( \mathcal{D}^{\pm 1}(\xi, \cdot) : \mathbb{C} \setminus D_\epsilon(E_1) \to \mathbb{C} \) are uniformly bounded for \( \xi \in I_M \), where \( D_\epsilon(E_1) \) is the open disk of radius \( \epsilon \) centered at \( E_1 \).

(v) As \( k \in \mathbb{C} \setminus (-\infty, k_0) \) approaches \( k_0 \),

\[
\mathcal{D}(k) = \sqrt{r(k_0)} \left[ 1 - C_{k_0} \sqrt{k - k_0} + \frac{C_{k_0}^2 + \frac{r'(k_0)}{r(k_0)}}{2} (k - k_0) + \mathcal{O}(|k - k_0|^{3/2}) \right],
\]

\[
\mathcal{D}^{-1}(k) = \frac{1}{\sqrt{r(k_0)}} \left[ 1 + C_{k_0} \sqrt{k - k_0} + \frac{C_{k_0}^2 - \frac{r'(k_0)}{r(k_0)}}{2} (k - k_0) + \mathcal{O}(|k - k_0|^{3/2}) \right],
\]

uniformly for \( \xi \in I_M \), with \( C_{k_0} \) given by (2.23).

Proof. Basic properties of the Cauchy transform imply that \( \mathcal{D}(\xi, \cdot) \) is analytic in \( \mathbb{C} \setminus (-\infty, k_0] \) and that it obeys the jump condition (5.5). The properties (i), (ii), and (iv) follow easily from the definition of \( \mathcal{D} \) and the properties of \( r \), cf. Theorem 2.1.

To prove (iii), note first that

\[
\log(1 - |r(s)|^2) = \log c_1 + \frac{1}{2} \log(E_1 - s) + c_2 \sqrt{E_1 - s} + \mathcal{O}(E_1 - s), \quad s \nearrow E_1,
\]

where \( c_1 := q_{1,0} q_{1,1} + q_{1,0} q_{1,1} \) and \( c_2 = -c_1^{-1} (2 \Re(q_{1,2} q_{1,0}) + |q_{1,1}|^2) \). An application of Lemma A.1 shows that

\[
\frac{\mathcal{X}(\xi, k)}{2\pi i} \int_{-\infty}^{E_1} \log(1 - |r(s)|^2) \, ds = \frac{1}{2} \log c_1 + \mathcal{O}(\sqrt{k - E_1}), \quad \overline{\mathcal{C}}_+ \ni k \to E_1.
\]

\[
\mathcal{D}_\pm(\xi, \cdot) \]
On the other hand,
\[
\frac{1}{2\pi i} \int_{-\infty}^{E_1} \log(E_1 - s) \frac{X(\xi, s)(s - k)}{s - k} \, ds = f(k) + O(1),
\]
where the function
\[
f(k) := \frac{1}{2\pi i} \int_{-\infty}^{E_1} \log(E_1 - s) \frac{X(\xi, s)(s - k)}{s - k} \, ds
\]
is analytic for \( k \in \mathbb{C} \setminus (-\infty, E_1) \), obeys the bound \( f(k) = o((k - E_1)^{-1}) \) as \( k \to E_1 \), and satisfies
\[
f_+(k) - f_-(k) = \frac{\log|E_1 - k|}{-\sqrt{|k - E_1||E_1 - k_0|}}, \quad k \in (-\infty, E_1].
\]
It follows that
\[
f(k) = \frac{1}{2\pi \sqrt{k - E_1}\sqrt{|E_1 - k_0|}} \frac{\log(k - E_1)}{s - \text{sgn}(k - E_1),} \quad k \in \mathbb{C} \setminus (-\infty, E_1],
\]
where principal branches are used. We conclude that, as \( \mathbb{C} \setminus \mathbb{R} \ni k \to E_1 \),
\[
\frac{X(\xi, k)}{2\pi i} \int_{-\infty}^{E_1} \left( \frac{1}{2\pi i} \frac{\log(E_1 - s)}{X(\xi, s)(s - k)} \right) ds = \frac{1}{4} \log(k - E_1) + O(\sqrt{k - E_1} \log(k - E_1)).
\] (5.12)
Furthermore, as \( \mathbb{C} \setminus \mathbb{R} \ni k \to E_1 \),
\[
\frac{X(\xi, k)}{2\pi i} \int_{-\infty}^{E_1} \frac{c_2 \sqrt{E_1 - s}}{X(\xi, s)(s - k)} ds = -\frac{c_2}{2\pi} \sqrt{k - E_1} \log(k - E_1) + O(\sqrt{k - E_1}).
\] (5.13)
Next note that
\[
\log r(s) = \log q_{1,0} + \frac{i q_{1,1}}{q_{1,0}} \sqrt{s - E_1} + O(s - E_2), \quad s \searrow E_1.
\] (5.14)
A version of Lemma A.1 adapted to the left endpoint implies that
\[
\frac{X(\xi, k)}{2\pi i} \int_{E_1}^{k_0} \frac{\log q_{1,0}}{X_+(\xi, s)(s - k)} ds = \frac{\log q_{1,0}}{2} + O(\sqrt{k - E_1}), \quad \mathbb{C} \ni k \to E_1.
\] (5.15)
Furthermore, as \( \mathbb{C} \setminus \mathbb{R} \ni k \to E_1 \),
\[
\frac{X(\xi, k)}{2\pi i} \int_{E_1}^{k_0} \frac{q_{1,1}}{q_{1,0}} \sqrt{s - E_1} \frac{\sqrt{k - E_1} \log(k - E_1)}{X_+(\xi, k)(s - k)} ds = -\frac{1}{2\pi} \frac{q_{1,1}}{q_{1,0}} \sqrt{k - E_1} \log(k - E_1) + O(\sqrt{k - E_1}).
\] (5.16)
Since \( c_2 + \frac{q_{1,1}}{q_{1,0}} = 0 \) by (2.14), the sum of the right-hand sides of (5.13) and (5.16) is \( O(\sqrt{k - E_1}) \).
Property (iii) now follows from (5.10)--(5.16).
To prove (vi), we first note that
\[
X(\xi, k) = \sqrt{k_0 - E_1} \sqrt{k - k_0} + \frac{(k - k_0)^{3/2}}{2 \sqrt{k_0 - E_1}} + O(|k - k_0|^{5/2}) \quad \text{as} \quad k \to k_0.
\] (5.17)
Next we expand the integrals appearing in (5.4). For this purpose let \( \kappa \in (E_1, k_0) \) and set
\[
A(\xi, k) := \int_{-\infty}^{E_1} \frac{\log(1 - |r(s)|^2)}{X(\xi, s)(s - k)} \, ds,
\]
\[
B_1(\kappa, \xi, k) := \int_{E_1}^{\kappa} \frac{\log r(s)}{X_+(\xi, s)(s - k)} \, ds, \quad B_2(\kappa, \xi, k) := \int_{\kappa}^{k_0} \frac{\log r(s)}{X_+(\xi, s)(s - k)} \, ds.
\]
From (5.17), the properties of \( r \), and the fact that \( k_0 \) can be separated from the integration contours \( (-\infty, E_1] \) and \( [E_1, \kappa) \) by some small neighborhood, it follows that the Cauchy integrals \( A \) and \( B_1 \)
are analytic locally around $k_0$; hence there exists a small $\epsilon$-disc $D_\epsilon(k_0)$ centered at $k_0$ such that the power series
\[
A(\xi, k) = \sum_{n=0}^{\infty} \frac{A^{(n)}(\xi, k_0)}{n!} (k - k_0)^n, \quad B_1(\kappa, \xi, k) = \sum_{n=0}^{\infty} \frac{B_1^{(n)}(\kappa, \xi, k_0)}{n!} (k - k_0)^n, \quad (5.18)
\]
 converge absolutely and uniformly for $(\xi, k) \in I_M \times D_\epsilon(k_0)$. Let
\[
g_0(\kappa, \xi, \cdot) : [\kappa, k_0] \to \mathbb{C}, \quad k \mapsto g_0(\kappa, \xi, k) := \frac{i \log(r(k))}{\sqrt{k - E_1}}.
\]
An application of Lemma A.1 yields that
\[
B_2(\kappa, \xi, k) = \frac{c_{-1}}{\sqrt{k - k_0}} + c_0 + c_1 \sqrt{k - k_0} + \mathcal{O}(|k - k_0|) \quad (5.19)
\]
as $k \to k_0$ uniformly for $\xi \in I_M$ with
\[
c_{-1} = -\pi g_0(k_0), \quad c_0 = \frac{2 g_0(k_0)}{\sqrt{k_0 - \kappa}} + \int_{\kappa}^{k_0} \frac{g_0(s) - g_0(k_0)}{s - k_0} \frac{ds}{\sqrt{k_0 - s}}, \quad c_1 = -\pi g_0^\prime(k_0),
\]
Combining (5.17), (5.18), (5.19), and letting $\kappa \searrow E_1$ (which is justified by Lebesgue’s dominated convergence theorem), we conclude that (5.8) holds uniformly for all $\xi \in I_M$ with $C_{k_0}$ given by (2.23); (5.9) is obtained by inverting (5.8). \hfill\Box

5.2.2. Definition of $m^{(2)}$. For $(x, t, k) \in \mathcal{M} \times \mathbb{C} \setminus \mathbb{R}$ we define $m^{(2)}$ by
\[
m^{(2)}(x, t, k) := D_\infty(\xi)^{\sigma_3} m^{(1)}(x, t, k) D(\xi, k)^{-\sigma_3}.
\]
As a consequence of Lemma 5.1, $m^{(2)}$ satisfies the following RH problem for all $(x, t) \in \mathcal{M}$:
\begin{itemize}
  \item $m^{(2)}(x, t, \cdot)$ is analytic in $\mathbb{C} \setminus \mathbb{R}$;
  \item $m^{(2)}(x, t, \cdot)$ has continuous boundary values on $\mathbb{R} \setminus \{E_1\}$ satisfying the jump relation
    \[
    m_+^{(2)}(x, t, k) = m_-^{(2)}(x, t, k) v^{(2)}(x, t, k) \quad \text{for} \ k \in \mathbb{R} \setminus \{E_1\},
    \]
    where $v^{(2)} = D^{\sigma_3} v^{(1)} D_\uparrow^{-\sigma_3}$;
  \item $m^{(2)}(x, t, k) = \mathcal{I} + \mathcal{O}(k^{-1})$ as $k \to \infty$;
  \item $m^{(2)}(x, t, k) = \mathcal{O}((k - E_1)^{-1/4})$ as $k \to E_1$.
\end{itemize}

Write $\mathbb{R} = \Gamma_1^{(2)} \cup \Gamma_2^{(2)} \cup \Gamma_3^{(2)}$, where
\[
\Gamma_1^{(2)} = (k_0, +\infty), \quad \Gamma_2^{(2)} = (-\infty, E_1), \quad \Gamma_3^{(2)} = [E_1, k_0],
\]
and let $v_j^{(2)}$ denote the restriction of $v^{(2)}$ to $\Gamma_j^{(2)}$. Setting
\[
r_2(k) := \frac{r(k)}{1 - |r(k)|^2}, \quad k \in \mathbb{R} \setminus [E_1, E_2],
\]
and employing (5.5)–(5.6), we infer that
\[ v^{(2)}_1 = \left( 1 - |r|^2 \right)^{D_2} \bar{r} e^{-2itg} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \left( \begin{array}{c} D_2 \bar{r} e^{-2itg} \\ 1 \end{array} \right), \]
\[ v^{(2)}_2 = \left( \begin{array}{c} \bar{r} e^{-2itg} \\ 1 \end{array} \right) \left( \begin{array}{c} D_2 \bar{r} e^{-2itg} \\ 1 \end{array} \right), \]
\[ v^{(2)}_3 = \left( \begin{array}{c} \bar{r} e^{-2itg} \\ 1 \end{array} \right) \left( \begin{array}{c} D_2 \bar{r} e^{-2itg} \\ 1 \end{array} \right). \]

5.3. Third transformation. The third transformation requires analytic approximations of the spectral functions \( r \) and \( r_2 \), which we summarize in the following two lemmas. Let the open regions \( U^{(3)}_j \), \( j = 1, 2, 3, 4 \), be as in Figure 6.

**Figure 6.** The contour \( \Gamma^{(3)} \) and the regions \( U^{(3)}_j \), \( j = 1, \ldots, 4 \).

5.3.1. Analytic approximations. The next two lemmas provide analytic approximations of \( r \) and \( r_2 \); we omit the proof for \( r \), but give all details in the more difficult case of \( r_2 \).

**Lemma 5.2** (Analytic approximation of \( r \)). There exist continuous functions \( r_a: \mathcal{M} \times (0, \infty) \times U^{(3)} \rightarrow \mathbb{C} \) and \( r_r: \mathcal{M} \times (0, \infty) \times (k_0, \infty) \rightarrow \mathbb{C} \), which satisfy the following properties.

(i) \( r(k) = r_a(\xi, t, k) + r_r(\xi, t, k) \) for all \( (\xi, t, k) \in \mathcal{M} \times (0, \infty) \times (k_0, \infty) \).

(ii) For all \( (\xi, t) \in \mathcal{M} \times (0, \infty) \), the function \( r_a(\xi, t, \cdot): U^{(3)}_1 \rightarrow \mathbb{C} \) is analytic. Moreover, there exists a constant \( C > 0 \) such that for all \( (\xi, t, k) \in \mathcal{M} \times (0, \infty) \times U^{(3)}_1 \),
\[ |r_a(\xi, t, k) - r(k_0) - r'(k_0)(k - k_0)| \leq C |k - k_0|^2 e^{4|\text{Im}g(\xi,k)|}, \]
and
\[ |r_a(\xi, t, k)| \leq C e^{4|\text{Im}g(\xi,k)|} \left( 1 + |k|^2 \right). \]
(iii) For all \((\xi, t) \in I_M \times (0, \infty)\), the function \(r_r(\xi, t, \cdot)\) lies in \(L^p(k_0, \infty)\), \(p = 1, 2, \infty\), and
\[
\|r_r(\xi, t, \cdot)\|_{L^p(k_0, \infty)} \in O(t^{-2}) \quad \text{as} \quad t \to \infty
\]
uniformly for \(\xi \in I_M\).

**Lemma 5.3** (Analytic approximation of \(r_2\)). There exist continuous functions
\[
r_{2,a} : I_M \times (0, \infty) \times \overline{U_2^{(3)}} \setminus \{E_1\} \to \mathbb{C} \quad \text{and} \quad r_{2,r} : I_M \times (0, \infty) \times (\infty, E_1) \to \mathbb{C},
\]
which satisfy the following properties.

(i) \(r_2(k) = r_{2,a}(\xi, t, k) + r_{2,r}(\xi, t, k)\) for all \((\xi, t, k) \in I_M \times (0, \infty) \times (\infty, E_1)\).

(ii) For all \((\xi, t) \in I_M \times (0, \infty)\), the function \(r_{2,a}(\xi, t, \cdot) : U_2^{(3)} \to \mathbb{C}\) is analytic, and \(r_{2,a}(\xi, t, k) = O(|k - E_1|^{-1/2})\) uniformly for \((\xi, t) \in I_M \times (0, \infty)\) as \(k \to E_1\). Moreover, for every \(\epsilon > 0\) there exists a constant \(C_\epsilon > 0\) such that
\[
|r_{2,a}(\xi, t, k)| \leq C_\epsilon \frac{\epsilon^{|\text{Im} g_+(\xi, k)|}}{1 + |k|^2} \quad \text{for} \quad (\xi, t, k) \in I_M \times (0, \infty) \times (U_2^{(3)} \setminus D_\epsilon(E_1)). \tag{5.20}
\]

(iii) For all \((\xi, t) \in I_M \times (0, \infty)\) and \(p = 1, 2, \infty\), the function \(r_{2,r}(\xi, t, \cdot)\) lies in \(L^p(-\infty, E_1)\) and
\[
\|r_{2,r}(\xi, t, \cdot)\|_{L^p(-\infty, E_1)} \in O(t^{-2}) \quad \text{as} \quad t \to \infty
\]
uniformly for \(\xi \in I_M\).

(iv) For all \((\xi, t) \in I_M \times (0, \infty)\) and \(p = 1, 2, \infty\), the function \((r r_{2,a} + \overline{r r_{2,a}} + 1) (\xi, t, \cdot) e^{-2itg_+(\xi, \cdot)}\) lies in \(L^p(E_1, \mu_-)\), and
\[
\|(r r_{2,a} + \overline{r r_{2,a}} + 1) (\xi, t, \cdot) e^{-2itg_+(\xi, \cdot)}\|_{L^p(E_1, \mu_-)} = O(t^{-2}) \quad \text{as} \quad t \to \infty \tag{5.21}
\]
uniformly for \(\xi \in I_M\).

**Remark 5.4.** Of particular interest in the statement of Lemma 5.3 is equation (5.21) which provides an estimate of a certain \(L^p\)-norm on part of the branch cut originating from the nonzero boundary conditions. This estimate ensures that the last entry of the jump matrix \(v^{(3)}\), defined below in Section 5.3.2, has the desired decay on \((E_1, \mu_-)\) as \(t \to \infty\).

**Proof of Lemma 5.3.** By the assumptions of Theorem 2.3 we infer from Theorem 2.1 that \(r_2\) lies in \(\mathcal{O}^8((-\infty, E_1))\) and satisfies
\[
r_2(k) = \begin{cases} 
\sum_{l=-1}^4 (-1)^l Q_{1,l}(E_1 - k)^{l/2} + O((E_1 - k)^{3/2}) & \text{for} \quad k \nearrow E_1, \\
O(k^{-4}) & \text{for} \quad k \searrow \infty.
\end{cases} \tag{5.22}
\]
In view of (2.14), the coefficients \(Q_{1,l}\) are rational functions of \(q_{1,l}\) with nonzero denominators of the form \((q_{1,0}q_{1,1} + \overline{q_{1,0}}q_{1,1})^{l+2} \neq 0\), \(-1 \leq l \leq 5\). In particular, we note that
\[
Q_{1, -1} = -\frac{\overline{q_{1,0}}}{q_{1,0}q_{1,1} + \overline{q_{1,0}}q_{1,1}}. \tag{5.23}
\]
Next, we extend the function \(r_2\) to the interval \((E_1, \mu_-)\) by setting
\[
r_2(k) := \sum_{l=-1}^5 i^l Q_{1,l}(k - E_1)^{l/2}, \quad k \in (E_1, \mu_-),
\]
and define \(h : I_M \times \overline{U_2^{(3)}} \setminus \{E_1\} \to \mathbb{C}\) by
\[
h(\xi, k) := \frac{p_1(\xi, k)}{X_1(\xi, k)} + p_2(\xi, k), \tag{5.24}
\]
with
\[ p_1(\xi, k) := \sum_{j=3}^{11} \frac{a_j(\xi)}{(k+i)^j}, \quad p_2(\xi, k) := \sum_{j=4}^{12} \frac{b_j(\xi)}{(k+i)^j}. \]

We choose \( a_j(\xi) \) and \( b_j(\xi) \) such that \( r_2(k) - h(\xi, k) = \mathcal{O}((k - \mu_-)^0) \) as \( k \not\to \mu_- \),

\[ \frac{p_1(\xi, k)}{X_+(\xi, k)} = \begin{cases} \sum_{l=1}^{4} Q_{1,1}(E_1 - k)^{l/2} + \mathcal{O}((k - E_1)^{5/2}), & k \searrow E_1, \\ \mathcal{O}(k^{-4}), & k \nearrow E_1, \end{cases} \tag{5.25} \]

and

\[ p_2(\xi, k) = \begin{cases} \sum_{l=1}^{4} Q_{1,1}(E_1 - k)^{l/2} + \mathcal{O}((k - E_1)^{5/2}), & k \searrow E_1, \\ \mathcal{O}(k^{-4}), & k \nearrow E_1, \end{cases} \tag{5.26} \]

where the sums in (5.25) run over the odd values \( l = -1, 1, 3 \), while the sums in (5.26) run over the even values \( l = 0, 2, 4 \). The coefficients \( a_j \) and \( b_j \) are uniquely determined by the above requirements and it is clear that they are uniformly bounded for \( \xi \in \mathcal{I}_M \). By construction, \( h \) obeys the following properties:

(i) uniformly for \( \xi \in \mathcal{I}_M \), \( h(\xi, k) = \mathcal{O}(|k - E_1|^{-1/2}) \) as \( k \to E_1 \);

(ii) for every \( \epsilon > 0 \) there exists a constant \( C_\epsilon > 0 \) such that

\[ |h(\xi, k)| \leq \frac{C_\epsilon}{1 + |k|^2} \quad \text{for all} \quad k \in \mathbb{C}^+ \setminus D_\epsilon(E_1), \xi \in \mathcal{I}_M; \tag{5.27} \]

(iii) the function \( f : \mathcal{I}_M \times (-\infty, \mu_-) \to \mathbb{C} \) defined by \( f(\xi, k) := r_2(k) - h(\xi, k) \) satisfies

\[ f^{(n)}(\xi, k) = \begin{cases} \mathcal{O}(|k - \mu_-|^{6-n}), & k \to \mu_-, \\ \mathcal{O}(k^{-4}), & k \to -\infty, \\ \mathcal{O}(|k - E_1|^{5/2-n}), & k \to E_1, \end{cases} \]

for \( n = 0, 1, 2, 3 \), uniformly for \( \xi \in \mathcal{I}_M \);

(iv) uniformly for \( \xi \in \mathcal{I}_M \),

\[ |r(k)h(\xi, k) + r(k)h(\xi, k) + 1| \in \mathcal{O}(|k - E_1|), \quad (E_1, \mu_-) \ni k \searrow E_1. \tag{5.28} \]

The estimate in (5.28) can be verified by employing the properties of the coefficients \( q_{1,l} \) in (2.14). Next we define the function \( \phi \) by

\[ \phi : \mathcal{I}_M \times \mathbb{R} \to \mathbb{R}, \quad \phi(k) := \begin{cases} g(k) & k \leq E_1 \\ \text{Im} \, g_+(k) & E_1 < k \leq \mu_- \\ -\text{Im} \, g_+(k) + 2\text{Im} \, g_+(-\mu_-) & \mu_- < k \leq k_0 \\ -g(k) + 2\text{Im} \, g_+(-\mu_-) & k_0 < k; \end{cases} \]

its graph is depicted in Figure [7]. Clearly, \( \phi(\xi, \cdot) \) is bijective and it is smooth on \( \mathbb{R} \setminus \{ E_1, \mu_-, k_0 \} \).
Furthermore, 

\[
\phi(k) = \begin{cases} 
O(|k - E_1|^{1/2}), & k \to E_1, \\
O(1), & k \to \mu_-, \\
O(k^2), & k \to \pm \infty,
\end{cases} \quad \phi'(k) = \begin{cases} 
O(|k - E_1|^{-1/2}), & k \to E_1, \\
O(|k - \mu_-|), & k \to \mu_-, \\
O(k^3), & k \to \pm \infty,
\end{cases} 
\]

\[
\phi''(k) = \begin{cases} 
O(|k - E_1|^{-3/2}), & k \to E_1, \\
O(1), & k \to \mu_-, \\
O(1), & k \to \pm \infty,
\end{cases} \quad \phi'''(k) = \begin{cases} 
O(|k - E_1|^{-5/2}), & k \to E_1, \\
O(1), & k \to \mu_-, \\
O(1), & k \to \pm \infty,
\end{cases} 
\]

uniformly for \(\xi \in I_M\). Let 

\[
F: I_M \times \mathbb{R} \to \mathbb{R}, \quad F(\xi, \phi) := \begin{cases} 
\frac{(k+i)^3}{k-E_1} f(k) & \text{for } \phi > \phi(\mu_-), \\
0 & \text{for } \phi \leq \phi(\mu_-). 
\end{cases} 
\]

Then by the properties of \(f\) (cf. item (iii) above) and the asymptotics of \(\phi\) in (5.29) it holds that 

\[
F^{(n)}(\phi) = \frac{d^n}{d\phi^n} F(\phi) = \begin{cases} 
O(|k - \mu_-|^{6-2n}), & k \to \mu_-, \\
O(k^{-2}), & k \to -\infty, \\
O(|k - E_1|^{3-2n}), & k \to E_1,
\end{cases} 
\]

uniformly for \(\xi \in I_M\). In particular, \(F(\xi, \cdot)\) lies in the Sobolev space \(H^3(\mathbb{R})\) with a uniform bound for \(\xi \in I_M\). Writing 

\[
F(\phi) = \int_\mathbb{R} \hat{F}(s)e^{i\phi s} \, ds, 
\]

where \(\hat{F}\) denotes the Fourier transform of \(F\), i.e. 

\[
\hat{F}(s) = \frac{1}{2\pi} \int_\mathbb{R} F(\phi)e^{-i\phi s} \, d\phi,
\]

we deduce that \(\|s^3\hat{F}(s)\|_{L^2(\mathbb{R})} \leq C < \infty\) for some \(C > 0\) uniformly for all \(\xi \in I_M\). By (5.30) and (5.31) it follows that 

\[
f(\xi, k) = \frac{k - E_1}{(k+i)^3} \int_\mathbb{R} \hat{F}(\xi, s)e^{i\phi s(\xi,k)} \, ds, \quad \text{for } k \in (-\infty, \mu_-).
\]

Let 

\[
f_a: I_M \times (0, \infty) \times U^{(3)}_2 \to \mathbb{C} \quad \text{and} \quad f_r: I_M \times (0, \infty) \times (-\infty, \mu_-) \to \mathbb{C}
\]
be defined by
\[ f_a(\xi, t, k) := \frac{k - E_1}{(k + i)^2} \int_{-\infty}^{t/4} \hat{F}(\xi, s) e^{i\xi g_+(\xi, k)} ds, \]
\[ f_r(\xi, t, k) := \frac{k - E_1}{(k + i)^2} \int_{t/4}^{\infty} \hat{F}(\xi, s) e^{i\xi g_+(\xi, k)} ds. \]
Then both \( f_a \) and \( f_r \) are continuous, \( f_a(\xi, t, \cdot) : U_2^3 \to \mathbb{C} \) is analytic for all \((\xi, t) \in I_M \times (0, \infty)\), and by the definition of \( \phi \) it follows that
\[ f(\xi, k) = f_a(\xi, t, k) + f_r(\xi, t, k) \]
for all \((\xi, t, k) \in I_M \times (0, \infty) \times (-\infty, \mu_-)\). Furthermore, for all \((\xi, t, k) \in I_M \times (0, \infty) \times \overline{U_2^3} \) it holds that
\[ |f_a(\xi, t, k)| \leq \frac{|k - E_1|}{|k + i|^3} \left\| \hat{F}(t, s) \right\|_{L^1(\mathbb{R})} \sup_{s \in (-t/4, 0]} |e^{i\xi g_+(\xi, k)}| \leq \frac{C}{1 + |k|^2} e^{\epsilon \text{Im} g_+(\xi, k)} \left| 1 + e^{\epsilon \text{Im} g_+(\xi, k)} \right|, \quad (5.32) \]
and for all \((\xi, t, k) \in I_M \times (0, \infty) \times (-\infty, \mu_-)\) the Cauchy-Schwartz inequality yields that
\[ |f_r(\xi, t, k)| \leq \frac{|k - E_1|}{|k + i|^3} \left\| \hat{s}^3 \hat{F}(\xi, s) \right\|_{L^2(\mathbb{R})} \sqrt{\int_{-\infty}^{-t/4} s^{-6} ds} \leq \frac{C}{1 + |k|^2} t^{-2}. \]
We infer that for all \((\xi, t) \in I_M \times (0, \infty)\) the function \( f_h(\xi, t, \cdot) : (-\infty, \mu_-) \to \mathbb{C} \) lies in \( L^p(-\infty, \mu_-) \), \( p = 1, 2, \infty \), and the corresponding \( L^p \)-norms are of order \( O(t^{-2}) \) uniformly with respect to \( \xi \in I_M \).

Defining \( r_{2,a} : I_M \times (0, \infty) \times \overline{U_2^3} \to \mathbb{C} \) and \( r_{2,r} : I_M \times (0, \infty) \times (-\infty, \mu_-) \to \mathbb{C}, \)
by
\[ r_{2,a}(\xi, t, k) := h(\xi, k) + f_a(\xi, t, k) \quad \text{and} \quad r_{2,r}(\xi, t, k) := f_r(\xi, t, k) \]
yields the desired decomposition of \( r_2 \), which clearly satisfies the assertions (i) and (ii) of the lemma. Furthermore, property (iii) follows from (5.27) in conjunction with (5.32): for all \( \epsilon > 0 \) there exists a constant \( C_{\epsilon} > 0 \) such that
\[ |r_{2,a}(\xi, t, k)| \leq |h(\xi, k)| + |f_a(\xi, t, k)| \leq \frac{C_{\epsilon}}{1 + |k|^2} (1 + e^{\epsilon \text{Im} g_+(\xi, k)}) \]
holds uniformly for all \((\xi, t, k) \in I_M \times (0, \infty) \times \overline{U_2^3} \setminus D_\epsilon(E_1)\). To show assertion (iv), we recall that
\[ |f_a(\xi, k)| \leq |k - E_1| e^{\epsilon \text{Im} g_+(\xi, k)} \quad \text{in } E_1, \mu_-, \quad (5.33) \]
uniformly for \( \xi \in I_M \), cf. (5.32). Applying the property (iv) of \( h \) and (5.33) to the identity
\[ r r_{2,a} + r^{*} r_{2,a} + 1 = r h + r^{*} h + 1 + 2 \text{Re}(r f_a) \]
and employing that \( |r| = 1 \) on \( E_1 \) implies that
\[ |(r(k) r_{2,a}(x, t, k) + r^{*}(k) r_{2,a}(x, t, k)) e^{-2 i t g_+(\xi, k)}| \leq C |k - E_1| e^{-C t} \text{Im} g_+(\xi, k)| \]
for \( k \in (E_1, \mu_-) \) and uniformly with respect to \( \xi \in I_M \). Since \( |\text{Im} g_+(\xi, k)| \in O(|k - E_1|^1/2) \) as \( k \searrow E_1 \) uniformly in \( \xi \in I_M \), assertion (iv) follows.

**Remark 5.5.** The proof of Lemma 5.3 does not rely on an explicit expression of \( r_2 \) on \( E_1, E_2 \) in order to construct a function \( r_{2,a} \) with the desired properties. This generalizes a related construction in [25], where \( r_2 \) was defined on \( (E_1, E_2) \) in terms of \( r \) by \( r_2(k) = -r(k)/(1+r(k^2)) \). For consistency, additional assumptions were made in [25], namely that \( r \neq \pm i \) on \( E_1, E_2 \) and \( r(E_j) \in \{ \pm i \}, \)
$j = 1, 2$. However, numerical experiments have shown that these assumptions are not satisfied in general. The above proof has the advantage that no additional assumptions are required.

5.3.2. Definition of $m^{(3)}$. For $(x, t, k) \in \mathcal{M} \times \mathbb{C} \setminus \mathbb{R}$ we define $m^{(3)}$ by

$$m^{(3)} := m^{(2)} \mathcal{D}^{\sigma_3} G^{(3)} \mathcal{D}^{-\sigma_3} = \mathcal{D}^{\sigma_3} m^{(1)} G^{(3)} \mathcal{D}^{-\sigma_3},$$

where

$$G^{(3)} := \begin{cases} 
\begin{pmatrix}
1 & 0 \\
r_2 e^{2itg} & 1
\end{pmatrix} & \text{in } U_1^{(3)}, \\
\begin{pmatrix}
1 & -r_2 e^{-2itg} \\
0 & 1
\end{pmatrix} & \text{in } U_2^{(3)}, \\
\begin{pmatrix}
1 & 0 \\
r_2^* e^{2itg} & 1
\end{pmatrix} & \text{in } U_3^{(3)}, \\
\begin{pmatrix}
1 & r_2^* e^{-2itg} \\
0 & 1
\end{pmatrix} & \text{in } U_4^{(3)}, \\
I, & \text{elsewhere},
\end{cases}$$

and we write $f^*$ for the Schwartz conjugate of a function $f$, i.e., $f^*(k) = \overline{f(k)}$. The regions $U_j^{(3)}$, $j = 1, 2, 3, 4$, and the jump contour $\Gamma^{(3)}$ for $m^{(3)}$ are depicted in Figure 6. As a consequence of Lemmas 5.1, 5.2, and 5.3 the function $m^{(3)}$ satisfies the following RH problem for $(x, t) \in \mathcal{M}$:

- $m^{(3)}(x, t, \cdot)$ is analytic in $\mathbb{C} \setminus \Gamma^{(3)}$;
- $m^{(3)}(x, t, \cdot)$ has continuous boundary values on $\Gamma^{(3)} \setminus \{E_1, \mu_-, k_0\}$ satisfying the jump relation

$$m_+^{(3)}(x, t, k) = m_-^{(3)}(x, t, k) v^{(3)}(x, t, k) \text{ for } k \in \Gamma^{(3)} \setminus \{E_1, \mu_-, k_0\},$$

where

$$v^{(3)} = \mathcal{D}^{\sigma_3} (G^{(3)})^{-1} \mathcal{D}^{-\sigma_3} v^{(2)} \mathcal{D}^{\sigma_3} G^{(3)} \mathcal{D}^{-\sigma_3};$$

- $m^{(3)}(x, t, k) = I + \mathcal{O}(k^{-1})$ as $k \to \infty$;
- $m^{(3)}(x, t, k) = \mathcal{O}((k - E_1)^{-1/4})$ as $k \to E_1$;
- $m^{(3)}(x, t, k) = \mathcal{O}(1)$ as $k \to k_0$;
- $m^{(3)}(x, t, k) = \mathcal{O}(1)$ as $k \to \mu_-$.

Using (5.7), we can describe the behavior of $m^{(3)}$ at $E_1$ more precisely as follows:

$$m^{(3)} = \mathcal{D}^{\sigma_3} m^{(1)} G^{(3)} \times \begin{cases} (k - E_1)^{-\sigma_3/4} e^{-\sigma_3/(4 \sigma_3)} (I + \mathcal{O}(\sqrt{k - E_1})), & k \to E_1, \ x \in \mathbb{C}_+, \\
(k - E_1)^{-\sigma_3/4} e^{\sigma_3/(4 \sigma_3)} (I + \mathcal{O}(\sqrt{k - E_1})), & k \to E_1, \ x \in \mathbb{C}_-. \end{cases} (5.34)$$

Let us write $\Gamma^{(3)} = \bigcup_{j=1}^{8} \Gamma_j^{(3)}$, where $\Gamma_j^{(3)}$ denotes the subcontour labeled by $j$ in Figure 6. Letting $v_j^{(3)}$ denote the restriction of $v^{(3)}$ to $\Gamma_j^{(3)}$, we find

$$v_1^{(3)} = \begin{pmatrix} 1 & 0 \\
-\mathcal{D}^{2} r_2 e^{2itg} & 1
\end{pmatrix}, \quad v_2^{(3)} = \begin{pmatrix} 0 & 1 \\
-\mathcal{D}^{+} D_+ \mathcal{D}^{-} e^{-2itg} & 1
\end{pmatrix},$$

$$v_3^{(3)} = \begin{pmatrix} 1 & 0 \\
\mathcal{D}^{2} r_2 e^{-2itg} & 1
\end{pmatrix}, \quad v_4^{(3)} = \begin{pmatrix} 0 & 1 \\
-\mathcal{D}^{+} D_+ \mathcal{D}^{-} e^{-2itg} & 1
\end{pmatrix},$$

$$v_5^{(3)} = \begin{pmatrix} 1 & 0 \\
-\mathcal{D}^{2} r_2 e^{2itg} & 1
\end{pmatrix}, \quad v_6^{(3)} = \begin{pmatrix} 0 & 1 \\
-\mathcal{D}^{+} D_+ \mathcal{D}^{-} e^{-2itg} & 1
\end{pmatrix},$$

$$v_7^{(3)} = \begin{pmatrix} 1 & 0 \\
-\mathcal{D}^{2} r_2 e^{-2itg} & 1
\end{pmatrix}, \quad v_8^{(3)} = \begin{pmatrix} 0 & 1 \\
-\mathcal{D}^{+} D_+ \mathcal{D}^{-} e^{-2itg} & 1
\end{pmatrix}.$$
where the simplification of the \((2, 2)\)-entry in \(v_0^{(3)}\) uses that \(g_+ = -g_-\), \(\mathcal{D}_+\mathcal{D}_- = r\), \(\mathcal{D}_+^*\mathcal{D}_- = 1\), and \(|r| \equiv 1\) on \(\Gamma_0^{(3)}\).

To leading order, \(m^{(3)}\) is approximated by a global parametrix (denoted by \(m_{[E_1,k_0]}^{[E_1,k_0]}\)) with a constant off-diagonal jump across the branch cut \(E_1, k_0\). The sub-leading contribution stems from the local long-time behavior near the critical point \(k_0\). It turns out that the local parametrix (denoted by \(m_{k_0}\)) can be constructed in terms of the solution of the well-known Airy RH problem.

### 5.4. Global parametrix

On the branch cut \((E_1, k_0)\), the jump matrix \(v^{(3)}\) approaches

\[
v^{[E_1,k_0]} := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad k \in (E_1, k_0),
\]

as \(t \to \infty\), whereas \(v^{(3)} \to I\) for each fixed \(k \in \mathbb{C} \setminus [E_1, k_0]\). Thus for each \((x, t) \in \mathcal{M}\) we consider the following RH problem:

- \(m_{[E_1,k_0]}(x, t, \cdot)\) is analytic in \(\mathbb{C} \setminus [E_1, k_0]\);
- \(m_{[E_1,k_0]}(x, t, \cdot)\) has continuous boundary values on \((E_1, k_0)\) satisfying the jump relation
  \[
m_{[E_1,k_0]}^+(x, t, k) = m_{[E_1,k_0]}^-(x, t, k)v^{[E_1,k_0]}(x, t, k) \quad \text{for} \quad k \in (E_1, k_0);
\]
- \(m_{[E_1,k_0]}(x, t, k) = I + \mathcal{O}(k^{-1})\) as \(k \to \infty\);
- \(m_{[E_1,k_0]}(x, t, k) = \mathcal{O}((k - E_1)^{-1/4})\) as \(k \to E_1\);
- \(m_{[E_1,k_0]}(x, t, k) = \mathcal{O}((k - k_0)^{-1/4})\) as \(k \to k_0\).

Let \(\Delta_0: I_{\mathcal{M}} \times \mathbb{C} \setminus [E_1, k_0] \to \mathbb{C}\) be given by

\[
\Delta_0(\xi, k) = \left( \frac{k - k_0}{k - E_1} \right)^{\frac{3}{4}},
\]

where the branch is such that \(\Delta_0(k) = 1 + \mathcal{O}(k^{-1})\) as \(k \to \infty\). The following result is standard.

**Lemma 5.6.** The unique solution of the RH problem \((5.35)\) is given by

\[
m_{[E_1,k_0]} := \frac{1}{2} \begin{pmatrix} \Delta_0 + \Delta_0^{-1} & -i(\Delta_0 - \Delta_0^{-1}) \\ i(\Delta_0 - \Delta_0^{-1}) & \Delta_0 + \Delta_0^{-1} \end{pmatrix}
\]

Moreover, the following expansions hold uniformly for \(\xi \in I_{\mathcal{M}}:\)

(i) As \(k \to \infty\), \(m_{[E_1,k_0]} = I + \frac{i(k_0 - E_1)}{4k} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + \mathcal{O}(k^{-2}).\)

(ii) As \(k \to k_0\),

\[
m_{[E_1,k_0]}(\xi, k) = \frac{(k_0 - E_1)^{1/4}}{2(k - k_0)^{1/4}} \left\{ \begin{pmatrix} 1 & i \\ -i & 1 \end{pmatrix} + \frac{(k - k_0)^{1/2}}{(k_0 - E_1)^{1/2}} \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix} + \frac{k - k_0}{4(k_0 - E_1)} \begin{pmatrix} 1 & i \\ -i & 1 \end{pmatrix} + \mathcal{O}(|k - k_0|^2) \right\}.
\]

### 5.5. Local parametrix near the critical point

We will define the local parametrix with the help of the explicit solution to the classical Airy model RH problem.

#### 5.5.1. Airy model problem

Consider the contour \(\Gamma_{\text{Ai}}^1\) consisting of the four components

\[
\Gamma_{\text{Ai}}^1 = \{ z \in \mathbb{C} : \ \text{arg} \ z = 2\pi/3 \}, \quad \Gamma_{\text{Ai}}^2 = \{ z \in \mathbb{C} : \ \text{arg} \ z = \pi \},
\]

\[
\Gamma_{\text{Ai}}^3 = \{ z \in \mathbb{C} : \ \text{arg} \ z = 4\pi/3 \}, \quad \Gamma_{\text{Ai}}^4 = \{ z \in \mathbb{C} : \ \text{arg} \ z = 0 \},
\]
oriented as in Figure 8a which separate the sectors

\[ S_1 = \{ z \in \mathbb{C} : \arg z \in (0, 2\pi/3) \}, \quad S_2 = \{ z \in \mathbb{C} : \arg z \in (2\pi/3, \pi) \}, \]
\[ S_3 = \{ z \in \mathbb{C} : \arg z \in (\pi, 4\pi/3) \}, \quad S_4 = \{ z \in \mathbb{C} : \arg z \in (4\pi/3, 2\pi) \}. \]

**Lemma 5.7.** Let \( \text{Ai} : \mathbb{C} \to \mathbb{C} \) denote the complex Airy function and let \( \zeta = e^{2\pi i}. \) The function \( m_{\text{Ai}} : \mathbb{C} \setminus \Gamma_{\text{Ai}} \to \mathbb{C}^{2 \times 2} \) defined by

\[
m_{\text{Ai}}(z) := \begin{cases} \mathcal{A}(z) e^{\frac{2}{3}z^{3/2} \sigma_3}, & z \in S_1, \\ \mathcal{A}(z) \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} e^{\frac{2}{3}z^{3/2} \sigma_3}, & z \in S_2, \\ \mathcal{A}(z) \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} e^{\frac{2}{3}z^{3/2} \sigma_3}, & z \in S_3, \\ \mathcal{A}(z) e^{\frac{2}{3}z^{3/2} \sigma_3}, & z \in S_4, \end{cases}
\]

is analytic in \( \mathbb{C} \setminus \Gamma_{\text{Ai}} \) and \( m_{\text{Ai}}^+(z) = m_{\text{Ai}}^-(z)v_{\text{Ai}}(z) \) for all \( z \in \Gamma_{\text{Ai}} \), where \( v_{\text{Ai}} \) is given by

\[
v_{\text{Ai}}(z) = \begin{cases} \begin{pmatrix} 1 & 0 \\ -e^{\frac{2}{3}z^{3/2}} & 1 \end{pmatrix} & \text{on } \Gamma_{1}^{\text{Ai}} \cup \Gamma_{2}^{\text{Ai}}, \\ \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} & \text{on } \Gamma_{2}^{\text{Ai}}, \\ \begin{pmatrix} 1 & -e^{-\frac{2}{3}z^{3/2}} \\ 0 & 1 \end{pmatrix} & \text{on } \Gamma_{4}^{\text{Ai}}. \end{cases}
\]

The asymptotic behavior of \( m_{\text{Ai}}^+ \) as \( z \to \infty \) is given by

\[
m_{\text{Ai}}(z) \sim z^{-\frac{\sigma_3}{2}} N \left( I + \sum_{j=1}^{\infty} \frac{m_{j}^{\text{Ai}}}{z^{3/2}} \right), \quad z \to \infty, \quad (5.38)
\]

where

\[
N = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}, \quad m_{j}^{\text{Ai}} = \frac{e^{2\pi i}}{\sqrt{2}} N^{-1} \begin{pmatrix} 1 & 0 \\ 0 & -i \end{pmatrix} \begin{pmatrix} 3j/2 \\ 2 \end{pmatrix} \left( \begin{pmatrix} (-1)^j u_j & u_j \\ -(-1)^j \nu_j & \nu_j \end{pmatrix} e^{-\frac{3\pi i}{4} \sigma_3}, \right.
\]

and the real coefficients \( u_j, \nu_j \) are defined by

\[
u_j = \frac{6j + 1}{1 - 6j} u_j, \quad j \in \mathbb{N}_{\geq 1}.
\]

That is,

\[
m_{j}^{\text{Ai}} = -\frac{6^{-2j}(j + \frac{1}{2})2j}{(6j - 1)j!} \begin{pmatrix} (-1)^j \nu_j & -6ij \\ -(-1)^j 6ij & 1 \end{pmatrix}, \quad j \in \mathbb{N}_{\geq 1}, \quad (5.39)
\]

where the Pochhammer symbol \( (a)_j \) is defined by

\[
(a)_j = \frac{\Gamma(a + j)}{\Gamma(a)} = a(a + 1)(a + 2) \cdots (a + j - 1).
\]
5.5.2. Local transformation. Our aim is to show that the Airy solution \( m^{Ai} \) yields a good approximation of \( m^{(3)} \) locally around \( k_0 \) when considered in suitable coordinates.

Recalling the definition of \( g \), we define the fractional power \( g(\xi,k)^{2/3} \) for \( k \in \mathbb{C} \setminus (-\infty, k_0] \) with the branch fixed by the requirement that \((g(k))^{2/3} > 0 \) for \( k > k_0 \). Let

\[
f(\xi,k) := -\left( \frac{3}{2} g(\xi,k) \right)^{2/3}, \quad k \in \mathbb{C} \setminus (-\infty, k_0].
\]

Then, uniformly for \( \xi \in I_M \),

\[
f(\xi,k) = -3^{2/3}(k_0 - E_1)^{1/3}(k - k_0) \left( 1 + \frac{k - k_0}{3(k_0 - E_1)} + O((k - k_0)^2) \right)
\]

as \( k \to k_0 \), \( k \in \mathbb{C} \setminus (-\infty, k_0] \), where \( 3^{2/3}(k_0 - E_1)^{1/3} > 0 \) is bounded from below by a positive constant uniformly for \( \xi \in I_M \). We introduce the new variable

\[
z(\xi,t,k) := t^{2/3} f(\xi,k).
\]

Then

\[
\frac{4}{3} z^{3/2} = \begin{cases} 2itg(k), & \text{Im } k > 0, \\ -2itg(k), & \text{Im } k < 0, \\ 2itg_+(k) = -2itg_-(k), & k < k_0, \end{cases}
\]

where the cut for \((\cdot)^{3/2}\) runs along \( \mathbb{R}_- \) as in the Airy model problem.

5.5.3. Definition and properties of \( m^{k_0} \). In the following we define the local parametrix \( m^{k_0} \). Let \( D_\varepsilon(k_0) \) denote the open disc of radius \( \varepsilon \) around \( k_0 \) and let \( \varepsilon > 0 \) be so small that

\[
\bigcup_{j=1}^{4} \left( \Gamma_j^{(3)} \cap D_\varepsilon(k_0) \right) = \Gamma^{(3)} \cap D_\varepsilon(k_0)
\]

is satisfied for all \( \xi \in I_M \). The existence of such a uniform \( \varepsilon \) is guaranteed by the definition of \( I_M \).

We denote the contour in \( (5.42) \) by \( \Gamma^{k_0,\varepsilon} \), see Figure 8b.

Let \( \tau : I_M \times \mathbb{C} \to \mathbb{C} \) denote the \((N - 1)\)-th degree Taylor polynomial of \( r \) at \( k_0 \):

\[
\tau(\xi,k) := \sum_{n=0}^{N-1} \frac{r^{(n)}(k_0)}{n!} (k - k_0)^n.
\]

According to the assumptions on the initial datum \( u_0 \) it holds that \( r(k) = \tau(\xi,k) + O(|k - k_0|^N) \) as \( k \to k_0 \) for \( 1 \leq N \leq 7 \). In order to obtain a good enough local approximation for \( m^{(3)} \) near \( k_0 \) we need \( N \geq 2 \), thus we set \( N := 2 \). Furthermore, we define \( \mathcal{D} : I_M \times D_\varepsilon(k_0) \setminus [k_0 - \varepsilon, k_0 + \varepsilon] \to \mathbb{C} \) by

\[
\mathcal{D}(\xi,k) := e^{\frac{x(\xi,k)}{2\pi i} \int_{\Gamma^{k_0,\varepsilon}} f_{k_0}^{k_1} \frac{1}{x_+^{(\xi,k)}(x - k)} ds + \int_{k_0}^{k_1} \frac{1}{x_+^{(\xi,k)}(x - k)} ds - \sum_{n=0}^{N-1} c_n(\xi)(k - k_0)^n}
\]

where the real coefficients \( \{c_n(\xi)\}_{n=0}^{N-1} \) are uniquely determined by the requirement that

\[
\mathcal{D}(\xi,k) = \mathcal{D}(\xi,k) + O(|k - k_0|^N) \text{ as } k \to k_0
\]

uniformly for \( \xi \in I_M \), cf. Lemma 5.8

We define the local parametrix \( m^{k_0} : I_M \times (0, \infty) \times D_\varepsilon(k_0) \to \mathbb{C}^{2 \times 2} \) by

\[
m^{k_0}(\xi,t,k) := E(\xi,t,k) m^{Ai}(z(\xi,t,k)) G(\xi,k)
\]

(5.45)
where

$$G(\xi, k) := \begin{cases} G_1(\xi, k) := e^{\frac{i\sigma_3}{2} r(\xi, k)} \frac{\sigma_3}{2} \mathcal{D}(\xi, k)^{-\sigma_3} e_3, & k \in \mathbb{C} \cap \overline{D_\varepsilon(k_0)}, \\ G_2(\xi, k) := \overline{r(\xi, k)} \frac{\sigma_3}{2} \mathcal{D}(\xi, k)^{\sigma_3} e_3, & k \in \mathbb{C} \cap \overline{D_\varepsilon(k_0)}, \end{cases}$$

and

$$E(\xi, t, k) := m^{[E_1, k_0]}(\xi, k) G^{-1}(\xi, k) N^{-1} z(\xi, t, k) \frac{\sigma_3}{2}. $$

The matching factor $E$ is chosen such that $m^{k_0}(m^{[E_1, k_0]})^{-1} \to I$ uniformly on $I_M \times \partial D_\varepsilon(k_0)$ as $t \to \infty$, cf. Lemma 5.9 [1].

**Lemma 5.8.** The following assertions hold true:

(i) there exist unique $\{c_n(\xi) : I_M \to \mathbb{R}\}_{n=0}^{N-1}$ such that (5.44) holds with a uniform error term for all $\xi$;

(ii) for each $\xi \in I_M$ and $t > 0$ the function $E(\xi, t, \cdot) : \overline{D_\varepsilon(k_0)} \to \mathbb{C}$ is analytic in $D_\varepsilon(k_0)$. Moreover, $E(\xi, t, k)$ is invertible for all $(\xi, t, k) \in I_M \times (0, \infty) \times \overline{D_\varepsilon(k_0)}$.

**Proof.** We note that additionally to $r(\xi, k) = r(k) + \mathcal{O}(|k - k_0|^N)$ as $k \to k_0$ uniformly in $\xi \in I_M$, we have that $|r(\xi, k)| = |r(k)| + \mathcal{O}(|k - k_0|^N)$ as $\mathbb{R} \ni k \to k_0$ uniformly in $\xi \in I_M$ since $|r| \equiv 1$ on $[E_1, E_2]$. Consequently,

$$\log |r(\xi, k)| = \mathcal{O}(|k - k_0|^N), \quad \mathbb{R} \ni k \to k_0$$

uniformly in $\xi \in I_M$. In view of Lemma A.1 and by noting that

$$\frac{1}{2} \log (t(\xi, s)/\overline{t(\xi, s)}) = i \arg t(\xi, k) = \log r(\xi, k),$$

this means that there exist unique coefficients $\{c_n(\xi) : I_M \to \mathbb{R}\}_{n=0}^{N-1}$ such that

$$\begin{align*}
\int_{E_1}^{k_0} \frac{1}{2} \log \left( \frac{t(\xi, s)}{\overline{t(\xi, s)}} \right) \frac{1}{\mathcal{A}(\xi, s)(s - k)} \, ds + \int_{k_0}^{E_2} \log \left( \frac{t(\xi, s)}{s - k} \right) \frac{1}{s - k} \, ds - \sum_{n=0}^{N-1} c_n(\xi)(k - k_0)^n \\
= \int_{-\infty}^{E_1} \log \left( 1 - |r(s)|^2 \right) \frac{1}{\mathcal{A}(\xi, s)(s - k)} \, ds + \int_{E_1}^{k_0} \frac{\log |r(s)|}{\mathcal{A}(\xi, s)(s - k)} \, ds + \mathcal{O}(|k - k_0|^N),
\end{align*}$$

\[\text{(A)}\]

\[\text{(B)}\]
which implies \([5.44]\).

(ii) Let \((\xi, t) \in I_M \times (0, \infty)\) be arbitrary. It is clear from its definition that \(E(\xi, t, \cdot)\) is analytic in \(D_\varepsilon(k_0) \setminus (k_0 - \varepsilon, k_0 + \varepsilon)\), and that the one-sided limits \(E_\pm(\xi, t, \cdot)\) are well-defined along \((k_0 - \varepsilon, k_0 + \varepsilon) \setminus \{0\}\). Furthermore, \(E(\xi, t, \cdot)\) has no jump across \((k_0, k_0 + \varepsilon)\) because \(\frac{D_\varepsilon}{\varepsilon^2} |r| = 1\) for all \((\xi, k) \in I_M \times (k_0, k_0 + \varepsilon)\), so that

\[
E_+(k) = m_{E_1,k_0} E_{1,+}(k) G_{1,+}(k) N^{-1} (z(k)) \frac{\sigma_1}{\tau} = m_{E_1,k_0} E_{1,+}(k) G_{1,+}(k) N^{-1} (z(k)) \frac{\sigma_1}{\tau} = m_{E_1,k_0} E_{1,+}(k) G_{2,-}(k) N^{-1} (z(k)) \frac{\sigma_1}{\tau} = E_+(k)
\]

for all \((\xi, t, k) \in I_M \times (0, \infty) \times (k_0, k_0 + \varepsilon)\). Similarly, \(E(\xi, t, \cdot)\) has no jump across \((k_0 - \varepsilon, k_0)\) because \(D_+ D_\varepsilon \sqrt{r} = 1\) for all \((\xi, k) \in I_M \times (k_0 - \varepsilon, k_0)\), so that

\[
E_+(k) = m_{E_1,k_0} E_{1,+}(k) G_{1,+}(k) N^{-1} z(k) \frac{\sigma_1}{\tau} = m_{E_1,k_0} E_{1,+}(k) G_{1,+}(k) N^{-1} z(k) \frac{\sigma_1}{\tau} = m_{E_1,k_0} E_{1,+}(k) G_{2,-}(k) N^{-1} z(k) \frac{\sigma_1}{\tau} = E_+(k)
\]

for all \((\xi, t, k) \in I_M \times (0, \infty) \times (k_0 - \varepsilon, k_0)\).

Next, we determine the asymptotic behavior of \(E\) at \(k_0\). From assertion (i), Lemma \(5.1(\ref{5.1})\) and the fact that

\[
\begin{cases}
\sqrt{r(k)} = \sqrt{r(k_0)} + \frac{r'(k_0)}{2\sqrt{r(k_0)}} (k - k_0) + O(|k - k_0|^{3/2}) \\
\frac{1}{\sqrt{r(k)}} = \frac{1}{\sqrt{r(k_0)}} - \frac{r'(k_0)}{2r(k_0)^{3/2}} (k - k_0) + O(|k - k_0|^{3/2})
\end{cases}
\]

as \(k \to k_0\)

uniformly for \(\xi \in I_M\), it follows that

\[
\begin{cases}
\tau(\xi, k)^{\frac{1}{2}} D^{-1}(\xi, k) = 1 + C_{k_0} \sqrt{k - k_0} + C_{k_0}^2 (k - k_0) + O(|k - k_0|^{3/2}), & \text{as } \xi \to k_0, \xi \in I_M, \\
\tau(\xi, k)^{-\frac{1}{2}} D(\xi, k) = 1 - C_{k_0} \sqrt{k - k_0} + C_{k_0}^2 (k - k_0) + O(|k - k_0|^{3/2}).
\end{cases}
\]

uniformly for \(\xi \in I_M\), where \(C_{k_0}\) is given by \(2.23\). Using the expansions of \(m_{E_1,k_0}\) and \(f\) at \(k_0\) given in \(5.37\) and \(5.40\), respectively, we conclude that, uniformly for \(\xi \in I_M\),

\[
E(\xi, t, k) = \left(\frac{t - k_0 - E_1}{2}(3t)^{\frac{1}{2}} \sqrt{\frac{1}{3}(t)} \frac{1}{(t)^{1/2}} \sqrt{\frac{1}{3}(t)} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \frac{1}{(t)^{1/2}} \right)^{\frac{1}{2}} + O(|k - k_0|) \quad \text{as } k \to k_0. \tag{5.46}
\]

Hence \(E(\xi, t, \cdot)\) does not develop a singularity at \(k_0\) and we conclude that \(E(\xi, t, k)\) is analytic in \(D_\varepsilon(k_0)\).

Finally, \(E(\xi, t, \cdot)\) is by its definition invertible on \(D_\varepsilon(k_0) \setminus \{k_0\}\), and since \(E(\xi, t, k_0)\) is invertible by \(5.46\) the second statement of the lemma follows.

\begin{lemma}
For every \((\xi, t) \in I_M \times (0, \infty)\), the function \(m_{k_0}(\xi, t, \cdot): D_\varepsilon(k_0) \to \mathbb{C}^{2 \times 2}\) defined by \(5.45\) is analytic in \(D_\varepsilon(k_0) \setminus \Gamma_{k_0,\varepsilon}^0\), \(m_{k_0}(\xi, t, k)\) is invertible for all \((\xi, t, k) \in I_M \times (0, \infty) \times D_\varepsilon(k_0)\), and the following hold true.

(i) There exists a uniform bound \(K > 0\) such that

\[
|(m_{k_0}(\xi, t, k))^{\pm 1}| \leq K \quad \text{for all } (\xi, t, k) \in I_M \times (0, \infty) \times \overline{D_\varepsilon(k_0)} \setminus \Gamma_{k_0,\varepsilon}^0. \tag{5.47}
\]

}\end{lemma}
(ii) As \( t \to \infty \), uniformly for \( \xi \in I_M \),
\[
\| m^{(k_0)}(\xi, t, k) \left( m^{[E_1, k_0]}(\xi, k) \right)^{-1} - I \|_{L^\infty(\partial D_\varepsilon(k_0))} = \mathcal{O}(t^{-1})
\]  
and
\[
- \frac{1}{2\pi i} \int_{\partial D_\varepsilon(k_0)} \left( m^{k_0}(\xi, t, k)(m^{[E_1, k_0]}(\xi, k))^{-1} - I \right) dk = t^{-1} \frac{12IC_{k_0}^2 - \frac{7i}{k_0 - E_1}}{24} + \mathcal{O}(t^{-2}),
\]  
where the circle \( \partial D_\varepsilon(k_0) \) is oriented clockwise and \( C_{k_0} \) is given by (2.23).

(iii) Across \( \Gamma^{k_0, \varepsilon} \), \( m^{k_0} \) obeys the jump condition \( m^{k_0}_+ = m^{k_0}_- v^{k_0} \), where the jump matrix \( v^{k_0} \) satisfies
\[
\| v^{(3)} - v^{k_0} \|_{L^1(\Gamma^{k_0, \varepsilon})} = \mathcal{O}(t^{-2}),
\]
\[
\| v^{(3)} - v^{k_0} \|_{L^3(\Gamma^{k_0, \varepsilon})} = \mathcal{O}(t^{-5/3}),
\]
\[
\| v^{(3)} - v^{k_0} \|_{L^\infty(\Gamma^{k_0, \varepsilon})} = \mathcal{O}(t^{-4/3}),
\]
uniformly for \( \xi \in I_M \).

Proof. With the help of Lemmas 5.7 and 5.8 it follows immediately that \( m^{k_0}(\xi, t, \cdot) \) is analytic in \( D_\varepsilon(k_0) \setminus \Gamma^{k_0, \varepsilon} \) for all \( (\xi, t) \in I_M \times (0, \infty) \), \( m^{k_0}(\xi, t, k) \) is invertible for all \( (\xi, t, k) \in I_M \times (0, \infty) \times \partial D_\varepsilon(k_0) \), and that (i) is satisfied.

By the definition of \( z \), see (5.41), and since our construction is uniform with respect to \( \xi \in I_M \) (particularly the radius \( \varepsilon \) of the disc \( D_\varepsilon(k_0) \) is uniformly chosen for all \( \xi \in I_M \)) we find a uniform constant \( c > 0 \) such that \( |z(\xi, t, k)| \geq ct^{2/3} \) for all \( (\xi, t, k) \in I_M \times (0, \infty) \times \partial D_\varepsilon(k_0) \). Consequently, (5.38) implies that uniformly for \( (\xi, k) \in I_M \times \partial D_\varepsilon(k_0) \),
\[
m^{k_0}(\xi, t, k) \left( m^{[E_1, k_0]}(\xi, k) \right)^{-1} = m^{[E_1, k_0]}(\xi, k) G^{-1}(\xi, k) \left( I + \sum_{j=1}^{\infty} \frac{m^{A_j}}{t^{2j/3}} f^{3j/2}(\xi, k) \right) G(\xi, k) \left( m^{[E_1, k_0]}(\xi, k) \right)^{-1}
\]  
as \( t \to \infty \), where the complex coefficients \( m^{A_j}_j \) are given by (5.39). We define the family of functions
\[
A_j : I_M \times \overline{D_\varepsilon(k_0)} \to \mathbb{C}, \quad A_j := f^{-3j/2} m^{[E_1, k_0]} G^{-1} m^{A_j}_j G^{-1} \left( m^{[E_1, k_0]} \right)^{-1}, \quad j \in \mathbb{N}_{\geq 1},
\]
where each \( A_j(\xi, \cdot) : D_\varepsilon(k_0) \to \mathbb{C} \) is a rational function with precisely one pole at \( k_0 \); it holds that
\[
\text{sup}\{|A_j(\xi, k)| : (\xi, k, j) \in I_M \times \partial D_\varepsilon(k_0) \times \mathbb{N}_{\geq 1}\} < \infty.
\]
Thus \( \sum_{j=1}^\infty t^{-j} A_j(\xi, k) \) converges absolutely for all large enough \( t \), say \( t > 2 \), and uniformly for all \( (\xi, k) \in I_M \times \partial D_\varepsilon(k_0) \). From (5.53) we infer that
\[
m^{(k_0)}(\xi, t, k) \left( m^{[E_1, k_0]}(\xi, k) \right)^{-1} - I = \sum_{j=1}^\infty \frac{A_j(\xi, k)}{t^j} \quad \text{as} \quad t \to \infty,
\]
uniformly for all \( (\xi, k) \in I_M \times \partial D_\varepsilon(k_0) \), which proves (5.48), and furthermore we infer that
\[
- \frac{1}{2\pi i} \int_{\partial D_\varepsilon(k_0)} \left( m^{k_0}(\xi, t, k)(m^{[E_1, k_0]}(\xi, t, k))^{-1} - I \right) dk = t^{-1} \text{Res}_{k_0} A_1(\xi, k) + \mathcal{O}(t^{-2})
\]  
as \( t \to \infty \), uniformly for \( \xi \in I_M \).

It remains to determine the residue \( \text{Res}_{k_0} A_1(\xi, k) \). Let
\[
\bar{E}(\xi, k) := E(1, \xi, k) = m^{[E_1, k_0]}(\xi, k) G^{-1}(\xi, k) N^{-1} f(\xi, k)^{\frac{24}{3}}.
\]
We already know that $\tilde{E}$ is analytic near $k_0$. It is also invertible, thus we can write
\[ A_1 = \tilde{E} f^{-\frac{\sigma_2}{4}} N^{m_1 N_1 \frac{\sigma_2}{f/3}} f^{-\frac{\sigma_2}{4}} \tilde{E}^{-1}. \] (5.55)

In the following, we provide the expansions of the involved roots for $k \to k_0$ approaching from the upper half-plane; the corresponding calculations for the case that $k \to k_0$ approaches from the lower half-plane are similar and lead to the same result. It follows from (5.40) that
\[
\begin{aligned}
f(\xi, k)^{1/4} &= e^{-\frac{i\pi}{4}} 3^\frac{1}{4} (k_0 - E_1)^{\frac{1}{4}} \left( 1 + \frac{k - k_0}{12(k_0 - E_1)} + O(|k - k_0|^2) \right) \\
f(\xi, k)^{3/2} &= e^{\frac{i\pi}{4}} 3(k_0 - E_1)^\frac{1}{2} (k - k_0)^{3/2} \left( 1 + \frac{k - k_0}{2(k_0 - E_1)} + O(|k - k_0|^2) \right)
\end{aligned}
\] as $\mathbb{C} \ni k \to k_0$.

and thus the middle factor $f^{-\frac{\sigma_2}{4}} N^{m_1 N_1 \frac{\sigma_2}{f/3}} f^{-\frac{\sigma_2}{4}}$ in (5.55) satisfies
\[
\left( -\frac{5i}{48^3 k_0 - E_1} \right)^{\frac{1}{4}} \frac{\sqrt{5i}}{144^3 (k_0 - E_1) (k_0 - E_1)} \frac{12 C_k^2 - 24 C_k + \frac{7}{16} C_k}{12 C_k^2 + \frac{7}{16} C_k - \frac{7i}{k_0 - E_1} C_k} + O(1)
\] (5.56)
as $\mathbb{C} \ni k \to k_0$. To calculate $\text{Res}_{k_0} A_1(k)$ it remains to determine $\tilde{E}(k_0)$ and the $k$-derivative $\tilde{E}'(k_0)$. The matrix $\tilde{E}(k_0)$ equals the leading order term in (5.46) with $t = 1$. We refrain from providing the bulky expression for $\tilde{E}'(k_0)$, but note that it is not necessary to fully determine all the entries of $\tilde{E}'(k_0)$ in order to calculate $\text{Res}_{k_0} A_1(\xi, k)$; in particular the coefficient of $(k - k_0)^{3/2}$ in the series expansion of $\mathcal{D}$ is not relevant for the sake of determining $\text{Res}_{k_0} A_1(\xi, k)$. By plugging (5.56) and the matrices $\tilde{E}(k_0)$ and $\tilde{E}'(k_0)$ into (5.55) we obtain that
\[
\text{Res}_{k_0} A_1(\xi, k) = \frac{1}{288} \begin{pmatrix} 12 C_k^2 - 24 C_k + \frac{7}{16} C_k & 12 C_k^2 - 24 C_k + \frac{7}{16} C_k \\
12 C_k^2 + \frac{7}{16} C_k - \frac{7i}{k_0 - E_1} C_k & 12 C_k^2 + \frac{7}{16} C_k - \frac{7i}{k_0 - E_1} C_k \end{pmatrix}
\] (5.57)
which verifies (5.49) and finishes the proof of assertion (iii).

(iii) On $\Gamma_{k_0, \epsilon}$, the jump matrix $v^{(3)} - v^{k_0}$ satisfies
\[
\begin{aligned}
v_1^{(3)} - v^{k_0}_1 &= \begin{pmatrix} [D^2 r_a - D^2 \tau_0] e^{2itg} & 0 \\
0 & 0 \end{pmatrix}, & v_2^{(3)} - v^{k_0}_2 &= \begin{pmatrix} 0 & 0 \\
0 & 0 \end{pmatrix} \\
v_3^{(3)} - v^{k_0}_3 &= \begin{pmatrix} 0 & 0 \\
[D^2 r_a - D^2 \tau_0] e^{-2itg} & 0 \end{pmatrix}, & v_4^{(3)} - v^{k_0}_4 &= \begin{pmatrix} 0 & 0 \\
-D^2 r_a e^{-2itg} & 0 \end{pmatrix}
\end{aligned}
\]
We recall that $\mathcal{D}$ is uniformly bounded on $I_{\mathcal{M}} \times D_{\epsilon}(k_0)$ by Lemma 5.1. Furthermore, $r_a(\xi, t, \cdot)$, $r_\tau(\xi, \cdot, \cdot)$ and $v(\xi, \cdot)$ are bounded on their respective domains intersected with $D_{\epsilon}(k_0)$ for all $(\xi, t) \in I_{\mathcal{M}} \times (0, \infty)$, hence $v^{(3)} - v^{k_0}$ belongs to $L^p(\Gamma_{k_0, \epsilon})$, $p = 1, 2, \infty$, for all $(\xi, t) \in I_{\mathcal{M}} \times (0, \infty)$. Since $|e^{2itg}| = 1$ for all $(\xi, t, k) \in I_{\mathcal{M}} \times (0, \infty) \times \Gamma_{k_0, \epsilon}$, it follows directly from Lemma 5.2(iii) that
\[
\|v^{(3)} - v^{k_0}\|_{L^p(\Gamma_{k_0, \epsilon})} = O(t^{-2}) \quad \text{as} \quad t \to \infty, \quad p = 1, 2, \infty,
\]
uniformly for $\xi \in I_{\mathcal{M}}$.

Next we show that $\|v^{(3)} - v^{k_0}\|_{L^p(\Gamma_{k_0, \epsilon})}$ satisfies the asserted asymptotics; symmetry implies same behavior for $\|v^{(3)} - v^{k_0}\|_{L^p(\Gamma_{k_0, \epsilon})}$. Uniformly for $\xi \in I_{\mathcal{M}}$, it holds that
\[
\begin{aligned}
\mathcal{D}(\xi, k) - \mathcal{D}(\xi, k_0) &= O(|k - k_0|^2) \quad \text{as} \quad \Gamma_{k_0, \epsilon} \ni k \to k_0, \\
\mathcal{D}^{-1} r_a(\xi, t, k) - \mathcal{D}^{-1} r_a(\xi, k) &= O(k - k_0)|k - k_0|^2 \\
\mathcal{D}^{-2} r_a(\xi, t, k) - \mathcal{D}^{-2} r_a(\xi, k) &= O(k - k_0)^2 \quad \text{as} \quad \Gamma_{k_0, \epsilon} \ni k \to k_0,
\end{aligned}
\]
cf. (5.43) and (5.44). Therefore we deduce from Lemma 5.1(v) and Lemma 5.2(ii) that
uniformly for all \((\xi, t, k) \in I_M \times (0, \infty) \times \Gamma_1^{k_0, \varepsilon}\). Consequently,
\[
|v_1^{(3)}(\xi, t, k) - v_1^{k_0}(\xi, t, k)| \leq C|k - k_0|^2 e^{-t |\Im g(\xi, k)|} \leq C|k - k_0|^2 e^{-K t |k - k_0|^{3/2}},
\]
uniformly for all \((\xi, t, k) \in I_M \times (0, \infty) \times \Gamma_1^{k_0, \varepsilon}\). The constant \(K > 0\) can be chosen uniformly for all \(\xi \in I_M\), e.g.,
\[
K := \inf_{\xi \in I_M} \sqrt{k_0 - E_1} > 0,
\]
by recalling that \(g(\xi, k) = 2\sqrt{k_0 - E_1}(k - k_0)^{3/2} + O(|k - k_0|^{5/2})\) as \(k \to k_0\). We infer that uniformly for all \(\xi \in I_M\),
\[
\|v_1^{(3)} - v_1^{k_0}\|_{L_1(\Gamma_1^{k_0, \varepsilon})} \leq C \int_0^\varepsilon u^2 e^{-K t u^{3/2}} \, du = O(t^{-2}),
\]
\[
\|v_1^{(3)} - v_1^{k_0}\|_{L_2(\Gamma_1^{k_0, \varepsilon})} \leq C \int_0^\varepsilon \left(u^2 e^{-K t u^{3/2}}\right)^2 \, du = O(t^{-10/3}).
\]
Furthermore, substituting \(u = vt^{-2/3}\) yields that
\[
\sup_{0 \leq u \leq \varepsilon} u^2 e^{-K t u^{3/2}} \leq \sup_{u \geq 0} u^2 e^{-K t u^{3/2}} = t^{-\frac{4}{3}} \sup_{v \geq 0} v^2 e^{-K v^{3/2}} = O(t^{-\frac{4}{3}}).
\]
The estimation of \(\|v^{(3)} - v^{k_0}\|_{L_p(\Gamma_1^{k_0, \varepsilon})}\) works similarly by noting that uniformly for \(\xi \in I_M\),
\[
\frac{D_+(\xi, k)}{D_-(\xi, k)} - \frac{D_+(\xi, k)}{D_-(\xi, k)} \left[\varepsilon(\xi, k)\right] = O(|k - k_0|^2) \quad \text{as} \quad \Gamma_2^{k_0, \varepsilon} \ni k \to k_0,
\]
and \(e^{-2 i t g_+(\xi, k)} \leq C e^{-K t |k - k_0|^{3/2}}\) on \(I_M \times (0, \infty) \times \Gamma_2^{k_0, \varepsilon}\) for uniform constants \(C, K > 0\). In summary, we have verified (5.50)–(5.52), which finishes the proof of statement \(\text{iii}\). □

5.6. Long-time asymptotics. Define \(m^{\text{app}}: I_M \times (0, \infty) \times \mathbb{C} \to \mathbb{C}^{2 \times 2}\) by
\[
m^{\text{app}}(\xi, t, k) := \begin{cases} m^{k_0}(\xi, t, k), & k \in D_+(k_0), \\ m^{[E_1, k_0]}(\xi, t, k), & \text{elsewhere}. \end{cases}
\]
Let \(\hat{\Gamma} := \Gamma(3) \cup \partial D_+(k_0)\), where the circle \(\partial D_+(k_0)\) is oriented clockwise, see Figure 4. Let \(\hat{\Gamma}_*\) denote the contour \(\hat{\Gamma}\) with the six points of self-intersection and the point \(E_1\) removed. The function \(\hat{m}\) defined by
\[
\hat{m}: I_M \times (0, \infty) \times \mathbb{C} \setminus \hat{\Gamma} \to \mathbb{C}^{2 \times 2}, \quad \hat{m}(\xi, t, k) := m^{(3)}(m^{\text{app}})^{-1},
\]
satisfies the following RH problem for \((\xi, t) \in I_M \times (0, \infty)\):

- \(\hat{m}(\xi, t, \cdot)\) is analytic in \(\mathbb{C} \setminus \hat{\Gamma}\);
- \(\hat{m}(\xi, t, \cdot)\) has continuous boundary values on \(\hat{\Gamma}_*\) satisfying the jump relation
  \[
  \hat{m}_+(\xi, t, k) = \hat{m}_-(\xi, t, k)\hat{\nu}(\xi, t, k) \quad \text{for} \ k \in \hat{\Gamma}_*,
  \]
  where
  \[
  \hat{\nu} := \begin{cases} m^{[E_1, k_0]}(m^{(3)}(m^{[E_1, k_0]}))^{-1}, & k \in \hat{\Gamma} \setminus D_+(k_0), \\ m^{k_0}(m^{[E_1, k_0]})^{-1}, & k \in \partial D_+(k_0), \\ m^{k_0}(m^{(3)}(m^{k_0}))^{-1}, & k \in \hat{\Gamma} \cap D_+(k_0); \end{cases}
  \]
- \(\hat{m}(\xi, t, k) = I + O(k^{-1})\) as \(k \to -\infty\);
- \(\hat{m}(\xi, t, k) = O(1)\) as \(k \to E_1\);
- \(\hat{m}(\xi, t, k) = O(1)\) as \(k\) approaches any of the six self-intersection points of \(\hat{\Gamma}\).
All the above properties of \( \hat{m} \) follow easily from the properties of \( m^{(3)}, m^{[E_1,k_0]} \), and \( m^{k_0} \), except for the boundedness of \( \hat{m} \) as \( k \to E_1 \) which requires a calculation. Let us verify that \( \hat{m} \) stays bounded as \( k \in \mathbb{C}_+ \) approaches \( E_1 \); the proof for \( k \in \mathbb{C}_- \) is similar. From the behavior (5.34) of \( m^{(3)} \) at \( E_1 \) and the definition of \( \hat{m} \), we have

\[
\hat{m}(k) = D^{\sigma_3}_{E_1}m^{(1)}(k)G^{(3)}(k)(k - E_1)^{-\sigma_3/4}e^{-d_0\sigma_3}(I + \mathcal{O}(\sqrt{k - E_1}))(m^{[E_1,k_0]} - 1(k)
\]
as \( \mathbb{C}_+ \ni k \to E_1 \). The function \( m^{(1)}(k) \) has continuous boundary values at \( E_1 \). Moreover, as \( k \in \mathbb{C}_+ \) tends to \( E_1 \), we have

\[
G^{(3)}(k) = \begin{pmatrix} 1 & -r_{2,a} \ni 1 \ni 0 \ni 1 \ni 0 \ni 1 \\
0 & 1 \end{pmatrix}(I + \mathcal{O}(\sqrt{k - E_1})),
\]

where the singular behavior of \( r_{2,a} = h + f_a \) stems from the function \( h \) defined in (5.24). In view of (5.22) and (5.23), it follows that

\[
r_{2,a}(k) = h(k) + \mathcal{O}(1) = \frac{q_{1,0}}{q_{1,0}q_{1,1} + q_{1,0}q_{1,1}} \frac{1}{(-i)\sqrt{k - E_1}} + \mathcal{O}(1), \quad k \to E_1, \quad k \in \mathbb{C}_+, \quad (5.60)
\]

where the principal branch is used for the root. Using the fact that \( |q_{1,0}| = 1 \) and the expansion

\[
(m^{[E_1,k_0]})^{-1}(k) = e^{\frac{q_{1,0}^2}{2}(k_0 - E_1)^{1/4}}(1 - i)\frac{1}{(-i)\sqrt{k - E_1}} + \mathcal{O}(1), \quad k \to E_1, \quad k \in \mathbb{C}_+,
\]
a calculation gives

\[
G^{(3)}(k)(k - E_1)^{-\sigma_3/4}e^{-d_0\sigma_3}(m^{[E_1,k_0]})^{-1}(k) = \mathcal{O}(1), \quad k \to E_1, \quad k \in \mathbb{C}_+.
\]

It follows that \( \hat{m} = \mathcal{O}(1) \) as \( \mathbb{C}_+ \ni k \to E_1 \).

![Figure 9. The contour \( \hat{\Gamma} = \Gamma^{(3)} \cup \partial D_\varepsilon(k_0) \).](image)

5.6.1. Asymptotics of \( \hat{m} \). Our results from the previous sections suggest that

\[
\hat{w}: I_M \times (0, \infty) \times \hat{\Gamma} \to \mathbb{C}^{2 \times 2}, \quad \hat{w} := \hat{v} - I
\]
is small for sufficiently large \( t > 0 \); the following lemma makes this precise.
Lemma 5.10. For all $(\xi,t) \in I_M \times (0,\infty)$, the function $\hat{w}(\xi,t,\cdot): \hat{\Gamma} \to \mathbb{C}^{2 \times 2}$ lies in $L^p(\hat{\Gamma})$ for $p = 1, 2, \infty$, and uniformly for $\xi \in I_M$ it holds that

$$\|\hat{w}\|_{L^p(\hat{\Gamma}\setminus(D_\varepsilon(k_0)\cup\mathbb{R}))} = O(e^{-ct}), \quad p = 1, 2, \infty, \quad c > 0,$$

$$\|\hat{w}\|_{L^p(\mathbb{R}\setminus D_\varepsilon(k_0))} = O(t^{-2}), \quad p = 1, 2, \infty,$$

$$\|\hat{w}\|_{L^p(\partial D_\varepsilon(k_0))} = O(t^{-1}), \quad p = 1, 2, \infty,$$

$$\|\hat{w}\|_{L^1(I^{k_0,\varepsilon})} = O(t^{-2}),$$

$$\|\hat{w}\|_{L^2(I^{k_0,\varepsilon})} = O(t^{-5/3}),$$

$$\|\hat{w}\|_{L^\infty(I^{k_0,\varepsilon})} = O(t^{-4/3}).$$

In particular, uniformly for $\xi \in I_M$ it holds that

$$\|\hat{w}\|_{L^p(\hat{\Gamma})} = O(t^{-1}), \quad p = 1, 2, \infty.$$ (5.62)

Proof. We have

$$\hat{w} = \hat{v} - I = \begin{cases} m_{[E_1,k_0]}(v^{(3)} - I) \quad & k \in \hat{\Gamma} \setminus (\overline{D_\varepsilon(k_0) \cup [E_1,k_0]}), \\ m_{[E_1,k_0]}(v^{(3)} - v_{[E_1,k_0]}) \quad & k \in [E_1,k_0] \setminus \overline{D_\varepsilon(k_0)}, \\ m_{k_0}m_{[E_1,k_0]}^{-1} - I \quad & k \in \partial D_\varepsilon(k_0), \\ m_{k_0}(v^{(3)} - v_{k_0})m_{k_0}^{-1} \quad & k \in \hat{\Gamma} \cap D_\varepsilon(k_0). \end{cases}$$

With the help of Lemmas 5.1 ii, 5.2 ii, 5.3 iii, 5.6 i, 5.9 and by recalling that $1 - |r|^2 = O(|k - E_1|^{1/2})$ as $\mathbb{R} \ni k \nearrow E_1$, we deduce that $\hat{w}(\xi,t,\cdot)$ lies in $L^p(\hat{\Gamma})$, $p = 1, 2, \infty$, with uniform bounds for all $(\xi,t) \in I_M \times (0,\infty)$. In particular $\hat{w}(\xi,t,k) = O(1)$ as $\mathbb{R} \ni k \to E_1$ uniformly for $(\xi,t) \in I_M \times (0,\infty)$; for the less obvious limit $\mathbb{R} \ni k \searrow E_1$ we use that $\Delta_{0+} = i\Delta_{0-}$ on $(E_1,k_0)$ and compute

$$\hat{w} = \frac{(rr_{2,a} + r^*r_{2,a}^*)}{4} e^{-2itg_+} \begin{pmatrix} -iD_+D_-^{-1}(\Delta^2_{0-} - \Delta^2_{0+}) & -D_+D_-^{-1}(\Delta^2_{0-} + \Delta^2_{0+} - 2) \\ D_+D_-^{-1}(\Delta^2_{0-} + \Delta^2_{0+}) & iD_+D_-^{-1}(\Delta^2_{0-} - \Delta^2_{0+}) \end{pmatrix}.$$

Hence the behavior of $D$, cf. Lemma 5.1 iii, and $\Delta_0$ implies boundedness as $k \searrow E_1$ uniformly with respect to $(\xi,t) \in I_M \times (0,\infty)$. Therefore, Lemma 5.3 ii, iii, iv imply that both $\|\hat{w}\|_{L^p(-\infty,E_1)}$ and $\|\hat{w}\|_{L^p(E_1,\infty)}$ are $O(t^{-2})$ uniformly for $\xi \in I_M$, $p = 1, 2, \infty$. From Lemma 5.2 ii, iii we infer that $\|\hat{w}\|_{L^p(\partial D_\varepsilon(k_0))} = O(t^{-2})$ uniformly for $\xi \in I_M$, $p = 1, 2, \infty$, while $\|\hat{w}\|_{L^p(E_1,k_0)}$ has exponential decay as $t \to \infty$ uniformly with respect to $\xi \in I_M$. Furthermore, due to the (strict) signature of $g$ outside $D_\varepsilon(k_0) \cup \mathbb{R}$ we infer from Lemma 5.2 ii, iii and Lemma 5.3 ii, iii that $\|\hat{w}\|_{L^p(\hat{\Gamma}\setminus(D_\varepsilon(k_0)\cup\mathbb{R}))}$ has exponential decay as $t \to \infty$, uniformly with respect to $\xi \in I_M$. Moreover, (5.48) yields (5.61) i, and (5.50)−(5.52) in conjunction with (5.47) yield (5.61) d−(5.61) f.

Let $C: L^2(\hat{\Gamma}) \to L^2(\hat{\Gamma})$ denote the Cauchy transform given by

$$(Cf)(k) = \frac{1}{2\pi i} \int_{\hat{\Gamma}} \frac{f(z)}{z - k} \, dz.$$ 

Furthermore, we consider the two operators $C_{\pm}: L^2(\hat{\Gamma}) \to L^2(\hat{\Gamma})$ being induced by $C$ by taking the one-sided nontangential limits towards $\hat{\Gamma}$. These mappings lie in the space of bounded linear operators on $L^2(\hat{\Gamma})$, denoted by $B(L^2(\hat{\Gamma}))$, and satisfy the operator identity $C_+ - C_- = I$. For every fixed $(\xi,t) \in I_M \times (0,\infty)$ and $f \in L^2(\hat{\Gamma}) \cup L^\infty(\hat{\Gamma})$ let

$$C\hat{w}f := C_-(\hat{w}f) \in L^2(\hat{\Gamma}).$$
In view of Lemma 5.10, \( C_\hat{w} \in B(L^2(\hat{\Gamma})) \) for all \((\xi, t) \in I_M \times (0, \infty)\), and, by (5.62),

\[
\|C_\hat{w}(\xi, t, \cdot)\|_{B(L^2(\hat{\Gamma}))} = O(t^{-1})
\]

(5.63)

uniformly for all \( \xi \in I_M \). In particular there exists a time \( T > 0 \) such that

\[
\|C_\hat{w}(\xi, t, \cdot)\|_{B(L^2(\hat{\Gamma}))} \leq \frac{1}{2} \quad \text{for all} \quad t \geq T
\]

(5.64)

uniformly with respect to \( \xi \in I_M \), which yields that \( I - C_\hat{w} \) is invertible:

\[
(I - C_\hat{w}(\xi, t, \cdot))^{-1} \in B(L^2(\hat{\Gamma})) \quad \text{for all} \quad t \geq T, \xi \in I_M.
\]

Consequently, for all \( t \geq T \) and \( \xi \in I_M \),

\[
\hat{\mu}(\xi, t, \cdot) := I + (I - C_\hat{w}(\xi, t, \cdot))^{-1} C_\hat{w}(\xi, t, \cdot) I \in I + L^2(\hat{\Gamma})
\]

(5.65)

In particular, \( \hat{\mu} - I \in L^2(\hat{\Gamma}) \) for all \((\xi, t) \in I_M \times [T, \infty)\), and a Neumann series estimate together with (5.62) and (5.63) implies that, uniformly for \( \xi \in I_M \),

\[
\|\hat{\mu}(\xi, t, \cdot) - I\|_{L^2(\hat{\Gamma})} \leq \frac{C\|\hat{w}(\xi, t, \cdot)\|_{L^2(\hat{\Gamma})}}{1 - \|C_\hat{w}(\xi, t, \cdot)\|_{B(L^2(\hat{\Gamma}))}} = O(t^{-1}) \quad \text{as} \quad t \to \infty.
\]

(5.66)

**Proposition 5.11.** Let \( T > 0 \) be such that \( (5.64) \) is satisfied for all \((\xi, t) \in I_M \times [T, \infty)\). Then

\[
\hat{m}(\xi, t, k) := I + \frac{1}{2\pi i} \int_{\Gamma} \hat{\mu}(\xi, t, k) \hat{w}(\xi, t, k) \frac{dz}{z - k}, \quad (\xi, t) \in I_M \times [T, \infty).
\]

(5.67)

Furthermore, as \( t \to \infty \),

\[
\lim_{k \to \infty} k(\hat{m}(\xi, t, k) - I) = -\frac{1}{2\pi i} \int_{\Gamma} \hat{\mu}(\xi, t, k) \hat{w}(\xi, t, k) dk.
\]

(5.68)

**Proof.** Standard arguments imply that the unique solution of the RH problem (5.59) is given by (5.67) and that

\[
\lim_{k \to \infty} k(\hat{m}(\xi, t, k) - I) = -\frac{1}{2\pi i} \int_{\Gamma} \hat{\mu}(\xi, t, k) \hat{w}(\xi, t, k) dk.
\]

It remains to determine the asymptotics of the integral in (5.68). Let us first consider the contribution from the subcontour \( \Gamma' := \hat{\Gamma} \setminus \partial D_\epsilon(0) \). From the Cauchy-Schwartz inequality in conjunction with (5.61a), (5.61b), (5.61d), (5.62), and (5.66), it follows that

\[
\int_{\Gamma'} \hat{\mu}(\xi, t, k) \hat{w}(\xi, t, k) dk = \int_{\Gamma'} \hat{\mu}(\xi, t, k) \hat{w}(\xi, t, k) dk + \int_{\Gamma'} (\hat{\mu}(\xi, t, k) - I) \hat{w}(\xi, t, k) dk
\]

\[
= O(\|\hat{w}\|_{L^1(\Gamma')}) + O(\|\hat{\mu} - I\|_{L^2(\Gamma')}\|\hat{w}\|_{L^2(\Gamma')})
\]

\[
= O(t^{-2}) \quad \text{as} \quad t \to \infty
\]

uniformly for \( \xi \in I_M \). Finally, the contribution from \( \partial D_\epsilon(0) \) with clockwise orientation is

\[
-\frac{1}{2\pi i} \int_{\partial D_\epsilon(0)} \hat{w}(\xi, t, k) dk - \frac{1}{2\pi i} \int_{\partial D_\epsilon(0)} (\hat{\mu}(\xi, t, k) - I) \hat{w}(\xi, t, k) dk
\]

\[
= -\frac{1}{2\pi i} \int_{\partial D_\epsilon(0)} \left( m^2(\xi, t, k)(m^2|E_1|k)(\xi, t, k))^{-1} - I \right) dk
\]

\[
+ O(\|\hat{\mu}(\xi, t, \cdot) - I\|_{L^2(\partial D_\epsilon(0))}\|\hat{w}(\xi, t, \cdot)\|_{L^2(\partial D_\epsilon(0))})
\]

where the error term is \( O(t^{-2}) \) as \( t \to \infty \) uniformly with respect to \( \xi \in I_M \) by (5.62) and (5.66). Applying (5.49) finishes the proof. \( \square \)
5.6.2. **Proof of Theorem 2.3.** Recall that $G^{(3)} \to I$ exponentially fast as $k \to \infty$ uniformly with respect to $(\xi, t) \in I_M \times (T, \infty)$. Therefore the asymptotics of $g, D, m^{[E_1, k_0]}$, and $\hat{m}$ as $k \to \infty$ established in Section 5.2, Lemma 5.3(ii), Lemma 5.6(i), and Proposition 5.11 in conjunction with the notation in the proof of Lemma 5.9(ii) (see (5.54) and (5.57)), respectively, yield that

$$u(x, t) = 2i e^{2itg_\infty(\xi)} D^{-2}(\xi) \lim_{k \to \infty} k (m^{[E_1, k_0]} + \hat{m})_{12}$$

$$= -e^{2itg_\infty(\xi)} D^{-2}(\xi) \left[ 4(\alpha + \beta) - \frac{\xi}{6} - \frac{2i \text{Res}_{k=k_0}(A_1(\xi, k))_{12}}{t} \right] + O(t^{-2})$$

as $t \to \infty$, the error term being uniform with respect to $\xi \in I_M$. This shows (2.26) and completes the proof of Theorem 2.3.

**Remark 5.12.** The above proof can easily be generalized to yield the long-time behavior of $u(x, t)$ in the sector $M$ to any finite order $N$ provided that the reflection coefficient $r$ has sufficient regularity and decay away from the branch points $E_1$ and $E_2$, which, by Theorem 2.1, is the case whenever the initial data has sufficient regularity and decay. In this case, the analytic approximation can be refined accordingly, and Lemma A.1 permits us to recursively determine all coefficients in the expansion of $D$ at $k_0$ up to the desired order, which in turn yields the coefficients of the terms of order $t^{-2}, t^{-3}, \ldots, t^{-N}$ in the expansion (2.26) of $u|_M(x, t)$.

6. **Proof of Theorem 2.3**

In the previous section, we presented the derivation of the asymptotics in the middle sector $M$ in great detail. Our treatments of the left and right sectors will be much briefer. In fact, the proof of the large $t$ asymptotics (2.29) of $u$ in the left sector $\mathcal{L}$ is almost identical to the proof of Theorem 1, where a related initial-boundary value problem was considered and the same asymptotic formula was obtained. With the help of Remark 5.5, the proof in [25] can easily be adapted to our situation. As for the proof of the asymptotic formula (2.31) valid as $x \to -\infty$, the proof proceeds along the same lines and the minor modifications that are necessary were explained in [17] for the mKdV equation.

It remains to prove the identity in (2.30). By the definition of $D_\infty(\xi)$ in (2.27), we have

$$D_\infty(\xi) = e^{-\frac{1}{2\pi i} \left\{ \int_{E_1}^{E_1} + \int_{E_2}^{E_2} \right\} \log(1 - |r(s)|^2) ds + \int_{E_1}^{E_2} \frac{i \text{arg}(r(s))}{X(s)} ds} \right\}.$$

Due to the decay of $r$, cf. Theorem 2.1, it holds that

$$\lim_{\xi \to \infty} D_\infty(\xi) = e^{-\frac{1}{2\pi i} J}$$

where the real constant $J$ is given by

$$J := \left( \int_{E_1}^{E_1} + \int_{E_2}^{E_2} \right) \log(1 - |r(k)|^2) \frac{X(k)}{X(k)} dk + \int_{E_1}^{E_2} \frac{i \text{arg}(r(k))}{X(k)} dk.$$

The following lemma implies that $\lim_{\xi \to -\infty} D_\infty^{-2}(\xi) = -1$.

**Lemma 6.1.** $J \in \pi^2(1 + 2\mathbb{Z})$.

**Proof.** Recalling the definition of $r$ in (2.11) and the fact that $\det s(k) = |a(k)|^2 - |b(k)|^2 = 1$ for $k \in \mathbb{R} \setminus [E_1, E_2]$, we infer that

$$\begin{cases} 
\log(1 - |r(k)|^2) = \log \left( \frac{1}{|a(k)|^2} \right) = -2 \text{Re} \left( \log a(k) \right), & k \in \mathbb{R} \setminus [E_1, E_2], \\
i \text{arg}(r(k)) \in \log a(k) - \log a(k) + \pi i + 2\pi i \mathbb{Z}, & k \in (E_1, E_2).
\end{cases}$$

(6.3)
By employing (6.3) and the fact that $X(k) \in \mathbb{R}$ for $k \in \mathbb{R}\setminus(E_1, E_2)$ and $X_+(k) \in i\mathbb{R}$ for $k \in (E_1, E_2)$, a direct computation confirms that

$$J \in -2\text{Re} \int_{\mathbb{R}} \frac{\log a(k)}{X_+(k)} \, dk + \pi i(1 + 2\mathbb{Z}) \int_{E_1}^{E_2} \frac{dk}{X_+(k)}.$$  

The function $a(k)$ is analytic in $\mathbb{C}_+$ and satisfies $a(k) = 1 + \mathcal{O}(k^{-1})$ as $\mathbb{C}_+ \ni k \to \infty$ by Proposition 3.3. Thus, deforming the contour $\mathbb{R}$ to infinity in the upper half-plane, we deduce that

$$\int_{\mathbb{R}} \frac{\log a(k)}{X_+(k)} \, dk = 0.$$

A direct computation shows that

$$\int_{E_1}^{E_2} \frac{dk}{X_+(k)} = \int_{E_1}^{E_2} \frac{dk}{i\sqrt{(k - E_1)(E_2 - k)}} = -\pi i.$$

Consequently, $J \in \pi i(1 + 2\mathbb{Z})(-\pi i) = \pi^2(1 + 2\mathbb{Z}).$  

\section{Proof of Theorem 2.5}

Just like in the left and middle sectors, the asymptotics for $u$ in the right sector $\mathcal{R}$ follows from a steepest descent analysis of the RH problem (2.21) for $m$. However, the proof in the right sector is much easier than in the left and middle sectors. Indeed, if $\xi \in I_\mathcal{R}$ then there is a single critical point at $k_0 = -\xi/4$ which lies to the left of $E_1$. This means that the nonzero boundary conditions at $x = -\infty$ play no role in the analysis; in particular, there is no need for a $g$-function or a global parametrix. Just like in the analysis of solutions of the NLS with decay at $x = \pm\infty$ \cite{16}, the leading term in the asymptotics is of $\mathcal{O}(t^{-1/2})$ and stems from the local parametrix at $k_0$, which is constructed in terms of parabolic cylinder functions \cite{29}.

\section{Proof of Theorem 2.6}

Suppose $(\alpha, \omega, c) \in (0, \infty) \times \mathbb{R} \times \mathbb{C}$ belongs to the family (1.7) and let $\beta := c/(2i\alpha) > 0$. Suppose $u_0$ satisfies the assumptions of Theorem 2.1 corresponding to $\alpha$ and $\beta$ with $N_1 = 8$ and $N_2 = 3$, and let $u$ be the solution of the Cauchy problem (1.1) with initial data $u_0$ constructed in Theorem 2.2.

It follows from (1.7) that $c = i\alpha\sqrt{-2\alpha^2 - \omega}$ and hence $\omega = \frac{c^2}{\alpha^2} - 2\alpha^2$. Since $\beta = c/(2i\alpha)$, we infer that $\omega = -4\beta^2 - 2\alpha^2$ in consistency with the definition of $\omega$ in the rest of the paper. The condition $\omega < -3\alpha^2$ in (1.7) then implies that $4\beta^2 > \alpha^2$ and hence $4\beta - 2\alpha > 0$, which shows that the $t$-axis is contained in the left sector $\mathcal{L}$ (for all sufficiently small $\delta > 0$). Therefore the asymptotic formulas (2.29) and (2.32) evaluated at $x = 0$ show that, as $t \to \infty$,

$$u(0, t) = -D_{\infty}^{-2}(0) \alpha e^{i\omega t} + \mathcal{O}(t^{-1/2}), \quad u_x(0, t) = -D_{\infty}^{-2}(0) 2i\beta \alpha e^{i\omega t} + \mathcal{O}(t^{-1/2}).$$  

(8.1)

It follows from (6.1) that $|D_{\infty}^2(\xi)| = 1$ for all $\xi$. In particular, $|D_{\infty}^2(0)| = 1$, so the phase invariance of NLS implies that $\tilde{u}(x, t) := -D_{\infty}^2(0)u(x, t)$ also satisfies equation (1.1a). Since $c = 2i\alpha\beta$, equation (8.1) implies that

$$\tilde{u}(0, t) = \alpha e^{i\omega t} + \mathcal{O}(t^{-1/2}), \quad \tilde{u}_x(0, t) = ce^{i\omega t} + \mathcal{O}(t^{-1/2}).$$  

(8.2)

On the other hand, we infer from Theorem 2.5 that $u(x, t) \to 0$ as $x \to +\infty$ for each fixed $t > 0$. For $t = 0$, we have $u(x, 0) \to 0$ as $x \to +\infty$ by the decay assumptions on $u_0$. We conclude that $\tilde{u}(x, t) \to 0$ as $x \to +\infty$ for each $t \geq 0$. This completes the proof.
Lemma A.1. Let $N \geq 0$ be an integer. Let $[a, b] \in \mathbb{R}$ be a closed finite interval and suppose $g_0 \in C^N([a, b], \mathbb{C})$ is such that the $N$th derivative of $g_0$ is Hölder continuous on $[a, b]$. Then the function

$$f_0(z) := \int_a^b \frac{g_0(s)}{\sqrt{b - s}} \frac{ds}{s - z}, \quad z \in \mathbb{C} \setminus (-\infty, b],$$

(A.1)

satisfies

$$f_0(z) = -\pi \sum_{n=0}^{\infty} \frac{g_0^{(n)}(b)}{n!} (z - b)^{-\frac{n}{2}} + \sum_{n=0}^{N-1} f_{0,n}(z - b)^n + o((z - b)^{N-\frac{1}{2}}), \quad z \to b,$$

(A.2)

uniformly for $\arg(z - b) \in (-\pi, \pi)$, where the coefficients $f_{0,n} \in \mathbb{C}$ are given by

$$f_{0,n} = \sum_{j=0}^{n} \frac{g_0^{(j)}(b)}{j!} h_{n-j} + C_n, \quad n = 0, 1, \ldots, N - 1,$$

(A.3)

with $C_n \in \mathbb{C}$ and $h_n \in \mathbb{R}$ defined by

$$C_n = \int_a^b \frac{g_{n+1}(s)}{\sqrt{b - s}} ds, \quad h_n = \frac{2(-1)^n (b - a)^{-n-\frac{1}{2}}}{2n + 1}, \quad n = 0, 1, \ldots, N - 1.$$

(A.4)

The functions $g_n \in C^{-n}([a, b], \mathbb{C})$ in (A.4) are defined by

$$g_n(s) = \frac{g_{n-1}(s) - g_{n-1}(b)}{s - b} = \frac{g_0(s) - \sum_{j=0}^{n-1} \frac{g^{(j)}(b)}{j!}}{(s - b)^n}, \quad n = 1, \ldots, N.$$

(A.5)

Proof. Define $h(z)$ by

$$h(z) = \int_a^b \frac{1}{\sqrt{b - s}} \frac{ds}{s - z}, \quad z \in \mathbb{C} \setminus (-\infty, b].$$

For $s \in (a, b)$, we have

$$\frac{\partial}{\partial s} \left[ \frac{\pi - 2 \arctan \left( \frac{z - b}{\sqrt{b - s}} \right)}{\sqrt{z - b}} \right] = \frac{1}{\sqrt{b - s(s - z)}}.$$

Hence

$$h(z) = \frac{2 \arctan \left( \frac{z - b}{\sqrt{b - a}} \right) - \pi}{\sqrt{z - b}}, \quad z \in \mathbb{C} \setminus (-\infty, b].$$

Using that

$$\arctan z = \sum_{k=0}^{\infty} \frac{(-1)^k z^{2k+1}}{2k + 1}, \quad |z| < 1,$$

we conclude that

$$h(z) \sim -\frac{\pi}{\sqrt{z - b}} + \sum_{n=0}^{\infty} h_n (z - b)^n, \quad z \to b,$$

(A.6)

where $\{h_n\}_{n=0}^{\infty}$ are the coefficients defined in (A.4).

For $n = 0, 1, \ldots, N$, let

$$f_n(z) := \int_a^b \frac{g_n(s)}{\sqrt{b - s}} \frac{ds}{s - z}$$
with \( \{g_n\}_1^N \) being defined in (A.5). Since
\[
g_n(s) = \frac{g_{n+1}(s)}{s-z} (z-b) + \frac{g_n(b)}{s-z} + g_{n+1}(s), \quad n = 0, 1, \ldots, N-1,
\]
we obtain
\[
f_n(z) = f_{n+1}(z)(z-b) + g_n(b)h(z) + C_n, \quad n = 0, 1, \ldots, N-1. \tag{A.7}
\]
Recursive use of (A.7) gives
\[
f_0(z) = f_1(z)(z-b) + g_0(b)h(z) + C_0
\]
\[
= [f_2(z)(z-b) + g_1(b)h(z) + C_1](z-b) + g_0(b)h(z) + C_0
\]
\[
= \cdots = f_N(z)(z-b)^N + \sum_{n=0}^{N-1} (g_n(b)h(z) + C_n)(z-b)^n. \tag{A.8}
\]
Since \( g_N \) is Hölder continuous on \([a, b]\), [10, Eq. (29.5)] implies that
\[
f_N(z) = -\frac{\pi}{\sqrt{z-b}} g_N(z) + o((z-b)^{-1/2}).
\]
Hence, noting that
\[
g_n(b) = \frac{g_0^{(n)}(b)}{n!}, \quad n = 0, 1, \ldots, N,
\]
the expansion (A.2) follows by expanding (A.8) as \( z \to b \).
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