Stellar chromospheric activity of 1674 FGK stars from the AMBRE-HARPS sample

I. A catalogue of homogeneous chromospheric activity
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ABSTRACT

Aims. The main objective of this project is to characterise chromospheric activity of FGK stars from the HARPS archive. We start, in this first paper, by presenting a catalogue of homogeneously determined chromospheric emission (CE), stellar atmospheric parameters, and ages for 1674 FGK main sequence (MS), subgiant, and giant stars. The analysis of CE level and variability is also performed.

Methods. We measured CE in the Ca II H&K lines using more than 180 000 high-resolution spectra from the HARPS spectrograph, as compiled in the AMBRE project, obtained between 2003 and 2019. We converted the fluxes to bolometric and photospheric corrected chromospheric emission ratio, \( R'_{\text{HK}} \). Stellar atmospheric parameters \( T_\star, \log g, \) and [Fe/H] were retrieved from the literature or determined using a homogeneous method. \( M_\star, R_\star \), and ages were determined from isochrone fitting.

Results. We show that our sample has a distribution of CE for MS stars that is consistent with an unbiased sample of solar-neighbour MS stars. We analysed the CE distribution for the different luminosity classes and spectral types and confirmed the existence of the very inactive (VI) star and very active star populations at \( \log R'_{\text{HK}} < -5.1 \) and \( >-4.2 \) dex, respectively. We found indications that the VI population is composed mainly of subgiant and giant stars and that \( \log R'_{\text{HK}} = -5.1 \) dex marks a transition in stellar evolution. Overall, CE variability decreases with decreasing CE level but its distribution is complex. There appears to be at least three regimes of variability for inactive, active, and very active stars, with the inactive and active regimes separated by a diagonal, extended Vaughan-Preston (VP) gap. We show that stars with low activity levels do not necessarily have low variability. In the case of K dwarfs, which show high CE variability, inactive and active stars have similar levels of activity variability. This means that activity levels alone are not enough to infer the activity variability of a star. We also explain the shape of the VP gap observed in the distribution of CE using the CE variability-level diagram. In the CE variability-level diagram, the Sun is located in the high-variability region of the inactive MS stars zone. A method to extract the probability density function of the CE variability for a given \( \log R'_{\text{HK}} \) level is discussed, and a python code to retrieve it is provided.
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1. Introduction

Characterisation of stellar magnetic activity is important for our understanding of stellar physics and evolution in general, but also for identification of the radial velocity (RV) signals used to detect and characterise planetary systems. Magnetic activity in low-mass stars is generated by the coupling between the convective envelope (Kippenhahn et al. 2012) and stellar differential rotation, which produces a dynamo mechanism that generates a magnetic field (see, e.g., the review by Brun & Browning 2017). Classical models of rotation suggest that, as a star evolves, it loses angular momentum via magnetized stellar winds (e.g., Schatzman 1962; Weber & Davis 1967; Skumanich 1972) which results in loss of rotation rate. This loss of rotation rate is accompanied by a decrease in stellar activity (e.g., Skumanich 1972). But recently, van Saders et al. (2016) used the Kepler mission to study a subset of 21 stars with high-precision asteroseismology measurements that are near or beyond the age of the Sun and found shorter rotation periods than those predicted by gyrochronology. The authors speculate that angular momentum loss from magnetic braking depends sensitively on the global magnetic field configuration, suggesting a possible change in the dynamo mechanism as stars evolve while in the main sequence (MS). Therefore, activity, rotation, and age are interconnected properties of a star and manifestations of stellar evolution. Using the relationships between these parameters, stellar activity can be used to determine the rotation periods of stars (e.g., Noyes et al. 1984; Mamajek & Hillenbrand 2008) and estimate their ages (Barnes 2003, 2010; Mamajek & Hillenbrand 2008; Angus et al. 2015; Lorenzo-Oliveira et al. 2016, 2018).

Stellar activity is known to induce signals in the observed RV of stars (e.g., Saar & Donahue 1997; Santos et al. 2000).
These signals (also known as “jitter”) can overlap with the centre of mass Keplerian variations produced by orbiting companions, affecting the detection of low-mass or distant planets, but can also mimic these planet signals, giving rise to false-positive detections (e.g., Queloz et al. 2001; Figueira et al. 2010; Santos et al. 2014; Faria et al. 2020). With the advent of sub-millisecond precision instruments such as ESPRESSO (Pepe et al. 2021) and EXPRES (Jurgenson et al. 2016), the detection of RV signals with semi-amplitudes as small as a few tenths of a centimetre per second (cm s\(^{-1}\)) has become achievable. However, as the semi-amplitudes of RV signals induced by stellar activity can be higher than 1 m s\(^{-1}\), activity has become one of main obstacles (if not the main obstacle) to the detection of Earth-like planets (e.g., Meunier et al. 2010; Haywood et al. 2016; Milbourne et al. 2019; Collier Cameron et al. 2019). Stellar activity also interferes with planet detection and characterisation using other methods. In photometry, star spots can lead to incorrect estimation of planet parameters (e.g., Pont et al. 2007, 2008; Oshagh et al. 2013), and even lead to false-positive detections of non-transiting planets when using the transit-timing variation method (e.g., Alonso et al. 2009; Oshagh et al. 2012). As another example, microlensing events from planetary bodies can be mimicked by the sudden brightness caused by stellar flares (e.g., Bennett et al. 2012). These have led most of the planet-hunting surveys to include the characterisation of activity as an important component of planet detection.

In the Sun, the emission in the Ca II H&K lines is known to be a proxy of the amount of non-thermal chromospheric heating, which is associated with surface magnetic fields (Leighton 1959; Skumanich et al. 1975). By extrapolating this to other stars, Vaughan et al. (1978) defined a chromospheric emission \(S\)-index, which is proportional to the ratio of the measured flux in the Ca II H&K lines to that in two continuum regions adjacent to the red and blue wings of the H and K lines. However, by this construction the \(S\)-index is also sensitive to the amount of photospheric radiation passed on through the H and K bandpasses. Furthermore, the index is affected by the change in continuum flux level observed for stars of different spectral types. To compare stellar activity between stars with different temperatures (or colours) and to decipher the true activity level of a star it is therefore essential to correct for these effects. Middelkoop (1982) derived a conversion factor dependent on stellar colour to convert the \(S\)-index to the quantity \(R_{HK}\), correcting the amount of photospheric radiation in the continuum regions used to calculate \(S\). The photospheric contribution to the H and K lines can be corrected by subtracting the flux in the line wings, which is mainly photospheric in origin (White & Livingston 1981), leaving a purely chromospheric component, \(R'_{HK}\), closely related to the surface magnetic flux (Noyes et al. 1984). The chromospheric emission ratio, \(R'_{HK}\) is nowadays the most used activity proxy of FGK stars.

The most comprehensive study of stellar chromospheric emission is the Mt. Wilson (MW) programme (Wilson 1968; Duncan et al. 1991; Baliunas et al. 1995a). This programme followed more than 2300 stars with multiple observations operating from 1966 through 1995. Other large-scale surveys of Ca II H&K based on chromospheric activity of FGK stars have been carried out since the MW programme. These include those of Henry et al. (1996, 825 stars), Strassmeier et al. (2000, 1058 stars), Santos et al. (2000, >400 stars), Wright et al. (2004, 1231 stars), Gray et al. (2003, 664 stars), Gray et al. (2006, 1676 stars), Jenkins et al. (2006, 225 stars), Hall et al. (2007, 143 stars), Jenkins et al. (2008, 353 stars), Isaacson & Fischer (2010, 2620 stars), Jenkins et al. (2011, 850 stars), Arriagada (2011, 673 stars), Lovis et al. (2011, 311 stars), Zhao et al. (2013, 13 000 stars), Boro Saikia et al. (2018, 4454 stars), and more recently Luhn et al. (2020, 617 stars). The majority of these programmes have just a few observations per star, which is not enough to sample a single magnetic cycle (or even a rotational period), which in turn is important to be able to deliver an accurate mean level of activity. In the case of Boro Saikia et al. (2018), the authors compiled data from previous catalogues and calculated the \(S\)-index for 304 stars of the HARPS archive (most of them are included here).

Because of quasi-periodic variations in activity produced by rotational modulation and magnetic cycles, the time-span of some of these catalogues is very short, thus affecting the accuracy of calculations of the average activity levels for the observed stars. Furthermore, to study activity cycles, timescales comparable to or longer than the activity cycles are needed. The surveys with the longer time-spans are those of the MW programme (~40 years), Wright et al. (2004, ∼6 years), Hall et al. (2007, ~10 years), Isaacson & Fischer (2010, ~6–8 years) Arriagada (2011, ∼7 years), Lovis et al. (2011, ∼7 years), and Luhn et al. (2020, ∼20 years).

In this work, we present the first paper in a series where we study the chromospheric activity of solar-type stars. Here we present a catalogue of 1674 FGK MS, subgiant, and giant stars with more than 180 000 observations from the HARPS archive taken between 2003 and 2019. The vast majority of the stars are in the solar neighbourhood at less than 100 pc away. The catalogue has a maximum time-span of ~15.5 years. We have 428 stars with an observation time-span longer than 10 years, 178 of them with more than 50 individual nights of observation. These stars with long time-spans (and therefore high-accuracy median activity levels) constitute a prime sample with which to study stellar rotation, cycles, and evolution. These time series will be reported in the following papers of this series.

Additionally, we also report homogeneous stellar parameters such as spectroscopic effective temperatures, surface gravities, and metallicities, and isochronal masses, radius, and ages. The purpose of this catalogue is to provide precise and accurate activity and stellar parameters for FGK MS and evolved stars to the community to help advance research in subjects related to stellar evolution and planetary systems.

This paper is organised as follows. In Sect. 2 we present the sample and data-cleaning procedure. The retrieval and estimation of observable and stellar parameters is explained in Sect. 3. In Sect. 4 we go through the determination and calibration of the chromospheric emission index, in Sect. 5 we analyse its distribution, and in Sect. 6 we explore the activity variability distribution and the relation between variability and activity level. Our concluding remarks follow in Sect. 7. Further information about flux and index determination, how to infer activity variability from a star activity level, and how to obtain synthetic populations of stars with activity levels and variability are given in Appendices A and B.

2. Data

The AMBRE project is a collaboration between the European Southern Observatory (ESO) and the Observatoire de la Côte d’Azur (OCA) established to determine the stellar atmospheric parameters of the archived spectra of three ESO spectrographs.
including HARPS (for more information see de Laverny et al. 2013). HARPS (Mayor et al. 2003) is a high-resolution, high-stability, fibre-fed, cross-dispersed echelle spectrograph with a resolution of $\Delta \lambda = 115,000$ and a spectral range from 380 nm to 690 nm, mounted at the ESO 3.6 m telescope in La Silla, Chile. For a detailed description of the instrument we refer to Pepe et al. (2002).

We identified 1977 late-F to early-K stars from the AMBRE-HARPS sample (De Pascale et al. 2014) and downloaded 183 176 reduced 1D spectra and corresponding cross-correlation function (CCF) files from the ESO-HARPS archive, corresponding to observations that span the period between October 2003 and May 2019. The 1D spectra are produced by the HARPS Data Reduction Software (DRS) after the interpolation of the 2D echelle spectra (one spectrum per order) over a grid with a constant step in wavelength of 0.01 Å. The CCF files provide the RV for each spectrum determined by the DRS. The spectra are also corrected for the Earth barycentric velocity by the DRS. Eighteen stars had no corresponding CCF files in the ESO archive and were discarded. For all remaining spectra, the RV of the star was used to calibrate the wavelength to the stellar rest frame. The median RV precision for the sample is $\sim 0.7 \text{ m s}^{-1}$, which corresponds to a precision in wavelength calibration of $\sim 10^{-5}$ Å at 500 nm, three orders of magnitude smaller than the spectral resolution.

After carefully analysing the spectra, a simple quality selection was made by choosing spectra with less than 1% negative flux in the Ca II H&K bandpasses. Unphysical negative flux may happen in the blue end of the spectrum when the signal-to-noise ratio (S/N) is low and the background light correction may lead to erroneous flux levels. Only spectra with S/N at spectral order 6 (the order of the Ca II H&K lines) higher than 3 were used. Very often, several spectra were obtained for the same star during one single night. As we are always interested in detecting periods longer than one day, to increase S/N, mitigate high-frequency noise, and reduce data size we binned the data per night using weighted means with quadratically added errors. Following the binning, outliers were excluded via a 3-$\sigma$ cut on the $S_{\text{CaII}}$ index (derivation of the index is explained in Sect. 4.1). This cleaning and binning process resulted in a sample of 1674 stars with a total of 179 291 spectra, corresponding to 44 353 observations binned per night.

In Fig. 1 (upper and middle panels) we present the distributions of the number of observations (unbinned) and number of nights per star. The minimum number of observations per star is one (44 stars) and the maximum is 19 183 ($\alpha$ Cen B). Although some stars have a very high number of observations, such as for example $\alpha$ Cen B or $\tau$ Ceti, the vast majority have a lower number, resulting in a median number of observations of 20 per star. In the middle panel of Fig. 1 we can see the effect of binning the data per night and cleaning of outliers. The maximum number of nights was reduced to 639 with a median of 11 nights per star. After cleaning and binning there are 172 stars with one night of observation. Some stars were observed with very high cadence for asteroseismic studies, but we ended up with a low number of nights for these stars because of the binning and low time-span of this type of observations. The time-span of cleaned, nightly observations (lower panel) varies between 1 day and 5592 days (~15 years), with a median time-span of 2222 days per star (~6 years).
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for the stars we have in common. For the other 564 stars, we co-added up to 100 best spectra (based on high S/N values) for each star and used ARES+MOOG to derive the spectroscopic parameters (for more details, see Sousa et al. 2014). This analysis is based on the excitation and ionisation balance of iron abundance. The equivalent widths of the lines were consistently measured with the ARES code (Sousa et al. 2007, 2015) and the abundances were derived in local thermodynamic equilibrium (LTE) with the MOOG code (Sneden 1973). For this step we used Kurucz ATLAS9 model atmospheres (Kurucz 1993) and two line lists were used in this analysis. For stars with temperatures higher than 5200 K we use the one presented in Sousa et al. (2008). For the cooler stars we used the line list presented in Tsantaki et al. (2013).

The spectroscopic log $g$ is the least constrained parameter derived with ARES+MOOG. The reason for this is related with the fewer Fe II lines available in the optical spectrum that are required to find the ionisation equilibrium in order to constrain this parameter. Although log $g$ is not very well constrained, the possible errors of the ARES+MOOG methodology is that the temperature and metallicity derived remain very precise and are basically independent from the derived surface gravity. In order to try to improve and get more accurate values of the surface gravity, Mortier et al. (2014) derived empirical corrections using the comparison of spectroscopic log $g$ derived with these very same tools with values derived either by asteroseismology or transits. Both corrections are very similar and can be applied to the spectroscopic log $g$. Our spectroscopic surface gravity values were corrected using (Mortier et al. 2014, Eq. (4)):

$$\log g_{\text{corr}} = -3.89 \times 10^{-4} T_{\text{eff}} + \log g + 2.10,$$

and the log $g$ errors were determined via error propagation. Figure 3 shows the distribution of $T_{\text{eff}}$, log $g$, and [Fe/H]. Our stars lie in the ranges $4348 \leq T_{\text{eff}} \leq 7212$ K, $2.40 \leq \log g \leq 5.06$ dex, and $-1.39 \leq \log g \leq 0.55$ dex, with median errors of 32 K for $T_{\text{eff}}$, 0.06 dex for log $g$, and 0.02 dex for [Fe/H]. We estimated spectral types for our stars using effective temperatures via Pecaut & Mamajek (2013). There are 325 F, 779 G, and 485 K stars in the sample.

To estimate luminosity classes (required in the following section to calculate the log $R_{\text{ms}}^\prime$ activity index for MS and evolved stars) we interpolated the terminal age main sequence (TAMS) locations of the evolutionary tracks obtained with MIST (Dotter 2016; Choi et al. 2016; Paxton et al. 2011, 2013, 2015) to separate MS stars from subgiants. To separate subgiants from giants we applied the empirical selection cut in log $g$ as used by Ciardi et al. (2011) on Kepler stars. Figure 4 shows the HR-diagram with luminosity class selections. The MIST evolutionary tracks are shown as grey dotted lines with the TAMS cut marked as a dashed blue line. The blue solid line shows the Ciardi et al. (2011) separation between giants and subgiants. In red are the 194 planet host stars obtained by cross-correlation with the NASA Exoplanet Archive (Alonso et al. 2013) as on December 12, 2019. The simple selection presented above will probably misclassify some stars in the boundaries between luminosity classes because evolutionary tracks and MS turn-off locations are dependent on metallicity values. However, for the purposes of this work, a rough luminosity classification is likely not critical. This selection resulted in the classification of 1389 MS, 109 subgiant, and 91 giant stars.

We used apparent $V$ magnitudes, parallaxes (mainly from Gaia), $T_{\text{eff}}$, and [Fe/H] to calculate stellar masses, radii, and ages using the theoretical PARSEC isochrones (Bressan et al. 2012) and a Bayesian estimation method described in da Silva et al. (2006, 2008) via the 1.3 version of the PARAM web interface. We obtained data from PARAM for 1574 stars, with masses in the range $0.57 \leq M/M_\odot \leq 3.7$ with median errors of 0.02 $M_\odot$, radii in the range $0.5 \leq R/R_\odot \leq 29.0$ with median errors of 0.02 $R_\odot$, and ages in the range $0.01 \leq \text{Age} \leq 13.2$ Gyr with median errors of 1.4 Gyr. The median relative age uncertainty is 35%. Figure 5 (upper three panels) shows the distribution of stellar masses, radii, and ages, respectively. The highest peak in the age distribution around 5 Gyr is due to the uncertainty on the age determination, as it disappears when we plot the distribution with a selection of relative age errors below 50% (blue dashed histogram). When selecting ages with relative errors below 50%, the distribution becomes more uniform with a peak for very young stars and a small increase for stars older than 2 Gyr. The lower panel illustrates the distribution of the relative errors on

http://exoplanetarchive.ipac.caltech.edu
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**Fig. 2.** Upper panel: apparent $V$ magnitude distribution. Lower panel: trigonometric distance distribution, truncated at 200 pc for visualisation purpose.

**Fig. 3.** Distribution of spectroscopic stellar parameters $T_{\text{eff}}$, log $g$, and [Fe/H].

---
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We should note that we expect the stars in the HARPS archive to not be representative of the distribution underlying the galactic stellar population because the majority of the observations are based on planet search programmes that tend to discard active stars, and the majority of these stars are in the solar neighbourhood. Furthermore, here we only consider F, G, and early K spectral types, with the majority of the stars lying in the MS phase. Planet search programmes tend to bias data in the following ways:

- Normally there is a preference for stars with low activity and/or low rotation rates. These types of stars are generally considered to have lower activity variability interfering with their RVs. Very often, a log \( \text{FF}_{\text{HK}} \) \(< -4.75 \) cut is used and/or a cut in \( \sin i \) is done. These cuts will bias towards inactive and slow-rotating stars (e.g., Mayor et al. 2011).

- Even when active stars are selected, after some observations and constatation of RV and activity index variability, they are generally discarded, meaning that active stars in this sample will probably have a lower number of points and/or time-span when compared to inactive stars.

- Most planet search programmes also tend to focus on MS solar-like stars, and therefore the majority of the stars in the sample are of spectral type G and luminosity class V.

- There are also limits on the apparent magnitude. These cuts are justified as they allow spectra with higher S/N to be obtained, which leads to lower photon noise in RV measurements. This will bias the sample towards bright and/or nearby stars.

Therefore, this sample contains mostly nearby, MS, inactive, and (supposedly) slow-rotating stars, and can be regarded as a typical FGK planet search programme sample but with some other scientific programme stars mixed in. These biases have to be taken into account for any statistical analysis of the sample.

**Fig. 4.** HR-diagram of stars with spectroscopic surface gravity and effective temperature. The dotted grey lines are the evolutionary tracks obtained with MIST showing the evolution of stellar masses between 0.4 and 3.2 \( M_\odot \), in steps of 0.2 \( M_\odot \) and with [Fe/H] = 0.0. The blue dashed line marks the TAMS location, while the blue solid line is the separation between subgiant and giant stars (see text). F, G, and K stars are marked with plus symbols, triangles, and circles, respectively. The 194 stars with published planetary companions are marked in red.

**Fig. 5.** From top to bottom: distribution of isochrone masses, radii, and ages. The radius histogram is truncated at \( R = 5 R_\odot \) for visualisation purposes. In the age histogram, the solid line represents the full data and the dashed line represents data selected with relative errors below 50%. Lower panel: relative age error distribution for stars segregated into F (blue), G (orange), and K (red) spectral types.

### 4. The chromospheric activity catalogue

As a proxy of stellar activity we use the chromospheric emission ratio \( R'_{\text{HK}} \) index (Noyes et al. 1984); this index is a calibration of the \( S_{\text{MW}} \) (Duncan et al. 1991) (Sect. 4.4) to correct the bolometric and photospheric effects to enable the comparison of activity between stars with different temperature. The \( S_{\text{MW}} \) index is obtained by calibrating the \( S_{\text{CAI}} \) (known as the \( S \)-index) to the Mt. Wilson scale (Sect. 4.2), which is the scale historically used when comparing S-indices between different instruments and methodologies. In this section we explain how we calculated and calibrated the \( S_{\text{CAI}} \), \( S_{\text{MW}} \), and \( R'_{\text{HK}} \) indices.

#### 4.1. Chromospheric emission level measured in the \( \text{Ca} \) \( \text{HK} \) lines

The \( S_{\text{CAI}} \) index was calculated using the open-source package ACTIN

7 https://github.com/gomesdasilva/ACTIN

\( S_{\text{CAI}} \) was defined as

\[
S_{\text{CAI}} = \frac{F_H + F_K}{R_H + R_K}
\]

where \( F_H \) and \( F_K \) are the mean fluxes in the H and K lines centred at 3968.470 Å and 3933.664 Å, respectively, and \( R_H \) and \( R_K \) are the blue and red pseudo-continuum reference regions centred
Before we calculate the usual photospheric-corrected bandpasses used to calculate $S_{\text{MW}}$ (Noyes et al. 1984), we first need to convert our $S_{\text{CaII}}$ to the Mt. Wilson scale. To do this, we first need to measure activity around two decades after the observation, and then fit a curve that can be used to make a new calibration for the HARPS spectrograph using seven stars from Baliunas et al. (1995a) in common with their sample. They used literature stars with $S_{\text{MW}}$ and $S_{\text{CaII}}$ values between 0.137 and 0.393. Their calibration is the one currently used by the HARPS spectrograph. The errors are standard deviations. Errors for the indices in Baliunas et al. (1995a) were not published.

### Table 1. Stars used to calibrate $S_{\text{CaII}}$ to the Mt. Wilson scale.

| Star    | $N$  | $T_{\text{span}}$ | $S_{\text{CaII}}$ | $S_{\text{MW}}$ | $S_{\text{CaII}}^M$ | $S_{\text{MW}}^M$ | Ref. |
|---------|------|-------------------|--------------------|-----------------|---------------------|-------------------|------|
| 12 Oph  | 11   | 2530              | 0.310              | 0.018           | 0.339               | 1                 |
| 14 Cet  | 13   | 4360              | 0.186              | 0.003           | 0.224               | 1                 |
| 18 Sco  | 193  | 5058              | 0.136              | 0.004           | 0.174               | 0.010             |
| 37 Cet  | 16   | 3304              | 0.128              | 0.002           | 0.148               | 0.002             |
| 61 Vir  | 227  | 4946              | 0.133              | 0.002           | 0.162               | 1                 |
| 70 Oph A| 6    | 4                 | 0.282              | 0.003           | 0.392               | 1                 |
| 89 Leo  | 15   | 4286              | 0.167              | 0.002           | 0.202               | 1                 |
| 94 Aqr  | 25   | 1718              | 0.121              | 0.004           | 0.155               | 1                 |
| 9 Cet   | 10   | 322               | 0.271              | 0.008           | 0.349               | 1                 |
| α CMi  | 11   | 309               | 0.140              | 0.000           | 0.171               | 1                 |
| β Aql  | 21   | 1017              | 0.111              | 0.001           | 0.136               | 1                 |
| δ Eri  | 152  | 4877              | 0.106              | 0.002           | 0.137               | 1                 |
| ε Eri  | 31   | 4304              | 0.408              | 0.021           | 0.496               | 1                 |
| γ Ser  | 6    | 4                 | 0.094              | 0.001           | 0.122               | 0.003             |
| i Cap  | 8    | 1507              | 0.230              | 0.008           | 0.301               | 0.004             |
| ω Psc  | 28   | 2533              | 0.134              | 0.002           | 0.150               | 0.001             |
| ξ Sgr  | 2    | 1                 | 0.088              | 0.000           | 0.112               | 0.002             |
| ω Eri  | 100  | 4530              | 0.150              | 0.010           | 0.206               | 1                 |
| ω Aql  | 11   | 432               | 0.120              | 0.001           | 0.148               | 1                 |
| ω Boo  | 7    | 771               | 0.178              | 0.002           | 0.190               | 0.002             |
| ω Peg  | 28   | 1782              | 0.119              | 0.001           | 0.142               | 1                 |
| τ Cet  | 595  | 5146              | 0.140              | 0.001           | 0.171               | 1                 |
| HD 126053 | 2 | 1 | 0.144 | 0.001 | 0.165 | 1 |
| HD 152391 | 36 | 1674 | 0.338 | 0.016 | 0.393 | 1 |
| HD 160346 | 31 | 1674 | 0.254 | 0.031 | 0.300 | 1 |
| HD 16160 | 44 | 1776 | 0.182 | 0.020 | 0.226 | 1 |
| HD 170231 | 17 | 3018 | 0.153 | 0.006 | 0.233 | 0.054 |
| HD 176983 | 1 | 0 | 0.212 | 0.000 | 0.294 | 0.022 |
| HD 195564 | 37 | 4363 | 0.116 | 0.001 | 0.130 | 0.004 |
| HD 210277 | 28 | 4148 | 0.121 | 0.002 | 0.142 | 0.007 |
| HD 25825 | 5 | 3622 | 0.243 | 0.015 | 0.278 | 0.013 |
| HD 26913 | 5 | 168 | 0.340 | 0.038 | 0.396 | 1 |
| HD 26923 | 35 | 4009 | 0.233 | 0.016 | 0.287 | 1 |
| HD 27282 | 3 | 3617 | 0.284 | 0.022 | 0.366 | 0.027 |
| HD 28635 | 4 | 3428 | 0.213 | 0.002 | 0.251 | 0.013 |
| HD 32147 | 35 | 4700 | 0.207 | 0.013 | 0.286 | 1 |
| HD 42807 | 13 | 4368 | 0.279 | 0.011 | 0.352 | 0.007 |
| HD 4628 | 41 | 4477 | 0.168 | 0.010 | 0.230 | 1 |
| HD 73667 | 1 | 0 | 0.139 | 0.000 | 0.179 | 0.007 |
| HD 76151 | 7 | 3309 | 0.184 | 0.006 | 0.246 | 1 |
| V2213 Oph | 10 | 611 | 0.232 | 0.006 | 0.269 | 1 |

Notes. $N$ is the number of nights of observations, and $T_{\text{span}}$ the time-span of our sample, $S_{\text{CaII}}$ our uncalibrated median $S$-index, and $S_{\text{MW}}$ the literature median $S$-index in the Mt. Wilson scale. The errors are standard deviations. Errors for the indices in Baliunas et al. (1995a) were not published.

References. (1) Baliunas et al. (1995a), (2) Duncan et al. (1991).

At 3901.070 Å and 4001.070 Å, respectively. The H and K fluxes were integrated using a triangular bandpass with a full width at half maximum (FWHM) of 1.09 Å while the fluxes in the blue and red reference regions were integrated with a square bandpass half maximum (FWHM) of 1.09 Å. The precision of the $S_{\text{CaII}}$ is 0.017. This dispersion can be a result of the fact that we are measuring activity around two decades after the observation, which, when measured with different cadence or using different time-spans, can result in different median values. We can observe from Fig. 7 that the dispersion around the fit increases with increasing $S$-values. This is due to the internal dispersion of the data; stars of higher activity tend to have higher levels of variability (see Sect. 6).

The $S_{\text{MW}}$ errors were calculated via propagation of the $S_{\text{CaII}}$ uncertainties added in quadrature with the maximum detected $S_{\text{MW}}$ standard deviation, as described in the following section.

### 4.3. $S_{\text{MW}}$ dispersion and errors

The precision of the $S_{\text{MW}}$ index can be determined by evaluating the smallest $S_{\text{MW}}$ dispersion detected in the time series. The
dispersion of activity can be due to various phenomena at different timescales, from active regions modulated by stellar rotation with timescales of days to months, to the long-term activity cycles, with timescales of years to decades. Figure 8 shows the relative $S_{\text{MW}}$ dispersion for the 1502 stars in our sample with more than one night of observations. The black dashed line is the Gaussian kernel density estimation (KDE) of the distribution. The peak of the KDE is at 1.6%, and the maximum dispersion is 20%. This means that when measuring the activity level of a star, if the timescales of activity variation are not fully covered, the final value can have an uncertainty of up to 20%. It is therefore very important to have a long time-span of observations to reduce this uncertainty to ensure precise activity level estimates are obtained.

To estimate the lowest dispersion level, we selected stars with more than 50 nights of observation, and with time-spans longer than 1000 days to detect long-term-stable quiet stars; we identified the star with the lowest relative dispersion as measured by the standard deviation in $S_{\text{MW}}$. The star with the lowest relative dispersion is the F7IV planet-host star HD 60532 with a relative dispersion of $\sigma_{S_{\text{MW}}}/S_{\text{MW}} = 0.36\%$ and an absolute dispersion of $\sigma_{S_{\text{SMW}}} = 0.0005$. Figure 9 (upper panel) shows the $S_{\text{MW}}$ time-series of HD 60532. This star was observed on 66 nights over more than 4.6 years, and the time-series appears flat during that time. Normally, the standard star used to determine the precision of activity indices (and also RV) is the K0V candidate planet host star $\tau$ Ceti (HD 10700). For example, Lovis et al. (2011) and Isaacson & Fischer (2010) used this star to estimate the precision of their $S_{\text{MW}}$ measurements by calculating the dispersion in the time-series. Lovis et al. (2011) detected a relative dispersion of 0.35% over more than 7 years of observations (157 nights), while Isaacson & Fischer (2010) found a relative dispersion of 1% over 5 years of data. Baliunas et al. (1995a) also published relative dispersion of $\tau$ Ceti with $\sigma_{S_{\text{SMW}}}/S_{\text{MW}} = 1.2\%$. However, the most quiet stars in their sample are HD 142373 and HD 216385 ($\sigma$ Peg), both with $\sigma_{S_{\text{MW}}}/S_{\text{MW}} = 0.8\%$ (we found 0.86% for $\sigma$ Peg). We calculated the relative dispersion for $\tau$ Ceti and found a value of 0.83% ($S_{\text{MW}} = 0.175, \sigma_{S_{\text{SMW}}} = 0.0015$) for our time-span of 14 years (595 observing nights). We note that the data available to Lovis et al. (2011) appear constant in time, however our full time-span shows clear variability including a decreasing trend. In general, our $S_{\text{MW}}$ values show stability well below the 1% level. As a comparison, the relative peak-to-peak variation of the $S_{\text{MW}}$ of the Sun during its 11 yr activity cycle is ~25% (Baliunas et al. 1995b).

As noted in the beginning of this section, the precision level of $S_{\text{MW}}$ can be used as an empirical assessment of the measurement errors (e.g., Isaacson & Fischer 2010). The activity index uncertainties from ACTIN only include photon errors but other sources of noise can be present in the data (e.g., Lovis et al. 2011). To consider unaccounted-for sources of error, we added in quadrature the absolute long-term dispersion of 0.0005 observed for the quiet star HD 60532 to the photon noise errors obtained from ACTIN.

4.4. The $R'_{\text{HK}}$ chromospheric emission ratio

Now that we have $S_{\text{MW}}$ values, we can calculate the photospheric and bolometric corrected $R'_{\text{HK}}$ chromospheric emission ratio in order to compare the activity of stars with different spectral types. The $R'_{\text{HK}}$ index can be calculated from the $S_{\text{MW}}$ via the Noyes et al. (1984) expression:

$$R'_{\text{HK}} = R_{\text{HK}} - R_{\text{phot}},$$

where

$$R_{\text{HK}} = 1.34 \times 10^{-4} C_{\text{cl}} S_{\text{MW}}$$

is the index corrected for bolometric flux (Middelkoop 1982), $C_{\text{cl}}$ is the bolometric correction, and $R_{\text{phot}}$ is the photospheric contribution. The photospheric contribution is a function of $B-V$ colour and has been discussed by Hartmann et al. (1984) and derived by Noyes et al. (1984) as

$$\log R_{\text{phot}} = -4.898 + 1.918 (B-V)^2 - 2.893 (B-V)^3.$$

The bolometric correction factor, $C_{\text{cl}}$, was originally derived by Middelkoop (1982) for the colour range 0.4 ≤ (B−V) ≤ 1.2. Rutten (1984) extended the original correction to include subgiant and giant stars for the colour range 0.3 ≤ (B−V) ≤ 1.7. More recently, Suárez Mascareño et al. (2015, 2016) extended the higher limit of the colour range of the original correction factor to (B−V) = 1.9, to include more M dwarf stars. As our sample is composed of FGK dwarfs and evolved stars we decided to use the Rutten (1984) bolometric corrections:

$$\log C_{\text{cl}} = 0.25(B-V)^3 - 1.33(B-V)^2 + 0.43(B-V) + 0.24$$
for main-sequence stars with $0.3 \leq (B-V) \leq 1.6$, and
\[
\log C_{\text{if}} = -0.066(B-V)^3 - 0.25(B-V)^2 - 0.49(B-V) + 0.45 \tag{8}
\]
for subgiant and giant stars with $0.3 \leq (B-V) \leq 1.7$.

Hereafter, we use the quantity $R_5 = R'_{\text{HK}} \times 10^3$ to compute variations in chromospheric activity to be able to compare variations for different activity levels on a linear scale. When analysing median values of activity we use the standard log $R'_{\text{HK}}$ because of its widespread use in the literature.

The CE in the HR-diagram is illustrated in Fig. 10. Stellar evolution is clearly followed by CE, as MS stars are more active and as stars start to evolve, their CE levels decrease continuously until the giant phase.

### 4.5. Chromospheric emission ratio precision

Similarly to the case of $S_{\text{MW}}$ we also checked the precision of our $R'_{\text{HK}}$ values, which can be estimated by measuring the standard deviation of an inactive quiet star. Figure 11 shows the relative dispersion for stars with $R'_{\text{HK}}$ values and more than one night of observations. The dashed line is the KDE with a peak at 3.2%. Although the maximum relative dispersion value is 36.4%, that star is an outlier and the tail of the distribution ends at ~21.6%. This means that, when measuring the chromospheric emission ratio level of a star using a very short time-span, activity variations can deviate from the measured mean value by as much as ~22%. Accurate activity level measurements therefore require a long time-span of at least the length of the activity cycle if the star has one. We searched for the least variable star, similarly to in Sect. 4.3. We selected stars with more than 50 nights of observations and time-spans longer than 1000 days to find the star with the lowest variability. We found that 18 Pup, with 73 data points and a time-span of 7.5 years is the least variable star according to our conditions. Figure 12 shows the $R_5$ time-series of this star. The star has a relative dispersion of 0.98% with a standard deviation of $\sigma_{R_5} = 0.009$, comparable to the values obtained by Lovis et al. (2011) for $\tau$ Ceti (0.93%, $\sigma_{R_5} = 0.0089$). We also measured the $R_5$ relative dispersion for $\tau$ Ceti and obtained a value of 1.6% for the relative dispersion and 0.017 for the standard deviation (1.06%, and $\sigma_{R_5} = 0.011$ when using Lovis et al. 2011 time-span).

Although 18 Pup has very low variability, we can still observe a long-term low-amplitude variation, probably due to an activity cycle. The Generalized Lomb-Scargle (GLS) periodogram (Zechmeister & Kürster 2009) has its strongest peak above the 0.1% false-alarm probability (FAP) level at a period of ~1209 days (~3.3 years). This shows that even at low dispersions below 1%, we are still able to detect periodic variability in the $R'_{\text{HK}}$ index.

A description of the catalogue of CE and stellar parameters is provided in Table 2. The catalogue is only available in digital format.

### 4.6. Comparison with the literature

Stellar chromospheric activity surveys based on the log $R'_{\text{HK}}$ index have been ongoing for a long time, some of them thanks to the increasingly abundant planet search programmes. To test whether our values are consistent with the literature we compared our log $R'_{\text{HK}}$ values with those of Henry et al. (1996),...
Table 2. Description of the columns of the catalogue available at CDS.

| Keyword         | Data type | Unit     | Description                                                                 |
|-----------------|-----------|----------|                                                                            |
| star            | string    |          | Stellar main identification in SIMBAD                                      |
| n_obs           | integer   |          | Number of observations                                                     |
| n_nights        | integer   |          | Number of nights (binned data)                                             |
| t_span          | float     | days     | Time-span of observations                                                  |
| snr_med         | float     |          | Median signal-to-noise ratio                                               |
| date_start      | float     | days     | Barycentric Julian date of start of observations                           |
| date_end        | float     | days     | Barycentric Julian date of end of observations                             |
| vmag            | float     | mag      | Apparent V-band magnitude (dereddened)                                    |
| vmag_err        | float     | mag      | Apparent V-band magnitude uncertainty                                      |
| vmag_ref        | string    |          | Apparent V-band magnitude reference                                        |
| bv              | float     | mag      | B–V colour (dereddened)                                                    |
| bv_err          | float     | mag      | B–V colour uncertainty                                                     |
| bv_ref          | string    |          | B–V reference                                                              |
| plx             | float     | arcsec   | Parallax                                                                   |
| plx_err         | float     | arcsec   | Parallax uncertainty                                                       |
| plx_ref         | string    |          | Parallax reference                                                         |
| d               | float     | parsec   | Geometric distance                                                         |
| n_plt           | integer   |          | Number of planets in system (as of 2019-12-12)                             |
| sptype          | string    |          | Spectral type                                                              |
| teff            | float     | K        | Effective temperature                                                      |
| teff_err        | float     |          | Effective temperature uncertainty                                           |
| logg            | float     | dex      | Logarithm of surface gravity (cgs)                                         |
| logg_err        | float     | dex      | Logarithm of surface gravity uncertainty (cgs)                             |
| feh             | float     | dex      | Metallicity                                                                |
| ffeh_err        | float     | dex      | Metallicity uncertainty                                                    |
| par_ref         | string    |          | Reference for spectroscopic stellar parameters $T_{\text{eff}}$, log $g$, and [Fe/H] |
| mass            | float     | $M_\odot$| Isochrone mass                                                             |
| mass_err        | float     | $M_\odot$| Isochrone mass uncertainty                                                 |
| radius          | float     | $R_\odot$| Isochrone radius                                                           |
| radius_err      | float     | $R_\odot$| Isochrone radius uncertainty                                               |
| age             | float     | Gyr      | Isochrone age                                                              |
| age_err         | float     | Gyr      | Isochrone age uncertainty                                                  |
| smw_med         | float     |          | Median $S$-index in Mt. Wilson scale                                        |
| smw_wmean       | float     |          | Weighted mean $S$-index in Mt. Wilson scale                               |
| smw_err         | float     |          | Uncertainty of $S$-index in Mt. Wilson scale                               |
| smw_wstd        | float     |          | Weighted standard deviation of $S$-index in Mt. Wilson scale               |
| log_rhk_med     | float     | dex      | Median log $R'_{\text{HK}}$ index                                          |
| log_rhk_wmean   | float     | dex      | Weighted mean log $R'_{\text{HK}}$ index                                   |
| log_rhk_err     | float     | dex      | Uncertainty on log $R'_{\text{HK}}$ index                                 |
| r5_med          | float     |          | Median $R_5$ index                                                         |
| r5_wmean        | float     |          | Weighted mean $R_5$ index                                                  |
| r5_err          | float     |          | $R_5$ uncertainty                                                          |
| r5_wstd         | float     |          | $R_5$ weighted standard deviation                                          |
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Wright et al. (2004), Gray et al. (2006), Isaacson & Fischer (2010), Jenkins et al. (2011), Lovis et al. (2011), Gomes da Silva et al. (2014), Meunier et al. (2017), and Boro Saikia et al. (2018) (see Fig. 13; the black line is the least squares best linear fit).

Our log $R'_{\text{HK}}$ values were calculated using the Rutten (1984) calibration because of the presence of subgiant and giant stars in our sample. However, all the comparison data sets shown in Fig. 13 use the Middelkoop (1982) calibration for all stars, including subdwarfs. Including subdwarfs in the Middelkoop calibration and comparing it with the Rutten calibration produces a trend towards higher values of activity levels for these types of stars. This trend can be observed in plots (f), (e), (d), and (c) for log $R'_{\text{HK}} < -5$ dex.

Furthermore, as the $S$-index to $S_{\text{MW}}$ calibration generally uses a low number of stars (normally stars in common between the uncalibrated sample and the Mt. Wilson survey), selecting different calibration stars results in different calibration coefficients.

Jenkins et al. (2011) studied the effect of varying spectrograph resolution on the derived log $R'_{\text{HK}}$ values and found that low-resolution spectrographs ($R < 2500$) increase the scatter of the data. This is the case for the Cassegrain and Boller & Chivens spectrographs used in Gray et al. (2003, 2006) ($R \sim 2000$). The same authors also studied the effect of increasing the bandpass in the H and K lines, and showed that it modified the slope of the correlation between data sets. Both Henry et al. (1996) and Gray et al. (2003, 2006) use bandpasses of 3.28 and 4.0 Å on the H and K lines. Another difference is that we corrected our $B-V$ colours for reddening (see Sect. 3). The use of different $B-V$ colours will
also affect the log $R'_{HK}$ values, as these are a function of $B-V$. The effect is very small or negligible for the majority of stars, but can contribute to small-scale dispersion when compared to non-dereddened log $R_{HK}$ values. We compared our own log $R'_{HK}$ with the dereddened log $R'_{HK}$ for the full data set and found an offset of 0.002 dex and a residuals dispersion around the fit of 0.0001 dex. When we compare the MS stars only, we have an offset of 0.002 dex and the dispersion around the best fit is 0.0003 dex. Using subgiants only, the offset is 0.0005 dex and the residuals dispersion is 0.002 dex, while using giants only gives an offset of 0.0006 dex and residuals dispersion of 0.005 dex. Thus, dereddening appears to increase the dispersion for evolved stars and create a small offset for stars in the MS. Although these effects are similar to the offset and residuals dispersion values we obtain in the comparison plots (b), (e), (f), (g), and (h), they are at least around one order of magnitude lower than the median log $R'_{HK}$ errors of the sample, $\sigma(\log R'_{HK}) = 0.013$ dex and around two orders of magnitude lower than the intrinsic variability of dwarf stars which can be at the ±0.15 dex level (Jenkins et al. 2006). This shows that although it has a measurable effect on log $R'_{HK}$ values, dereddening $B-V$ for our sample does not produce a significant difference.

These effects, together with the effect of sampling activity levels at different phases of rotation modulation and activity cycles when using poor cadence and short time-spans, will increase scatter and affect the slopes and offsets when comparing different data sets.

Our data are, in general, well correlated with the literature, with the correlation coefficient varying between $\rho = 0.83$ (Boro Saikia et al. 2018) and $\rho = 0.99$ (Gomes da Silva et al. 2011, 2012, 2014, 2018; Meunier et al. 2010, 2017). The slope of the best linear fit is also close to one for the majority of the literature, with the exception of Isaacson & Fisher with a slope of 0.89 and Boro Saikia et al. (2018) with 0.74. The dispersion around the best-fit line varies between 0.001 (Gomes da Silva et al. 2011, 2012, 2014, 2018; Wright et al. 2004) and 0.052 (Boro Saikia et al. 2018). There are three data sets that use some of the same spectra we use here: Lovis et al. (2011), Gomes da Silva et al. (2011, 2012, 2014, 2018), and Meunier et al. (2010, 2017). These sets are among those showing the best linear correlation, but Jenkins et al. (2006, 2008, 2011) and Wright et al. (2004) are also very well correlated with our values, showing low residual dispersion and slopes close to one. The data sets with the highest scatter are those of Gray et al. (2003, 2006) and Boro Saikia et al. (2018); the former calculate log $R'_{HK}$ using close to one measurement per star, which is not enough to sample rotational and activity cycle variations, whereas the latter use a combination of compiled data from various catalogues, some of them included here. As is apparent from the plots in the figure, this will introduce scatter from a variety of sources, some of them explained above.
5. The distribution of CE in solar-type stars

The distribution of chromospheric emission for cool stars has long been known to follow a bimodal distribution with a peak for inactive stars at around $\log R'_{\text{HK}} = -5$ dex, a peak for active stars at around $-4.5$ dex, and an intermediate region with a dearth of stars at around $-4.75$ dex called the Vaughan-Preston (VP) gap (Vaughan & Preston 1980; Duncan et al. 1991; Henry et al. 1996; Gray et al. 2006; Jenkins et al. 2006). This gap, confirmed by Henry et al. (1996) to be real, suggests that either there was a non-uniform star formation rate which decreased at the age corresponding to the intermediate activity levels of the gap, or, as CE decreases with stellar age (Skumanich 1972), that the evolution of activity with age passes through different phases, and the phase corresponding to the intermediate activity levels is faster than the active and inactive phases. Henry et al. (1996) also suggested two new additional CE groups: the very active (VA) stars with $\log R'_{\text{HK}} > -4.2$ dex and the very inactive (VI) stars with $\log R'_{\text{HK}} < -5.1$ dex. These latter authors argued that VI stars could be solar-type stars temporarily in the Maunder Minimum phase, while VA stars might be a group of young stars, some of them close binaries. In their sample of unbiased CE of mostly G dwarfs, these latter authors found active stars to represent 30% of the stars while VA stars comprised 2.6% and VI stars 7.9%, with the remaining being inactive stars.

In the following sections, we analyse the distribution of CE for our sample, segregating stars by the luminosity classes and spectral types determined previously.

5.1. Chromospheric emission distribution of main sequence, subgiant, and giant stars

Figure 14 illustrates the distribution of median values of CE for each star as measured by $\log R'_{\text{HK}}$. The distribution is segregated into MS stars (grey), subgiants (blue), and giants (red), and extends from very inactive stars with $\log R'_{\text{HK}}$ of around $-5.5$ dex to very active stars with approximately $-3.6$ dex. At first glance, the distribution appears to be bimodal, with a peak for inactive stars close to $-5$ dex and another for active stars near $-4.5$ dex, as expected. We mark Henry et al. (1996) CE classification in the figure using vertical lines to separate the four groups: a dashed line to separate VI from inactive stars, a solid line to separate inactive from active stars, and a dotted line to separate active from VA stars. The group of VI stars is clearly dominated by giants and subgiants, while the VA stars group is represented by a small tail of MS stars with $>-4.25$ dex.

In Fig. 14, the minima between the active and inactive groups, usually considered to be the separation between inactive and active stars, is located closer to $-4.6$ dex instead of the normally considered location near $-4.75$ dex (the VP gap). Also, the separation between active and VA stars appears to be at around $-4.25$ dex, when the number of stars suffers a more drastic decrease in numbers.

Henry et al. (1996) reported that in their unbiased sample of southern nearby MS stars, the proportions of stars in the different CE classes are as follows: VA stars are 2.6%, active stars are 27.1%, inactive stars are 62.5%, and VI stars are 7.9%. If considering only active and inactive stars separated at $\log R'_{\text{HK}} = -4.75$ dex, these authors find 29.7% active stars. Our proportions in the MS sample are: VA stars are 1.2%, active stars are 28.5%, inactive stars are 66.9%, and VI stars are 3.5%. If we consider only active and inactive stars, we also have 29.7% active stars, exactly the same proportion as Henry et al. (1996). We reiterate that our sample includes numerous stars from planet search programmes which normally show a bias for inactive stars. It is therefore curious that we have very similar proportions of activity levels as an unbiased sample. This shows that, even with the bias towards more inactive stars, our sample of MS stars closely follows the distribution of an unbiased sample.

5.1.1. Multi-Gaussian fitting of CE distribution

Similarly to what was done by Henry et al. (1996) and Jenkins et al. (2008, 2011) for example, in order to better characterise the activity distribution, we fitted multi-Gaussian models to the $\log R'_{\text{HK}}$ density distribution using non-linear least-squares with the Trust Region Reflective method, as implemented by the scipy module least_squares. We used four different models with increasing Gaussian numbers from two up to a total of five (G2, G3, ..., G5). Although the first two models were easily fitted to the data, we found the higher order models to be very sensitive to the initial conditions, and so we carefully adjusted the initial values to reduce the $\chi^2$-statistic by as much as possible. We used the Bayesian information criterion (BIC, Schwarz 1978) statistic for model selection because, while its value decreases for models closer to the data, it also penalises overfitting by penalising models with a higher number of parameters by increasing its value. By construction, lower BIC values indicate better models. Table 3 presents the results from the fitting process. The model with the lowest BIC is the four-Gaussian model (G4) with a value of BIC = 71.7. The closest model to G4 is G3 with a value of BIC = 79.5. The difference between the two is $\Delta$BIC = 8, which according to Kass & Raftery (1995) is considered as 'strong' evidence against the higher BIC model. Thus, the preferred model is G4, whose best-fit parameters are shown in Table 4.

Figure 15 provides the full sample $\log R'_{\text{HK}}$ distribution with the best-fit model superimposed. The upper panel is the density distribution fitted by the G4 model curve. The lower panel shows the residuals of the fit. The distribution has three peaks, representing three populations at $-5.29$ dex (VI stars, evolved), $-4.95$ dex (inactive stars, MS), and $-4.49$ dex (active, MS).
checked our MS stars with activity levels below −8.0, which could be MS stars in a Maunder Minimum type phase. As stated above, Henry et al. (1996) argued that the VI group includes nine G and seven K dwarfs. The majority of our K dwarfs have age estimations with relative uncertainties close to 100%, but in this group even the G dwarfs have very high relative age errors, with insufficient precision to detect small differences between KA and active stars. The small number of stars in the VI group makes it difficult to separate the MS from the subgiant phase.

5.1.2. Very inactive star population

As stated above, Henry et al. (1996) argued that the VI group could be MS stars in a Maunder Minimum type phase. We checked our MS stars with activity levels below −5.1 dex in the HR-diagram and almost all of them are G stars near the MS/subgiant transition zone (Fig. 16, marked with ‘X’ in magenta). We observed their CE time-series and they show signs of variability and trends similar to other MS inactive stars with higher activity levels and therefore these are not CE-quiet stars. We also compared the average CE dispersion of these MS VI stars with the average values of inactive stars and subgiants. Main sequence VI stars have average $\sigma_{\log g}$ of 0.041 while inactive stars have 0.067 and the subgiants have 0.041, the same dispersion as the MS VI group. Following this analysis, we conclude that the MS VI group is likely not made up of MS stars in the Maunder Minimum phase, but stars already starting to evolve beyond the MS (see also Wright 2004). This type of misclassification between MS and evolved stars is a general issue and not specific to our work. The boundaries between the different luminosity classes are very hard to distinguish, which can lead to misclassifications of stars in these regions. Similarly to the separation between active and inactive stars, the VI and KA groups might separate other stages of stellar evolution, the post MS evolution and possibly the initial MS evolution. This is shown in Fig. 16, where most of the stars evolving beyond the MS and into the giant phase are classified as very inactive (dark blue). We therefore suggest that log $R'_{\text{HK}} = −5.1$ dex marks a separation in stellar evolution where stars begin the transition from the MS to the subgiant phase.

5.1.3. Very active star population

Although some of the VA stars (Fig. 16, red) seem to fall below the MS, there are also some of these stars in the MS. This group includes nine G and seven K dwarfs. The majority of our K dwarfs have age estimations with relative uncertainties close to 100%, but in this group even the G dwarfs have very high relative age errors, with insufficient precision to detect small differences between VA and active stars. The small number of stars in the VI group makes it difficult to separate the MS from the subgiant phase.

Table 3. Parameters for the fits to the log $R'_{\text{HK}}$ full sample distribution using different numbers of Gaussians.

| Parameter | Value |
|-----------|-------|
| Model     | G2    | G3    | G4    | G5    |
| $\chi^2_{\text{free}}$ | 70.6  | 48.0  | 29.8  | 35.8  |
| $\chi^2$  | 2.61  | 2.00  | 1.42  | 1.99  |
| BIC       | 91.6  | 79.5  | 71.7  | 88.2  |

Notes. G2–5 refer to the models using 2–5 Gaussians. $\chi^2_{\text{free}}$ is the number of free parameters, $\chi^2$ and $\chi^2$ the chi-squared and reduced chi-squared statistics, respectively, and BIC is the BIC value calculated using BIC = $\chi^2 + k \log(N)$, where $k$ is the number of fitted parameters and $N$ the total number of bins in the histogram.

Table 4. Best-fit four-Gaussian model parameters for the full sample log $R'_{\text{HK}}$ distribution.

| Parameter | Value |
|-----------|-------|
| $\mu_1$  | −5.29 |
| $A_1$    | 0.28  |
| $\sigma_1$ | 0.030 |
| $\mu_2$  | −4.95 |
| $A_2$    | 0.72  |
| $\sigma_2$ | 0.030 |
| $\mu_3$  | −4.93 |
| $A_3$    | 1.89  |
| $\sigma_3$ | 0.161 |
| $\mu_4$  | −4.48 |
| $A_4$    | 0.62  |
| $\sigma_4$ | 0.098 |
| Max. 1   | −5.29 |
| Max. 2   | −4.95 |
| Max. 3   | −4.49 |
| Min. 1   | −5.24 |
| Min. 2   | −4.62 |

Notes. The parameters of the four Gaussians are: $\mu$, the centre values, $A$, the heights, and $\sigma$, the standard deviations. Local maxima and local minima are included in the end.

The highest peak comprises two Gaussians at very close mean values, with the broader Gaussian adjusting the base and the thinner Gaussian adjusting the top of the distribution. Both peaks for MS stars are in agreement with the values found in the literature (e.g., Henry et al. 1996; Jenkins et al. 2006, 2008, 2011). The population of very active stars is not represented (was not fitted) because of the low number of representatives in our sample (16 stars). There are two local minima in the distribution at −5.24 and −4.62 dex but no gaps empty of stars separating the different populations of CE levels. We need to caution that the fitting of the distribution using histograms is highly dependent on the binning used (we used a binning of 0.05 dex).

Fig. 15. <Upper panel: distribution of median values of log $R'_{\text{HK}}$ for the full sample including main-sequence, subgiant, and giant stars. The black solid curve is the four-Gaussian fit to the distribution. The dashed black curves are the individual Gaussians. The means of the Gaussians are marked as vertical lines. Lower panel: residuals of the fit.>
the active stars group with log $g$ giant stars that show higher activity levels, some of them inside than their MS or subgiant counterparts. However, there are some to have low rotation rates and therefore lower activity levels that is those with log $g$ & Zwaan (1981) suggested that giant stars with enhanced Ca 

The majority of the giant stars, that is, $\sim 72\%$, have activity levels below $-5.2$ dex. These stars are evolved and are expected to have low rotation rates and therefore lower activity levels than their MS or subgiant counterparts. However, there are some giant stars that show higher activity levels, some of them inside the active stars group with log $R'_{HK} > -4.75$ dex. Middelkoop & Zwaan (1981) suggested that giant stars with enhanced Ca II H&K emission are stars with intermediate masses between 1.5 and 4 $M_\odot$ that are rapidly rotating in the MS phase. However, as they have no significant convective envelope, their activity levels during that phase are insignificant. The star evolves without losing large quantities of angular momentum until it enters the giant phase and develops a convective envelope. At this phase, because the stars still have rapid rotation, the activity level becomes very high when compared to lower mass giant stars. More recently, Luhn et al. (2020) also observed that some evolved stars in their sample had higher activity levels than expected for their evolutionary stage. These latter authors suggested that these are intermediate-mass stars that are still spinning down but evolved quickly beyond the MS before losing their magnetic activity. We compared the masses of the two groups by selecting giants with log $g < 3.5$ dex and separating very inactive giants (VIGs), that is those with log $R'_{HK} < -5.2$ dex, from the chromospheric enhanced giants (CEGs) with log $R'_{HK} > -5.2$ dex. Giant stars with log $R'_{HK} > -5.2$ dex (CEGs) are more massive, with a median mass of 2.53 $M_\odot$, while VIGs have a median mass of 1.88 $M_\odot$. The Kolmogorov–Smirnov (KS) test for these two groups results in a $p$-value of $1.4 \times 10^{-4}$ (KS statistic of 0.53), and so we can exclude the null hypothesis that the two samples come from the same continuous parent distribution. This result confirms that the CEGs are more massive in general than VIGs. We also calculated the median ages of the two groups. The CEGs are in general more than two times younger than the VIGs, having median ages of $0.64 \pm 0.04$ Gyr while the VIGs have median ages of $1.6 \pm 0.21$ Gyr. We also performed a KS test to evaluate whether or not the two groups come from the same parent distribution. The KS test results in a $p$-value of $1.6 \times 10^{-4}$ (KS statistic of 0.53) confirming that these groups do not come from the same parent distribution. These results support the suggestion of Luhn et al. (2020) that, for a given log $g$, the more active giants are more massive and younger than the VIGs. A comparison of the rotation periods of these two groups could provide further insight into whether or not they have different spinning rates and whether or not rotation contributes to the difference in activity between these groups.

### 5.2. Chromospheric emission distribution of main sequence FGK stars

The distribution of log $R'_{HK}$ for F, G, and K dwarfs is shown in Fig. 17, in the upper, middle, and lower panels, respectively. Each panel shows the distribution with the best-fit model and the residuals of the fit below. Similarly to the analysis for the full sample in the previous section, we fitted multi-Gaussian models including from two to five Gaussians. The fit statistics are shown in Table 5. We followed the same model-selection procedure as before, choosing the model with the lowest BIC value. A description of the activity distribution and model selection for the three spectral types is presented below.

**F dwarfs.** The distribution of CE of F dwarfs (Fig. 17, upper panel) can be described as double or triple peaked. The model with the lowest BIC value is G3 with BIC $= 45.2$. The ABIC value for the next-lowest BIC model is 2.2 for G4. According to Kass & Raftery (1995), these values are considered as ‘positive’ evidence against G4, however the evidence is not strong. Therefore, we prefer the simpler model and consider G3 as the most appropriate. Although the best-fit model shows three peaks, the middle peak at log $R'_{HK} = -4.83$ dex could be a binning effect due to low numbers. The middle Gaussian also contributes to the broadening of the inactive main peak in the direction of higher activity levels. We should note that we cannot robustly discriminate between the two best models quantitatively due to the close BIC values of the models, and other studies with different number of F dwarfs could give different results. Model G4 has one more Gaussian separating the active zone into two populations with a minimum at log $R'_{HK} = -4.58$ dex with two maxima at each side. Thus, the three-peak distribution is not very significantly different from a four-peak distribution for F dwarfs. The proportion of active F dwarfs is $24.2\%$ if considering the separation between active and inactive at log $R'_{HK} = -4.75$ dex.

**G dwarfs.** The distribution of G dwarfs is clearly double peaked, with the inactive peak near $-5$ dex and the active one around $-4.5$ dex (Fig. 17; middle panel). The model with the lowest BIC is G4 with BIC $= 64.2$, however G3 is very close with BIC $= 66.3$, resulting in ABIC $= 2.1$, which is also considered as “positive evidence against the model with higher BIC” according to Kass & Raftery (1995). Both G3 and G4 can then be considered best-fits, but we chose model (G3) as the best-fit model due to its simpler form, despite it having higher BIC. One of the Gaussians in the fit does not contribute to a local maximum, but instead broadens the inactive peak asymmetrically in the direction of higher activity levels. The proportion of active G dwarfs is $19.6\%$.

**K dwarfs.** Finally, the K dwarfs distribution is clearly triple-peaked, with the inactive peak near $-4.9$ dex, an intermediate
activity peak near \(-4.75\) dex, and an active peak near \(-4.5\) dex. The best model fit is G3 with \(\text{BIC} = 41.3\), and the second-best-fit model is G4 with \(\text{BIC} = 47.7\). This gives \(\Delta\text{BIC} = 6.4\), meaning that there is ‘strong’ evidence against G4. The distribution together with the best-fit G3 model is shown in Fig. 17 (lower panel). The proportion of active K dwarfs is 51.9\%, more than double the proportion of active stars for F or G dwarfs.

For the three spectral types considered, the best-fit model parameters are presented in Table 6, together with the local maxima and minima values of the model. All three spectral types have their main peak in the inactive zone close to \(\log R_{\text{HK}}' = -4.95\) dex. The secondary peak, also similar for the three groups, is located in the active region near \(-4.5\) dex, with the F dwarfs having the peak at a slightly more inactive region at \(-4.59\) dex and the G dwarfs in a slightly more active region at \(-4.44\) dex. An intermediate Gaussian, between the inactive and the active peaks, is also present in the three spectral types. This Gaussian has a similar location for F and G stars, at \(-4.82\) and \(-4.86\) dex, respectively. They appear to broaden the inactive zone asymmetrically, but do not contribute to a significant peak. The same is not true for the K dwarf population. The Gaussian is located in a slightly more active region, very close to the VP gap at \(\log R_{\text{HK}}' = -4.74\) dex, and contributes to a peak that is almost the same size as the inactive peak. It is interesting that this is the first time, to the best of our knowledge, that a triple-peaked activity distribution is observed for K dwarfs. These peaks are not an effect of binning, as they remain in the same position, and the minima get deeper, if we decrease the binning size from the used \(0.05\) to \(0.025\) dex.

The local minima in the most active region of the G and K spectral type distributions are close in activity level, having values of \(-4.60\) (G) and \(-4.63\) (K) dex which is also close to the minimum observed in the full data distribution near the active stars region \((-4.62\) dex\) shown in Fig. 15. The F spectral type activity distribution also has a bin close to \(\log R_{\text{HK}}' = -4.6\) dex with lower density, however that minima is only fitted with the G4 model, which was not chosen. We can therefore say that there is a clear minimum at around \(-4.6\) dex in the activity distribution that is caused by the minima in the G and K (and possibly F) dwarf distributions at that location. The second local minima, in the inactive zone, is only observed for F and K dwarfs. The former have the minimum at \(-4.86\) dex while the latter at

### Table 5. Multi-Gaussian fit statistics for the F, G, and K dwarf log \(R_{\text{HK}}\) distributions.

| Parameter | Values |
|-----------|--------|
| **F dwarfs** | |
| Model | G2 | G3 | G4 | G5 |
| \(N_{\text{free}}\) | 12 | 9 | 6 | 3 |
| \(\chi^2\) | 31.9 | 19.2 | 12.8 | 10.2 |
| \(\chi^2_{\text{red}}\) | 2.65 | 2.14 | 2.12 | 3.38 |
| BIC | 49.2 | 45.2 | 47.4 | 53.5 |
| **G dwarfs** | |
| Model | G2 | G3 | G4 | G5 |
| \(N_{\text{free}}\) | 22 | 19 | 16 | 13 |
| \(\chi^2\) | 92.0 | 36.3 | 24.2 | 43.1 |
| \(\chi^2_{\text{red}}\) | 4.18 | 1.91 | 1.51 | 3.31 |
| BIC | 112.0 | 66.3 | 64.2 | 93.1 |
| **K dwarfs** | |
| Model | G2 | G3 | G4 | G5 |
| \(N_{\text{free}}\) | 16 | 13 | 10 | 7 |
| \(\chi^2\) | 50.7 | 13.5 | 10.5 | 9.38 |
| \(\chi^2_{\text{red}}\) | 3.17 | 1.04 | 1.05 | 1.34 |
| BIC | 69.2 | 41.3 | 47.7 | 55.7 |

**Notes.** Parameters are the same as in Table 3.
The logarithm of the activity dispersion distribution for the full data set and the three luminosity classes present in our sample is presented in Fig. 18 (upper panel) where the black histogram is the full sample, grey represents the MS stars, blue the subgiants, and red the giants. The majority of stars are in the range of about $-2.0 \leq \log \sigma(R_5) \leq -0.5$ dex. The histogram clearly shows the difference between the total numbers in each luminosity class, with subgiants and giants being completely outnumbered by MS stars. As expected, because they are generally less active and have longer rotational periods, the evolved stars occupy the least variable region of the distribution. This can be observed more clearly in the lower panel of Fig. 18 where we show the Gaussian KDEs of the distributions. The highest peak of the KDEs moves from higher to lower values as we go from the MS (black) to giants (red) stars. We can also see that the three KDEs appear to have the highest peak at higher values of variability and a secondary bump at lower values. In the case of the giant stars, the secondary bump is close to $\log \sigma(R_5) = -2.35$ dex, and as we show in Sect. 6.3, the variability of these stars is not significant. These bumps in the distribution could represent different stages in stellar variability.

### 6.2. Distribution of CE variability for FGK dwarfs

Figure 19 shows the distribution of the logarithm of the activity dispersion for F dwarfs (upper panel), G dwarfs (middle panel), and K dwarfs (lower panel). The vertical lines show the 50% percentile (solid) and the 5% and 95% percentiles (dotted). Both the distributions for F and G dwarfs have similar intervals, but the G dwarf distribution shows a broader peak with a small bump in the lower variability zone near $\log \sigma(R_5) = -1.6$ dex. The K dwarf distribution has a similar range to those of F and G dwarfs, but is nevertheless very different. The majority of K dwarfs in this study are in the highest variability zone. The 50% percentile of the distribution is clearly higher than those of F and G dwarfs. There is only a very small tail of low-variability K dwarfs. This is the reason for the small bump in the distribution of variability for MS stars (Fig. 18, lower panel): the contribution of K dwarfs to the distribution is mainly in the more variable region. The lower and upper end of variability increases from F to G to K dwarfs, suggesting an increase in CE variability with

### 6. The variability of CE in solar-type stars

The standard deviation of the stellar activity provides information about the activity variability of stars. Generally, activity variability is proportional to stellar activity levels, and thus is expected to decrease as a star evolves. In the following sections we analyse CE variability in our sample for the different luminosity classes and spectral types.

### 6.1. Distribution of CE variability for main sequence, subgiant, and giant stars

The logarithm of the activity dispersion distribution for the full data set and the three luminosity classes present in our sample is

### Table 6. Best-fit three-Gaussian model parameters and local maxima of the best-fit function for the F, G, and K dwarf log $R'_{HK}$ distributions.

| Parameter | Values |
|-----------|--------|
| **Best model** | **G3** | **G3** | **G3** |
| $\mu_1$  | $-4.94$ | $-5.01$ | $-4.94$ |
| $A_1$ | $3.28$ | $2.21$ | $2.21$ |
| $\sigma_1$ | $0.075$ | $0.088$ | $0.068$ |
| $\mu_2$ | $-4.82$ | $-4.86$ | $-4.74$ |
| $A_2$ | $1.54$ | $1.30$ | $2.03$ |
| $\sigma_2$ | $0.20$ | $0.30$ | $0.50$ |
| $\mu_3$ | $-4.58$ | $-4.44$ | $-4.52$ |
| $A_3$ | $0.75$ | $0.49$ | $1.47$ |
| $\sigma_3$ | $0.148$ | $0.095$ | $0.096$ |
| Max. 1 | $-4.94$ | $-4.98$ | $-4.94$ |
| Max. 2 | $-4.83$ | $-4.74$ | $-4.74$ |
| Max. 3 | $-4.59$ | $-4.44$ | $-4.52$ |
| Min. 1 | $-4.86$ | $-4.83$ |
| Min. 2 | $-4.72$ | $-4.60$ | $-4.63$ |

**Notes.** The parameters are the same as in Table 4. The local maxima and minima values are organised by similarity.

$-4.83$ dex. These minima are not observed in the full data distribution because of the larger number of G dwarfs occupying these activity level regions.

These maxima and minima could be interpreted in terms of the time spent by the different spectral type stars in different activity level space regions:

- Considering that the F dwarf distribution is double-peaked (the middle peak is not significant), as they decrease in activity levels with time, they have one region of faster evolution at $-4.72$ dex before stabilising in the inactive zone close to $-4.94$ dex.
- G dwarfs also only have a zone of faster activity evolution near $-4.6$ dex.
- K dwarfs have two phases of rapid activity evolution, the first at a similar level to the other spectral types at $-4.63$ dex, and the second in the inactive stage of evolution at $-4.83$ dex.

They do not show the famous VP gap in their distribution. The CE distributions also suggest that K dwarfs spend a more considerable amount of time in the active phase than F and G dwarfs because their proportion of active stars is more than double. The evolution of CE with time will be discussed further in a following paper where we will compare the median $\log R'_{HK}$ evolution with isochronal age.
decreasing temperature. This is interesting because RV variability studies have shown that generally K dwarfs have lower RV variability attributed to stellar activity than G or F dwarfs (e.g., Santos et al. 2000). Furthermore, it is expected that RV variability due to stellar activity decreases with stellar effective temperature (e.g., Lovis et al. 2011). We therefore point out that K dwarfs with more CE variability in general do not necessarily have higher RV variability. Further investigation into the source of this variability will be carried out in following papers where we will determine the rotational and activity cycles amplitudes for the different spectral types presented here.

6.3. Chromospheric emission variability as a function of CE level for main sequence, subgiant, and giant stars

Activity variability is an important parameter in the study of stellar activity. It can provide information regarding the distribution and filling factors of active regions in the stellar disks, and also the amplitude limits of rotational modulation together with possible activity cycles. From an exoplanet detection point of view, RV variability produced by activity can inform on the detectability potential for planets around a given star using a specific instrument and/or observation schedule. In this section, we are interested in deciphering how the activity dispersion varies with activity level, or in other words, the allowed range in activity variability for a given star with a given activity level. We should note that this variability does not include the effects of oscillations and granulation that can affect RV over short temporal scales but are not detected by the $R'_{HK}$ chromospheric activity emission ratio.

Figure 20 (upper panel) shows the logarithm of the weighted standard deviation of $R_s$ against median values of $R'_{HK}$ for stars with more than five nights of observations. Red, blue, and black dots are giants, subgiants, and MS stars. Lower panel: bivariate KDE map of the logarithm of the weighted standard deviation of $R_s$ against median values of $log R'_{HK}$ for stars with more than five nights of observation. Redder areas represent higher density zones. The KDE bandwidth used was 0.07. White dots are stars. The white dashed line marks the dispersion of the star with the least absolute variability, HD 60532, with $log \sigma(R_s) = -2.05$ dex. The position of the Sun, based on the values published by Mamajek & Hillenbrand (2008), is marked with a black ‘x’. The vertical white lines mark the approximate position of the gap we observe between active and inactive stars. The thinner gap, i.e. the region $-4.55 < log R'_{HK} < -4.65$ dex, is located between the dotted line in the middle and the right dashed line, and has a darker shadow. The wider gap, at $-4.55 < log R'_{HK} < -4.55$ dex, is located between the two dashed lines and has a lighter shadow. The green cross and ‘x’ mark the positions of LQ Hya and EK Dra, respectively.

The structure of the activity variability–activity level diagram can be better analysed by observing the bivariate KDE map of the two variables (Fig. 20, lower panel). The inactive MS region is clearly seen as the most populated region, coloured by an orange-red region and delimited by yellow, between activity levels of around $-4.75$ and $-4.25$ dex. The lower envelope of the dispersion appears constant between giants and inactive MS stars with activity levels up to around $-4.8$ dex. For activity levels higher than around $-4.8$ dex, the lower envelope starts to increase as we enter the VP gap. This region is occupied mainly by stars with higher activity variability. The lower envelope stays almost constant in the active level region between $-4.55$ and $-4.25$ dex. A further increase in the minimum (and maximum) variability can be observed as the activity levels move to the very active region for activity levels $> -4.25$ dex.

The structure of the activity variability–activity level diagram can be better analysed by observing the bivariate KDE map of the two variables (Fig. 20, lower panel). The inactive MS region is clearly seen as the most populated region, coloured by an orange-red region and delimited by yellow, between activity levels of around $-5.1$ and $-4.75$ dex. This region appears to be double (or multi) peaked in density, separating the most variable from the most quiet stars, with a high variability peak...
near $\log (\sigma(R)) = -1.0$ dex and a lower variability peak below $-1.5$ dex (cf. Fig. 18, lower panel, MS KDE in black). The Sun is located in the higher variability region of the inactive MS stars, with a value of $\log (\sigma(R)) = -0.958$ dex.

Another feature we can observe is the VP gap that appears to stretch in activity levels from around $-4.55$ to $-4.8$ dex. This is marked in the figure by three vertical white lines. The gap appears as a diagonal feature and is thinner at high-activity variability (darker shadow) and wider at lower variability (lighter shadow). This is why the original VP-gap in the distribution of activity levels near $\log R'_{\text{HK}} = -4.75$ dex appears blurred (see Fig. 14): the thinner region of the gap (higher variability zone) is close to $\log R'_{\text{HK}} = -4.6$ dex, the minimum in the activity distribution, and as the activity level decreases to lower values, the gap spreads as variability decreases, and the density of the stars starts to increase up to values close to $\log R'_{\text{HK}} = -4.8$ dex because of the increasing number of low variability stars.

There is another gap separating active from very active dwarfs at activity levels of around $-4.25$ dex; however, we cannot confirm whether or not this gap is devoid of stars because we have a very small number of very active stars in our sample. These stars have higher upper and lower envelopes than the other activity classes. As a comparison, we added two well-known very active, fast-rotating stars to Fig. 20 (lower panel), namely EK Dra (G1.5 V) and LQ Hya (K1 V). These stars have $S_{\text{MW}}$ and $\log R'_{\text{HK}}$ values in the Boro Saikia et al. (2018) catalogue, which is a compilation of other Ca II H & K-based activity catalogues. EK Dra has four observations while LQ Hya has only two. We note that we limited the stars plotted in Fig. 20 to those with more than five observations. However, for each of the two stars, the $\log R'_{\text{HK}}$ values have different $B-V$ associations with them, probably because they come from different sources. Furthermore, no uncertainties or dates are given, and therefore we have no information regarding the time-span of the observations. To better homogenise these activity values with those from our catalogue, we used the $S_{\text{MW}}$ from the Boro Saikia et al. (2018), retrieved $B-V$ from Simbad, and recalculated $R'_{\text{HK}}$ using the Rutten (1984) calibration. Both EK Dra and LQ Hya show higher variability than other very active stars in our sample, although the values appear to be in agreement with the very active stars group, in the sense that all these stars have higher variability than the active stars group. Almost all the very active stars are classified as BY Dra-type in Simbad, and as such are expected to have high activity variability. Contrary to active and inactive stars, this group appears to show only very high variability in activity.

The gaps, or lower density zones, between inactive and active, and between active and very active stars can be explained as regions of fast stellar evolution, where a star stays for a few percent of its lifetime and is thus harder to find in those regions, or as caused by different stellar formation rates in time.

If we assume that, as a star evolves its activity level and variability decreases, stars will move on a diagonal path from top right to bottom left in the diagram shown in Fig. 20. This means that higher variability active stars cross the VP gap more slowly (thinner gap) than low-variability active stars (wider gap).

There are six stars with very low variability below the lowest long-term variability line (white dashed line in panel). Four of them are giants, namely 20 Mon (K3 III), $\alpha$ Ind (K3 III), $\eta$ Ser (K2 III), and HD 181907 (K3 III), and two are MS stars, $\alpha$ CMi (F2 V) and HD 91324 (F6 V). While all of these stars have less than 16 nights of observations, some of them have a time-span of more than 300 days, and their dispersion might be under the influence of rotational modulation. All the MS stars in this group ($\log R'_{\text{HK}} > -5$ dex) have their quadratically added individual errors higher than their respective weighted standard deviations and can be considered as having insignificant variability. On the contrary, all the giant stars in this group ($\log R'_{\text{HK}} < -5$ dex) have their dispersions slightly higher than their errors. To decipher whether or not these dispersions are significant, we carried out an F-test for variability using a procedure following Zechmeister et al. (2009). The F-value used was $F = \sigma^2_i / \sigma^2_0$ where $\sigma_i$ is the weighted standard deviation and $\sigma_0$ the median internal errors. None of the stars resulted in a probability lower than 5%, meaning that the variability can be explained by the internal errors. The star with the probability closest to 5% was HD 181907 with $P_F = 0.089$ ($F$-value of 3.68). We therefore consider that even these stars do not show signs of significant variability and that the minimum long-term variability level for MS, subgiant, and giant stars is close to that of HD 60532, at approximately $\log \sigma(R) \approx -2.05$ dex.

The analysis in this section reveals five important aspects of the distribution of activity variability with activity level:

1. There appears to exist at least three different stages of variability, namely the inactive ($\log R'_{\text{HK}} < -4.8$ dex), active (between around $-4.55$ and $-4.25$ dex), and very active regions ($> -4.25$ dex). The active and inactive regions are separated by a transition region or extended VP-gap between $-4.8$ and $-4.55$ dex, with a small region of high variability and low density of stars at $-4.6$ dex.
2. The upper envelope of activity variability of active stars does not change significantly with activity level, and is almost constant between the beginning of the extended VP gap at $-4.8$ dex and the end of the active zone at $-4.25$ dex.
3. Although the maximum variability shows a large decrease with decreasing activity level for inactive stars, the minimum dispersion is constant, with a minimum close to $\log \sigma(R) \approx -2.0$ dex.
4. High-variability inactive stars can have variability levels similar to active stars.
5. The VP gap in the $\log R'_{\text{HK}}$ distribution can be explained in terms of the variability distribution with activity level.

Our most important finding is that inactive stars are not low variability stars by default, and we can find inactive stars showing more variability than active stars. This is important, for example, for planet search programmes, because limiting stars by their activity level will not necessarily return a low activity variability sample.

6.4. Chromospheric emission variability as a function of CE level for FGK dwarfs

Bivariate KDE maps for F, G, and K dwarfs are shown in Fig. 21. All three spectral types show two main regions: one highly populated zone of inactive stars separated from another zone of moderately populated active stars by a low-density gap. In the case of G and K dwarfs there is also a very low-density zone of very active stars around $\log R'_{\text{HK}} = -4$ dex.

The first noticeable difference between these spectral types is that the vast majority of the inactive K dwarfs have high variability, and there is only a small number of K dwarfs with variability below $\log \sigma(R) \approx -1.2$ dex. This behaviour, which is also observed in the histograms of the activity variability in Fig. 19, is not seen in F and G dwarfs. Furthermore, the maximum variability of active K dwarfs is slightly lower than the maximum variability of the inactive K dwarfs. In other words, the upper envelope of variability does not decrease significantly with decreasing activity level. The finding from the previous section
Now that we have the bivariate KDE of activity variability and activity level, we can infer the empirical probability distribution of the respective activity variability for a given activity level. This will enable us to estimate the activity variability for a given activity level. Another application of the bivariate KDE map is to simulate populations of stars with synthetic activity levels and variability that could be used in population studies. The methodology on how to use the bivariate KDE to obtain the variability probability density function and synthetic populations is discussed in Appendix B. We also deliver a simple and easy-to-use python code to produce such results using the present catalogue\textsuperscript{10}, although it can be applied to other catalogues.

7. Conclusions

The main goal of this project is to characterise the activity of FGK main-sequence and evolved solar-type stars. In this paper we present a catalogue of homogeneous chromospheric activity levels and stellar parameters for a sample of 1674 FGK main sequence, subgiant, and giant stars using more than 180,000 observations between 2003 and 2019 from the HARPS archive. This is one of the largest homogeneous catalogues of chromospheric activity both in terms of number of stars and time-span.

One of the most important findings of this work is that, although the upper envelope of the distribution of activity variability with activity level decreases with decreasing activity level, stars with low activity levels do not necessarily have low variability. This is even more important in the case of K dwarfs, where we find that the vast majority of these types of stars do not show low variability, and inactive K dwarfs have similar levels of activity variability to active K dwarfs. These results are especially important for planet search programmes where low-variability stars are generally selected based on their activity levels.

The distribution of activity variability appears to have three distinct regimes in the variability-level diagram: inactive stars between log $R'_{\text{HK}} = -5.5$ and $-4.8$ dex where the upper envelope of variability is always increasing with increasing activity level but the lower envelope is constant; active stars between log $R'_{\text{HK}} = -4.55$ and $-4.25$ dex where the upper envelope appears constant while the lower envelope, while at a higher level than for inactive stars, also appears constant; and very active stars with log $R'_{\text{HK}} > -4.25$ dex where the variability is always higher than the active regime. The inactive and active regimes are separated by an extended VP gap between $-4.8$ and $-4.55$ dex.

We are also able to explain the shape of the VP gap observed in the log $R'_{\text{HK}}$ distribution based on the distribution of activity variability as a function of activity level. The VP gap appears as a diagonal feature in the activity dispersion-level diagram, with different widths depending on the variability of the stars. For stars with high dispersion, the gap is thin, between log $R'_{\text{HK}} = -4.65$ and $-4.55$ dex, with a very low number of stars. As the variability decreases, the gap widens asymmetrically in the direction of the inactive stars down to around log $R'_{\text{HK}} = -4.8$ dex, marking the transition between active and inactive stars. This diagonal behaviour explains the distribution of log $R'_{\text{HK}}$ where the density of stars increases from around $-4.6$ to around $-4.8$ dex.

\textsuperscript{10} Available at https://github.com/gomesdasilva/rhk_kde

**Fig. 21.** Upper panel: same as in Fig. 20 for F dwarfs. Middle panel: same as in Fig. 20 for G dwarfs. Lower panel: same as in Fig. 20 for K dwarfs.
Our other findings from analysing this catalogue can be summarised as follows:

- Our distribution of relative activity dispersion shows that the upper limit is around 22%, meaning that when measuring activity levels with a small number of observations (not covering rotational modulations and/or activity cycles) one might incur accuracy errors up to 22% of the median value.

- We confirm the finding (e.g., Henry et al. 1996; Gray et al. 2006; Jenkins et al. 2008) that the distribution of chromospheric activity of MS stars and individual G dwarfs is bimodal, and find a peak near \( \log R'_{\text{HK}} = -4.5 \) dex for active stars and another peak near \(-4.95\) dex in the inactive star regime. These peaks are separated by a low-density zone near \( \log R'_{\text{HK}} = -4.6 \) dex.

- Subgiant stars occupy a region around \(-5.25 \leq \log R'_{\text{HK}} \leq -5.1 \) and giant stars are primarily located around \(-5.4 \leq \log R'_{\text{HK}} \leq -5.25 \) dex.

- There is a region of very active stars with activity levels above \( \log R'_{\text{HK}} = -4.25 \) dex separated from the active region by a gap. This group of stars were previously identified by Henry et al. (1996) who suggested they could be young active stars, some of them in close binary systems.

- Although planet search programmes tend to bias star selection towards inactive stars, the proportions of CE in our sample are very similar to those found by Henry et al. (1996) in their unbiased sample. This reveals that our sample, constituted mainly by planet search programme stars, may be a good representation of stellar activity in the solar neighbourhood. Following the activity classification of Henry et al. (1996), our sample contains 1.2% very active, 28.5% active, 66.9% inactive, and 3.5% very inactive MS stars.

- The distribution of activity dispersion appears to be multi-peaked and ranges between around \( \log \sigma(R_S) = -2 \) and \(-0.1\) dex.

- The upper envelope of activity dispersion in general always decreases with decreasing activity level. However, the lower envelope is constant between the lowest activity levels at around \( \log R'_{\text{HK}} = 5.5 \) and around \(-4.8\) dex with a level close to \( \log \sigma(R_S) = -2.0 \) dex. The lower envelope of dispersion then increases through the VP gap until it stabilises in the active region close to \(-4.55\) dex with a dispersion of around \( \log \sigma(R_S) = -1.25 \) dex. A further increase in the lower envelope of dispersion is observed when activity levels reach the very active zone near \( \log R'_{\text{HK}} = -4.25 \) dex with log-dispersion levels above \(-0.5\) dex.

- The activity distribution is triple peaked for K dwarfs, with the additional peak in the VP gap at \( \log R'_{\text{HK}} = -4.75 \) dex. This distribution also shows the activity gap near \(-4.6\) dex observed in the distribution of MS stars and also in the individual distribution of G dwarfs.

- The distribution of activity levels of F dwarfs appears to be double-peaked and similar to that of G dwarfs.

- The distribution of activity levels of giant stars presents a tail of higher activity stars that appear to be more massive and younger than the main group. These are intermediate-mass (1.5–4 \( M_\odot \)) stars that might have evolved quickly into the giant phase without losing angular momentum and thus activity level. Investigation of the rotation rate of these stars should confirm or refute this hypothesis.

- We find indications that the population of very inactive MS stars with \( \log R'_{\text{HK}} < -5.1 \) dex found by Henry et al. (1996) are not MS stars in a Maunder Minimum phase but stars showing activity variability that are starting to evolve beyond the MS. We therefore suggest that the \(-5.1\) dex activity level might mark a transition stage of evolution from MS to subgiant phase. The transition between the subgiant and giant phase appears to be at around \( \log R'_{\text{HK}} = -5.25 \) dex.

- Although having a very low dispersion, \( \tau \) Ceti presents a long-term decreasing trend in activity level together with cyclic variability and should not be considered as a ‘flat’ activity standard star. Instead, HD 60532 (F7 IV) is a long-term chromospherically stable star, with a relative variability in \( S_{\text{MW}} \) of only 0.35%. This star should be used as an activity precision standard rather than \( \tau \) Ceti.

- The Sun is located in the highest dispersion zone of the MS inactive stars.

- Finally, we show a simple way to obtain the probability density function of the activity dispersion from the activity level of a star using the multivariate Gaussian KDE of the two parameters. We also show how to synthesise stellar populations with activity levels and variability based on our multivariate KDE map.

We would like to finish with an important note. These results cannot be extrapolated for the case of RV variability. For example, oscillations and granulation will contribute to RV variability but are not detected by the \( \log R'_{\text{HK}} \) index. Furthermore, the influence of activity measured in the \( \log R'_{\text{HK}} \) index in RV variability is not the same for different spectral types. While we show that K dwarfs have a high-activity variability, the influence of activity on RV is lower for K dwarfs than for F and G dwarfs (e.g., Santos et al. 2000; Lovis et al. 2011). We suggest that the activity variability instead of the activity level should be used when analysing the effects of activity in RV observations.

By releasing this catalogue to the community we expect to contribute to further advancing the current knowledge of stellar evolution in general and stellar activity in particular. In the following papers of this series we will analyse how activity and stellar parameters are connected, including the activity–age relation. We will also study the rotation and activity cycle periods and amplitudes of this sample to understand how they evolve and affect stellar variability for different luminosity classes and spectral types. The activity time-series will be published as and when they are analysed.
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Appendix A: Measuring chromospheric activity with ACTIN

We computed activity indices based on the CaII H&K lines using the open-source package ACTIN\(^1\) (Gomes da Silva et al. 2018). In the following we briefly describe how fluxes and activity indices are calculated by the code.

A.1. Flux calculation

The wavelength space is a grid where each step (pixel) has a finite size. For a given bandpass, the number of pixels that will fall inside it will be an integer number, and the associated wavelength range between the reddest and bluest pixel inside the bandpass will be, generally, smaller than the bandpass range. Consequently, the value of the flux inside a bandpass tends to be underestimated unless the flux on the fraction of pixels on the redder and bluer part of the bandpass is considered.

In ACTIN this is taken into account by linear interpolation using the scipy interp1d module. The step used in the interpolation was \(1 \times 10^{-5} \text{Å} \) (100× smaller than the wavelength resolution of 0.01 Å for HARPS s1d spectra). The flux per wavelength step, \(F_\lambda\), is obtained by multiplying the interpolated flux, \(F_{\text{interp}}\), by the ratio of the interpolation step to the average original wavelength resolution, \(R\), at the bandpass region:

\[
F_\lambda = F_{\text{interp}} \cdot R. \tag{A.1}
\]

The total integrated flux inside the effective bandwidth \(\Delta \lambda = \lambda_{\text{max}} - \lambda_{\text{min}}\) is then

\[
F_{\Delta \lambda} = \frac{1}{\Delta \lambda} \sum_{\lambda=\lambda_{\text{min}}}^{\lambda_{\text{max}}} B_\lambda \cdot F_\lambda, \tag{A.2}
\]

where \(B_\lambda\) is the bandpass function and \(F_\lambda\) the flux in each interpolated step.

The errors on flux are derived via error propagation and results in

\[
\sigma_{F_{\Delta \lambda}} = \frac{1}{\Delta \lambda} \sum_{\lambda=\lambda_{\text{min}}}^{\lambda_{\text{max}}} B_\lambda^2 \cdot \sigma_{F_\lambda}^2, \tag{A.3}
\]

where \(\sigma_{F_\lambda} = \sqrt{F_\lambda}\) is the photon noise uncertainty on the flux.

Square and triangular bandpass filters come pre-installed and can be used to calculate the fluxes. The code flags unphysical values of negative flux in the bandpasses that may occur, mainly in the bluer region of the CaII H&K lines, when using very low-signal-to-noise-ratio spectra.

A.2. Indices calculation

ACTIN calculates indices by dividing the average flux in the activity sensitive lines by the average flux in reference regions,

\[
I \equiv \frac{\sum_{i=1}^{N} F_i}{\sum_{j=1}^{M} R_j}, \tag{A.4}
\]

where \(F_i\) is the flux in the activity sensitive line \(i\), \(R_j\) the flux in the reference region \(j\), \(N\) the number of activity lines used, and \(M\) the number of reference regions.

The flux errors only take into account photon noise. The index (photon) error is, by error propagation,

\[
\sigma_I = \frac{1}{\sum_{j=1}^{M} R_j} \sqrt{\sum_{i=1}^{N} \sigma_{F_i}^2 + \sum_{j=1}^{M} \sigma_{R_j}^2}. \tag{A.5}
\]

The code is able to calculate indices with any number of lines and reference bands as long as they respect the wavelength range of the spectra used. It comes with four widely used activity indices pre-installed, \(S_{\text{CaII}}, \ I_{\text{HK}}, \ I_{\text{NaI}},\) and \(I_{\text{FeI}}\), using line parameters and bandpasses described in Gomes da Silva et al. (2011) (except for \(S_{\text{CaII}}\) which uses a triangular bandpass filter instead of the square bandpass used by the authors), and it is very easy to modify line parameters and add more lines and indices to the pre-installed list.

Appendix B: Using the bivariate KDE map to obtain activity variability and simulate activity levels and variability for stellar populations

B.1. Obtaining the activity variability probability distribution for a given activity level

![Fig. B.1. Upper panel: bivariate KDE of the logarithm of the weighted standard deviation of \(R_5\) against median values of \(\log R'_\text{HK}\) for stars with more than five nights of observation. Redder colours indicate higher density. The white vertical line indicates the activity level of \(\alpha\) Cen B. Lower panel: activity variability probability function for the \(\alpha\) Cen B activity level. The vertical blue line marks the value of the weighted \(R_5\) standard deviation of \(\alpha\) Cen B obtained from the \(R_5\) time series.](image)

If the activity level of a star is known, it is possible to estimate the probability density function of the activity variability for that activity level from the bivariate KDE distribution of \(\log \sigma(R_5)\) and \(\log R'_\text{HK}\) derived in Sect. 6.3.

We use \(\alpha\) Cen B as an example. This star, a K1 dwarf, has a well-characterised activity level of \(\log R'_\text{HK} = -4.96\) dex and variability of \(\log \sigma(R_5) = -0.907\) dex. We can therefore look

---

\(^1\) https://github.com/gomesdasilva/ACTIN
up on the KDE map the closest bin of activity to this value and obtain the KDE of the variability (the probability density function) in that bin. We used a bin resolution of ~0.01 dex and selected only main sequence K dwarfs.

Figure B.1 shows the results of this method. The upper panel is the bivariate KDE of activity variability and level for all stars with a white line marking the α Cen B activity level and region of variability associated with it. The variability KDE is shown in the lower panel (black) where the variability obtained from the time-series is marked by a blue vertical line. These limits represent the most probable range of variability for stars with activity levels similar to that of α Cen B. This shows that α Cen B has less activity variability than other stars with the same activity level. This method could be used to estimate the activity variability KDE and most probable values for any FGK star with activity levels between −5.5 and −3.6 dex. We should note that our sample might not be representative of the overall population of FGK stars; for example, giant stars and fast rotating stars are under-represented due to the dominating presence of stars from planet search programs in our sample. However, our main sequence FGK sample appears to be a good representative of the solar neighbourhood population (see Sect. 5).

**B.2. Simulating stellar populations with activity level and variability values**

The bivariate KDE distribution we calculated in Sect. 6.3 can also be used to generate populations of stars with $R_{\text{HK}}'$ activity levels and variability. The method is very simple:

1. Calculate the log $R'_{\text{HK}}$ KDE from the activity distribution and sample values from it;
2. For every sampled activity level value, obtain the log $\sigma(R_5)$ KDE from the bivariate KDE map;
3. Sample one value from each log $\sigma(R_5)$ KDE obtained in 2.

This will result in a population of stars with synthetic log $R'_{\text{HK}}$ and log $\sigma(R_5)$ values. Depending on the KDE map used, different synthetic populations of stars can be obtained (assuming enough datapoints can be generated to represent the desired population).

In this example we simulate 1500 main sequence K stars using the bivariate KDE of 212 K dwarfs. We construct the KDE map using only K dwarfs, with more than five nights of observation, and using a KDE bandwidth of 0.05 to better constrain the density structure.

The results are shown in Figs. B.2 and B.3. Figure B.2 shows the activity level (upper panel) and variability (lower panel) distributions (black) for K dwarfs and respective sampled values (red). Figure B.3 presents the real K dwarf bivariate KDE (upper panel) and synthetic bivariate KDE (lower panel). The synthetic KDE map follows the empirical map very closely and all the major structures are present in the map.