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Rokgi Hong 1, Jinseok Park 2, Seongju Jang 1, Hyungjin Shin 3, Hakkwan Kim 4 and Inhong Song 5,*

1 Department of Rural Systems Engineering, Seoul National University, Seoul 08826, Korea; hrocky125@snu.ac.kr (R.H.); wkdtjdwv@snu.ac.kr (S.J.)
2 Department of Rural Systems Engineering, Global Smart Farm Convergence Major, Seoul National University, Seoul 08826, Korea; oneland111@snu.ac.kr
3 Rural Research Institute, Korea Rural Community Corporation, Ansan 15634, Korea; shjin@ekr.or.kr
4 Graduate School of International Agricultural Technology, Institutes of Green Bio Science and Technology, Seoul National University, Pyeongchang 25354, Korea; hkkimbest@snu.ac.kr
5 Department of Rural Systems Engineering, Global Smart Farm Convergence Major, Research Institute of Agriculture and Life Sciences, Seoul National University, Seoul 08826, Korea

* Correspondence: inhongs@snu.ac.kr; Tel.: +82-2-880-4581

Abstract: The boundary extraction of an object from remote sensing imagery has been an important issue in the field of research. The automation of farmland boundary extraction is particularly in demand for rapid updates of the digital farm maps in Korea. This study aimed to develop a boundary extraction algorithm by systematically reconstructing a series of computational and mathematical methods, including the Suzuki85 algorithm, Canny edge detection, and Hough transform. Since most irregular farmlands in Korea have been consolidated into large rectangular arrangements for agricultural productivity, the boundary between two adjacent land parcels was assumed to be a straight line. The developed algorithm was applied over six different study sites to evaluate its performance at the boundary level and sectional area level. The correctness, completeness, and quality of the extracted boundaries were approximately 80.7%, 79.7%, and 67.0%, at the boundary level, and 89.7%, 90.0%, and 81.6%, at the area-based level, respectively. These performances are comparable with the results of previous studies on similar subjects; thus, this algorithm can be used for land parcel boundary extraction. The developed algorithm tended to subdivide land parcels for distinctive features, such as greenhouse structures or isolated irregular land parcels within the land blocks. The developed algorithm is currently applicable only to regularly arranged land parcels, and further study coupled with a decision tree or artificial intelligence may allow for boundary extraction from irregularly shaped land parcels.
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1. Introduction

Extracting object boundaries from remote sensing imagery has been applied to various fields, such as land planning [1], census studies [2], and cadastral map production [3,4]. In particular, accurate and up-to-date spatial analysis in agricultural areas is critical in terms of crop harvest management, resource planning, etc. Conventional methods based on extensive field investigation and manual analysis of images are time-consuming and costly. Automated analysis techniques based on remote sensing provide a cost-effective and efficient alternative, as they enable detailed investigation of a large area. Accordingly, the automation of the boundary extraction of object features has drawn attention from the various research fields of the environment, architecture, and agriculture.

The pixel level classification of remote sensing imagery is insufficient to meet practical applications with the rapid advances in remote sensing technology. Additional boundary-
based approaches that have the advantages of linking segmented objects to a database directly can improve the efficiency of image processing if used in combination with pixel-based processing. Several studies have been conducted to extract the boundaries of objects from remote sensing images and can be grouped into the three categories: edge-based, region-based, and artificial neural network (ANN)-based methods.

Edge-based methods adopt image filters to extract the object’s edge by detecting abrupt gradient changes. Paravolidakis et al. [5] developed an automated coastline extraction method through edge reinforcement using Gaussian filtering and region segmentation based on K-means clustering. Turkar et al. [6] extracted sub-boundaries within existing agricultural fields from remote sensing imagery using Canny edge detection and perceptual grouping. Yan et al. [7] extracted a crop field from a multi-temporal web enabled Landsat data (WELD) using a watershed algorithm. Cho et al. [8] used an extended-$\chi$ algorithm and Delaunay triangles to extract building boundaries from aerial radar images. Lee et al. [9] applied various normalization methods to straight- and curved-line elements constituting the boundaries of buildings from aerial images with aerial light detection and ranging (LiDAR) data to extract building boundaries according to digital map production standards. However, these methods have a limitation in that the extracted boundary responds sensitively to the filter types.

Region-based methods were used to delineate a region with specific characteristics using textural properties. Segl et al. [10] detected small objects, such as buildings, from high-resolution panchromatic satellite imagery by adjusting the threshold values. Da Costa et al. [11] extracted vine parcels from high resolution remote sensed (HRRS) imagery based on the textural properties. Region-based methods can be problematic when the extracted boundaries are highly dependent on the selected parameters.

ANN-based methods create boundaries based on the ANN architecture trained with the existing boundary data. Yang et al. [12] proposed a novel end-to-end edge-aware network (EANet) and an edge-aware loss for obtaining accurate building boundaries from aerial images. Rabbi et al. [13] used various detector networks in an end-to-end manner where the detector loss was back-propagated into an edge-enhanced super-resolution generative adversarial network (GAN) to improve the object detection performance. Nguyen et al. [14] used a super-resolution-based snake model for large-scale building extraction using high-resolution LiDAR data and optical images.

Several studies have also been conducted in agricultural areas to extract boundaries by applying deductive methodologies of image filters and active contours [15,16], or by delineating vegetation zones through the use of spectral indices of the normalized difference vegetation index (NDVI) and normalized difference water index (NDWI) [17–19]. However, these studies extracted boundaries by grouping individual pixels with similar properties rather than extracting boundary polygons with connected segment elements. For the applications to cadastral map production and artificial intelligence-based land cover classification [20,21], it is advantageous to extract boundaries of polygon type over the pixel aggregation. Object boundary-based classification can improve the accuracy of pixel-based land cover classification. Recently, studies to extract parcel boundaries using machine learning approaches are actively being conducted [22,23].

The objective of this study is to develop an algorithm to extract agricultural parcel boundaries in a polygon shape from aerial imagery. As a single algorithm application is insufficient for precise boundary extraction due to the similarities in the optical properties among various land cover types, we focused on a set of individual deductive algorithms with respective advantages in boundary extraction. The Suzuki85 algorithm [24], which can extract a boundary polygon of an object from a binary image, may be useful in extracting object boundaries distinguished from the background clearly. For more detailed object extraction, filter-based algorithms, such as Canny edge detection [25] can be applied but require special caution with edge erosion issues due to Gaussian filtration. Most land-consolidated paddies and uplands form a regular arrangement separated by approximate straight lines, which can be extracted by the Hough transform [26]. We developed an algo-
rithm for parcel boundary extraction by combining these conventional algorithms. Accuracy measures were calculated based on the reference boundaries and extracted boundaries over the six study sites to evaluate the algorithm’s performance.

2. Development of a Cropland Boundary Extraction Algorithm

2.1. Algorithm Components

This study’s primary goal was to develop an algorithm that automatically extracts parcel boundaries from aerial imagery. In images where objects are clearly distinguishable from the background, object boundary extraction can result in correct land parcel delineation, even with a single application of a specific algorithm. However, for aerial imagery of paddies and uplands, it is challenging to derive correct land parcel results with only a single algorithm due to the similarity of the image characteristics and the land distribution patterns. Therefore, it is necessary to use a set of algorithms that effectively delineate the agricultural land parcel boundaries.

2.1.1. Image Contour and Suzuki85 Algorithm

The contour of an object can be defined as a series of pixels among the object area’s pixels, which are adjacent to the background area. Generally, the outermost pixel of a white object in a black background is identified as the outline. In the case of a hole—a black area that lies within a white object area—object pixels surrounding the hole can also be detected as outlines. Thus, the outline of an object can be divided into outer and inner parts. By applying these definitions to an image, an image contour can be defined as the boundary of an area with the same color or color intensity within an image.

The outline of an object can be represented by a series of points and, thus, saved in the form of a list of linked points using contour detection algorithms, such as the square tracing algorithm [27], Moore-Neighbor tracing [28], radial sweep [29], and Theo Pavlidis’ algorithm [30]. Specifically, the Suzuki85 algorithm is based on a contour detection function in an open-source library supported by OpenCV [31]. However, the detection of contours with a raw image is ineffective as the individual pixels have different digital values. Thus, original images must be simplified for contour extraction efficiency by converting the pixel values into a binary format by applying a certain threshold value. The Suzuki85 algorithm sets a starting point of a contour by searching each row of a binary image and constructs contours by performing repeated recursive searches of adjacent points in both clockwise and counterclockwise directions [24,32].

2.1.2. Canny Edge Detection

Canny edge detection, developed by John F. Canny in 1986, is one of the most widely used edge detection algorithms. This algorithm includes a series of noise reduction processes, finding intensity gradients, non-maximum suppression, and hysteresis thresholding [25].

As edge detection is sensitive to image noise, a Gaussian filter can be used to reduce noises. In this study, a \((2k + 1) \times (2k + 1)\) Gaussian kernel was used, as presented in Equation (1) [33]:

\[
G_{ij} = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(i-(k+1))^2 + (j-(k+1))^2}{2\sigma^2}} ; 1 \leq i, j \leq 2k + 1,
\]

\(1\)
where $G_{ij}$ is the $(i, j)$ element of the Gaussian kernel, and $\sigma$ is the standard deviation of the Gaussian kernel elements. The larger the Gaussian kernel size, the lower the detector’s sensitivity to noise. A $5 \times 5$ size kernel ($\sigma = 1.4$) was applied as presented in matrix (2):

$$
G = \frac{1}{159}
\begin{bmatrix}
2 & 4 & 5 & 4 & 2 \\
4 & 9 & 12 & 9 & 4 \\
5 & 12 & 15 & 12 & 5 \\
4 & 9 & 12 & 9 & 4 \\
2 & 4 & 5 & 4 & 2 
\end{bmatrix}.
$$

By operating Equation (3) on each pixel of the image, Gaussian blurs were processed, and any noise was removed. The weight decreases as the distance $(u, v)$ between the central position $(x, y)$ of the kernel and the kernel position $(x + u, y + v)$ increases.

$$
M_{xy} = (f \otimes G)_{xy} = \sum_{W} f_{x+u, y+v} \cdot G_{uv},
$$

where $M_{xy}$ is the element of the processed image from the data matrix $f$.

The gradient of the image in which the noise has been removed by a Gaussian filter was calculated by applying $3 \times 3$ size $x$- and $y$-direction Sobel kernels obtained [34] (matrix (4)):

$$
G_x = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1 
\end{bmatrix},
G_y = \begin{bmatrix}
1 & 2 & 1 \\
0 & 0 & 0 \\
-1 & -2 & -1 
\end{bmatrix},
$$

where $G_x$ and $G_y$ are the $x$- and $y$-directions of the Sobel kernel, respectively. The filter was applied using Equation (3) similarly to the Gaussian filter.

After that, the edge gradient and direction of each pixel were calculated using Equations (5) and (6):

$$
G = \sqrt{G_x^2 + G_y^2},
$$

$$
\theta = \tan^{-1}\left(\frac{G_y}{G_x}\right),
$$

where $G$ is the edge gradient of each pixel, and $\theta$ is the direction of the edge gradient. The entire image was searched in the gradient’s direction to find pixels with the maximum value of the gradient values, representing the edge. Pixels with smaller values than the maximum were then removed by nullifying those pixels with zero value (Figure 1).

Figure 1. A graphic example of non-maximum suppression, where A, B, and C represent three gradient points. If the value at point A is the largest, then A becomes an edge pixel, and points B and C are nullified.
Hysteresis thresholding was used to determine whether the result of non-maximum suppression represents a definite edge. Two threshold values were set as the ‘high’ and ‘low’ thresholds. Edges composed of pixels with values greater than the ‘high’ threshold were considered as valid, while edges with values smaller than the ‘low’ threshold were thought to be invalid and, thus, removed. When a pixel value was between the ‘high’ and ‘low’ thresholds, the edges were valid only if connected to a pixel with a value above the ‘high’ threshold.

2.1.3. Hough Transform

The Hough transform is a method to extract straight lines by finding correlations between specific points on a Cartesian coordinate plane in digital image processing [35]. In the Cartesian coordinate system, a straight line with slope $m$ and $y$-intercept $b$ can be uniquely expressed as Equation (7):

$$ y = mx + b, $$

where $m$ represents the line slope in the Cartesian coordinates and $b$ is the $y$-intercept of the line. This straight line can be expressed as the coordinates $(b, m)$ in the parameter space. However, a straight line in the form $x = \text{constant}$ causes divergences and the slope parameter $m$ becomes infinity. Therefore, for computational reasons, Richard and Peter [36] proposed using a Hessian standard form as

$$ \rho = x \cos \theta + y \sin \theta, $$

where $\rho$ is the distance between the origin and the line and $\theta$ is the radius angle of the line’s normal vector.

When the graph representing Equation (7) for a pair of points $(x_1, y_1)$ and $(x_2, y_2)$ is plotted in Hough space, it becomes a sinusoidal curve (Figure 2), which represents all straight lines passing through $(x_0, y_0)$. When applied to all possible pairs of points, the number of graphs passing through the intersection of sinusoidal curves in Hough space indicates the number of points on a straight line. In other words, the junction of $n$ curves at a single point in Hough space indicates $n$ number of points on a straight line in the Cartesian coordinates.

![Figure 2. Graphic illustration of a Hough transform.](image)

Therefore, detecting a straight line is possible by obtaining the $(\rho, \theta)$ of a straight line passing through any two points $(x_i, y_i)$ and $(x_j, y_j); i \neq j$ in the point set $S = \{(x_i, y_i)\}; i \in \mathbb{N}$ of the binary image, and by determining that $(\rho, \theta)$ appearing with a high frequency is a real straight line.

2.2. Development of a Parcel Boundary Extraction Algorithm

The developed parcel boundary extraction algorithm consisted of image splitting, parcel contour detection, and image merging (Figure 3).
Orthographic imageries of the study area obtained from the National Geographic Information Institute (NGII) in Korea were used as input data. These are public data produced through both geometric and orthometric correction of aerial photographs under ‘Regulations on Aerial Photography Work (Notification No. 2016-2609 of NGII)’ and ‘Regulations on Imagery Map Production (Notification No. 2016-429 of NGII)’.

The resolution of the orthographic imagery was 51 cm/pixel. Block-level contours were detected using the Suzuki85 algorithm. Most consolidated paddies and uplands had a regular arrangement in the rectangular form. Thus, based on the assumption that the boundaries dividing the parcels are composed of straight lines, the Hough transform was applied to detect parcel-level edges as straight-line forms. These were extended to block-level contours. The Suzuki85 algorithm was reapplied to derive results grouped in list data structure by the parcel contours.

2.2.1. Image Splitting and Merging

Contour extraction and edge detection algorithms were used to extract high gradient values compared to the overall image characteristics. Thus, these algorithms work better in edge extraction when applied to narrow areas rather than extensive areas. These deductive algorithms also tend to be more sensitive to the distinguishable boundaries from the surrounding land, such as mountains, residential areas, and roads, compared with the boundaries of agricultural land, such as paddies and uplands. Therefore, it is advantageous to apply the algorithm to segmented images of an appropriate size to extract the land parcel boundaries.

As shown in Figure 3, the block-level contours were extracted first, and then the edges of the inner land parcels were suppressed and extended to the block boundaries. Comparisons between the block-level contours and internal edge list array were made repeatedly to check their match. Another advantage of the use of split image segments was the reduction of the comparison operations to increase the algorithm’s computational efficiency.

In this study, original aerial imagery was split into several segments of the same size before applying the algorithms. This was because division to the same sized pieces allowed consistent results over the entire image points when using a fixed threshold value. The original image was divided into approximately 1024 pixels size in width and height, as
specified in the algorithm. After the edge detections were performed on each segmented image, the entire segmented images were re-merged.

2.2.2. Block-Level Contour Extraction

To extract the contours representing block-level boundaries, an image was converted into 8-bit grayscale according to the YCbCr color space model by applying Equation (9) [37]. The Y component of this color space, which is the same with the YIQ and YUV models, is used widely in grayscale representation. Then the grayscale was converted to 1-bit monochrome (Figure 4b) using a threshold value (Equation (10)):  

\[
Y_{xy} = 0.299R_{xy} + 0.587G_{xy} + 0.114B_{xy}, \quad (9)
\]

\[
BI_{xy} = \begin{cases} 
0 & ; \mu_{xy} < T \\
255 & ; \mu_{xy} \geq T 
\end{cases}, \quad (10)
\]

where \(Y_{xy}\) is the luma value (grayscale level) at point \((x, y)\); \(T\) is the threshold value for image binarization; \(R_{xy}, G_{xy}\), and \(B_{xy}\) are the red, green, and blue components at point \((x, y)\) in the red, green, and blue (RGB) image, respectively; and \(BI_{xy}\) is the value at point \((x, y)\) in the binary image.

![Figure 4](image-url)  

**Figure 4.** Block-level contour extraction steps from (a) the original image, (b) binary image, (c) unprocessed contours, and (d) processed contours. Red lines represent the block-level contours.
When a fixed value is applied to the binarization process threshold, the threshold setting can be out of range for a particular circumstance that causes process errors. To solve this problem, threshold values for the binarization of segmented images were determined in such a way that the intra-class variance (Equation (11)) was minimized or inter-class variance (Equation (12)) was maximized between classes when the image pixels were classified into two categories, as described by Otsu’s method [38]. Although minimizing intra-class variance is mathematically similar to maximizing inter-class variance, it is computationally efficient to apply Equation (12).

\[
\text{Intra-class variance} = \alpha \sigma_1^2 + \beta \sigma_2^2, \quad (11)
\]

\[
\text{Inter-class variance} = \alpha \beta (\mu_1 - \mu_2)^2, \quad (12)
\]

where \(\alpha\) represents the number of pixels with a value smaller than the threshold, \(\beta\) is the number of pixels with a value greater than the threshold, and \(\mu_1\) and \(\sigma_1\) are the average and variance values for pixels smaller than the threshold, while \(\mu_2\) and \(\sigma_2\) are for pixels greater than the threshold, respectively.

The image was then binarized systematically based on the threshold, determined with Equation (12), which maximizes the inter-class variance. After that, block-level contours were extracted using the Suzuki85 algorithm (Figure 4c).

As shown in Figure 4c, all contour lines were extracted without a hierarchy relationship. A minimum number of pixels to draw a contour line was applied to extract the block boundaries while minimizing the computational memory usage.

The contours extracted from the image contained detailed coordinate information regarding the shape of objects. These contours were simplified into polygons by removing redundant coordinates using the Ramer–Douglas–Peuker algorithm [39, 40]. All extracted contours were pruned into more straightforward object boundaries by using the maximum distance limit around 0.0001. The final contour line was determined as the inner area of a contour approximated to the image block’s size (Figure 4d).

### 2.2.3. Parcel-Level Edge Extraction from Block-Level Contours

The Canny edge detection algorithm was applied to the grayscale images obtained from Equation (9) (Figure 5a). For paddies and uplands, sensitive edge extraction was required, as both showed a similar intensity in grayscale images. Therefore, a minimum Sobel kernel of \(3 \times 3\) was applied to the gradient calculation (Equation (4)). The values of 80 and 240 were respectively used as low and high hysteresis thresholds through repeated trial and error applications.

The Hough transform was used to extract the parcel edges within the block. Although the Hough transform can be applied to the entirety of pixels within a block, a probabilistic Hough transform that performs a Hough transform on pixels randomly extracted from all target pixels was adopted in this study for computational efficiency. This was because the entire pixel application becomes rapidly inefficient with the increase in image size.

An edge detection resolution of 1-pixel length and 1° angle was set in converting the line segment from the Cartesian coordinate to the Hough domain. Edges with a size less than 25 pixels or within 3 pixels of a mutual distance were ignored, while edges that passed through more than 60 valid pixels were determined as valid.

### 2.2.4. Parcel Contour Extraction

A specific parcel boundary within a block was extracted by extending a line segment from the Hough transform process to the block contours. The hierarchical relationship between the edges and contours was identified using a ray casting algorithm [41] in combination with a type of inside-polygon test [42] for all pairs of block-level contours and edges within the segment. An arbitrary ray was constructed to cast at a point and determined as the point lying within the contour when the ray meets the contour polygon an odd number of times. The link between the determined points became the parcel and
was extended to the contour when both endpoints of the link were within the same block contour. In other words, the edge of either end that was not included in the same block contour was removed (Figure 5b).

Figure 5. Parcel-level edge extraction including (a) Canny edge detection, (b) initial internal edge detection, (c) noise cancelling, and (d) density regulation. Red lines represent the block-level contours, while blue lines represent the parcel edges.

To remove noises that did not match the parcel arrangement direction of the inner edges, the angular range $[0, \pi]$ was divided by $\frac{\pi}{18}$ rad intervals and the number of edges of each range was determined by calculating all edges’ angles. Based on the regularity of parcel arrangement, only the edges along the direction of the majority of the angular range remained and the other edges with deviated angles were removed (Figure 5c).

The line density was then adjusted by overlapping the inner edges with similar inclinations. The distances of $AA'$ and $BB'$ between both the ends of the two edges $AB$ and $A'B'$ were calculated (Figure 6), and one edge was removed if both distance values $(AA', BB')$ were smaller than 5 pixels (Figure 5d). The number of 5 pixels was determined based on trial and error in order to eliminate the redundant finer boundaries as the given resolution of the images used in this study.
The density regulation method.

The Suzuki85 algorithm was then applied once more to finalize the valid block-level contours and parcel-level edges (Figure 7b). Thereby, all the extracted block-level and parcel-level edges eventually became the parcel-level boundaries, and their coordinate information was stored (Figure 7c).

3. Assessment of Developed Boundary Extraction Algorithm

3.1. Study Site

The hues of aerial imagery may vary depending on the surface cover conditions or aerial photographing times. Images of various surface cover conditions are required to evaluate the developed algorithm’s performance in extracting parcel boundaries from aerial images. In this study, six evaluation areas were selected based on the distribution of land parcels, such as paddies, uplands, and greenhouses as well as surface color hues (Figure 8), as edge extraction is highly influenced by the image characteristics of the objects.
Figure 8. Location of the six selected study sites.

The study sites with various surface hues (corn-silk, khaki, brown, green, corn-silk and green, and olive) were selected (Figure 9) to verify the applicability of the developed algorithm for a range of different aerial images. In particular, Hwasun, with two different surface hues of corn-silk and green, was included as a study site, since a non-maximum suppression process (Figure 1) through gradient operation tends to be affected heavily by the entire image colors.

Figure 9. Orthographic imagery of selected study sites with their respective surface colors.

The study sites with different land cover types were also selected to evaluate the boundary extraction. All the study sites included paddy and upland as the primary land cover, while the two sites of Hwasun and Miryang were chosen to assess the effect of greenhouse areas on parcel extraction (Figure 10).
3.2. Parcel Boundary Extraction

As shown in Figure 11, the boundaries between paddy and upland in the original imagery were matched well with the boundaries extracted by the developed algorithm for all the study sites. Although there were rare cases that omitted the boundaries between the parcels with very similar colors, the developed algorithm demonstrated good performance in boundary extraction regardless of the surface color hues, indicating the applicability for different soil colors and aerial photography time.

Figure 10. Orthographic imagery of the primary land cover types of the study sites.

Figure 11. Orthographic imagery and the parcel contour extraction results for paddies and uplands.
There are some parcel boundaries that are polyline, arc, and curved line due to various environmental and artificial factors. Thus, some anomalies between a straight line through the Hough transform and the actual parcel boundary shape appeared. The first anomaly was finely broken lines that resulted from farm entry road features (Figure 12a). This can be approximated to a straight line of rectangular boundaries by the density regulation of the parcel contour extraction process. The second anomaly was over-divided boundaries (white lines in Figure 12b). This case was rather rare and occurred when isolated curved features, such as forests or unconsolidated small segments existed within the block-level boundary. Most of these features can be removed by the noise removing process, as described in Section 2.2.4. The third anomaly was curvilinear block-level contours (Figure 12c). This was not affected by the Hough transform and could be well extracted by the Suzuki85 algorithm.

Figure 12. Some anomalies resulted from the Hough transform: (a) boundaries approximated into a rectangle, (b) over-divided boundaries by internal island-shape, and (c) curvilinear block-level boundaries.

The developed algorithm also performed well in extracting parcel boundaries for the sites with greenhouses by clearly differentiating greenhouses from paddies and uplands (Figure 13). However, the parcels with greenhouses tended to be dissected further with individual greenhouse structures as independent parcels. This is because distinctive greenhouse structures are aligned in parallel to the long side of a land parcel, and thereby the algorithm tends to render individual greenhouses recognizable as independent land parcels. Considering the unique and regular appearance of greenhouses, the identification of an individual greenhouse as a parcel may be agreeable or multiple structures may be merged into a single parcel with an additional algorithm in the future.

3.3. Boundary Extraction Accuracy Assessment

An official farm map was used as the reference land parcel boundary data for the algorithm performance assessment. The farm map is the electronic version of the national farmland registration provided by the Ministry of Agriculture, Food and Rural Affairs of Korea. This map was generated and regularly updated by onscreen manual digitizing of farmland information using the aerial photographs and the national cadastral map along...
with extensive field inspection for verification. Four different major farm categories of paddies, uplands, orchards, and greenhouses were established in the farm map as the shape data.

![Extracted boundary and Reference boundary](image)

**Figure 13.** Parcel boundary extraction for greenhouse sites of (a) Miryang and (b) Hwasun (left and right are the original and boundary extracted images for the respective sites).

The algorithm’s parcel boundary extraction performance was evaluated in two aspects: the boundaries themselves and the sections formed by the boundaries.

3.3.1. Matching the Extracted Boundaries with the Reference Boundaries

The boundary of a parcel extracted by the developed algorithm must match with the respective boundary in the farm map for the evaluation of the model accuracy. For this, the maximum overlap area method was applied to compute the coincidence degree \( O_{ij} \) between two boundaries consisting of all the extracted and the reference boundaries [43]:

\[
O_{ij} = \frac{1}{2} \left( \frac{A_{ei,j} \cap A_{r,i,j}}{A_{e,i,j}} + \frac{A_{ei,j} \cap A_{r,i,j}}{A_{r,i,j}} \right),
\]

where \( A_{e,i,j} \) denotes the area of the \( i \)th extracted boundary, \( A_{r,i,j} \) is the area of the \( j \)th reference boundary. The one with the maximum coincidence degree among the extracted boundaries was matched to the respective reference boundary.

3.3.2. Boundary Level Accuracy Assessments

The extracted boundaries were assessed quantitatively by applying a buffer overlay method [44–46]. When the extracted boundaries are overlaid to the buffer around the reference boundaries, the overlapping ones on the buffer are true positive (TP), otherwise FP. Similarly, by overlaying the reference boundaries on the buffer around the extracted boundaries, true negative (TN) and false negative (FN) were determined. TP, FP, FN, and TN are demonstrated in Table 1 and Figure 14 [47].

**Table 1.** Definitions of true positive, false positive, false negative, and true negative results regarding the extracted results and the reference.

| Reference  | Extracted Results        | Negative                |
|------------|--------------------------|-------------------------|
| Positive   | True positive (TP, correct) | False negative (FN, missed) |
| Negative   | False positive (FP, false)| True negative (TN)       |
Figure 14. Graphic representation of the TP, FP, and FN boundaries adopted from [47]: (a) extracted boundary (blue line) overlaid on buffer (yellow) around the reference boundary, and (b) reference boundary (purple line) overlaid on buffer (cyan) around the extracted boundary.

The International Association on Assessing Officers (IAAO) proposed a buffer width limit of 2.4 m for sufficient accuracy in the boundaries of rural areas [48]. A buffer width of 2.0 m was used in this study. TP, FP, and FN were calculated by converting the extracted (or reference) polygon boundaries into line features and overlaying this on the buffer of the paired reference (or extracted) boundaries. The calculated lengths of TP, FP, and FN were then used to evaluate the completeness, correctness, and quality of the extracted boundaries using Equations (14)–(16):

\[
\text{Correctness} = \frac{TP}{TP + FP}, \quad (14)
\]

\[
\text{Completeness} = \frac{TP}{TP + FN}, \quad (15)
\]

\[
\text{Quality} = \frac{TP}{TP + FP + FN}, \quad (16)
\]

Each indicator has a value between 0 and 1, and the closer to 1, the better the algorithm’s performance. The correctness, completeness, and quality of the extracted boundaries were calculated for the entire parcels of the respective study sites and are presented in Table 2.

Table 2. The correctness, completeness, and quality of the extracted boundaries.

| Study Site | Correctness (%) | Completeness (%) | Quality (%) |
|------------|-----------------|------------------|-------------|
| Ganghwa    | 82.8            | 82.7             | 70.6        |
| Asan       | 80.9            | 79.9             | 67.3        |
| Seocheon   | 83.9            | 83.4             | 71.9        |
| Gimje      | 81.4            | 81.0             | 68.3        |
| Hwasun     | 77.2            | 73.9             | 60.6        |
| Miryang    | 77.6            | 77.4             | 63.3        |
| Mean       | 80.7            | 79.7             | 67.0        |

In general, correctness showed a greater value compared with completeness, which is expected because the reference boundaries better reflect the non-smooth curves of reality. In particular, the correctness, completeness, and quality for the Hwasun and Miryang sites, which included greater areas of greenhouses, appeared to be relatively low. Greenhouses have distinctive image characteristics compared to paddies and uplands that lead to clear identification and more subdivision of the boundaries between greenhouses compared
with the reference boundaries (Figure 13). This was the primary reason for the high rates of FP and FN, resulting in smaller values of quality of the extracted boundaries. The mean correctness, completeness, and quality over the six study sites were 80.7%, 79.7%, and 67.0%, respectively. Considering the previous study results with the respective values of 73.3%, 73.0%, and 59.7% by Khadanga et al. [17], the developed algorithm performed reasonably well in boundary extraction.

3.3.3. Section Level Accuracy Assessments

To analyze the developed algorithm’s accuracy on the section level, two measures in terms of the area and the number of extracted boundaries were applied. These measures are methods that can be used to analyze the accuracy of single feature extraction, such as boundary extraction based on object-based image analysis (OBIA) [43].

The area-based accuracy assessment method measured the correctness, completeness, and quality of the extracted boundaries. These were calculated using Equations (14)–(16) for the entire parcels based on the results exemplified in Table 1 and Figure 15.

![Figure 15. Graphic representation of the correct, missed, and false areas for the matched reference and extracted boundaries.](image)

The correctness, completeness, and quality of the extracted sections were calculated for the entire parcels of the respective study sites and are presented in Table 3.

| Study Site | Total Area of Parcels (m²) | Correctness (%) | Completeness (%) | Quality (%) |
|------------|---------------------------|-----------------|------------------|-------------|
|            | Reference | Extracted | Correct |               |             |             |             |
| Ganghwa    | 6,809,013 | 6,839,701 | 6,213,570 | 90.8          | 91.3        | 83.6        |
| Asan       | 10,480,100| 10,600,606| 9,493,488 | 89.6          | 90.6        | 81.9        |
| Seocheon   | 5,172,362 | 5,191,725 | 4,672,918 | 90.0          | 90.3        | 82.1        |
| Gimje      | 4,335,019 | 4,344,432 | 3,991,849 | 91.9          | 92.1        | 85.2        |
| Hwasun     | 5,607,757 | 5,613,631 | 4,895,097 | 87.2          | 87.3        | 77.4        |
| Miryang    | 5,145,164 | 5,142,539 | 4,558,913 | 88.7          | 88.6        | 79.6        |

Mean  | 89.7 | 90.0 | 81.6 |

The mean correctness, completeness, and quality of the area-based assessments were 89.7%, 90.0%, and 81.6%, respectively, indicating good performance of the algorithm. Some of the overly dissected parcels were removed during the density regulation process, while thresholding resulted in a reduction of completeness and quality.
The number-based accuracy assessment method measured the correct, false, and missing rates relying on the number of boundaries. Each measure had a value between 0 and 1, and these were calculated as:

\[
\text{Correct rate} = \frac{N_c}{N_c + N_f},
\]

\[
\text{False rate} = \frac{N_f}{N_c + N_f},
\]

\[
\text{Missing rate} = \frac{N_m}{N_c + N_m},
\]

where \(N_c\), \(N_f\), and \(N_m\) denote the number of correct, false, and missed extracted boundaries. The closer the correct rate was to 1, and the closer to 0 for false and missing rates, the better the algorithm’s performance. The coincidence degree was applied as a criterion for determining whether the extracted boundary was correct, false, or missed. These were determined based on a coincidence degree threshold value of 0.8, and the extracted boundary that was not matched to the reference boundary was determined as false. The correct, false, and missing rates for each study site were calculated based on the number of correct, false, and missed boundaries (Table 4).

**Table 4.** Number-based accuracy measures of the extracted sections.

| Study Site | Number of Parcels | Correct Rate (%) | False Rate (%) | Missing Rate (%) |
|------------|-------------------|------------------|----------------|-----------------|
| Reference  | Correct | False | Missed | Correct | False | Missing |
| Ganghwa    | 2384    | 2113 | 252   | 276    | 89.3  | 10.7   | 11.6  |
| Asan       | 2582    | 2236 | 259   | 275    | 89.6  | 10.4   | 11.0  |
| Seocheon   | 1653    | 1508 | 179   | 144    | 89.4  | 10.6   | 8.7   |
| Gimje      | 1798    | 1617 | 186   | 167    | 89.7  | 10.3   | 9.4   |
| Hwasun     | 2263    | 1903 | 315   | 224    | 85.8  | 14.2   | 10.5  |
| Miryang    | 2619    | 2159 | 347   | 210    | 86.2  | 13.8   | 8.9   |
| Mean       | 2161    | 2133 | 318   | 231    | 88.3  | 11.7   | 10.0  |

The mean values of number-based indicators were 88.3%, 11.7%, and 10.0% for correct, false, and missing rates, respectively. The overall percentage of falsely extracted boundaries was relatively greater for the Hwasun and Miryang sites, which contained greater areas of greenhouses. Scatter plots of the reference areas against the extracted areas were well aligned along the 1:1 line, as shown in Figure 16. However, the sizes of the reference parcel boundary appeared to be consistently greater compared with those of the extracted boundaries for all the study sites. This means that the algorithm tended to subdivide land parcels as compared to the reference area primarily due to the greenhouse structure as aforementioned in Section 3.3.2.

The resulting values of the area- and number-based accuracy measures were comparable with the results of previous studies [17,49,50]. Thus, the developed model can be used to facilitate rapid updates of farm maps through the automation of farmland boundary extraction. However, the current algorithm is only applicable for the regularly arranged land parcels and further development is required for more general applications to non-regular shapes of land, possibly with the help of the artificial intelligence.
4. Conclusions

In an effort to automate parcel boundary extraction from aerial images in agricultural areas, we developed a parcel-level boundary extraction algorithm in this study, and its performance was evaluated over six study sites. The set of computational and mathematical methods used for the developed algorithm include the Suzuki85 algorithm, Canny edge detection, and Hough transform.

As for the match-ness assessment between the extracted and reference boundary, the developed algorithm demonstrated 80.7%, 79.7%, and 67.0% correctness, completeness, and quality, respectively. The area-based accuracy measures of correctness, completeness, and quality were 89.7%, 90.0%, and 81.6%, respectively. These results appeared to be comparable or better when compared with the results of the previous studies, and thus the developed algorithm can be used in farmland parcel boundary extraction.

Since the developed algorithm is based on the assumption that land parcel boundaries are straight lines, a cautious approach should be taken in applications with non-regular shaped land parcels. The developed algorithm tended to subdivide land parcels further when distinctive features, such as greenhouse structures or isolated, were land parcels within the land blocks.

The developed boundary extraction algorithm is currently only applicable to regularly arranged agricultural lands. A wide range of applications is possible by selectively extracting the boundaries of various objects as well as agricultural parcels. For applications beyond the regular shaped boundaries, further study, potentially with a decision tree or artificial intelligence, is needed.

Figure 16. Scatter plots comparing the surface areas from the reference values and extracted values using the developed algorithm for six study sites (a) Ganghwa, (b) Asan, (c) Seocheon, (d) Gimje, (e) Hwasun, and (f) Miryang.
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