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ABSTRACT
Galactic model plays an important role in the microlensing field, not only for analyses of individual events but also for statistics of the ensemble of events. However, the Galactic models used in the field varies, and some are unrealistically simplified. Here we tested three Galactic disc dynamic models, the first is a simple standard model that was widely used in this field, whereas the other two are more realistic taking into account the radial dependence of the velocity dispersion, and in the last model, the asymmetric drift. We found that for a typical lens mass $M_L = 0.5M_\odot$, the more accurate dynamical models predict $\sim 41\%$ or $\sim 27\%$ less long-timescale events ($t_\ell > 300$ days) and $\sim 1\%$ and $\sim 12\%$ more short-timescale events ($t_\ell < 3$ days) than the standard model. Moreover, large Einstein radius ($\theta_E > 1$ mas) and large microlensing parallax ($\pi_E > 0.3$) events are expected to be more common. The more advanced models also have an impact on the total microlensing event rate. This result will also to some degree affect the Bayesian analysis of individual events, so we recommend that modelers should be more careful when choosing the Galactic model. Additionally, we find the asymptotic power-law behaviors in both $\theta_E$ and $\pi_E$ distributions, and we provide a simple model to understand them.
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1 INTRODUCTION
Since the first detection of Gravitational microlensing event in 1993 (Alcock et al. 1993; Udalski et al. 1993), microlensing has become a powerful tool for probing various objects in the Milky Way, such as extrasolar planets beyond the snow line (Mao & Paczynski 1991; Gould & Loeb 1992), binary stars (e.g., An et al. 2002), isolated black holes (Gould 2000a; Mao et al. 2002; Bennett et al. 2002; Wyrzykowski et al. 2016).

However, the mass measurement of a microlens lens system is challenging. It requires two observables, i.e., any two quantities out of the angular Einstein radius $\theta_E$, the microlens parallax $\pi_E$ and the apparent brightness of the lens system (for more details, see the Introduction section in Zang et al. 2020). If $\theta_E$ and $\pi_E$ are measured, the mass ($M_L$) of the lens object can be uniquely derived from (Gould 2000b)

$$M_L = \frac{\theta_E}{\kappa \pi_E},$$

where $\kappa = 4G/(c^2 AU) \approx 8.144$ mas/M$_\odot$ is a constant, AU represents the astronomical unit. Unfortunately, $\theta_E$ and $\pi_E$ are both high-order parameters and usually unobservable, and measurements of the lens light require a $\geq 10$ years wait to resolve the lens and source by high-resolution images. This is, however, infeasible for dark lenses such as free-floating planets and black holes.

In most microlensing events, the only available parameter that can be retrieved directly from the observation is what is called the microlensing timescale,

$$t_E = \sqrt{\frac{4GM_L}{c^2} \frac{D_L(D_S - D_L)}{D_S} \frac{1}{V_T}},$$

where $V_T$ is the relative tangential velocity of the lens and source. Obviously, the physical parameters $M_L$, $D_L$, $D_S$ and $V_T$ are all degenerate. In this case, the only way to obtain these parameters for an individual event is Bayesian analysis (e.g., Beaulieu et al. 2006) and a Galactic model (GM) as the prior is essential for the analysis.

Since microlensing observations are independent of the lens light, it can detect dark objects like free-floating planets (FFP) and isolated neutron stars (NS) and black holes (BH). For free-floating planet candidates found by Sumi et al. (2011), $t_E$ is the only observable. Some other FFP candidates like OGLE-2016-BLG-1540 (Mróz et al. 2018), OGLE-2012-BLG-1323, and OGLE-2017-BLG-0560 (Mróz et al. 2019), as a result of the strong finite-source effect, their $\theta_E$ are also detectable, while $\pi_E$ is still unknown. These events are believed to be free-floating planets just because of their short timescales ($t_\ell < 2$ days) and/or small $\theta_E$ ($< 40$ mas), which lead to high Bayesian posterior probabilities that the lenses are low mass objects. For neutron star and black hole candidates (Wyrzykowski et al. 2016), $\pi_E$ can be obtained from the light curve thanks to their long timescale ($t_\ell \geq 100$ days) and the Earth motion, but $\theta_E$ remains unknown. The reason that the authors argue they are NS or BH candidates is still their Bayesian posterior. In these identification procedures, a Galactic model is essential to be utilized as prior knowledge.

In addition to individual events, Galactic model also plays a crucial role in microlensing predictions and statistics. For prediction or simulation works, Kiraga & Paczynski (1994) concludes that the microlensing event rate is $F \approx 12$ per year per $10^9$ stars monitored;
Gould (2000a) says about 20% microlensing events are caused by stellar remnants (white dwarfs, neutron stars and black holes); Han (2008) find that if the limiting magnitude is \( V_{\text{lim}} < 18 \), there will be \( \Gamma = 23 \) near-by (all-sky, without the Galactic bulge) microlensing events per year. For statistical works, Suzuki et al. (2018) shows that microlensing results challenge the core accretion planet formation theory. All these works are based or partly based on a Galactic model (whatever it is).

Therefore, the Galactic model is strongly connected with not only analysis of individual events but also prediction and statistics of ensemble events. However, up to date, the models used in this field are diverse, some are simple while some are complex. For example, in Zhu et al. (2017) (Zhu17), the Galactic model only contains two components, a disc and a bulge (bar). The dynamics is also simple, in the bulge the velocity of stars follows a three-dimensional Gaussian distribution, and in the disc, stars have a constant velocity dispersion from a constant rotation speed. In Han & Gould (1995) and Han & Gould (2003), a bulge and two disc components are considered, but the velocity distribution is similar to that in Zhu17 and is also unrelated to the position. In Bennett et al. (2014), they considered four Galactic components, a bar, a spheroidal stellar halo, a thin and a thick disc (Robin et al. 2003). Even though they considered seven stellar populations, the velocity distribution of each population is still Gaussian and similar to Zhu17 except they set a cutoff escape velocity. In Lam et al. (2020), they made use of Galaxia (Sharma et al. 2011) as their Galactic model. It is more complex and includes not only three disc components but also a spheroidal halo and a bulge. Their stellar dynamics contains many details in the real Milky Way, like radial dependence and asymmetric drift of the disc. For more information, see Table 1-3 in Sharma et al. (2011).

Despite the diverse Galactic model selections, there is little current work that directly compares different models and discusses how they affect the results. Koshimoto & Bennett (2019) and Shan et al. (2019) have done some comparisons, but the models they used are still somehow a combination of the previous simple models. Therefore it is still unknown to what degree simple models are effective and how complex models change or improve the results. In this paper, we introduce two simple but more realistic models, one is a modified Zhu17 model that considers the radial dependence of the velocity dispersions, and the other is based on the Shu distribution function (Shu 1969) which employs the asymmetric drift in the disc velocity dispersion. We compare these two models with the standard zhu model that considers the radial dependence of the velocity dispersion in the disc, the bulge the velocity of stars follows a three-dimensional Gaussian distribution, and the other is based on the Shu distribution function which employs the asymmetric drift in the disc velocity dispersion.

The structure of the paper is as follows: The models and some algorithm details are described in the next section. The simulation and Bayesian analysis results are presented in Section 3, and the discussion and conclusion are given in Section 4.

### 2 METHODS

#### 2.1 Background

For a microlensing event, the angular Einstein radius is (e.g., Gould 2000b; Mao 2012)

\[ \theta_E = \sqrt{\frac{\mu_L \pi_{\text{rel}}}{\kappa}}, \quad \pi_{\text{rel}} = A_U \left( \frac{1}{D_L} - \frac{1}{D_S} \right). \]

The microlensing timescale \( t_E \) is needed to cross an Einstein radius due to the relative motion between the lens and the source,

\[ t_E = \frac{\theta_E}{\mu_{\text{rel}}}, \]

where \( \mu_{\text{rel}} \) is the relative proper motion. The microlensing parallax is

\[ \pi_E = \frac{\pi_{\text{rel}}}{\theta_E}, \quad \pi_E = |\pi_E| = \frac{\theta_{E}}{\theta_E}, \]

where \( \pi_E \) is the direction of the relative proper motion between the lens and the source.

In a specific time interval and for a specific direction, the number of microlensing events (event rate \( \Gamma \)) is proportional to the angular area \( \pi \theta_E^2 \) and is inversely proportional to the time scale \( t_E \).

\[ \Gamma \propto \frac{\theta_E^2}{t_E} D_L^2 D_S^2 \gamma(D_S) = \theta_{E} \mu_{\text{rel}} D_L^2 D_S^2 \gamma(D_S). \]

Here \( D_L^2 \) and \( D_S^2 \) are factors that account for the increase of the number of source and lens stars with the distance, and \( \gamma(D_S) \) is a function that describes how the number of detectable sources varies from \( D_S \) (Kiraga & Paczynski 1994). All simulated events should be weighted by the event rate, for event \( i \) the weight is

\[ w_i = \Gamma_i \propto \theta_{E,i} \mu_{\text{rel},i} D_L^2 D_S^2 \gamma(D_{S,i}). \]

#### 2.2 Models

To generate a microlensing event, the information of the source \( (D_S, \mu_S) \) and the lens \( (D_L, \mu_L, \mu_f) \) is needed, where \( \mu_L \) and \( \mu_S \) are the proper motion of the lens and source, respectively. This information can be retrieved through a given Galactic model. A Galactic model can be described in three parts, the density profile, the velocity distribution, and the mass function (MF). The Galactic density model we adopt basically follows Zhu et al. (2017). The density profile includes two components, a bar (bulge) and a disc. The bar’s stellar number density follows (Kent et al. 1991; Dwek et al. 1995)

\[ n_{\text{B}} = n_{\text{B},0} e^{-\frac{1}{2} \left( \left( \frac{x'}{x_{\text{B}}} \right)^2 + \left( \frac{y'}{y_{\text{B}}} \right)^2 + \left( \frac{z'}{z_{\text{B}}} \right)^2 \right)}, \]

where \( x', y' \) and \( z' \) are the positions along the three major axes of the bar, and \( x_{\text{B}}, y_{\text{B}}, z_{\text{B}} \) are the scale length along each axis. The bar angle is taken to be 30° (Cao et al. 2013; Wegg & Gerhard 2013). All the parameters and their values are shown in Table 1. The disc’s stellar number density follows

\[ n_{\text{D}} = n_{\text{D},0} e^{-\frac{R - R_0}{R_d} - \frac{|z|}{z_d}}. \]

Here \( R \) and \( z \) are the galactic cylindrical coordinate components. \( R_d \) and \( z_d \) are the scale length along each axis. \( R_0 = 8.3 \text{ kpc} \) is the position of solar system (Gillessen et al. 2009). The density profile is axisymmetric since it does not depend on the azimuthal angle \( \phi \). The coefficient \( n_{\text{D},0} \) is determined by the local stellar density 0.14 stars/pc^3.

The velocity distributions are different for the two components. In the bulge, the velocity follows a three-dimensional Gaussian distribution,

\[ V_B \sim \exp \left( -\frac{V_x^2}{2\sigma_{B,x}^2} - \frac{V_y^2}{2\sigma_{B,y}^2} - \frac{V_z^2}{2\sigma_{B,z}^2} \right), \]

where the velocity dispersion \( (\sigma_{B,x}, \sigma_{B,y}, \sigma_{B,z}) = (120, 120, 120) \text{ km/s} \) (Zhu et al. 2017).

For the velocity distribution of the disc, we introduce three models listed below.

1) The standard model: This model is the same as the original Zhu et al. (2017) model except for some updates in parameter values.
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velocity distribution of disc stars at any distance follows a Gaussian distribution,

\[ V_\phi \sim N(\overline{V}_\phi, \sigma_{D, \phi}^2), \quad V_z \sim N(\overline{V}_z, \sigma_{D, z}^2), \]

where the velocity dispersions \( \sigma_{D, \phi} \) and \( \sigma_{D, z} \) are constant at any location, and the values are taken to be solar neighborhood values, \((\overline{V}_\phi, \overline{V}_z) = (220, 0) \) km/s and \((\sigma_{D, \phi}, \sigma_{D, z}) = (33, 18) \) km/s.

2) Model B: The mean velocity is still \( \overline{V}_\phi = 220 \) km/s and \( \overline{V}_z = 0 \) km/s anywhere, but the velocity dispersion is a function of the distance from Galactic center \( R \),

\[ \sigma_{D, \phi}(R), \sigma_{D, z}(R) \propto \sqrt{n_D(R)}, \]

or

\[ \sigma_{D, \phi}(R)(\phi, z)(R) = \sigma_{D, \phi}(R_0)e^{-\frac{R-R_0}{\mp\sigma_{D, \phi}}}, \]

where \( R_0 = 8.3 \) kpc is the position of Sun, and the solar neighborhood values are \( \sigma_{D, \phi}(R_0) = 33 \) km/s and \( \sigma_{D, z}(R_0) = 18 \) km/s.

3) Model C: We use the dynamic model of Shu (1969). The disc model is more realistic with both radial dependence and asymmetric drift. We use software gaipy \(^1\) (Bovy 2015) to generate the \( V_\phi \) distribution function. The \( V_\phi \) distribution as a function of \( R \) is shown in Fig. 1. The velocity distribution along the \( z \) axis is the same as that in Model B. Note that we only use the \( V_\phi \) velocity distribution of Shu’s model.

The standard model is widely used in the microlensing field since its good simplicity, however, it is unrealistic and dynamically self-inconsistent. Model B and C introduced radial dependence and asymmetric drift to the Galactic model. Even though the two advanced models are still simple, they are sufficient for us to study the impact of different model selections.

For the mass function, here we first fix \( M_L = 0.5M_\odot \) for all models. From Eqs. 3 and 4 we know that a specific \( M_L \) value is just a coefficient of \( \log t_E \) or a translation term of \( \log t_E \left( M_L \rightarrow M_L' \right) \),

\[ t_E' \rightarrow \sqrt{\frac{M'_L}{M_L}}t_E, \text{ or } \log t_E' \rightarrow \log t_E + \frac{1}{2} \log \left( \frac{M'_L}{M_L} \right). \]

A continuous \( M_L \) distribution will broaden the \( t_E \) distribution, but the effect is the same for all models, and will not change the asymptotic behavior at \( t_E \gg 10 \) d and \( t_E \ll 200 \) d. The nature of the velocity distribution difference would be buried if we use a continuous MF, therefore in order to control the variables and focus on the influence of model difference, we choose a \( \delta \) MF in the first part (Section 3.1). After that, when doing the Bayesian analysis (Section 3.3.1), \( M_L \) is also a parameter that needs to be obtained, and the mass function must be specified as a prior. We will describe our choice of the mass function at that time.

2.3 Algorithm

For specific values, we assume that the observation is toward the center of Baade’s Window (R.A., Dec.):2000 = \((18^h0^m32.14^s, -30^\circ0'26.96''\)) or \((l, b) = (1.02^\circ, -3.92^\circ)\), and we adopt \( \gamma(D_S) = D_S^{-2} \) here (Kiraga & Paczynski 1994). Baade’s Window is near the Galactic center, so the line of sight is almost on the disc plane, therefore in Galactic coordinates, we take

\[ V_l \approx V_\phi, \quad V_b \approx V_z. \]  

We can easily covert the generated velocity to observed relative angular velocities by

\[ \mu_L = \frac{V_L - V_\odot}{D_L}, \quad \mu_S = \frac{V_S - V_\odot}{D_S}, \]

and

\[ \mu_{rel} = \mu_L - \mu_S, \quad \mu_{rel} = |\mu_{rel}|. \]

Here \( V_L = V_L^i e^i + V_L^b e^b \) and \( V_S = V_S^i e^i + V_S^b e^b \) are the lens and source velocities, respectively, and \( V_\odot \) is the velocity of the sun.

In practice, we first randomly generate a pair of lens and source position \( D_L \) and \( D_S \) from the stellar density profile. To make the computation more efficient, we adjust the stellar density profile to

\[ n'_S \propto (n_S + n_D) D_S^2 \gamma(D_S), \quad n'_L \propto (n_B + n_D) D_L^2 \gamma(D_L), \]

where \( n'_S \) and \( n'_L \) represent the adjusted source and the lens “number density”. Using this new density profile to generate \( D_L \) and \( D_S \) can avoid a large number of very low weight (e.g., small \( D_L \) events) and improve the computing efficiency.

Second, we generate their velocities according to a given Galactic model’s velocity distribution. For the standard model, the generation of velocity is straightforward. For Model B, we calculate the velocity dispersion \( \sigma_{\phi}(R) \) and \( \sigma_{\phi}(R) \) every 0.1 kpc, and use the nearest value of each lens or source for velocity generation. For Model C, the random number generator in gaipy is time consuming, so we calculated a discrete sampled \( v_\phi \) distribution PDF at specific \( R \) every 0.1 kpc, and then linearly interpolated the results. The sample interval is \( V_\phi/200 \) or 1.1 km/s, it is precise enough to show the difference between these models.

Then, we calculate the timescale \( t_E \) and the weight through Eqs. 3 and 4. Note that we have already taken \( D_L^2 \gamma(D_L) \) term when generating their distance, so the weight of an event \( i \) is now simply

\[ w_i = \theta_{\mu_e, i} \mu_{rel,i}. \]

Finally, we repeat the process (which can easily be parallelized) to simulate a large number of events to obtain the statistical properties that we are interested in.

3 RESULTS

3.1 Timescale Distribution

We generated \( \sim 4 \times 10^9 \) events for each model. Then the results are binned and normalized in \( \log t_E \) space by their weight to obtain the \( t_E \) distribution.

The first row of Fig. 2 shows the normalized \( t_E \) distribution of each model, the different colours represent different components. Obviously, each Galactic component contributes differently to the distribution. For the standard model, the disc-source disc-lens (D-D) distribution shows a significant double bump feature, and the reason is that the rotation direction of the disc changes at the two sides of the Galactic center. For Models B and C, the rotation direction changes as well, but the second bump is smoothed by their large velocity dispersions near the Galactic center.

The three models also share some common features. Short and long \( t_E \) are dominated by bulge-source bulge-lens (B-B) and bulge-source disc-lens (B-D) events, respectively. Short events are dominated by those where lens and source are close, whereas long events are dominated by those who have slow relative proper motions. The former mostly exists in the high-density bulge region, while the latter mostly exists in the dynamically colder Galactic disc. Since the event rate in a given time interval is proportional to \( t_E^{-1} \), short \( t_E \) bulge-source

\(^1\)http://github.com/jobovy/galpy
events contribute more than 80% of all microlensing events in all of the three models. This is consistent with the estimation of Kiraga & Paczynski (1994).

The comparisons of different models are shown in Fig. 3. Notice that the total event rate is not the same, so in this figure only the standard model is normalized to unity, while other models are normalized to the standard model. The total event rate ratio is \(1 : 1.041 : 1.015\). The detailed event rate comparison is shown in the figure and Table 2. Because all the \(e_{\text{f}}\) distribution follows \(P(\leq e_{\text{f}}) \propto e_{\text{f}}^2\) at the small \(e_{\text{f}}\) tail and \(P(> e_{\text{f}}) \propto e_{\text{f}}^{-3}\) at the long \(e_{\text{f}}\) tail (Mao & Paczynski 1996), the ratios of the three models on the log scale tend to be constant at both small and large \(e_{\text{f}}\). This can be seen as follows: if the \(e_{\text{f}}\) distribution for model \(m\) is a power-law, for example, the \(e_{\text{f}} \to \infty\) part that \(p_m(\log e_{\text{f}}) = A_m e_{\text{f}}^{-3}\), the fraction of \(> e_{\text{f}}\) events will be

\[
\int_{e_{\text{f}}}^{\infty} p_m(\log e_{\text{f}}) \, \text{d} \log e_{\text{f}} = \frac{\ln 10}{3} A_m e_{\text{f}}^{-3}.
\]

So \(p_1(> e_{\text{f}}) : p_2(> e_{\text{f}}) = p_1(\log e_{\text{f}}) : p_2(\log e_{\text{f}}) = A_1 : A_2\), we can read the event rate ratio between two models directly from the log-plot. The relation is valid on both small and large \(e_{\text{f}}\) power-law tails.

At the \(e_{\text{f}} > 300\) days tail, the two more realistic models only produce \( \sim 59\% \) and \( \sim 73\% \) events of the standard model. In other words, if an individual event shows long \(e_{\text{f}}\), the lens would be more likely to be a massive object, because in these models, low-mass objects cannot produce as many long \(e_{\text{f}}\) events as in the standard model. In addition, at the \(e_{\text{f}} < 3\) days tail, Model B and Model C produce a little more \(\sim 1\% \) and \(12\%\) events than the standard model. However, the difference may not be significant for the current event database since these extreme events only accounted for less than 1%.

### 3.2 \(\theta_E\) and \(\pi_E\) Distribution

From Eqs. 3 and 5, we can see that \(\theta_E\) and \(\pi_E\) are both a function of \(M_L, D_L\) and \(D_S\) but unrelated to the velocity distribution. However, the event rate (Eq. 6) depends on the velocity distribution, so under our three models, the event rate distribution as a function of \(\theta_E\) and \(\pi_E\) would also be different.

In Fig. 2, the second and third rows show the \(\theta_E\) and \(\pi_E\) distribution, respectively. The shapes of \(\theta_E\) and \(\pi_E\) distributions are similar (actually, they are strictly the same) simply because \(\theta_E = \kappa M_L \pi_E\) (Eq. 1) and we fix the \(M_L\) in the simulation. In all models, small \(\theta_E\) and small \(\pi_E\) are dominated by bulge-source bulge-lens (B-B) events since these events have small \(\pi_{\text{rel}}\) and large \(\theta_E\) and large \(\pi_E\) are dominated by bulge-source disc-lens (B-D) events because of their large \(\pi_{\text{rel}}\). For Models B and C, the disc is dynamically warmer than that in the standard model, leading to a higher probability of

### Table 1. Parameters adopted in the simulation

| Parameter        | Value       | Unit       | Remarks                  | Reference     |
|------------------|-------------|------------|--------------------------|---------------|
| \(R_0\)          | 8.3         | kpc        | Distance to Galactic center | Gillessen et al. (2009) |
| \(\sigma_{\text{bar}}\) | 30          | deg        | Bar angle                | Cao et al. (2013); Wegg & Gerhard (2013) |
| \((x_0, y_0, z_0)\) | (1.59, 0.424, 0.424) | kpc | Bar scale length along each axis | Robin et al. (2003) |
| \(n_{B,0}\)      | 13.7        | stars/kpc³ | Bulge stellar density coefficient | Robin et al. (2003) |
| \((\sigma_{B,x}, \sigma_{B,y}, \sigma_{B,z})\) | (120, 120, 120) | km/s | Bulge velocity dispersion | Zhu et al. (2017) |
| \((R_d, z_d)\)    | (2.5, 0.325) | kpc | Disc scale length and scale height | Binney & Tremaine (2008) |
| \(V_c\) or \(V_o\) | 220         | km/s       | Disc mean rotation velocity | Binney & Tremaine (2008) |
| \(V_{\phi}(R_0)\) | 0           | km/s       | Disc mean perpendicular velocity |                |
| \(\sigma_{D,\phi}(R_0)\) | 33          | km/s       | Solar neighbor velocity dispersion |                |
| \(\sigma_{D,z}(R_0)\) | 18          | km/s       | Solar neighbor velocity dispersion |                |
| \((V_{D}, V_{c,L})\) | (V_c + 12, 7) | km/s | Motion of solar system | Schönrich et al. (2010) |
| \(D_{SB}\)       | [5.6, 11.0] | kpc        | Distance range of bulge component |                |
| \(D_{S,L}^m, D_{L,D}^m\) | [0.1, 16.6] | kpc        | Distance range of disc component |                |
| \(\mathbb{M}_L\)  | 0.5         | M⊙         | Lens mass                |                |
| \(\gamma\)       |             |            | The factor of detectable source number when varying the distance |                |

**Figure 1.** The \(V_\phi\) distribution of three models at a given distance \(R\) from the Galactic center. Notice that the local rotation speed is fixed at 220 km/s and the Sun is at \(R = 8.3\) kpc.
B-D as well as D-D events. The comparisons of the three models are shown in Fig. 4. B-B events are the same in these three models, so the distribution of $\theta_E < 0.2$ mas and $\pi_E < 0.06$ are mostly the same. On the other hand, at $\theta_E > 1$ mas and $\pi_E > 0.3$ part, the two advanced models predict much more events than the standard model ($\sim 4.6 \times$ for model B and $\sim 2.7 \times$ for model C). These parts of the distributions are dominated by small $D_L$ events (leading to large $\pi_{rel}$ according to Eq. 3). For these nearby events, Models B and C have warmer dynamics, so the event rate is much higher than that in the standard model.

However, these tail events are rare and only denote < 5% of all events, and they do not have much influence on the statistical results. By contrast, for specific individual events have large $\theta_E$ or $\pi_E$, the model selection might bring a large difference in the parameter space.

In addition, from Fig. 4 we find that, similar to $t_E$, $\theta_E$ and $\pi_E$ also follow the power-law asymptotic behavior in the tails, $p(\log \theta_E) \propto \theta_E^3$ and $p(\log \pi_E) \propto \pi_E^3$ when they are very small, and $p(\log \theta_E) \propto \theta_E^3$ and $p(\log \pi_E) \propto \pi_E^3$ when they take large values. The identical asymptotic power-law indices of ($\theta_E$, $\pi_E$) and $t_E$ are somewhat a coincidence because $t_E$ depends on kinematics while ($\theta_E$, $\pi_E$) do not. With a simple toy model as in Mao & Paczynski (1996), we can analytically derive the ±3 powers (for more details, see the appendix).

We define “extreme” events for the typical lens mass $0.5M_\odot$ are those whose $t_E > 200$ days or $\theta_E > 1$ mas or $\pi_E > 0.3$, which show great differences in different models. We find that for (standard, B, C) models, the $t_E$ extreme events only contribute (0.13%, 0.08%, 0.10%) of all events, while $\theta_E$ and $\pi_E$ extreme events contribute (1.8%, 4.1%, 2.8%) and (1.0%, 2.7%, 1.8%) of all events.
This indicates that $\theta_E$ and $\pi_E$ might be somewhat more sensitive to the Galactic model than $t_E$.

### 3.3 Bayesian Analysis

Below we use three examples to illustrate the impact of Galactic models on individual events, where 1) only $t_E$ is available, 2) $t_E$ and $\pi_E$ are available, 3) $t_E$ and $\theta_E$ are available.

#### 3.3.1 $t_E$ is the Only Observable

In reality, for an individual event, the timescale value and its error are obtained by modeling the observation light curve. As mentioned above, if $t_E$ is the only observable, other parameters like $M_L$ and $D_L$ can only be obtained by Bayesian analysis. The Bayesian analysis here is actually an inverse problem of calculating the $t_E$ distribution in Section 3.1, the difference is that the weight of each event $w_i$ needs an extra $t_E$ prior,

$$w_i = \Gamma_i \mathcal{L}_i(t_E), \quad \mathcal{L}_i(t_E) = \frac{\exp \left[-(t_{E,i} - t_E)^2/2\sigma_{t_E}^2\right]}{\sqrt{2\pi}\sigma_{t_E}}, \quad (17)$$

where $t_E$ and $\sigma_{t_E}$ is the mean value and standard deviation of the timescale from an observation, and $\mathcal{L}_i(t_E)$ is the likelihood of $t_E$. Here we directly give some typical values $t_E = 5, 20, 50, 200$ days and $\sigma_{t_E} = 0.1 t_E$. Here we use the Kroupa mass function for brown dwarfs and main-sequence stars (Kroupa 2001), where

$$\frac{d\pi(M_L)}{d\log M_L} \propto \begin{cases} M_{L}^{0.7}, & 0.013 < M_L/M_\odot < 0.08 \\ M_{L}^{-1.3}, & 0.08 < M_L/M_\odot < 0.5 \\ M_{L}^{-0.3}, & 0.5 < M_L/M_\odot < 1.3 \end{cases} \quad (18)$$

In addition, we also consider the distribution of white dwarfs (WD), neutron stars (NS) and black holes (BH) (Karolinski & Zhu in prep.), where

$$\frac{d\pi_{WD}}{dM_L} \propto N(0.65M_\odot, 0.16^2M_\odot^2), \quad 0.3 < M_L/M_\odot < 1.4,$$

$$\frac{d\pi_{NS}}{dM_L} \propto N(1.5M_\odot, 0.2^2M_\odot^2), \quad 1.1 < M_L/M_\odot < 2.5,$$

$$\frac{d\pi_{BH}}{dM_L} \propto 10^{-\frac{M_L}{10^{15}M_\odot}}, \quad 2.5 < M_L/M_\odot < 80.$$ (21)

and their number densities are taken to be 3.1%, 0.2% and 0.1% of normal stars. The fractions and parameters are derived or speculated from Giannicchel et al. (2012) (WD), Kizilhan et al. (2013) and Sartore et al. (2010) (NS), and Olejak et al. (2020) (BH).

We also generate $4 \times 10^9$ events for each Galactic model, and then substitute different $t_E$ prior to obtain the $D_L$ and $M_L$ posterior probability distributions (see Figs. 5 and 6). We can see that for the same model, longer $t_E$ decreases the bulge-source probability and increases the disc-source probability. This is consistent with the result in Section 3.1, for which disc-source events contribute more at long $t_E$.

The differences of $D_L$ and $M_L$ between different models is only a few percent and mostly emerges on long $t_E$ events, which indicates that the Bayesian analysis is insensitive to Galactic models if $t_E$ is the only observable. The conclusions made by previous work with simple models may still be mostly valid, however, if $\theta_E$ or $\pi_E$ was reliably measured and was involved in the analysis, the model dependence could be significant (see next two Sections 3.3.2 and 3.3.3).

#### 3.3.2 A Black Hole Candidate: OGLE3-ULENS-PAR-02

Here we apply the Bayesian analysis procedure on a black hole candidate OGLE3-ULENS-PAR-02 found by Wyrzykowski et al. (2016). The coordinate of this event is $(RA, Dec)_2000 = (17:57:23.14, -28:46:32.0)$. The light-curve analyses show the parameters are (we choose the $u_0 > 0$ solution here): $t_E = 296.1^{+7.6}_{-7.4}$ days, $\pi_{E,E} = -0.051^{+0.002}_{-0.002}$, and $\pi_{E,N} = 0.033^{+0.001}_{-0.001}$, where $\pi_{E,E}$ and $\pi_{E,N}$ are the eastern and northern components of $\pi_E$. 

---

**Figure 3.** The event rate as a function of $t_E$ of the three models and their ratios (bottom right). $N_0$ is the total event rate of the standard model. Here we fix $M_L = 0.5M_\odot$. Different Galactic components are shown in different panels. Each model is presented in different colours, and the event rate ratio of each component compared to that in the standard model is also shown in the bottom right panel. Note that the ratio of the standard model (green) is normalized to unity, and the total probability of the standard curve (upper right panel) is unity.

**Figure 4.** The event rate as a function of $\theta_E$ and $\pi_E$ for the three models and their ratios to the standard model. $N_0$ is the total event rate of the standard model. Here we fix $M_L = 0.5M_\odot$. Each model is presented in a different colour. The ratio of the standard model (green) is normalized to unity, and the total probability of the standard curves are unity. Notice that the ratios at large $\theta_E$ and $\pi_E$ are the same, and are much larger than those for $t_E$. 

---
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In this case, the weight for each simulated event becomes

\[ w_i = \Gamma_i \mathcal{L}_i(t_E) \mathcal{L}_i(\pi_{E,E}) \mathcal{L}_i(\pi_{E,N}), \]

where \( \mathcal{L}_i(t_E) \), \( \mathcal{L}_i(\pi_{E,E}) \) and \( \mathcal{L}_i(\pi_{E,N}) \) are the likelihood of \( t_E \), \( \pi_{E,E} \) and \( \pi_{E,N} \). In order to show the model dependence on the velocity distribution, we use a log-uniform mass function in \( M_L \in [10^{-2}, 10^3] \, M_\odot \) as the \( M_L \) prior in all models. We simulated \( \sim 2 \times 10^{10} \) events and the results are shown in Table 4 and Fig. 7. We find the disc-lens probability dominates in all models, and the masses are \( 2.3^{+4.1}_{-1.1} \, M_\odot \), \( 3.2^{+5.4}_{-1.8} \, M_\odot \) and \( 4.6^{+10.8}_{-3.0} \, M_\odot \) for the standard model, Model B and C, respectively.

In Table 4, for disc-lens events, both Model B and Model C estimate a larger mass than the standard model. This is consistent with our discussion in Section 3.1, that under a specific lens mass, Model B and Model C cannot produce as many long \( t_E \) events as the standard model, therefore the Bayesian analysis for a given long \( t_E \) event tends to be more massive. In addition, the largest \( M_L \) part is dominated by B-D and D-D events whichever model we choose. And the fraction of the disc-source component increases in both Model B and Model C, which leads to the higher estimation of \( M_L \).

Note that even though the model used in Wyzykowski et al. (2016) is similar to our standard model, the parameters are quite different. In addition, they assumed the event is 100% a B-D event, so the mass they estimated \( M_L = 9.3^{+5.7}_{-4.3} \, M_\odot \) is different from ours (but still within \( \sim 1 \sigma \)), which again, proves the importance of model selection.

3.3.3 A Free Floating Planet Candidate: OGLE-2017-BLG-0560

We also applied the Bayesian approach to a free-floating planet candidate OGLE-2017-BLG-0560 at the coordinate (RA, Dec)\( \equiv (17:51:51.33, -30:27:31.4) \) (Mróz et al. 2019). This is an ambiguous event because the mass occasionally located at the critical mass between a brown dwarf and a planet (\( \sim 13 M_J \), where \( M_J = 0.95 \times 10^{-3} M_\odot \) is the mass of Jupiter). From light-curve modeling and source star identifying, the parameters of this event are yielded: \( t_E = 0.905^{+0.005}_{-0.006} \) days, and \( \pi_E = 38.7^{+1.6}_{-1.8} \) mas. The proper motion of the source star is also available in Gaia DR2 (Gaia Collaboration et al. 2018), where \( \mu_{S,RA} = -2.19 \pm 0.30 \) mas/yr, \( \mu_{S,Dec} = -11.7 \pm 0.24 \) mas/yr and their correlation \( \rho_{\mu_{S,RA}, \mu_{S,Dec}} = -0.77 \).
0.276. Such a proper motion strongly prefers a bulge-source event to a disc-source event ($\sim 1 \times 10^{-10}$ in any model), so the Bayesian analysis below only includes bulge-source components.

Here we generate the source velocity from Gaia proper motion probability distribution rather than from the Galactic model. This is equivalent to generate from the Galactic model and then multiply a $\mu_S$ likelihood on the weight, but can reduce the computational work.

We used a log-uniform MF for $M_L \in [10^{-5}, 10^1] M_\odot$ and simulated $\sim 4 \times 10^9$ events to acquire the posterior $M_L$ and $D_L$ distribution, the weight of each event in this case is

$$w_i = \Gamma_l L_i(t_E) L_i(\theta_E),$$

where $L_i(\theta_E)$ is the likelihood of $\theta_E$. Table 5 and Fig. 8 show the results in detail.

![Figure 6](image)

**Figure 6.** The posterior probability distribution of $M_L$ under the given Galactic model and $t_E$ prior. Each column represents a Galactic model, and each row uses the same $t_E$ prior. The vertical dashed lines denote the mean and 90% confidence interval of the overall distribution. The fraction of each component (B-B, B-D, D-B, D-D) and the $>2.5 M_\odot$ probability are shown on each subfigure, too.

| Model | Component | B-B | B-D | D-B | D-D | All |
|-------|-----------|-----|-----|-----|-----|-----|
| Standard | $P_{\text{Comp}}$ | 11.2% | 47.8% | 28.0% | 13.1% | Total |
|        | $D_L$ | 7.1±0.5 kpc | 3.7±1.4 kpc | 7.6±0.8 kpc | 5.2±1.0 kpc | 5.4±2.1 kpc |
|        | $M_L$ | 1.0±0.3 $M_\odot$ | 5.0±2.4 $M_\odot$ | 1.7±0.6 $M_\odot$ | 1.9±0.9 $M_\odot$ | 2.3±1.1 $M_\odot$ |
|        | $P(>3M_\odot)$ | 0.0% | 78.8% | 1.1% | 21.7% | 40.8% |
| Model B | $P_{\text{Comp}}$ | 9.7% | 51.1% | 23.3% | 15.8% | Total |
|        | $D_L$ | 7.1±0.6 kpc | 3.6±1.4 kpc | 7.6±0.8 kpc | 3.8±1.7 kpc | 4.6±2.9 kpc |
|        | $M_L$ | 1.0±0.4 $M_\odot$ | 5.3±2.5 $M_\odot$ | 1.7±0.6 $M_\odot$ | 4.2±2.6 $M_\odot$ | 3.7±1.8 $M_\odot$ |
|        | $P(>3M_\odot)$ | 0.0% | 80.7% | 1.3% | 63.6% | 51.7% |
| Model C | $P_{\text{Comp}}$ | 5.8% | 64.4% | 15.1% | 14.7% | Total |
|        | $D_L$ | 7.0±0.7 kpc | 3.3±1.5 kpc | 7.6±0.8 kpc | 3.3±1.4 kpc | 3.8±1.2 kpc |
|        | $M_L$ | 1.0±0.4 $M_\odot$ | 6.1±2.6 $M_\odot$ | 1.7±0.6 $M_\odot$ | 5.9±3.7 $M_\odot$ | 4.6±3.0 $M_\odot$ |
|        | $P(>3M_\odot)$ | 0.0% | 83.0% | 0.8% | 76.8% | 64.9% |
Figure 7. The posterior probability distribution of OGLE3-ULENS-PAR-02. The fraction of each Galactic component is labeled on the top of $D_L$ plot, and the probability of $M_L > 3M_\odot$ is shown on the $M_L$ plot. The black vertical dashed lines denote the mean value and 68.3% confidence interval of the overall distribution. We also label the mean and ±1σ values for $D_L$ and $M_L$ from Wyrzykowski et al. (2016) with the pink dashed lines.

Table 5. Bayesian Results of the Free-floating Planet Candidate OGLE-2017-BLG-0560

| Model | Component | B-B | B-D | All |
|-------|-----------|-----|-----|-----|
|       | $P_{\text{Comp}}$ | 83.3% | 16.7% | - |
| Standard | $D_L$ | $7.9^{+0.7}_{-0.6}$ kpc | $4.4^{+0.9}_{-0.5}$ kpc | $7.7^{+0.8}_{-1.5}$ kpc |
|       | $M_L$ | $16.0^{+1.4}_{-0.7}$ M$_\odot$ | $1.7^{+1.1}_{-0.9}$ M$_\odot$ | $13.0^{+3.8}_{-4.4}$ M$_\odot$ |
|       | $P(<13M_\odot)$ | 40.7% | 95.7% | 49.9% |
| Model B | $P_{\text{Comp}}$ | 48.9% | - | 51.1% |
|       | $D_L$ | $7.9^{+0.7}_{-0.6}$ kpc | $5.5^{+1.2}_{-1.1}$ kpc | $6.8^{+1.4}_{-1.0}$ kpc |
|       | $M_L$ | $16.0^{+1.4}_{-0.7}$ M$_\odot$ | $2.8^{+1.2}_{-1.1}$ M$_\odot$ | $6.2^{+2.3}_{-1.4}$ M$_\odot$ |
|       | $P(<13M_\odot)$ | 40.4% | - | 97.0% |

For the standard model, our result is qualitatively consistent with Mróz et al. (2019). In our case, the lens is either a Jupiter-mass planet in the disc ($M_L = 1.7^{+3.1}_{-0.7}$ M$_\odot$, $D_L = 4.4^{+2.0}_{-1.3}$ kpc) or a brown dwarf in the bulge ($M_L = 16.0^{+36.6}_{-8.4}$ M$_\odot$, $D_L = 7.9^{+0.7}_{-0.6}$ kpc), the probability ratio is $P_{\text{bulge}} : P_{\text{disc}} \approx 83\% : 17\%$. However, Model B and Model C show different results, Model B shows a higher probability of disc lens at $M_L \sim 10^{-3} M_\odot$ or 1M$_\odot$ and $D_L \sim 3$ kpc because the sharper and higher structure on the peak of the $r_E$ distribution (top left panel in Fig. 3) can contribute many events. Bulge-lens events are the same for all of the three models, but Model B and Model C have a dynamically warmer disc, making it easier to produce short $r_E$ events in the disc for a fixed lens mass. So for the disc-lens component, the two models shows higher lens mass estimation of $M_L = 2.5^{+2.2}_{-1.2}$ M$_J$ and $M_L = 10.0^{+18.2}_{-5.7}$ M$_J$. However, a warmer disc also increases the event rate, leading to a significant higher disc-source probability ($P_{\text{bulge}} : P_{\text{disc}} \approx 49\% : 51\%$ in B and 26% : 74% in C) and making the overall $M_L$ posterior smaller and the probability of being a planet ($P(<13M_\odot)$ higher. The smoother transition of the velocity distribution between the disc and the bulge also makes the $D_L$ more likely to be located in the inner part of the disc.
Figure 8. The $D_L$, $M_L$ and combined posterior probability distribution of the free-floating planet candidate OGLE-2017-BLG-0560. The fraction of each Galactic component is labeled on the top of $D_L$ plot, and the probability of $M_L < 13M_J$ is shown on the $M_L$ plot. The black vertical dashed lines denote the mean value and 68.3% confidence interval of the overall distribution. We also label the mean and ±1σ posterior $M_L$ values from Mróz et al. (2019) (the result of prior 2 in it) with the pink dashed lines.

4 DISCUSSION AND CONCLUSION

The two examples in Sections 3.3.2 and 3.3.3 show the influence of the Galactic model selection on the understanding of individual events. It changes the estimation of $D_L$ and $M_L$, and often more significantly, $P_{\text{bulge}} : P_{\text{disc}}$ (for the importance of the planet bulge-disc ratio, see Zhu et al. 2017). By comparing the Sections in 3.3 we can see, generally, the more observables are measured and more precisely they are, the greater the influence of the Galactic model in Bayesian approach.

On the other hand, if enough microlensing events are observed, it is possible to constrain the Galactic model as well. Wood & Mao (2005) tested the Han & Gould (2003) model with the OGLE-II observations (Sumi et al. 2006) by the $t_E$ distribution, and found a consistency at the ~52% confidence level. However the sample is small at that time. Shan et al. (2019) used the Spitzer microlensing events to test two commonly used Galactic models, and the models showed good consistency. The event sample they used has good constraints on physical parameters, but is of moderate size (includes 13 published Spitzer events) and no extreme events (e.g., $t_E > 300$ days or $t_E < 3$ days) are included. The models may show some difference if any "tail" events have happened. The current Galactic model are derived from the visible part of the Milky Way galaxy, while microlensing is also sensitive to dark objects (e.g., stellar remnants, free-floating planets, and perhaps primordial black holes) in the galaxy. They may have different density profiles, velocity distributions and mass functions, and microlensing is the unique way to detect and identify them.

The Galactic model plays an critical role in the Bayesian analysis of microlensing events. Sometimes different Galactic model choices can have a big impact on the results, especially at the tails. However, before a feasible way of measuring $\theta_E$ and $\pi_E$ is found, the Bayesian approach is still the main way for us to learn the lens properties.

Even the “realistic” Galactic models in this paper are far from perfect. For example, our mass function has no dependence on the density profile. In reality the time evolution and even different stellar populations need to be concerned. Moreover, our model did not consider the bar model differences. But after only roughly considering the two known effects of velocity distribution in our Galaxy, that is radial dependence and asymmetric drift, the results have already shown a considerable difference. This paper provides an idea on how the Galactic model influence the results. In the future, a more refined model like that in galaxia (Sharma et al. 2011) or a non-parametric model needs to be develop. We suggest that researchers should be more careful when selecting a Galactic model.
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APPENDIX A: THE POWER LAW TAIL BEHAVIORS IN $\theta_E$ AND $\pi\theta_E$ DISTRIBUTIONS

Consider the simplest model that the source is at a fixed distance $D_S$, and the lenses are uniformly distributed along the line of sight with constant mass $M$. The lens velocity $V$ is independent of $D_L$. The Einstein radius of a microlensing event is
$$R_E^2 = \frac{4GM D_L}{c^2} (D_S - D_L) = \frac{4GM D_S}{c^2} x(1-x),$$
where we define $x \equiv D_L/D_S$. The event rate is
$$d\Gamma \propto \frac{R_E^2}{l_E} n_L(D_L) dD_L p(V) d^3V \propto R_E dD_L V_L p(V) d^3V \propto R_E dD_L,$$
where $n_L(D_L)$ is the lens distance distribution which is a constant, $p(V)$ is the velocity distribution, and $V_L$ is the transverse velocity. We omit the velocity term because both $\theta_E$ and $\theta_L$ are pure geometric parameters that are independent of $V$. Furthermore, in our simple model, $V$ is also independent of the distance $D_L$, the integration will give a constant. Then the total event rate is given by
$$\Gamma_{\text{tot}} = \int_{0 < D_L < D_S} \int_{0 < x < 1} d\Gamma \propto \int_{0 < x < 1} \sqrt{x(1-x)} \, dx.$$
(A3)

For the $\theta_E$ distribution, we are interested in the probability that $\theta_E < \theta_0$,
$$P(\theta_E < \theta_0) = \int_{\theta_0 < \theta_E} d\theta_E.$$
(A4)
The $\theta_E < \theta_0$ condition puts constraint on $x$ as
$$P(\theta_E < \theta_0) = P(\theta_E < \theta_0) = P(\sqrt{\frac{\theta_E}{\theta_0}} < 1 < \theta_0) = P \left[ x > (\theta_0^2 + 1)^{-1} \right],$$
(A5)
where $\pi_{\text{rel}} \equiv \frac{\sqrt{D_S}}{\sqrt{M}}$ and we define
$$\beta \equiv \sqrt{\frac{D_S}{kM}}$$
(A6)

Therefore
$$P(\theta_E < \theta_0) \propto \int_{(\beta^2 \theta_0^2 + 1)^{-1}}^{1} \sqrt{x(1-x)} \, dx \propto \frac{1}{4} \left[ \beta\theta_0 (\beta^2 \theta_0^2 - 1) + \arctan(\beta\theta_0) \right].$$
(A7)

Normalizing the result, we find
$$P(\theta_E < \theta_0) = \frac{2}{\pi} \left[ \beta\theta_0 (\beta^2 \theta_0^2 - 1) + \arctan(\beta\theta_0) \right].$$
(A8)

Expanding the result at $\theta_0 = 0$, we have
$$P(\theta_E < \theta_0) \approx \frac{16}{3\pi} (\beta\theta_0)^3 - \frac{48}{5\pi} (\beta\theta_0)^5 + \ldots.$$ 
(A9)
Similarly, for $\theta_0 \to \infty$,
$$P(\theta_E > \theta_0) = 1 - P(\theta_E < \theta_0) \approx \frac{16}{3\pi} (\beta\theta_0)^{-3} \frac{48}{5\pi} (\beta\theta_0)^{-5} + \ldots.$$ 
(A10)

Thus we obtain the asymptotic behaviors for the log $\theta_E$ distribution as follows:
$$p(\log \theta_E)\bigg|_{\theta_E \to 0} = \frac{dP(\log \theta_E)}{d\log \theta_E} \bigg|_{\theta_E = 0} \approx \frac{16 \ln 10}{\pi} \beta^3 \theta_E^{-3},$$
(A11)
$$p(\log \theta_E)\bigg|_{\theta_E \to \infty} = \frac{dP(\log \theta_E)}{d\log \theta_E} \bigg|_{\theta_E = \infty} \approx \frac{16 \ln 10}{\pi} \beta^{-3} \theta_E^{-3}.$$ 
(A12)
Similarly, for $\pi_\text{E}$ we have

$$P(\pi_\text{E} < \pi_0) = P\left(\frac{\pi_{\text{rel}}}{\sqrt{\text{K}M} < \pi_0}\right)$$

$$= P\left(\frac{\beta}{D_S} \sqrt{\frac{1}{x} - 1 < \pi_0}\right) = P\left[x > \left(\frac{D^2_S}{\beta^2} \pi_0^3 + 1\right)^{-1}\right],$$

(A13)

and

$$P(< \pi_\text{E}) \approx \frac{16}{3\pi} \left(\frac{D_S}{\beta}\right)^3 \pi_\text{E}^3, \quad (\pi_\text{E} \to 0); \quad (A14)$$

$$P(> \pi_\text{E}) \approx \frac{16}{3\pi} \left(\frac{D_S}{\beta}\right)^{-3} \pi_\text{E}^{-3}, \quad (\pi_\text{E} \to \infty). \quad (A15)$$

And the asymptotic behaviors for $\log \pi_\text{E}$ are given by

$$p(\log \pi_\text{E})|_{\pi_\text{E} \to 0} = \frac{dP(< \pi_\text{E})}{d\log \pi_\text{E}}|_{\pi_\text{E} \to 0} \approx \frac{16 \ln 10}{\pi} \left(\frac{D_S}{\beta}\right)^3 \pi_\text{E}^3;$$

(A16)

$$p(\log \pi_\text{E})|_{\pi_\text{E} \to \infty} = \frac{dP(< \pi_\text{E})}{d\log \pi_\text{E}}|_{\pi_\text{E} \to \infty} \approx \frac{16 \ln 10}{\pi} \left(\frac{D_S}{\beta}\right)^{-3} \pi_\text{E}^{-3}. \quad (A17)$$

Although we derived the asymptotic behavior from a simple toy model, the ±3 power-law behaviors on the tails appear to be valid on many other situations. For example, for $P(< \theta_\text{E})$, the coefficient $\beta$ will be a function of the mass $M$ if the mass has a distribution $f(M)$, and the asymptotic behavior at $\theta_\text{E} \to 0$ will be

$$P(< \theta_\text{E}) \approx \sum_i \frac{16}{3\pi} \beta^3 (M_i) f(M_i) \theta_\text{E}^3 \propto \theta_\text{E}^3, \quad (A18)$$

where the tail behavior $P(< \theta_\text{E}) \propto \theta_\text{E}^3$ still holds. In Fig. 2, the bulge-lens probability distributions (red and green) do not follow the asymptotic −3 power-law behaviors at large $\theta_\text{E}$ ($\pi_\text{E}$) because the bulge does not extend to the solar neighborhood.
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