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Abstract

Objectives To explore the heterogeneous disability trajectories and construct explainable machine learning models for effective prediction of long-term disability trajectories and understanding the mechanisms of predictions among the elderly Chinese at community level.

Methods This study retrospectively collected data from the Chinese Longitudinal Healthy Longevity and Happy Family Study between 2002 and 2018. A total of 4149 subjects aged 65 + in 2002 with completed activities of daily living (ADL) information for at least three waves were included. The mixed growth model was used to identify disability trajectories, and five machine learning models were further established to predict disability trajectories using epidemiological variables. An explainable approach was deployed to understand the model's decisions.

Results Three distinct disability trajectories, including normal class (77.3%), progressive class (15.5%), and high-onset class (7.2%), were identified for three-class prediction. The latter two were further merged into abnormal class, accompanied by normal class for two-class prediction. Machine learning, especially random forest and extreme gradient boosting achieved good performance in both two tasks. ADL, age, leisure activity, cognitive function, and blood pressure were key predictors.

Conclusion The findings suggest that machine learning showed good performance and maybe of additional value in analyzing quality indicators in predicting disability trajectories, thereby providing basis to personalize intervention measures.
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Introduction

Disability has become a global problem characterized by restrictions on independent activities of daily living, which greatly reduces the individual's social adaptability and aggravates the economic burden [1–3]. The elderly are more likely to be accompanied by disability due to the decline of body function, the high incidence of diseases such as cerebrovascular diseases and rheumatoid arthritis, and the lack of necessary rehabilitation and self-care knowledge [4]. With rapid aging, the disabled population is also expanding. In China, the disability rate of people...
over 60 years old is about 26.4%, which is higher than that in the UK (18.3%) and in the US (15.6%) [5].

Disability level is constantly changing with age increases, especially for older adults [6]. In recent years, lots of studies [7–16] started to explore the distinct profile of disability trajectories in the elderly population and showed significant implications for developing personalized interventions for potential vulnerable older adults. For example, the pattern of disability trajectories is deeply explored among older adults in the United States [12, 14]. While trajectories of disability are yet to be fully investigated in older Chinese. With the development of health management and behavioral intervention, it is particularly important to identify the high-risk populations for developing unfavorable disability trajectories and take appropriate prevention measures in advance.

Machine learning (ML) is composed of a series of ingeniously conceived algorithms. It obtains features from large-scale data sets and automatically learns the internal patterns of data without any assumptions [17]. It is helpful to find complex nonlinear relationships in high-dimensional data. With the development of algorithms and the improvement of computing power, ML has been widely used in healthcare. Many studies have shown that ML methods can effectively improve the accuracy of disease diagnosis and prognosis prediction [17, 18]. Therefore, making full use of the advanced ML methods will help to improve the accuracy of disability trajectory prediction. However, most ML models are black-box models with defects in the visualization of intermediate processes and interpretation of results [19]. So its application in real-world clinical practice such as risk prediction models to assist medical decision-making is limited [20]. To overcome this problem, SHapley Additive exPlanations (SHAP) combined with the ML algorithms are performed for local and global interpretability analysis which provide intuitive explanations for risk prediction and are meaningful for early intervention [21].

In this context, this study focused on three issues: first, mixed growth model (GMM) was used to describe the heterogeneity of disability trajectories over a 16-year period among the 65 + adults of the Chinese Longitudinal Healthy Longevity and Happy Family Study. Second, under a consideration of feature selection (least absolute shrinkage and selection operator, LASSO), ML algorithms, namely logistic regression (LR), support vector machine (SVM), artificial neural network (ANN), and two ensemble learning methods of random forest (RF) and eXtreme Gradient Boosting (XGBoost), were used to predict the types of disability trajectories using epidemiological variables, and models were evaluated from three aspects of discrimination, calibration, and clinical usefulness. Third, the method of SHAP was applied to explain the potential mechanisms of the model's decisions.

**Materials and methods**

**Study design and participants**

This study collected data from the Chinese Longitudinal Healthy Longevity and Happy Family Study (CLHLS-HF), which has been conducted by the Center for Healthy Aging and Development Studies, National School of Development of Peking University [22]. CLHLS-HF is the earliest and longest national social science survey in China. This project aims to investigate the determinants of health and life span of the elderly from various aspects. The survey covers 23 provinces, municipalities, and autonomous regions in China and the respondents are the elderly aged 65 and above and their children aged 35–64. A targeted random sample design is adopted to ensure the representativeness of the samples [23]. CLHLS-HF was approved by the Institutional Review Board, Duke University (Pro00062871), and the Biomedical Ethics Committee, Peking University (IRB00001052-13074). All participants provided written informed consent. All methods were carried out following the principles of the Declaration of Helsinki.

The six waves of data (2002, 2005, 2008–2009, 2011–2012, 2014, and 2017–2018) were used in this study. Participants aged 65 years and above in 2002 were selected at the baseline. In addition, in order to ensure that the follow-up information is sufficient to support the construction of trajectory model, we included respondents with at least three waves of completed ADL information, and finally 4149 subjects were included in this study. The follow-up information of CLHLS-HF database and the sample selection of this study are presented in Supplementary Fig. 1.

**Disability assessment**

Disability was assessed by activities of daily living (ADL), which is consist of basic ADL (BADL) and instrumental ADL (IADL). BADL included the 6 daily activities (bathing, dressing, continence, using the toilet, indoor transferring, and feeding themselves), and IADL was measured by the 8 instrumental activities (shopping, cooking, visiting neighbors, doing laundry, walking continuously for 1 km, continuously crouching and standing up 3 times, lifting a weight of 5 kg, and taking public transportation). Each item was coded as 0 (“independently”), 1 (“with part assistance”), or 2 (“with complete assistance”). Consistent with previous studies [10, 13, 15, 16], disability scores were calculated by summing all 14 items so that a higher score for disability indicated worse physical condition. The disability scores were used to
identify the potential trajectories of disability in the current analysis.

**Trajectories of disability**

We used growth mixture model (GMM) to identify the heterogeneous disability trajectories of the targeted population from 2002 to 2018. GMM is able to establish several latent category groups considering individual and population heterogeneity, and the individuals in each category group enjoy the same or similar average growth trajectory (the same intercept and slope), which is used to describe the changes of individuals in category groups over time [24]. GMM estimates the parameters of the latent trajectories using the full-information maximum likelihood (FIML) approach, which allows incomplete longitudinal data [25]. Considering the sample size and the accuracy of characterization of disability trajectories, we selected the participants with at least three waves of disability data for analysis. Latent growth curve model (LGCM) and latent class growth model (LCGM) are special cases of GMM. LGCM assumes that all individuals come from homogeneous groups, which is often used to determine the shape of GMM (linear, quadratic, or cubic) [25]. When the latent category variable has only one level, GMM is simplified to LGCM. The optimal shape is determined by comparing the Bayesian information criteria (BIC) of LGCM (the smaller the better). LCGM considers group heterogeneity and divides the population into different trajectory categories, which can be further used to determine the number of potential categories of GMM [24, 26]. Referring to previous studies [27, 28], this study attempts to analyze the trajectories of 1–6 categories. The number of categories is selected according to some statistical indicators and practical significance. Statistical indices, including Bayesian information criteria (BIC), entropy, Vuong-Lo-Mendell-Rubin likelihood ratio test (VLMR-LRT), and proportion of the smallest class, were selected. BIC is an information criterion and its decline represents an improvement of the models. Entropy is a measure of classification accuracy, ranging from 0 to 1. The larger the entropy, the better the trajectories classification. VLMR-LRT compares the results of the k-1 class model with k class model. A significant p-value (<0.05) indicates that k class model is better than k-1 class model. Besides, each class of trajectories must contain enough samples, no less than 5% of total population. In addition, the trajectory category should have practical significance, that is, easy to interpret and understand.

**Data collection and candidate variables**

Predictors in this study included sociodemographic characteristics, lifestyles, objective examination, mental & cognitive & physical state, and family socioeconomic factors. For sociodemographic characteristics, age, sex (man, woman), ethnicity (Han ancestry, minority), education (illiterate, literate), occupation (low level, high level), marital status (in married, others [unmarried or separated or divorced or widowed]), residence (rural, urban), and co-residence (living alone, living with family) were included. Specifically, occupation was defined as a high level if the participant’s primary occupation before age 60 was professional, technical, governmental, institutional, managerial, or military personnel [29]. For lifestyles, fruits intake (low frequency, high frequency), vegetables intake (low frequency, high frequency), tea consumption (low frequency, high frequency), smoker (yes, no), alcohol drinker (yes, no), regular exercise (yes, no), and leisure activity index were considered. Especially, leisure activities included housework, personal outdoor activities, garden work, reading newspapers or books, raising domestic animals or pets, playing cards or mahjong, watching TV or listening to the radio, and taking part in some social activities. Each item had 5 levels and was coded as follows: “almost every day” (coded as 5), “not daily, but once a week” (coded as 4), “not weekly, but at least once a month” (coded as 3), “not monthly, but sometimes” (coded as 2), and “never” (coded as 1). A total score was calculated and then was divided by the full score to obtain a leisure activities index which is range from 0 to 1 [29]. Objective Examination included weight, systolic pressure, diastolic pressure, rhythm of heart (irregular, regular), length from wrist to shoulder, and length from kneel to floor. For mental state, psychological well-being (PWB) score were assessed, Mini-Mental State Examination (MMSE) score were selected for cognitive measurement, for physical state, BADL score, IADL score, chronic condition, and self-reported diagnosis of chronic diseases including hypertension (yes, no), diabetes (yes, no), heart disease (yes, no) and stroke (yes, no) were selected. PWB was measured by three positive items (self-reported life satisfaction, optimism, happiness) and three negative items (feel fearfulness or anxiety, feel lonely and isolated, feel useless with age). Specifically, for positive items, we coded as follows: 5 (“always”), 4 (“often”), 3 (“sometimes”), 2 (“seldom”), and 1 (“never”); and for negative items, we coded oppositely. Therefore, the total scores of PWB ranged 6–30, with a higher score indicating much better well-being [30]. Mini-Mental State Examination (MMSE) was used to assess global cognitive function and contains a total of 24 questions, involving 7 dimensions of orientation, food counting within one minute, memory, calculation, drawing, recall, and language. Except for food counting within one minute (one point for each food, and not exceed 7 points of a maximum score), other questions were coded as follows: 1 point (correct
answer) and 0 point (wrong answer). So, the total scores of MMSE ranged from 0 to 30, with higher scores representing better cognitive function [27]. As for physical state, studies have also pointed out that the type and number of chronic diseases will affect the ability of daily living activities [31], so chronic condition and several diseases closely related to disability (hypertension, diabetes, heart disease, and stroke) were included. Chronic condition was measured by cumulative numbers of 11 chronic conditions, including hypertension, diabetes, cerebrovascular disease, heart disease, bronchitis/emphysema/asthma/pneumonia, tuberculosis, gastric/duodenal ulcer, cancer, arthritis, Parkinson's disease, and dementia [28]. For family socioeconomic factors, three predictors including household income per capita (low level, high level), adequate health services (yes, no), and sufficient financial support (yes, no) were selected. Specifically, the criteria for judging the level of household income per capita in rural and urban areas were 2,476 and 7,703 yuan respectively (approximately $299 and $931 based on the average exchange rate of RMB against US dollar in 2002) according to authoritative data released by the state. Those higher than this standard were defined as high level, while those below the criteria were defined as low level. Detailed measurements of variables were summarized in Supplementary Table 1. The multiple imputation approach (5 times) was applied to reduce the influence of missing values on predictors in the analysis.

**Feature selection**

Feature selection helps to reduce the variable dimensions, thereby avoiding over-fitting of prediction models. In this study, least absolute shrinkage and selection operator (LASSO) was selected for feature selection. LASSO is a compression estimation method, which can perform variable selection and complexity regularization while fitting the generalized linear model [32]. LASSO models were constructed based on five sets of imputation data. The penalty coefficient of LASSO models was adjusted through threefold cross-validation, and then the features with parameter value (weight parameter) not equal to 0 were obtained in the predictive models.

**Machine learning classifiers**

Logistic regression (LR) is a classical and commonly used risk prediction model. It explores the relationship between a group of independent variables and dependent variables with the use of Logit function and reflects the risk in the form of probability. It has the advantages of simple model setting, fast training speed, and good interpretation. Support vector machine (SVM) is a supervised learning method to realize the optimal division of data through the maximum interval hyperplane [33]. Because the result of SVM only depends on the support vector, it is especially suitable for the prediction of small sample data. SVM can map data to high-dimensional space with the help of kernel function to realize linear separation. In addition, the algorithm considers the minimization of empirical risk and structural risk and uses the hinge loss function as the agent loss, which leads to good stability [34]. Artificial neural network (ANN) refers to a complex network structure formed by a large number of neurons. It can approach nonlinear problem with strong self-learning and fault tolerance ability and can efficiently find the optimal solution for complex nonlinear problems [35]. The above three ML methods are all single classifiers, so their performance is limited in solving complex problems. Some studies have pointed out that combining multiple weak classifiers to achieve comprehensive prediction is helpful to improve the performance of the model, such as boosting and bagging [36, 37]. Boosting continuously adds the same weak learners in serial mode, adjusts the sample distribution according to the classifiers’ performance, and finally generates a strong learner in the form of voting or weighted average. Extreme gradient boosting (XGBoost) was selected as the representative in this study. Bagging realizes the prediction by synthesizing the results of multiple weak learners in a parallel way. Random forest (RF) method with decision tree as weak classifier was included. This method has the advantages of avoiding overfitting and automatic feature selection [38].

**Derivation and evaluation of prediction models**

In this study, the data set was divided by nested cross-validation. This method can search for the best hyper-parameters and evaluate the performance of the model with cross-validation [39]. Specifically, two cycles, namely, outer loop and inner loop were performed in nested cross-validation. Inner loop aims to obtain the best hyper-parameters of the models. For this study, grid search was selected for searching hyper-parameters. Outer loop combined with optimal hyper-parameters was used to evaluate model’s performance subsequently. Through this strategy, the data leakage can be prevented to some extent, therefore obtaining a relatively low deviation of model evaluation. Some studies have pointed out that the test set error obtained by nested cross-validation is almost the real error [40]. In this study, ten-fold cross-validation was used in both inner and outer loops.

Considering the imbalance in outcome variable, synthetic minority over-sampling technique (SMOTE) [41] was used to increase the number of minority samples on the training set. For performance evaluation, discrimination, calibration, and clinical usefulness were assessed. Specifically, the indices for evaluating discrimination in
this study included: (1) accuracy, which is used to evaluate the proportion of samples predicted correctly by the model to the total samples, (2) recall, which refers to the proportion of true positive samples predicted by the classifier to all positive samples, (3) precision, which is the correct proportion of the positive samples predicted by the classifier, (4) F1 score, which was the harmonic mean of precision and recall. In addition to these conventional ones, other comprehensive indices have been incorporated. Hamming distance measures the distance between the predicted label and the real label at the same position of the sequence. Jaccard similarity coefficient is an index to compare the similarity between limited sample sets. The value range of the above indicators is between 0 and 1, and a larger value indicates a better performance except for Hamming distance. Cohen's kappa score is an index to evaluate the consistency and reliability of classification results. Kappa takes the accuracy that would be generated purely by chance into account, which is essentially the ratio of actual consistency to non-opportunity consistency. It is less affected by unbalanced data with value ranging from -1 to 1 and the higher its value, the better the reliability of the result [42]. In addition, for the two-class prediction task, calibration was also assessed by reliability curve and histogram of prediction probability. The reliability curve is a curve with the predicted probability as the horizontal coordinate and the observed probability as the vertical coordinate. We hope that the predicted probability and the real value are as close as possible, and it is better that they are equal. Therefore, the closer the reliability curve and diagonal line of a model are, the better the calibration degree of the model is. Histogram of prediction probability is an image with the distribution of prediction probability after box division as the abscissa and the number of samples in each box as the ordinate. Also, decision curve analysis (DCA) was used to evaluate the clinical usefulness of prediction models in two-class task. DCA evaluates the net benefit of the model under different thresholds, which provides a basis for clinical decision-making. The line of “all positive” and “all negative” represent the extreme situation of net benefit when all subjects are all determined to be positive and negative. The flow chart of the model derivation and validation was shown in Fig. 1.

Machine learning interpretation
SHAP was performed for interpretability analysis. This algorithm reflects the magnitude and direction of features’ influence on ML models by calculating the SHAP value, and makes local and global interpretability analyses for the targeted classification [21]. In local interpretability analysis, it shows the contribution of each feature to the prediction in a specific sample, in which the output is promoted from the base value (the mean of the predicted value) to the final value. Features that lower the SHAP value are shown in red, otherwise in blue. Global analysis includes summary plot and feature importance. The y-axis of summary plot indicates the feature ranking, and the x-axis represents the distribution of SHAP values that respond to features. In each row, the attribution of each individual to the outcome is drawn with dots of different colors, where red and blue color represent higher and lower feature values respectively. Feature importance chart is a bar chart obtained by taking the average of the absolute value of the feature's SHAP value (stacked bar charts for multi-classification).

Sensitivity analysis
In this study, four sensitivity analyses were carried out to verify the stability of the results: (1) Given that trajectory analysis is more stable for participants with more observations over time, we conducted sensitivity analyses by restricting to participants with complete data for at least four waves (n = 2,457). We also compared the performance of ML models in distinguishing these trajectories. (2) Disability was measured by a composite score of 6 BADL and 8 IADL. However, the difficulty of completing each activity in IADL is more tough than in BADL, but the scores of each item are the same. Although the number of items in IADL is appropriately increased, it should be considered that IADL is more sensitive than BADL and more likely to reflect the changes of disability in earlier period [6, 43]. Therefore, we conducted trajectory analysis only based on the sum of 8 IADL score (n = 4,149), and prediction performance of this task was also compared with the original results. (3) Trajectories of disability may also be influenced by potential factors such as age, sex, and education [7–9, 31]. Therefore, with a consideration of age, sex, and education, we used these factors as covariates and explored the trajectories for the targeted participants (n = 4,149), and the ML models’ performance after considering covariates was also detected. (4) The missing rate of MMSE was about 40.49% in our analysis. We used multiple imputation to fill missing data and further included the participants with complete MMSE information for constructing prediction model (n = 2469) to investigate the impact of MMSE missing on the performance of the prediction models.

Statistical analysis
Continuous variables were presented as mean ± standard deviation. Categorical variables were presented as
Fig. 1 Flow chart of model derivation and validation
percentages. The comparisons of baseline characteristics among different trajectories were performed by ANOVA test and chi-square test. All the above analyses were conducted with SPSS 27.0. Disability trajectories were performed with Mplus 8.3 (Muthén and Muthén, 2019). Feature selection, model derivation, and model evaluation were performed with Python 3.7.6. A two-sided $p$-value of $<0.05$ was considered statistically significant.

### Results

#### Heterogeneous trajectories of disability

A trajectory with quadratic shape yielded the best fit under LGCM because a lower BIC was observed. Among the LCGM models with classes ranging from 1 to 6, a three-class model was selected because the proportion of samples in the smallest group was less than 5% in four-class. Finally, a better fit (BIC=102,109.346, entropy=0.929, $p$-value of VLMR-LRT<$0.0001$) and good separation of different classes (smallest class=7.158%) were also observed in the three-class GMM model (Table 1).

Figure 2 shows the mean disability scores over time for the three trajectory classes: normal class (77.3%, intercept = 1.031, $p<0.001$; linear slope = -0.152, $p=0.055$; quadratic slope = 0.441, $p<0.001$), progressive class (15.5%, intercept = 3.468, $p<0.001$; linear slope = 7.383, $p<0.001$; quadratic slope = -0.625, $p<0.001$), and high-onset class (7.2%, intercept = 15.444, $p<0.001$; linear slope = -3.035, $p<0.001$; quadratic slope = 1.267, $p<0.001$). The sensitivity analyses identified disability trajectories with similar shapes and distributions among participants who had complete information on ADL for at least four waves (Supplementary Fig. 2) and who had complete information on IADL for at least three waves (Supplementary Fig. 3). With adjusting age, sex, and education, similar results were also observed (Supplementary Fig. 4), and we found that there were differences in the baseline disability score between different genders (higher in woman compared with man, $p<0.001$, Supplementary Table 2) as well as between different education level (higher in illiterate compared with literate, $p<0.001$), but the effects of sex and education on the

### Table 1 Performance of latent class growth model and growth mixture model

|     | BIC       | Entropy | VLMR-LRT | Smallest class |
|-----|-----------|---------|----------|---------------|
| LGCM |           |         |          |               |
| linear | 105,530.680 | 0.942 | 0.0000 | 16.173%       |
| quadratic | 105,345.372 | 0.892 | 0.0000 | 8.093%        |
| cubic | 105,359.053 | 0.904 | 0.0018 | 3.720%        |
| LCGM |           |         |          |               |
| 1-class | 111,004.715 | 0.929 | 0.0000 | 100%          |
| 2-class | 105,054.609 | 0.942 | 0.0000 | 16.173%       |
| 3-class | 102,817.976 | 0.929 | 0.0000 | 8.093%        |
| 4-class | 101,585.221 | 0.904 | 0.0018 | 3.720%        |
| 5-class | 100,586.689 | 0.881 | 0.0009 | 4.278%        |
| 6-class | 99,933.216  | 0.862 | 0.0153 | 3.068%        |
| GMM  |           |         |          |               |
| 3-class | 102,109.346 | 0.929 | 0.0000 | 7.158%        |

Abbreviations: BIC Bayesian information criteria, VLMR-LRT VUONG-LO-MENDELL-RUBIN likelihood ratio test, LGCM Latent growth curve model, LCGM Latent class growth model, GMM, growth mixture model

*Fig. 2* Heterogenous disability trajectory classes of older adults with complete information at least three waves ($n=4,149$). Disability score (0–28) was measured by the sum score of BADL (0–12) and IADL (0–16). Three trajectory classes were identified: progressive class, high-onset class, and normal class. Each trajectory represents the mean change pattern of the 3 classes
| Sociodemographic Characteristics | Total sample (N = 4149) | Trajectory Class | P-valuea | Missing data |
|----------------------------------|------------------------|------------------|----------|--------------|
|                                  | Normal (n = 3210) | Progressive (n = 642) | High-onset (n = 297) |
| Age                              | 77.61 ± 9.31          | 75.23 ± 7.97      | 85.42 ± 8.72 | 89.12 ± 9.30 | <0.001 — |
| Sex                              | 1927 (46.4%)          | 1619 (50.4%)      | 248 (38.6%)  | 60 (20.2%)   | <0.001 — |
| Male                             | 2222 (53.6%)          | 1591 (49.6%)      | 394 (61.4%)  | 237 (79.8%)  | — |
| Ethnicity                        | 3852 (92.8%)          | 2970 (92.5%)      | 602 (93.8%)  | 280 (94.3%)  | 0.326 — |
| Han Ancestry                     | 297 (7.2%)            | 240 (7.5%)        | 40 (6.2%)    | 17 (5.7%)    | — |
| Minority                         | 297 (7.2%)            | 240 (7.5%)        | 40 (6.2%)    | 17 (5.7%)    | — |
| Education                        | 2280 (55.1%)          | 1635 (51.0%)      | 412 (64.5%)  | 233 (79.3%)  | <0.001 10 (0.24%) |
| Illiterate                       | 1859 (44.9%)          | 1571 (49.0%)      | 227 (35.5%)  | 61 (20.7%)   | — |
| Literate                         | 1859 (44.9%)          | 1571 (49.0%)      | 227 (35.5%)  | 61 (20.7%)   | — |
| Occupation                       | 497 (12.0%)           | 416 (13%)         | 63 (9.9%)    | 18 (6.1%)    | 0.003 12 (0.29%) |
| Low level                        | 3640 (88.0%)          | 2788 (87.0%)      | 574 (90.1%)  | 278 (93.9%)  | — |
| High level                       | 3640 (88.0%)          | 2788 (87.0%)      | 574 (90.1%)  | 278 (93.9%)  | — |
| Marital Status                   | 2160 (52.1%)          | 1475 (46.0%)      | 451 (70.2%)  | 234 (78.8%)  | <0.001 — |
| Unmarried/Separated/Divorced/Widowed | 1989 (47.9%)      | 1735 (54.0%)      | 191 (29.8%)  | 63 (21.2%)   | — |
| Married                          | 1989 (47.9%)          | 1735 (54.0%)      | 191 (29.8%)  | 63 (21.2%)   | — |
| Residence                        | 1692 (40.8%)          | 1242 (38.7%)      | 309 (48.1%)  | 141 (47.5%)  | <0.001 — |
| Urban                            | 2457 (59.2%)          | 1968 (61.3%)      | 333 (51.9%)  | 156 (52.5%)  | — |
| Rural                            | 2457 (59.2%)          | 1968 (61.3%)      | 333 (51.9%)  | 156 (52.5%)  | — |
| Co-residence                     | 664 (16.0%)           | 496 (15.5%)       | 135 (21.0%)  | 33 (11.1%)   | <0.001 — |
| Living alone                     | 3485 (84.0%)          | 2714 (84.5%)      | 507 (79.0%)  | 264 (88.9%)  | — |
| With family                      | 3485 (84.0%)          | 2714 (84.5%)      | 507 (79.0%)  | 264 (88.9%)  | — |
| Lifestyles                       |                        |                  |           |              |
| Fruit Intake                     | 2758 (66.5%)          | 2124 (66.2%)      | 433 (67.4%)  | 201 (67.7%)  | 0.741 — |
| Low frequency                    | 1391 (33.5%)          | 1086 (33.8%)      | 209 (32.6%)  | 96 (32.3%)   | — |
| High frequency                   |                        |                  |           |              |
| Vegetables Intake                | 416 (10.0%)           | 285 (8.9%)        | 77 (12.0%)   | 54 (18.2%)   | <0.001 1 (0.02%) |
| Low frequency                    | 3732 (90.0%)          | 2924 (91.1%)      | 565 (88.0%)  | 243 (81.8%)  | — |
| High frequency                   |                        |                  |           |              |
| Tea Consumption                  | 2797 (67.4%)          | 2097 (65.3%)      | 459 (71.5%)  | 241 (81.1%)  | <0.001 1 (0.02%) |
| Low frequency                    | 1351 (32.6%)          | 1112 (34.7%)      | 183 (28.5%)  | 56 (18.9%)   | — |
| High frequency                   |                        |                  |           |              |
| Smoker                           | 979 (23.6%)           | 838 (26.1%)       | 117 (18.2%)  | 24 (8.1%)    | <0.001 1 (0.02%) |
| Yes                              | 3169 (76.4%)          | 2371 (73.9%)      | 525 (81.8%)  | 273 (91.9%)  | — |
| Alcohol Drinker                  | 988 (23.8%)           | 822 (25.6%)       | 136 (21.2%)  | 30 (10.1%)   | <0.001 4 (0.10%) |
| Yes                              | 3157 (76.2%)          | 2386 (74.4%)      | 505 (78.8%)  | 266 (89.9%)  | — |
| No                               |                        |                  |           |              |
| Regular Exercise                 | 1573 (37.9%)          | 1261 (39.3%)      | 269 (42.0%)  | 43 (14.5%)   | <0.001 3 (0.07%) |
| Yes                              | 2573 (62.1%)          | 1948 (60.7%)      | 372 (58.0%)  | 253 (85.5%)  | — |
| No                               |                        |                  |           |              |
| Leisure Activity Index           | 0.49 ± 0.13           | 0.51 ± 0.12       | 0.45 ± 0.13  | 0.31 ± 0.10  | <0.001 2 (0.05%) |
| Objective Examination            |                        |                  |           |              |
| Weight                           | 51.25 ± 10.25         | 52.00 ± 10.02     | 49.65 ± 10.53 | 46.58 ± 10.43 | <0.001 — |
| Systolic Pressure                | 133.03 ± 17.63        | 132.35 ± 17.23    | 134.65 ± 18.15 | 136.80 ± 20.00 | 0.28 4 (0.10%) |
| Diastolic Pressure               | 84.65 ± 12.22         | 84.34 ± 12.06     | 85.79 ± 12.76 | 85.58 ± 12.57 | 0.04 6 (0.14%) |
linear slope ($p = 0.836$, $p = 0.622$, respectively) and quadratic slope ($p = 0.732$, $p = 0.243$, respectively) were not significant. Meanwhile, age showed a positive effect on the disability score in each wave (all $p$-values < 0.001).

**Baseline characteristics of study population**

Table 2 shows the results of baseline characteristics of the study samples with different trajectory classes. This study identified 3210, 642, and 297 participants with normal class, progressive class, and high-onset class, respectively. For the comparisons of baseline characteristics among trajectory classes, significant differences were found in all variables except for ethnicity, fruit intake, systolic pressure, length from wrist to shoulder, length from kneel to floor, PWB score, household income per capita, diabetes, and sufficient financial support. Comparisons

### Table 2 (continued)

| Total sample ($N = 4149$) | Trajectory Class | $P$-value $^a$ | Missing data |
|---------------------------|-----------------|---------------|--------------|
|                           | Normal ($n = 3210$) | Progressive ($n = 642$) | High-onset ($n = 297$) |
| Rhythm of Heart            |                 |               |              |
| Regular                   | 3872 (93.4%)    | 3025 (94.3%)  | 588 (91.6%)  | 259 (87.5%)  | <0.001 | 4 (0.10%)  |
| Irregular                 | 273 (6.6%)      | 182 (5.7%)    | 54 (8.4%)    | 37 (12.5%)   |       |           |
| Heart Rate                | 72.44 ± 7.53    | 72.37 ± 4.76  | 72.73 ± 6.1  | 72.51 ± 8.1  | 0.01  | 6 (0.14%)  |
| Length from Wrist to Shoulder | 49.84 ± 5.53   | 50.20 ± 5.43  | 49.62 ± 5.90 | 48.33 ± 5.55 | 0.10  | 2 (0.05%)  |
| Length from Kneel to Floor | 46.66 ± 5.37   | 46.79 ± 5.27  | 46.49 ± 5.81 | 45.59 ± 5.28 | 0.14  | 6 (0.14%)  |
| Mental & Cognitive &Physical State |           |               |              |
| PWB Score                 | 22.51 ± 3.74    | 22.64 ± 3.71  | 22.42 ± 3.57 | 20.97 ± 4.21 | 0.189 | 226 (5.45%) |
| BADL Score                | 11.77 ± 0.99    | 11.96 ± 0.26  | 11.81 ± 0.52 | 9.60 ± 2.70  | <0.001 |       |
| IADL Score                | 13.80 ± 3.82    | 15.05 ± 1.85  | 12.60 ± 3.01 | 2.79 ± 2.44  | <0.001 |       |
| MMSE score                | 27.95 ± 2.74    | 28.20 ± 2.40  | 27.08 ± 3.35 | 24.17 ± 5.12 | <0.001 | 1680 (40.49%) |
| Chronic Condition         | 0.68 ± 0.91     | 0.65 ± 0.85   | 0.77 ± 1.03  | 0.90 ± 1.09  | <0.001 | 364 (8.77%) |
| Hypertension              |                 |               |              |
| Yes                       | 677 (16.9%)     | 486 (15.7%)   | 126 (20.3%)  | 65 (22.3%)   | 0.001 | 145 (3.49%) |
| No                        | 3327 (83.1%)    | 2606 (84.3%)  | 495 (79.7%)  | 226 (77.7%)  |       |           |
| Diabetes                  |                 |               |              |
| Yes                       | 77 (1.9%)       | 54 (1.7%)     | 19 (3.1%)    | 4 (1.4%)     | 0.07  | 146 (3.52%) |
| No                        | 3926 (98.1%)    | 3044 (98.3%)  | 601 (96.9%)  | 281 (98.6%)  |       |           |
| Stroke                    |                 |               |              |
| Yes                       | 178 (4.4%)      | 110 (3.5%)    | 36 (5.8%)    | 32 (11.1%)   | <0.001 | 125 (3.01%) |
| No                        | 3846 (95.6%)    | 3005 (96.5%)  | 585 (94.2%)  | 256 (88.9%)  |       |           |
| Heart Disease             |                 |               |              |
| Yes                       | 363 (9.1%)      | 260 (8.4%)    | 71 (11.5%)   | 32 (11.1%)   | 0.02  | 141 (3.40%) |
| No                        | 3645 (90.9%)    | 2841 (91.6%)  | 548 (88.5%)  | 256 (88.9%)  |       |           |
| Family Socioeconomic factors |             |               |              |
| Household Income per Capita |             |               |              |
| Low level                 | 3029 (75.8%)    | 2337 (75.2%)  | 476 (77.7%)  | 216 (78.3%)  | 0.27  | 153 (3.69%) |
| High level                | 967 (24.2%)     | 770 (24.8%)   | 137 (22.3%)  | 60 (21.7%)   |       |           |
| Adequate Health Services  |                 |               |              |
| Yes                       | 3792 (91.4%)    | 2974 (92.7%)  | 586 (91.3%)  | 232 (78.1%)  | <0.001 | 1 (0.02%)  |
| No                        | 356 (8.6%)      | 235 (7.3%)    | 56 (8.7%)    | 65 (21.9%)   |       |           |
| Sufficient Financial Support |           |               |              |
| Yes                       | 3312 (79.9%)    | 2581 (80.4%)  | 508 (79.3%)  | 223 (75.1%)  | 0.08  | 2 (0.05%)  |
| No                        | 835 (20.1%)     | 628 (19.6%)   | 133 (20.7%)  | 74 (24.9%)   |       |           |

Values are presented as mean ± standard deviation, number (%)

Abbreviations: PWB, psychological well-being; BADL, basic activity of daily living; IADL, instrumental activity of daily living; MMSE, Mini-Mental State Examination

$^a$ ANOVA test and chi-square test were performed, and the null hypothesis is no difference across the three classes
between the analytical sample and drop-out sample are presented in Supplementary Table 3. The samples in the current analysis were younger, more likely to live with family members and suffer from hypertension, had more females and rural residents, had lower frequency of fruit intake, had higher frequency of leisure activity and lower heart rate, had better instrumental activity of daily living, less chronic condition, and a low level of household income.

Performance evaluation of three-class prediction models
The selected variables with LASSO in five sets of imputation data were shown in Supplementary Table 4, and the optimal hyper-parameters for each of the imputation data sets were listed in Supplementary Table 5. The performance of prediction models was shown in Table 3. Generally, the performance of five ML algorithms was comparable in the full-variable and selected-variable data sets. Specifically, XGBoost and RF achieved relatively the best performance, with balanced accuracy around 0.77, weighted recall around 0.84, weighted precision and weighted F1 score nearly 0.85. Also, the two models performed moderately in other comprehensive indices with Hamming distance ranged 0.16–0.17, Jaccard similarity coefficient of 0.74 to 0.76, and Cohen's kappa score in the 0.56–0.57 range. The SVM model was inferior to RF and XGBoost, while LR and ANN were the worst. The sensitivity analyses also showed similar results for three-class prediction among participants who had at least four waves of ADL information (Supplementary Table 6), and who had at least three waves of IADL information (Supplementary Table 7). Also, similar prediction performance was observed for predicting disability trajectories with consideration of covariates (Supplementary Table 8) as well as among participants who had complete information on MMSE (Supplementary Table 9).

Performance evaluation of two-class prediction models
Considering the low proportion of progressive class and high-onset class, we further merged these two classes into abnormal class, so as to establish the two-class (abnormal class vs. normal class) ML models. Similarly, the original variables were processed by LASSO in the five sets of imputation data (Supplementary Table 6) and the hyper-parameters were tuned (Supplementary Table 10). Compared with the three-class task, the performance of ML models had a certain improvement in the binary

| Table 3 | Performance of machine learning for three-class task prediction |
|---------|-----------------|
|         | Full variables | Selected variables with LASSO |
| LR      | SVM            | RF         | ANN         | XGBoost     | LR         | SVM      | RF         | ANN         | XGBoost     |
| Accuracy| 0.706          | 0.734      | 0.773       | 0.735       | 0.771      | 0.714      | 0.744      | 0.774       | 0.744       | 0.771      |
| Recall  | 0.779          | 0.810      | 0.844       | 0.785       | 0.834      | 0.780      | 0.810      | 0.843       | 0.780       | 0.840      |
| Precision| 0.769       | 0.807      | 0.854       | 0.775       | 0.833      | 0.771      | 0.800      | 0.848       | 0.773       | 0.848      |
| F1 Score | 0.760       | 0.807      | 0.848       | 0.766       | 0.832      | 0.761      | 0.802      | 0.845       | 0.759       | 0.843      |
| Hamming | 0.221          | 0.190      | 0.156       | 0.215       | 0.166      | 0.220      | 0.190      | 0.157       | 0.220       | 0.160      |
| Jaccard | 0.639          | 0.705      | 0.759       | 0.645       | 0.735      | 0.639      | 0.696      | 0.754       | 0.636       | 0.751      |
| Kappa   | 0.507          | 0.495      | 0.568       | 0.516       | 0.567      | 0.512      | 0.518      | 0.575       | 0.514       | 0.564      |

Accuracy, recall, precision, F1 score were all calculated with weighted metrics. Hamming, Jaccard, and Kappa refer to Hamming distance, Jaccard similarity coefficient, and Cohen's kappa score.

| Table 4 | Performance of machine learning for two-class task prediction |
|---------|-----------------|
|         | Full variables | Selected variables with LASSO |
| LR      | SVM            | RF         | ANN         | XGBoost     | LR         | SVM      | RF         | ANN         | XGBoost     |
| Accuracy| 0.760          | 0.776      | 0.805       | 0.748       | 0.810      | 0.764      | 0.770      | 0.784       | 0.753       | 0.796      |
| Recall  | 0.828          | 0.843      | 0.859       | 0.816       | 0.861      | 0.831      | 0.837      | 0.847       | 0.821       | 0.854      |
| Precision| 0.824       | 0.841      | 0.867       | 0.813       | 0.870      | 0.828      | 0.833      | 0.850       | 0.818       | 0.860      |
| F1 Score | 0.821       | 0.841      | 0.862       | 0.808       | 0.864      | 0.823      | 0.832      | 0.848       | 0.813       | 0.855      |
| Hamming | 0.172          | 0.157      | 0.141       | 0.184       | 0.139      | 0.169      | 0.163      | 0.153       | 0.179       | 0.146      |
| Jaccard | 0.707          | 0.738      | 0.768       | 0.690       | 0.772      | 0.710      | 0.724      | 0.748       | 0.697       | 0.759      |
| Kappa   | 0.554          | 0.564      | 0.583       | 0.532       | 0.586      | 0.564      | 0.565      | 0.560       | 0.542       | 0.573      |

Accuracy, recall, precision, F1 score were all calculated with weighted metrics. Hamming, Jaccard, and Kappa refer to Hamming distance, Jaccard similarity coefficient, and Cohen's kappa score.
classification task. Meanwhile, RF and XGBoost still had the best performance, followed by SVM, LR, and ANN (Table 4). Besides, the reliability curve and histogram of prediction probability demonstrated moderate calibration results (Supplementary Fig. 5–6). We observed that the reliability curves of RF and XGBoost were close to the diagonal line but the overall trend was lower than the line, which indicates that the predicted risk was slightly overestimated generally. The histogram showed that the prediction probability of most samples was concentrated near the value of 0, and there were only a few samples near the decision boundary (threshold probability at 0.5), indicating that the models had a high confidence degree. As presented in Fig. 3, the DCA curves of RF and XGBoost were far from the all-positive line and all-negative line and had higher net benefit within a large range of threshold probability compared with other prediction models, which suggested that RF and XGBoost had the best clinical value in predicting normal class vs. abnormal class. Similar results were also found in the data set with selected variables (Supplementary Fig. 7).

Interpretability analysis of prediction models

The global interpretability method in SHAP was used to interpret the decisions for RF and XGBoost. For three-class task, the top 20 predictors for overall prediction and for prediction of each specific trajectory were shown in Fig. 4A–D (RF) and E–H (XGBoost). The top five most important predictors of RF were IADL, age, leisure activity, MMSE, and BADL. In XGBoost, IADL, age, BADL, leisure activity, and systolic pressure were the top five predictors. For two-class prediction, the top 20 predictors for overall prediction and for specific trajectory prediction were shown in Fig. 5 A–B (RF) and C–D (XGBoost). In terms of the top five factors in two-class prediction of RF, participants with older age, lower IADL score, BADL score, leisure activity index, and MMSE score were prone to experience an abnormal progress of disability. For the top five variables in XGBoost, older age, lower IADL score, leisure activity index, higher diastolic pressure, and living in urban areas were associated with a higher predicted probability of the abnormal class. Also, the predictors were similar in the LASSO-selected data set for three-class task (Supplementary Fig. 8A–D for RF; Supplementary Fig. 9A–D for XGBoost) and two-class task (Supplementary Fig. 10A–B for RF; Supplementary Fig. 11A–B for XGBoost).

Furthermore, the local interpretability method in SHAP was used to understand the mechanism of individual prediction. For three-class prediction, we selected one sample with progressive disability trajectory to illustrate how RF and XGBoost work for making the final decision in full-variables data set. The output of SHAP value (0.72) in RF was higher than the base value (0.15, Fig. 6A), which was similar for XGBoost (Fig. 6B), therefore, the final predicted class was progressive trajectory. For two-class prediction, the results were shown in Fig. 6C–D when the selected sample was with abnormal class. Results for LASSO-selected data set were shown in Supplementary Fig. 12A–D.

Discussion

Based on nationally representative samples of older Chinese community-dweller, this study extracted disability trajectories from 4149 subjects by GMM, which were divided into three categories: normal, progressive, and...
high-onset. The shape and trend of these three kinds of trajectories are similar to previous studies [3, 9, 12, 14]. Among them, the normal category represents the development trajectory of normal people, showing a slow upward trend, mainly caused by the decline of body function with the increase of age [31]. The progressive class shows a trend that starts with an emergency and then slows down. The emergence of this group is mostly attributed to some diseases or injuries that restrict physical activities, such as cerebrovascular diseases and rheumatoid arthritis [44]. Some studies have also pointed out that the type and number of chronic diseases also affect the ability to perform activities of daily living to varying degrees [31]. While in the later period, the progression of disability is slowing due to the intervention of treatment and rehabilitation. High-onset groups are in a relatively serious disability state at the baseline, showing a slow development trend before urgent. This group accounts for the least. The possible explanation for their existence is that this group can better manage the disability state in the early phase, but in the later stage, due to the accumulation of disability risk factors and the lack of awareness of long-term health management, a rapid development speed appears.

Fig. 4 The relative feature importance (top 20) of RF (A–D) and XGBoost (E–H) in three-class prediction. A overall importance of RF; B SHAP summary plot of RF model when the expected trajectory is progressive; C SHAP summary plot of RF model when the expected trajectory is high-onset; D SHAP summary plot of RF model when the expected trajectory is normal; E overall importance of XGBoost; F SHAP summary plot of XGBoost model when the expected trajectory is progressive; G SHAP summary plot of XGBoost model when the expected trajectory is high-onset; H SHAP summary plot of XGBoost model when the expected trajectory is normal.
The progressive and high-onset classes are both unfavorable functional states. Considering the relatively small proportion of these two classes, we combined them into abnormal class. Although studies have proved that binary prediction reduces the amount of outcome information, ambiguous prediction could provide greater confidence and improve the prediction performance to certain extent [45]. In this study, five ML methods were included to carry out three-class and two-class outcome predictions on the whole data set and the feature selection data set screened by LASSO. We found that the performance of the two-class prediction was better than that of the three-class prediction in both data sets, which confirms the above conclusion. Furthermore, it could be found that although LASSO compressed the number of variables, there was no significantly decline of the models’ performance, suggesting that fewer key variables selected by LASSO was also able to achieve the prediction effect similar to the full-variable data set. In addition, we discovered that the ensemble learning method (RF and XGBoost) had the best performance among the five models, which is attributed to the fact that it form a stronger classifier by combining multiple weak learners [37], even if some weak ones get wrong predictions, the others can also correct the error to varying degrees [36].
Most of ML algorithms are known to be black-box models, which restricts the application of the ML methods in medical decision-making [20]. To overcome this problem, we used SHAP to analyze the local and global interpretability of the models’ decisions, aiming to provide references for the practical application of the models. In general, baseline ADL, age, leisure activity, cognitive function, and blood pressure showed significant influence on the prediction of disability trajectories. Disability level is constantly progressing as age increases [4, 11]. Some researchers have shown that leisure activity is strongly associated with the risk of disability [46, 47]. Cognitive impairment has a significant impact on disability and they are mutually reinforcing over time [48, 49]. In addition, hypertension can increase the risk of motor, cognitive, and mood disorders, and thus affect patients’ ability to perform activities of daily living [50]. Baseline ADL score is not only a component of the disability trajectories, but also an important predictor in following trajectory prediction. The use of baseline ADL score for prediction is consistent with real-world applications because the trajectories were also composed by the data of other five waves and ADL information available at baseline can be used to predict some future outcome. Similar idea was also validated in several successful cases [51–53], in which the influential predictor was important constitution of outcome on the machine learning prediction. It is worth noting that baseline IADL and BADL are the two most important predictors when the expected outcome is high-onset, which is largely related to the stratification of intercept between high-onset and other two types of trajectories, and patients with severe disability state at baseline are more likely to continue to suffer from worse functional condition. The importance of baseline IADL and BADL decrease in distinguishing normal and progressive class for their similar baseline scores, thus, other variables are needed to make more accurate predictions, such as leisure activity and age. Surely, the interpretability analyses were performed to provide internal explanations for models’ predictions, rather than exploring causality between predictive variables and outcome because the goal of prediction is distinct from causal inference, it mainly focuses on making effective prediction of disability trajectories using advanced machine learning methods, and it maybe of additional value in discovering potential risk factors [54].

The study focused on the dynamic process of disability, rather than the static disability condition. The two-class and three-class prediction models are applicable to different scenarios. If more attention is paid to the long-term outcomes in clinical practice, the two-class model with better performance will be the first choice.
If more emphasis is placed on early prevention and early intervention, the three-class model with more detail information can provide more specific guiding significance. It should be noted that the abnormal class of the binary models includes trajectories of progressive and high-onset, and the baseline ADL of these two categories is significantly different, but the baseline ADL cannot be used as the criterion for the classification of these two categories, because the trajectory models only provide an average description [24, 25]. Due to individual variation, the starting point of the trajectory is not fixed at individual level, so the identification of these two trajectories still needs to be judged according to the output of the prediction model.

The practical significance of this study is to provide more accurate prediction tools for primary screening of high-risk populations at a community level. We emphasize the use of easily available, low-cost epidemiological variables as predictors. Although some studies have pointed out that the inclusion of longitudinal time series data can improve the performance of prediction models [55, 56], we are more concerned about the convenience and accessibility of data collection, which is more in line with the requirements of practice. In addition, the identified important variables provide guidance for prevention strategies of the vulnerable population, such as regular recreational activities, cognitive training, and blood pressure management. This result also suggests that individuals with poor ADL and older age are the key groups for prevention of disability, and effective management and support of these high-risk groups is necessary to achieve better gains of population health.

**Limitations**

There are still some shortcomings in the current study. Firstly, ML methods are superior in dealing with high-dimensional and nonlinear problems, which depend on the support of sufficient sample size [17]. However, the sample size included in this study was relatively small, which might limit the performance of the models. Given this condition, we used nested cross-validation to make full use of available data and selected various metrics for performance evaluation. Secondly, the missing rate of MMSE was relatively high, which might have impact on predictions of ML models. To minimize the impact, multiple imputation and sensitivity analysis were implemented. Thirdly, the current study only carried out internal validation, lacking external validation to evaluate the models’ generalization ability, so we will further expand the scope of the study to include samples from different regions for external validation. Finally, the prediction models in our study have not been transformed into clinical application. We discussed the application prospect of the models in clinical practice, and subdivided the models for two-class and three-class prediction according to different application scenarios, providing sufficient preparation for clinical application. Furthermore, appropriate tools such as risk calculators should be developed for achieving social and economic benefits.

**Conclusion**

Three distinct disability trajectories were found in Chinese older community-dwellers. ML methods, especially RF and XGBoost, had good performance in distinguishing both two-class and three-class tasks. Meanwhile, the interpretability analysis based on SHAP found that baseline ADL score, age, leisure activity, cognitive function, and blood pressure were the most important predictors. In clinical application, the two-class and three-class predictions are suitable for different scenarios, and under the guidance of important predictors, personalized intervention measures, such as regular recreational activities, cognitive training, and blood pressure management, can be formulated towards people at high risk of disability.

**Abbreviations**

- ADL: Activities of daily living
- ML: Machine learning
- SHAP: Shapley Additive exPlanations
- GMM: Mixed growth model
- CLHLS-HF: Chinese Longitudinal Healthy Longevity and Happy Family Survey
- LR: Logistic regression
- SVM: Support vector machine
- ANN: Artificial neural network
- RF: Random forest
- XGBoost: Extreme gradient boosting
- SMOTE: Synthetic minority over-sampling technique
- DCA: Decision curve analysis

**Supplementary Information**

The online version contains supplementary material available at https://doi.org/10.1186/s12877-022-03295-x.

**Additional file 1.**

**Acknowledgements**

We would like to thank the Chinese Longitudinal Healthy Longevity Study and Happy Family Survey (CLHLS-HF) for providing us with the data. The sponsors had no role in the design, methods, subject recruitment, data collection, analysis, and preparation of this paper.

**Authors’ contributions**

Dr. Wu and Mr. Xiang had full access to all of the data in the study and take responsibility for the integrity of the data and the accuracy of the data analysis. Dr. Wu and Mr. Xiang contributed equally as co-first authors. Concept and design: Wu, Xiang. Acquisition, analysis, or interpretation of data: Wu, Xiang. Critical revision of the manuscript for important intellectual content: Wu, Xiang. Statistical analysis: Wu, Xiang. Obtained funding: Fang. Administrative,
technical, or material support: Fang. Supervision: Fang. The author(s) read and approved the final manuscript.

Funding
This work was supported by the National Natural Science Foundation of China under Grant 81973144.

Availability of data and materials
Data supported for the current study was publicly available at the Chinese Longitudinal Healthy Longevity and Happy Family Study (https://opendata.pku.edu.cn/dataset/CHADS).

Declarations

Ethics approval and consent to participate
The study procedures were carried out by the Declaration of Helsinki. CLHLS-HF was approved by the Institutional Review Board, Duke University (Pro00062871), and the Biomedical Ethics Committee, Peking University (IRB00001052-13074). All participants provided written informed consent.

Consent for publication
Not Applicable.

Competing interests
The authors declared that they have no conflicts of interests in this work.

Received: 23 December 2021 Accepted: 12 July 2022
Published online: 28 July 2022

References

1. Collaborators GDisalb. Global, regional, and national incidence, prevalence, and years lived with disability for 354 diseases and injuries for 195 countries and territories, 1990–2017: a systematic analysis for the Global Burden of Disease Study 2017. Lancet. 2018;392(10159):1789–858.
2. Jørgensen TSH, Siersma V, Lund R, Nilsson CJ. Mortality following trajectories of mobility limitations: the modifying impact of social factors. J Aging Health. 2020;32(3–4):134–42.
3. Vermeulen J, Neyens JC, van Rossum E, Spreeuwenberg MD, de Witte LP. Predicting ADL disability in community-dwelling elderly people using physical frailty indicators: a systematic review. BMC Geriatr. 2011;11:33.
4. Lee J, Lau S, Meijer E, Hu P. Longitudinal Healthy Longevity and Happy Family Study (https://opendata.pku.edu.cn/dataset/CHADS).

12. Liang J, Xu X, Bennett JM, Ye W, Quihones AR. Ethnicity and changing functional health in middle and late life: a person-centered approach. J Gerontol B Psychol Sci Soc Sci. 2010;65(4):470–81.
13. Hsu HC. Effects of physical function trajectories on later long-term care utilization among the Taiwanese elderly. Geriatr Gerontol Int. 2013;13(3):751–8.
14. Tarraf W, Jensen GA, Dillawey HE, Vásquez PM, González HM. Trajectories of aging U.S. older adults: mixed evidence for a paranormal paradox. J Gerontol B Psychol Sci Soc Sci. 2020;75(3):601–12.
15. Edpolo A, Dartigues JF, Pérels K, Proust-Lima C. Heterogeneous long-term trajectories of dependency in older adults: The PAQUID cohort, a population-based study over 22 years. J Gerontol A Biol Sci Med Sci. 2020;75(12):2396–403.
16. Grande G, Vetrano DL, Fratiglioni L, Marsegla A, Vanacore N, Laukk A, et al. Disability trajectories and mortality in older adults with different cognitive and physical profiles. Aging Clin Exp Res. 2020;32(6):1007–16.
17. Deo RC. Machine learning in medicine. Circulation. 2015;132(20):1920–30.
18. Jiang F, Jiang Y, Zhi H, Dong Y, Li H, Ma S, et al. Artificial intelligence in healthcare: past, present and future. Stroke Vasc Neurol. 2017;2(4):230–43.
19. Zhihui E, Madai VI, Livne M, Galinovicki I, Khalil AA, Feibach JB, et al. Opening the black box of artificial intelligence for clinical decision support: a study predicting stroke outcome. PloS One. 2020;15(4):e0231166.
20. Appo FA, Mgbeojedo UG, Maruf FA, Okoye EC, Umeonwuka IC, Ogunniyi A. Depression, functional disability and quality of life among Nigerian older adults: Prevalences and relationships. Arch Gerontol Geriatr. 2018;74:39–43.
21. Parsa AB, Movahedi A, Taghipour H, Dernbile S, Mohammdian AK. Toward safer highways, application of XGBoost and SHAP for real-time accident detection and feature analysis. Accid Anal Prev. 2020;136:105405.
22. Zeng Y. Towards deeper research and better policy for healthy aging – using the unique data of Chinese longitudinal healthy longevity survey. China Economic J. 2012;5(2–3):131–49.
23. Zeng Y, Feng Q, Hesketh T, Christensen K, Vaulpe JW. Survival, disabilities in activities of daily living, and physical and cognitive functioning among the oldest-old in China: a cohort study. Lancet. 2017;389(10079):1619–29.
24. Muthén B, Muthén LK. Integrating person-centered and variable-centered analyses: growth mixture modeling with latent trajectory classes. Alcohol Clin Exp Rev. 2000;24(6):882–91.
25. Berlin KS, Parra GR, Williams NA. An introduction to latent variable mixture modeling (part 2): longitudinal latent class growth analysis and growth mixture models. J Pediatr Psychol. 2014;39(2):188–203.
26. Grimm KJ, Ram N. Non-linear growth models in Mplus and SAS. Struct Equ Modeling. 2009;16(4):676–701.
27. Li T, Lu X, Yuan C, Zhang M, Fan Z, Xu X, et al. Trajectories of cognitive function and their determinants in older people: 12 years of follow-up in the Chinese longitudinal healthy longevity survey. Int Psychogeriatr. 2020;32(6):765–76.
28. Xiao J, Shi Z, Fang Y. Association between disability trajectory and health care service utilization among older adults in China. J Am Med Dir Assoc. 2021;22(10):2169–2176.e2164.
29. Cao J, Qian D, Yang F. Socioeconomic disparities in leisure activities over the life course of the oldest-old in China. Australas J Ageing. 2020;39(3):e146–24.
30. Zhou Z, Cai L, Zhuang M, Hong YA, Fang Y. A longitudinal analysis of the association between the living arrangements and psychological well-being of older Chinese adults: the role of income sources. BMC Geriatr. 2019;19(1):347.
31. Qian L, Ren X. Association between comorbid conditions and BADL/IADL disability in hypertension patients over age 45: Based on the China health and retirement longitudinal study (CHARLS). Medicine (Baltimore). 2016;95(31):e4536.
32. D’Agostino Jr RM, Sullivan LM, Pencina MJ, et al. A new nomogram for predicting the 10-year risk of cardiovascular disease among adults: the heart outcome prevention evaluation (HOPE) study. Circulation. 2006;114(24):2984–92.
33. Cortes C, Vapnik V. Support-Vector Networks. Mach Learn. 1995;20(3):273–97.
34. Chauhan VK, Dahiya K, Sharma A. Problem formulations and solvers in linear SVM: a review. Artif Intell Rev. 2019;52(2):803–55.
35. Yamamura S. Clinical application of artificial neural network (ANN) modeling to predict pharmacokinetic parameters of severely ill patients. Adv Drug Deliv Rev. 2003;55(1):133–51.
36. Datarathy BV, Sheela BV. A composite classifier system design: concepts and methodology. Proc IEEE. 1997;65(5):708–13.
37. Motwani M, Dey D, Berman DS, Germano G, Achenbach S, Al-Mallah MH, et al. Machine learning for prediction of all-cause mortality in patients with suspected coronary artery disease: a 5-year multicentre prospective registry analysis. Eur Heart J. 2017;38(7):500–7.

38. Scornet E. Random forests and kernel methods. IEEE Trans Inf Theory. 2016;62(3):1485–500.

39. Dora L, Agrawal S, Panda R, Abraham A. Nested cross-validation based adaptive sparse representation algorithm and its application to pathological brain classification. Expert Syst Appl. 2018;114:313–21.

40. Varma S, Simon R. Bias in error estimation when using cross-validation for model selection. BMC Bioinform. 2006;7:91.

41. Fernandez A, Garcia S, Herrera F, Chavila NY. SMOTE for learning from imbalanced data: progress and challenges, marking the 15-year anniversary. J Artif Intell Res. 2018;61:863–905.

42. Rigby AS. Statistical methods in epidemiology. v. Towards an understanding of the kappa coefficient. Disabil Rehabil. 2000;22(8):339–44.

43. Pan C, Kelfa MO, Liang J, Wang P. Joint trajectories of disability and related factors among older adults in China. Public Health. 2021;199:96–102.

44. Gill TM, Allore HG, Holford TR, Guo Z. Hospitalization, restricted activity, and the development of disability among older persons. JAMA. 2004;291(7):2115–24.

45. Allwein EL, Schapire RE, Singer Y. Reducing multiclass to binary: a unifying approach for margin classifiers. J Mach Learn Res. 2001;1(2):113–41.

46. Li ZH, Chen Q, Byers Kraus V, Shen D, Zhang XR, Zhang PD, et al. Leisure activities and disability in activities of daily living among the oldest-old Chinese population: evidence from the Chinese longitudinal healthy longevity study. Aging (Albany NY). 2020;12(11):10687–703.

47. Monma T, Tekada F, Noguchi H, Takahashi H, Tamiya N. The impact of leisure and social activities on activities of daily living of middle-aged adults: evidence from a national longitudinal survey in Japan. PLoS One. 2016;11(10):e0165106.

48. McGuire LC, Ford ES, Ajani UA. Cognitive functioning as a predictor of functional disability in later life. Am J Geriatr Psychiatry. 2006;14(1):36–42.

49. Ormel J, Rijndijk FV, Sullivan M, van Sonderen E, Kempen G. Temporal and reciprocal relationship between IADL/ADL disability and depressive symptoms in late life. J Gerontol B Psychol Sci Soc Sci. 2002;57(4):338–47.

50. Hajjar I, Quach L, Yang F, Chaves PH, Newman AB, Mukamal K, et al. Hypertension, white matter hyperintensities, and concurrent impairments in mobility, cognition, and mood: the Cardiovascular Health Study. Circulation. 2011;123(8):858–65.

51. Bhagwat N, Vivesano JD, Voneskos AN, Chakravarty MM, Neurorimag. AsD. Modeling and prediction of clinical symptom trajectories in Alzheimer’s disease using longitudinal data. Plos Comput Biol. 2018;14(9):e1006376.

52. Tommasin S, Cocozza S, Taloni A, Gianni C, Petas N, Pontillo G, et al. Machine learning classifier to identify clinical and radiological features relevant to disability progression in multiple sclerosis. J Neurol. 2021;268(12):4834–45.

53. Brugnara G, Neuberger U, Mahmutoglu MA, Foltyjn M, Herweh C, Nagel S, et al. Multimodal predictive modeling of endovascular treatment outcome for acute ischemic stroke using machine-learning. Stroke. 2020;51(12):3541–51.

54. Laan M, Rose S. 2011. Targeted Learning: Causal Inference for Observational and Experimental Data. In: Targeted Learning: Causal Inference for Observational & Experimental Data.

55. De Brouwer E, Becker T, Moreau Y, Havrdova EK, Trojano M, Eichau S, et al. Longitudinal machine learning modeling of MS patient trajectories improves predictions of disability progression. Comput Methods Programs Biomed. 2021;208:106180.

56. Lacson RC, Baker B, Suresh H, Andriole K, Szolovits P, Lacson E Jr. Use of machine-learning algorithms to determine features of systolic blood pressure variability that predict poor outcomes in hypertensive patients. Clin Kidney J. 2019;12(2):206–12.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.