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Pore-scale modeling of electrical and fluid transport in Berea sandstone

Xin Zhan2, Lawrence M. Schwartz1,3, M. Nafi Toksöz1, Wave C. Smith3, and F. Dale Morgan1

ABSTRACT

The purpose of this paper is to test how well numerical calculations can predict transport properties of porous permeable rock, given its 3D digital microtomography (μCT) image. For this study, a Berea 500 sandstone sample is used, whose μCT images have been obtained with resolution of 2.8 μm. Porosity, electrical conductivity, permeability, and surface area are calculated from the μCT image and compared with laboratory-measured values. For transport properties (electrical conductivity, permeability), a finite-difference scheme is adopted. The calculated and measured properties compare quite well. Electrical transport in Berea 500 sandstone is complicated by the presence of surface conduction in the electric double layer at the grain-electrolyte boundary. A three-phase conductivity model is proposed to compute surface conduction on the rock μCT image. Effects of image resolution and computation sample size on the accuracy of numerical predictions are also investigated. Reducing resolution (i.e., increasing the voxel dimensions) decreases the calculated values of electrical conductivity and hydraulic permeability. Increasing computation sample volume gives a better match between laboratory measurements and numerical results. Large sample provides a better representation of the rock.

INTRODUCTION

Understanding the interaction between the rock matrix and pore fluids at the microscopic scale is essential for the interpretation of macroscopic geophysical measurements. With the development of modern imaging techniques, such as x-ray μCT and laser confocal microscopy, direct images (with micron resolution) of the three-dimensional (3D) pore structure of sedimentary rocks are now available. Accurate digital representations of the pore structure allow us to compute rock properties from basic physical laws (Hazlett, 1995; Coles et al., 1996; Pal and Stig, 2002). Computational rock physics has become a significant complement to core-derived laboratory measurements and empirical relationships in the interpretation of borehole measurements.

In this study, we use finite difference (FD) techniques to solve the Laplace equation for electrical conductivity and the Stokes equation for single-phase fluid flow (Schwartz et al., 1993; Garbozi and Douglas, 1996). A number of authors have used μCT images to calculate the electrical formation factors of by treating the fluid-filled porous rock as a two-phase system (Auzerais et al., 1996; Arns et al., 2001; Pal and Stig, 2002; Arns et al., 2005). The solid matrix is nonconductive and the pore fluid has a uniform conductivity. In this case, Archie’s law (Archie, 1942) describes the linear relationship between fluid conductivity \( \sigma_f \) and saturated rock conductivity \( \sigma_{s,eff} \). The ratio of \( \sigma_f / \sigma_{s,eff} \) is defined as formation factor \( F \), which is expressed as \( \Phi ( \omega f ) \). Porosity is denoted by \( \Phi \), and \( m \) is the cementation exponent, which depends on lithology. This relationship is based on the assumption that the mobile ions are distributed uniformly throughout the pore space. Once the basic quantities of electrical and fluid flow are in hand, we go on to consider two issues related to the pore grain interface (i.e., the grain surface). While \( F \) depends on the porosity only, fluid permeability \( k \) depends also on the absolute dimensions of the pore space. Two of the simplest length scales are the ratio of pore volume to surface area \( V_p / S \) and the \( A \) parameter, a dynamic length derived from the solution of the conductivity problem (Brace, 1977; Johnson et al., 1986). We show that both \( V_p / S \), and \( A \) can be used to estimate \( k \).

In addition to bulk conduction, there is also the mechanism of interface conduction. The surface of both quartz and clay grains becomes charged when in contact with an electrolyte. Surface conductivity is confined to a thin layer known as the electric double layer (EDL) (Debye and Hückel, 1923; Morgan et al., 1989). One of the most popular empirical models to treat surface conductivity is the Waxman-Smits model (Waxman and Smits, 1968). The model assumes that interfacial and bulk conduction simply can be added in parallel. The Waxman-Smits model is expressed as \( \sigma_{s,eff} = (\sigma_f \cdot \sigma_a) / (\sigma_f + \sigma_a) \).
Recent authors have devoted considerable attention to treating surface conduction at the pore scale (Devarajan et al., 2006; Jin et al., 2009; Motealleh et al., 2007). In these papers, shaly sands are modeled with surface-conductive clay coating the grains. To represent shale, they assume the grains to be comprised entirely of conductive clays. However, all these calculations are based on synthetic porous media, sphere packs with a single type of clay mineral. Real rocks are known to have much more complex composition, mineral distribution, and pore geometry. Thus, one of the main objectives of this work is to numerically model surface conductivity on real rock microstructure. In addition, laboratory data are collected to verify our numerical calculations.

**SAMPLE DESCRIPTION AND LABORATORY MEASUREMENTS**

Our sample is a Berea Sandstone 500 (BS500) core with 23.6% porosity. A 3D μCT image was obtained from the Australia National University (ANU) Digital Core Laboratory Consortium. The grayscale image, with brightness corresponding to X-ray attenuation, was segmented to separate the pore space and the rock matrix. This gives an 1840³ image with a voxel size of 2.8 μm. Five 400³ subvolumes at different locations were selected within the 1840³ volume (as shown in Figure 1a) to capture both vertical and horizontal heterogeneity.

Berea Sandstone 500 contains some clay; its mineralogy is summarized in Table 1. The presence of low-density pore inclusions (e.g., microporosity, clay, feldspars decaying into grains, etc.) leads to a spread in the intermediate portion of the attenuation histogram between the two main peaks (Pike, 1981; Minnis, 1984; Knackstedt et al., 2004; Arns et al., 2005). Figure 1a shows an example; the solid phase is divided into quartz (white) and nonquartz minerals (gray). Our ability to determine the spatial relationship of different minerals and the size of clay particles is limited by image resolution. Accordingly, we have chosen to work with the segmented image, which represents well the porosity of the interconnected pore volume and contains negligible intragranular porosity (Nelson, 2000; Wu, 2004).

This is a reasonable and reliable starting point for determining transport properties.

Laboratory measurements were made on a cylindrical BS500 core sample of length 3.7 cm and diameter 2.5 cm; results are summarized in Table 2. The formation factor was obtained using a NaCl brine with conductivity 0.2 S/m at 25°C. Two permeability measurements were carried out. Gas permeability was measured using nitrogen (N₂); the result of 858 mD can be converted to a liquid permeability of 430 mD, using the Klinkenberg correction (Klinkenberg, 1941; Tanikawa and Shimamoto, 2006). Direct liquid permeability was measured to be 450 mD using steady-state flow in the pressure range of 0.05 to 0.2 atm. The Brunauer-Emmett-Teller (BET) surface area was measured by adsorbing Krypton gas at successive pressures (the relative pressure P/P₀ is between 0.06 and 0.19).

A special-purpose laboratory procedure was designed to measure the electrical conductivity as a function of brine salinity. A particular concern when saturating with highly resistive electrolytes is chemical changes in the sample, such as clay swelling and liberation (Waxman and Smits, 1968; Sen and Kan, 1987). To avoid this problem, we used one freshly cut sample for each salinity. Samples were cut into cylinders of length 2 cm and diameter 2.5 cm from the original BS500 block. Ten samples were saturated with NaCl brines with conductivities ranging between 0.001 S/m and 2 S/m. Saturated samples were held by a rubber jacket to prevent them from falling apart and never allowed to dry out during the conductivity measurements, in a manner similar to the permeability measurement. Nonpolarized Ag/AgCl electrode disks were used for the conductivity measurements.

**NUMERICAL CALCULATIONS**

**Basic electrical and fluid transport**

In a composite material, the local value of the conductivity σ(r) depends on spatial coordinate r. For steady-state conduction, the charge conservation requirement is embodied in the Laplace equation:

\[
\nabla \cdot \left( \frac{\sigma(r)}{\mu(r)} \nabla \phi \right) = \rho(r)
\]

**Table 1. Mineralogy of Berea Sandstone 500 core sample obtained by Fourier transform infrared spectroscopy.**

| Composition | Weight fraction (%) |
|-------------|---------------------|
| Quartz      | 88.9                |
| Clay        | 3.9                 |
| Feldspar    | 3.4                 |
| Carbonate   | 2.2                 |
| Evaporite   | 0.5                 |
| Others      | 1.1                 |
\[ \nabla \cdot \vec{J}(r) = -\nabla \cdot (\sigma(r) \cdot \nabla \phi(r)) = 0. \]  

(1)

Here, \( J \) is the current density, and \( \phi \) is the electrostatic potential. Because \( \sigma(r) = 0 \) in the insulating grains, the boundary conditions require that the current density normal to the interface must vanish while the potential is continuous. We calculate the macroscopic conductivity of the random material by applying a uniform electric potential gradient across the sample. Then the volume-averaged current density is used to compute the effective conductivity from Ohm’s law.

For numerical calculation, we use a staggered-grid FD scheme with second-order accuracy in space (Moon and Spencer, 1953; Garboczi and Douglas, 1996; Zwilinger, 1997). The grid interval in the \( x \)-, \( y \)-, and \( z \)-directions is exactly the same as the \( \mu \)CT image resolution, 2.8 \( \mu \)m. Our FD electrical conductivity programs can handle isotropic materials and conductivity tensors. To calculate the formation factor, we assign \( \sigma = 0 \) for the solid and \( \sigma_f = 1 \) for the pore fluid; the fluid-filled rock conductivity \( \sigma_{\text{eff}} \) then equals \( 1/F \). The laminar flow of an incompressible fluid through a solid matrix is governed by the linear Stokes equations for the local pressure and velocity fields. We have used an industry standard FD code developed at the National Institute of Standards and Technology (ftp://ftp.nist.gov/pub/bfrl/bentz/permsolver/). This Stokes solver has been applied to a variety of 3D microstructures (Schwartz et al., 1993; Martys and Garboczi, 1992; Bentz and Martys, 2007). In the present case, a pressure gradient is applied to the \( \mu \)CT image, the pressure being constant on each of the opposing image faces. The local pressure is defined in the center of each voxel and the local velocity is defined at the center of each voxel edge. At the pore-grain interface, we require that the fluid velocity vanish and the pressure be continuous. The permeability \( \kappa \) of the porous medium is calculated by volume averaging the local fluid velocity and applying the Darcy equation

\[ u = -\frac{\kappa \Delta P}{\eta L}. \]  

(2)

Here \( u \) is the average fluid velocity in the direction of the flow, \( \Delta P \) is the applied pressure difference, \( L \) is the length of the sample, and \( \eta \) is the fluid viscosity.

### Surface area

To quantify the surface area from the segmented (i.e., binary) \( \mu \)CT binary image, we need to identify pixels at the pore-grain interface. Unlike previous authors, who have used statistical functions, e.g., two-point correlation functions (Blair et al., 1996; Torquato and Stillinger, 2002), we use two different image-processing methods in this work. The first method is gradient-based edge detection (Canny, 1986; Pathegama and Gol, 2004), in which an odd symmetric filter (Marr and Hildreth, 1980)

\[
[-1, 0, -1; -1, 0, -1; -1, 0, -1]
\]

approximates a first derivative. Peaks in the convolution output determine the location of the pore-grain interface. The second method is based on tracing phase connectivity to identify a phase change. Voxels in the binary image are classified into two groups, inner cells and surface cells. Picturing each voxel at the center of a nine-cell unit (i.e., \( 3 \times 3 \) cells), we check the connectivity of each phase by testing the eight neighbors of the center cell. Zero-connectivity voxels are isolated cells and are eliminated; then the surface cells are identified easily (Zahn, 1971; Zhang and Wang, 2005). The difference between results from the two methods is within 8% and we take their average as our count of the surface pixels. An example of our surface-area calculations is shown in Figure 2. Surface area is usually expressed as square meters of surface per gram of solid. Taking 2.65 g/cm\(^3\) as the grain density, we obtain the results given in Table 3. Our numeri-

### Table 2. Comparison of laboratory measurements with calculated values. The numerical values are the mean value (bold italicized number in column 3) and variance for the five subvolumes.

|                  | Laboratory | Numerical    |
|------------------|------------|--------------|
| Porosity (%)     | 23.56      | **23.64 ± 0.43** |
| Formation factor | 13.03      | **16.40 ± 3.76** |
| Permeability (Darcy) | 0.45      | **0.60 ± 0.23** |
| Surface area (m\(^2\)/g) | 0.93      | **0.77 ± 0.02** |

Figure 2. (a) Surface pixels (red) along the pore-grain (blue-green) boundary derived from gradient-based image processing. This is one slice in subvolume 3. (b) Enlarged view of shadowed area (yellow square) in Figure 3a.
cal calculations and the low-pressure BET measurements both provide the surface area of the sandstone skeleton.

**CALCULATION RESULTS AND COMPARISON TO LABORATORY MEASUREMENTS**

Five 400^3 subvolumes at different locations were selected in the total 1840^3 volume as shown in Figure 1. Subvolume 3 is in the middle of the sample. Subvolumes 1, 2, 4, and 5 are located, respectively, northwest, northeast, southwest, and southeast of subvolume 3 to capture both vertical and horizontal heterogeneity. The hydraulic flux and the electrical current density for one slice in subvolume 3 are color mapped (on a logarithmic scale) in Figure 3. For display purposes, we chose a 200^3 subvolume in the middle of subvolume 3 (Figure 3a); the most complex pore geometry was found to be in the x-y plane (Figure 3b). As expected, the electrical current shows higher amplitude than the hydraulic flux in the thin and narrow pores (Figure 3c and d). It is interesting to compare our calculations to those of Jin et al. (2009), who use random-walk methods to describe electrical conduction in 3D sphere-pack models (Finney, 1970). These methods are quite efficient and give accurate values for the conductivity but they do not yield the electric fields in the pore space as shown in Figure 3. We will see that the local electric fields also are useful in correlating electrical and fluid flow and in the description of excess surface conduction.

Porosity, formation factor, permeability, and surface area of the five subvolumes computed from the 3D µCT are listed in Table 3. The total variation in porosity is about 3%, which indicates that our calculation size is representative. Heterogeneity of the geometry at different locations of the core sample is reflected in both formation factor and permeability. An isolated inclusion, small in volume, could block the flow without much impact on porosity (Kameda, 2004). We calculate the mean value and variance for those five sets of data and compare these with the laboratory measurements in Table 2. Calculated mean values compare well with the laboratory measurements.

**Formation factor and permeability correlation**

Correlating hydraulic permeability to other physical properties of the porous media is an important topic. The most popular correlation relates permeability with electrical conductivity, based on the assumption that electrical and fluid streamlines are identical. On physical grounds, we have to introduce a length scale because permeability has dimensions of area. Typically, the proposed correlations have the form

\[ \kappa_{est} = CR^2/F, \]

where \( C \) is a dimensionless constant and \( R \) is a length related to the size of the connected pore pathways (Paterson, 1983). In the simplest approach, we can use \( R = V_t/S \), the pore volume to surface ratio. In a related but generally better approximation, \( V_t/S \) is replaced by the \( A \) parameter (Johnson et al., 1986), in which the value of the local square magnitude of the electric field is used to weight the average over the pore volume and the pore-grain interface. Because we have a complete solution of the Laplace equation, we can calculate \( A \) its value for each subvolume is given in Table 3. In Figure 4, these two estimates for permeability are compared to the results of our FD calculations. The agreement is good except for subvolume 4. In this subvolume, we see that the formation factor is quite low, although \( \kappa_{est} \) is only slightly high and both \( V_t/S \) and \( A \) are large. This indicates a system with a large number of narrow channels that promote electrical transport but have relatively little influence on fluid flow. Another way to see this is to notice that in Table 3, the subvolumes with the largest (smallest) \( F \) values have the smallest (largest) surface area.

**Surface-conductivity calculation and laboratory measurements**

Our aim is to calculate surface conduction based on realistic pore and grain shapes defined by the BS500 µCT image. By contrast, in previous studies the solid grains were modeled as spheres (Johnson et al., 1986; Lima and Sharma, 1990; Devarajan et al., 2006; Motealleh et al., 2007; Toumelin and Torres-Verdin, 2008). Given the sparse distribution of nonquartz minerals in BS500 (gray in Figure 1a), the dominant mechanism for surface conduction is the electric double layer (EDL) lying along the entire grain-electrolyte interface.

As before, our calculations are carried out on cells with an edge length of 2.8 \( \mu m \). The pore fluid is divided into free water and bound water, which exists along all the grain-electrolyte boundary. Thus surface voxels form a third phase in our conductivity calculations, as illustrated in Figure 5a. In this model, the first kind of cell has \( \sigma_1 = 0 \) for the insulating rock matrix, the second kind of cell has conductivity \( \sigma_2 \) corresponding to the bulk electrolyte, and the third kind

| Table 3. Numerically computed porosity, permeability, formation factor, and surface area, ratio of pore volume to surface area, and \( A \) parameter for the five selected subvolumes in Figure 1a. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1 | 2 | 3 | 4 | 5 |
| Porosity (%) | 22.98 | 23.33 | 23.81 | 24.10 | 23.60 |
| Formation factor | 22.23 | 18.69 | 16.11 | 11.98 | 16.31 |
| Permeability (Darcy) | 0.38 | 0.61 | 0.75 | 1.05 | 0.83 |
| Surface area (m²/g) | 0.88 | 0.81 | 0.78 | 0.69 | 0.77 |
| Ratio of pore volume to surface (µm) | 6.57 | 7.19 | 7.46 | 8.4 | 7.52 |
| \( A \) (µm) | 6.48 | 7.51 | 8.24 | 10.18 | 8.18 |
of cell, containing the EDL and located at the fluid-solid interface, has conductivity \( \sigma_s \). Based on the thin EDL assumption, the two conduction paths in the interface cells can be treated, to first order, as conductors in parallel (Figure 3b). The surface conductance \( \Sigma_{surf} \) in the EDL and the bulk conductance \( \Sigma_{bulk} \) in the rest of the cell can be summed to give the conductance of the surface voxel. And \( \sigma_s \) is expressed as

\[
\sigma_s = \frac{\Sigma_{surf} + \Sigma_{bulk}}{L} = \frac{\Sigma_{surf} + \sigma_s L - \chi_d}{L}.
\]

Here, \( \chi_d \) is the thickness of the EDL, \( L \) is the length of the cell edge and \( \Sigma_{surf} \) is surface conductance (with units of S) over the pore-grain interface (Schwartz et al., 1989).

To quantify surface conductance, we adopt a practical method that directly uses the CEC value of the rock sample (Kan and Sen, 1987; Sen et al., 1990; Revil and Glover, 1997, 1998; Revil et al., 1998; Revil and Leroy, 2001):

\[
\Sigma_{surf} = \frac{2}{3} \left( \frac{\phi}{1 - \phi} \right) \beta_s Q_v A, \quad Q_v = \rho_v (1 - \phi) \phi \text{CEC}.
\]

Here, \( \rho_v \) is grain density, \( \phi \) is the porosity and \( \beta_s \) is the surface mobility of the counterions, which is independent of electrolyte conductivity (at least above \( 10^{-5} \text{ mol L}^{-1} \)) and clay mineralogy (Shu-bin et al., 1996; Revil et al., 1998; Mojid and Cho, 2008). The CEC indicates the maximum number of exchange counterions per unit mass of the rock. The cation concentration per unit pore volume is denoted as \( Q_v \), which appears in equation 2. In this way, we transfer the \( Q_v \) value (per-unit pore volume) to \( \Sigma_{surf} \) (in per-unit pore surface area) through \( A \), which is a weighted surface-to-volume ratio (O’Konski, 1970; Kan and Sen, 1987; Schwartz et al., 1989). This is compatible with our assumption that every surface voxel has the same effective conductivity. The \( A \) parameter also gives the proper geometrical factors that map conduction in the EDL and the bulk effectively into two conductors in parallel (Kan and Sen, 1987). For sodium chloride electrolyte, the counterions in the electrolyte are \( \text{Na}^+ \) with a surface mobility \( \beta_s = 5.14 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \text{ V}^{-1} \) at 25°C (Patchett, 1975). We substitute the measured CEC value (0.27 meq/100 g) and the computed \( A \) value (listed in Table 3) into equation 7 to calculate the surface conductance \( \Sigma_{surf} \).

The last parameter to be determined is the EDL thickness (the Debye length) (Morgan et al., 1989; Pride and Morgan, 1991; Zhan et al., 2009):

\[
\chi_d = \frac{\sqrt{\varepsilon_r \kappa_B T / e^2 N}}{N}.
\]

Here \( \varepsilon_r \) is the fluid permittivity, \( \kappa_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( e \) is the electric charge, \( z \) is the ionic valence of the solution, and \( N \) is the ion concentration defined as \( N = 6.022 \times 10^{23} \times \text{molarity} \). Debye lengths for different values of the brine conductivity were computed from equation 8 and are listed in Table 4. Also given in Table 4 are the corresponding values of the surface conductivity \( \sigma_s \). These results comprise the input data for our three-phase solutions of the Laplace equation within the \( \mu \text{CT} \) structure; we can calculate \( \sigma_{eff} \) for a wide range of salinities.

Laboratory measurements (triangles) and numerical calculations (dashed and solid red lines) are shown in Figure 6. In the high salinity region, the two-phase model works well to predict the linear relationship between the saturated-rock conductivity \( \sigma_{eff} \) and the electrolyte conductivity \( \sigma_f \). In this regime, the ratio \( \sigma_f / \sigma_{eff} \) is the formation factor. When the electrolyte conductivity is low and surface conductivity cannot be neglected, the three-phase model is needed to match the experimental data and the concave upward shape of the \( \sigma_{eff} \) versus \( \sigma_f \) curve. Also shown in Figure 6 is a curve based on the Waxman-Smits equation (solid green line). Here we have taken their parameters for \( B \) in equation 2: \( B = 0.046 \times \left( 1 - 0.6 \exp(- \sigma_f / (0.013)) \right) \), where \( \sigma_f \) is expressed in mho cm\(^{-1}\). This choice leads to an over estimate of rock conductivity at low salinities. The form of \( B \) was chosen by Waxman and Smits to fit conductivity data at mostly medium to high salinities (above 0.2 S/m). The decrease of \( B \) with salinity described by their model is controversial (Schwartz, 1989; Revil et al., 1998). In addition to the practical models using \( Q_v \) as the key parameter, we also have examined the most basic electrochemical model adopted by Morgan (Morgan et al., 1989). Surface conductance \( \Sigma_{surf} \) is obtained by the multiplication of \( \sigma_f \) and EDL thickness \( \chi_d \) with a hyperbolic function of the normalized zeta potential (Overbeek, 1952; Morgan et al., 1989). With an estimated zeta potential as a function of \( \sigma_f \) (Pride and Morgan, 1991), we obtain a value of \( \Sigma_{surf} \) close to that given by equation 5. The basic mechanisms of surface conduc-

Figure 3. (a) Three-dimensional tilted view of a 200 x 200 x 200 cube taken from subvolume 3 (red indicates pore space, gray indicates grain). (b) The x-y plane of the first slice from Figure 3a. (c) Electrical current density for Figure 3b (on a logarithmic scale). (d) Hydraulic flux for Figure 3b (on a logarithmic scale).
tion, especially in the low-salinity regime, remain the subject of active research. Our approach is based on: (1) the measured CEC value, (2) the $\Lambda$ parameter obtained by resolving the electric field in the microstructure, (3) a constant value for the surface mobility $\beta_s$, and (4) an interface conduction path along the entire grain-electrolyte boundary.

**EFFECTS OF IMAGE RESOLUTION AND COMPUTATION SIZE**

**Image resolution**

The fact that we are using finite-size voxels limits our ability to resolve the smallest features of the pore space. To test the importance of this effect, we have generated a sequence of models with successively poorer resolution by doubling the voxel edge length. Eight high-resolution voxels form one low-resolution voxel with a simple majority rule used to assign the new voxel to be either pore or grain. If more than four of the original voxels were in the pore (grain) space, the new voxel is assigned to be pore (grain); if the breakdown of the original voxels is four grain and four pore, then the new voxel is assigned randomly. Note that this is slightly different than the procedure used by Jin et al. (2009); they assign the four-four case to the grain space, which leads to decreasing porosity as the resolution is degraded. The five models then vary from the original 400$^3$ with resolution of 2.8 $\mu$m to 2$^5$ with resolution of 44.8 $\mu$m. Four down-scaled cubes from the original 400$^3$ cube (subset 3 in Figure 1a) are shown in Figure 7. The connectivity of pore space is largely reduced with decreasing resolution. The structure of the medium is severely compromised in the model with cell size 44.8 $\mu$m.

Porosity, permeability, formation factor, and surface area were calculated for the five models; their fractional change relative to the original 400$^3$ with resolution of 2.8 $\mu$m is plotted in Figure 8. We note that the purely geometric parameters (porosity and surface area) are relatively unaffected and the electrical conductivity is most af-

| Brine conductivity $\sigma_2$ (S/m) | Debye length $\chi_d$ (Å) | Surface-cell conductivity $\sigma_3$ (S/m) |
|-------------------------------------|--------------------------|------------------------------------------|
| 0.005                               | 240                      | 0.012                                    |
| 0.01                                | 166                      | 0.015                                    |
| 0.025                               | 105                      | 0.030                                    |
| 0.05                                | 74                       | 0.055                                    |
| 0.1                                 | 52                       | 0.114                                    |
| 0.2                                 | 37                       | 0.205                                    |
| 0.4                                 | 26                       | 0.4                                      |
| 1                                   | 16                       | 1                                        |
| 2                                   | 12                       | 2                                        |
| 10                                  | 5.3                      | 10                                       |
| 50                                  | 2.4                      | 50                                       |

Figure 4. Numerically calculated permeability versus estimated permeability. In the estimate based on $V_f/S$, the value of $C = 0.225$ in the $\Lambda$ estimate, $C = 0.167$.

Figure 5. (a) The three-phase representation of a porous rock: $\sigma_1$ is the conductivity of solid grain, $\sigma_2$ is the free electrolyte conductivity, and $\sigma_3$ is the conductivity assigned to interface cells containing both free electrolyte and bound water. (b) Our model for the interface cells. The cell edge is $L$, and the EDL thickness is $\chi_d$. Within the EDL, the conductivity is $\sigma_{\text{surf}}$. The remainder of the cell has conductivity of $\sigma_2$.

Figure 6. Three-phase conductivity calculations of the effective BS500 conductivity (solid red line) are compared to the Waxman-Smits prediction (solid green line) and experimental data for ten brine salinities (black circles). Red dashed line is the linear relationship (with Archie’s formation factor) between electrolyte conductivity and saturated rock conductivity.
fected. This is expected because using coarser cells to resolve a structure tends to describe the curved grain boundaries inaccurately and to close narrow pores. Although closing a few narrow channels will not affect surface area greatly, the impact on transport properties is dramatic. As discussed in connection with Figure 3c and d, electrical current is more severely affected than hydraulic current. When the image resolution is degraded to the point where the voxel edge is larger than typical channel diameters (Table 3), the estimation of transport properties is quite poor. Thus, a marked decrease in permeability and electrical conductivity is observed when the cell size goes from 5.6 to 11.2 \( \mu m \). By contrast, when we go from 2.8 to 5.6 \( \mu m \), there is relatively little change in the transport properties because the pore throats are fairly well resolved. We note that our results do not exhibit the simple linear trend described in Figure 1c of Arns et al. (2001) in their analysis of calculations based on Fontainebleau sandstone microtomograms.

**Effects of computation size**

We consider the effect of enlarging our model from 400\(^3\) to 800\(^3\), both with 2.8-\( \mu m \) resolution. We optimized the Laplace solver to allow dynamic allocation of memory. A single conductivity run at 800\(^3\) cube scale requires \( \sim \) 4 Gbytes of memory and 15 CPU hours to complete on an Intel quad-core Xeon 3-GHz processor. In the 800\(^3\) model, we get 13.75 for the electrical formation factor, which is much closer to the experimental value than taking the average of five 400\(^3\) subvolumes. Thus, the choice of representative computation cell size is important. Within the capacity of computational power, a large sampling volume is preferable here.

**CONCLUSIONS**

In this paper, electrical and fluid transport properties of a Berea Sandstone with 23.6% porosity are computed from an X-ray \( \mu \)CT image and compared with laboratory measurements. Finite difference techniques are used to solve Laplace’s equation for electrical conductivity and Stokes’ equation for viscous fluid flow. Two different image-processing methods are applied to identify surface voxels in the digital binary image.

For computation, we chose five 400\(^3\) subvolumes at different locations within the core. Each corresponds to a physical sample of 1 mm\(^3\). The computed physical properties varied between subvolumes: formation factor by a factor of two (12 to 22), permeability by a factor of three (0.38 darcy to 1.05 darcy), and surface area from 0.69 m\(^2\)/g to 0.88 m\(^2\)/g. These variations are due to the heterogeneity of the BS500 at the mm scale.

The average values of properties calculated for five samples compared well with laboratory-measured values. To obtain representative values of physical properties, it is necessary to do calculations on several subsamples. Optimization of our computation algorithm enabled us to perform calculations on a large (800\(^3\)) 3D volume; this calculation gives better results for the electrical formation factor.

The effects of image resolution on computed physical properties were investigated. Decreased resolution leads to sharply decreased permeability and electrical conductivity. Good results were obtained to support a correlation linking permeability to electrical conductivity through the calculated geometric and dynamic length scales.

A three-phase conductivity model was developed to treat surface conduction based on the rock \( \mu \)CT image. This model agrees with experimental data and provides a better fit than the Waxman-Smits equation.
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