Quantum error correction using squeezed Schrödinger cat states
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Bosonic quantum codes redundantly encode quantum information in the states of a quantum harmonic oscillator, making it possible to detect and correct errors. Schrödinger cat codes – based on the superposition of two coherent states with opposite displacements – can correct phase-flip errors induced by dephasing, but they are vulnerable to bit-flip errors induced by particle loss. Here, we develop a bosonic quantum code relying on squeezed cat states, i.e. cat states made of a linear superposition of displaced-squeezed states. Squeezed cat states allow to partially correct errors caused by particle loss, while at the same time improving the protection against dephasing. We present a comprehensive analysis of the squeezed cat code, including protocols for code generation and elementary quantum gates. We characterize the effect of both particle loss and dephasing and develop an optimal recovery protocol that is suitable to be implemented on currently available quantum hardware. We show that with moderate squeezing, and using typical parameters of state-of-the-art quantum hardware platforms, the squeezed cat code has a resilience to particle loss errors that significantly outperforms that of the conventional cat code.

I. INTRODUCTION

Quantum computers will leverage the phenomena of quantum superposition and entanglement to tackle computational tasks currently beyond the reach of conventional computers [1, 2].

Near-term quantum hardware is affected by noise originating from interaction with the surrounding environment. Noise induces errors which eventually lead to the loss of quantum information. To deal with errors in the short term, hybrid quantum-classical algorithms [3, 4] and error mitigation strategies [4, 5] are being developed. To achieve fault tolerance and express the full potential of quantum computing however, quantum error correction (QEC) strategies [6, 7], making a quantum computer resilient to a given set of errors, must eventually be developed and implemented.

QEC codes rely on encoding quantum information redundantly. The established QEC paradigm introduces redundancy by encoding \( k \) logical quantum bits (or qubits) onto a subspace – hereafter called code space – of the state space of \( n > k \) physical qubits, in ways that allow detecting and correcting errors without disturbing the stored quantum information. While significant progress has recently been made in the experimental realization of many-qubit QEC codes [8–12], this approach requires many interconnected physical qubits to efficiently correct errors on even a small number of logical qubits, resulting in a significant device footprint and a fundamental limitation to the design of scalable quantum devices. A promising route to improve the error rates on logical qubits, without the hardware overhead of conventional QEC, is to encode a single logical qubit into a bosonic mode. Within this approach, QEC can be performed on information that is redundantly encoded in multiple levels of the bosonic mode. The underlying general principle is then the same as in conventional QEC: the larger Hilbert space of a bosonic system allows detecting and correcting errors. Electromagnetic resonators – both optical and in the microwave range – coupled to nonlinear elements, represent an ideal device setting for the implementation of this QEC strategy. The resulting Bosonic Quantum Codes (BQCs) have been intensively investigated [13–15], leading to proofs of principle of quantum gate operations and efficient error detection and correction.

Photons stored in a resonator are subject to two main dissipation mechanisms, photon loss and pure dephasing [15–19], which ultimately generate errors in BQCs. The main challenge in the design and realization of a BQC is therefore the ability to efficiently detect and correct errors resulting from photon loss and dephasing. An additional challenge is to realize autonomous QEC [20], i.e. to design a code which autonomously recovers from an error through an engineered dissipation scheme, without relying on error syndrome measurement and conditional recovery operations.

Early proposals for BQCs – aimed at implementing universal quantum computing onto a linear photonic platform – were the single- and dual-rail codes, where a qubit is encoded onto single- or few-photon states of one or more optical modes [21–24]. At the same time, BQCs based on many-photon continuous-variable states were introduced, and the Gottesman-Kitaev-Preskill (GKP) and the Schrödinger cat codes emerged as the main paradigms for BQCs.

In the GKP code [25, 26], a qubit is logically encoded in two states that are invariant under discrete translations along the position and momentum variables, thereby forming a periodic lattice in the phase space of the har-
monic oscillator. Errors associated to small displacements in phase space (i.e. smaller than the period of the lattice) can therefore be detected and corrected. GKP states are very effective for the detection and correction of particle loss [27] errors, which entail small shifts of the state in the phase space [15]. The GKP code is however not robust against dephasing errors, which can induce arbitrarily large phase-space shifts. The GKP code was recently demonstrated in experiments both on the trapped-ion [28] and superconducting-circuit platforms [29].

Schrödinger cat codes were the first example of an autonomous QEC code [30–46]. In the most basic cat code (here dubbed 2-cat), the code space is spanned by the even and odd combinations of two coherent states with opposite displacement fields. The two codewords are therefore eigenstates of the parity operator, with ±1 eigenvalues. When the 2-cat code is generated and stabilized through parametric two-photon drive and engineered two-photon dissipation, then in the limit of large displacement the encoded quantum information is autonomously protected against dephasing. A single particle loss process, on the other hand, induces a bit flip – namely a transformation fully contained within the code space. This results in a non correctable error, as the error can only be detected by carrying out a measurement within the code space, which would unavoidably destroy the quantum information stored in the qubit. Proposals to detect and correct single-particle loss errors in cat codes typically rely on concatenation of multiple 2-cat codes [47–50], on biased-noise engineered dissipation [15], or on cat codes in multiple resonators [53].

The principle underlying BQCs can be generalized to address multiple errors. This has recently led to the development of binomial codes [54, 55], rotation-symmetric codes [56], and more general classes of BQCs [57, 58]. While these codes are designed to protect quantum information against multiple particle loss and dephasing errors, their practical realization and stabilization in state-of-the-art quantum hardware platform still constitutes a major technological challenge. It has been recently suggested that squeezing can be introduced as a generalization of both the Schrödinger cat [56] and the GKP [59] codes. The basic properties of squeezed cat states in particular have been investigated [60–63], and the first experimental realizations have been recently demonstrated [64–66]. In particular, it has been demonstrated that squeezed cats display promising properties that make them interesting states for quantum technologies. For instance, they show an enhanced resistance to dephasing with respect to standard 2-cats [65], and their quantumness (encoded in the negativity of the Wigner function) decays at a slower rate than standard 2-cats [66].

Here, we present a comprehensive analysis of the Squeezed Cat (SC) code – a two-component cat code which relies on squeezing to mitigate particle loss errors, as compared to the 2-cat code, while simultaneously improving the resilience to dephasing errors. Our main motivation lies in the fact that, squeezing being a Gaussian operation, the generation and manipulation of the SC code can be achieved by use of quadratic operations, without the need to introduce higher-order processes. Differently from the 2-cat code, in the SC code a particle loss process transforms the logically encoded state onto a space with a nonzero component orthogonal to the original code space. As a result, the component outside the code space can in principle be detected with an appropriate error syndrome measurement, and corrected with an appropriate recovery operation. The detection and correction only succeed with a probability \( p < 1 \), as the state after an error retains a component in the code space, which may be detected by the projective syndrome measurement, thus erroneously signaling that no error has occurred. The efficiency of the error mitigation therefore depends on the amplitude of the component outside code space, which is larger for larger squeezing parameter.

In a 2-cat code, the suppression of the dephasing error is due to the small overlap between the two coherent-state components of cat states. As a consequence, dephasing errors are suppressed exponentially with the amplitude of the displacement field. Increasing the displacement field leads however to an increase of the particle loss error rate which depends linearly on the number of particles, i.e. on the squared displacement field. In the SC code, the dephasing error rate is further suppressed with respect to a 2-cat code with the same displacement field [66]. This is achieved by selecting the squeezing angle in phase space to be orthogonal to the axis defining the cat state, leading to a smaller overlap between the two squeezed components.

After defining SC states, we investigate the properties of the SC code, by characterizing the code space and the error spaces generated respectively by the action of loss and dephasing errors on the codewords. We present a comprehensive, experimentally viable scheme for SC code generation and for the execution of elementary single-qubit gates. Errors are described by means of a Markovian model of dissipation, in terms of the (Gorini–Kossakowski–Sudarshan–)Lindblad master equation [7, 67–69]. The effect of errors is studied both using the Knill-Laflamme conditions [7, 20] and in the more general terms of channel fidelity [13]. We describe a semi-autonomous QEC protocol based on the unconditional periodic application of an optimized recovery operation, and we detail a simple procedure to determine the optimal recovery operation for given displacement and squeezing parameters. In this way, we show that the SC code significantly outperforms the 2-cat code in its resilience to single particle loss errors, already at experimentally accessible values of the squeezing parameters [19, 65, 70–73], while simultaneously improving the resilience to dephasing errors. Furthermore, we show that the correction of loss and dephasing errors in the SC code can naturally be extended to other types of errors,
e.g. particle gain or higher-order error-processes.

The article is structured as follows. In Sec. II, we briefly review error correction for BQCs, in particular by recalling the Knill-Laflamme conditions and notion of channel fidelity. In Sec. III, we recall SC states and describe how particle loss errors can be detected and corrected. In Sec. IV we assess the performance of the SC code by studying the channel fidelity. Sec. V contains the conclusions and outlook.

II. ERRORS AND THEIR CORRECTION IN BOSONIC CODES

We describe the bosonic mode as a harmonic oscillator and the environment as a zero-temperature, Markovian reservoir. Thus, the system can be modeled using the (Gorini–Kossakowski–Sudarshan-)Lindblad master equation [7, 67–69]. In a frame rotating at the oscillator frequency, the reduced density matrix of \( \hat{\rho}(t) \) of the system is governed by the equations

\[
\frac{\partial \hat{\rho}(t)}{\partial t} = \mathcal{L} \hat{\rho}(t) = \kappa_1 \mathcal{D}[\hat{a}] \hat{\rho}(t) + \kappa_2 \mathcal{D}[\hat{a}^\dagger \hat{a}] \hat{\rho}(t),
\]

\[
\mathcal{D}[\hat{a}] \hat{\rho}(t) = \mathcal{J} \hat{\rho}(t) \mathcal{J}^\dagger - \frac{\mathcal{J} \hat{\rho}(t) + \hat{\rho}(t) \mathcal{J}^\dagger}{2},
\]

where \( \hat{a} \) and \( \hat{a}^\dagger \) are the annihilation and creation operators, obeying \( [\hat{a}, \hat{a}^\dagger] = 1 \). The dissipator superoperators \( \mathcal{D}[\hat{a}] \) and \( \mathcal{D}[\hat{a}^\dagger \hat{a}] \) describe particle loss and dephasing processes occurring with rates \( \kappa_1 \) and \( \kappa_2 \), respectively. \( \mathcal{L} \) is the Liouvillian superoperator, generating the dynamics of the system. The evolution of an initial state \( \hat{\rho}(0) \) under Eq. (1) for a time \( \tau \) defines the noise channel

\[
\mathcal{N}_{\kappa_1, \kappa_2} (\hat{\rho}(0)) = e^{\mathcal{L} \tau} \hat{\rho}(0) = \exp \left[ \tau \left( \kappa_1 \mathcal{D}[\hat{a}] + \kappa_2 \mathcal{D}[\hat{a}^\dagger \hat{a}] \right) \right] \hat{\rho}(0) = \sum_{j=0}^{\infty} \hat{K}_j \hat{\rho}(0) \hat{K}_j^\dagger,
\]

where the map \( \mathcal{N}_{\kappa_1, \kappa_2} \) is decomposed in terms of Kraus operators \( \hat{K}_j \) [69, 74]. To leading order in \( \kappa_1, \kappa_2 \ll 1 \), the Kraus operators of \( \mathcal{N}_{\kappa_1, \kappa_2} \) are

\[
\hat{K}_0 = \mathbb{1} - \frac{\kappa_1 \tau}{2} \hat{a}^\dagger \hat{a} - \frac{\kappa_2 \tau}{2} (\hat{a}^\dagger \hat{a})^2,
\]

\[
\hat{K}_1 = \sqrt{\kappa_1 \tau} \hat{a}, \quad \hat{K}_2 = \sqrt{\kappa_2 \tau} \hat{a}^\dagger \hat{a}.
\]

In a BQC, the code space is the two-dimensional subspace of the full Hilbert space, spanned by the two codeword states which encode the logical \( |0\rangle_L \) and \( |1\rangle_L \) states.

The code space is ideally defined in such a way that, upon the action of distinct errors, each error results in a rotation onto an error subspace which is orthogonal both to the code space, and to the error subspaces associated to the other errors. Upon the occurrence of an error therefore, quantum information is not lost, but rather encoded in the error subspace. This allows to detect, and thus correct, errors without degrading the quantum information stored in the code.

The correction capability of a BQC for a finite set of errors can be characterized by the Knill-Laflamme (KL) conditions [7, 75, 76]. Given two distinct errors \( \hat{E}_l \) and \( \hat{E}_r \), belonging to the set of errors \( \{\hat{E}_k\} \), and codewords \( \{\ket{\psi_0}, \ket{\psi_1}\} \), the KL conditions state that errors \( \hat{E}_l \) and \( \hat{E}_r \) can be distinguished and corrected if and only if

\[
\braket{\psi_i | \hat{E}_l^\dagger \hat{E}_r | \psi_j} = \delta_{ij} \alpha_{ll'},
\]

where \( \alpha_{ll'} \) is a Hermitian matrix that is independent of \( i \) and \( j \). To leading order in \( \kappa_1, \kappa_2 \), the KL conditions for the noise channel given in Eq. (2) are expressed in terms of the operators \( \hat{K}_{0,1,2} \) defined in Eq. (3), or alternatively in terms of the set of errors \( \{\hat{E}_k\} = \{\mathbb{1}, \hat{a}, \hat{a}^\dagger, (\hat{a}^\dagger \hat{a})^2\} \).

The KL conditions determine if a given set of errors can be exactly corrected. Hereafter, however, we consider a BQC capable of approximately correcting errors and assess how much a code is correctable with respect to the action of the noise channel \( \mathcal{N}_{\kappa_1, \kappa_2} \) defined in Eq. (2). Conditions for approximate quantum error correction have been established starting from the KL conditions [23, 77–80].

Hereafter, the KL conditions will be used as a guideline to assess the ideal performance of codes, in combination with a more quantitative complementary approach based on the notion of channel fidelity. Channel fidelity is suitable for assessing errors as modeled by Eq. (1), is not restricted to short times [13], and allows quantifying the error correction performance of a given code even if the KL conditions are not exactly fulfilled. The channel fidelity has the additional advantage of providing an explicit form of the recovery operation, needed for actual hardware implementations.

We assume to measure and correct the system periodically at time intervals \( \tau \) [7, 13]. Thus, over one period \( \tau \) the system is subject to (i) the action of the Lindblad master equation for a time \( \tau \) through the noise channel \( \mathcal{N}_{\kappa_1, \kappa_2} \) [c.f. Eq. (2)]; (ii) the detection of the error syndrome \( \mathcal{S} \), i.e. a projective measurement onto the orthogonal code and error subspaces, which we assume to take place instantaneously [13]; (iii) the error correction \( \mathcal{C} \), i.e., an operation which projects the system back onto the code space and is also assumed instantaneous. The syndrome measurement \( \mathcal{S} \) and correction \( \mathcal{C} \) are expressed as a combined recovery map, \( \mathcal{R} = \mathcal{C} \circ \mathcal{S} \). The combination of these three operations is then described by the map \( \mathcal{E} \) as

\[
\hat{\rho}(t + \tau) = \mathcal{E} (\hat{\rho}(t)) = \mathcal{R} (e^{\mathcal{L} \tau} \hat{\rho}(t)) = \mathcal{R} \circ \mathcal{N}_{\kappa_1, \kappa_2}(\hat{\rho}(t)).
\]

The channel \( \mathcal{E} \) depends on the dimensionless time \( \kappa_1 \tau \), [c.f. Eq. (2)], implying that a shorter period \( \tau \) is equivalent to reducing both dissipation rates.

The channel \( \mathcal{E} \) is expressed in terms of Kraus-operators.
\[ \hat{S}_l \text{ as} \]
\[ \mathcal{E}(\hat{\rho}) = \sum_{l=0}^{\infty} \hat{S}_l \hat{\rho} \hat{S}_l^\dagger = \sum_{r,j=0}^{\infty} \hat{R}_r \hat{K}_j \hat{\rho} \hat{K}_j^\dagger \hat{R}_r^\dagger, \]  
where \( \hat{K}_j \) are the Kraus operators associated with the noise channel \( N_{\alpha,\xi} \) defined in Eq. (2), and \( \hat{R}_r \) are the Kraus operators associated with the recovery \( \mathcal{R} \). We define the average channel fidelity [13, 81] as [82]
\[ \mathcal{F} = \frac{1}{4} \sum_{l=0}^{\infty} \left| \text{Tr} \left\{ \hat{S}_l \right\} \right|^2. \]  
The average channel fidelity quantifies the average performance of a certain recovery operation \( \mathcal{R} \) given the noise channel \( N_{\kappa_1,\kappa_2} \) acting on a specific BQC.

III. CAT STATES AND SQUEEZING

A. 2-cat states

Let \( |\alpha\rangle \) be a coherent state, defined via the relation \( \hat{a} |\alpha\rangle = \alpha |\alpha\rangle \), where \( \alpha \) is a complex-valued displacement field. Two-component cat states are defined as the even and odd superposition of coherent states with opposite displacement, i.e.
\[ |C^\pm_\alpha\rangle = \frac{1}{\sqrt{N^\pm_\alpha}} (|\alpha\rangle \pm |-\alpha\rangle), \]  
where \( N^\pm_\alpha \) is a normalization constant. The states \( |C^+_\alpha\rangle \) and \( |C^-_\alpha\rangle \) are a superposition of only even and odd number states, respectively, and are therefore orthogonal. They are eigenstates of the parity operator \( \Pi = \exp(i\pi \hat{a}^\dagger \hat{a}) \) with eigenvalues \( \pm 1 \).

Quantum information can be stored in the 2-cat BQC, where the cat states \( |C^\pm_\alpha\rangle \) encode the basis states \( |0\rangle_L \) and \( |1\rangle_L \) of the logical qubit. Cat states suppress the dephasing error, as seen from the KL conditions Eq. (4). In particular, for large \( \alpha \), the KL conditions for the set of errors \( \{ \hat{1}, \hat{a}^\dagger \hat{a} \} \) are (see also Appendix C1)
\[ \langle C^+_\alpha | \hat{a}^\dagger \hat{a} | C^+_\alpha \rangle = 0, \]
\[ \langle C^-_\alpha | \hat{a}^\dagger \hat{a} | C^-_\alpha \rangle - \langle C^+_\alpha | \hat{a}^\dagger \hat{a} | C^+_\alpha \rangle = 2|\alpha|^2 \text{csch}(2|\alpha|^2) \rightarrow 2|\alpha|^2 e^{-2|\alpha|^2}. \]  
As seen from the latter equation, the violation of the KL conditions [c.f. Eq. (4)] for dephasing errors \( \hat{a}^\dagger \hat{a} \) is therefore exponentially small in the cat size \( |\alpha|^2 \).

The 2-cat code cannot correct the error caused by particle loss \( \hat{a} \). Particle loss errors cause a bit flip in the code space, thereby inducing a maximal violation in the KL condition. Indeed, particle loss induces a bit-flip in the code space by transforming the even cat state \( (\hat{a} |C^+_\alpha\rangle \propto |C^-_\alpha\rangle) \) and vice versa and the KL condition for loss reads:
\[ (\langle C^+_\alpha | \hat{a} | C^+_\alpha \rangle = \frac{N^+_{\alpha}}{N^{-}_{\alpha}}, \]  
In a resonator, the particle loss rate increases linearly with \( |\alpha|^2 \) [34, 86]. Therefore, when increasing \( |\alpha|^2 \) in a 2-cat code, there is a trade-off between the (exponentially suppressed) phase-flip error rate and the (linearly increased) bit-flip error rate. Overall, the 2-cat code is effective in encoding a biased-noise qubit on platforms where the particle loss rate is much smaller than the dephasing rate [15]. Within the biased-noise paradigm, the 2-cat code can be autonomously stabilized and controlled in a dissipation-engineered environment [34–36, 40, 46, 48, 52, 53, 87, 88].

B. Squeezed cat states

Here, we introduce the squeezed-cat code, namely a two-component cat code based on squeezed-displaced states. A squeezed-displaced state is defined in terms of its displacement \( \alpha \) and squeezing parameter \( \xi \) as:
\[ |\alpha, \xi\rangle = \hat{D}(\alpha) \hat{S}(\xi) |0\rangle, \]  
where \( \hat{D}(\alpha) \) and \( \hat{S}(\xi) \) are the displacement and squeezing operator, respectively, defined by
\[ \hat{D}(\alpha) = \exp \left[ \alpha \hat{a}^\dagger - \alpha^* \hat{a} \right], \]
\[ \hat{S}(\xi) = \exp \left[ \frac{i}{2} \left( \xi^* \hat{a}^2 - \xi \hat{a}^\dagger \hat{a} \right) \right]. \]  
In what follows, squeezing is always assumed to be orthogonal to the direction of displacement, by setting \( \xi = |\xi| e^{i\theta}/2, \alpha = |\alpha| e^{i\theta} \). Without loss of generality, we set \( \theta = 0 \) in the analysis that follows. This implies in particular that \( \alpha \) is a positive real-valued quantity. Similarly to coherent states with opposite displacements, squeezed-displaced states are quasi-orthogonal for large displacement and squeezing parameters, as
\[ \langle \alpha, \xi | - \alpha, \xi \rangle = \exp(-2|\alpha|^2 e^{-2|\xi|^2}). \]  
The codewords in the SC code are defined as
\[ |C^\pm_{\alpha,\xi}\rangle = \frac{1}{N^\pm_{\alpha,\xi}} (|\alpha, \xi\rangle \pm |-\alpha, \xi\rangle), \]  
where \( N^\pm_{\alpha,\xi} \) is a normalization constant. The Wigner function of \( |C^+_{\alpha,\xi}\rangle \) and \( |C^-_{\alpha,\xi}\rangle \) are displayed in Fig. 1(a).
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FIG. 1. (a) Wigner quasi-probability distribution function W(X, Y) of the codewords Eq. (15) (left) and of two states generated by errors (right), for the SC code. α = 0.5, ξ = 1.5 for all plots. On the sides of each panel, the integrated probabilities W(X) and W(Y), with X = \( \frac{1}{2} \langle \hat{a} + \hat{a}^\dagger \rangle \) and Y = \( \frac{1}{2} \langle \hat{a}^\dagger - \hat{a} \rangle \), are plotted. The scales of the quadratures X and Y differ by one order of magnitude, highlighting the squeezed nature of the code. Upon the action of particle loss \( \hat{a} \) or dephasing \( \hat{a}^\dagger \hat{a} \), as depicted for the state |C^+\rangle, the codeword deforms in phase-space. (b) Schematic illustration of the effect of loss and dephasing errors on the state |C^+\rangle. Codewords |C^±\rangle lie respectively at the north and south poles of Bloch sphere of the logical qubit. For finite squeezing, the state resulting from either particle loss or dephasing acting on |C^+\rangle has finite components both on the code space and on the respective error subspaces, as indicated by the arrows.

1. Asymptotic discrete translation invariance

In the limit of large squeezing, the SC codewords are invariant under phase-space translation orthogonal the displacement direction α. For any finite displacement η orthogonal to α, we have

\[
\langle C^+_\alpha,\xi | \hat{D}(\eta) | C^+_\alpha,\xi \rangle = \cos(|\alpha\eta|) \exp \left( -\frac{1}{2} e^{-2|\xi| |\eta|^2} \right) \xrightarrow{\xi \to \infty} \cos(|\alpha\eta|).
\]

A similar result can be proven for the odd SC state |C^-\rangle. Hence, in the limit of large squeezing, the SC code is invariant under translations along one direction in phase space, by |\eta| = n \frac{2\pi}{\alpha}, with n ∈ Z. This property bears close analogy with the translation invariance of the the squeezed comb state [59] and the GKP code [25], although the latter is invariant under discrete translations along two directions in phase space. As discussed in Refs. [13, 15, 26], the translational invariance in the GKP code entails its capability to approximately detect and correct particle loss errors. In the SC code, particle loss results in a phase-space change to the codewords similar to the one occurring in the GKP code, as can be inferred in particular by the integrated probability distribution function W(X) shown in Fig. 1(a). Under this light, the SC code enables approximate correction of both particle loss and dephasing errors by combining the error-correction capabilities of the 2-cat and GKP codes.

2. Code Generation and Gates

Using the relations

\[
\hat{D}(\alpha) \hat{S}(\zeta) = \hat{S}(\zeta) \hat{D}(\alpha),
\]

\[
\zeta = \alpha \cosh (|\chi|) - \alpha^* e^{i\theta} \sinh (|\chi|), \quad \chi / |\chi| = e^{i\theta}, \quad (17)
\]

any linear combination of squeezed-displaced states can be expressed as

\[
c_1 |\alpha,\xi\rangle + c_2 |-\alpha,\xi\rangle = S(\xi) (c_1 |\zeta\rangle + c_2 |{-}\zeta\rangle). \quad (18)
\]

In other words, any SC can be obtained by squeezing a 2-cat code (with a different amplitude). Therefore, the SC code can potentially be implemented on all platforms where squeezed-displaced states can be generated, including superconducting circuits [89, 90], 3D superconducting cavities [91], cavity quantum optomechanics [18], and photonics [64, 66, 92–96]. For instance, an SC state can be generated by squeezing a 2-cat state generated through standard two-photon processes [41, 97].

A different scheme to generate an arbitrary squeezed-coherent state |\alpha,\xi\rangle is based on a series of squeezing and displacements of lower magnitude, namely

\[
\hat{D}(\alpha) \hat{S}(\xi) = \prod_n \hat{D}(\alpha_n) \hat{S}(\xi_n), \quad (19)
\]
The equality holds for an appropriate choice of $\alpha_n$ and $\xi_n$. Starting again from Eq. (17), it can be shown that

$$\alpha_0 = \frac{\alpha}{N}, \quad \xi_n = \xi/N$$

$$\alpha_m = \alpha_{m-1} \cosh(r) - \alpha_{m-1}^* \sinh(r) e^{i\theta}.$$  \hfill (20)

Finally, by means of a parity measurement, or through beam-splitter operations, the codewords of the SC code can be prepared from the squeezed-displaced states.

Gates can be implemented similarly to those for 2-cat codes [40]. Indeed, as it stems from Eq. (18), any arbitrary gate $\hat{G}_{\text{SC}}(\alpha, \xi)$ on the SC code can be obtained in a straightforward way by applying a squeezing operator on a gate designed for the 2-cat code, according to the relation

$$\hat{G}_{\text{SC}}(\alpha, \xi) = \hat{S}(\xi)\hat{G}_{\text{cat}}(\xi)\hat{S}^\dagger(\xi).$$  \hfill (21)

Finally, we remark that the SC code can be stabilized via engineered dissipation. A 2-cat is stabilized by a dissipator $\mathcal{D}$, or equivalently by a two-photon dissipator and a coherent two-photon drive [40]. Similarly, the stabilization of squeezed cat states requires an engineering of squeezed two-photon dissipation processes, such that

$$\mathcal{D} \left[ \hat{b}^2 - c^2 \right] |C_{\alpha,\xi}^\pm\rangle |C_{\alpha,\xi}^-\rangle = 0,$$  \hfill (22)

where $\xi$ has been given in Eq. (17), and $\hat{b}$ is the squeezed (Bogoliubov) mode, reading

$$\hat{b} = \hat{S}(\xi)\hat{a}\hat{S}^\dagger(\xi) = \cosh(r)\hat{a} + \sinh(r) e^{i\theta}\hat{a}^\dagger.$$  \hfill (23)

Similar dissipative stabilization of squeezed modes have been proposed in the context of, e.g., squeezed lasing [98], by means of resonantly coupling the squeezed mode to an additional reservoir, possibly adiabatically eliminated.

### C. Error correction conditions for the SC code

Here, we want to determine if, in some ideal case, the SC code can perform error correction of particle loss and dephasing errors. This first step, based on KL conditions, is the starting point to determine the error approximate error correction capability of the code in realistic scenarios.

Let us first consider a 2-cat state $|C_{\alpha,\xi}^+\rangle$, subject to a particle loss event. Since $\hat{a} |C_{\alpha,\xi}^+\rangle \propto |C_{\alpha,\xi}^\pm\rangle$, no syndrome will be able to detect if such an error occurred. Consider now the SC codewords $|C_{\alpha,\xi}^\pm\rangle$. Here, the action of the error $\hat{a}$ maps any state in the SC code space into a state that lies partially outside of it,

$$\hat{a} |C_{\alpha,\xi}^\pm\rangle = c |C_{\alpha,\xi}^\mp\rangle + d |C_{\alpha,\xi}^\mp\rangle,$$  \hfill (24)

where the states $|C_{\alpha,\xi}^\mp\rangle$ span an error space orthogonal to the code space. For instance, $|C_{\alpha,\xi}^+\rangle$ is an even state, thus $\hat{a} |C_{\alpha,\xi}^+\rangle$ is a state with odd particle number parity (and vice versa for $|C_{\alpha,\xi}^-\rangle$ and $\hat{a} |C_{\alpha,\xi}^-\rangle$). Therefore, $\hat{a} |C_{\alpha,\xi}^\pm\rangle$ can be decomposed into a contribution within the code space and into $|C_{\alpha,\xi}^\mp\rangle$, representing its orthogonal complement. This is due to the fact that squeezed-coherent states are no longer eigenstates of $\hat{a}$. Thus, states $|C_{\alpha,\xi}^\pm\rangle$ carry information about the occurrence of the error. Since, by construction, $|C_{\alpha,\xi}^+\rangle$ and $|C_{\alpha,\xi}^-\rangle$ are orthogonal, one could identify a syndrome that checks whether the state is in the code space or in the error space.

This picture illustrates the mechanism to detect errors in the SC, and can be generalized to multiple error spaces, as shown in Fig. 1(a) and illustrated in Fig. 1(b), where we also consider dephasing processes. In this case, the loss ($\hat{a}$) and dephasing ($\hat{a}^\dagger\hat{a}$) errors transform the SC codewords into states with finite components outside the code space. To quantify the error correction capability, here we characterize error correction in terms of the Knill-Laflamme conditions. Technical details of this analysis are provided in Appendix C 2 and in the Supplementary Material.

1. **KL condition for the SC**

Let us consider the set of errors $\{|\hat{1}, \hat{a}, \hat{a}^\dagger\rangle\}$ for the action of $\hat{a}$ on the SC codewords, in the limit of large squeezing (see also Appendix C), we have

$$\langle C_{\alpha,\xi}^+ | \hat{a} | C_{\alpha,\xi}^+ \rangle \rightarrow \alpha.$$  \hfill (25)

Therefore, in this limit, the loss error $\hat{a}$ is increasingly correctable by reducing the amount of displacement $\alpha$.

The SC codewords are eigenstates of the particle number parity $\hat{\Pi}$ and thus $\langle C_{\alpha,\xi}^+ | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^+ \rangle = 0$. Hence, the KL conditions require

$$\langle C_{\alpha,\xi}^+ | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^- \rangle = \langle C_{\alpha,\xi}^- | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^- \rangle,$$  \hfill (26)

This condition is satisfied by the SC code in the limit of large displacement or, at finite displacement, in the limit of large squeezing [see details in Appendix C 2, Eqs. (C11) and (C12)]. In this limit, one can show that

$$\langle C_{\alpha,\xi}^+ | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^- \rangle - \langle C_{\alpha,\xi}^- | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^- \rangle \approx 2|\alpha|^2 e^{-2|\alpha|^2 \exp(2|\xi|)}$$  \hfill (27)

The improved suppression of dephasing errors is intuitively explained as a consequence of the factor $e^{2|\xi|}$ appearing in Eq. (14), which makes the value of the right-hand-side smaller than in the $\xi = 0$ case [c.f. Eq. (9)].

The KL coefficients for loss in Eq. (25) and for the 2-cat in Eq. (10) have approximately the same magnitude for the same value of the displacement $\alpha$. Therefore, in the limit of large displacement, the two codes are equally vulnerable to particle loss. Notably, increasing the squeezing $\xi$ does not increase the KL coefficient in Eq. (25), and SC states with very large squeezing $\xi$ become correctable from the action of $\hat{a}$ for small
α. The main difference with respect to 2-cats is that, despite the small α, the SC is also correctable with respect to ˆa† ˆa.

Summarizing, an ideal SC code allows correction of particle loss errors, while also providing a correction from dephasing errors [66]. The intuition is that we can increase the correctability of particle loss by setting a lower displacement α, and compensate for the reduced performance against dephasing by increasing the squeezing parameter ξ. Notice that this is not the case in the GKP code, where dephasing errors become increasingly less correctable when increasing the amount of squeezing (see Appendix E).

In any realistic application, squeezing is a limited resource. Nonetheless, for finite squeezing ξ, these results hint that the SC code enables approximate detection and correction of particle loss and dephasing errors. In this non-ideal case, optimal values of displacement and squeezing must be determined as a function of the physical error rates. This optimization procedure is detailed in the Appendix B, and it underlies the channel fidelity study in Sec. IV.

2. Correction of multiple errors

In the following, to demonstrate the SC code performance with respect to the standard 2-cat code, we will focus on dephasing and loss errors to leading order in τ [c.f. Eq. (3)]. Nevertheless, the SC code can also correct for other errors, such as particle gain or higher-order dephasing or particle-loss processes. This follows from the fact that, in the limit of large displacement, or finite displacement and large squeezing, the action of ˆa† and ˆa on the code become similar (up to a phase). As an illustrative example, in this limit the KL conditions for ˆa† ˆa and ˆa² are given by

\[ \langle C^\pm | \hat{a} | C^\pm \rangle = \frac{\xi^2}{4} = - \langle C^\pm | \hat{a}^2 | C^\pm \rangle. \] (28)

Hence the KL conditions for ˆa† ˆa and ˆa² become identical (up to a sign in this limit). Since, as previously demonstrated, ˆa† ˆa is a correctable error, so is ˆa². This is a fundamental difference between the SC and other bosonic codes, such as binomial codes [54]. In this limit, the SC code thus constitutes a degenerate bosonic quantum code in which multiple errors act identically onto the code space. It is therefore possible to devise error correction schemes also for errors of higher order.

IV. APPROXIMATE QUANTUM ERROR CORRECTION FOR THE SQUEEZED CAT CODE

As we detailed above, assessing the performance of the code for finite values of squeezing requires to explicitly take into account both the displacement α and the squeezing ξ, resulting in a trade-off between the correction of dephasing and particle loss errors. In this regard, to assess the performance of the code via the channel fidelity described in Eq. (7), we need to evaluate (i) the optimal encoding and (ii) the optimal recovery.

A. Recovery and Encoding

To construct the optimal encoding and recovery, we will consider a leading-order Kraus representation expansion of the Liouvillian in Eq. (3). However, when gauging the performance of the code, we will consider the full Liouvillian noise channel in Eq. (2), thus allowing all orders of errors to occur.

To define a recovery operation \( \mathcal{R} \) for the SC code, we first characterize the error subspaces [see also Fig. 1(b)]. To this purpose, we define the 8-dimensional subspaces generated by applying the operators \{1, ˆa, ˆa†, (ˆa† ˆa)²\} i.e., the operators in Eq. (3) onto the codewords \( |C^\pm \rangle \). This subspace contains the code space. A Gram-Schmidt orthonormalization procedure with respect to the code space then results in the three single-error subspaces, respectively generated by the operators \{ˆa, ˆa† ˆa, (ˆa† ˆa)²\}. The recovery operation is defined as the map from these error subspaces back onto the code space as

\[ \mathcal{R}(\hat{\rho}) = \sum_{r=0}^{3} \hat{R}_r \hat{\rho} \hat{R}_r^\dagger, \] (29)

where \( r = 0 \) denotes the code space and \( r = 1, 2, 3 \) the three single-error subspaces. Here, each operator \( \hat{R}_r \) transforms the \( r \)-th subspace onto the code space. Eq. (29) is the most general form of a recovery operation for single errors, however it does not define the action of \( \mathcal{R} \) onto states lying outside both code space and single-error subspace. Here, we assume that the recovery acts as the identity outside these subspaces. Detail on the characterization of the error subspaces is given in Appendix A.

For given values of the loss and dephasing rates \( \kappa_{1,2} \) (or for different times \( \tau \)), the recovery operation must be optimized in order to maximize the channel fidelity. The optimal recovery operators \( \hat{R}_{r}^{opt} \) are obtained through convex optimization, as detailed in Appendix B. The recovery optimization yields an explicit form of the recovery. As the optimal recovery is directly obtained in an operator-sum representation constituting a quantum map [c.f. Eq. (29)], actual hardware operations could be engineered to match the desired target operation using, e.g., pulse-engineering techniques [99, 100]. As an alternative recovery procedure, similarly to the gate operations discussed in Sec. III B 2, the recovery operation could be carried out by (i) unsqueezing the state onto a 2-cat basis; (ii) applying the recovery gates; (iii) squeezing the state back to restore the SC. In an autonomously stabilized implementation, such recovery operation would
thus amount to inject a particle upon the occurrence of a particle loss event, in close resemblance to 4-cats [40].

Notice that the overall channel fidelity depends both on the displacement \(\alpha\) and squeezing \(\xi\), as the probabilities of single loss and dephasing events in a short time \(\tau\) scale respectively as

\[
\begin{align*}
p_1 &= \kappa_1 \tau \left\langle \hat{a}^\dagger \hat{a} \right\rangle, \\
p_2 &= \kappa_2 \tau \left\langle (\hat{a}^\dagger \hat{a})^2 \right\rangle. \\
\end{align*}
\]

These quantities grow with both \(\alpha\) and \(\xi\), making the occurrence of error events more probable. However, the correction capability of the code also increases. For this reason, a nested optimization procedure is needed, whereby we perform convex optimization of the recovery operation, while also varying the parameters \(\alpha\) and \(\xi\) to find the best possible encoding and recovery.

As a final remark, notice that in the procedure just summarized, the optimal recovery operation is uniquely defined for the code and is not conditional to the outcome of the syndrome measurement. In this sense, the present SC code is semi-autonomous, in that it requires a periodic syndrome measurement, but only an unconditional recovery operation. In principle, a generalized procedure could be developed for the SC code, where the recovery operation is chosen conditionally to the outcome of the syndrome measurement. While the conditional approach may further improve the error correction efficiency of the code, its advantage should be weighed against its ease of implementation in each specific quantum hardware platform.

### B. Channel fidelity for dephasing and loss

We compute the optimal channel fidelity \(F\) defined in Eq. (7), as a function of the dimensionless times \(\kappa_1 \tau\) and \(\kappa_2 \tau\), by applying the optimization procedure introduced in the previous Section (See also Appendix B). Since \(\tau\) is the time between two subsequent recoveries, a larger \(\kappa_1 \tau\) or \(\kappa_2 \tau\) implies either stronger dissipation or longer intervals between two recoveries. The channel fidelity \(F\) provides a measurement of the code performance (for the best encoding and recovery) given the jump rates in Eq. (30). A higher population in the bosonic mode induces higher loss and dephasing error rates, but, according to the KL conditions, the performance of the code also increases with the amount of squeezing. The best possible encoding (i.e., the amount of squeezing and the displacement), is therefore determined by an optimization procedure which we carry out numerically.

As shown in Sec. III, large squeezing and low displacement is favorable to simultaneous error correction of particle loss and dephasing. However, to be consistent with squeezing achievable in state-of-the-art hardware platforms, the optimization procedure is carried out by setting an upper bound \(\xi^{\text{max}}\) to the allowed values of the squeezing parameter \(\xi\). In Fig. 2(a-c), the channel infidelity \(1 - F\) is plotted as a function of \(\kappa_1 \tau\) and \(\kappa_2 \tau\), for three values of the maximal squeezing parameter, \(\xi^{\text{max}} = 0.5\), \(\xi^{\text{max}} = 1\), and \(\xi^{\text{max}} = 1.5\). The color-plot and the white iso-lines are the results for the optimal SC code.

We compare the performances of the SC to the optimal 2-cat code (green iso-lines) and to the single-rail code (i.e., the encoding onto the number states \(\{0\}\) and \(\{1\}\), in blue). This choice is justified by the fact that the SC – like the 2-cat code and the single rail code as its limiting case – entails at most quadratic operations. These codes are therefore expected to require similar resources to be experimentally realized on a given hardware platform. For the 2-cat code, only the coherent amplitude \(\alpha\) is optimized, and the recovery simply transforms the state resulting from a dephasing error directly back onto the code space, while disregarding the non-correctable particle loss errors. The single-rail code, instead, is only subject to the noise channel \(N_{\kappa_1,\kappa_2}\) without any recovery operation. In Appendix E we also compare the performances of SC and GKP with same amount of squeezing via the KL conditions. Our analysis highlights the similarities between the GKP and SC for particle loss correction, but shows that GKP cannot fully correct for dephasing errors, independently of the amount of squeezing.

The SC code asymptotically approaches the 2-cat code in the limit of \(\xi \to 0\), and the 2-cat code approaches the single-rail code in the limit of \(\alpha \to 0\). Hence, the relation \(F_{\text{SC, opt}} \geq F_{\text{cat, opt}} \geq F_{\text{single-rail}}\) holds in general. In particular, for \(\xi^{\text{max}} = 0.5\) in Fig. 2(a), and for large one-particle loss parameter \(\kappa_1 \tau\), the channel fidelities of the three codes nearly coincide, indicating that their correction capability saturates.

For increasing squeezing parameter \(\xi\), the channel fidelity of the SC code increasingly improves with respect to the 2-cat and single-rail codes. In the regime dominated by particle loss \(\kappa_1 > \kappa_2\), the SC code outperforms the 2-cat code thanks to the optimal error detection and recovery procedure described above. The SC code outperforms the 2-cat code also in the regime where dephasing dominates, in accordance to the experimental results in Ref. [65]. This improved performance of the SC code originates from smaller overlap between squeezed states of opposite displacement, with respect to coherent states with the same displacement \(\alpha\), as discussed above. The SC code also displays a significantly increased channel fidelity with respect to the 2-cat code in the region where \(\kappa_1 \sim \kappa_2\), highlighting the potential of this code for mainstream quantum hardware platforms.

The requirement to maximize the channel fidelity under the combined action of loss and dephasing channel causes the upper bound on squeezing to also set an upper bound on the particle number. We report in Appendix D the average particle number, the squeezing, and the displacement, as evaluated for the optimal encoding shown in Figs. 2(a-c).

To illustrate the effect of particle loss and recovery on the SC code, in Fig. 3 the behavior of the code under the
FIG. 2. Color-map plot of the channel infidelity $1 - F$ [c.f. Eq. (7)], as computed for the optimal SC code for various maximum squeezing parameters: $\xi_{\text{max}} = 0.5$ (a), 1.0 (b), and 1.5 (c) as a function of the particle loss parameter $\kappa_1 \tau$ and dephasing parameter $\kappa_2 \tau$. The white contour plot represents the channel-infidelity iso-lines for the SC code. The other iso-lines represent the channel infidelity computed for the single-rail code (blue) and the optimal 2-cat code (green).

action of the map $\mathcal{E}$, i.e., the combined action of $N_{\kappa_1,\kappa_2}$ and $\mathcal{R}$, is displayed. More precisely, in Fig. 3(a) we show the quantity

$$P(t) = 1 - \langle \mathcal{C}_{\alpha,\xi}^+ | \hat{\rho}(t) | \mathcal{C}_{\alpha,\xi}^+ \rangle,$$

representing the difference in overlap between the initial state and the state of the system at time $t$. The code at $t = 0$ is set to the state $| \hat{\rho}(0) \rangle = | \mathcal{C}_{\alpha,\xi}^+ \rangle$, for which $P(0) = 0$, and the quantity $P(t)$ is plotted as a function of time.

In Figs. 3(b-d) single quantum trajectories [69, 101–103] sampled from the map $\mathcal{E}$ are plotted. In a quantum trajectory, an initial state $| \psi(0) \rangle$ evolves in time according to a non-Hermitian effective Hamiltonian

$$\hat{H}_{\text{eff}} = -i\frac{\kappa_1}{2} \hat{a}^\dagger \hat{a} - i\frac{\kappa_2}{2} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}$$

until a quantum jump occurs after a random time interval. The non-Hermitian effective Hamiltonian represents the back-action of the noise process, in which information is gained about the system when no jump occurs [69].

At every time $\tau$, instead, the recovery operation acts. The quantum trajectory is an unraveling of the Lindblad master equation, which is recovered by averaging over the statistical ensemble of quantum trajectories. In this case,

$$P(t) = 1 - | \langle \mathcal{C}_{\alpha,\xi}^+ | \psi(t) \rangle |^2,$$

where the code at $t = 0$ is set to the state $| \psi(0) \rangle = | \mathcal{C}_{\alpha,\xi}^+ \rangle$. Fig. 3(b) shows a quantum trajectory in the case where no error occurred. In this case, the finite value of $P(t)$ is only due to the time evolution under the non-Hermitian Hamiltonian (32). The recovery operation in the absence of errors therefore undoes this non-Hermitian evolution by driving the system back onto the code space. Fig. 3(c) displays a quantum trajectory in the case where a particle loss error occurs and is successfully corrected. In this case, the projective syndrome measurement included in the recovery protocol correctly detects the error by projecting onto the particle loss error subspace. Then, the remaining stage of the recovery corrects the error and transforms the system back onto the code space. Notice that, immediately after the error, the quantity $P(t) = 1$. This is due to the fact that the loss of a particle transforms the state into one of opposite parity. Finally, in Fig. 3(d), a quantum trajectory is shown, where an error occurs, but the subsequent recovery operation doesn’t succeed. This occurs because, at the time when the recovery operation takes place, the syndrome measurement projects the system onto the code space, thus erroneously signaling that no error has occurred. Then, the remaining stage of the recovery just drives back the system onto the code space, like in Fig. 3(b), without correcting the wrong parity of the state. We recall that Fig. 3(a), showing the quantity $P(t)$ defined in Eq. (31) and computed from the Lindblad master equation, can be obtained by the average over many single quantum trajectories. These results shown in Fig. 3 highlights the effectiveness of the $\tau$-periodic protocol for error detection and correction.
FIG. 3. The quantity \( P(t) \) defined in Eqs. (31) and (33) of a time-evolved quantum state initially prepared in an even SC state \( \langle C_{\alpha,\xi} \rangle \) with squeezing \( \xi = 1.5 \) and displacement \( \alpha = 0.55 \) for a loss channel with loss and dephasing parameters \( \kappa_1 \tau = \kappa_2 \tau = 10^{-3} \) as a function of time \( t/\tau \). (a) \( P(t) \) computed from the Lindblad master equation [c.f. Eq. (31)]. (b) \( P(t) \) computed from a single quantum trajectory in the case where no error occurs [c.f. Eq. (39)]. (c) \( P(t) \) computed from a single quantum trajectory in the case where an error \( \hat{a} \) (depicted in red) occurs and is correctly detected and corrected. (d) \( P(t) \) computed from a single quantum trajectory in the case where an error \( \hat{a} \) occurs that is undetected and therefore not corrected. In all panels, the dashed vertical line indicates the stroboscopic time at which the recovery operation is applied. In panels (c) and (d) the vertical red lines indicates the occurrence of a particle loss.

V. CONCLUSIONS

Bosonic quantum codes are a very promising method to encode and process quantum information in a fault-tolerant way. Most BQCs to date impose a trade-off between ease of generation and stabilization, and the capability to correct both particle loss and dephasing errors effectively [15]. In particular, the 2-cat code can be autonomously generated and stabilized, but is vulnerable to particle loss processes, while the GKP code allows to partially correct particle loss error, while being vulnerable to dephasing and challenging in its preparation and stabilization.

In this work, we have developed a BQC based on squeezed cat states, i.e. Schrödinger cat states resulting from the superposition of squeezed-displaced states with opposite displacement. Thanks to squeezing, particle loss on the codewords leads to states that only partially overlap with the code space, thus making the error detectable with finite efficiency. At the same time, the SC code improves on the protection against dephasing compared to the 2-cat code with the same average number of particles. In the limit of large squeezing, we have shown that both single particle loss and dephasing errors can be detected and corrected exactly by the SC code. We have designed an error-detection and recovery protocol which is semi-autonomous – in that it requires a periodic, unconditional application of a recovery operation. We have characterized the error-correction capability of the SC code both in terms of the Knill-Laflamme conditions and of the channel fidelity, and developed an optimization procedure for the recovery operation, which maximizes the channel fidelity for given values of the particle loss and dephasing rates. Our analysis shows that with a squeezing parameter \( \xi \sim 1 \) – within reach of current superconducting-circuit [70, 71] and trapped-ion [65] architectures – the channel fidelity of the SC code exceeds that of the 2-cat code by almost one order of magnitude. We have finally indicated protocols for code generation and gate operation.

The SC code allows to detect and correct multiple particle loss and dephasing errors, as these errors bring the codewords to subspaces that only partially overlap with the code space and with the single-error subspaces. The recovery optimization procedure that we developed could therefore be generalized to account for multiple-error subspaces. This generalization should lead to a further improved channel fidelity for the code. The question about how to specifically implement the recovery operation or an approximation thereof in each specific quantum hardware platform, however, remains open.

In the limit of large squeezing, the SC code acquires discrete translation invariance in the direction orthogonal to the displacement. The translational invariance in the SC code bears close analogy with that of the GKP code, and is at the origin of the capability of both codes to detect and correct particle loss errors. In this respect, the SC code bridges the properties of the 2-cat and GKP codes, by inheriting some error correction features of both codes.

The error-correction strategy of the SC code can naturally be extended to other types of errors beyond the errors considered here, such as particle gain or higher-order error processes. This is an interesting perspective we plan to investigate in the future, in particular for systems operating in regime of moderate particle loss rate.
or in the biased-noise limit [15].

With the ease of generation and stabilization of two-component Schrödinger cat states, and the recent progress in the generation of squeezed states, we anticipate that the SC code will become an efficient method to enhance the lifetime of quantum information in a bosonic qubit, thus paving the way towards fault-tolerant and scalable quantum information processing.
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Appendix A: Error subspaces

To leading order in $\kappa_{1,2} \tau$, the noise channel $\mathcal{N}_{k_1,k_2}$ is described by the Kraus-operators $\hat{K}_0$, $\hat{K}_1$, and $\hat{K}_2$, as defined in Eq. (3). $\hat{K}_0$ characterizes the non-Hermitian evolution, whereas the operators $\hat{K}_1$, and $\hat{K}_2$ describe jumps associated to particle loss and dephasing, respectively. To describe the action of the operators $\hat{K}_0$, $\hat{K}_1$, and $\hat{K}_2$ on the code space, we can equivalently consider the action of the operators $\{\hat{1}, \hat{a}, \hat{a}^\dagger, \hat{d} \}$ that appear in Eq. (3). We thereby define the non-orthogonal subspaces spanned by the states $|\psi_{\pm i}^{\pm}\rangle$ as

$$|\psi_{\pm i}^{\pm}\rangle = \hat{E}_i |\alpha_{\pm i}\rangle, \quad \hat{E}_i \in \{\hat{1}, \hat{a}, \hat{a}^\dagger, (\hat{a}^\dagger \hat{a})^2\}. \quad (A1)$$

The states $|\psi_{\pm i}^{\pm}\rangle$ are parity eigenstates (although the subspace generated by $\hat{a} |\alpha_{\pm i}\rangle$ flips the parity). We orthogonalize the states $|\psi_{0}^{\pm}\rangle$ using Gram-Schmidt orthogonalization, to obtain the final error subspaces spanned by the orthogonal states $\{|\psi_{0}^{\pm}\rangle, i = 0 \ldots 3\}$. Note that the states $|\psi_{0}^{\pm}\rangle = |\alpha_{0,\pm}\rangle$ coincide with the codewords. The choice of an orthogonal basis is not unique and is defined up to a rotation within each error subspace. Notice also that the three original error subspaces $|\psi_{0}^{\pm}\rangle$ are not mutually orthogonal. This feature is one of the reasons underlying the approximate error-correction capability of the SC code, as can be also inferred from the KL relations derived in Appendix C.

Appendix B: Convex recovery optimization

Our goal is to numerically find the best recovery operation, i.e., the $\mathcal{R}$ which maximizes the average channel fidelity. The average channel fidelity of the channel $\mathcal{E} = \mathcal{R} \circ \mathcal{N}_{k_1,k_2}$ is given by [c.f. Eqs. (5) and (7)]

$$\mathcal{F}_{\text{avg}} = \frac{1}{d^2} \sum_i |\text{Tr} \{\hat{S}_i\}|^2 = \frac{1}{d^2} \sum_{r,k} |\text{Tr} \{\hat{R}_r \hat{K}_k\}|^2, \quad (B1)$$

where $\hat{S}_i$ are the Kraus operators of the entire channel $\mathcal{E}$, and $\hat{R}_r$, $\hat{K}_k$ are the Kraus operators of the recovery and error channel, respectively [c.f. Eq. (6)]. Here, $d$ denotes the qudit dimension ($d = 2$ in our case). To optimize the recovery operation $\mathcal{R}$, we can express the operators $\hat{R}_r$ in terms of a set of basis operators $\{B_i\}$, such that

$$\hat{R}_r = \sum_i x_{r,i} \hat{B}_i. \quad (B2)$$

The basis operators $\hat{B}_i$ describe how states outside of the code space are projected back onto the code space. The operators $\hat{B}_i$ are orthogonal, i.e. $\text{Tr} \{\hat{B}_i^\dagger \hat{B}_j\} = \delta_{ij}$. The optimization procedure amounts to determine, for a given set $\{\hat{B}_i\}$, the coefficients $x_{r,i}$ which maximize the channel fidelity $\mathcal{F}_{\text{avg}}$.

Using the definition of the recovery in terms of the basis operators $\{B_i\}$, Eq. (B1) can be rewritten as [85]

$$\mathcal{F}_{\text{avg}} = \frac{1}{d^2} \sum_{i,j} X_{ij} W_{ij}, \quad (B3)$$

where the recovery matrix $X$ and the process matrix $W$ are given as

$$X_{ij} = \sum_r x_{r,i} x_{r,j}, \quad (B4)$$

$$W_{ij} = \sum_k \text{Tr} \{\hat{B}_i \hat{K}_k\} \text{Tr} \{\hat{B}_j \hat{K}_k\}^\dagger. \quad (B5)$$

Using the property $\text{Tr} \{\hat{A}^{\dagger} \hat{B}\} = \text{Tr} \{\hat{A} \circ \hat{B}\}$, and the Kraus-representation of the error channel $\sum_k \hat{K}_k \hat{\rho} \hat{K}_k^\dagger = e^{\mathcal{E} \rho}$, the process matrix can be expressed as

$$W_{ij} = \text{Tr} \{e^{\mathcal{E} \rho} \left( \hat{B}_i \circ \hat{B}_j^\dagger \right)\} = \text{Tr} \{\mathcal{N}_{k_1,k_2} \left( \hat{B}_i \circ \hat{B}_j^\dagger \right)\}, \quad (B6)$$

where $\text{Tr}$ in this case denotes the trace of the super-operators. As a result, the process matrix $W$ can be obtained by calculating the product of the super-operators $\hat{B}_i \circ \hat{B}_j^\dagger$ with the noise channel $\mathcal{N}_{k_1,k_2}(\tau)$ in its super-operator representation. Since Eq. (B3) is linear in $X_{ij}$, and hence convex, the equality $X_{ij} = \sum_r x_{r,i} x_{r,j}$ is a quadratic constraint and does not form a convex set. However, one can relax the constraint by allowing the matrix $X$ to be positive semidefinite, where the problem
becomes a convex semidefinite program [85] (SDP):
\[
\text{maximize } \frac{1}{d^2} \sum_{i,j} X_{ij} W_{ij} = \frac{1}{d^2} \text{Tr} \{ X W \} \quad \text{(B7)}
\]
subject to
\[
\sum_{i,j} X_{ij} \hat{B}_i \hat{B}_j = \mathbb{1}, \text{ (trace preservation)}
\]
\[
X \succeq 0 \text{ (positive semidefinite)}.
\]

The convex optimization of the SC code via Eq. (B7) requires the matrix \( X \), and thus an explicit form of the basis operators [c.f. Eq. (B4)]. By expanding \( \mathcal{N}_{k_1,\tau} \) up to first order in \( \kappa_1, \tau \) in terms of the Kraus-operators given in Eq. (3), and using the definition of the error subspaces in Appendix A, we choose the following set of basis operators \( \hat{B}_i \): For each error subspace, spanned by the basis states \( \{ |\psi_m^\pm\rangle \} \) with \( m = 0, \ldots, 3 \), we define
\[
\hat{P}_m(0) = |C^+_{\alpha,\xi}\rangle \langle \psi_m^+| + |C^-_{\alpha,\xi}\rangle \langle \psi_m^-|,
\]
\[
\hat{P}_m(1) = |C^+_{\alpha,\xi}\rangle \langle \psi_m^+| - |C^-_{\alpha,\xi}\rangle \langle \psi_m^-|,
\]
\[
\hat{P}_m(2) = i |C^+_{\alpha,\xi}\rangle \langle \psi_m^+| - i |C^-_{\alpha,\xi}\rangle \langle \psi_m^-|,
\]
\[
\hat{P}_m(3) = |C^+_{\alpha,\xi}\rangle \langle \psi_m^+| - |C^-_{\alpha,\xi}\rangle \langle \psi_m^-|.
\]

The 16 operators \( \hat{P}_m(n) \) define a basis of the recovery operations, as they are mutually orthogonal and describe an arbitrary action of the recovery operation projecting \( \{ |\psi_m^\pm\rangle \} \) back onto the code space. Thus, we define \( \{ \hat{B}_i \} = \{ \hat{P}_m(n), m \in [0,3], n \in [0,3] \} \). Solving the SDP gives an optimal solution \( X^{\text{opt}} \) that maximizes the average channel fidelity.

There are various efficient solvers available to solve the above SDP. We solve the SDP, defined in Eq. (B7), in the Hilbert subspace spanned by \( \{ |\psi_i^\pm\rangle \} \) that characterize the error subspaces, including the code space. An explicit form of the optimal recovery operations \( \hat{R}^{\text{opt}} \) can be obtained through a singular value decomposition of the solution \( X^{\text{opt}} \) [85],
\[
X^{\text{opt}} = V \Sigma V^\dagger,
\]
\[
\hat{R}^{\text{opt}} = \sqrt{\sigma} \sum_i V_i \hat{B}_i,
\]
where the elements \( \sigma_i \) of the diagonal matrix \( \Sigma \) are the singular values of \( X^{\text{opt}} \) and \( V \) is a unitary matrix.

To numerically solve the SDP, we resort to the SDPA-GMP solver [104] within the Convex framework [105] in the julia programming language [106]. All numerical calculations use the julia framework for open quantum dynamics QuantumOptics [107].

Appendix C: KL condition

In this Appendix we report the KL conditions for the 2-cat and SC codes. For the sake of simplicity, we will consider the set of errors \( \{ \hat{E}_k \} = \{ \mathbb{1}, \hat{a}, \hat{a}^\dagger, (\hat{a}^\dagger \hat{a})^2 \} \). From these, we can always reconstruct the effect of the Kraus operators in Eq. (3).

1. Cat state properties

As we detailed in the main text, the 2-cats are defined by
\[
| C^\pm_{\alpha,\xi} \rangle = \frac{1}{N_{\alpha,\xi}^\pm} (|\alpha\rangle \pm |\alpha\rangle),
\]
where
\[
N_{\alpha,\xi}^\pm = \sqrt{2 \left( 1 + e^{-2|\alpha|^2} \right)}.
\]

The KL conditions for the 2-cat code are reported in Tables I and II.

2. Squeezed cat state properties

As defined in Eq. (15), the squeezed cat states, defining the logical codewords of the bosonic code, are given by
\[
| C^\pm_{\alpha,\xi} \rangle = \frac{1}{N_{\alpha,\xi}^\pm} (|\alpha\rangle \pm |\alpha\rangle),
\]
where \( |\pm\alpha,\xi\rangle \) are opposite squeezed-displaced states [c.f. Eq. (11), Eq. (12)] with complex displacement \( \alpha \) and complex squeezing \( \xi = re^{i\theta} \). The normalization constant \( N_{\alpha,\xi}^\pm \) is given by
\[
N_{\alpha,\xi}^\pm = \sqrt{2 \left( 1 + e^{-2|\alpha|^2} \right)},
\]
where we define the squeezed displacement as
\[
\gamma = \alpha \cosh(r) + e^{i\theta} \alpha^* \sinh(r).
\]

In the basis of number states, the SC states are given by
\[
| C^\pm_{\alpha,\xi} \rangle = \frac{1}{\sqrt{2 \cosh(r) \left( 1 \pm e^{-2|\alpha|^2} \right)}} \times \exp \left[ -\frac{1}{2} |\alpha|^2 - \frac{1}{2} \alpha^* e^{i\theta} \tanh(r) \right] \times \sum_{n=0}^{\infty} \left( 1 \pm (-1)^n \frac{1}{2} e^{i\theta} \tanh(r) \right)^{n/2} \times \sqrt{n!} \times H_n \left[ \gamma \left( e^{i\theta} \sinh(2r) \right)^{-1/2} \right] |n\rangle,
\]
where $H_n(x)$ is the Hermite polynomial of degree $n$. From the above expression the even and odd parity structure of the states $|C^+_{\alpha,\xi}\rangle$ becomes directly evident, as

\[ |C^+_{\alpha,\xi}\rangle \]

is composed of only even number states and $|C^-_{\alpha,\xi}\rangle$ of only odd number states [due to the factor $(1 \pm (-1)^n)$ in Eq. (C7)].

One can calculate the error correction properties of the SC code by expressing the codewords in terms of squeezing operators acting on a 2-cat code,

\[ |C^\pm_{\alpha,\xi}\rangle = \frac{1}{N_{\alpha,\xi}^+} \hat{S}(\xi) (|\gamma\rangle \pm |\gamma\rangle) = \hat{S}(\xi) |C^\pm_{\alpha}\rangle, \]  

where $\gamma$ is the squeezed displacement defined in Eq. (C8).

Using this relation, and the fact that $\hat{S}(\xi) \hat{a} \hat{S}(\xi) = \hat{a} \cosh(r) - \hat{a} e^{i\theta} \sinh(r)$, where $\xi = r e^{i\theta}$, the KL condition for the SC can be directly derived. For the sake of brevity, we report here just some of them, highlighting the capability of the SC code to correct particle loss and dephasing errors. We refer the interested reader to the Supplementary Material, where the full set of expressions for the KL conditions can be found.

The capability to correct particle loss errors is assessed by considering $\hat{E}_l = \hat{1}$ and $\hat{E}_r = \hat{a}$. Since the SC code has the same parity structure as the 2-cat code, we have

\[ \langle C^\pm_{\alpha,\xi} | \hat{a} | C^\pm_{\alpha,\xi} \rangle = 0. \]  

Just like in the 2-cat code, where the particle-loss KL condition scales linearly with the displacement $\alpha$, this behavior is recovered for the squeezed cat in the large squeezing limit, as

\[ \langle C^\pm_{\alpha,\xi} | \hat{a} | C^\pm_{\alpha,\xi} \rangle = \frac{\gamma \cosh(\xi) N_{\alpha,\xi}^+}{N_{\alpha,\xi}^+} - \frac{\gamma \sinh(\xi) N_{\alpha,\xi}^+}{N_{\alpha,\xi}^+} \]  

\[ \rightarrow \alpha. \]  

This clearly indicates that, by increasing the squeezing parameter, and in the limit in which $N_{\alpha,\xi}^+ \approx N_{\alpha,\xi}^+$, particle loss errors become increasingly correctable, upon lowering $\alpha$.

The key difference with respect to the 2-cat code is that, by lowering $\alpha$ and at the same time increasing $\xi$, also dephasing errors are suppressed, thus making both errors correctable. Indeed, if we consider $\hat{E}_l = \hat{1}$ and $\hat{E}_r = \hat{a} \hat{\alpha}$, we have

\[ \langle C^\pm_{\alpha,\xi} | \hat{a} \hat{\alpha} | C^\pm_{\alpha,\xi} \rangle = \sinh(\xi) (\sinh(\xi) - 2 \gamma^2 \cosh(\xi)) \]  

\[ + \frac{\gamma^2 \cosh(2\xi)}{N_{\alpha,\xi}^+} \left( \frac{N_{\alpha,\xi}^+}{N_{\alpha,\xi}^+} \right)^2, \]  

while

\[ \langle C^\pm_{\alpha,\xi} | \hat{a} \hat{\alpha} | C^\mp_{\alpha,\xi} \rangle = 0. \]  

Again, in the limit where $N_{\alpha,\xi}^+ \approx N_{\alpha,\xi}^+$, the KL conditions
are fulfilled. In particular,

\[
\left| \langle c_{\alpha,\xi}^+ | \hat{\alpha}^\dagger \hat{\alpha} | c_{\alpha,\xi}^+ \rangle - \langle c_{\alpha,\xi}^- | \hat{\alpha}^\dagger \hat{\alpha} | c_{\alpha,\xi}^- \rangle \right| = \frac{2|\alpha|^2 \exp (4r - 2|\alpha|^2 e^{2r})}{|\xi|^{1/2}} ,
\]

where \( \xi = re^{i\theta} \). Notice that this KL condition becomes zero both when \( \alpha \) is large, but also if \( \xi \) is large and \( \alpha \neq 0 \), as required for a perfectly correctable error.

Similar relations hold for other choices of discrete errors \( E_l \) and \( E_r \). Thus, particle loss and dephasing can be partially corrected (up to order \( \kappa_1, \tau^2 \)) using SC states. The correction capability of the code increases as squeezing is increased.

Eq. (C10) and Eq. (C13) highlight the mutual dependence of the code resilience against loss and dephasing errors. For finite amount of squeezing, decreasing \( \alpha \) improves the resilience against loss but makes the code more vulnerable to dephasing. Hence, depending on the decay rates \( \kappa_1, \kappa_2 \), an optimal choice of \( \xi \) and \( \alpha \) is determined, which maximizes the channel fidelity. It is thanks to this optimization procedure that the overall performance of the SC is generally better than that of the 2-cat code.

Appendix D: Features of the optimal SC code

In Fig. 4, we plot quantities associated to the optimal SC code, as obtained by the study of the channel fidelity. Figures 4 (a-1), (b-1), and (c-1) are identical to Fig. 2, and are reported here for ease of comparison. Figures 4 (a-2), (a-3), and (a-4) show respectively the displacement, the amount of squeezing \( \xi \), and the average particle number \( \langle \hat{n} \rangle \), evaluated for the optimal SC code obtained by setting a maximal amount of squeezing \( \xi = 0.5 \). We identify two regimes: one of small displacement (loss dominated), and one of larger displacement (dephasing dominated). The results confirm the conclusions drawn from the analysis of the KL conditions in Sec. III C. Indeed, in the loss-dominated case, \( \alpha \) is to be taken small enough to ensure the correction capability of the code. In both small- and large-\( \alpha \) regimes, maximal squeezing is almost always reached. Interestingly, when the dephasing and loss rates are almost equal (\( \kappa_1 = \kappa_2 \)), the resulting optimal code approaches the single-rail code. In the whole parameter region considered, the particle number remains fairly small.

Increasing the maximal amount of squeezing [Figs. 4 (b-2), (b-3), and (b-4)] we see that the boundary between the dephasing and loss dominated regimes becomes less defined (although the separation is still visible for large-enough error rates). In addition, for \( \xi^{\text{max}} = 1.0 \) the optimal value of \( \alpha \) is correspondingly smaller than for \( \xi^{\text{max}} = 0.5 \). This is to be understood as a consequence of the advantage brought by the larger squeezing, which enables correction of dephasing errors while keeping \( \alpha \) – and thus the code correctability against loss – correspondingly smaller, in agreement with the KL conditions. In this case as well, the optimization procedure takes maximal advantage of the allowed amount of squeezing, and the average particle number remains moderate.

Finally, for \( \xi^{\text{max}} = 1.5 \) in Figs. 4 (c-2), (c-3), and (c-4), displacement remains moderate in a large region of parameters. Notably, however, in the dephasing dominated regime, the amount of squeezing required to achieve optimal correction is significantly smaller than the maximal value \( \xi^{\text{max}} \).

These data are consistent with the analysis of the KL conditions in Sec. III C, in that the optimization procedure in general results in a small value of \( \alpha \) combined with a significant amount of squeezing to suppress dephasing.

Appendix E: Comparison between the GKP and SC codes

We compare the error correction properties of the SC code with those of the approximate, i.e. energy-constrained, GKP code. In particular, we assume a Gaussian envelope of the form [56]

\[
|\mu(\Delta)\rangle \propto e^{-\Delta^2 \hat{a}^\dagger \hat{a}} |\mu\rangle
\]

where \( \mu \in \{0, 1\} \) labels the codewords, which in the ideal GKP limit are

\[
|\mu\rangle \propto \sum_{k,l=-\infty}^{\infty} e^{-i\pi(kl+\mu/2)} \tilde{D}((2k+\mu)\alpha + l\beta) |0\rangle ,
\]

where \( \tilde{D}(\beta) \) is the displacement operator introduced in Eq. (12).

In order to explicitly show the similarity with the SC code, the approximate GKP codewords can be written in terms of the squeezing operator as

\[
|\mu(\Delta)\rangle \propto \sum_{n \in \mathbb{Z}} e^{-\frac{\Delta^2}{2}(2n+\mu)^2} \tilde{D} \left( \sqrt{\frac{\pi}{2}} (2n+\mu) \right) \hat{S} (-\ln \Delta) |0\rangle .
\]

Thus, we can define the squeezing parameter for the GKP as

\[
\xi = -\ln \Delta .
\]

Using this formalism, we can compare the performance of the GKP and SC codes for the same value of the squeezing parameter \( \xi \). As a metric, we adopt a KL cost function [108]. Given the KL tensor

\[
f_{ij\mu'} = \left< \psi_i | \hat{E}_i \hat{E}_{\mu'} | \psi_j \right>
\]

we evaluate the cost function as

\[
C_{\text{KL}}(|\hat{E}|) = \sum_{i,\mu'} |f_{0i\mu'}|^2 + |f_{11\mu'}|^2 ,
\]
FIG. 4. Color-map plot of quantities associated to the optimal SC code, computed as a function of the particle loss parameter $\kappa_1\tau$ and dephasing parameter $\kappa_2\tau$, and for three values of the maximum squeezing parameters [(a-1)-(a-4) $\xi_{\text{max}} = 0.5$, (b-1)-(b-4) $\xi_{\text{max}} = 1.0$, and (c-1)-(c-4) $\xi_{\text{max}} = 1.5$]. (a-1), (b-1), and (c-1): the channel infidelity $1 - F$ [same as Fig. 2(a-c)]. (a-2), (b-2), and (c-2): the optimal displacement $\alpha$. (a-3), (b-3), and (c-3): the optimal amount of squeezing $\xi$. (a-4), (b-4), and (c-4): the average particle number in the resonator.
where $\{\hat{E}\}$ represents the set of errors upon which which the sum in $l, l'$ is taken. In the limit of a perfectly correctable code, one has $C_{KL} = 0$. An increasing $C_{KL}$, as a function of the amount of squeezing, indicates a less-correctable code.

We plot $C_{KL}$ as a function of the squeezing parameter for the SC with different values of $\alpha$ and the GKP. The results for $\{\hat{E}\} = \{\hat{1}, \hat{a}\}$ and $\{\hat{E}\} = \{\hat{1}, \hat{a}^\dagger \hat{a}\}$, corresponding to loss and dephasing, are displayed with full and dashed lines respectively. For the loss error, the KL cost function shows similar features in the GKP and SC cases, and saturates to a finite value, which depends on $\alpha$ in the case of the SC. For the dephasing error on the other hand, the KL cost function rapidly approaches zero as $\alpha$ increases in the SC case, while it grows indefinitely for the GKP code. This analysis clearly shows the difference between the GKP and SC codes, and illustrates how the latter takes advantage of squeezing as a resource for improved error correction.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{The KL cost function Eq. (E6) plotted as a function of the squeezing $\xi$, for the GKP (light blue), the SC with displacement $\alpha = 0.4$ (red), and the SC with displacement $\alpha = 1$ (blue).}
\end{figure}
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S.A: KL CONDITIONS FOR $\langle C_\alpha^\pm | \hat{E}_L^\dagger \hat{E}_L' | C_\alpha^\pm \rangle$

$\text{S.A.I: } \langle C_\alpha^\pm | \mathbb{1} | C_\alpha^\pm \rangle$

$\langle C_\alpha^\pm | \mathbb{1} | C_\alpha^\pm \rangle = 1$ (E8)

$\text{S.A.II: } \langle C_\alpha^\pm | \hat{a} | C_\alpha^\pm \rangle$

$\langle C_\alpha^\pm | \hat{a} | C_\alpha^\pm \rangle = 0$ (E9)

$\text{S.A.III: } \langle C_\alpha^\pm | \hat{a} \hat{a} | C_\alpha^\pm \rangle$

$\langle C_\alpha^\pm | \hat{a} \hat{a} | C_\alpha^\pm \rangle = \sinh(\xi) (\sinh(\xi) - 2\gamma^2 \cosh(\xi)) + \frac{\gamma^2 \cosh(2\xi) (N_{\alpha\xi}^\pm)^2}{(N_{\alpha\xi}^\pm)^2}$ (E10)

$\text{S.A.IV: } \langle C_\alpha^\pm | (\hat{a} \hat{a})^2 | C_\alpha^\pm \rangle$

$\langle C_\alpha^\pm | (\hat{a} \hat{a})^2 | C_\alpha^\pm \rangle = \frac{1}{4} \left( (4\gamma^4 + 1) \cosh(4\xi) + 4\gamma^2 \sinh(2\xi) - 6\gamma^2 \sinh(4\xi) - 2\cosh(2\xi) + 2\gamma^2 (-2\gamma^2 \sinh(4\xi) - 2\cosh(2\xi) + 3 \cosh(4\xi) + 1) \left( N_{\alpha\xi}^\pm \right)^2 + 1 \right)$ (E11)
S.A.V:  \[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger | C_{\alpha,\xi}^\pm \rangle = 0 \quad (E12) \]

S.A.VI:  \[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^2 \hat{a} | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^2 \hat{a} | C_{\alpha,\xi}^\pm \rangle = 0 \quad (E13) \]

S.A.VII:  \[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^2 \hat{a} \hat{a} \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^2 \hat{a} \hat{a} | C_{\alpha,\xi}^\pm \rangle = 0 \quad (E14) \]

S.A.VIII:  \[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger \hat{a}^2 | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger \hat{a}^2 | C_{\alpha,\xi}^\pm \rangle = 0 \quad (E15) \]

S.A.IX:  \[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^3 | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^3 | C_{\alpha,\xi}^\pm \rangle = \frac{1}{32} \left[ (24\gamma^4 + 11) \cosh(2\xi) - 2 \left( 24\gamma^4 + 5 \right) \cosh(4\xi) - 2\gamma^2 \left( (16\gamma^4 + 45) \sinh(6\xi) - 60\gamma^2 \cosh(6\xi) + \sinh(2\xi) - 36 \sinh(4\xi) \right) + 5 \cosh(6\xi) - 6 + 2\gamma^2 \left( \frac{N_{\alpha,\xi}^\pm}{N_{\alpha,\xi}^\pm} \right)^2 \left( (16\gamma^4 + 45) \cosh(6\xi) - 12 (\gamma^2 (\sinh(2\xi) - 2 \sinh(4\xi) + 5 \sinh(6\xi)) + 1) + 19 \cosh(2\xi) - 36 \cosh(4\xi) \right) \right] \quad (E16) \]

S.A.X:  \[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}^2 | C_{\alpha,\xi}^\pm \rangle \]

\[ \langle C_{\alpha,\xi}^\pm | \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}^2 | C_{\alpha,\xi}^\pm \rangle = 0 \quad (E17) \]

S.A.XI:  \[ \langle C_{\alpha,\xi}^\pm | (\hat{a}^\dagger)^4 | C_{\alpha,\xi}^\pm \rangle \]
\begin{align*}
\langle C_{\alpha,\xi}^{\pm} | (\hat{a}^\dagger \hat{a})^4 | C_{\alpha,\xi}^{\pm} \rangle & = \frac{1}{64} \left[ -6 \left( 16 \gamma^4 + 3 \right) \cosh(2\xi) + 16 \left( 7 \gamma^4 + 1 \right) \cosh(4\xi) - 2 \left( 240 \gamma^4 + 7 \right) \cosh(6\xi) \\
& \quad + 72 \gamma^4 - 56 \gamma^2 \sinh(2\xi) + (64 \gamma^8 + 840 \gamma^4 + 7) \cosh(8\xi) + 8 \left( 9 - 8 \gamma^4 \right) \gamma^2 \sinh(4\xi) \\
& \quad + 8 \left( 16 \gamma^4 + 45 \right) \gamma^2 \sinh(6\xi) - 28 \left( 16 \gamma^4 + 15 \right) \gamma^2 \sinh(8\xi) + 9 \\
& \quad + 4 \gamma^2 \left( \frac{N_{\alpha \xi}^{-} | N_{\alpha \xi}^{+} \rangle^2}{N_{\alpha \xi}^{+} | N_{\alpha \xi}^{-} \rangle^2} \right) \left( 4 \left( 4 \gamma^4 + 3 \right) \cosh(4\xi) - 2 \left( 16 \gamma^4 + 45 \right) \cosh(6\xi) \\
& \quad - 22 \cosh(2\xi) + 105 \cosh(8\xi) + 11 \\
& \quad + 2 \gamma^2 \left( 56 \gamma^2 \cosh(8\xi) - (8 \gamma^4 + 105) \sinh(8\xi) + 12 \sinh(2\xi) - 14 \sinh(4\xi) + 60 \sinh(6\xi) \right) \right] \\
& = \frac{1}{64} \left[ \ldots \right]
\end{align*}

S.B: KL CONDITIONS FOR \( \langle C_{\alpha,\xi}^{\pm} | \hat{E}_L \hat{E}_L' | C_{\alpha,\xi}^{\mp} \rangle \)

S.B.I: \( \langle C_{\alpha,\xi}^{\pm} | \hat{1} | C_{\alpha,\xi}^{\mp} \rangle \)

\[ \langle C_{\alpha,\xi}^{\pm} | \hat{1} | C_{\alpha,\xi}^{\mp} \rangle = 0 \] (E19)

S.B.II: \( \langle C_{\alpha,\xi}^{\pm} | \hat{a} | C_{\alpha,\xi}^{\mp} \rangle \)

\[ \langle C_{\alpha,\xi}^{\pm} | \hat{a} | C_{\alpha,\xi}^{\mp} \rangle = \frac{\gamma \cosh(\xi) N_{\alpha \xi}^{\pm} | N_{\alpha \xi}^{\mp} \rangle}{N_{\alpha \xi}^{\mp} | N_{\alpha \xi}^{\pm} \rangle} - \frac{\gamma \sinh(\xi) N_{\alpha \xi}^{\mp} | N_{\alpha \xi}^{\pm} \rangle}{N_{\alpha \xi}^{\pm} | N_{\alpha \xi}^{\mp} \rangle} \] (E20)

S.B.III: \( \langle C_{\alpha,\xi}^{\pm} | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^{\mp} \rangle \)

\[ \langle C_{\alpha,\xi}^{\pm} | \hat{a}^\dagger \hat{a} | C_{\alpha,\xi}^{\mp} \rangle = 0 \] (E21)

S.B.IV: \( \langle C_{\alpha,\xi}^{\pm} | (\hat{a}^\dagger \hat{a})^2 | C_{\alpha,\xi}^{\mp} \rangle \)

\[ \langle C_{\alpha,\xi}^{\pm} | (\hat{a}^\dagger \hat{a})^2 | C_{\alpha,\xi}^{\mp} \rangle = 0 \] (E22)

S.B.V: \( \langle C_{\alpha,\xi}^{\pm} | \hat{a}^\dagger | C_{\alpha,\xi}^{\mp} \rangle \)
\[ \langle C^\pm_{\alpha, \xi} | \hat{a}^\dagger | C^{\mp}_{\alpha, \xi} \rangle = \frac{\gamma \cosh(\xi) N^{\mp}_{\alpha \xi}}{N^{\mp}_{\alpha \xi}} - \frac{\gamma \sinh(\xi) N^{\mp}_{\alpha \xi}}{N^{\mp}_{\alpha \xi}} \] (E23)

**S.B.VI:** \[ \langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger)^2 \hat{a} | C^{\mp}_{\alpha, \xi} \rangle \]

\[
\langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger)^2 \hat{a} | C^{\mp}_{\alpha, \xi} \rangle = \frac{\gamma \left(4\gamma^2 \cosh(3\xi) + 5 \sinh(\xi) - 3 \sinh(3\xi)\right) N^{\mp}_{\alpha \xi}}{4N^{\mp}_{\alpha \xi}} \\
- \frac{\gamma \left(4\gamma^2 \sinh(3\xi) + 3 \cosh(\xi) - 3 \cosh(3\xi)\right) N^{\mp}_{\alpha \xi}}{4N^{\mp}_{\alpha \xi}} \tag{E24}
\]

**S.B.VII:** \[ \langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger)^2 \hat{a} \hat{a} | C^{\mp}_{\alpha, \xi} \rangle \]

\[
\langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger)^2 \hat{a} \hat{a} | C^{\mp}_{\alpha, \xi} \rangle = \gamma N^{\mp}_{\alpha \xi} \bigg[ 8\gamma^2 \left(-2\gamma^2 \sinh(5\xi) + \cosh(\xi) - 4 \cosh(3\xi) + 5 \cosh(5\xi)\right) \\
- 22 \sinh(\xi) + 27 \sinh(3\xi) - 15 \sinh(5\xi) \bigg] \\
+ \frac{\gamma N^{\mp}_{\alpha \xi}}{16N^{\mp}_{\alpha \xi}} \bigg[ (16\gamma^4 + 15) \cosh(5\xi) - 8\gamma^2 \sinh(\xi) \\
- 4 \sinh(3\xi) + 5 \sinh(5\xi) + 6 \cosh(\xi) - 21 \cosh(3\xi) \bigg] \tag{E25}
\]

**S.B.VIII:** \[ \langle C^\pm_{\alpha, \xi} | \hat{a}^\dagger \hat{a}^2 | C^{\mp}_{\alpha, \xi} \rangle \]

\[
\langle C^\pm_{\alpha, \xi} | \hat{a}^\dagger \hat{a}^2 | C^{\mp}_{\alpha, \xi} \rangle = \frac{\gamma \left(4\gamma^2 \cosh(3\xi) + 5 \sinh(\xi) - 3 \sinh(3\xi)\right) N^{\mp}_{\alpha \xi}}{4N^{\mp}_{\alpha \xi}} \\
- \frac{\gamma \left(4\gamma^2 \sinh(3\xi) + 3 \cosh(\xi) - 3 \cosh(3\xi)\right) N^{\mp}_{\alpha \xi}}{4N^{\mp}_{\alpha \xi}} \tag{E26}
\]

**S.B.IX:** \[ \langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger \hat{a})^3 | C^{\mp}_{\alpha, \xi} \rangle \]

\[
\langle C^\pm_{\alpha, \xi} | (\hat{a}^\dagger \hat{a})^3 | C^{\mp}_{\alpha, \xi} \rangle = 0 \tag{E27}
\]

**S.B.X:** \[ \langle C^\pm_{\alpha, \xi} | \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}^2 | C^{\mp}_{\alpha, \xi} \rangle \]
\begin{equation}
\langle C_{\alpha,\xi}^+ | \hat{a}^\dagger \hat{a}^\dagger \hat{a}^2 | C_{\alpha,\xi}^- \rangle = \frac{\gamma N^{\pm}_{\alpha,\xi}}{16 N^{\pm}_{\alpha,\xi}} \left[ 8 \gamma^2 \left( -2 \gamma^2 \sinh(5\xi) + \cosh(\xi) - 4 \cosh(3\xi) + 5 \cosh(5\xi) \right) 
- 22 \sinh(\xi) + 27 \sinh(3\xi) - 15 \sinh(5\xi) \right] 
+ \frac{\gamma N^{\pm}_{\alpha,\xi}}{16 N^{\pm}_{\alpha,\xi}} \left[ (16 \gamma^4 + 15) \cosh(5\xi) - 8 \gamma^2 (\sinh(\xi) 
- 4 \sinh(3\xi) + 5 \sinh(5\xi)) + 6 \cosh(\xi) - 21 \cosh(3\xi) \right] \right]
\end{equation}

\textbf{S.B.XI:} \quad \langle C_{\alpha,\xi}^+ | (\hat{a}^\dagger \hat{a})^4 | C_{\alpha,\xi}^- \rangle

\begin{equation}
\langle C_{\alpha,\xi}^+ | (\hat{a}^\dagger \hat{a})^4 | C_{\alpha,\xi}^- \rangle = 0
\end{equation}