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Figure 1: The SparRL model architecture consists of the node encoder, edge encoder, and action-value head. The input to the model includes the subgraph \( H_t \), the degrees of the nodes \( d_H \), the ratio of edges still in the graph \( r_H \), and the 1-hop neighborhood of the set of nodes in \( H_t \), \( N_t \). The node encoder uses a GAT [23] on the 1-hop neighborhood of each node embedding to create a new node embedding which is then combined with its degrees and the ratio of edges. The edge encoder combines each pair of nodes that represent an edge. The action-value function produces the q-value for each edge.
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1 PROBLEM AND MOTIVATION

Graph sparsification concerns data reduction where an edge-reduced graph of a similar structure is preferred. It has been proven to be an effective technique in a variety of application domains, such as power grid management [28, 30], integrated circuit simulation [29], and influence maximization [11, 18]. Existing sparsification methods are mostly sampling-based [6, 19, 20], which generally introduce high computational complexity and lack of flexibility for a different reduction objective. To address these challenges, we present SparRL, the first general and effective reinforcement learning-based framework for graph sparsification. SparRL can easily adapt to different reduction goals and promise graph-size-independent complexity. Extensive experiments show that SparRL outperforms all prevailing sparsification methods in producing high-quality results concerning a variety of objectives. As graph representations are very versatile, SparRL carries the potential for a broad impact.
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2 RELATED WORK

Quite a few edge-reduction-enabled learning-based algorithms [5, 24, 25, 31] have been developed for graph representation learning, which typically generate a new graph in aim of enhanced resilience or structural feature preservation. But many of them introduce new edges to the graph, which compromises the graph sparsification objective on many real-world networks where establishing new edges/connections is resource-intensive (e.g., road networks). The most relevant study to ours is NeuralSparse [31], which learns a graph representation that needs to go through graph neural networks for downstream classification. Due to this constraint, classical analytic benchmarks such as community detection or shortest path computing from the traditional graph sparsification studies are missing in [31]. In comparison, SparRL outputs a sparsified graph where existing graph analytic algorithms can be directly applied.

3 SPARRL FRAMEWORK

Framework Overview The overall goal of our work is to find an edge-sparsified graph \( G' = (V, E') \) that approximates the original graph \( G = (V, E) \) measured over some performance metric.

We treat this as an episodic task, where edges are sequentially pruned from \( G \). Each timestep \( t \), a subgraph \( H_t = (V, E_H) \) is sampled from \( E_t \) and SparRL’s action \( a_t \) consists of choosing an edge to prune from \( E_{H_t} \). This continues until \( T \) edges are pruned from the graph which will produce \( G' \). We describe this process in Algorithm 1.

During training, we exploit the simplicity of the environment by randomly pruning \( T_p \sim \mathcal{U}(0, |E| - T) \) edges from \( G \) to produce the initial sparsified graph \( G' \). This allows the SparRL agent to start in any part of the state space \( S \), without initially pruning \( T_p \) edges. Thus, requirements of efficient exploration of the state space is removed from the behavior of the target policy. When evaluating the policy, the initial state is set to the original graph \( S_1 = G \) and the number of edges to prune is set to an exact number.

Policy Learning We use Double DQN [22] to represent the SparRL sparsification policy that is parameterized by a deep neural network.
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Figure 2: Performance of sparsification methods over (a) PageRank, (b) community structure, and (c) shortest path distance preservation. SparRL outperforms all other methods in all experiments and metrics.

Algorithm 1: SparRL Framework

```
input : G = (V, E), T (the number of edges to prune)
output : the sparsified graph G' = (V, E')

G' ← clone G
for t = 1 to T do
    H_t ← Randomly sample |E_H| edges from E'
    d_H_t ← Degrees of nodes in H_t;
    η_t ← |E_H| / |E_t|
    N_t ← 1-hop neighborhood of nodes in H_t
    q_values ← fSparRL(H_t, d_H_t, η_t, N_t)
    a_t ← argmax_q q_values
    Prune edge a_t from G'
end for
return G'
```

The policy is trained over batches of sampled trajectories from a prioritized replay buffer [16]. The model architecture is shown in Figure 1 which composed of the node encoder, edge encoder, and action-value head. The model approximates the Q-value function:

\[ f_{SparRL}(H_t, d_{H_t}, \eta_t, N_t) = Q(a_t, a_t^1, \ldots, Q(a_t, a_{|E_H|}). \quad (1) \]

Each edge of the subgraph is independently run through the network, so the subgraph length |E_H| is not constrained by the network. Therefore, any number of edges can be considered to be pruned at each timestep during test time. During training, the pruned edges are sampled according to an ε-greedy exploration strategy, but during test time the edge with the largest q-value is pruned.

**Time Complexity.** As the subgraph length |E_H| is independent of the size of the graph, the time complexity of pruning T edges is \( O(|E_H|T) \). However, it is highly parallelizable as it can make a prediction on the entire batch of edges in the subgraph in parallel and can easily be distributed over several machines.

4 RESULTS AND CONTRIBUTION

We validate the effectiveness of SparRL over a number of classic graph analysis workloads using several real-world graph datasets from a variety of domains: Twitter [10], YouTube [12], Amazon [26], Email-Eu-Core [27], and CiteSeer [17]. We compare SparRL with a wide range of conventional sampling-based sparsification methods: Random Edge (RE), Local Degree (LD) [8], Edge Forest Fire (EFF) [8], Algebraic Distance (AD) [4], L-Spar (LS) [15], Simmelian Backbone (SB) [13], and Quadrilateral Simmelian Backbone (QSB) [14].

Table 1: SparRL compared against t-spanner for various stretch values t over CiteSeer. (x%: edge kept ratio)

| Method   | t=3     | t=4     | t=8     | t=16    | t=32    |
|----------|---------|---------|---------|---------|---------|
| SparRL   | 0.0082  | 0.0054  | 0.0405  | 0.1187  | 0.1911  |

4.1 Effectiveness of SparRL

**PageRank Preservation.** PageRank serves a critical centrality metric for many ranking-based graph applications. The results in Figure 2 (a) show SparRL is outperforms all other methods measured over the Spearman's ρ metric.

**Community Structure Preservation.** We use the Adjusted Rand Index (ARI) [9] to measure the effectiveness of SparRL on preserving the community structure of a graph by comparing non-overlapping ground truth communities to those found using the Louvian method [3] at multiple edge-kept ratios. The results in Figure 2 (b) shows SparRL outperforms all other methods at preserving the community structure.

**Shortest Path Distance Preservation.** The results in Fig. 2 (c) show that SparRL outperforms at preserving 8196 randomly sampled single-pair-shortest-path (SPSP) distances as it has the least average distance increase. When a path becomes unreachable in the sparsified graph, we set the SPSP between the two nodes to |V|. t-spanner [2, 21] provides a way to sparsify a graph while preserving the geometric distance between a pair of nodes at most t times of the original distance. We conduct an experiment study on comparing the performance of SparRL and a popular spanner algorithm given in [1] by using the NetworkX [7] implementation. The results measured over the average SPSP distance increase are given in Table 1, where we show SparRL can do better than the approximate t-spanner algorithm.

4.2 Contribution

To the best of our knowledge, SparRL is the first task-adaptive and effective reinforcement learning-based framework for graph sparsification. Through extensive experiments, we show that SparRL can extend to a variety of datasets and sparsification objectives. We have made SparRL’s code publicly available at https://github.com/rwickman/SparRL-PyTorch.
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