Dynamical correlations in the electronic structure of BiFeO$_3$, as revealed by dynamical mean field theory

Souvik Paul, Diana Iușan, P. Thunström, Y. O. Kvashnin, Johan Hellsvik, Manuel Pereiro, A. Delin, Biplab Sanyal, and O. Eriksson

Department of Physics and Astronomy, Materials Theory Division, Uppsala University, Box 516, SE-751 20 Uppsala, Sweden

Department of Materials and Nano Physics, School of Information and Communication Technology, KTH Royal Institute of Technology, Electrum 229, SE-16440 Kista, Sweden

Swedish e-Science Research Center (SeRC), KTH Royal Institute of Technology, SE-10044 Stockholm, Sweden

(Dated: September 26, 2018)

Using local density approximation plus dynamical mean-field theory (LDA+DMFT), we have computed the valence band photoelectron spectra of highly popular multiferroic BiFeO$_3$. Within DMFT, the local impurity problem is tackled by exact diagonalization (ED) solver. For comparison, we also present result from LDA+U approach, which is commonly used to compute physical properties of this compound. Our LDA+DMFT derived spectra match adequately with the experimental hard X-ray photoelectron spectroscopy (HAXPES) and resonant photoelectron spectroscopy (RPES) for Fe 3d states, whereas the other theoretical method that we employed failed to capture the features of the measured spectra. Thus, our investigation shows the importance of accurately incorporating the dynamical aspects of electron-electron interaction among the Fe 3d orbitals in calculations to produce the experimental excitation spectra, which establishes BiFeO$_3$ as a strongly correlated electron system. The LDA+DMFT derived density of states (DOSs) exhibit significant amount of Fe 3d states at the energy of Bi lone-pairs, implying that the latter is not as alone as previously thought in the spectral scenario. Our study also demonstrates that the combination of orbital cross-sections for the constituent elements and broadening schemes for the calculated spectral function are pivotal to explain the detailed structures of the experimental spectra.

PACS numbers: 71.27.+a, 71.20.Be, 79.60.-i

I. INTRODUCTION

One of the primary interests in current materials research developed on multiferroics from the perspective of experimental and theoretical physics to understand the microscopic mechanisms controlling the observed properties. Multiferroics combine two or more primary ferroic orders simultaneously in a single phase. In the conventional sense, now-a-days, multiferroics indicate coupling of ferroelectric polarization with any kind of magnetic order. The magneto-electric (ME) coupling allows us to control the magnetization and the electric polarization with their corresponding conjugate fields. This functionality can be utilized to develop minuscule magnetic structure whose origin is still under debate and investigations. The Fe atoms are known to couple ferromagnetically within (111) planes and antiferromagnetically between adjacent planes which results in G-type antiferromagnetic (AFM) order. An incommensurate cycloidal spin structure having wavelength of $\sim$620 Å is found to be superimposed with the antiparallel alignment of Fe moments. The symmetry of BiFeO$_3$ permits to develop small local ferromagnetic moment of Dzyaloshinskii-Moriya (DM) type by breaking the perfect antiparallel symmetry to a small canted one. However, the spin spiral configuration causes a cancellation of local ferromagnetic components over the volume encompassing the spiral which forces the average macroscopic magnetization to vanish. This restricts the material from exhibiting a linear ME effect. Doping, application of large magnetic field and low dimensional structures can suppress the magnetic spin spiral and establish the material as a propitious candidate for ME device applications.

Early attempts to compute the electronic structures of BiFeO$_3$ were made by first-principles based density functional theory (DFT) method where the exchange-correlation functional was treated under local spin density approximation (LSDA). This mean field-like approach failed to incorporate the correlation effect of localized Fe 3d electrons and largely underestimated the measured insulating gap. In an attempt to remedy this error, electronic structure calculations were performed

...
by DFT(LSDA/GGA)+U method which treats the electronic correlation in a static mean-field fashion by adding an orbital-dependent on-site Hubbard U term to the Kohn-Sham Hamiltonian. The method splits the bands of localized 3d electrons in lower (occupied) and upper (unoccupied) Hubbard bands and produces an insulating gap comparable to experimental observation. In DFT+U calculations, the occupied part of the Fe 3d density of states (DOSs) (from the Fermi level to \( \sim -6 \) eV) agrees very poorly with the observation, e.g., RPES (resonant photoelectron spectroscopy) spectra for Fe 3d states in Ref. 23. The finding that DFT+U theory agrees poorly with measured spectra for complex oxides is also observed in Refs. 24 and 25. Studies based on hybrid functionals and self-interaction corrected theory also failed to improve the agreement with the measured electronic structure. This in this regard, it should be noted that these methods worked well for BiFeO\(_3\) in producing some experimental data like ferroelectric polarization, band gap, canting of the Fe moments etc. However, failure of all these methods in reproducing the measured spectra simply reflects that the electronic structure of this compound is not well understood and requires a deeper theoretical analysis.

In this paper, we make an overall comparison between experimental and theoretical spectra of BiFeO\(_3\), using DFT+U method as well as more sophisticated many-body method based on dynamical mean-field theory (DMFT). We compare the calculated spectra with measured valence band spectra, as revealed by photoelectron spectroscopy (PES). DMFT method solves the Hubbard model by mapping it onto an Anderson Impurity Model (AIM) where the impurity is embedded in a self-consistent medium and the interaction between impurity and its surrounding is described through hybridization function. In this method, information about the electronic excitations enters into the spectra of band structures via frequency-dependent self-energy, which contains knowledge of the many-body interactions. The DFT+U method is a static Hartree-Fock approximation to DMFT and it lacks the frequency dependency of the self-energy. This rationalizes the failure of DFT+U method in reproducing the spectroscopic features whereas ground state properties, at least in certain cases, can be calculated with acceptable accuracy.

The DFT+DMFT approach has been applied successfully to several transition metal oxides (TMOs), e.g., the monoxides and the ABO\(_3\) type perovskite. Recently, Shorikov et al. studied the metal-insulator transition (MIT) in BiFeO\(_3\) using DFT+DMFT scheme employing continuous-time quantum Monte Carlo (CT-QMC) as an impurity solver. Their calculations in the paramagnetic phase, at high temperature (770 K) and at ambient pressure exhibited a band gap of 1.2 eV and thus illustrated that in contrast to DFT+U result, an insulating solution can be obtained in absence of long-range magnetic order, which is, in general, consistent with observations for transition metal oxides. However, direct comparison between calculated and measured spectra was not made in Ref. 43, since the focus of their investigation was rather on the pressure driven MIT. The fact that these calculations reproduced the observed MIT is clearly encouraging.

Unfortunately, detailed investigations between experimental and calculated valence band spectra were not presented in Ref. 43. In fact, calculations based on CT-QMC may indeed be difficult to compare with the measured spectra due to the following reasons: i) the maximum entropy method (MEM) commonly used to analytically continue the Green's function to the real axis may produce spectral function that lacks sufficient structure; ii) the precision of MEM decreases rapidly for energies away from the Fermi level which makes it more difficult to estimate the spectral function at higher binding energies. In fact, in Ref. 43, data were shown only up to a range of 5 eV and hence, comparison to the measured valence band spectra was not possible.

The above discussion indicates that no attempt has been made from the theoretical community to explicitly analyze the experimental photoelectron spectra in BiFeO\(_3\) and this has motivated us to perform detailed calculations of the electronic excitation spectra using the DFT+DMFT method in order to draw conclusions concerning the influence of electron correlations on the electronic structure of this much investigated material. To be specific, we compute the electronic spectra of BiFeO\(_3\) with DFT+DMFT formalism and compare it to the DFT+U method and the experimental (hard X-ray photoelectron spectroscopy (HAXPES) and RPES) results.

The exact diagonalization (ED) scheme was chosen to solve the impurity problem within the DMFT approach, since in the past, it has been shown to give good spectroscopic data. The paper is organized as follows: section II encapsulates the details of the computational method used, in section III we discuss about the spectral properties and finally we summarize our results in section IV. In Appendix A we discuss the influence of different combinations of interaction parameters (U and J) on the spectra.

## II. COMPUTATIONAL DETAILS

In this work, the rhombohedral crystal structure of BiFeO\(_3\) with \( R3c \) space group (\# 161) was used for all the calculations. The electronic structures were calculated using full-potential linearized muffin-tin orbital (FP-LMTO) formalism under DFT as implemented in RSP\(_1\). The local (spin) density approximation (L(S)DA) as parameterized by von Barth-Hedin was used for the exchange-correlation part of the Kohn-Sham potential. The 5d, 6s and 6p orbitals of Bi; 3d, 4s and 4p orbitals of Fe and 2s and 2p orbitals of O were included in valence energy set for the construction of basis functions. The kinetic energy of basis functions in the interstitial (tails) were fixed at 0.3 Ry, -2.3 Ry and -1.5
Ry for s and p orbitals whereas the first two tails were considered for Bi 5d states and for Fe 3d orbitals, we use a tail with energy parameter set at -0.3 Ry. The k-points were distributed in a uniform $8 \times 8 \times 8$ Monkhorst-Pack grid centered at Γ-point and Brillouin zone integration was carried out using Fermi-Dirac smearing corresponding to $T= 273$ K. The Muffin-tin spheres of radii 2.26 a.u. for Bi, 1.88 a.u for Fe and 1.62 a.u. for O were chosen to match the charge density smoothly in the interstitial region. The on-site Coulomb interaction was parametrized by Hubbard U and Hund’s exchange parameter J. In the literatures, $U_{\text{eff}} (=U-J)$ has been varied from 3 to 6 to match the experimental outcomes. Our main results are presented with $U= 6$ eV and $J= 0.9$ eV ($U_{\text{eff}}= 5.1$), which is close to the value used in CT-QMC based DMFT work ($U= 6$ eV and $J= 0.93$ eV)\textsuperscript{26}. Results with other U and J combinations are shown in Appendix A. The paramagnetic (PM) ED calculation was simulated using 20 auxiliary bath spin-orbitals and 10 Fe 3d spin-orbitals. Among the 20 orbitals, 16 bath states are associated with two $e_g$ orbitals and the rest of them are associated with $a_{1g}$ orbitals. To reach convergence in the self-energy, 2632 Matsubara frequencies were considered along the imaginary axis. The double counting approximation for the final state wave function\textsuperscript{50–52} was used to mimic the broadening due to instrumental resolution.

A general inspection of the LSDA+U result (FIG. 1) indicates that the total DOSs from energy 0 eV to $\sim$7 eV are caused by hybridization involving Fe, O and Bi states, which is consistent with previous reports. The Fe 3d and O 2p states interact strongly, whereas Bi 6s and 6p states couple weakly with the other two elements. The Bi states located around -10 eV predominantly have 6s character and are attributed to stereochemically active lone-pairs. However, small amount of states from Bi 6p and O 2p orbitals are also found which compares well with the literatures. The DMFT result (FIG. 2) has several features that are similar to LSDA+U calculation, at least for Bi and O derived states. However, the spectral features of Fe 3d states are markedly different, as can be

### III. RESULTS AND DISCUSSION

#### A. Density of states calculated using LSDA+U and LDA+DMFT methods

In FIGs.1 and 2 we present total and orbital-projected valence band density of states (DOSs) evaluated using LSDA+U and LDA+DMFT methods, respectively. Each figure contains total DOSs in the top panel and Bi 6s, Bi 6p, Fe 3d, O 2s and O 2p projected DOSs (PDOSs) in the lower panels. The PDOSs of Bi 5d, Fe 4s and Fe 4p are extremely small and featureless over the considered energy range and therefore, exempted from the following discussions.

FIG. 1. Total and projected density of states of BiFeO$_3$ in the valence band, calculated using the LSDA+U method with $U= 6$ eV and $J= 0.9$ eV. The top of the valence band is set to zero.

FIG. 2. Total and projected density of states of BiFeO$_3$ in the valence band, calculated using the LDA+DMFT method with $U= 6$ eV and $J= 0.9$ eV. The top of the valence band is set to zero.
seen by comparing FIGs.1 and 2. We will return to this discussion below, but first, we note that our calculated insulating gap using DMFT method in the PM phase is \( \sim 1.22 \) eV, which tally well with Ref. 43. The value of the energy gap once again confirms that it is independent of long-range magnetic order. The conduction band minimum (CBM) in both the methods is characterized by states from the upper Hubbard band of Fe 3d orbitals (data not shown). The valence band maximum (VBM) has leading contribution from Fe 3d and O 2p bands and trivial one from Bi 6s and 6p bands.

Comparison of FIGs.1 and 2 shows that the total DOSs calculated from the two methods are markedly different. A detailed analysis reveals that the disagreement mainly occurs due to the differences in Fe 3d DOSs. The LSDA+U method pushes most of the Fe 3d electrons into a region of very narrow energy range which is visible from sharp and high DOSs at around -7 eV with small hybridization with Bi and O states. The prominent Fe peak in the LSDA+U result is replaced by multiplet features in the DMFT calculation and the spectral weight is distributed over wider energy intervals. The 3d DOSs are found to be significant in energy intervals from the Fermi level down to -6.5 eV and from -8.5 to -12 eV (see FIG. 2). The Fe 3d states closer to the Fermi level are characterized by significant hybridization with O 2p and Bi 6p states, while the Fe 3d states from -8.5 to -12 eV are less hybridized. However, intensity of the multiplet peaks at lower energy interval is significant and curiously their position overlap with Bi 6s lone-pairs. Hence, the result of FIG. 2 brings forth a picture where the Bi lone-pairs are not so lonely anymore and have significant spectral contribution from Fe 3d multiplet structures around -10 eV. It is important to mention that, in our LDA+DMFT calculation, the electronic occupation of the Fe 3d orbitals is 5.85, thus, referring to an electronic configuration closer to \( d^6 \).

It is sufficient to compare the total DOSs and Fe 3d PDOSs directly to measured HAXPES and RPES spectra, respectively, for demonstrating the superiority of the DMFT method and for interpretations of the measured spectra. However, for analyzing intricate details of the experimental spectra by comparing it to the theoretical results and thus, obtaining detailed understanding about the origin of all the spectral structures, one need to take the cross-section into account. We present such comparison and analysis in the next subsection.

**B. Comparison between theoretical and experimental spectra and analysis of the spectral behavior**

In FIGs.3 and 4 we compare the calculated Fe 3d projected and total electronic spectra from LSDA+U and LDA+DMFT approaches to experimental RPES and HAXPES spectra, respectively. Note that in FIG. 4 cross-sections of all the valence states are taken into consideration. The experiment was performed at room temperature and HAXPES and RPES data were collected at photon energy of 2 keV and at photon energy corresponding to \( L_3 \) absorption peak of Fe, respectively. The latter photon energy produces resonant measurement that primarily signifies Fe 3d states. It is noticeable in the experimental spectra published by Mazumdar et al.\(^{23}\) that the position of the Fermi level is not located at the valence band maximum, which often is due to defects in the sample. To remove the ambiguity in Fermi level, we shifted the experimental spectra to match the valence band edge (see text).
band onset.

In FIG. 3, the RPES spectra show a three-peak structure, denoted by a, b and c, between 0 eV to -6 eV, where the third peak (c) is less conspicuous compared to the others. There is also a broad and weaker spectral contribution, denoted by d, that is centered around -10 eV. A general comparison illustrates that the LSDA+U result reproduces the experimental spectra with poor accuracy. The intensity of the spectra computed from LSDA+U method, in the energy range between 0 eV and -6 eV, is very small and shows marginal variations; then it rapidly enhanced to a sharp peak at around -7 eV and thenceforth, it vanishes quickly with further increase in binding energy. Overall, this does not represent the general features as captured in the experiment. The LSDA+U result generates a three-peak structures below -6 eV, as also found in the RPES spectra. However, the position and intensity of LSDA+U derived peaks do not coincide with the experimental result. Furthermore, the large peak at around -7 eV is entirely missing from the experimental observation. It is pellucid from the fact that the RPES spectra exhibit a dip in the intensity pattern at the position of that theoretical peak. The discrepancy also persists at higher binding energies, since no significant amount of Fe 3d states are found in FIG. 4 that match the measured hump centered around -10 eV in the resonant spectra.

On the other hand, DMFT result conforms better with the RPES spectra regarding the positions of all the peaks and the width of the spectra. In theory, we found significant amount of intensity in the entire energy range in accordance with the experimental data. Note that measured intensity at binding energies higher than 12 eV is caused by secondary emission which forms a general background to the spectra. The intensity of the spectra for the DMFT method is found to increase gradually from peak a to c, in agreement with the experiment. Also, non-negligible contribution to the spectra at higher binding energies up to 12 eV is perfectly captured by the theory and as discussed above this is due to 3d multiplets at lower energy interval (see FIG. 2). The measured spectra in FIG. 2 have a small dip at around -7.5 eV, which is also present in the theory, albeit the dip is more pronounced. Although the reason for this disagreement is a matter of debate, but we conclude that the overall features are well captured. The aforesaid discourse indicates that the correlation effects among the Fe 3d electrons are important and properly considered within the DMFT calculation.

In FIG. 4 the valence band HAXPES spectra show a sharp peak near the Fermi level at -0.9 eV (feature I), followed by two more closely positioned peaks at -1.85 eV and -2.7 eV, denoted by features II and III, respectively. A distant fourth peak is located at -5.2 eV (feature IV), separated from peak III by a region having little variation in intensity. Furthermore, around -10 eV, we observe an extended crest (feature VI) succeed by a valley (feature V). A careful inspection shows that at low and high binding energies, both the theoretical methods generate similar results which are more or less consistent with the HAXPES spectra. However, in the intermediate and high binding energy range, the LSDA+U result deviates from experimental result significantly, whereas the DMFT result matches with the experimental spectra.

One a more detailed level, we note that the structures of our theoretical spectra for the two methods down to -3 eV match more or less well with the three peaks of the HAXPES data both in terms of position and intensity. Thereafter, the LSDA+U result starts to depart from the experimental data and hence, the first countable difference arises as the position of the fourth peak (IV) is underestimated by ~0.7 eV in the spectra calculated using LSDA+U method, whereas the DMFT derived spectra better captures the characteristic of peak IV. The region with minimal variation between peak III and IV of the experimental spectra is nicely captured in the DMFT result, showing a smooth variation of intensity with energy. The second and most noticeable difference occurs due to the sharp peak in LSDA+U result, that is located around -7 eV. This originates, as discussed above, from the high intensity peak related to Fe 3d states. In contrast to the LSDA+U result, we observe a valley in the DMFT spectra at that energy which is consistent with the measured HAXPES spectra. Around -10 eV, qualitatively both the theoretical methods produce a broad pattern in accordance with the HAXPES spectra, although discernible difference in intensity between theoretical and experimental spectra is observed. This difference is due to the fact that we do not include background signals in our calculation which is present in the experiment. We have chosen not to include the background since its absence does not alter our physical reasoning of different features in the spectra. The finer details of peak VI shows a weak structure in the HAXPES measurements that seem to be composed by two overlapping peaks (FIG. 3). This is not captured by the LSDA+U calculation that has a single smooth feature, nor by the DMFT calculation which has more structure compared to the previous method. However, the DMFT derived spectra exhibit a shoulder at feature VII, instead of two-peak structure.

In order to analyze the elemental contributions to the theoretical spectra, we present orbital projected states of Bi 6s, Bi 6p, Fe 3d, O 2s, and O 2p in FIG. 5. Both the DMFT and the LSDA+U results are presented. Although the DOSs for Bi in FIG. 2 are small relative to Fe and O throughout the energy range, due to higher cross-section, the element has largest spectral weight and mostly decides the structures of the spectra. On the other hand, due to lower cross-section, the spectral intensity of Fe and O states have less significant contributions to the spectra. The first peak (I) has biggest contribution from Bi 6s states and moderate amount of contribution from Bi 6p states. From there on, the intensity of Bi 6s states decreases promptly, becomes comparable to the intensity of Fe and O states and less important for features up
FIG. 5. Atom and orbital projected spectral states of BiFeO$_3$ from LDA+U and DMFT methods. The calculations are done with Coulomb interaction parameters $U=6$ eV and $J=0.9$ eV. All the spectra are normalized in intensity with respect to the Bi 5$d$ state (data not shown).

to -6 eV. In contrast, the intensity of Bi 6$p$ states increase rapidly and dominate the intermediate peaks II, III and IV. The Fe 3$d$, O 2$s$ and O 2$p$ states offer a small weight to the spectra throughout the energy range. The extended feature VI is governed by Bi 6$s$ states but have influences from Bi 6$p$ and O 2$s$ states and from the DMFT calculations, also the Fe 3$d$ states. In all the figures, spectral characteristic computed using the LSDA+U method deviates slightly from the DMFT results, except for Fe 3$d$ states, where the difference is most significant. The spectral properties are mostly affected by the changes in Fe 3$d$ spectra and similarities near the two extreme energy limits are primarily controlled by Bi 6$s$ and Bi 6$p$ spectra.

IV. CONCLUSION

In this paper, we resolve the discrepancies in the electronic excitation spectra of extensively investigated multiferroic BiFeO$_3$ between experiment and LSDA+U method with improved results from LDA+DMFT method. Our calculations demonstrate that an accurate description of the electronic correlation among the Fe 3$d$ electrons is necessary to obtain good agreement with the experiment. The LSDA+U method offers poor description of the electronic structure due to its limited treatment of correlation effects. For the two methods, we observe that the changes in DOSs are most prominent for Fe 3$d$ states, whereas it is trivial for the other two constituent elements. The high-intensity narrow peak in Fe 3$d$ DOSs obtained under LSDA+U method, redistributed under LDA+DMFT approach and generates multiplet structures that spread over wider energy regions. The Fe 3$d$ multiplets at lower energies appear at the position of Bi 6$s$ lone-pairs states, signifying hybridization between those orbitals, which is completely absent in LSDA+U picture. The reorganized Fe 3$d$ DOSs in LDA+DMFT method when multiplied with cross-section capture the features of the experimental RPES spectra, whereas the other method drastically fails to even produce the general features of the measured spectra. Similarly, on the overall energy range, the features produce by LDA+DMFT method agrees well with the experimental HAXPES measurement. Inspection of element resolved LDA+DMFT derived spectra reveals that Bi mostly governs the behavior of the spectra and the other two element have small contributions. The same investigation for the two theoretical methods illustrates that similarities in the spectra are due to Bi derived states and changes are caused by Fe 3$d$ states. Summarizing, we produce theoretical valence band spectra for BiFeO$_3$ with LDA+DMFT method which nicely matches with all the experimental features and shows that dynamical correlation is important for this multiferroic material.
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Appendix A: Influence of the interaction parameters

![Graph showing spectra](image)

FIG. 6. Theoretical spectra of Fe 3d states calculated under LDA+DMFT method for two different U values, keeping J fixed to 0.9 eV. The inset shows total spectra for the same U values.

It is interesting to examine the impact of the Coulomb interaction parameter U on the spectra. For this, we have performed LDA+DMFT calculations for two different values of U, below and above 6 eV, with fixed J= 0.9 eV. In FIG. 6 we present total and Fe 3d projected spectra of such calculations. On an overall basis, features in the total spectra remain static to the variation of Hubbard parameter U, whereas some changes are observed in the Fe 3d spectra. The basic features of the two curves for Fe 3d in FIG. 6 are similar to one in FIG. 3; however, features at higher binding energies move slightly away from the Fermi level when U is increased. The strong hybridization of Fe 3d orbitals with the bath orbitals (O 2p) between 0 and -6 eV allows to overcome the effect of variation in U and consequently no changes are observed in the spectra. On the contrary, due to extremely low degree of hybridization, Fe 3d states at higher binding energies behave close to atomic-like and result in the observed behavior. We observe minimal changes when all these spectra are compared with J= 1.0 eV, keeping U fixed (data not shown). From this discussion, we can conclude that the choices of interaction parameters do not alter the physical apprehension of the spectral properties in this material as long as their values are plausible.

Our calculated electronic spectra using DFMT method at photon energy of 6 keV differ significantly at higher binding energies in terms of intensity with the measured spectra in Ref. 23. Recently, with the aid of DMFT+GW calculations in NiO, Panda et al. showed that the effect of non-local correlation on the delocalized states is important to explain the structures of excitation spectra at high photon energy. Based on their observation, we come to the resolution that our local correlation based DMFT result is not sufficient to produce spectra at such high energy for BiFeO3 and we leave the investigation by including non-local correlations within the calculations for future publication.
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