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Abstract: Black soil is one of the most productive soils with high organic matter content. Crop residue covering is important for protecting black soil from alleviating soil erosion and increasing soil organic carbon. Mapping crop residue covered areas accurately using remote sensing images can monitor the protection of black soil in regional areas. Considering the inhomogeneity and randomness, resulting from human management difference, the high spatial resolution Chinese GF-1 B/D image and developed MSCU-net+C deep learning method are used to mapping corn residue covered area (CRCA) in this study. The developed MSCU-net+C is joined by a multiscale convolution group (MSCG), the global loss function, and Convolutional Block Attention Module (CBAM) based on U-net and the full connected conditional random field (FCCRF). The effectiveness of the proposed MSCU-net+C is validated by the ablation experiment and comparison experiment for mapping CRCA in Lishu County, Jilin Province, China. The accuracy assessment results show that the developed MSCU-net+C improve the CRCA classification accuracy from $\text{JOLLAVG} = 0.8604$ and $\text{KappaAVG} = 0.8864$ to $\text{JOLLAVG} = 0.9081$ and $\text{KappaAVG} = 0.9258$ compared with U-net. Our developed and other deep semantic segmentation networks (MU-net, GU-net, MSCU-net, SegNet, and Dilv3+) improve the classification accuracy of $\text{JOLLAVG}$ with $0.0091/0.0058$, $0.0133/0.0091$, $0.0440.0345$, $0.0104/0.0069$, and $0.0107/0.0072$ compared with U-net, respectively. The classification accuracies of $\text{JOLLAVG}$ with $\text{KappaAVG}$ of traditional machine learning methods, including support vector machine (SVM) and neural network (NN), are $0.5760.5526$ and $0.6417/0.6482$, respectively. These results reveal that the developed MSCU-net+C can be used to map CRCA for monitoring black soil protection.
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1. Introduction

The black soil region is one of the most productive soils with fertile soils, characterized by a thick, dark-colored soil horizon rich in organic matter [1], and soil types include black soil, kastanozems, chernozem, meadow soil, and dark brown soil, etc. There are black soil and chernozem mainly in the study area, which plays a vital role in guaranteeing national food security in China [2]. Nevertheless, soil fertility decreased quickly in recent years for the reason of human activities and ecological systems changing. Compared with before reclamation, the organic matter content of black soil in Northeast China decreased 50%–60% [3]. To protect the precious black soil, the conservational tillage is developed and carried out in China. One meaningful way is the crop residue left for
covering the black soil within the nongrowing season [4]. The crop residue covering can mitigate water erosion and wind erosion, increase the organic matter content by letting the organic matter of crop residue back to the soil [5]. In addition, the minimum soil disturbance can be used to prevent the destruction of farmland soil layers to ensure the expected growth of crops [6]. Therefore, whether or not there is crop residue covered in the soil surface is very important for black soil protection [7]. Unfortunately, the traditional methods for identifying the crop residual covered area are time-consuming and laborious, which can’t be carried out in regional areas, quickly and timely.

Remote sensing is an efficient way to capture the land surface information quickly in regional areas [8,9]. The crop residue cover estimation and the conservative tillage monitoring based on remote sensing data have become a topic of significant interest to researchers [10,11]. In the past few decades, a series of methods have been proposed for estimating local and regional crop residue cover using remote sensing data, including the linear spectral unmixing [12], the spectral index [13,14], and the triangle space technique [15]. However, remote sensing techniques to estimate crop residue cover has been limited by the variations of moisture in the crop residue and soil [16]. For example, linear spectral unmixing techniques that use fixed crop residue and soil endmember spectra may lead to inaccurate estimation resulting from the difficulty in determining the abundance of pure crop residue spectral constituents. [17]. The cellulose and lignin absorption features are attenuated as moisture content increases, which decreases the accuracy of crop residue cover estimation using existing spectral index methods [10]. The problem of the triangle space technique lies in the difficulty of acquiring hyperspectral images, which limits the application of this method for estimating crop residue cover on a large-scale [15]. These studies are all about crop residue cover estimation using remote sensing data, disregarding the residue cover type (i.e., residue covering directly, stalk-stubble breaking, stubble standing, etc.). The residue cover type mapping is very significant for crop residue cover estimation for carrying out conservation tillage and crop residue quantity estimation for clean energy production. Therefore, this study focuses on regional crop residue cover mapping using high spatial resolution Chinese GF-1 B/D images.

Texture features are the essential characteristics of high spatial resolution remote sensing images, which are very useful for fine mapping of small and irregular land surface targets [18]. Image texture analysis refers to measuring heterogeneity in the distribution of gray values within a given area [19]. There is abundant spatial information of crop residue covered area from high spatial resolution remote sensing images. Mining the texture features will contribute to improving the accuracy of mapping crop residue covered areas. Some researchers developed some algorithms to extract spatial and shape features, including rotation invariance [20], texture statistics [21], and mathematical morphology [22]. Moreover, these mid-level features mostly rely on setting some free parameters subjectively, which cannot mine the abundant spatial and textural information provided by high spatial resolution remote sensing images [23]. Therefore, a more thorough understanding of the textural and spatial features is required for mapping crop residue covered areas that are scattered and irregular.

The fine spatial resolution and abundant textural information of high spatial resolution remote sensing images can’t work fully using traditional supervised classification methods. The traditional segmentation methods, such as turbopixel/superpixel segmentation, watershed segmentation, and active contour models, also have their own drawbacks. Specifically, turbopixel/superpixel segmentation methods [24,25] are subject to both under-segmentation and irregularly shaped superpixel boundaries. Watershed segmentation method [26,27] is fast in image segmentation, but the number and compactness of superpixels cannot be controlled. Active contour models [28,29] cannot work well for the object with obvious multiple colors. Fortunately, deep learning semantic segmentation methods are developing rapidly in the field of computer vision and classification of remote sensing images [30,31]. In general, there are two kinds of semantic pixel-based classification methods, including patch-based and end-to-end in the convolutional neural
network (CNN) architectures. The drawback of the patch-based classification method [32] lies in that the trained network can only predict the central pixel of the input image, resulting in low classification effectiveness. Moreover, the end-to-end framework methods [33–36] are usually known as semantic segmentation networks, which became more popular for the advantages of their high process effectiveness, discovering the contextual features, and learning representativeness and distinguishing features automatically. The U-Net is a typical semantic segmentation network with a contracting path to capture context and a symmetric expanding path, which is a lightweight network and can be trained end-to-end and get-well results in segmentation of neuronal structures [37]. Therefore, there are many improved networks based on U-NET. Including combined with residual connections, atrous convolutions, pyramid scene parsing pooling [38], and re-designed skip pathways [39]. In addition, the attention mechanism, multiscale convolution group (MSCG), and depth-wise separable convolution can improve network performance effectively proved by Woo et al. [40], Chen et al. [41], and Chen et al. [42]. These semantic segmentation network models with end-to-end structures are trained not only further excavate the relationship between the spectral and the label, but also to learn the contextual features.

There are many kinds of different crop residue cover type in Lishu County, Siping City, Jilin Province, including residue covering directly, stalk-stubble breaking, stubble standing, where is a typical study area for crop residue cover mapping. Lishu County is located in the Golden Corn Belt of black soil in Northeast China, and there is a 93% cultivated area is planted corn. Lishu County is a typical area of corn residue covering for protecting black soil. Therefore, this study focuses on mapping corn residue covered area (CRCA) using the deep learning method based on GF-1 B/D high resolution remote sensing images. The conservation tillage is defined by The Conservation Technology Information Center (CTIC) as any tillage and planting system that has the residue cover is greater than 30% after planting [43,44]. Therefore, we define the CRCA as corn residues cover more significantly than 30%, and the depth semantic segmentation method is chosen for mapping the CRCA. Full Connected Conditional Random Field (FCCRF) [45] is a discriminative undirected graph learning model, which can fully consider the global information and structural information, and can optimize the classification results by combining MSCU-net and FCCRF. With the proposed method, the automatic mapping of CRCA from GF1 B/D high resolution remote sensing images is developed in this study. The novelties of this study are as followed. (1) A designed network MSCU-net is developed for exploring the spatial features of high resolution images by combing the U-Net with multiscale convolution group (MSCG), the global loss function, and Convolutional Block Attention Module (CBAM). (2) The FCCRF is combined with MSCU-net to construct MSCU-net+C to further optimizing CRCA to alleviate the noise in high spatial resolution results images. (3) Exploring the potential of Chinese GF1 B/D high resolution remote sensing images for mapping the CRCA accurately and automatically.

This study is structured as followed. In the next section, we introduce the study area and the data collection for corn residue cover firstly. In Section 3, the details of our designed network architecture and assessment indexes are presented. Then, we compared different improvements strategies, different classifiers with the proposed method to prove its effectiveness on GF-1 B/D images, and the classification results in Section 4. Next, the discussions about the strengths and weaknesses of the proposed method with respect to other relevant studies are given in Section 5. Finally, considerations for future work and the conclusions of the study are presented in Section 6.

2. Study Area and Data Collection

2.1. Study Area

The study area is Lishu County, which is located in the southwest of Jilin Province, China, ranging from 123°45’–124°53’E and 43°02’–43°46’N (Figure 1). Lishu County is in
the inner Golden Corn Belts of Northeast China, located in the Black Soil of Northeast China, which is one of the worldwide well-known Four Black Soil Belts. It covers approximately 4209 km², and it is the main crop cultivated area and a grain-producing center in China. The terrain is high in the southeast with low hills, low in the northwest, and flat in the middle with wavy plains. The study area is the alluvial plain resulting from the Dongliao River in the north.
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**Figure 1.** The location of the study area (Lishu County) and covered GF-1 B/D image (Near-infrared: Band 4, Red: Band 3, Green: Band 2).

For protecting the precious black soil, the Conservation Tillage is developed in Lishu County in 2007. This lets the crop residues left in the field cover black soil and strip tillage by crisscrossing residue covering area and tillage area. The crop residues covering can keep the soil from being exposed. Crop residues covering can not only alleviate soil erosion, but also preserve the evaporation of soil water and fertilizer for increasing the soil fertility gradually. The main crop planted in the study area is corn, with a small number of soybeans, peanuts, peppers, and other crops. If the black soil is covered by crop residues in the nongrowing season is vital for protecting black soil. Therefore, identifying the CRCA accurately is very important for monitoring the conservation tillage application for protecting black soil.

### 2.2. Data Collection

#### 2.2.1. Acquisition of Remote Sensing Images

The Chinese GF-1 B/C/D satellites were launched on 31 March 2018, with a high temporal resolution of 4 days and high spatial resolution of 2 m for the panchromatic band and 8 m for multispectral bands. The multispectral bands include red, green, blue, and near-infrared bands, and the imaging width is 66 km. Therefore, the GF-1 B/C/D remote sensing images are chosen for mapping the CRCA in this study. The corn is sown at the end of April, and is harvested in early October in the study area. There is the most corn residue left in the field after harvest at the end of October and November. Then the cloudless GF-1 D image (central longitude 124.03/central latitude 43.55) was acquired on November 8th, 2020, and GF-1 B image (central longitude 124.7/central latitude 43.46) acquired on 13 November 2020, are used to identify the CRCA in Lishu County. The mosaic GF-1 B/D image after pan-sharpening is as Figure 2. The band information of GF-1 B/D image is shown in Table 1.
Figure 2. Different corn residue covered areas from GF-1 B/D image in Lishu County (R1 is corn high stubble residue covered area, R2 is short-stubble residue covered area, R3 is non-CRCA).

Table 1. Band information of GF-1 B/D image.

| Bands             | Spectral Range | Spatial Resolution | Revisit Cycle |
|-------------------|----------------|--------------------|---------------|
| Panchromatic      | 450–900 nm     | 2 m                |               |
| Blue              | 450–520 nm     |                    | 4 days        |
| Green             | 520–590 nm     | 8 m                |               |
| Red               | 630–690 nm     |                    |               |
| Near-Infrared     | 770–890 nm     |                    |               |

2.2.2. Field Data Collection

To validate the residue covered area mapping accuracy, the field campaign was done from 6 November to 14 November 2020, for surveying the fields covered by corn residue. The crop residue covered area in Lishu County can be classified into two groups: High residue covered area with coverage is greater than 30%, and low residue covered area with coverage is less than 30%. This threshold of 30% is used to decide if it is conservative tillage. There are 69 samplings collected, in total, for in-field campaigns, and the spatial distribution of them is shown in Figure 2. The labels of Figure 2 are as followed: R1 and R2 represent corn high stubble residue covered area and short-stubble residue covered area, respectively. The residue coverage of R1 and R2 is greater than 30%, they are the residue covered area to be extracted consequently, which is labeled green. R3 represents the corn stubble covered area where the residue coverage is less than 30%, which should not be extracted in this study, which is labeled red.

3. Method

There is great success has been achieved in land cover classification [46] and crop planted area classification [47] by the current U-Net architecture of deep learning methods. The Convolutional Neural Networks (CNN), based on the U-Net architecture (Ronneberger et al., 2015), are used to identify the CRCA in this study, and the architecture of which is as Figure 3. U-net is a U-shaped convolutional neural network, which consists of the encoder part from down-sampling and decoder part from up-sampling. The down-
sampling encoder network is stacked from $3 \times 3$ convolution operator and ReLU (Nair & Hinton, 2010) nonlinear activation function. With the deepening of the network layer, the encoder network performs down-sampling and increases the number of convolution channels for extracting higher-level features of bigger receptive fields. The up-sampling decoder network is used to recover the resolution of outputs and produce classification results. The shallow information of the down-sampling network can bring more detailed boundary information. Therefore, the U-net is suitable for the classification of objects with fewer pixels. However, it is difficult to decide whether each feature information is necessary for the large number of parameters in each layer of U-Net. Therefore, we develop some improvements based on the origin U-Net architecture. In order to improve the network training performance and optimize the model parameters, MSCG and a loss function are constructed in the middle layer of the network, and CBAM is introduced in the upper layer to design an MSCU-net network. The architecture of the network is depicted in Section 3.1. In order to prevent overfitting, the network is optimized, which is introduced in Section 3.2. The FCCRF method was used to optimize the classification results, which are introduced in Section 3.3, and the accuracy evaluation methods are illustrated in Section 3.4.

**Figure 3.** MSCU-net architecture. N1: Up-sampling of the image feature with a $2 \times 2$ window size; N2: Feature image fusion; N3: The repeated application of two $3 \times 3$ convolutions followed by batch normalization; N4: Max pooling with $2 \times 2$ window size for down-sampling; N5: Attention mechanism module; N6: Multiscale Convolution Group (MSCG); M: Loss function of the intermediate layer, E: Loss function of high layer.

### 3.1. Network Architecture

An MSCU-net method is designed to identify CRCA, which architecture is illustrated in Figure 3. It is a typical encoder–decoder architecture that is used to encode the abundant contextual information and decode to recover the detailed boundaries of land surface objects effectively. The architecture consists of 36 convolution layers, four pooling layers, and one sigmoid function, where the N3 convolution group is made up of the repeated application of two $3 \times 3$ convolutions, batch normalization, and a rectified linear unit activation function. The whole networks are divided into nine parts by the N3 convolution group. The number of the first five convolution kernels increases gradually with the sequence of 64, 128, 256, 512, 1024. The MSCG is applicable to obtain more abundant spatial texture features for remote sensing images in the middle layer. Then the intermediate layer loss function M is added in the fifth part for optimizing the network parameters. The MSCG is composed of multiscale convolution, including 16 convolutions layers, and the output convolution kernel number is 1024. The features of MSCG and the fifth N3 convolution output are up-sampled through a $2 \times 2$ window, which are fused with the fourth pooling feature for the first time. During the fusing process, the first fusion feature is up-
sampled by a $2 \times 2$ window, and the second fusion feature is obtained by combining with the third pooling feature. In the same way, the third and the fourth fusion features are acquired. The attention module includes a two-dimensional convolution, and the CBAM (Convolutional Block Attention Module) module is added after the ninth N3 convolution group. The ninth N3 convolution group is acquired automatically by the weight of the feature map through learning to enhance features and suppress redundant features. Finally, the output features of CBAM are processed by one-dimensional convolution and sigmoid activation function. The feature maps with the same size as the original image are output to achieve end-to-end pixel-based prediction of the original image.

3.1.1. Attention Mechanism

It is well known that attention plays a vital role in human perception [48], human beings can quickly scan the global information of the objects or scene for capturing the region of interest, and then pay more attention to the area of interest [49]. The attention mechanism in deep learning is essentially similar to the human attention mechanism, which is used to capture the critical information of ongoing classification tasks from the massive information of deep learning. The attention model is widely used in various deep learning tasks, including semantic segmentation and objects detection. It is one of the critical technologies in deep learning that deserves the most attention and in-depth understanding.

CBAM is an effective and uncomplicated module, which is illustrated in Figure 4. The CBAM can be integrated into any CNNs architectures seamlessly with negligible overheads, which is end-to-end trainable along with base CNNs [50]. CBAM, coupled by channel attention module (CAM) and spatial attention module (SAM) in series structure, is introduced and embedded into the end of MSCU-net architecture to achieve end-to-end training—it is beneficial to obtain more important information in the process of CRCA classification for improving the identification accuracy. The feature map $F$ is given as input, $F_s$ is the final output, which is the output feature map through SAM. The matrix dimension sizes of $F$ and $F_s$ are all $C \times H \times W$. The following formula can express the attention process:

$$F_c = M_c(F) \otimes F$$  \hspace{1cm} (1)  

$$F_s = M_s(F_c) \otimes F_c$$  \hspace{1cm} (2)

where, $F_c$ is the output feature map through CAM, $\otimes$ is element-wise multiplication. In the CAM module, the global average pooling and maximum global pooling of the input feature map $F$ are carried out first. The pooling results will be input in MLP (Multilayer Perceptron). Secondly, the element-wise addition will be carried out. Finally, the sigmoid activation function will acquire $M_c$. $M_c$ is computed as:

$$M_c(F) = \delta \left(\text{MLP}(\text{AvgPool}(F) + \text{MLP}(\text{MaxPool}(F)))\right)$$  \hspace{1cm} (3)

where, $\delta$ is the sigmoid activation function, and the matrix dimension size of $M_c$ is $C \times 1 \times 1$. In the SAM module, the global average pooling and maximum global pooling of feature map $F_c$ will be carried out on the channel dimension firstly. Secondly, the two pooling results will be combined to perform a $7 \times 7$ convolution operation. Finally, the sigmoid activation function will be used to get $M_s$, and $M_s$ is computed as:

$$M_s(F_c) = \delta \left(f^{7 \times 7}(\text{AvgPool}(F_c); \text{MaxPool}(F_c))\right)$$  \hspace{1cm} (4)

where, $\delta$ is the sigmoid activation function, $f^{7 \times 7}$ is the two-dimensional convolution with the $7 \times 7$ convolution kernel.
3.1.2. Multiscale Convolution Group (MSCG)

Multiscale feature map representation is of great importance for numerous deep learning tasks. With the development of backbone CNNs, some studies reveal that the strong multiscale representation capability can bring certain performance enhancement in many classification tasks. The construction of a multiscale convolution group can deepen the network, which can be used to improve the network’s flexibility and help deal with more abundant spatial features in the CACR identification task.

The MSCG is designed to identify the scattered and irregular characteristics of the CRCA. The output features of the fifth N3 convolution group are taken as the inputs, and the input data will be convolved using three asymmetric convolution groups with different sizes. Then the outputs of the different convolution groups will be fused. The illustration of MSCG architecture is as Figure 5. There are 16 convolutions in MSCG, and the convolutions kernel sizes include $1 \times 1$, $3 \times 1$, $1 \times 3$, $5 \times 1$, $1 \times 5$, $7 \times 1$, and $1 \times 7$. The MSCG convolution kernel setting in this study is as Table 2. Among them, the $1 \times 1$ convolution kernel is used to adjust the channel dimension for holding the characteristics and carry out information integration and interaction across channels. Asymmetric convolution structure is split by symmetric convolution, which saves many network parameters and reduces computation. The introduction of MSCG can improve the representation of high dimensional features and enhance the expression ability of network features, which is beneficial to network performance.
Table 2. MSCG convolution kernel parameter distribution.

| Name of Layer                | Size of Kernel | Number of Kernel |
|------------------------------|----------------|------------------|
| Batch_normalization_4        | --             | 1024             |
| conv2d_11                    | 1×1            | 170              |
| conv2d_12                    | 1×3            | 170              |
| conv2d_13                    | 3×1            | 170              |
| conv2d_14                    | 3×1            | 85               |
| conv2d_15                    | 1×3            | 85               |
| conv2d_16                    | 1×1            | 170              |
| conv2d_17                    | 1×5            | 170              |
| conv2d_18                    | 5×1            | 170              |
| conv2d_19                    | 5×1            | 85               |
| conv2d_20                    | 1×5            | 85               |
| conv2d_21                    | 1×1            | 170              |
| conv2d_22                    | 1×7            | 170              |
| conv2d_23                    | 7×1            | 170              |
| conv2d_24                    | 7×1            | 85               |
| conv2d_25                    | 1×7            | 85               |
| conv2d_26                    | 1×1            | 514              |
| Concatenate                  | --             | 1024             |

3.1.3. Double Loss Function

During the parameter training process of U-Net architecture, the encoder–decoder structure is used to recover the predicted image with the same resolution as the original image. Then the loss function of the prediction and ground truth was set up, and the network parameters will be updated by the backpropagation iteration to continuously improve CRCA identification accuracy. According to the principle of backpropagation, the high layer parameters will be updated in priority, while the low layer parameters will reduce the updating range. In order to optimize the parameters and take balance between the high and low layer training of the network, we add the intermediate layer loss function after the fifth convolution group, which is illustrated in Figure 3. The feature map generated after the fifth convolution group is outputted as a prediction map with the same resolution as the original image of 1/32. Then, it is combined with the ground truth of the corresponding resolution size to construct the intermediate layer loss function. Therefore, the global loss functions \( L_g(p, t) \) can be expressed by the following formula:

\[
L(p, t) = -\frac{1}{n} \sum_{i=1}^{n} \left( t_i \log p_i + (1 - t_i) \log (1 - p_i) \right)
\]

(5)

\[
L_g(p, t) = \frac{L_{\text{high}}(p, t)}{2} + \frac{L_{\text{mid}}(p, t)}{2}
\]

(6)

where, \( L(p, t) \) is the binary cross-entropy loss function; \( p = \{ p_i; i=1, 2, ..., n \} \) is the feature map; \( t = \{ t_i; i=1, 2, ..., n \} \) is the ground truth; \( p \) and \( t \) are the index of \( i \)-th pixel in the feature map and the ground truth, respectively; \( n \) is the total number of pixels in the feature map; \( L_g(p, t) \) is the global binary cross-entropy loss function; \( L_{\text{high}}(p, t) \) and \( L_{\text{mid}}(p, t) \) are the loss function of the last layer and the middle layer, respectively. \( L_g(p, t) \) is used to optimize global network parameters. When \( L_g(p, t) \) reaches the target value, it indicates that \( L_{\text{high}}(p, t) \) and \( L_{\text{mid}}(p, t) \) values are relatively small when the training effect of global parameters is optimal.
3.2. Network Optimization

To minimize the loss function through rapid network iteration without overfitting in the CRCA identification training network, batch normalization and regularization are used to optimize the overall network parameter. The iterative update of parameter training at the lower level of the network causes apparent changes in the distribution of input data at the higher level, decreasing network performance and bringing some challenges to model training. Therefore, the network proposed in this paper is added to a batch normalization after the convolution group [51]. The distribution of outputs in the convolution group is transformed to the standard normal distribution with the mean of 0 and the variance of 1. Therefore, the training data can be standardized even if the variance and mean change iteratively. This standardization can reduce the deviation of internal covariance, accelerate network convergence, and enhance generalization ability.

In addition, the regularization is used to add the index of characterizing model complexity by loss function [52]. There are two functions used to characterize the model’s complexity: L1 regularization, and the other is L2 regularization. Among them, the L2 regularization is used to smooth the weight for avoiding a sparse model, and more features can be selected. Thus, L2 regularization is added to the global loss function, which is computed as:

$$ R(w) = \lambda \sum_{t} |w_t|^2 $$

(7)

where, $R(w)$ is model complexity, $w$ is network parameters, $\lambda$ is regular term coefficient. In this way, the model has prevented from over-simulating the random noise in the training data effectively.

3.3. Full Connected Conditional Random Field (FCCRF)

The CRCA is distributed in patches generally. Therefore, there will be small patches within the classification results using the MSCU-net because the MSCU-net is carried on the end-to-end pixel-level, and the global structural information of high spatial resolution images can’t actually work. Thus, FCCRF is combined with MSCU-net for capturing the structural information of the image and improve the classification result of CRCA. For the FCCRF model, the global classification can be optimized by minimizing the Gibbs energy function, the Gibbs is composed of the color, position, and distance of the pixels in the image. The energy function is as follows.

$$ E(X) = \sum_c \psi_{\mu}(x_c) + \sum_{c,d} \psi_{\rho}(x_c, x_d) $$

(8)

where, $X = \{x_c: c=1, 2, \ldots, m\}$ is the global classification results, $c$ is the pixel index, $x_c$ is the label value of the $c$ pixel, $m$ is the total number of the global classification. $\psi_{\mu}(x_c) = -log P(x_c)$ is the potential energy function of variables, $P(x_c)$ is the probability that pixel $c$ belongs to a given class. $\psi_{\rho}(x_c, x_d)$ is the binary potential energy function, and the color and position of pixels are characterized by the dual kernel Gaussian loss function. The binary potential energy function is as follows.

$$ \psi_{\rho}(x_c, x_d) = u(x_c, x_d) \left[ w_1 \exp \left( -\frac{\|k_c - k_d\|^2}{2\sigma_d^2} - \frac{\|I_c - I_d\|^2}{2\sigma_P^2} \right) + w_2 \exp \left( -\frac{\|k_c - k_d\|^2}{2\sigma_d^2} \right) \right] $$

(9)

where, $u(x_c, x_d)$ is the label compatibility function. The $u(x_c, x_d)$ is 1 when $x_c = x_d$; otherwise, $u(x_c, x_d)$ is 0. $w_1$ is this term weight, $I_c$ and $I_d$ are the color information of the pixel at the position of $k_c$ and $k_d$, respectively. $w_1 \exp \left( -\frac{\|I_c - I_d\|^2}{2\sigma_P^2} \right)$ is the appearance kernel of the binary potential energy function. $\sigma_a$ and $\sigma_b$ are the parameters controlling
distance approximation and color similarity between pixels, respectively. $w_2 \exp \left( -\frac{||k_c-k_d||^2}{2\sigma^2} \right)$ is the smoothness kernel of the binary potential energy function. $\omega$ is this term weight, $\sigma$ is the parameter of control position information, which is used to smooth small isolated areas.

3.4. Accuracy Assessment

The accuracy of CRCA identification is assessed quantitatively using three accuracy measures, including the intersection over union (IOU), Kappa coefficient, and F1-Score. These indices are all calculated from the confusion matrix, and the IOU is computed as:

$$IOU = \frac{p_{aa}}{p_{ab} + p_{aa} + p_{ba}}$$ (10)

where, $p_{aa}$ is the true positive, that is, to identify the correct number of pixels in CRCA. $p_{ab}$ is false positive, that is, to identify the errors number of pixels in CRCA. $p_{ba}$ false negative, that is, to identify the errors number of pixels in non-CRCA. IOU is used to calculate the ratio of intersection and union of two sets, including the ground truth and the prediction. The Kappa coefficient is used to measure the spatial consistency of classification results, which reveals the performance of classified CRCA [53]. Kappa coefficient is computed as:

$$Kappa = \frac{s_0 - s_c}{1 - s_c}$$ (11)

where, $s_c = ((p_{aa} + p_{ab}) \times (p_{aa} + p_{ba}) + (p_{ba} + p_{ab}) \times (p_{ba} + p_{ba}))/n^2$ is the hypothetical probability of chance agreement, $p_{ab}$ is the true negative, that is, to identify the correct number of pixels in non-CRCA. $s_0 = (p_{aa} + p_{ba})/(p_{aa} + p_{ba} + p_{ab} + p_{ba})$ is the overall accuracy which is the proportion of the pixels that are correctly classified. The F1-Score is computed as:

$$F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$ (1)

where, $F1$-Score is the harmonic average of the precision and recall, precision = $p_{aa}/(p_{aa} + p_{ab})$ is the correct positive results divided by all positive results, recall = $p_{aa}/(p_{aa} + p_{ba})$ is the correct positive results divided by all relevant samples [54].

4. Results and Analysis

To validate the rationality and effectiveness of the proposed methodology in this study, experiments are carried out by computer, the computer configurations used include Intel(R) Core (TM) i9-9940x CPU 3.30 GHz, 64 G RAM, and NVIDIA 2080TI Graphics Card. In the framework of tensorflow-gpu2.3.0 in Python3.7.6 software, the packages, such as keras, numpy, and scikit-Image, are mainly used to train and classify the dataset of CRCA in Lishu County. The GF-1 B/D images with blue, green, red, and near-red spectral bands and 2 m spatial resolution extract the CRCA. The image size is 42,344 × 33,462 pixels. Considering the sampling quality significantly impacted model training, we labeled three slices in the whole study area manually according to the samples collected in the field campaign and visual interpretation. There are 6400 × 6400 pixels in each image slice. To capture the feature maps in the middle layer of the network, the size of the detection matric is set as 640 × 640 pixels. We collected a total of 979 pairs of samples by moving the detection matric with an overlap rate of 0.4. Each pair of samples contains the GF-1 B/D image and corresponding label of a size of 640 × 640 pixels. The whole dataset is divided into the training group, and the testing group with a ratio of 4:1. Then there are 783 pairs of samplings used for training, and there are 196 pairs of samplings used for testing. In addition, there are eight pairs of samplings in the whole study
area are collected randomly, which is used for classification accuracy evaluation. The original GF-1 B/D image and corresponding ground truth (GT) label, as shown in Figure 6.
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**Figure 6.** The eight validation (Val) samples (Near-infrared: Band 4, Red: Band 3, Green: Band 2) and corresponding ground truth (GT) label.

During the process of MSCU-net+C model training, the network parameters are set in line with the characteristics collected for CRCA mapping: The initial learning rate is 0.00008, the epoch size is 150, and the batch size are two pairs of samples. Hence, the maximum iteration is 58,800 in the training step. There is less contextual information at the border of each image patches in the classification process, which leads to the low accuracy of prediction and obvious splicing traces appeared in the border of image patches. Therefore, the sliding window size of $640 \times 640$ and the overlap ratio of 0.45 are applied for splitting the predicted image. Then, the overlapping parts of the patches are processed with a strategy of ignoring brinkmanship, and the classification is finished by combining all the image patches. In addition, the FCCRF method is used to optimize the classification results furtherly. The regular term coefficient in the global loss function is set to $1 \times 10^{-3}$. Referenced from Zheng et al. [55], the parameter $\sigma_\alpha$ is 160, $\sigma_\beta$ is 3, and $\sigma_\gamma$ is 3 in terms of parameter selection of FCCRF. The edges can be effectively refined, and outliers can be excluded using these parameters settings.
4.1. Architecture Ablation Experiment

Compared with land cover classification, corn residue covered area classification is difficult because the boundaries between target and background are blurred, and the shapes and sizes of targets are various. Given the difficulties of corn residue cover area classification, there are three improvements of MSCG, the global loss function, and CBAM have been integrated to improve the performance of U-net. The manual dataset is used to fine-tune the MSCU-net model, which is used in ablation experiments and classification results analysis. To evaluate the impact of the proposed strategy quantitatively and qualitatively on model performance, there are five ablation experiments designed, which are illustrated in Tables 3 and 4. The eight validation samples classification results of ablation experimental are shown in Figure 7. In the Table and Figure, none of the improvement strategies is used in the U-net model, MU-net applied the improvement strategies of MSCG. MSCG and the global loss function have been applied to improve GU-net. The improvement strategies of MSCG, the global loss function, and CBAM are applied to MSCU-net. MSCU-net+C applies three improvement strategies, which are post-processed by FCCRF.

Table 3. Comparison of ablation experiments on pixel-wise classification.

| Val | IOU | Kappa |
|-----|-----|-------|
|     | U-net | MU-net | GU-net | MSCU-net | MSCU-net+C | U-net | MU-net | GU-net | MSCU-net | MSCU-net+C |
| 1   | 0.9039 | 0.8798 | 0.8899 | 0.9071 | 0.9076 | 0.9214 | 0.9006 | 0.9071 | 0.9221 | 0.9234 |
| 2   | 0.8667 | 0.8568 | 0.8874 | 0.8984 | 0.8982 | 0.8765 | 0.8646 | 0.8920 | 0.9052 | 0.9049 |
| 3   | 0.8161 | 0.8053 | 0.7886 | 0.8568 | 0.8710 | 0.8514 | 0.8401 | 0.8202 | 0.8748 | 0.8988 |
| 4   | 0.9288 | 0.9427 | 0.9449 | 0.9562 | 0.9562 | 0.9223 | 0.9367 | 0.9383 | 0.952 | 0.9519 |
| 5   | 0.6912 | 0.8041 | 0.7733 | 0.822 | 0.8245 | 0.7808 | 0.8678 | 0.8448 | 0.8795 | 0.8813 |
| 6   | 0.8722 | 0.8641 | 0.8947 | 0.9244 | 0.9250 | 0.8903 | 0.8833 | 0.9082 | 0.9343 | 0.9354 |
| 7   | 0.9456 | 0.9378 | 0.9532 | 0.9603 | 0.9727 | 0.9466 | 0.9380 | 0.9536 | 0.9603 | 0.9728 |
| 8   | 0.8590 | 0.8651 | 0.8577 | 0.9101 | 0.9098 | 0.9017 | 0.9062 | 0.9001 | 0.9388 | 0.9381 |
| STD | 0.0747 | 0.0484 | 0.0611 | 0.0438 | 0.0436 | 0.0486 | 0.0326 | 0.0415 | 0.0298 | 0.0280 |
| AVG | 0.8604 | 0.8695 | 0.8737 | 0.9044 | 0.9081 | 0.8864 | 0.8922 | 0.8955 | 0.9209 | 0.9258 |

Val: The number of valid samples. STD: The standard deviation of IOU or Kappa coefficient for the eight valid samples. AVG: The average value of IOU or Kappa coefficient for the eight valid samples.

Table 4. Comparison of ablation experiments on pixel-wise classification.

| Val | F1-Score (CRCA) | F1-Score (NCRCA) |
|-----|-----------------|-----------------|
|     | U-net | MU-net | GU-net | MSCU-net | MSCU-net+C | U-net | MU-net | GU-net | MSCU-net | MSCU-net+C |
| 1   | 0.9495 | 0.9361 | 0.9417 | 0.9513 | 0.9516 | 0.9718 | 0.9644 | 0.9653 | 0.9716 | 0.9718 |
| 2   | 0.9286 | 0.9229 | 0.9403 | 0.9461 | 0.9463 | 0.9476 | 0.9416 | 0.9516 | 0.9587 | 0.9586 |
| 3   | 0.8987 | 0.8921 | 0.8818 | 0.9186 | 0.9311 | 0.9526 | 0.9479 | 0.9380 | 0.9562 | 0.9676 |
| 4   | 0.9631 | 0.9705 | 0.9717 | 0.9776 | 0.9776 | 0.9591 | 0.9662 | 0.9666 | 0.9743 | 0.9743 |
| 5   | 0.8174 | 0.8914 | 0.8722 | 0.9023 | 0.9038 | 0.9622 | 0.9760 | 0.9722 | 0.9771 | 0.9775 |
| 6   | 0.9317 | 0.9271 | 0.9444 | 0.9601 | 0.9610 | 0.9584 | 0.9539 | 0.9636 | 0.9735 | 0.9744 |
| 7   | 0.9720 | 0.9679 | 0.9761 | 0.9844 | 0.9862 | 0.9745 | 0.9701 | 0.9775 | 0.9854 | 0.9867 |
| 8   | 0.9241 | 0.9276 | 0.9234 | 0.9534 | 0.9527 | 0.9774 | 0.9784 | 0.9766 | 0.9854 | 0.9853 |
| STD | 0.0455 | 0.0276 | 0.0354 | 0.0258 | 0.0242 | 0.0100 | 0.0123 | 0.0125 | 0.0101 | 0.0085 |
| AVG | 0.9231 | 0.9295 | 0.9315 | 0.9492 | 0.9513 | 0.9630 | 0.9626 | 0.9639 | 0.9728 | 0.9745 |

Val: The number of valid samples. CRCA: Corn Residue Covered Area NCRCA: Non-Corn Residue Covered Area. STD: The standard deviation of IOU or Kappa coefficient for the eight valid samples. AVG: The average value of F1-Score for the eight valid samples.
Figure 7. Classification results of ablation experiments using eight validation samples.

The IOU, Kappa, and F1-Score are used to evaluate the performance of the improvement strategy model quantitatively. According to the results in Table 3, the method MSCU-net+C proposed in experiments is the best, which are 0.9081 and 0.9258, respectively, in the average value of IOU and Kappa. Compared with U-net, Mu-net, Gu-net, MSCU-net and MSCU-net+C improved 0.0091, 0.0133, 0.044 and 0.0477 in IOU AVG, improved 0.0058, 0.0091, 0.0345 and 0.0394 in Kappa AVG, respectively. It is revealing that CBAM is integrated into MSCU-net can effectively improve the accuracy through experimental comparison. MSCG, the global loss function, and FCCRF have slightly improved the performance of the network. Comparing the identification accuracy results of different samples, sample 1, 2, 4, 6, 7, and 8 are relatively the best; samples 3 and 5 are relatively the worst. For samples 1, 2, 4, 6, 7, and 8, corn residue distribution is uniform, with high separation from other land types, and easy to identify, therefore, the classification accuracy is high. For sample 3, the smoke produced by burning corn residue may lead to low accuracy. For sample 5, the distribution of corn residue is not uniform, the texture information is diverse may reduce the identification result. The standard deviation of IOU or Kappa coefficient for the eight valid samples for five models by comparing, the standard deviation is lowest for MSCU-net+C, it is shown that the proposed method has high generalization performance. Table 4 is generally similar to Table 3, the MSCU-net+C are 0.9513 and 0.9745, respectively, in the average value of F1-Score in CRCA and NCRCA, which is the best for five models. Compared with F1-Score in NCRCA, the identification accuracy of samples are relatively the worst with F1-Score in CRCA—it shows that the models have advantages in identifying NCRCA. Similarly, the standard deviation of the F1-Score in CRCA and NCRCA is lowest for MSCU-net+C. It is further proved that the model has a good anti-jamming ability.

4.2. Model Comparative

In order to validate the performance of the proposed method for CRCA classification, the comparison experiments are done, including the support vector machine (SVM), neural net (NN), SegNet, and deeplabv3+ (Dlv3+) method. For the classification using the SVM method [56], the kernel type is set as a radial basis function, gamma value is set as 1/3 in kernel function, and cost or slack parameter is set as 1.0. For the classification using the NN method [57], the training threshold contribution is set as 0.9, training rate is set as
0.2, the training momentum is set as 0.9, the training RMS exit criteria equal 0.1, the number of hidden layers is set as 1, and the number of training iterations is set as 800. The training strategies and datasets are the same for the SegNet, Dlv3, and MSCU-net. Tables 5 and 6 are the accuracy assessment results using IOU, Kappa, and F1-Score.

Table 5. Comparison of SVM, NN, SegNet, and Dlv3+ on pixel-wise classification.

| Val | SVM | NN | SegNet | Dlv3+ | SVM | NN | SegNet | Dlv3+ |
|-----|-----|----|--------|-------|-----|----|--------|-------|
| 1   | 0.6601 | 0.6989 | 0.9192 | 0.9021 | 0.6841 | 0.7266 | 0.9327 | 0.9175 |
| 2   | 0.6596 | 0.6743 | 0.8986 | 0.9036 | 0.6419 | 0.6671 | 0.9019 | 0.9084 |
| 3   | 0.6029 | 0.6691 | 0.7926 | 0.7723 | 0.6412 | 0.7061 | 0.8222 | 0.8027 |
| 4   | 0.7036 | 0.7415 | 0.9354 | 0.9638 | 0.5963 | 0.6757 | 0.9257 | 0.9599 |
| 5   | 0.2531 | 0.4217 | 0.7098 | 0.7743 | 0.1431 | 0.4574 | 0.7951 | 0.8424 |
| 6   | 0.6364 | 0.6927 | 0.9055 | 0.8764 | 0.6297 | 0.7039 | 0.9185 | 0.8927 |
| 7   | 0.5842 | 0.6252 | 0.9563 | 0.9440 | 0.4887 | 0.5544 | 0.9569 | 0.9444 |
| 8   | 0.5077 | 0.6102 | 0.8490 | 0.8324 | 0.5960 | 0.6943 | 0.8937 | 0.8810 |
| STD | 0.1340 | 0.0917 | 0.0777 | 0.0676 | 0.1638 | 0.0874 | 0.0525 | 0.0485 |
| AVG | 0.5760 | 0.6417 | 0.8708 | 0.8711 | 0.5526 | 0.6482 | 0.8933 | 0.8936 |

Val: The number of valid samples. STD: The standard deviation of IOU or Kappa coefficient for the eight valid samples. AVG: The average value of IOU or Kappa coefficient for the eight valid samples.

Table 6. Comparison of SVM, NN, SegNet, and Dlv3+ on pixel-wise classification.

| Val | F1-Score (CRCA) | F1-Score (NCRCA) |
|-----|----------------|-----------------|
|     | SVM | NN | SegNet | Dlv3+ | SVM | NN | SegNet | Dlv3+ |
| 1   | 0.7953 | 0.8228 | 0.9579 | 0.9485 | 0.8884 | 0.9035 | 0.9748 | 0.9690 |
| 2   | 0.7949 | 0.8055 | 0.9466 | 0.9494 | 0.8468 | 0.8608 | 0.9553 | 0.9590 |
| 3   | 0.7522 | 0.8017 | 0.8843 | 0.8715 | 0.8888 | 0.9044 | 0.9372 | 0.9304 |
| 4   | 0.8260 | 0.8516 | 0.9666 | 0.9816 | 0.7687 | 0.8241 | 0.9590 | 0.9783 |
| 5   | 0.4040 | 0.5932 | 0.8303 | 0.8728 | 0.5577 | 0.8504 | 0.9641 | 0.9696 |
| 6   | 0.7778 | 0.8185 | 0.9504 | 0.9341 | 0.8519 | 0.8854 | 0.9681 | 0.9585 |
| 7   | 0.7375 | 0.7694 | 0.9777 | 0.9712 | 0.7512 | 0.7850 | 0.9793 | 0.9732 |
| 8   | 0.6735 | 0.7579 | 0.9183 | 0.9086 | 0.9178 | 0.9345 | 0.9753 | 0.9724 |
| STD | 0.1271 | 0.0750 | 0.0464 | 0.0391 | 0.1095 | 0.0454 | 0.0128 | 0.0141 |
| AVG | 0.7202 | 0.7776 | 0.9290 | 0.9297 | 0.8089 | 0.8685 | 0.9641 | 0.9638 |

Val: The number of valid samples. CRCA: Corn Residue Covered Area NCRCA: Non-Corn Residue Covered Area. STD: The standard deviation of IOU or Kappa coefficient for the eight valid samples. AVG: The average value of IOU or Kappa coefficient for the eight valid samples.

Table 5 shows that the Dlv3+ semantic segmentation method has a better accuracy, which is 0.8711 and 0.8936, respectively, in the average value of IOU and Kappa. The NN is slightly higher than SVM, but the performance of the two traditional supervised classification methods is generally lower overall. Compared with NN, SegNet, and Dlv3+ improved 0.2291 and 0.2294 in IOUAvg, improved 0.2451 and 0.2454 in KappaAvg, respectively. It shows that semantic segmentation methods have higher accuracy in the classification of CRCA. Compared with sample 3 and 5, sample 1, 2, 4, 6, 7 and 8 generally has a better result for four models. The standard deviation of IOU or Kappa for five models by comparing, the standard deviation of Dlv3+ is lowest; the generalization performance is better than the other three models. The results of the F1-Score in CRCA and NCRCA for four models, as shown in Table 6. The result of Dlv3+ has a better accuracy of 0.9297 in the average value of F1-Score in CRCA, and the result of SegNet has a better accuracy of 0.9641 in the average value of F1-Score in NCRCA. It shows that the accuracy of correctly identifying NCRCA is higher than that of correctly identifying CRCA. Relative to the MSCU-
net+C method in Tables 3 and 4, the accuracy of identification in IOU, Kappa, and F1-Score of SegNet and Dlv3+ is lower, the accuracy of STD is higher. It shows that the MSCU-net+C proposed model is superior to SVM, NN, SegNet, and Dlv3+.

Figure 8a1–a8, b1–b8, c1–c8, d1–d8 are the classification results in eight validation plots using SVM, NN, SegNet, and Dlv3+, respectively. There are serious salt-and-pepper, false positive, and false negative classification results using SVM and NN revealed in Figure 8a1–a8, b1–b8. Comparatively speaking, the problems of salt-and-pepper and false classification can be alleviated using the semantic segmentation method of SegNet and Dlv3+ showed in Figure 8c1–c8, d1–d8. The classification results in plot No. 3 showed in Figure 8a3–d3 conclude well, there are more salt-and-pepper and false classifications in Figure 8a5, b5 than that in Figure 8c5, d5. Compared with the classification results using the MSCU-net+C method revealed in Figure 7, there are more false classifications and small patches using SegNet and Dlv3+ than the MSCU-net+C method. This result reveals that the proposed MSCU-net+C has potential in CRCA classification.
4.3. Mapping of Corn Residue Covered Area

The ablation and comparison experiments show that the proposed MSCU-net+ C method has better performance in the CRCA identification task, and the rationality and effectiveness of the proposed method are proved by the comparative experiments. Therefore, the MSCU-net method predicts the CRCA using GF-1B/D high spatial resolution multispectral remote sensing images in Lishu County. Then the FCCRF is used to optimize the global structure of the classification result of CRCA using MSCU-net. Figure 9 shows the final classification result of CRCA. It can be seen from Figure 9 that there is less CRCA in the west, northwest, north, and southeast of Lishu County. The soil type in the west and northwest is sandy soil. Thus, there is more peanut planted in sandy soil, and the CRCA is less. The northern part of Lishu County is mainly the alluvial plain of East Liaohe River, which is suitable for rice cultivation. Then there is rice planted in the north, and there is less CRCA. The southern of Lishu County is mostly low hills with more forests. Therefore, there is almost no CRCA in the south of the study area. Obviously, there are more CRCA in the central and eastern parts of Lishu County. The soil type in the central and eastern areas is clayey soil, which are the typical area of corn planting and corn residue covering. The zoomed picture on the right of Figure 9 shows the optimized classification result of CRCA with different pattern and different field size. There are the clear and complete borders of corn residue covered fields, and there are almost no salt-and-pepper within fields. It shows that the MSCU-net+C model with the ability of learning context information and shape features, and suitable for the classification of CRCA using GF-1B/D high spatial resolution remote sensing image.

Figure 9. The classification result of corn residue covered area using MSCU-net + C in Lishu county.
5. Discussion

The CRCA mapping is important for monitoring conservation tillage and agricultural subsidy policy application. Many studies have revealed the potential of crop residue covered area mapping using medium spatial resolution remote sensing images [58–61]. Considering the inhomogeneity and randomness resulting from human management difference, the Chinese high spatial resolution GF-1 B/D image and developed MSCU-net+C deep learning method is used to mapping CRCA in this study.

Firstly, the ablation experiments reveal that the developed MSCU-net+C has potential in mapping CRCA using Chinese high spatial resolution remote sensing images, and have improvements compared with the deep semantic segmentation networks, such as U-net, MU-net, GU-net and MSCU-net, and deep semantic segmentation networks. The attention mechanism is applied in the network as a form of image feature enhancement to improve the effectiveness of feature maps [42]. The experimental results show that the combination of attention mechanisms can capture feature information more sufficiently and achieve better performance [62]. The improvements used in this study lie in MSCG, the global loss function, CBAM, and FCCRF. The MSCU-net+C improves 0.0477/0.0394 in \( \text{IOU}_{\text{avg}}/\text{Kappa}_{\text{avg}} \) than U-net and get better classification performance. The MSCG can capture multiscale information and enrich the expression of feature maps [63], which results in a more thorough understanding of the input information. The global loss function is used to balance the network parameters of the high and low layers. Then, the CBAM can obtain better important information in the process of network learning CRCA. Lastly, the FCCRF is used to optimize classification results. The quantitative and qualitative accuracy assessment results revealed that the proposed MSCU-net+C is applicable to the CRCA classification.

Secondly, the comparative experiment demonstrates that MSCU-net+C, SegNet, and Dlv3+ deep semantic segmentation methods alleviate edge information loss compared with SVM and NN traditional machine learning methods in extracting CRCA from high resolution remote sensing images. For traditional machine learning methods, most algorithms rely on the accuracy of the extracted features, including pixel values, shapes, textures, and positions, etc. However, deep semantic segmentation methods automatically can obtain high level relevant features directly from remote sensing images in CRCA classification, which reduces the work of designing feature extractors for each classification problem. In addition, the proposed MSCU-net+C method can capture contextual information and improve the effectiveness of feature information, which is the best method for classification performance in comparative experiments.

Finally, the CRCA classification results revealed that the deep semantic segmentation method can alleviate the salt-and-pepper problem effectively, which exists in the classification of high spatial resolution images commonly. Some studies adopt object-based approach to avoid the salt-and-pepper phenomenon in classification problems. However, the object-based classification depends on experience and knowledge to build the segmentation parameters, which is intend for strong subjectivity. Fortunately, the deep semantic segmentation method can preserve detailed edge information by performing both segmentation and pixel-based classification simultaneously. Thus, the deep semantic segmentation method is more suitable for identifying CRCA from high resolution multispectral remote sensing images.

Our proposed method can capture the border and details information of GF-1 B/D images for the CRCA mapping using encoder–decoder structure automatically. Thus, the prediction results of CRCA using GF-1 B/D performed well in this study. However, there are still some limitations worth noting. Firstly, more spectral information can be joined. The lignin and cellulose in crop residue are more sensitive with the spectrum of 1450–1960 nm and near 2100 nm [64]. The spectrum of the Chinese GF-5 image is ranging from visible bands to short wave infrared bands, and the GF-5 image can be combined with GF-1 B/D image to improve crop residue covered area mapping. Secondly, multitemporal remote sensing image features have the potential to improve the crop residue covered area
classification results. The combination of multitemporal images can alleviate the interference of crops with similar spectral characteristics in the classification. Finally, the low imaging coverage of GF-1 B/D results in the limitation of application in regional areas. Recent studies of deep learning reveal that the trained model can be transferred into other data sources through transfer learning. Therefore, this study can be extended to other remote sensing images and other study areas for more crop residue cover mapping.

6. Conclusions

The developed MSCU-net+C deep semantic segmentation method can extract the deep features from the input image automatically through the code-encode structure, which is used to mapping CRCA by Chinese GF-1 B/D high spatial resolution image in this study. The quantitative evaluation of the ablation experiment and comparison experiment show that this proposed method has the best results, which can alleviate noise and identify CRCA that are scattered and irregular accurately.

By comparing different models in the architecture ablation experiment, we found that the MSCG, the global loss function, and CBAM embed in the MSCU-net can significantly improve the network performance, especially the ability of feature maps information screening and feature expression. MSCU-net+C is constructed by combining FCCRF and MSCU-net, which can optimize the CRCA classification results further. It shows that the proposed method of MSCU-net+C is reasonable. By comparing different methods in model comparison, we found that deep semantic segmentation methods can get a higher classification accuracy and more detailed boundaries of CRCA than SVM and NN. Furthermore, we used the proposed method of MSCU-net+C to classify the CRCA in the whole study area.

The results provide evidence for the ability of MSCU-net+C to learn shape and contextual features, which reveal the effectiveness of this method for corn residue covered areas mapping. However, there are still three potential improvements and further applications in future research. (1) Multitemporal and multisource remote sensing data fusion may improve CRCA classification results further. (2) Owing to the representativeness of the study area and the generalization of the proposed model, the method can be applied to CRCA recognition in more regional areas through the transfer learning method in the North China Plain. (3) The spatial pattern and statistics result of CRCA can be used to support local government (i.e., practicing agricultural subsidies) and promote conservation tillage implementation.
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