Image-obfuscation as a means for privacy-conscious visual data acquisition from building systems

Subramaniam S\textsuperscript{1}, Hoffmann S\textsuperscript{1}

\textsuperscript{1} Department of Civil Engineering, Technische Universität Kaiserslautern, Germany

sarith@rhrk.uni-kl.de

Abstract. In the last two decades, numerous studies have demonstrated the viability of using High Dynamic Range Imaging (HDRI) to quantify lighting conditions in the built environment. Several human factor studies have demonstrated correlation between visual comfort perceived by occupants and glare metrics calculated by analysing HDR images. However, the use of HDRI in real-world applications has been severely limited owing to privacy concerns. This research investigates the feasibility of employing obfuscated (i.e. deliberately distorted) HDR images for analysing glare. The authors present a pilot study where visual conditions inside an office-space were simulated and captured as HDR images using a validated, physically-based renderer. The images were then obfuscated to various degrees by application of blur filters. Glare metrics calculated for the obfuscated images, when compared with the metrics generated for the original HDR images, were found to be within 2\%-12\% relative error. The proof-of-concept demonstrated through this study provides the framework for field-testing of an HDR-based lighting control system in a real office space.

1. Introduction

The availability of daylight in commercial workspaces has been associated with improvement in occupant well-being and productivity. In surveys, occupants have indicated a preference for locations with a view of the outdoors than in closed spaces with no external views\cite{1, 2}.

An effective daylight control strategy is one that will ensure task-adequate brightness inside a space and minimize visual discomfort due to glare\cite{3}. Active strategies for glare control include the use of devices such as blinds, adjustable shades, and more recently, electrochromic glazing. Owing to the temporal variations in daylight during a typical day, such devices need to be adjusted periodically to minimize glare and optimize useful daylight. While automated lighting control systems have been commercially available for many years, there exists a gap between the purported and actual performance of these systems. Studies have shown that in spaces where such automatic systems are installed, the automatic control is often overridden by the occupants. Additionally, meta-analyses have indicated a significant disparity between the projected and realized benefits of daylighting control systems\cite{4, 5}.

The shortcomings in the performance of daylight responsive lighting control systems are attributable to the way in which they estimate the lighting conditions in a space. These devices are automatically actuated by microcontrollers or building management systems whose control algorithms rely on photosensor-derived vertical and horizontal illuminance/irradiance measurements to account for lighting conditions in a space\cite{6-8}. Illuminance, especially of a single representative location in space, while easily measurable, is not always a reliable predictor of visual comfort. The lighting metrics that have demonstrated high correlation with perception of visual discomfort typically take into account
luminance of potential glare sources, their size and vertical illuminance [9]. Several field studies conducted since early 2000s have demonstrated that images acquired from commercial cameras can be reliably employed to measure luminance and illuminance data through High Dynamic Range Imaging (HDRI) [10-13]. The process of image-acquisition involves capturing multiple images at different exposure levels and then fusing them together to create a High Dynamic Range image. Unlike standard image formats like JPG or PNG, which usually store 8-bit data per pixel, HDR images store between 24 to 48 bytes per pixel, thus facilitating the storage of a wide range of brightness values encountered in natural lighting conditions [14-16].

HDR images can also be generated through physically-based rendering engines like Radiance. Radiance, a command-line ray-tracing tool developed primarily by Greg Ward at the Lawrence Berkeley National Laboratory [17]. It employs a 32bit/pixel RGBE data format capable of storing the wide range of luminance values encountered in daylit spaces. Based on the numerous validation studies conducted on the accuracy of Radiance in simulating daylighting conditions, and resulting glare, the use of Radiance for predicting glare through HDR images during design stages is widely advocated and practiced [18-21].

Currently, the most commonly used tool for glare assessment from HDR images is a command line program called Evalglare [22-24]. Among the several glare-based metrics calculated by Evalglare, Daylight Glare Probability (DGP), is the most prominent and is widely used [25-27]. Evalglare requires fisheye HDR images for analysing glare. Figure 1 shows a scenario where the luminance captured through an HDR image has been evaluated using false-colour mapping as well as Evalglare.

Figure 1. Image (a) shows an HDR image generated through Radiance. Image(b) shows the corresponding false colour mapping of luminance values and image (c) shows the location of potential glare sources identified by evalglare. The colours assigned to the glare source by evalglare are arbitrary.

2. Motivation and working hypothesis

Although HDRI has proven to be a reliable means of acquiring data that can be used to quantify the luminous conditions existing in space, its applications in real-world applications have been limited. The photographs captured for generating HDR images can compromise the privacy of individuals and/or reveal sensitive information about the photographed space [28-30].

The research underlying this paper investigates whether glare analysis of low-quality or deliberately distorted HDR images can produce results comparable to those obtained through high resolution HDR images. The rationale behind distorting the HDR images is to obscure the activity and identity of occupants, thus alleviating, to some extent, privacy-related concerns. An example of distortion using blur filters is shown in Figure 2. The authors hypothesize that, if an obfuscation technique is uniformly applied across the entire image, the values of DGP derived through obfuscated HDR images will be comparable to those derived through original HDR images. The subsequent sections describe the methodology and results from a simulation-based pilot study conducted for testing this hypothesis.
3. Methodology
The goals of the pilot study described in this paper are to identify an obfuscation method that allows for progressive distortion of HDR images, establish automated glare analysis workflows from images and finally ascertain the feasibility of such images as a replacement for standard HDR images.

Figure 3 shows the room considered for the simulations. This room, which is modelled after an actual office space in Germany, consists of a south-facing full-height glazing. The occupants are subject to direct insolation, and consequently visual discomfort, especially during the winter months when the solar profile angle is low. The 3D model shown in Figure 3 was created in SketchUp® software from physically measured dimensions at the site. The model was then exported to a format compatible with the Radiance rendering system using a plugin called Su2Rad [31].

Figure 4 shows two typical HDR images generated with Radiance from the exported model. For the purposes of generating HDR images for glare analysis conducted in the study, six camera locations were chosen, three each on east and west wall, at a height of 2.4 meters from the floor level. The location of
the cameras is highlighted in Figure 3 and Figure 5 shows HDR images generated for these camera locations at a single point-in-time. A total of 426 such images were generated for 71 sky conditions the purposes of the pilot study.
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**Figure 4.** Fish-eye HDR images generated with Radiance for the same daylighting condition at two camera settings.

![Figure 5](image2.jpg)

**Figure 5.** Falsecolour mappings of HDR images generated for the same daylighting condition at the six virtual camera positions. As is apparent from the images, the cameras are placed on either side of the room and at variable distances from the glazing. The value mapped through falsecolor is candela/m², the unit of luminance.

The sky conditions considered for the simulations were created using the Perez Sky Model implemented in a Radiance tool called Gendaylit [32, 33]. The location details and hourly radiation values required for the Perez Sky Model were obtained from Typical Meteorological Year (TMY) data for Berlin, Germany. The rationale for choosing the 71 conditions is explained further through Table 1.
Table 1. Timesteps considered for generating the HDR images considered in the study.

| Detail                        | Quantity | Comment                                                                |
|-------------------------------|----------|-------------------------------------------------------------------------|
| Total timesteps considered    | 120      | Hourly, from 9AM to 4PM (inclusive), between 1st November to 15th November |
| Timesteps with direct sun     | 71       | The 49 hours that were filtered out consisted of overcast conditions.   |
| HDR images generated          | 426      | 1 image/hour for 71 hours, captured by 6 cameras                        |

An example of HDR images generated for different sky conditions is shown in Figure 6. The entire set of HDR images generated for the specified daylighting conditions and camera settings were then obfuscated to various levels by using procedural software filters. The authors initially tested image interpolation algorithms involving linear, bicubic and Lanczos filters. Since the interpolation algorithms usually reduce the size of the resulting image, they were found to drastically underestimate the luminance of glare sources in the HDR images. Subsequently, Gaussian blur filters were tested and were found to provide a reasonable balance between distortion and retention of useful luminance data. Figure 7 provides an example of the level of distortion achieved through progressively higher levels of blurring. As is evident from the general shape patterns and the magnitude of luminances mapped through false-colour, details relevant to the analysis of visual discomfort are retained to a certain extent even in distorted images. The next section provides a summary of the glare data obtained through the obfuscated images.

Figure 6. Falsecolour mappings of images generated for the same camera position for alternate hours on 3rd November. The value mapped through falsecolour is candela/m², the unit of luminance.

Figure 7. Progressive obfuscation of a single HDR image using a Gaussian blur filter. The value mapped through falsecolour is candela/m², the unit of luminance.
4. Results

Of the 426 HDR images generated for this study, 115 images contained daylight luminance and vertical illuminance levels lower than the threshold at which they could be effectively analysed. This threshold is based on the minimum vertical illuminance and minimum qualifiable DGP level assigned in Evalglare. 34 images yielded DGP values higher than 0.59, a value above which glare is characterized as intolerable. The remaining 277 images yielded DGP levels where the glare could be characterized as either imperceptible or perceptible. The obfuscated derivatives of these 277 images were also analysed with Evalglare to determine the DGP levels obtained after obfuscation.

Table 2. Categorical summary of the DGP values calculated for the 426 original HDR images generated for the study.

| Scenario | Instances | Comment                        |
|----------|-----------|--------------------------------|
| DGP<0.2  | 115 (27%) | DGP is not defined for low lighting conditions |
| 0.2<=DGP<=0.35 | 190 (45%) | Imperceptible glare |
| 0.35<DGP<=0.59  | 87 (20%)  | Perceptible to intolerable glare |
| DGP>0.59  | 34 (8%)   | Beyond intolerable glare       |

Figure 8 summarizes the relative error in DGP calculation as a function of obfuscation level. Relative error for an individual image was calculated as:

\[
\text{Error\%} = \frac{\text{Abs}(\text{DGP from Original Image} - \text{DGP from obfuscated Image})}{\text{DGP from Original Image}}
\]

As indicated by the Figure 8, for all the distortion levels considered in this study, the mean error in the calculation of DGP was less than 5%. The box-plots in the figure also show that the error increased...
slightly and progressively as the order of distortion was increased. The one major outlier in Figure 8 relates to an instance where the blurring resulted in the erasure of several potential glare sources from the blurred images. The HDR images, both original and blurred, for this instance are shown in Figure 9. As can be noticed by the coloured patches on the original and blurred HDR images, progressive blurring resulted in a reduction of the number of identified glare sources and caused the retained glare sources to shrink in size.

![Figure 9](image-url)

**Figure 9.** Glare sources identified in the outlier scenario in Figure 8. Distortion has been abbreviated to dist. The value of DGP calculated for each of the images is provided in parenthesis.

DGP values calculated within the range of 0.35 to 0.59 can be further categorized according to perceptible, disturbing or intolerable glare as shown in Table 3 [23]. A higher relative error in DGP calculation will lead to the glare being incorrectly categorized. Assuming that an automatic lighting control system will be actuated based on these glare categories, it is possible that larger values of relative errors in calculation of DGP will cause the control system to perform incorrectly. Figure 10 provides a relative comparison of the obfuscation levels as a function of the accuracy with which glare was categorized. For the 87 instances when the glare was categorized between perceptible to intolerable, images that were distorted using blur filters of up to 15%, led to incorrect categorization in 11 or less instances.

**Table 3.** Glare categorization within DGP range of 0.35 to 0.59.

| Range       | Category       |
|-------------|----------------|
| 0.2 <= DGP <= 0.35 | Imperceptible  |
| 0.35 <= DGP <= 0.40 | Perceptible   |
| 0.40 < DGP <= 0.45 | Disturbing    |
| 0.45 < DGP <= 0.59 | Intolerable   |
Figure 10. Number of instances, out of a total of 87, when the DGP values were incorrectly categorized.

5. Discussion and conclusion
The results summarized in the last section indicate that the error associated with the DGPs calculated through obfuscated images is usually within a relative error margin of 5%. In cases where the errors were encountered, the incorrect categorization of error was within a single category. Furthermore, the DGP values were more often underpredicted than overpredicted. For example, in Figure 10, for the 20% blur scenario, of the 16 (out of 87) instances when the glare rating was miscategorized, the glare rating was underpredicted in 14 (87.5%) instances. The underprediction of DGP values can be partially attributed to the fact that potential error sources with smaller solid angles are typically obscured during blurring.

In conclusion, the results from this pilot study indicate that obfuscated images can be employed for glare analysis, especially in cases where the results from such an analysis is intended to categorically actuate a lighting control system. As is logically expected, higher levels of obfuscation were associated with greater margins of error in DGP calculation. So, any real-world applications of obfuscated HDR images for glare analysis will require the selection of an obfuscation level that can strike a balance between privacy of occupants as well as accuracy of data acquisition.

Future initiatives planned for this research relate to a field study involving the use of miniature cameras mounted on a single-board computers for the purposes of HDRI acquisition.
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