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Abstract

Following language instructions to navigate in unseen environments is a challenging problem for autonomous embodied agents. The agent not only needs to ground languages in visual scenes, but also should explore the environment to reach its target. In this work, we propose a dual-scale graph transformer (DUET) for joint long-term action planning and fine-grained cross-modal understanding. We build a topological map on-the-fly to enable efficient exploration in global action space. To balance the complexity of large action space reasoning and fine-grained language grounding, we dynamically combine a fine-scale encoding over local observations and a coarse-scale encoding on a global map via graph transformers. The proposed approach, DUET, significantly outperforms state-of-the-art methods on goal-oriented vision-and-language navigation (VLN) benchmarks REVERIE and SOON. It also improves the success rate on the fine-grained VLN benchmark R2R.

1. Introduction

Autonomous navigation is an essential ability for intelligent embodied agents. Given the convenience of natural language for human-machine interaction, autonomous agents should also be able to understand and act according to human instructions. Towards this goal, Vision-and-Language Navigation (VLN) [1] is a challenging problem that has attracted a lot of recent research [2–9]. VLN requires an agent to follow language instructions and to navigate in unseen environments to reach a target location. Initial approaches to VLN [2–4] use fine-grained instructions providing step-by-step navigation guidance such as “Walk out of the bedroom. Turn right and walk down the hallway. At the end of the hallway turn left. Walk in front of the couch and stop”. This fine-grained VLN task enables grounding of detailed instructions but is less practical due to the need of step-by-step guidance. A more convenient interaction with agents can be achieved by goal-oriented instructions [7, 8] such as “Go into the living room and water the plant on the table”. This task, however, is more challenging as it requires both the grounding of rooms and objects as well as the efficient exploration of environments to reach the target.

In order to efficiently explore new areas, or correct previous decisions, an agent should keep track of already executed instructions and visited locations in its memory. Many existing VLN approaches [2, 10–14] implement...
memory using recurrent architectures, e.g. LSTM, and condense navigation history in a fixed-size vector. Arguably, such an implicit memory mechanism can be inefficient to store and utilize previous experience with a rich space-time structure. A few recent approaches [15, 16] propose to explicitly store previous observations and actions, and to model long-range dependencies for action prediction via transformers [17]. However, these models only allow for local actions, i.e., moving to neighboring locations. As a result, an agent has to run its navigation model \( N \) times to backtrack \( N \) steps, which increases instability and compute.

A potential solution is to build a map [18] that explicitly keeps track of all visited and navigable locations observed so far. The map allows an agent to make efficient long-term navigation plans. For example, the agent is able to select a long-term goal from all navigable locations in the map, and then uses the map to calculate a shortest path to the goal. Topological maps have been explored by previous VLN works [8, 19, 20]. These methods, however, still fall short in two aspects. Firstly, they rely on recurrent architectures to track the navigation state as shown in the middle of Figure 2, which can greatly hinder the long-term reasoning ability for exploration. Secondly, each node in topological maps is typically represented by condensed visual features. Such coarse representations reduce flexibility but may lack details to ground fine-grained object and scene descriptions in instructions.

Our approach addresses both of these shortcomings, the first one based on a transformer architecture and the second one with a dual-scale action planning approach. We propose a Dual-scale graph Transformer (DUET) with topological maps. As illustrated in Figure 1, our model consists of two modules: topological mapping and global action planning. In topological mapping, we construct a topological map over time by adding newly observed locations to the map and updating visual representations of nodes. Then at each step, the global action planning module predicts a next location in the map or a stop action. To balance fine-grained language grounding and reasoning over large graphs, we propose to dynamically fuse action predictions from dual scales: a fine-scale representation of the current location and a coarse-scale representation of the map. In particular, we use transformers to capture cross-modal vision-and-language relations, and improve the map encoding by introducing the knowledge of graph topology into transformers. We pretrain the model with behavior cloning and auxiliary tasks, and propose a pseudo interactive demonstrator to further improve policy learning. DUET significantly outperforms state-of-the-art methods on goal-oriented VLN benchmarks REVERIE and SOON. It also improves success rate on fine-grained VLN benchmark R2R. In summary, the contributions of our work are three-fold:

- We propose a dual-scale graph transformer (DUET) with topological maps for VLN. It combines coarse-scale map encoding and fine-scale encoding of the current location for efficient planning of global actions.
- We employ graph transformers to encode the topological map and to learn cross-modal relations with the instruction, so that action prediction can rely on a long-range navigation memory.
- DUET achieves state of the art on goal-oriented VLN benchmarks, with more than 20% improvement on success rate (SR) on the challenging REVERIE and SOON datasets. It also generalizes to fine-grained VLN task, i.e., increasing SR on R2R dataset by 4%.

2. Related work

Vision-and-language navigation (VLN). Navigation tasks involving instruction following [2–6, 9, 21–23] have become increasingly popular. Initial VLN methods mainly adopt recurrent neural networks with cross-modal attention [2, 10, 13, 24, 25]. More recently, transformer-based architectures have been shown successful in VLN tasks [26], notably by leveraging pre-trained architectures. For example, PRESS [27] adopts BERT [28] for instruction encoding. Different variants of ViLBERT are used in [29, 30] to measure compatibility between instructions and visual paths, but cannot be used for sequential action prediction. Recurrent VLN-BERT [14] addresses the limitation by injecting a recurrent unit in transformer architectures for action prediction. Instead of relying on one recurrent state,
E.T. [16] and HAMT [15] directly use transformers to capture long-range dependency to all past observations and actions (see first row in Figure 2).

Maps for navigation. The work on visual navigation has a long tradition of using SLAM [31] to construct metric maps [32] of the environment, using non-parametric methods [33], neural networks [34,35], or a mixture of both [36]. Anderson et al. [37] employ such metric maps for VLN tasks. However, it is challenging and requires accurate determination to construct metric map in real-time navigation. Therefore, several works [38,39] propose to represent the map as topological structures for pre-exploring environments [40], or for back-tracking to other locations, trading-off navigation accuracy with the path length [10,24]. A few recent VLN works [8,19,20] used topological maps to support global action planning, but they suffer from using recurrent architectures for state tracking and also lack a fine-scale representation for language grounding as shown in Figure 2. We address the above limitations via a dual-scale graph transformer with topological maps.

Training algorithms for sequential prediction. Behavior cloning is the most widely used training algorithm for sequential prediction. Nevertheless, it suffers from distribution shifts between training and testing. To address the limitation, different training algorithms have been proposed such as scheduled sampling [41], DAgger [42], reinforcement learning (RL) [43]. Most VLN works [13,14] combine behavior cloning and A3C RL [44]. Wang et al. [45] propose to learn rewards via soft expert distillation. Due to the difficulty of using RL in tasks with sparse rewards, we instead use an interactive demonstrator to mimic an expert and provide supervision in sequential training.

3. Method

Problem formulation. In the standard VLN setup for discrete environments [2,7,8], the environment is an undirected graph \( \mathcal{G} = \{ \mathcal{V}, \mathcal{E} \} \), where \( \mathcal{V} = \{ \mathcal{V}_i \}_{i=1}^K \) denotes \( K \) navigable nodes, and \( \mathcal{E} \) denotes connectivity edges. An agent is equipped with an RGB camera and a GPS sensor, and is initialized at a starting node in a previously unseen environment. The goal of the agent is to interpret natural language instructions and to traverse the graph to the target location and find the object specified by the instruction. \( \mathcal{W} = \{ w_i \}_{i=1}^L \) are word embeddings of the instruction with \( L \) words. At each time step \( t \), the agent receives a panoramic view and position coordinates of its current node \( \mathcal{V}_t \). The panorama is split into \( n \) images \( \mathcal{R}_t = \{ r_i \}_{i=1}^n \), each represented by an image feature vector \( r_i \) and a unique orientation. To enable fine-grained visual perception, \( m \) object features \( \mathcal{O}_t = \{ o_i \}_{i=1}^m \) are extracted in the panorama using annotated object bounding boxes or automatic object detectors [46]. In addition, the agent is aware of a few navigable views corresponding to its neighboring nodes \( \mathcal{N}(\mathcal{V}_t) \) as well as their coordinates. The navigable views of \( \mathcal{N}(\mathcal{V}_t) \) are a subset of \( \mathcal{R}_t \). The possible local action space \( \mathcal{A}_t \) at step \( t \) contains navigating to \( \mathcal{V}_t \in \mathcal{N}(\mathcal{V}_t) \) and stopping at \( \mathcal{V}_t \). After the agent decides to stop at a location, it needs to predict the location of the target object in the panorama.

Exploration and language grounding are two essential abilities for VLN agents. However, existing works either only allow for local actions \( \mathcal{A}_t \) [13–15] which hinders long-range action planning, or lack object representations \( \mathcal{O}_t \) [8,19,20] which might be insufficient for fine-grained grounding. Our work addresses both issues with a dual-scale representation and global action planning.

Overview. As illustrated in Figure 1, our model consists of two learnable modules, namely topological mapping and global action planning. The topological mapping module gradually constructs a topological map over time. The global action planning module then performs dual-scale reasoning based on coarse-scale global observations and fine-scale local observations. In the following, we introduce topological mapping in Sec. 3.1 and global action planning in Sec. 3.2. We end this section by presenting our approach to train our model and use it for inference in Sec. 3.3.

3.1. Topological Mapping

The environment graph \( \mathcal{G} \) is initially unknown to the agent, hence, our model gradually builds its own map using observations along the path. Let \( \mathcal{G}_t = \{ \mathcal{V}_t, \mathcal{E}_t \} \) with \( K_t \) nodes, \( \mathcal{G}_t \subset \mathcal{G} \) be the map of the environment observed after \( t \) navigation steps. There are three types of nodes in \( \mathcal{V}_t \) (see Figure 1): (i) visited nodes \( \bullet \), (ii) navigable nodes \( \circ \), and (iii) the current node \( \Box \). The agent has access to panoramic views for visited nodes and the current node. Navigable nodes are unexplored and are only partially observed from already visited locations, hence, they have different visual representations. At each step \( t \), we add the current node \( \mathcal{V}_t \) and its neighboring unvisited nodes \( \mathcal{N}(\mathcal{V}_t) \) to \( \mathcal{V}_{t-1} \), and update \( \mathcal{E}_{t-1} \) accordingly as illustrated in Figure 3. Given the new observation at \( \mathcal{V}_t \), we also update visual representations of the current node and navigable nodes as follows.

Visual representations for nodes. At time step \( t \), the agent
receives image features $\mathcal{R}_t$ and object features $\mathcal{O}_t$ of node $V_t$. We use a multi-layer transformer [17] to model spatial relations among images and objects. The core of the transformer is the self-attention block:

$$[R'_t, O'_t] = \text{SelfAttn}([R_t, O_t]),$$

$$\text{SelfAttn}(X) = \text{Softmax} \left( \frac{X W_q (X W_k)^T}{\sqrt{d}} \right) X W_v,$$

where $W_q \in \mathbb{R}^{d \times d}$ are parameters and biases are omitted. For ease of notation, we still use $R_t, O_t$ in the following instead of $R'_t, O'_t$ to denote the encoded embeddings.

Then we update visual representation of the current node $\mathcal{R}_t$ by average pooling of $R_t$ and $O_t$. As the agent also partially observes $\mathcal{N}(V_t)$ at $V_t$, we accumulate visual representations of these navigable nodes $\mathcal{O}_t$ based on the corresponding view embedding in $R_t$. If a navigable node has been seen from multiple locations, we average all the partial view embeddings as its visual representation. We use $v_i$ to denote the pooled visual representation for each node $V_i$. Such a coarse-scale representation enables efficient reasoning over large graphs, but may not provide sufficient information for fine-grained language grounding especially for objects. Therefore, we keep $R_t, O_t$ as a fine-grained visual representation $\mathcal{R}_t$ for the current node $V_t$ to support detailed reasoning at a fine-scale.

### 3.2. Global Action Planning

Figure 4 illustrates the global action planning module. The coarse-scale encoder makes predictions over all previously visited nodes, but uses a coarse-scale visual representation. The fine-scale encoder instead predicts local actions given fine-grained visual representations of the current location. The dynamic fusion of both encoders combines predictions of global and local actions.

#### 3.2.1 Text Encoder

To each word embedding in $W$ is added a positional embedding [28] corresponding to the position of the word in the sentence and a type embedding for text [47]. All word tokens are then fed into a multi-layer transformer to obtain contextual word representations, denoted here as $W = \{\hat{w}_1, \ldots, \hat{w}_L\}$.

#### 3.2.2 Coarse-scale Cross-modal Encoder

The module takes the coarse-scale map $\mathcal{G}_t$ and encoded instruction $W$ to make navigation predictions over a global action space $\left( \bigcup_{i=1}^{J} \mathcal{A}_i \right)$.

**Node embedding.** To the node visual feature $v_i$ is added a location encoding and a navigation step encoding. The location encoding embeds the location of a node in the map in an egocentric view, which is the orientation and distance relative to the current node. The navigation step encoding embeds the latest visited time step for visited nodes and 0 for unexplored nodes. In this way, visited nodes are encoded with a different navigation history to improve alignment with the instruction. We add a ‘stop’ node $v_0$ in the graph to denote a stop action and connect it with all other nodes.

**Graph-aware cross-modal encoding.** The encoded node and word embeddings are fed into a multi-layer graph-aware cross-modal transformer. Each transformer layer consists of a cross-attention layer [47] to model relations between nodes and instructions, and a graph-aware self-attention layer to encode environment layout. The standard attention in Eq. (2) only considers visual similarity among nodes, and thus it might overlook nearby nodes which are more relevant than distant nodes. To address the problem, we propose the graph-aware self-attention (GASA) which further takes into account the structure of the graph to compute attention as follows:

$$\text{GASA}(X) = \text{Softmax} \left( \frac{X W_q (X W_k)^T + M}{\sqrt{d}} \right) X W_v,$$

where $X$ denotes node representations, $E$ is the pair-wise distance matrix obtained from $\mathcal{E}_t$, and $W_e, b_e$ are two learnable parameters. We stack $N$ layers in the encoder and denote the output embedding of node $V_i$ at $\hat{v}_i$.

**Global action prediction.** We predict a navigation score for each node $V_i$ in $\mathcal{G}_t$ as below:

$$s_i^G = \text{FFN}(\hat{v}_i),$$

where FFN denotes a two-layer feed-forward network. To be noted, $s_0^G$ is the stop score. In most VLN tasks, it is not necessary for an agent to revisit a node, and thus we mask the score for visited nodes if not specially mentioned.

#### 3.2.3 Fine-scale Cross-modal Encoder

This part attends to the current location $V_t$ in the map to enable fine-scale cross-modal reasoning. The input is the instruction $\mathcal{V}_t$ and fine-grained visual representations $\{R_t, O_t\}$ of the current node. The module predicts navigation actions in a local action space $\mathcal{A}_t$, and grounds the object at the final time step.

**Visual Embedding.** We add two types of location embeddings to $R_t, O_t$. The first type is the current location in the map relative to the start node. This embedding helps understand absolute locations in instruction such as “go to the living room in first floor”. Then for $V_t \in \mathcal{N}(V_t)$, we add a second location embedding, the relative position of each neighboring node to the current node. It helps the encoder to realize egocentric directions such as “turn right”. A special ‘stop’ token $r_0$ is added for stop action.

**Fine-grained cross-modal reasoning.** We concatenate $[r_0; R_t; O_t]$ as visual tokens and exploit a standard multi-
layer cross-modal transformer [47] to model vision and language relations. The output embeddings of visual tokens are represented as $\hat{r}_0, R_i, O_i$ respectively.

**Local action prediction and object grounding.** We predict a navigation score $s^f_i$ in local action space $A_i$ similar to Eq. (5). Moreover, as the goal-oriented VLN task requires object grounding, we further use a FFN to generate object scores based on $O_i$.

### 3.2.4 Dynamic Fusion

We propose to dynamically fuse coarse- and fine-scale action predictions for better global action prediction. However, the fine-scale encoder predicts actions in a local action space which does not match with the coarse-scale encoder. Therefore, we first convert local action scores $s^f_i \in \{\text{stop}, \mathcal{N}(V_i)\}$ into the global action space. In order to navigate to other unexplored nodes that are not connected with the current node, the agent needs to backtrack through its neighboring visited nodes. Therefore, we sum over scores of visited nodes in $\mathcal{N}(V_i)$ as an overall backtrack score $s_{\text{back}}$. We keep the values for $s^f_i \in \{\text{stop}, \mathcal{N}(V_i)\}$ and use the constant $s_{\text{back}}$ for the others. Hence, the converted global action scores are:

$$s^g_i = \begin{cases} s_{\text{back}}, & \text{if } V_i \in \mathcal{V}_t - \mathcal{N}(V_i), \\ s^f_i, & \text{otherwise}. \end{cases}$$

(6)

At each step, we concatenate $\hat{v}_0$ from coarse-scale encoder and $\hat{r}_0$ from fine-scale encoder to predict a scalar for fusion:

$$\sigma_t = \text{Sigmoid}(\text{FFN}(\{\hat{v}_0; \hat{r}_0\})).$$

(7)

The final navigation score for $V_i$ is:

$$s_i = \sigma_t s^g_i + (1 - \sigma_t)s^f_i.$$  

(8)

### 3.3. Training and Inference

**Pretraining.** As shown in [15, 16, 26], it is beneficial to pretrain transformer-based VLN models with auxiliary tasks as initialization. Therefore, we first pretrain our model based on off-line expert demonstrations with behavior cloning and other common vision-and-language proxy tasks. We use masked language modeling (MLM) [28], masked region classification (MRC) [48], single-step action prediction (SAP) [15] and object grounding (OG) [49] if object annotations are available. The SAP and OG loss in behavior cloning given a demonstration path $P^*$ is as follows:

$$L_{\text{SAP}} = \sum_{t=1}^{T} -\log p(a^*_t|W, P_{<t})$$  

(9)

$$L_{\text{OG}} = -\log p(o^*|W, P_T)$$  

(10)

where $a^*_t$ is the expert action of a partial demonstration path $P^*_{<t}$, and $o^*$ is the groundtruth object at the last location $P_T$. More details are presented in the supplementary material.

**Policy learning via an interactive demonstrator.** Behavior cloning suffers from distribution shifts between training and testing. Therefore, we propose to further train the policy with the supervision from a pseudo interactive demonstrator (PID) $\pi^*$ similar to the DAgger algorithm [42]. During training we have access to the environment graph $\mathcal{G}$, hence $\pi^*$ can utilize $\mathcal{G}$ to select the next target node, i.e., a navigable node with the overall shortest distance from the current node and to the final destination. In each iteration, we use the current policy to sample a trajectory $P$ and use $\pi^*$ to obtain pseudo supervision:

$$L_{\text{PID}} = \sum_{t=1}^{T} -\log p(a^*_t|W, P_{<t})$$  

(11)
where \( a_t^* \) is our pseudo target at step \( t \). We combine the original expert demonstrations with our pseudo demonstrations in policy learning with a balance factor \( \lambda \):

\[
L = \lambda L_{\text{SAP}} + L_{\text{PID}} + L_{\text{OG}}.
\]

**Inference.** At each time step during testing, we update the topological map as introduced in Sec. 3.1 and then predict a global action as explained in Sec. 3.2. If it is a navigation action, the shortest route planning module employs the Floyd algorithm to obtain a shortest path from the current node to the predicted node given the map, otherwise the agent stops at the current location. The agent is forced to stop if it exceeds the maximum action steps. In such case, it will return to a node with maximum stop probability as its final prediction. At the stopped location, the agent selects an object with maximum object prediction score.

4. Experiments

4.1. Datasets

We focus our evaluation on goal-oriented VLN benchmarks REVERIE [7] and SOON [8], which require fine-grained object grounding and advanced exploration capabilities to find a remote object. We also evaluate our model on the widely used VLN benchmark R2R [2], which has step-by-step instructions and no object localization.

**REVERIE** contains high-level instructions mainly describing target locations and objects. Instructions contain 21 words on average. Given predefined object bounding boxes provided for each panorama, the agent should select the correct object bounding box at the end of the navigation path. The length of expert paths ranges from 4 to 7 steps.

**SOON** also provides instructions describing target rooms and objects. The average length of instructions is 47 words. SOON does not provide object boxes and requires the agent to predict object center locations in the panorama. Hence, we use an automatic object detector [46] to obtain candidate object boxes. The length of expert paths ranges from 2 to 21 steps with 9.5 steps on average.

**R2R** contains step-by-step navigation instructions. The average length of instructions is 32 words. The average length of expert paths is 6 steps.

Examples from REVERIE and R2R are illustrated in Figure 5. Further details are in the supplementary material.

4.2. Evaluation Metrics

**Navigation metrics.** We use standard metrics [1] to measure navigation performance, i.e., Trajectory Length (TL): average path length in meters; Navigation Error (NE): average distance in meters between agent’s final location and the target; Success Rate (SR): the ratio of paths with NE less than 3 meters; Oracle SR (OSR): SR given oracle stop policy; and SR penalized by Path Length (SPL).

**Object grounding metrics.** To evaluate both the navigation and object grounding, we follow [7] and adopt Remote Grounding Success (RGS): the proportion of successfully executed instructions. We also use RGS penalized by Path Length (RGSPL). All the metrics are the higher the better except for TL and NE.

| scale | fusion | OSR↑ | SR↑ | SPL↑ | RGS↑ | RGSPL↑ |
|-------|--------|------|-----|------|------|--------|
| fine  | -      | 30.96| 28.86| 93.22| 23.57| 20.39  |
| coarse| -      | 46.44| 36.52| 78.64| 25.98| -      |
| multi | average| 51.86| 45.81| 88.33| 31.94| 32.49  |
| multi | dynamic| 51.07| 46.98| 91.40| 33.73| 32.15  |

Table 1. Comparison of different scales and dual-scale fusion strategy on REVERIE val unseen split.

4.3. Implementation Details

**Features.** For images, we adopt ViT-B/16 [50] pretrained on ImageNet to extract features. For objects, we use the same ViT on the REVERIE dataset as it provides bounding boxes, while we use the BUTD object detector [46] on the SOON dataset. The orientation feature [11] contains \( \sin(\cdot) \) and \( \cos(\cdot) \) values for heading and elevation angles.

**Model architecture.** We use 9, 2, 4 and 4 transformer layers in the text encoder, panorama encoder, coarse-scale cross-modal encoder and fine-scale cross-modal encoder, respectively. Other hyper-parameters are set the same as in LXMERT [47], e.g., the hidden layer size is 768. We utilize the pretrained LXMERT for initialization.

**Training details.** On the REVERIE dataset, we first pre-train DUET with the batch size of 32 for 100k iterations using 2 Nvidia Tesla P100 GPUs. We automatically generate synthetic instructions to augment the dataset [10]. Then we use Eq. (12) to fine-tune the policy with the batch size of 8 for 20k iterations on a single Tesla P100. The best epoch is selected by SPL on val unseen split. More details are provided in supplementary material.

4.4. Ablation Study

We ablated our approach on the REVERIE dataset. All results in this section are reported on the val unseen split.

1) Coarse-scale vs. fine-scale encoders. We first evaluate coarse-scale and fine-scale encoders separately for the REVERIE navigation task in the upper part of Table 1. As the coarse-scale encoder is not fed with object representations, it is unable to select target objects for the REVERIE task. However, it outperforms the fine-scale version except for SR, for which the fine-scale encoder achieves much higher performance. This ratio estimates the performance of the stop action (the OSR is the success rate under oracle
4) Training losses. In Table 3, we compare different training losses for DUET. The first row only uses $L_{SR}$ in behavior cloning. As it is not trained for object grounding, we can ignore RGS and RGSPPL metrics. The second row adds the object supervision in training. It also improves navigation performance, which suggests that additional cross-modal supervisions such as association between words and objects can be beneficial to VLN tasks. In the third row, we add common auxiliary proxy tasks MLM and MRC in training, which are more helpful for object grounding. As instructions in REVERIE mainly describe the final target, these two losses are more relevant to object grounding. We further fine-tune the model with reinforcement learning (RL) [14,15] or our PID in the last two rows to address distribution shift issue in behavior cloning. Both RL and PID achieve significant improvement and PID outperforms RL.

5) Data augmentation with synthetic instructions. We evaluate contributions of augmenting training data with synthetic instructions. The upper block of Table 4 presents results of pretraining with or without the augmented data. We can see that the synthetic data is beneficial in the pretraining stage and improves SPL and RGSPPL by 1.63% and 1.76% respectively. Based on the initialization of the model in row 2, we use PID to further improve the policy. The results are shown in the bottom block of Table 4. The synthetic data however does not bring improvements to the performance. We hypothesize that auxiliary proxy tasks in pretraining help to take advantage from the noisy synthetic data, but the policy learning still requires cleaner data.

### 4.5. Comparison with State of the Art

**REVERIE.** Table 6 compares our final model with state-of-the-art models on the REVERIE dataset. Our model significantly beats the state of the arts on all evaluation metrics on the three splits. For example, on the val unseen split, our model outperforms the previous best model HAMT [15] by 14.03% on SR, 3.53% on SPL and 5.75% on RGSPPL. Our model also generalizes better on the test unseen split, where we improve over HAMT by 22.11% on SR, 9.39% on SPL and 8.98% on RGSPPL. This clearly demonstrates the effectiveness of our dual-scale action planning model with topological maps. Note that none of the previous methods has employed a map for navigation on this dataset.

**SOON.** Table 5 presents the results on the SOON dataset. Our model also achieves significant better performance than the previous graph-based approach GBE [8], with 20.54% gains on SR and 12.19% on SPL on test unseen split. The results, however, are much lower than those on REVERIE. This is because SOON contains fewer and more challenging maps.
Table 6. Comparison with the state-of-the-art methods on REVERIE dataset.

| Methods        | Val Seen Navigation |  | Val Unseen Navigation |  | Test Unseen Navigation |
|----------------|---------------------|--------------------------|--------------------------|--------------------------|
|                | OSR↑ SPL↑ RGS↑ RGSPL↑ | OSR↑ SPL↑ RGS↑ RGSPL↑ | OSR↑ SPL↑ RGS↑ RGSPL↑ | OSR↑ SPL↑ RGS↑ RGSPL↑ |
| Human          | - - - -            | - - - -                | - - - -                  | - - - -                  |
| Seq2Seq [2]    | 12.88 35.70 29.59 24.01 18.97 14.96 | 11.07 8.07 4.20 2.84 2.16 1.63 | 10.89 6.88 3.99 3.09 2.00 1.58 |
| RCM [12]       | 10.70 29.44 23.33 21.82 16.23 15.36 | 11.98 14.23 9.29 6.97 4.89 3.89 | 10.60 11.68 7.84 6.67 3.67 2.14 |
| SMNA [11]      | 7.54 43.29 41.25 39.61 30.07 28.98 | 9.07 11.28 8.15 6.44 4.54 3.61 | 9.23 8.39 5.80 4.53 3.10 2.39 |
| FAST-MATTN [7] | 16.35 55.17 50.53 45.50 31.97 29.66 | 45.28 28.20 14.40 7.19 4.53 4.67 | 39.05 30.63 19.88 11.61 5.80 4.53 |
| SIA [49]       | 13.61 65.85 61.91 57.08 45.96 42.65 | 41.53 44.67 31.53 16.28 22.41 11.56 | 48.61 44.56 30.80 14.85 19.02 9.20 |
| RecBERT [14]   | 13.44 53.90 51.79 47.96 38.23 35.61 | 16.78 35.02 30.67 24.90 18.77 15.27 | 15.86 32.91 29.61 23.99 16.50 13.51 |
| Airbert [30]   | 15.16 48.98 47.01 42.34 32.75 30.01 | 18.71 34.51 27.89 21.88 18.23 14.18 | 17.91 34.20 30.28 23.61 16.83 13.28 |
| HAMT [15]      | 12.79 47.65 43.29 40.19 27.20 25.18 | 14.08 36.84 32.95 30.20 18.92 17.28 | 13.62 33.41 30.40 26.67 14.88 13.08 |

DUET (Ours) | 13.86 73.86 71.75 63.94 57.41 51.14 | 22.11 51.07 46.98 33.73 32.15 23.03 | 21.30 56.91 52.51 36.06 31.88 22.06

Table 7. Comparison with the state of the art on R2R dataset. Methods are grouped according to the used memories: ‘Rec’ for recurrent state, ‘Seq’ for sequence and ‘Map’ for topological map.

| Mem       | Methods               | Val Unseen Navigation |  | Test Unseen Navigation |
|-----------|-----------------------|-----------------------|--------------------------|--------------------------|
|           | OSR↑ NE↓ SR↑ SPL↑     | OSR↑ NE↓ SR↑ SPL↑     | OSR↑ NE↓ SR↑ SPL↑     |
| Rec       | Seq2Seq [2]           | 8.39 7.81 22 - 8.13 7.85 20 18 | 14.42 6.62 35 28 |
|           | SF [10]               | 6.62 35 - 14.82 6.62 35 28 |
|           | PRESS [27]            | 10.36 5.28 49 45 10.77 5.49 49 45 |
|           | EnvDrop [13]          | 10.70 5.22 52 48 11.66 5.23 51 47 |
|           | AuxRNN [51]           | - 5.28 55 50 - 5.15 55 51 |
|           | PREVALENT [26]        | 10.19 4.71 58 53 10.51 5.30 54 51 |
|           | RelGraph [52]         | 9.99 4.73 57 53 10.29 4.75 55 52 |
|           | RecBERT [14]          | 12.01 3.93 63 57 12.35 4.09 63 57 |
| Seq       | HAMT [15]             | 11.87 3.65 65 59 12.65 4.11 63 58 | 11.46 2.29 66 61 12.27 3.93 65 60 |
|           | HAMT-e2e [15]         | - 4.83 56 44 - 5.34 53 42 |
|           | EGP [19]              | - 5.20 54 43 - 5.18 53 43 |
|           | GBE [8]               | 20.7 4.32 62 45 20.4 4.57 61 46 |
|           | SSM [20]              | 12.96 3.67 68 59 13.08 3.93 67 58 |
|           | DUET-coarse           | 13.94 3.31 72 60 14.73 3.65 69 59 |

5. Conclusion

We propose DUET (dual-scale graph transformer) for vision-and-language navigation (VLN) based on online constructed topological maps. It uses graph transformers to reason over a coarse-scale map representation for long-term action planning and a fine-scale local representation for fine-grained language grounding. The two scales are dynamically combined in the navigation policy. DUET achieves state-of-the-art performance on VLN benchmarks REVERIE, SOON and R2R.
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