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ABSTRACT

In this work an efficient strategy for yield optimization with uncertain and deterministic optimization variables is presented. The gradient based adaptive Newton-Monte Carlo method is modified, such that it can handle variables with (uncertain parameters) and without (deterministic parameters) analytical gradient information. This mixed strategy is numerically compared to derivative free approaches.

1 Introduction

In mass production one often has to deal with uncertainties due to manufacturing imperfections, which lead to deviations in the specified design parameters, i.e., geometry or material parameters, of the manufactured device. These deviations in the design parameters, may lead to deviations in the performance quantities, such that predefined performance requirements are not fulfilled. Thus, the device is useless. This is of course a waste of time, money and resources – and should be avoided.

In order to quantify the uncertainty, we consider the yield as the so-called probability of success. It is defined as the percentage of realizations in a manufacturing process, which fulfills all performance requirements, taking into account manufacturing uncertainties \cite{6}. The yield can be estimated e.g. by a Monte Carlo (MC) analysis \cite{7, Chap. 5}. In this work we will focus on the optimization procedure, i.e., the maximization of the yield in order to reduce the negative impact of uncertainty. In \cite{6,3} gradient based optimization algorithms have been proposed, assuming that gradients are available in analytical form. But this is only the case under some suitable conditions. In the following we present a strategy for efficient yield optimization under the assumption that only some of the partial derivatives are available.

2 Definition of the yield

We define three kinds of parameters: uncertain design parameters, deterministic design parameters and range parameters. The uncertain parameters $p$ are modeled as normal distributed random variables, i.e.,

$$p \sim \mathcal{N}(\overline{p}, \Sigma), \text{ with pdf}_{\mathcal{N}(\overline{p}, \Sigma)}(p) = \exp\left(\frac{-1}{2}(p - \overline{p})^T \Sigma^{-1} (p - \overline{p})\right),$$

where $\overline{p} \in \mathbb{R}^n_p$ indicates the mean value, $\Sigma \in \mathbb{R}^{n_p \times n_p}$ the covariance matrix and pdf$_{\mathcal{N}(\overline{p}, \Sigma)}$ the corresponding probability density function (pdf). The deterministic parameters are given by $d \in \mathbb{R}^{n_d}$. The range parameter is denoted by $r \in T_r \subset \mathbb{R}$ and describes the environment in which the requirements have to be fulfilled.

Let $Q : \mathbb{R}^{n_p + n_d + 1} \rightarrow \mathbb{R}$ be a quantity of interest (QoI) and $c \in \mathbb{R}$. We define the performance feature specifications (pfs) as

$$Q_r(p, d) \leq c \quad \forall r \in T_r,$$

which can be easily extended to a vector-valued formulation in case of several requirements. Then the safe domain is the set of all parameter combinations fulfilling the pfs, and it depends on the current value of $d$, i.e.,

$$\Omega_d = \{p : Q_r(p, d) \leq c \forall r \in T_r\}. $$
The yield $Y$ defines the percentage of realizations in a manufacturing process, which fulfill the pfs. Following \[6\] it is given by

$$Y(\overline{p}, d) := \mathbb{E}[1_{\Omega_d}(p)] := \int_{\mathbb{R}^n} 1_{\Omega_d}(p) \, \text{pdf}_{\mathcal{N}(\bar{p}, \Sigma)}(p) \, dp,$$

where $\mathbb{E}$ denotes the expected value and $1_{\Omega_d}$ the indicator function with value 1 if the parameter $p$ lies inside the safe domain and 0 otherwise.

A straightforward approach for yield estimation is MC analysis [7, Chap. 5]. There, a large set of sample points $p^{(1)}, \ldots, p^{(MC)}$ of the uncertain parameter is randomly generated according to its pdf. Then the yield can be estimated by

$$Y(\overline{p}, d) \approx Y_{MC}(\overline{p}, d) = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} 1_{\Omega_d}(p^{(i)}).$$

In computational engineering, the QoI often involves solving partial differential equations numerically, e.g., with a finite element method (FEM). Hence, it is computationally very expensive or even prohibitive to evaluate the QoI for the many sample points required in a MC analysis. For that reason, there is research on efficient yield estimation, using e.g. importance sampling [5], surrogate modeling [1,11,10] or hybrid approaches [8,3,4]. These hybrid approaches combine classic MC with surrogate methods, e.g. Gaussian process regression (GPR), cf. [4]. Since this work focuses on the optimization process, we will not go into the details here.

### 3 Yield optimization

We aim to maximize the yield by modifying the design, i.e.,

$$\max_{\overline{p}, d} Y(\overline{p}, d). \quad (1)$$

Let us assume that we have only uncertain design parameters as optimization variables and all of them are Gaussian distributed, i.e., $\max_{\overline{p}} Y(\overline{p}, d)$. Then there exist closed form solutions of gradient and Hessian, cf. [6],

$$\nabla_{\overline{p}} Y(\overline{p}, d) = \int_{\mathbb{R}^n} 1_{\Omega_d}(p) \nabla_{\overline{p}} \text{pdf}_{\mathcal{N}(\bar{p}, \Sigma)}(p) \, dp, \quad (2)$$

$$\nabla_{\overline{p}} Y(\overline{p}, d) = \int_{\mathbb{R}^n} 1_{\Omega_d}(p) \nabla_{\overline{p}} \text{pdf}_{\mathcal{N}(\bar{p}, \Sigma)}(p) \, dp, \quad (3)$$

since the optimization variable $\overline{p}$ only appears in the pdf and this is just an exponential function in case of Gaussian distribution. The MC estimators of the gradient and the Hessian are given by

$$\nabla_{\overline{p}} Y_{MC}(\overline{p}, d) = Y_{MC}(\overline{p}, d) \Sigma^{-1} (\bar{p}_{\Omega_d} - \bar{p}), \quad (4)$$

$$\nabla_{\overline{p}}^2 Y_{MC}(\overline{p}, d) = \Sigma^{-1} \left( \Sigma_{\Omega_d} + (\bar{p}_{\Omega_d} - \bar{p}) (\bar{p}_{\Omega_d} - \bar{p})^T - \Sigma \right) \Sigma^{-1}, \quad (5)$$

where $\bar{p}_{\Omega_d}$ indicates the mean value of all MC sample points lying inside the safe domain and $\Sigma_{\Omega_d}$ the corresponding covariance matrix. The detailed derivation can be found in [6]. Using [4] and [5], once the yield is estimated with MC, the derivatives are obtained without any additional computational effort. This allows to use a gradient based optimization solver, e.g. a globalized Newton method, cf. [12].

In [3] an adaptive Newton-MC method is proposed, which is an efficient modification of the globalized Newton method using the standard deviation of the MC estimation

$$\sigma_{MC}(\overline{p}, d) = \sqrt{\frac{Y_{MC}(\overline{p}, d)(1 - Y_{MC}(\overline{p}, d))}{N_{MC}}}$$

as an error indicator for an adaptive sample size increase. For details we refer to [3].

Back to problem (1), we have uncertain and deterministic optimization variables. Since $d$ appears in the indicator function, we cannot calculate the gradient of the yield with respect to $d$, given by

$$\nabla_d Y(\overline{p}, d) = \int_{\mathbb{R}^n} \nabla_d 1_{\Omega_d}(p) \, \text{pdf}_{\mathcal{N}(\bar{p}, \Sigma)}(p) \, dp.$$
analytically. Same holds for the Hessian. In order to still use the globalized Newton method or the adaptive Newton-MC, we propose a mixed strategy. We calculate the gradient with respect to \( \mathbf{d} \) with finite differences. But we still use the analytical form for the derivative with respect to \( \mathbf{p} \). So we have

\[
\nabla_{\mathbf{p}, \mathbf{d}} Y(\mathbf{p}, \mathbf{d}) = \begin{pmatrix} \nabla_{\mathbf{p}} Y(\mathbf{p}, \mathbf{d}) & \nabla_{\mathbf{d}} Y(\mathbf{p}, \mathbf{d}) \end{pmatrix}^T,
\]

where the first part is calculated with (2) and the second part with finite differences. A well-known formula to approximate Hessians is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update [12], given by

\[
H_{\text{BFGS}}^{k+1} = H_{\text{BFGS}}^k + \frac{g_k g_k^T}{\nabla_{\mathbf{d}} Y(\mathbf{p}, \mathbf{d})^T H_{\text{BFGS}}^k g_k} - \frac{H_{\text{BFGS}}^k (H_{\text{BFGS}}^k)^T}{\nabla_{\mathbf{d}} Y(\mathbf{p}, \mathbf{d})^T H_{\text{BFGS}}^k (H_{\text{BFGS}}^k)^T},
\]

where \( H_k \) is the Hessian from the last iterate, \( g_k \) the difference between the current and the last gradient and \( x_k \) the difference between the current and the last solution. Since the part of the Hessian belonging to the uncertain parameter can be calculated analytically by (3), we introduce the mixed BFGS Hessian

\[
H_{\text{mix}}^{\text{BFGS}} := \begin{pmatrix} \nabla_{\mathbf{p}}^2 Y(\mathbf{p}, \mathbf{d}) & H_{\text{BFGS}}^2 \end{pmatrix} \begin{pmatrix} H_{\text{BFGS}}^2 & H_{\text{BFGS}}^2 \end{pmatrix} \in \mathbb{R}^{(n_p+n_d) \times (n_p+n_d)},
\]

where we insert the analytical Hessian \( \nabla_{\mathbf{p}}^2 Y(\mathbf{p}, \mathbf{d}) \in \mathbb{R}^{n_p \times n_p} \) from (3) into the BFGS formulation (6). The mixed strategy can also be necessary, if the gradient or Hessian of the pdf cannot be computed in closed form.

### 4 Numerical results

As benchmark problem we consider a simple dielectric waveguide with two uncertain geometrical parameters \( p_1 \) (length of the inlay) and \( p_2 \) (length of the offset) and two deterministic material parameters \( d_1 \) and \( d_2 \) with impact on the relative permittivity and permeability. The uncertain parameters are assumed to be independent truncated Gaussian distributed with truncation at \( \pm 3 \) mm in order to avoid unphysical values. Thus, the parameters and their initial values for optimization are given by

\[
\mathbf{p}^0 = [9, 5], \quad \Sigma = \text{diag}(\{0.92, 0.92\}) \quad \text{and} \quad \mathbf{d}^0 = [1, 1].
\]

The range parameter is the angular frequency. The QoI is the scattering parameter (S-parameter), i.e., for its calculation the electric field formulation of Maxwell has to be solved numerically with FEM. We consider the pfs

\[
Q_r(p) \leq -24 \text{ dB} \quad \forall r \in T_r = [2\pi 6.5, 2\pi 7.5] \text{ in GHz}. \tag{7}
\]

The frequency range \( T_r \) is discretized into 11 equidistant frequency points. For each of these points, the inequality in (7) has to be fulfilled. For more details regarding this example we refer to [9] and [3]. In the optimization we set \( \sigma_{\text{MC}}^{\text{opt}} = 0.01 \), which implies \( N_{\text{MC}} = 2500 \) in the non-adaptive method. In the adaptive Newton-MC we set \( N_{\text{MC}}^{\text{opt}} = 100 \) and increase it if necessary. The initial yield value is \( Y_{\text{MC}}^{\text{opt}} = 42.8 \% \). We compare four methods to maximize the yield of this waveguide:

- **V1dfo-ref**: reference solution – problem solved with classic MC for estimation and the derivative free optimization (DFO) solver Py-BOBYQA [2]
- **V2mix-na**: mixed strategy proposed in Section [3] with classic MC for estimation and non-adaptive Newton method for optimization
- **V3mix-a**: mixed strategy proposed in Section [4] with classic MC for estimation and adaptive Newton-MC for optimization
- **V4mix-ha**: mixed strategy proposed in Section [3] with Hybrid-GPR approach [4] for estimation and adaptive Newton-MC for optimization

We consider three aspects of these methods: the optimal yield they achieve, the number of objective function (i.e., yield) calls they require and the number of FEM evaluations (to solve the QoI). The results are shown in Figure [1].

All methods achieve an improvement of the yield by more than 55% to values between 98.4% (V2mix-na) and 99.8% (V3mix-a), with the optimal solutions

- **V1dfo-ref**: \( \mathbf{p}^{\text{opt}} = [10.94, 5.22] \) and \( \mathbf{d}^{\text{opt}} = [0.44, 1.19] \)
- **V2mix-na**: \( \mathbf{p}^{\text{opt}} = [10.56, 4.52] \) and \( \mathbf{d}^{\text{opt}} = [0.39, 1.16] \)
- **V3mix-a**: \( \mathbf{p}^{\text{opt}} = [9.87, 4.92] \) and \( \mathbf{d}^{\text{opt}} = [0.2, 0.125] \)
- **V4mix-ha**: \( \mathbf{p}^{\text{opt}} = [10.86, 5.22] \) and \( \mathbf{d}^{\text{opt}} = [0.44, 1.09] \)
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| Method       | Opt. Yield (%) | Yield Evals. | FEM Evals. |
|--------------|----------------|--------------|------------|
| V1dfo-ref    | 99.32          | 1.72 \times 10^6 |
| V2mix-na     | 98.24          | 1.23 \times 10^6 |
| V3mix-a      | 99.8           | 1.86 \times 10^6 |
| V4mix-ha     | 99.24          | 1,029        |

Figure 1: Comparison of different methods for yield optimization.

In the non-adaptive case (V1dfo-ref and V2mix-na) the number of yield evaluations correlates strongly with the number of FEM evaluations. The mixed strategy from Section 3 (V2mix-na) needs more than 20% less yield and FEM evaluations than the reference DFO solver Py-BOBYQA (V1dfo-ref). When introducing the adaptive Newton-MC (V3mix-a and V4mix-ha), the number of yield evaluations increases, which can be explained by less accurate descent directions due to noisier yield estimations because of smaller MC sample sets. Nevertheless, the total computational effort, i.e., the number of FEM evaluations, decreases, since the yield evaluations are run with smaller MC sample sets and are thus less expensive. By not applying classic MC for yield estimation, but a hybrid approach based on GPR surrogates (V4mix-ha), the computational effort again can be reduced by a factor of 180 compared to classic MC (V3mix-a), by 1191 compared to the non-adaptive strategy (V2mix-na) and by 1671 compared to the DFO reference (V1dfo-ref).

5 Conclusion

We proposed a new mixed approach to solve yield optimization problems with deterministic and uncertain optimization variables. Only for the uncertain parameters, analytical gradient and Hessian information is available. Thus, a mixed strategy with analytical and numerical (finite differences and BFGS updates) derivatives has been used. Numerical results show better efficiency than a common derivative free optimization solver. Future research will deal with implementing the adaptive strategy and available gradient information into an originally derivative free solver.
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