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Abstract

We obtain some approximation results for the weights appearing in the exchangeable partition probability function identifying Gibbs partition models of parameter \( \alpha \in (0, 1) \), as introduced in Gnedin and Pitman (2006). We rely on approximation results for central and non-central generalized Stirling numbers and on known results for conditional and unconditional \( \alpha \) diversity. We provide an application to an approximate Bayesian nonparametric estimation of discovery probability in species sampling problems under normalized inverse Gaussian priors.

1 Introduction

Exchangeable Gibbs partitions (Gnedin and Pitman, 2006) are the largest class of infinite exchangeable partitions of the positive integers \( \mathbb{N} \) and are characterized by a consistent sequence of exchangeable partition probability functions (EPPF) in the form

\[
p(n_1, \ldots, n_k) = V_{n,k} \prod_{j=1}^{k} (1 - \alpha)^{n_j-1},
\]

for each \( n \geq 1 \), \( (n_1, \ldots, n_k) \) the sizes of the blocks, \( \alpha \in (-\infty, 1) \) and \( V_{n,k} \) coefficients satisfying the backward recursive relation

\[
V_{n,k} = (n - k\alpha)V_{n+1,k} + V_{n+1,k+1},
\]

for \( V_{1,1} = 1 \). The specific form of the \( V_{n,k} \) identifies the specific \( \alpha \)-Gibbs model, each arising (cfr. Th. 12, Gnedin and Pitman, 2006) as a mixture of extreme partitions, namely: Fisher’s (1943) \((\alpha, \xi)\) partitions, \( \xi = 1, 2, \ldots \), for \( \alpha < 0 \), Ewens’ (1972) Poisson-Dirichlet (\( \theta \)) partitions for \( \alpha = 0 \), and Pitman’s (2003) Poisson-Kingman \( PK(\rho_\alpha|t) \) conditional
partitions for $\alpha \in (0,1)$, where $\rho_\alpha$ is the Lévy density of the Stable subordinator. For $\alpha \in (0,1)$, $\theta > -\alpha$ and mixing density
\[
\gamma_{\theta,\alpha}(t) = \frac{\Gamma(\theta + 1)}{\Gamma(\theta/\alpha + 1)} t^{-\theta} f_\alpha(t),
\]
where $f_\alpha(t)$ is the density of the stable distribution, the Poisson-Kingman $(\rho_\alpha, \gamma_{\alpha,\theta})$ model corresponds to the two-parameter Poisson-Dirichlet partition model (Pitman, 1995, Pitman and Yor, 1997) with EPPF in the form
\[
p_{\alpha,\theta}(n_1, \ldots, n_k) = \frac{(\theta + \alpha)_{k-1\alpha}}{(\theta + 1)_{n-1}} \prod_{j=1}^{k} (1 - \alpha)_{n_j-1},
\]
which reduces to the Dirichlet ($\theta$) partition model for $\alpha = 0$. Recently exchangeable Gibbs partitions and the corresponding discrete random probability measures, have found application as prior models in the Bayesian nonparametric treatment of species sampling problems, (cfr. Lijoi et al. 2007b, Lijoi et al. 2008). Here interest typically lies in estimating the diversity of a population of species with unknown relative abundances, by estimating both predictive \textit{species richness} (cfr. Favaro et al. 2009) and posterior \textit{species evenness} (cfr. Cerquetti, 2012). By assuming the sequence of labels of different observed species to be a realization of an exchangeable sequence $(X_i)_{i \geq 1}$ with de Finetti measure belonging to the Gibbs class, posterior predictive results are obtained with respect to a future $m$-sample conditioning on the multiplicities $(n_1, \ldots, n_k)$ of the first $k$ species observed in a basic $n$-sample.

With respect to the whole $PK(\alpha, \gamma)$ class, the $(\alpha, \theta)$ partition model stands out for its mathematical tractability, and a huge amount of results are available for this model both in random partitions theory like in Bayesian nonparametric implementations. But in general, without loss of generality, for mixing distributions in the form $\gamma(t) = h(t)f_\alpha(t)$, for $f_\alpha(t)$ the Stable density, the Gibbs weights are obtained by mixing the conditional EPPF $p_\alpha(n_1, \ldots, n_k|t)$, (cfr Pitman, 2003, eq. (66)) by the specific mixing distribution, which results in the following integral
\[
V_{n,k}^{\alpha,h} = \int_{0}^{\infty} \frac{\alpha^k}{\Gamma(n-k\alpha)} t^{-k\alpha} \left[ \int_{0}^{1} p^{n-1-k\alpha} f_\alpha((1-p)t)dp \right] h(t) dt.
\]
It follows that calculating explicitly the $PK(\rho_\alpha, h \times f_\alpha)$ coefficients outside the $(\alpha, \theta)$ class can be hard, mostly due to the lack of explicit expression for the $\alpha$-stable density. To give an example, in the Bayesian nonparametric implementation of those models, the most studied alternative to the $(\alpha, \theta)$ model is the normalized generalized Gamma class (Pitman, 2003; see Lijoi et al. 2005, 2007a, Cerquetti, 2007) whose mixing density arises by the exponential tilting of the stable density, hence
\[
\gamma(t) = h(t) \times f_\alpha(t) = \exp\{\psi(\lambda) - \lambda t\} f_\alpha(t),
\]
for $\psi_\alpha(\lambda) = (2\lambda)^\alpha$, $\lambda > 0$ the Laplace exponent of $f_\alpha$. By the reparametrization $\lambda = \beta^{1/\alpha}/2$, 

$$\gamma_{\alpha,\beta}(s^{-1/\alpha}) = \exp \left\{ \beta - \frac{1}{2} \left( \frac{\beta}{s} \right)^{1/\alpha} \right\} f_\alpha(s^{-1/\alpha})\alpha^{-1}s^{-1/\alpha-1}$$

and the corresponding $(V_{n,k})^\alpha$ (Cerquetii, 2007) are given by

$$V_{n,k}^{\alpha,\beta} = e^{\beta \alpha k} \frac{\Gamma(n)}{\Gamma(n+k)} \int_0^\infty \lambda^{n-1} e^{-\left(\frac{\beta}{\alpha} + 2\lambda\right) s^{1/\alpha}} d\lambda,$$

and can be rewritten (Lijoi et al. 2007a) by the change of variable $x = (\beta^{1/\alpha} + 2\lambda)^{1/\alpha}$, $d\lambda = (2\alpha)^{-1} x^{1/\alpha-1} dx$, as a linear combination of incomplete Gamma functions

$$V_{n,k}^{\alpha,\beta} = e^{\beta \alpha k} \frac{\Gamma(n)}{\Gamma(n+k)} \sum_{i=0}^{n-1} \left( \frac{n-1}{i} \right) (-1)^i (\beta)^{1/\alpha} \Gamma(k - \frac{i}{\alpha} ; \beta).$$

The computational burden implicit in working with those priors is then clear. Additionally, when dealing with posterior predictive analysis in this setting, Bayesian nonparametric distributions for quantities of interest in species sampling problems are typically characterized by a ratio, that we term posterior Gibbs weights, of the kind

$$V_{n+m,k+k^*}^{n+m,k+k^*},$$

for $k^*$ the number of different species observed in the additional $m$-sample, whose complexity increases with the complexity of the prior weights. It looks therefore interesting to investigate the possibility to obtain some sort of approximation result for both prior and posterior Gibbs coefficients. Here we propose a Stirling’s approximation by relying on approximation results for both generalized central and non central Stirling numbers.

The paper is organized as follows. In Section 2. we provide some preliminaries and obtain an approximation result for the prior Gibbs weights of the $PK(\rho_\alpha, h \times f_\alpha)$ class. In Section 3 we obtain the approximation result for the posterior Gibbs weights by relying on a recent result for conditional $\alpha$ diversity (Cerquetii, 2001) and in Section 4. we apply our findings to an approximate posterior estimation of discovery probability under normalized inverse gaussian partition model (Pitman, 2003, Lijoi et al. 2005) which corresponds to the generalized Gamma case for $\alpha = 1/2$.

## 2 Stirling’s approximations for $PK(\rho_\alpha, h \times f_\alpha)$ weights

From the first order Stirling’s approximation for ratio of Gamma functions $\frac{\Gamma(n+a)}{\Gamma(n+b)} \sim n^{a-b}$ is an easy task to verify that, for $n \to \infty$ and $k \approx sn^{\alpha}$, the following approximation holds for the EPPF (1) of the $PD(\alpha, \theta)$ model

$$p_{\alpha,\theta}(n_1, \ldots, n_k) \approx \frac{(\alpha)^{k-1} \Gamma(k)}{\Gamma(n)} \frac{\Gamma(\theta + 1)}{\Gamma(\theta/\alpha + 1)} \left( \frac{k}{n^{\alpha}} \right)^{\theta/\alpha} \prod_{j=1}^k (1 - \alpha)_{n_j-1}.$$
Our first aim is to generalize \((\rho)\) to the \(PK(\rho, \gamma)\) class. First recall that generalized Stirling numbers are combinatorial coefficients appearing in the expansion of rising factorials \((x)_n = x(x + 1) \cdots (x + n - 1)\) in terms of generalized rising factorials \((x)_k^{\alpha} = x(x + \alpha)(x + 2\alpha) \cdots (x + (k - 1)\alpha)\), hence

\[
(x)_n = \sum_{k=1}^{n} S_{n,k}^{-1,-\alpha}(x)_k^{\alpha}.
\]

An explicit expression for those numbers is given by Toscano’s (1939) formula

\[
S_{n,k}^{-1,-\alpha} = \frac{1}{\alpha^k k!} \sum_{j=1}^{k} (-1)^j \binom{k}{j} (-j\alpha)_n,
\]  

(7)

additionally (cfr. e.g. Pitman, 2006) they correspond to partial Bell polynomials of the kind

\[
B_{n,k}(1 - \alpha) = \sum_{\{A_1, \ldots, A_k\} \in \mathcal{P}_n} \prod_{j=1}^{k} (1 - \alpha)_{|A_j| - 1} = \frac{n!}{k!} \sum_{(n_1, \ldots, n_k)} \prod_{j=1}^{k} \frac{(1 - \alpha)_{n_j - 1}}{n_j!}
\]

for \(\alpha \in (0, 1)\), where the first sum is over all partitions \((A_1, \ldots, A_k)\) of \([n]\) in \(k\) blocks, and the second sum in over all compositions of \(n\) into \(k\) parts. The following result relies on an approximation for generalized Stirling numbers obtained in Pitman (1999) and on a local approximation result for the distribution of a proper normalization of the numbers of blocks \(K_n\) of an \(\alpha \in (0, 1)\) Gibbs partition.

**Proposition 1.** Let \(V_{n,k}^{\alpha,h}\) be the coefficients in the EPPF of an exchangeable Gibbs partition arising by a general \(PK(\rho, h \times f_\alpha)\) Poisson-Kingman model, then the following Stirling’s approximation holds for \(n \to \infty\) and \(k \approx sn^\alpha\)

\[
V_{n,k}^{\alpha,h} \approx \frac{\alpha^{k-1} \Gamma(k)}{\Gamma(n)} h \left[ \frac{k}{n^\alpha} \right]^{-1/\alpha}.
\]

Proof. In Pitman (1999, cfr. eq. (96)) an asymptotic formula for the generalized Stirling numbers \(S_{n,k}^{-1,-\alpha}\) for \(n \to \infty\) and \(0 < s < \infty\), with \(k \approx sn^\alpha\) is derived by known local limit approximations for the number of blocks in a partition generated by a \(PD(\alpha, \alpha)\) model by a stable density, namely

\[
S_{n,k}^{-1,-\alpha} \approx \frac{\alpha^{k-1} \Gamma(n)}{\Gamma(k)} g_\alpha(s)n^{-\alpha},
\]  

(8)

where, \(g_\alpha(s) = \alpha^{-1} f_\alpha(s^{-1/\alpha}) s^{-1-1/\alpha}\). Now, for \(K_n\) the number of blocks in a \(PK(\rho, h \times f_\alpha)\) partition model (Pitman, 2003) almost surely, for \(n \to \infty\)

\[
K_n/n^\alpha \to S_\alpha
\]
for $S_\alpha \sim h(s^{-1/\alpha})g_\alpha(s)$, which implies the following local limit approximation for $k \approx sn^\alpha$ holds for the distribution of $K_n$

$$\mathbb{P}(K_n = k) \approx V_{n,k}^{\alpha,h} S_{n,k}^{-1,\alpha} \approx h(s^{-1/\alpha})g_\alpha(s)n^{-\alpha}.$$ 

Thus the result follows by substitution. □

**Example 2.** The result in Proposition 1. agrees with the Stirling’s approximation for the weights of the $(\alpha, \theta)$ model obtained in (3). It is enough to notice that $PD(\alpha, \theta) = PK(\rho\alpha, \gamma\alpha, \theta)$ for $\gamma\alpha = h(\alpha, \theta) \times f_\alpha$ corresponding to the $\theta$ polynomial tilting of the stable density for $h(t) = \Gamma(\theta + 1)\Gamma(\theta/\alpha + 1)t^{-\theta}$. 

As for the Generalized Gamma model recalled in (3) and (4), the first order Stirling’s approximation for the Gibbs weights will correspond to

$$V_{n,k}^{\alpha,\beta} \approx \frac{\alpha^{k-1}\Gamma(k)}{\Gamma(n)} \exp \left\{ \beta - \frac{n}{2}(\beta/k)^{1/\alpha} \right\}.$$ 

### 3 Stirling’s approximation for posterior $PK(\rho\alpha, h \times f_\alpha)$ weights

As recalled in the Introduction, posterior predictive distributions in Bayesian nonparametric estimation in species sampling problems under Gibbs priors are typically characterized by a ratio of Gibbs weights. As an example consider the posterior joint distribution of the random vector $K_m, L_m, S_1, \ldots, S_{Km}$ for $K_m$ the number of new species generated by the additional $m$ sample, $L_m$ the number of new observations in new species, and $S_1, \ldots, S_{Km}$ the vector of the sizes of the new species in exchangeable random order, namely

$$\mathbb{P}(K_m = k, L_m = s, S_{K_m} = (s_1, \ldots, s_{K_m})|n) = \frac{s!}{s_1! \cdots s_k! k!} \frac{V_{n+m,k+k^*}(m)}{V_{n,k}} \binom{m}{s} (n-k\alpha)^{m-s} \prod_{i=1}^{k^*} (1-\alpha)_{s_i-1}$$

or the Bayesian nonparametric estimator for the number $K_m$ of new species in the additional sample (Lijoi et al. 2007b)

$$\mathbb{E}(K_m|K_n = k) = \sum_{k^* = 0}^{m} k^* \frac{V_{n+m,k+k^*}}{V_{n,k}} S_{m,k^*}^{-1,\alpha,-(n-ka)}.$$ 

Here $S_{m,k^*}^{-1,\alpha,-(n-ka)}$ are non-central generalized Stirling numbers, defined by the convolution relation (see Hsu and Shiue, 1998, Eq. (16))

$$S_{m,k^*}^{-1,\alpha,-(n-ka)} = \sum_{s=k^*}^{m} \binom{m}{s} (n-k\alpha)^{m-s} S_{s,k^*}^{-1,\alpha}, \quad (9)$$
whose corresponding Toscano’s formula (7) may be derived by (9) as follows

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} = \sum_{s=k^*}^{m} \binom{m}{s} (n-k\alpha)_{m-s} \frac{1}{\alpha^s k^*!} \sum_{j=1}^{k^*} (-1)^j \binom{k^*}{j} (-s)_j = \frac{1}{\alpha^k k^*!} \sum_{j=1}^{k^*} (-1)^j \binom{k^*}{j} (n-(j+k)\alpha)_m.
\]

In order to derive an approximation result for

\[
\frac{V_{n+m,k+k^*}}{V_{n,k}}
\]

we replicate the approach adopted in the previous Section by first looking for an approximation for non central generalized Stirling numbers by exploiting their definition in terms of convolution of central generalized Stirling numbers (9).

**Proposition 3.** The following approximation holds for non central generalized Stirling numbers \(S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)}\) for \(\alpha \in (0, 1)\) and \(m\) large

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} \approx \frac{\alpha^{1-k^*} \Gamma(m)}{\Gamma(k^*) \Gamma(n-k\alpha)} m^{n-k\alpha-\alpha} \int_0^1 (1-p)^{n-k\alpha-1} p^{-\alpha-1} g_\alpha(zp^{-\alpha}) dp \tag{11}
\]

for

\[
g_\alpha(s) = f_\alpha(s^{-1/\alpha}) s^{-1-1/\alpha}
\]

and \(z = k^*/m^\alpha\).

**Proof.** By the definition of non-central Stirling numbers

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} = \sum_{s=k^*}^{m} \binom{m}{s} (n-k\alpha)_{m-s} \sum_{s=k^*}^{m} \binom{m}{s} \frac{\Gamma(s)}{\Gamma(k^* s)} \alpha^{1-k^*} g_\alpha \left( \frac{k^*}{s^\alpha} \right) (n-k\alpha)_{m-s}.
\]

and by (8)

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} = \sum_{s=k^*}^{m} \binom{m}{s} \frac{\Gamma(s)}{\Gamma(k^* s)} \alpha^{1-k^*} g_\alpha \left( \frac{k^*}{s^\alpha} \right) (n-k\alpha)_{m-s}.
\]

This may be rewritten as

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} = \alpha^{1-k^*} \sum_{s=k^*}^{m} \frac{m \Gamma(m)}{\Gamma(s) \Gamma(m-s+1) \Gamma(k^*)} \frac{\Gamma(n-k\alpha+m-s)}{\Gamma(n-k\alpha)} s^{-\alpha-1} g_\alpha \left( \frac{k^*}{m^\alpha s^\alpha} \right)
\]

For \(z = k^*/m^\alpha\), by first order Stirling approximations for ratio of Gamma functions

\[
S_{m,k^*}^{−1,−\alpha,−(n−k\alpha)} \approx \frac{\alpha^{1-k^*} \Gamma(m) m^{-\alpha+n−k\alpha-1}}{\Gamma(n-k\alpha) \Gamma(k^*)} \sum_{s=k^*}^{m} \frac{(m-s)}{m} n^{−k\alpha-1} g_\alpha(zp^{-\alpha}) \left( \frac{s}{m} \right)^{−\alpha-1} =
\]

6
and by the change of variable \( p = s/m \)
\[
= \frac{\alpha^{1-k^*} m^{-\alpha+n-k\alpha} \Gamma(m)}{\Gamma(n-k\alpha) \Gamma(k^*)} \int_0^1 (1-p)^{n-k\alpha-1} g_\alpha(zp^{-\alpha}) p^{-\alpha-1} dp.
\]

Now we are in a position to obtain the Stirling’s approximation for the ratio \( V_{n+m,k+k^*}/V_{n,k} \) resorted to a general result for conditional \( \alpha \) diversity for exchangeable Gibbs partitions driven by the Stable subordinator, recently obtained in Cerquetti (2011).

**Proposition 4.** The following Stirling’s approximation holds for the general posterior Gibbs weights for a \( PK(\rho, h \times f_\alpha) \) partition model for large \( m \) and \( k^* \approx s m^\alpha \):
\[
\frac{V_{n+m,k+k^*}}{V_{n,k}} \approx h(s^{-1/\alpha}) s^k \alpha^k \Gamma(k^*) \Gamma(n) m^{-(n-k\alpha)} \frac{\alpha^{k+k^*-1} h(s^{-1/\alpha}) s^k \Gamma(k^*) m^{-(n-k\alpha)} V_{n,k} \Gamma(m)}{V_{n,k} \Gamma(m)}.
\]

**Proof.** Let \( \Pi \) be a \( PK(\rho, \gamma) \) partition of \( \mathbb{N} \) driven by the stable subordinator for some \( 0 < \alpha < 1 \) and some mixing probability distribution that without loss of generality we assume in the form \( \gamma(t) = h(t) f_\alpha(t) \). Fix \( n \geq 1 \) and a partition \((n_1, \ldots, n_k)\) of \( n \) with \( k \) positive box-sizes, then by a result in Cerquetti (2011) for \( K_m \) the number of new blocks induced by an additional \( m \)-sample
\[
\frac{K_m}{m^\alpha} | (K_n = k) \xrightarrow{d} S_{n,k}^{m,k}
\]
for \( S_{n,h}^{m,k} \) having density
\[
f_{n,k}^{h,\alpha}(s) = \frac{h(s^{-1/\alpha}) \tilde{g}_{n,k}^{\alpha}(s)}{E_{n,k}[h(S^{-1/\alpha})]},
\]
for
\[
\tilde{g}_{n,k}^{\alpha}(s) = \frac{\Gamma(n)}{\Gamma(n-k\alpha) \Gamma(k)} s^{k-1/\alpha-1} \int_0^1 p^{n-1-k\alpha} f_\alpha((1-p)s^{-1/\alpha}) dp
\]
the density of the product \( Y_{n,k} \times [W]^\alpha \) where \( Y_{n,k} \) has density
\[
g_{\alpha,k}(y) = \frac{\Gamma(k\alpha+1)}{\Gamma(k+1)} y^k g_\alpha(y)
\]
for \( g_\alpha(y) = \alpha^{-1} y^{-1-1/\alpha} f_\alpha(y^{-1/\alpha}), \) independently of \( W \sim \beta(k\alpha, n-k\alpha) \). Additionally
\[
E_{n,k}^{\alpha}[h(S^{-1/\alpha})] = V_{n,k} \frac{\alpha^{1-k} \Gamma(n)}{\Gamma(k)}.
\]

Hence the following local approximation for the posterior distribution of \( K_m \) (Lijoi et al. 2007) holds
\[
\mathbb{P}_{n,h}(K_m = k^* | K_n = k) \approx \frac{V_{n+m,k+k^*}^{1-\alpha-(n-k\alpha)}}{V_{n,k}} \frac{S_{m,k^*}^{1-\alpha-(n-k\alpha)}}{V_{n,k}^{1-\alpha-(n-k\alpha)}} \frac{h(s^{-1/\alpha}) \tilde{g}_{n,k}^{\alpha}(s)}{E_{n,k}[h(S^{-1/\alpha})]} m^{-\alpha}.
\]
Substituting (11) the result easily follows.

Example 5. [Poisson-Dirichlet (α,θ) model] Direct first order Stirling’s approximation for the posterior PD(α,θ) coefficients provides

\[
\frac{V_{n+m,k+k^*}}{V_{n,k}} = \frac{(\theta + k\alpha)_{k^*+\alpha}}{(\theta + n)_m} \approx \frac{\alpha^{k^*} ((k^*)^{\theta/\alpha+k}) \Gamma(k^*) \Gamma(\theta + n)}{\Gamma(m) \Gamma(\theta/\alpha + k)m^{\theta+n}},
\]

while an application of (12) for \( h(s^{-1/\alpha}) = \frac{\Gamma(\theta+1)}{\Gamma(\theta/\alpha+1)} s^{\theta/\alpha} \) yields

\[
\frac{V_{n+m,k+k^*}}{V_{n,k}} \approx \frac{\alpha^{k^*+k-1} \left( \frac{k^*}{m^*} \right)^{-\theta} \left( \frac{k^*}{m^*} \right)^k \Gamma(k^*) m^{-(n-k\alpha)} \Gamma(\theta + 1)}{\Gamma(m) \Gamma(\theta/\alpha + 1) \alpha^{k-1} \Gamma(\theta/\alpha + k) \Gamma(\theta + 1)}
\]

and the two results agree.

Example 6. [Generalized Gamma (β,α) model] The exact form of the ratio in this case is given by

\[
\frac{V_{n+m,k+k^*}}{V_{n,k}} = \frac{\alpha^{k^* \sum_{i=0}^{n+m-1} (n+m-1)(-1)^i(\beta) i/\alpha \Gamma(k + k^* - i/\alpha; \beta)}}{\Gamma(n) \sum_{i=0}^{n-1} \left( \frac{n-1}{i} \right) (-1)^i(\beta) i/\alpha \Gamma(k - i/\alpha; \beta)}
\]

while an application of (12) with

\[
h[(k^*/m^*)^{-1/\alpha}] = \exp \left\{ \beta - \frac{m}{2} \left( \frac{\beta}{k^*} \right)^{1/\alpha} \right\}
\]

provides

\[
\frac{V_{n+m,k+k^*}}{V_{n,k}} \approx \frac{\alpha^{k^*} \exp \left\{ -\frac{m}{2} \left( \frac{\beta}{k^*} \right)^{1/\alpha} \right\} \left( \frac{k^*}{m^*} \right)^k \Gamma(k^*) m^{-(n-k\alpha)} \Gamma(n)}{\Gamma(m) \sum_{i=0}^{n-1} \left( \frac{n-1}{i} \right) (-1)^i(\beta) i/\alpha \Gamma(k - \frac{i}{\alpha}; \beta)}.
\]

4 Approximate estimation of discovery probability under inverse Gaussian partition model

In Lijoi et al. (2007b) a Bayesian nonparametric estimate, under squared loss function of the probability of observing a new species at the \((n + m + 1)th\) draw conditionally on a basic sample with observed multiplicities \((n_1, \ldots, n_k)\), without observing the intermediate \(m\) observations has been obtained as

\[
\hat{D}_{n,k} = m \frac{\sum_{k^*=0}^{m} V_{n+m+1,k+k^*+1} S_{m,k^*}^{-(n-k\alpha)}}{V_{n,k}} S_{m,k^*}^{-(n-k\alpha)}. \quad (14)
\]

The authors even derive explicit formulas under Dirichlet, two-parameter Poisson-Dirichlet and normalized Inverse Gaussian priors, which correspond to the generalized Gamma
prior model for \( \alpha = 1/2 \). Notice that the larger is the size of the additional sample the more computationally hard would be to calculate explicitly (14).

By an application of (12), an approximate evaluation of (14) for large \( m \) would corresponds to

\[
\hat{D}_{m,k} \approx \sum_{k^*=0}^{m} \frac{\alpha^{k^*}k^*h(s^{-1/\alpha}s^k)(m+1)^{-\alpha}(n-k\alpha)}{V_{n,k}\Gamma(m+1)} \times S_{m,k^*}^{-1,\alpha,-(n-k\alpha)} = 
\]

\[
= \frac{\alpha^k(m+1)^{-\alpha}(n-k\alpha)}{V_{n,k}\Gamma(m+1)} \sum_{k^*=0}^{m} h((k^*/m^\alpha)^{-1/\alpha})(k^*/m^\alpha)^{\alpha} \Gamma(k^*+1)S_{m,k^*}^{-1,\alpha,-(n-k\alpha)},
\]

which specializes under inverse Gaussian model as follows

\[
\hat{D}_{m,k} = \frac{(m+1)^{-\alpha}(n-k/2)\Gamma(n)}{\Gamma(m+1)\sum_{i=0}^{n-1} \binom{n-1}{i}(-1)^i\beta^2\Gamma(k-2i;\beta)} \times 
\]

\[
\sum_{k^*=0}^{m} \exp\left\{ -\frac{m+1}{2} \left( \frac{\beta}{k^*} \right)^2 \right\} \frac{k^*}{\sqrt{m+1}} S_{m,k^*}^{-1,1/2,-(n-2k)},
\]

and by the Toscano's formula for generalized Stirling numbers recalled in (10) simplifies to

\[
\hat{D}_{m,k} = \frac{(m+1)^{-\alpha}(n-k/2)\Gamma(n)}{\Gamma(m+1)\sum_{i=0}^{n-1} \binom{n-1}{i}(-1)^i\beta^2\Gamma(k-2i;\beta)} \times 
\]

\[
\sum_{k^*=0}^{m} \exp\left\{ -\frac{m+1}{2} \left( \frac{\beta}{k^*} \right)^2 \right\} \frac{k^*}{\sqrt{m+1}} \sum_{j=1}^{k^*} (-1)^j \binom{k^*}{j} (n-(j+k)/2)_m.
\]

To have an idea of the reduction of the computational burden obtained provided by the approximation here we report the exact formula obtained in Lijoi et al. (2007b)

\[
\hat{D}_{m,k} = \frac{(-\beta^2)^{m+1}}{(n)_{m+1}} \sum_{k^*=0}^{m} \frac{\sum_{i=0}^{n+m} \binom{n+m}{i}(-\beta^2)^{-i}\Gamma(k+k^*+1+2i-2(m+n);\beta)}{\sum_{i=0}^{n-1} \binom{n-1}{i}(-\beta^2)^{-i}\Gamma(k+2+2i-2n;\beta)} \times 
\]

\[
\sum_{s=k}^{m} \binom{m}{s} \frac{2k-2s\Gamma(s)}{\Gamma(k^*)} (n-j/2)_{m-s}.
\]
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