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Abstract

Single chain translocation has been eagerly studied for more than two decades due to its importance in biological processes and also, providing a better understanding of polymer dynamics. Polymer translocation can be divided into three stages of reaching the pore, entering the pore and passing through it. We study the delivery of the chain from the bulk to the entrance, which is called the capture process, for a single chain driven by hydrodynamic flow. Our molecular dynamics-lattice Boltzmann simulations show that the converging flow around the nanopore not only facilitates the process of finding the pore but also deforms the chain in a way that the insertion happens mostly by one of the ends. We explain why single-file capture happens most often despite the formation of folded shapes or hairpins.
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Summary for Lay Audience

One of the fundamental processes involved in the survival and functioning of cells is the ability of the cell to exchange matter with its environment. This exchange consists of the motion of different molecules into or out of the cell through very narrow pores, namely nanopores. An important group of molecules taking part in this process are polymers, long chain-like molecules which look like spaghetti noodles. In the present work, we investigate the effect of fluid flow on polymer capture, the process of finding the entrance of a nanopore, using computer programs. We observed that the non-uniform fluid flow approaching the nanopore stretches the polymer chain which can result in the unravelling of folded shapes (hairpins) and promoting single-file capture.
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Chapter 1

Introduction

It has been a century since Staudinger introduced the concept of polymerization [1]. Throughout these hundred years, polymers have been the subject of many studies. We have studied their structure, motion, reactions, interactions with other molecules, etc. and yet, at this milestone which is marked as “Year of Polymers”, there are many remaining questions, about polymers and processes that they are involved in, that are in need of answers.

The question of how a polymer chain moves in confined spaces has been troubling scientists for decades. One particular process of this kind which has been under the microscope for more than two decades is polymer translocation, the delivery of a polymer chain across a barrier from one side to the other through a narrow channel. This picture may remind the reader of transport of matter across membranes which is to a great extent what happens in polymer translocation. However, due to the special structure of macromolecules, this process is more difficult to investigate compared to small molecules or ion translocation. The huge interest in understanding this process stems from not only the fascinating nature of it but also its essential role in biological systems and processes. For example, synthesized mRNA transcripts in the nucleus need to move through the nuclear pore complex to get to the cytoplasm where they can be translated to proteins [2].

Other examples of polymer translocation in biology are insertion of DNA by a virus into the host, translocation of proteins through the cell membrane, and drug delivery [3]. In addition to these processes, polymer translocation is a crucial step of fast sequencing techniques, and one can claim that designing better and cheaper sequencing methods is the primary motivation for studying polymer translocation [4, 5].

Before a macromolecule can thread through a nanopore, the chain must be captured by the pore, i.e. it must first find the nanopore. After arriving at the entrance, the insertion happens and then the chain translocates from the cis side, where the chain starts its journey, to the trans side, the destination. The dynamical behaviour of the chain may differ depending on whether the process is driven or unbiased. To understand the features of polymer translocation and capture, we must first learn about measures of polymer shape and theories of polymer dynamics. In this chapter, we first describe some measures of polymer conformation. In section 1.2, the motion of a polymer in dilute solutions is discussed and fundamental theories for such systems are pointed out. The mathematical formulation of the theories is shown and derived wherever necessary. However, we try to avoid any cumbersome mathematics. In section 1.3, we give a brief history of experimental and theoretical works in the field of polymer translocation,
Figure 1.1: A polymer chain can take different conformations. When the intra-chain attractions overcome the solvent-monomer interactions, the polymer compacts to a globule (a). In (b), a rod-like conformation is shown. This conformation appears as a result of mechanisms causing the polymer and solvent to increase their contact area. (c) shows a polymer coil.

describe the polymer translocation more thoroughly, and review the models proposed for both stages, capture and translocation.

1.1 Polymer shape and size

A polymer chain consists of many monomers which are connected by covalent bonds. This allows the chain to form various shapes or conformations in space. However, there are constraints on possible conformations a chain can take stemming from the interactions different parts of the chain have with each other or their environment. For a polymer in a fluid, these interactions are divided into three types: monomer-monomer, solvent-solvent, and solvent-monomer. Depending on the relative strength of these interactions, the spatial density of the chain may vary. For example, the chain shrinks to a globule when the solvent-monomer interactions are not as favoured as monomer-monomer and solvent-solvent interactions, Fig. 1.1a, while the chain swells to a rod as a result of strong attraction between the solvent molecules and the polymer chain, Fig. 1.1b. Between these two extremes, the chain adopts a coil conformation, Fig. 1.1c.

For scientific purposes, rough qualitative measures are not always enough and one may seek quantities by which the conformation of a chain in a specific environment can be specified and even more importantly, be compared with a chain under different circumstances and among various experiments. One of these quantities is the end-to-end distance of the chain that is defined as the difference between the position vector of one of the end monomers and the other one, as shown in 1.2:

\[
\sqrt{\left\langle R_E^2 \right\rangle} = \sqrt{\left\langle (r_1 - r_N)^2 \right\rangle} \tag{1.1}
\]

where \( \mathbf{r}_1 \) and \( \mathbf{r}_N \) are the position vectors of the ends for a polymer with \( N \) monomers and the
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Figure 1.2: A polymer chain as a sequence of random vectors.

angle brackets show the average over all possible conformations.

Although the end-to-end distance gives a general picture of how stretched or compact the chain is, it merely depends on the end monomers. In other words, this quantity does not describe the spatial distribution of the monomers or allow comparison between different topologies. In addition, it is difficult to measure this quantity in experiments. Therefore, the radius of gyration of a chain \( R_G \) which can be determined from scattering experiments \([6]\) and provides information about how a polymer is distributed around its centre of mass comes into the picture,

\[
R_G = \sqrt{\frac{1}{M} \sum_{i=1}^{N} m_i (r_i - r_{\text{com}})^2}
\]  

(1.2)

where \( M \) is the total mass of the chain, \( m_i \) is the mass of a monomer, \( r_i \) is the position vector of the \( i \)th monomer, and \( r_{\text{com}} \) is the position vector of the chain’s centre of mass.

By describing a polymer chain as a series of beads (monomers) and links (bonds), and after working out the math, both the radius of gyration and the end-to-end distance will be only a function of the number of monomers and the bond length which leads to the conclusion that the size of a macromolecule must scale with the number of monomers,

\[
R \sim aN^\nu
\]  

(1.3)

where \( R \) is a general notation for polymer radius, and \( \nu \) is a size exponent, namely the Flory exponent \([7]\). The interaction between monomers is not limited to chemical bonds between neighbours. The monomers that are far from each other along the chain typically interact by van der Waals-type force. Since the van der Waals interactions are highly repulsive in short distances, as seen in Fig. 1.3, the non-neighbour monomers cannot get closer than a certain distance in space which results in an excluded-volume. In the following sections, the relation between the Flory exponent and the excluded-volume will be discussed in greater depth.

The experimental work on polymers has illustrated that the radius of gyration of various macromolecules is related to the number of monomers with a similar excluded-volume exponent despite their chemical details. This suggests that the relation must be universal and independent of the local constraints of the chain. In the next section, we will discuss the coarse-grained models of polymers and explain how the observed universal behaviour of macromolecules helped in developing these models.
1.2 Coarse-grained models of polymers

Due to many possible conformations that a polymer chain can possess in equilibrium, modelling their shape can effectively be studied as a statistical problem. In the simplest model, a polymer chain with $N$ monomers which are connected by bonds of length $a$ can be considered as a random walk with a total number of steps $N$ and step size $a$ [8]. Then, each step can be presented as a vector which takes any direction independent of other steps, as shown in Fig. 1.2. Therefore, the end-to-end vector of the walk is

$$
R_E = \sum_{i=1}^{N-1} a_i
$$

(1.4)

Since the vectors are random and independent of each other, for $N \to \infty$, the average value of the end-to-end distance $\langle R \rangle = 0$ and the variance can be found as follows:

$$
\langle R_E^2 \rangle = \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \langle a_i \cdot a_j \rangle = \sum_{i=1}^{N-1} \langle a_i^2 \rangle + 2 \sum_{i>j} \langle a_i \cdot a_j \rangle = Na^2
$$

(1.5)

This model is called a freely jointed chain. Despite the unrealistic assumptions of this model, the scaling behaviour between the polymer radius and the number of monomers obtained from this model is close to scaling observed in experiments. This generated the idea of the existence of a length scale beyond which the polymer segments are connected in a freely jointed manner. This length is called the Kuhn length ($l_k$) and the number of Kuhn segments that creates the chain is labelled as $N_k$ and is referred to as the number of Kuhn steps [7].

If a polymer molecule is long enough that it consists of many Kuhn segments then, the universal features of such a chain can be captured by replacing it with a chain with $N_k$ beads and bonds of length $l_k$. Such a coarse-grained model is called a Gaussian chain. As mentioned for freely jointed chain, the end-to-end distance of a Gaussian chain is $\langle R_E^2 \rangle \sim N_k l_k^2$ which
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means $\langle R_E^2 \rangle^{1/2} \sim N_k^{1/2}$ and $\nu = 1/2$. To define a potential for the harmonic bonds, we first find the probability of finding the ends at a fixed distance $R$ at temperature $T$ by applying central limit theorem [8]:

$$P(R) = \left( \frac{3}{2\pi \langle R_E^2 \rangle} \right)^{3/2} \exp\left( -\frac{3R^2}{2\langle R_E^2 \rangle} \right)$$

(1.6)

Where $\langle R_E^2 \rangle = g(k,T)N_k^2 l_k^2$ and $g(k,T)$ is the flexibility coefficient which depends on the bending rigidity $(\sigma_b)$ and temperature. The coefficient approaches 1 in the high-temperature limit, and the chain becomes fully flexible. The probability distribution $P(R)$ can be used to find the entropy of the chain, and as a result, the free energy of the chain constrained to end-to-end distance $R$ is [9],

$$F(R) = E - TS = F_0 + \left( \frac{3k_B T}{2 \langle R_E^2 \rangle} \right) R^2$$

(1.7)

where $k_B$ is Boltzmann constant, $T$ is temperature, and $F_0$ is the free energy of a chain with no constraint. As illustrated in Eq.1.7, the free energy of the bond is a quadratic function of the distance like a Hookean spring.

Although the Gaussian chain explains much of the observed elasticity of polymeric materials, there are two shortcomings in the model. Firstly, bonds of the Gaussian chain are infinitely extensible which is unrealistic. Secondly, the Flory exponent found in experiments of a dilute solution of polymers is different from the $\nu = 1/2$ obtained from this model.

When it comes to simulation, the infinite extensibility of Gaussian bonds makes bond-crossing possible and generates nonphysical results. To overcome this problem, a different bond model was proposed, the Finitely Extensible Non-linear Elastic (FENE) bonds [10]. For our molecular model, we use a similar type of bonds with the following potential [11]:

$$U = -\frac{1}{2} k R_0^2 \ln\left( 1 - \left( \frac{R}{R_0} \right)^2 \right) + 4\epsilon \left( \frac{\sigma}{r} \right)^12 - \left( \frac{\sigma}{r} \right)^6 + \frac{1}{4} \left( H \left( \frac{2^{1/6} - \frac{R}{\sigma}}{\sigma} \right) \right)$$

(1.8)

Where $K$ is the elastic constant, $R_0$ is the maximum extension of the bonds, and $r$ is the distance between adjacent beads. The second term on the left is a repulsive Lennard-Jones (LJ) potential, and $\epsilon$ is the energy scale and $\sigma$ is the length scale of the LJ-potential.

Beads in a Gaussian chain are allowed to move in all directions without constraints. However, in reality, a bead cannot be at a spot already occupied by other beads. With this logic, it was suggested that a self-avoiding walk would be a more realistic model for polymer chains. The $\nu \approx 0.6$ obtained from this model is much closer to the values measured for polymers in dilute solution in experiments. To have such an effect present in our system, we added a truncated-shifted LJ force between the beads. The molecular model and the exact values of the parameters will be discussed in the next chapter to provide the reader with a better picture of our molecular model.

1.3 POLYMER DYNAMICS

There are different ways to describe the dynamics of a rigid sphere (a Brownian particle) moving inside a fluid, as well described by Doi and Edwards [12]. One of the commonly used
expressions for modelling this motion, known as Brownian motion, is the Langevin equation,

\[
m \frac{d\mathbf{v}(t)}{dt} = -\zeta \mathbf{v}(t) + \xi(t) + \mathbf{F}_{\text{ext}}
\]  

(1.9)

where \(m\) and \(v\) are the mass and velocity of the particle, respectively, \(\zeta\) is the friction coefficient, \(\xi\) is the random force due to the thermal agitation, and \(F_{\text{ext}}\) stands for any forces other than fluid friction and random forces acting on the particle. The thermal agitation stems from the collision between fluid molecules and the Brownian particle. These collisions are also responsible for the systematic resistance against the inertial drift of the particle. Therefore, one may expect a relation between random and viscous forces. The relation is made in the form of the “fluctuation-dissipation theorem” which can be represented in terms of the correlation function of the random forces,

\[
\langle \xi(t)\xi(t') \rangle = 2\zeta k_B T \delta(t - t')
\]  

(1.10)

where \(\delta\) is the Dirac delta function [12]. Although studying the motion of the big blob of the polymer as a Brownian particle partly explains the dynamics of the chain, the effect of chemical bonds and internal dynamics are missing. The chain connectivity impacts the collective motion of the segments and it is important to be considered, especially where chain deformation occurs.

In the next section, we discuss the Rouse model which models a Gaussian chain with no excluded-volume effect. The Rouse model provides a helpful insight into polymer dynamics, even though it is not successful in quantitatively modelling real-world examples. The Zimm model which obtains more realistic results will be described in section 1.3.2.

1.3.1 Rouse Model

The Rouse model is one of the earliest models that counts for connectivity forces in a polymer chain. Although this model is simple, it helps to get a better idea of the dynamics of a macromolecule. In this section, we give a brief description of the model and more detailed discussions can be found in any polymer physics textbook [12].

Newton’s second law for the \(i\)th segment of a polymer with \(N\) Kuhn segments of length \(l\) in the absence of hydrodynamic interactions is,

\[
m \frac{d\mathbf{v}_i}{dt} = (\mathbf{F}_{\text{bond}})_i + (\mathbf{F}_{\text{fric}}_i) + \xi_i + (\mathbf{F}_{\text{ext}})_i
\]  

(1.11)

where \(\mathbf{v}_i\) is the velocity of the segment (bead), \(\mathbf{F}_{\text{bond}}\) is the connectivity forces, \(\mathbf{F}_{\text{fric}}\) is the resistance of the fluid against the bead’s motion, \(\xi\) is the thermal fluctuation force, \(\mathbf{F}_{\text{ext}}\) is any force other than the ones mentioned, and \(i\) indicates the segment number.

The friction forces spring from the collision between the solvent molecules and \(i\)th bead. Therefore,

\[
(\mathbf{F}_{\text{fric}})_i = -\zeta_b \left( \frac{d\mathbf{r}_i}{dt} - \mathbf{u}_{bg}\right)
\]  

(1.12)

where \(\mathbf{r}_i\) is the position vector of the \(i\)th bead, \(\zeta\) is the friction coefficient of the bead, and \(\mathbf{u}_{bg}\) is the background velocity in the absence of the polymer. The thermal fluctuation of the solvent
has a Gaussian nature with the first and second moments as follows:

\[ \langle \xi_i(t) \rangle = 0 \quad (1.13) \]

\[ \langle \xi_{i\alpha}(t)\xi_{j\beta}(t') \rangle = 2\zeta_b k_B T \delta_{ij} \delta_{\alpha\beta} \delta(t - t'). \quad (1.14) \]

With no hydrodynamics present, the Gaussian chain is simply a series of beads connected by springs. Hence, the chain is like \( N \) coupled harmonic oscillators with potential energy \( U_H \),

\[ U_H = \frac{k_h}{2} \sum_{i=2}^{N} \left( r_{i,i-1} - r_0 \right)^2 \quad (1.15) \]

where \( r_{i,i-1} = |r_i - r_{i-1}| \), and \( r_0 \) is the equilibrium length of the bond. The bond forces \( F_{\text{bond}} \) on the \( i \)th bead from its adjacent neighbours can be derived from the derivative of the potential, giving

\[ (F_{\text{bond}})_i = -k_h \sum_{i=1}^{N-1} (2r_i - r_{i+1} - r_{i-1}) \quad (1.16) \]

where \( k_h = \frac{3k_B T}{l_c^2} \) is the spring constant of the harmonic oscillator [12] and as a result, the equation of motion,

\[ \zeta_b \left( \frac{dr_i}{dt} - u_{bg} \right) + k_h \sum_{i=1}^{N-1} (2r_i - r_{i+1} - r_{i-1}) = \xi_i. \quad (1.17) \]

A standard way of solving the problem of coupled harmonic oscillators is to introduce a set of normal coordinates which transform the system of equations to an uncoupled one [13]. This method is well-known and the reader can find the steps of the derivation in any fundamental polymer physics or classical mechanics book [13, 12]. Here, we focus on the physical meaning of the normal coordinates. \( X_p \) is the normal coordinate related to the \( p \)th mode of motion. The coordinate \( X_0 \) is the position of COM of the chain. Therefore, the diffusion coefficient of the centre of mass of the chain can shown to be,

\[ D = \frac{k_B T}{N \zeta_b} \quad (1.18) \]

which means that the the diffusion constant of the chain is inversely proportional to the length of the chain [12]. The parameter with the most physical significance is the longest relaxation time of the chain which corresponds to the Rouse mode \( p = 1 \), known as Rouse time, and it is the time that it takes for the whole chain to equilibrate after a deformation. One can show that [12],

\[ \tau_{\text{Rouse}} = \frac{\zeta_b N^2}{12\pi^2 k_B T} \sim N^2. \quad (1.19) \]

The predicted scaling relation between the chain length and the relaxation time fails to match with results found in experiments and therefore it is not the best model for polymer in dilute solutions. The shortcomings of the Rouse model originates from neglecting hydrodynamic interactions.
1.3.2 Zimm Model

As shown in the previous section, ignoring the long-range hydrodynamic interactions in modelling the motion of a flexible polymer chain results in unrealistic scaling of the relaxation time and viscosity. In 1948, Kirkwood and Riseman proposed a model in which the hydrodynamic forces were considered [14],

\[
\tilde{H}_{ij} = \frac{1}{8\pi \eta_s |R_{ij}|^2 + \tilde{I}} \left( \frac{R_{ij}R_{ij} + \tilde{I}}{|R_{ij}|^2} \right) \tag{1.20}
\]

where \( \tilde{H}_{ij} \) is the mobility tensor, as defined in Ref. [12], \( \eta_s \) is the solvent viscosity, \( R_{ij} = r_i - r_j \), and \( \tilde{I} \) is the identity tensor. Implementing this mobility tensor in the Langevin equation of the polymer chain, Zimm created a model for polymer dynamics in dilute solution [15],

\[
\left( \frac{dr_i}{dt} - v_{field} \right) = \sum \tilde{H}_{ij} \left( K \frac{\partial^2 r_j}{\partial j^2} + \xi_i \right) \tag{1.21}
\]

where \( K \) is the bond strength constant and \( \frac{\partial^2 r_j}{\partial j^2} \) is the continuous format of \( r_{j+1} + r_{j-1} - 2r_j \). Mathematically, there are conditions to be met in order to transform the equations from discrete to continuous format which for the current purposes, they are considered to be satisfied [12, 15]. Unlike the Rouse model, the mobility tensor of the Zimm model is a nonlinear function of \( R_{ij} \).

In order to solve this equation analytically, Zimm replaced \( \tilde{H}_{ij} \) with its average (pre-averaging approximation) and used the normal coordinates method to solve the approximate problem [15]. The scaling relation that he obtained for the relaxation time is in good agreement with experimental data,

\[
\tau_{Zimm} \sim R_G^3 \sim N^{3\nu} \tag{1.22}
\]

where \( R_G \) is the radius of gyration of the chain and \( \nu \) is the Flory exponent.

1.4 Polymer Capture and Translocation

The impact of geometric confinements on polymer conformation and motion has been studied for more than four decades. In one of the early attempts, de Gennes described the size and the energy of a real chain squeezed into a tube employing scaling arguments [9], resulting in

\[
R_\parallel \approx Na \left( \frac{a}{d_i} \right)^{\frac{1}{2} - 1} \tag{1.23}
\]

where \( R_\parallel \) is the length of the tube occupied by the chain, \( N \) is the number of monomers, \( a \) is the bond length, and \( d_i \) is the diameter of the tube which is considered to be much smaller than the equilibrium radius of the chain (\( R_F \)). This relation can be obtained using the so-called blob model. Since the tube sets a boundary for the chain’s shape, for the lengths longer than the tube size the conformation is restricted and biased from a random path, whereas for length scales smaller than the tube size, the chain’s local conformation is random. As a result, the chain can be modelled as a succession of rigid blobs that each consists of a random chain,
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Figure 1.4: The blob model split the chain to blob which consists of random chains. The size of the confinement dictates the radius of the blobs.

\[ R_\parallel = \left( \frac{N}{g} \right) d_1 \]  

(1.24)

where \( g \) is the number of monomers inside each blob (see Fig. 1.4), and it is related to the size of the blob by the Flory exponent,

\[ d_i = a g^\nu \]  

(1.25)

which can be substituted into Eq. 1.24 to obtain Eq. 1.23. As can be seen, the confinement results in \( R_\parallel > R_F \) which is expected. de Gennes also found the confinement free energy of the chain inside a tube,

\[ F_{conf} = k_B T N \left( \frac{a}{d_t} \right)^\frac{1}{\nu} \]  

(1.26)

where \( k_B \) is the Boltzmann constant, and \( T \) is the temperature.

In a few chapters later in his book [9], de Gennes worked out a scaling relation for the dynamics of a polymer coil going through a tube by means of the chain mobility,

\[ \mu_{chain} = \frac{v_p}{f_{tot}} \approx \frac{g}{N \eta d_t} \sim \frac{1}{\eta_s R_\parallel} \]  

(1.27)

where \( \mu_{chain} \) is the chain mobility, \( v_p \) is the polymer velocity, \( f_{tot} \) is the total force on the coil, and \( \eta_s \) stands for the viscosity of the solvent. Although this type of theoretical work provided great insight into the behaviour of confined polymer coils [16, 17], their importance only came to light almost two decades later with studies on polymer translocation and DNA sequencing.

Polymer translocation is the process by which a polymer chain travels from the chamber in which it is originally located to the destination chamber through a nano-scale pore (nanopore or nanochannel). Fig. 1.5 shows an imaginary translocation process. The nanopore can have either a biological basis, for example, a nanochannel through a lipid bilayer [18, 19], or a solid-state basis, for instance, fabricated nanopores in silicon nitride [4, 20]. In 1996, Kasianowicz et al. showed that single-stranded DNA in an ionic solvent can be driven through a nanochannel by means of an electric field [21]. They found that the blockade in the ionic current is the result of the molecule’s presence in the nanochannel and the duration of the blockade is proportional to the polymer length. In the same year, Sung and Park conducted a theoretical study on the threading of a generic flexible polymer through a nanopore [22]. Due to these two works, 1996 is one of the important milestones in the field of polymer translocation.

Sung et al. [22] simplified the dynamics of translocation to Brownian motion of a single particle, namely, the reaction or translocation coordinate \( s \) over a free energy barrier. The term
reaction coordinate is borrowed from the phase transition and nucleation theory [23, 24]. In
their model, translocation was considered as diffusion of the translocation coordinate which can
be described by a Fokker-Planck equation of the probability density of the reaction coordinate
$s$ at time $t$,
\[
\frac{\partial}{\partial t} P(s, t) = \left(\frac{k_B T}{l}\right)^2 \left[ \left( \frac{1}{k_B T} \frac{\partial D(s)}{\partial s} - D(s) \frac{\partial F(s)}{\partial s} \right) \frac{\partial F(s)}{\partial s} \right] P(s, t) \tag{1.28}
\]
where $l$ is the Kuhn length, $k_B$ is the Boltzmann constant, $T$ is the temperature, $D(s) \sim N^{-\nu}$
is the diffusion coefficient which is related to the chain length by the Flory exponent $\nu$, and
$F(s)$ stands the free energy. Consequently, the translocation time ($\tau$) could be estimated by
mean first passage time. The scaling relation obtained from these calculations was in form of
$\tau \sim N^{2+\nu}$.

In the following years, various groups showed interest in the polymer translocation and
since a number of competing predictions have been offered.

Using a similar formulation to that of Sung et al., Muthukumar [25] found that the translo-
cation time scales with the square of polymer length, $\tau \sim N^2$. In this case, he assumed that the
diffusion coefficient and the friction force are solely depending on the details of the pore. Both
studies focused on the translocation of a polymer chain in the absence of any driving force.

According to the above phase transition analogies, each phase must be in a quasi-equilibrium
state during the nucleation. In other words, the translocating part of the chain on the cis side
must be in equilibrium as well as the translocated part on the trans side. Chuang, Kantor and
Kardar found such a formulation counter-intuitive [26]. Chuang et al. argued that the chain
translocates through the nanopore one segment (bead) at a time which restricts the motion of
the chain. Therefore, the motion of the chain must be slower than a chain travelling with no
constraints. The distance that the chain translocates through a thin pore is virtually equal to its
radius of gyration. The time that it takes for the chain to move a radius of gyration under no
restriction is the longest Rouse time which scales with the polymer length as $\tau_{\text{Rouse}} \sim N^{1+2\nu}$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1_5.png}
\caption{The polymer chain threads through the nanopore and translocates from the cis side, where it is
originally located, to the trans side.}
\end{figure}
Chuang et al. pointed out that the Rouse time must set the lower bound of the translocation time. To support their idea, they performed two-dimensional Monte Carlo (MC) simulations using a fluctuating-bond model (FB). In this model, each bead is represented by a four-site lattice block. The bonds connecting the beads have a length between $4^{1/2}$ and $16^{1/2}$ which prevents bond cutting [27]. In each realization, they placed an end at the hole and applied a condition on the first bead to only move forward so that the time measured is exactly the translocation time and not the time required for the chain to find the pore. The hole thickness and width were set to three and two lattice units, respectively. Their results indicated a scaling of the form $\tau \sim N^{1+2\nu}$ with $\nu \approx 0.6$ which gives a scaling exponent greater than what was obtained from Muthukumar’s model. The mean-squared displacement of $s$ measured from their simulation scales with translocation time as follows:

$$\langle \Delta s^2(t) \rangle \sim t^{2\beta}$$

(1.29)

Where $\beta = 1/(1 + 2\nu)$ resulting in $\beta \approx 0.92$ for 3 dimensions and without hydrodynamic interactions. Hence, they arrive at the conclusion that polymer translocation must have anomalous dynamics. Luo et al. also used a FB model with a slightly different setting to determine the scaling behaviour of translocation. In their simulation, the polymer was initially placed halfway through the nanopore and instead of translocation time, the escape time $\tau_e$ was measured [28]. This way, there was no need for adding any artificial constraints on the first bead. The escape time is defined as the time required for the chain to exit the pore to either side. In the case of short pores ($L_p \ll R_G$), they found $\tau_e \sim N^{1+2\nu}$ which was in agreement with the prediction of Chuang et al. while for long pores ($L_p \gg R_G$), the escape time scaled with the polymer’s length linearly, $\tau_e \sim N$.

The fact that there is no real notion of time in Monte Carlo simulations may make the reader hesitant at the reliability of the time scaling relations obtained from MC simulations and this is probably one of the main reasons for the popularity of molecular dynamics and mesoscale methods over Monte Carlo method [29, 30, 31, 32, 33, 34, 35, 36, 37]. For example, Guillouzic and Slater performed molecular dynamics with an explicit fluid, by adding fluid particles to the system, to investigate the effect of hydrodynamic interactions on the scaling behaviour of the translocation. They observed a scaling relation of form $\tau \sim N^{2.27\pm0.04}$ [29]. In another study, Lehtola et al. [33] accounted for hydrodynamic effects through stochastic rotation dynamics (SRD) simulation. They found scaling exponent $2.55 \pm 0.05$ for 2D and $2.33 \pm 0.05$ for 3D. In both aforementioned studies, the middle of the chain was initially placed in the nanopore. Most of the results obtained are reasonably consistent with $\alpha = 1 + 2\nu$ exponent for the scaling of translocation time (or escape time) and the chain length.

In spite of the great deal of information that studying unbiased translocation provides on polymer dynamics in confined spaces and the nature of polymer-surface interactions, the omnipresence of forced translocation in many biological systems has made forced translocation more relevant.

The external force applied to the system can be of any nature, for instance, electric or hydrodynamic. Despite the nature of the force, we expect the force, from the cis side toward the trans side, to speed up the process, and therefore the translocation time scales as,

$$\tau \sim N^\alpha / f^\gamma$$

(1.30)
where $f$ is the force amplitude, and $\alpha$ and $\gamma$ are the scaling exponents.

Like unforced translocation, many approaches to the problem of driven translocation have been tried and different estimates of the exponents have been made [38, 18, 39, 40, 31, 28, 41, 42, 43, 44, 45]. In an experimental work, Meller et al. studied voltage-driven translocation of a single-stranded DNA molecule through a biological membrane [18]. They found that the translocation time is proportional to the chain length for molecules longer than the length of the pore, $\tau \sim N$, while for shorter polymers, a steeper dependency was observed. In a theoretical work, Kantor et al. challenged the scaling relations obtained from quasi-equilibrium approaches based on a similar line of reasoning they provided for unbiased translocation [39]. Comparing the relaxation time of the translocating polymer and the translocation time obtained from quasi-equilibrium approach, Kantor et al. observed that the translocation time is shorter than the relaxation time and as a result, the chain segments on either side do not get the chance to relax. They addressed this problem by Monte Carlo simulations and obtained a scaling behaviour of $\tau \sim N^{1+\nu}/f$ which led them to the conclusion that driven translocation has anomalous dynamics.

Although they observed that polymer translocation is not an equilibrium process from Brownian dynamics (BD) simulations, Tian and Smith showed that their one-dimensional diffusion model obtains results that are in qualitative agreement with BD simulations for the dynamics of driven translocation [40]. In their simulation which was governed by Langevin dynamics, the membrane potential was incorporated by applying an external field across the nanopore. The results of their LD simulation showed a linear scaling between the translocation time and the chain length, chemical potential difference, and friction coefficient, $\tau \sim N\zeta/\Delta\mu$ where $\zeta$ is friction coefficient and $\Delta\mu$ is the chemical potential gradient. In their study, the nature of a second peak in the translocation time distribution which was observed in experiments [21] and simulations [46] was also studied. Formation of trapped conformations on the trans side, for example, a loop-like shape was found to be responsible for the second peak exhibition. They also pursued the effect of the existence of attractive polymer-pore interactions. Tian et al. observed that the capture process is facilitated by an absorbing channel and the translocation time decreased in the presence of attractive polymer-pore interactions.

In another work based on Langevin dynamics, Luo et al. found a weak-to-strong driving force crossover. Their results showed a scaling relation where $\alpha \approx 1.37 \pm 0.02$ for fast translocation, caused by stronger force or lower viscosity, and $\alpha \approx 1.52 \pm 0.01$ for slow translocation [47]. The exponents found are in good agreement with $\alpha = 1 + \nu$ reported in previous works [39, 48].

In all the studies of forced translocation mentioned above, the hydrodynamic interactions have been neglected primarily because of the complicated nature of systems involving this kind of force as well as the computational cost of including hydrodynamic forces in simulations. In 2009, Lehtola et al. carried out SRD simulations to investigate the effect of hydrodynamics on forced translocation [43]. Their study showed that the translocation time drops considerably in the presence of hydrodynamic interactions. They found that the scaling exponent $\alpha$ depends on both the pore force and friction, and concluded that no universal scaling of $\tau$ with $N$ exists.

For any translocation to happen, the chain must first be delivered to the nanopore and enter the pore. This process is called polymer capture; the process of finding the entrance of a nanopore. As we mentioned before, most of the computational and numerical studies on polymer translocation start with the chain being already captured by an end or placed in the
middle of the nanopore. This is mainly because reproducing the capture process has been found to be costly, both time-wise and resource-wise. However, some experimental works showed that the assumption that the chain is always captured by its ends fails to draw a complete picture and the capture can actually have an impact on translocation conformation[20]. The formation of folded shapes was later observed in Langevin dynamics (LD) simulations as well [49]. The most common folded conformation observed in experiments is a single-folded shape, which is called a hairpin. Fig. 1.6 shows a hairpin capture from one of our simulations.

The dynamics of hairpin translocation has recently been studied [50]. In this study, Ghosh et al. describe the motion of a hairpin conformation through a nanopore using a generalized form of iso-flux tension propagation (IFTP) theory which accounts for translocation of two strands of the chain at the same time. The theory of tension propagation in translocation was originally introduced and derived by Sakaue [44] and has been modified since then [51, 52].

The hairpin translocation of DNA creates secondary current drops which are similar to the effect of the presence of a target molecule or a specific base sequence in the structure. This poses a challenge in analyzing the results obtained from single-molecule sequencing methods. In order to solve this problem, a reasonable amount of effort has been put into understanding the capture process, hairpin formation, and dynamics of hairpin unravelling and single-file capture promotion.

In one of the early works on polymer capture, Wong and Muthukumar theoretically showed that an electro-osmotic flow can cause extension in the polymer chain within a certain distance from the nanopore. They called this distance the capture radius ($r_c$) and proposed a quantitative prediction for this quantity [53]. However, most of the studies since have focused on the translocation process. In the studies on the capture process, the system in the absence of hydrodynamics, or capture to a very narrow nanopore which does not allow for a hairpin insertion was examined. In the present study, we investigate the effect of hydrodynamic flow on polymer
capture using multi-scale molecular dynamics-lattice Boltzmann simulations. The size of the nanopore is set to allow for hairpin passing.

1.5 Motivation

Polymer translocation is a process that appears in many biological systems. In this process, a polymer chain travels from one side of a barrier to the other side through a nanopore. However, before this process takes place, the chain must find the pore first. This process is called polymer capture. Recent studies on the polymer capture showed that the common approach to capture, which assumes that the chain arrives at the entrance as a random coil and after several attempts, an end gets captured, does not draw an accurate picture of forced capture [54, 55]. Mihovilovic et al. conducted an experimental study on electrophoretic capture of DNA. In Fig. 2b of Ref. [54], it is shown that despite the formation of hairpins, DNA molecules have a strong tendency to thread into the nanopore near the ends. In another study, Farahpour et al. showed that chain extensions occur during the capture of a DNA molecule in an electric field [55]. As a part of our goal to provide a better insight into the polymer capture, we will shed light on why the capture happens often by the ends, and if there is any relation between the extensions observed and the insertion conformation.

1.6 Outline

In the following chapter, we provide the details regarding our fluid and molecular model as well as some background on the models. We present the results obtained from our simulation in chapter 3. The fluid in our system is driven by a pressure jump at the boundary which results in two flow regions, a weakly-driven bulk and a converging area near the nanopore. The definition of the different regions and the impact of having this geometry is discussed in 3.1. In this section, we show that a hydrodynamic flow can eliminate the possibility of unsuccessful capture even when it is weakly-driven in the bulk. In section 3.2, we discuss the possible deformations in polymer conformation during the capture process. The dependency of the intensity of a pressure-driven flow on the cross-section area creates a flow with two regimes. The stronger regime close to the nanopore induces extensions on the chain. Section 3.3 is dedicated to introducing the concept of the pulley effect which causes the unravelling of the polymer. Pulley effect is the result of a balance between elastic recoiling forces of the two strands of a hairpin and the drag force of the flow. Finally, in chapter 4, we summarize with conclusions and possible future work.
Chapter 2

Methodology

In the previous chapter, we discussed polymer molecules, their measures of shape and dynamics, and finally, introduced polymer capture and translocation. In order to successfully reproduce the behaviour of polymer capture under hydrodynamic flow, we need a fluid model that accounts for such interactions. A fluid system consists of an enormous number of molecules on the microscopic scale. This creates an obstacle for simulating such systems using molecular dynamics. Molecular dynamics (MD) is a method that solves Newton’s equation for all the microscopic particles in the system and determines the molecular state of the system at each time step [56]. The molecular dynamics method incorporates the thermodynamic features of the system using statistical dynamics calculations. With this definition, one can see that the obstacle mentioned before is the time and resources required to conduct molecular dynamics for fluid systems.

The other reason that MD methods are not the most popular way to simulate the behaviour of fluids is that the macroscopic quantities of interest do not depend on the detail of the motion of every particle and their interactions, but they are the result of the behaviour of a collection of particles. The continuum approaches directly deal with macroscopic variables and does not suffer from this problem. The Navier-Stokes equations can be solved for a certain boundary and initial conditions, and the dynamics of the fluid and its flow can be predicted. Since solving such equations are difficult due to non-linearity, a group of discretizing schemes, for example, finite volume method, has been used to convert the Navier-Stokes equations to a set of algebraic equations [57]. The drawbacks of using these methods are the truncation error rising from the discretization and the potential for numerical instability.

The mesoscale approaches are something between the microscopic and macroscopic methods. Since the molecular level details are not of interest, these models simulate the dynamics of the system by following the motion of groups of molecules and the evolution of their representative distribution function. One of these methods is the lattice-Boltzmann (LB) method. In the next section, we first touch on the fundamental physical theory behind the LB method. Then we describe the general scheme of LB algorithms and its features, and elaborate on the fluctuating lattice-Boltzmann package, which we used to reproduce the fluid in our system. In the last section of this chapter, we discuss our system setup and the advantages of applying hybrid molecular-dynamics lattice-Boltzmann to understand the dynamics of polymer capture and translocation.
2.1 Fluid model

2.1.1 Kinetic Theory and the Boltzmann equation

Imagine a box consisting of a total number of \( N \) molecules with various positions \( r \) and velocities \( v \). Since we are not interested in the motion of each molecule in detail, we focus on the probability distribution function \( f(r, v, t) \) of molecules at time \( t \) in the volume element \( d^3r \) with velocities that lie within a \( d^3v \) element of the velocity space, and number density \( n \),

\[
 n = f(r, v, t) d^3v. \tag{2.1}
\]

In all our discussion of this chapter, when we mention a volume element, we mean a very small element from a macroscopic viewpoint. That is, the volume element may consist of a large number of molecules. Therefore, the distribution function shows the distribution of position and momenta among all the members of the small finite volume element.

Since each particle is at a certain position and has a certain velocity, we can construct a phase space of positions and velocities. A specific configuration of a system with a total number of molecules \( N \) is represented with \( N \) points in the phase space. This phase space can be divided into elements with a volume of \( d^3r \). Therefore, the total number of molecules of the system can be found from the summation of the total number of molecules in each element at time \( t \),

\[
 N = \sum n(r, v, t) d^3r. \tag{2.2}
\]

Considering the fact the volume elements consist of a large number of molecules, we can assume that the density of the phase space points does not change drastically from one element to the neighbours and hence, the distribution function can be regarded as a continuous function and

\[
 N = \int n(r, v, t) d^3r = \int f(r, v, t) d^3r d^3v. \tag{2.3}
\]

In order to understand the dynamic behaviour of the system, we need to find the form of the distribution function and how it evolves in time. This is essentially the main goal of kinetic theory [58].

The first step in finding the distribution function is to find the equation of motion of this function. The change of the distribution function over time is due to the exchange of molecules between different volume elements. In the case of no collisions between the moving molecules, a molecule with coordinates \((r, v)\) at time \( t \) will move to \( r + v \delta t \) at time \( t + \delta t \), assuming \( \delta t \) is small. The new velocity of the molecule will be \( (v + \frac{F}{m} \delta t) \) where \( F \) is the external force acting on a single molecule and \( m \) is the mass of the molecule. Therefore, we can find all the molecules that were in \( d^3r d^3v \) at time \( t \) in \( d^3r' d^3v' \) at time \( t + \delta t \),

\[
 f(r + v \delta t, v + \frac{F}{m} \delta t, t + \delta t) d^3r d^3v = f(r', v', t) d^3r' d^3v'. \tag{2.4}
\]

In equilibrium, the probability distribution or the equivalent here, the number of particles with a given velocity \( v \), is conserved. Therefore, we must have \( f(r, v, t) = f(r', v', t) \) and

\[
 f(r + v \delta t, v + \frac{F}{m} \delta t, t + \delta t) = f(r, v, t). \tag{2.5}
\]
2.1. Fluid model

Up to this point, the collisions between molecules were ignored. This effect can be added as the rate of change of the distribution function to Eq. 2.5,

\[
\frac{Df}{Dt} = \delta t f(r + v \delta t, v + \frac{F}{m} \delta t, t + \delta t) - f(r, v, t) = \Delta(f)
\]  

(2.6)

where \(\Delta\) is the collision operator and \(D\) is the material derivative defined as,

\[
\frac{D}{Dt} = \frac{\partial}{\partial t} + (v \nabla_r) + \left(\frac{F}{m} \nabla_v\right)
\]  

(2.7)

where \(\nabla_r\) and \(\nabla_v\) are the gradients with respect to position and velocity, respectively. Eq.2.6 is the Boltzmann transport equation.

To be able to characterize the distribution function, it is necessary to know the nature of the collision operator. This can be difficult due to the complexity of molecular interactions and collisions. However, it has been shown that the first-order approximation in an expansion about equilibrium can provide reasonable results for most practical problems. In this model, the collision function is written as a linear function of the distribution function,

\[
\frac{Df}{Dt} = -\frac{1}{\tau_b}(f - f^{eq})
\]  

(2.8)

where \(\tau\) is the collision time and \(f^{eq}\) is the equilibrium distribution function.

The best way of testing a model is to find the connection between the model and measurable real-world quantities. This is how experiments confirm mathematical models. By applying the conservation theorem relevant to the Boltzmann transport equation and defining mass density,

\[
\rho(r, t) = mn(r, t)
\]  

(2.9)

we can derive the conservation of mass, momentum, and energy equations:

\[
\frac{\partial \rho}{\partial t} + \nabla.(\rho \mathbf{u}) = 0
\]  

(2.10)

\[
\rho \left(\frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla\right) \mathbf{u} = \frac{\rho}{m} \mathbf{F} - \nabla \cdot \mathbf{P}
\]  

(2.11)

\[
\rho \left(\frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla\right) \theta = -\frac{2}{3} \nabla \cdot \mathbf{q} - \frac{2}{3} \mathbf{P} \cdot \mathbf{I}
\]  

(2.12)

where \(\mathbf{u}(r, t) \equiv \langle \mathbf{v} \rangle\). The average value is defined as,

\[
\langle \mathbf{v} \rangle \equiv \frac{\int d^3 v \, f \mathbf{v}}{\int d^3 v \, f} = \frac{1}{n} \int d^3 v \, f \mathbf{v}
\]  

(2.13)
where \(d^3v\) is a velocity volume element around \(v\). The other quantities are defined as follows:

\[
\rho(r, t) \equiv m \int d^3v \; f(r, v, t) \tag{mass density} (2.14)
\]

\[
u(r, t) = \langle v \rangle \tag{average velocity} (2.15)
\]

\[
\theta(r, t) \equiv \frac{1}{3} m \langle ||v - u||^2 \rangle \tag{temperature} (2.16)
\]

\[
q(r, t) \equiv \frac{1}{2} m \rho \langle (v - u)(v - u)^2 \rangle \tag{heat flux vector} (2.17)
\]

\[
P_{ij} \equiv \rho \langle (v_i - u_i)(v_j - u_j) \rangle \tag{Pressure tensor} (2.18)
\]

\[
\Gamma_{ij} \equiv \frac{1}{2} m \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \tag{2.19}
\]

The physical interpretation of the equations above and the names assigned to the quantities become more clear when the first-order approximation is applied and the equations are rearranged. We skip over the details of the derivation, which can be found in any standard kinetic theory and statistical mechanics book [58, 59], and focus on the few important steps that help us to recover the equations of hydrodynamics. The Maxwell-Boltzmann distribution is a possible equilibrium distribution which obtains good result in the case of a dilute gas and is used as an example here [58].

We define \(g(r, v, t) = f - f^{eq}\) where

\[
f^{eq} = n \left( \frac{m}{2\pi\theta} \right)^{3/2} \exp\left( -\frac{m}{2\theta}(v - u)^2 \right). \tag{2.20}
\]

Eq. 2.6 in the limit of \(\delta t \to 0\) and with first-order collision operator can be rewritten as,

\[
\frac{f(r + v\delta t, v + \frac{F}{m}\delta t, t + \delta t) - f(r, v, t)}{\delta t} = \left( \frac{\partial}{\partial t} + v \cdot \nabla_r + \frac{F}{m} \cdot \nabla_v \right) f \approx -\frac{f - f^{eq}}{\tau_b}. \tag{2.21}
\]

By plugging \(g(r, v, t)\) in Eq. 2.21 assuming that \(g \ll f^{eq}\) (which is reasonable for small Knudsen number \(Kn = \lambda/L\) where \(\lambda\) is the free mean path and \(L\) is the characteristic length),

\[
-\tau_b \left( \frac{\partial}{\partial t} + v \cdot \nabla_r + \frac{F}{m} \cdot \nabla_v \right) f^{eq} \approx g \tag{2.22}
\]

which can be substituted into Eq. 2.17 and 1.18 to obtain \(q\) and \(P_{ij}\),

\[
q = \frac{mp}{2n} \int d^3v (v - u)(v - u)^2 g = -K\nabla \theta \tag{2.23}
\]

\[
P_{ij} = \delta_{ij}P - \frac{2n}{m} \left( \Gamma_{ij} - \frac{m}{3} \delta_{ij} \nabla \cdot u \right) \tag{2.24}
\]

where \(K = 5/2\tau_b \theta n\) is the thermal conductivity and \(\eta = \tau_b n \theta\) is the viscosity. By substituting Eq. 2.23 and 2.24 into the conservation equations and neglecting the higher derivatives of \(\rho, \theta,\)
2.2 Fluid simulations with Lattice-Boltzmann

The conventional computational fluid dynamics (CFD) methods attempt to solve Eq. 2.26 (NSE) by discretizing them in space and time. The \(\mathbf{u} \cdot \nabla \mathbf{u}\) term on the left-hand side of Eq. 2.26 brings non-linearity to this system of second-order partial differential equations. Key requirements for accurate simulations of fluids are conservation of mass, momentum, and energy. The truncation errors arising from the discretizing NSE makes meeting these requirements difficult and the need for implicit iterative algorithms to obtain a converged solution makes simulating fluid behaviour based on NSE even more challenging. A great deal of effort has been dedicated to developing more efficient and stable techniques to handle Navier-Stokes equations. On the other hand, finding alternative formulations for fluid dynamics has been pursued by a group of scientists. The “lattice-gas automata” is one of the old methods which was used to reproduce hydrodynamics [60].

The original lattice-gas cellular automata (LGCA) was proposed by Hardy et al. in 1973 and is known as the HPP model after the three authors Hardy, de Pazzis, and Pomeau. The HPP model is set up on a regular, square, 2D lattice with nodes that are connected by unit
length links [61]. The lack of isotropy and Galilean invariance of the HPP model encouraged Frisch et al. to come up with a different scheme that accounts for the isotropy [62]. They found out that a triangular mesh brings better isotropy into the model. Since each node is surrounded by 6 neighbour sites, the model was called the hexagonal lattice gas (HLG), as shown in Fig. 2.1. Although the collision rules and mesh structure were modified from HPP to HLG, and as a result, the lack of isotropy was overcome, the HLG model still suffered from some other fundamental drawbacks, such as spurious invariants and noise [63]. The LGCA methods inherit their noisy nature from the Boolean variables used in the formulation. The problem of noise was solved by switching from Boolean variables to particle distribution functions which brought a new branch of hydrodynamic simulations to life, namely, the lattice-Boltzmann (LB) method [64].

![Figure 2.2: In D1Q3 model, the fictitious particle can travel to one of the adjacent sites via $e_1 = 1$ or $e_2 = -1$ in lattice units, or it can stay at the current site.](image)

The LB method is based on solving a discretized, both in time and space, version of Boltzmann’s transport equation on a lattice,

$$f_i(x_\kappa + \Delta x, t + \Delta t) - f_i(x_\kappa, t) = \Delta_i$$

(2.28)

where $f_i$ is a partial distribution function, $x_\kappa$ is the coordinate in the direction $\kappa$ ($\kappa = x, y, z$ in Cartesian coordinates), $\Delta x$ is the lattice spacing, $\Delta t$ is the time step, and $\Delta_i$ is a discretized collision operator.

Each site of the lattice is occupied with a fictitious group of particles representing the distribution function at that site. In a typical LB algorithm, particles move from their current site to the neighbouring sites in the streaming step, and then the distribution function is updated according to collision rules in the collision step. The number of components of the partial distribution function and the velocity vector may vary depending on the lattice arrangement.

In one dimension, the most common arrangement is $D1Q3$, which stands for a one-dimensional model with 3 neighbouring sites, as illustrated in Fig. 2.2. In general, the notation $DdQn$ labels the LB model where $d$ is the spatial dimension and $n$ is the number of neighbouring sites including the current site. The velocities by which the particle moves to the other sites are vectors $e_i$ where $i = 0, 1, 2, ..., n - 1$. The 2D and 3D models are shown in Fig. 2.3 and Fig. 2.4. The velocities for different models can be obtained based on their definition, for example, the velocities of D3Q15 are,

$$
\begin{align*}
    e_0 &= (0, 0, 0)c_l, \quad e_1 = (1, 0, 0)c_l, \quad e_2 = (0, 1, 0)c_l \\
    e_3 &= (-1, 0, 0)c_l, \quad e_4 = (0, -1, 0)c_l, \quad e_5 = (0, 0, 1)c_l \\
    e_6 &= (0, 0, -1)c_l, \quad e_7 = (1, 1, 0)c_l, \quad e_8 = (-1, 1, 0)c_l \\
    e_9 &= (-1, 1, -1)c_l, \quad e_{10} = (1, 1, -1)c_l, \quad e_{11} = (1, -1, 1)c_l \\
    e_{12} &= (-1, -1, 1)c_l, \quad e_{13} = (-1, -1, -1)c_l, \quad e_{14} = (1, -1, -1)c_l.
\end{align*}
$$
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Figure 2.3: In D2Q5, the streaming happens only vertically or horizontally while in D2Q9, the digonal motion is also possible.

where $c_l = \delta x / \delta t$ is the lattice velocity. As mentioned before, the evolution of the distribution function depends on the collision operator and being able to solve the LB equation and simulate fluids hinges on knowing this operator. A very common and broadly-used LB model is the single-relaxation time model. This model is known as the BGK model after Bhatnagar, Gross, and Krook who introduced this model in 1954 [65]. Substituting the first-order discrete collision term into Eq. 2.28 and rewriting the equation in differential format, we obtain the equation for the evolution of $f_i$

$$D_i f_i \equiv (\partial_t + e_i \partial_x) f_i = -\frac{1}{\tau_b} (f_i - f_i^{eq}). \tag{2.29}$$

where $D_i$ is defined as the material derivative in direction $e_i$, and $\tau_b$ is the relaxation time. This is the simplest form of LB equation without any external forcing or thermal fluctuations term. The local mass and momentum are defined as,

$$\rho(x, t) = \sum_i f_i(x, t) \tag{2.30}$$

$$\rho(x, t) u(x, t) = \sum_i f_i(x, t) e_i \tag{2.31}$$

where $x = (i, j, k) \Delta x$, $\rho(x, t)$ is the mass density and $e_i$ is the velocity vector in the $i$th direction and the conservation laws are reinforced by the following constraints,

$$\sum_i f_i^{eq}(x, t) = \rho(x, t) \tag{2.32}$$

$$\sum_i f_i^{eq}(x, t) e_i = \rho(x, t) u(x, t) \tag{2.33}$$
The relation between the terms in Eq. 2.29 and 2.26 can be figured out through a Chapman-Enskog expansion [60] of the equilibrium distribution function,

\[ f_i^{eq} = \rho \left[ a + b e_i \cdot u + c (e_i \cdot u)^2 + d (u \cdot u) \right] \]  

(2.34)

where \( a, b, c, \) and \( d \) are constants. To find the constants we consider the conditions 2.32 and
2.2. Fluid simulations with Lattice-Boltzmann

| model | ω₀ | ω₁ | ω₂ | ω₃ | ω₄ | ω₅ | ω₆ | ω₇ | ω₈ | ω₉ | ω₁₀ | ω₁₁ | ω₁₂ | ω₁₃ | ω₁₄ |
|-------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| D1Q3  | 4/6| 1/6| 1/6|    |    |    |    |    |    |    |    |    |    |    |    |
| D2Q5  | 2/6| 1/6| 1/6| 1/6| 1/6|    |    |    |    |    |    |    |    |    |    |
| D2Q9  | 4/9 | 1/9 | 1/9 | 1/9 | 1/9 | 1/36 | 1/36 | 1/36 | 1/36 |    |    |    |    |    |    |
| D3Q15 | 16/72 | 8/72 | 8/72 | 8/72 | 8/72 | 8/72 | 8/72 | 8/72 | 1/72 | 1/72 | 1/72 | 1/72 | 1/72 | 1/72 | 1/72 |

Table 2.1: The table shows the weight factors for different models.

2.33 for the equilibrium distribution and, therefore,

\[
f_{eq}^{i} = \rho \omega_i \left[ 1 + 3e_i \cdot u + \frac{9}{2}(e_i \cdot u)^2 - \frac{3}{2}(u \cdot u) \right]
\]  (2.35)

where \( \omega_i \) is the weight associated with \( e_i \). Table 2.1 shows the weights for different LB models. Now that the equilibrium distribution is specified, one can derive other continuum quantities by working out the higher velocity moments of the equilibrium distribution function.

As shown above, the LB method is capable of reproducing the hydrodynamics equations. However, in systems like the one in our study, there are other parameters to be considered, for instance, the interactions between the polymer molecule immersed in the fluid and the thermal motion of the polymer caused by the collisions between the macromolecule and the fluid molecules. A significant number of studies have been done on implementing fluid-structure interactions and thermal fluctuations into the LB algorithm [66, 67, 68]. Different programs and packages have been built based on proposed models among which we use the LAMMPS (Large-scale atomistic/molecular massively parallel simulator) [69] standard package LB-FLUID introduced by Mackay et al. in 2013 [70].

2.2.1 Our system: a polymer chain in LB-FLUID

Many biological phenomena and industrial processes involve motion of suspended particles in a fluid, for example, colloidal suspensions, cell motion in the bloodstream, polymer processing, etc. Polymer capture also belongs to this group of processes. Therefore, To successfully simulate the polymer capture, a tool is required that can handle the motion of embedded particles in a fluid. The LB method is a mesoscale method which is flexible with different boundary conditions and hence, very well capable of simulating fluid-structure systems. In our study, the structure is made up of molecular dynamics particles.

In addition, since polymer capture and translocation is a nano-scale process, the thermal agitation becomes crucial for describing the motion of the polymer correctly. Therefore, we do not apply a basic LB algorithm but a fluctuating model that accounts for thermal fluctuations.

The LB-FLUID package of LAMMPS follows the general theme of LB algorithms discussed in the previous section. However, a general forcing term is added to the Boltzmann
equation 2.29 through which the thermal fluctuations and fluid-structure interactions are implemented into the method,

\[ D_i f_i \equiv (\partial_t + e_i \partial_k) f_i = \frac{1}{\tau_b} (f_i - f_{eq}^i) + W_i \]  

(2.36)

where \( W_i \) is the general forcing term [68]. This term encompasses two parts, the external forces \( p_i \) and thermal noise \( \xi_i \),

\[ W_i = p_i + \frac{1}{\tau_b} \tilde{\xi}_i \]  

(2.37)

where \( 1/\tau_b \) is added to make the definition of \( \tilde{\xi}_i \) and \( f_{eq}^i \) consistent. The external forcing term is related to the applied external force (electric, gravity, etc.) through its moments,

\[ \sum p_i = 0 \]  

(2.38)

\[ \sum p_i e_{ik} = F_k \]  

(2.39)

\[ \sum p_i e_{ik} e_{j\beta} = u_k F_k + u_\beta F_\beta \]  

(2.40)

where \( F_k \) is the external force density. To calculate the force exerted on the fluid by any embedded surface, the surface must be mapped onto the fluid mesh. The first step is to discretize the surface to a set of nodes (surface nodes). Then, the surface nodes are distributed among surrounding lattice sites. The distribution weights can be chosen using different schemes. For example, in 2D, a bilinear stencil gives weights of the form \( a_{ij}^{(T)} = A_{ij}/\Delta x^2 \) where \( A_{ij} \) is the opposing area to the area between mesh site \( i \) and surface node \( j \). An illustration of this method is shown in Fig. 2.5. This method is general and can be used in 3D as well where instead of relative areas, the weights are found from the ratio of the volumes to the total volume. There is no constraint on the shape of the surface and no extra information, other than the solid’s linear and angular velocity, is needed to find its effect on the fluid.

An early, widely used scheme, is the immersed boundary method introduced by Charles Peskin in 1972 [71]. Both the Peskin and trilinear stencil are implemented in LB-FLUID and can be used in simulations. We use a trilinear stencil in our simulations primarily because
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of the smearing effects of the Peskin stencil [72]. These effects arise from the spreading of each point across more lattice sites. As we will see, our nano-scale channel is made out of a hole through an MD solid-state wall. With the Peskin stencil, we observed that the fluid leaks through the walls. This problem can be overcome by calibrating the fluid parameters and applying a trilinear stencil. We used both in our case. Fig. 2.6 shows the fluid flow in terms of streamlines. As can be seen, the streamlines penetrate through the wall around the hole when the Peskin stencil was used, but not with the calibrated trilinear stencil.

Figure 2.6: (a) shows the fluid flow in terms of streamlines. The narrow red area is inside the hole where the flow is stronger. (b) shows the same flow but with the Peskin stencil. Some of streamlines go through the walls.

While the chain is moving through the fluid, it interacts with the fluid. The LB-FLUID handles these interactions as follows. The location of different nodes of the surface \( \mathbf{r}_i \) are calculated with respect to the centre of mass (com) of immersed objects and therefore their velocities are found by \( \mathbf{v}_i = \mathbf{v}_{\text{com}} + \Omega_j \times \mathbf{r}_i \) where \( \Omega_j \) is the angular velocity of the \( j \)th monomer. The local forces at each lattice site \( j \) imposes a force on the surface node \( i \) like,

\[
F_{ij} = (\mathbf{v}_i - \hat{\mathbf{u}}_i)a_{ij}\gamma. \tag{2.41}
\]

Since the velocities are known at each mesh site the next step is to determine \( \hat{\mathbf{u}}_i \). The simplest way is to use \( \hat{\mathbf{u}}_i = \mathbf{u}(x_j) \) where \( \mathbf{u}(x_j) \) is the fluid velocity at mesh site \( j \). In contrast with this “noninterpolating” method, the velocity of the fluid at the surface node can be found as following,

\[
\hat{\mathbf{u}}_i = \sum_j a_{ij}\mathbf{u}(x_j) \tag{2.42}
\]

where for \( a_{ij} \) either the trilinear or Peskin weights can be used. A normalization condition is applied on the weights so that the fluid mesh resolution doesn’t have an impact on the calculated area of the immersed body,

\[
\sum_j a_{ij} = 1 \tag{2.43}
\]

where \( n = 2d \) for trilinear stencil and \( n = 4d \) for Peskin stencil. As shown by Ollila et al. [72], the presence of mesh effects poses a challenge on defining the hydrodynamic radius of a single
particle and as a result, defining the friction coefficient $\gamma$. They solved the mesh effect problem using composite particles. For our simulations, we follow the same path.

The LB-FLUID algorithm has a standard LB integrator. The algorithm is second order accurate in $\Delta x$ and $\Delta t$. The stability of the model is guaranteed by $\tau_b/\Delta t \sim O(1)$ and $c_s < c_l$ where $c_s = \sqrt{\partial P/\partial p}$ is the speed of sound and $P$ is the normal pressure. The equilibrium distribution of Eq. 2.35 is valid in the low Mach numbers limit which is a good approximation for our system. The model converges to Navier-Stokes equations of hydrodynamics in this limit.

Our polymer molecule is created out of composite particles consist of central and shell atoms, as shown in Fig. 2.7a. The word atom refers to point MD particles. The central atoms (monomers) are connected via FENE bonds as defined in Eq. 1.8,

$$U = -\frac{1}{2} k R_0^2 \ln \left(1 - \left(\frac{r}{R_0}\right)^2\right) + 4 \epsilon \left(\left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^{6} + \frac{1}{4}\right) H \left(2^{1/6} - \frac{r}{\sigma}\right), \quad (2.44)$$

where $r$ is the distance between adjacent monomers, the first term on the right is the elastic potential with elastic constant $K = 30 \epsilon \sigma^{-2}$ in which $\epsilon = k_B T$, where $k_B$ is the Boltzmann constant and $T$ is temperature. The maximum distance $R_0 = 1.5 \sigma$ where $\sigma$ is the Lennard-Jones (LJ) length scale. The second term is the truncated and shifted 12-6 LJ potential multiplied by the Heaviside step function $H \left(2^{1/6} - \frac{r}{\sigma}\right)$ in order to reflect a repulsive behaviour (truncation at the minimum). The same LJ forces are applied between the monomers to reproduce the excluded-volume effect for the chain (self-avoiding chain). Each monomer is surrounded by 31 shell atoms which interact with the fluid. Each group consisting of 1 central atom and 31 shell atoms make a rigid sphere of radius $R_{shell} \approx 0.7$nm. Hence, all the interactions between the shell atoms and the fluid affect the motion of the monomer as well. The particular coupling method used in this model satisfies the no-slip condition on the shell surface [72].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2_7.png}
\caption{(a) shows a composite particle. The pink particles are the shell atoms and the jade particle is the central atom which altogether make a rigid sphere. (b) is an illustration of our polymer chain.}
\end{figure}
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Table 2.2: The moments of equilibrium distribution \( M_{eq}^a \) and of the continuum random process \( \bar{\chi} \) for model D3Q15.

| \( a \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10-12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( M_{eq}^a \) | \( \rho \) | \( \rho u_x \) | \( \rho u_y \) | \( \rho u_z \) | \( P_{xx} + \rho \left( u_x^2 - \frac{c^2}{4} \right) \) | \( P_{yy} + \rho \left( u_y^2 - \frac{c^2}{4} \right) \) | \( P_{zz} + \rho \left( u_z^2 - \frac{c^2}{4} \right) \) | \( P_{xy} \) | \( P_{xz} \) | \( P_{yz} \) | 0 | \( \rho u_x u_y \) | \( \rho u_x u_z \) | \( K^{eq} \) |
| \( \bar{\chi} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Up to this point, we discussed the implementation of surface-fluid interaction in the LB-FLUID package and our polymer model which is chosen to match with the LB-FLUID scheme. The other important component in simulating the motion of a polymer chain is the thermal fluctuations. As mentioned before, the LB-FLUID package accounts for this type of dynamics through the general forcing term, via the second term in Eq. 2.37. The continuum random process \( \tilde{\xi}_i \) can be constructed from the moments of local thermal fluctuations \( \bar{\chi} \),

\[
\tilde{\xi}_i(x, t) = \omega_i \sum_m m^a_i \bar{\chi}^a (x, t) N^a
\]

where \( m^a_i \) corresponds to moments of the velocity tensor \( \mathbf{e}_i \), \( \bar{\chi}^a \) is the local thermal fluctuations in the corresponding moment, and \( N^a \) is a normalization factor. The values of these quantities can be found in Ref. [68]. In the presence of fluctuations the stress tensor can be split into three components,

\[
\sigma_{\alpha\beta} = -P_{\alpha\beta} + \eta_{\alpha\beta\gamma} \partial_\alpha u_\gamma + s_{\alpha\beta}
\]

where \( P_{\alpha\beta} \) is the pressure tensor, \( \eta_{\alpha\beta\gamma} \) is the viscosity tensor, and \( s_{\alpha\beta} \) is fluctuating stress tensor. The fluctuating stress tensor is related to viscosity through a fluctuation-dissipation theorem,

\[
\left\langle s_{\alpha\beta}(\mathbf{r}, t) s_{\alpha\gamma}(\mathbf{r}', t') \right\rangle = 2\eta_{\alpha\beta\gamma} k_B T \delta(\mathbf{r} - \mathbf{r}') \delta(t - t')
\]

and to the local thermal fluctuations through the moments of the continuum thermal noise as given in Table. 2.2.

As discussed in the first chapter, the radius of gyration is an appropriate measure of the size of a polymer chain. Therefore, we measured the equilibrium size of the chain by running a free chain simulation of our chain and we found \( R_G = R_F \approx 8.6 \text{nm} \) for a 64-mer chain. In addition to fluid and polymer molecules, we have a nanochannel in the system. This nanopore is made out of a channel of size 10nm \( \times \) 4nm \( \times \) 4nm with rectangular cross-section through a fixed solid wall. The width of the nanopore is chosen to allow single-folded conformations (hairpins) to thread through while does not allow knots (yarn-like conformations) to pass. Since the research focus is on polymer capture rather than translocation, the shape of the pore would not have an impact on our results. This being said, since rectangular channels are a common geometry used in detection instruments, we go with that. The wall is created by MD particles which have a significantly larger mass than the MD particles used for the polymer chain. The wall interacts with both the fluid and the polymer chain. The wall-polymer interactions are of repulsive LJ form and the no-slip condition is satisfied on the surface of the wall. The wall is of size 10nm \( \times \) 52nm \( \times \) 52nm and blocks the path of the fluid through the system other than
through the nanopore. The beginning of the wall is placed at 48nm from the origin of the simulation box in the x-direction which is of size 80nm × 52nm × 52nm 2.8. The box size and the position of the wall are chosen this way mainly because of two reasons. Firstly, we want the chain to start far from the nanopore so that it gets time to explore its different conformations before threading through the pore. Since we fixed the initial position of the centre of mass of the chain to a specific area, namely \( \{x = 12\text{nm}, y = 16 - 36\text{nm}, z = 16 - 36\text{nm}\} \), the distance \( x_{\text{ent}} - x_{\text{COM}}^0 \approx 4R_F \) provides enough time for random wandering of the chain. \( x_{\text{ent}} \) is the position of the entrance of the nanopore in the x-direction, \( x_{\text{COM}}^0 \) is the initial position of the centre of mass of the chain, and \( R_F \) is the equilibrium radius of our chain.

Secondly, the box must be large enough to minimize any periodic boundary (PB) effects in the system. If the box size is comparable to the chain size, some segments might interact with their periodic shadow or the wall. The PB effect can also alter the fluid flow field in the case of small boxes.

The flow in our system is driven by a pressure jump at the x-boundary. The main feature of such a driving force is that it results in an inverse relation between the cross-section area and the flow force. In other words, the flow force increases locally wherever the cross-section decreases. This feature, which is absent in body-force driven flows, allows for a flow with two regimes: uniform weakly-driven flow in the bulk and converging fast flow near the nanochannel. To ensure that the flow is weakly-driven in the bulk, i.e. the motion of the chain is a balanced mix of diffusion and drift, we compared the flow velocity in the bulk with the relaxation time of the polymer chain. We also ran a couple of realizations for systems of lower and higher pressure jumps and compared the results to our main simulation. We take a closer look at this problem in section 3.1.

When it comes to computational studies, it is crucial to choose the methods and parameters...
that both are realistic and computationally efficient. For our fluid, we set the density and dynamic viscosity to one-tenth of that of water. This gives similar dynamical behaviour to that of water while the chain can move easier. For our polymer chain, we first tested our hypothesis using a 32-mer chain. Since for longer chains, the size of the box and the wall must be adjusted as well, the simulation time increases almost linearly with the size of the chain. Therefore, a medium length chain is a good place to start. However, we base our analysis on a 64-mer chain which corresponds to a more relevant chain length in the physical examples.

Polymer translocation is a process commonly found in biological systems. Understanding the effect of hydrodynamics on this process and polymer capture can provide great insight into such systems which can lead to important breakthroughs in different fields from medicine to physics. In the next chapter, we show our results which emphasize the effects of hydrodynamic flow on polymer capture.
Chapter 3

Results

Polymer translocation is the process of a single polymer chain going through a biological or solid-state pore, the latter in our case, that is the same size or smaller than the radius of gyration of the chain. The polymer’s journey starts in the bulk and far from the hole, as shown in Fig. 3.1a. In this region, the flow field is uniform and weakly-driven, as illustrated in Fig. 2.6a by the uniform streamlines. The change in the system cross-section from the bulk region to the nanopore results in a converging flow with growing strength, due to conservation of mass and momentum, approaching the nanochannel. Fig. 3.2 shows the velocity of the fluid as a function of position for systems with and without thermal noise. The inset is a logarithmic graph of the velocity as the fluid approaches the nanopore. As this graph shows, the velocity increases like \( \frac{1}{r_{pore}^2} \), where \( r_{pore} \) is the distance from the pore, as expected based on the fact that all the streamlines from the bulk must converge into the pore as it is the only exit. The converging flow induces extensions in the polymer, as can be seen in Fig. 3.1b. When a segment of the chain arrives at the entrance of the nanopore, Fig. 3.1c, the translocation starts. We will refer to the monomer that threads into the nanopore before any other monomer as the front monomer. The monomer which is ahead of other monomers at any given time is referred to as the leading monomer. The front monomer can be one of the ends (single-file conformation), as in Fig. 3.1c, or any other monomer along the chain (hairpin conformation), as shown in Fig. 3.3c [49, 54]. During the translocation, monomers thread through the nanochannel from the cis side, where the chain originates, to the trans side, where the chain translocates to, as shown in Fig. 3.1d until the whole chain arrives at the trans side, as in Fig. 3.1e. In the rest of this chapter, we discuss how a non-uniform hydrodynamic flow affects the capture of a single polymer chain through the results obtained from MD-LB simulations.

3.1 Arrival time

The pressure jump at the x boundary generates the flow which induces a forced capture and translocation. We are studying the regime in which the thermal motion and flow force are comparable in the bulk (weakly-driven regime [73, 74]). The chain is initially located in the bulk and far from the nanopore and since the motion of the chain is weakly-driven, it gets the chance to diffuse in the fluid. Due to the thermal diffusion, the time required for the chain to reach the converging flow area, the area with significant velocity gradients, may differ between
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Figure 3.1: Within a certain radius from the nanopore, the polymer feels a stronger pull from the flow (a). In (b), an end reaches the nanopore and the translocation begins. In (c), a part of the chain travelled to the trans side while in (d), the translocation has successfully happened and the whole polymer is on the trans side.

different realizations. As a result, in spite of the drift-controlled regime in the converging area due to the stronger flow, we expect a distribution of centre of mass arrival times ($t_a$). Fig. 3.4 shows a histogram of arrival times of different realizations and the fitted distribution. The mean arrival time is 107 ns and the standard deviation of the distribution is $w_t = 36$ ns $\pm$ 3 ns. If the chain were a rigid blob moving with the flow, we would expect a single arrival time equal to
Figure 3.2: The velocity of the fluid is illustrated as a function of distance from the pore. The red curve is obtained from a system with thermal noise while the black one shows the velocity for a system without noise. The red curve follows the same pattern as the black one within error bounds. The relaxation velocity $v_R$ is shown with a horizontal line (blue dash-dotted). The intersection of the flow velocity and the relaxation velocity is marked with a black circle. For velocities faster than $v_R$ the chain does not have enough time to relax. The inset shows the velocity of the flow approaching the pore in a logarithmic scale. An inverse-square relation for the approaching flow is observed.

$$t_a \approx \int_0^{t_a} dt = \int_{x_{int}}^{x_{ent}} \frac{dx}{v(x)} = 94 \text{ ns}$$  \hspace{1cm} (3.1)

where $v(x)$ is the flow velocity shown in Fig. 3.2, $x_{int}$ is the initial position of the COM of the chain, and $x_{ent}$ is the position of the entrance of the nanopore in the x-direction. As expected due to diffusion, the arrival time of a single rigid blob is slightly less than the measured mean arrival time obtained from our simulations. To further investigate the significance of diffusion in the system, we define a diffusion velocity based on a one-dimensional diffusion constant ($D_0$) which is found from the linear part of the measured mean-squared displacement of the chain, giving

$$v_R = \frac{R_F}{t_R} = \frac{2D}{R_F} = 0.21 \text{ nm/\text{ns}}$$  \hspace{1cm} (3.2)

where $R_F$ is the equilibrium radius of gyration and $t_R = R_F^2/2D$ is the characteristic time of the diffusive motion. When the velocity of the flow increases beyond $v_R$, the chain does not have time to relax and the motion of the chain becomes more like what we describe as a rigid blob motion. The distance from the nanopore where the flow velocity surpasses the diffusion velocity is shown in Fig. 3.2 by the intersection between the horizontal line showing $v_R$ and the flow velocity curve. This distance is a characteristic quantity of the capture process which we shall define later in the analysis of the radius of gyration of the chain and discuss the impact of the shift in the flow regime on the polymer motion and shape.
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Figure 3.3: The journey of a chain which threads into the nanopore in hairpin conformation is illustrated through series of snapshots at different times.

To ensure that the randomness in the arrival time is not due to unsuccessful capture attempts, we monitored the motion of the chain as a function of time. Fig. 3.5 shows the position of the front monomer and the end monomers as a function of time. The front monomer wanders in the fluid for a reasonable amount of time with an almost constant velocity before it is pulled to the hole and its velocity rises. As mentioned below and shown in Fig. 3.5, the velocity of the chain dramatically increases when the chain arrives at the entrance and the chain is captured without any delay. The translocation stage happens comparably fast. The acceleration of the chain at different stages is obvious from the change in the slope of the graphs.
The extra distance that the chainwanders because of diffusion is denoted as \( w_x \) and is related to the standard deviation of the probability distribution of the diffusive motion,

\[
P(\Delta x_{com}, t_a) = \frac{1}{(4\pi D_0 t_a)^{1/2}} \exp \left( -\frac{\Delta x_{com}^2}{4D_0 t_a} \right)
\]

(3.3)

where \( \Delta x_{com} \) is the initial distance of the centre of mass of the chain from the entrance of the nanopore in the x-direction, and \( D_0 \) is the diffusion constant which obtained from MSD graph. Consequently, \( w_x = \sqrt{2D_0 t_a} \). Equation 3.3 is a standard probability distribution of the motion of a Brownian particle in one dimension [75]. The time that the chain migrates \( w_x \) is \( w_t = w_x / \bar{v} \) where \( \bar{v} \) is the average centre of mass speed and can be estimated by \( \Delta x_{com} / t_a \). By combining the equations above, we get an approximation for the standard deviation of the arrival time,

\[
w_t \sim \frac{w_x t_a}{\Delta x_{com}} = \sqrt{2D_0 t_a} \left( \frac{t_a}{\Delta x_{com}} \right).
\]

(3.4)

As seen in Fig. 3.4, \( t_a \) is normally distributed with mean of 107 ns, and standard deviation of \( w_t = 36 \text{ ns} \pm 3 \text{ ns} \). The measured \( w_t \) is in reasonable agreement with estimated value from equation 3.4, \( w_t = 41 \text{ ns} \).

Comparing estimated diffusion (relaxation) time of the chain and the results from our simulations, one can see that the average arrival time \( t_a = 107 \text{ ns} \) is much longer than the \( t_R = 41 \text{ ns} \) which implies that the chain had enough time to relax. Moreover, the standard deviation of the distribution is very close to the diffusion time which means that the chain wandering time is enough for the chain to explore its possible conformations. Based on this, we conclude that the motion of the chain is not completely drift-controlled and the chain experiences a balanced mix of diffusion and drift in the lead up to translocation.

### 3.2 Capture radius and chain extension

The discussions up to this point demonstrate that the motion of the chain far from the pore is balanced between diffusion and drift. We also showed that the non-uniform flow around the nanopore facilitates the delivery of the chain to the nanopore. However, the remaining question is how the converging flow helps the chain to find the pore. Seeking an answer for this question, we monitored the relative distance between the front monomer and centre of mass, and radius of gyration of the chain during the process in order to detect any deformations or extensions.

Fig. 3.6a shows how the radius of gyration of the chain changes as a function of the front monomer distance from the entrance of the nanopore (\( \Delta r \)). Both axes are scaled by the equilibrium radius of gyration. As can be seen, the average \( R_G \) fluctuates around the equilibrium value when it is far from the nanopore, \( R_G / R_F \approx 1 \).

Although the drag force is comparably weak in the bulk, it still creates a drift in the x-direction which slowly pushes the chain toward the pore. The drift-diffuse dynamics governs the motion until a part of the chain meets the high intensity flow near the pore \( \left( \langle v_{flow} \rangle > v_R \right) \). The flow in the converging area is stronger which pulls the leading segments out of the equilibrium blob that is mostly still in the uniform flow (see Fig. 3.1b and 3.3b). The chain, which is trying to go back to equilibrium, pulls the extended segments back toward the bulk
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Figure 3.4: The arrival time of the COM of the chain is normally distributed from which we can conclude that the motion of the chain is a mix of diffusion and drift. The average arrival time is $107\,\text{ns}$ and the standard deviation equals $36\,\text{ns}$.

Figure 3.5: The position of the front monomer as a function of time for a chain with 32 monomers (a) and 64 monomers (b). The smaller gap between the curve of the front and tail monomer in the case of hairpin conformations (dotted lines) stems from the fact that the tension propagates faster along the chain because the strands are shorter than the whole backbone of the chain which is the length that tension must spread along for the single-file conformation.

while the flow drags the chain toward the nanopore. This competition does not last long before the whole chain stretches out toward the nanochannel. The region where this stretching takes place is labelled as capture region in Fig. 3.6. The weak drift in the flow direction brings the equilibrium blob closer to the strong flow area, and as soon as a segment feels the stronger flow, the recoiling force weakens.
Figure 3.6: (a) The chain in the bulk experiences 2 stages to arrive at the nanopore. In the first stage, the chain gets the opportunity to diffuse and equilibrate while the stronger flow deforms the chain in the second stage. The radius of gyration declines to a value less than equilibrium value as it gets out of the hole. (b) The graph shows the relative distance of the front monomer from the main body of the chain. The distance between the front and centre of mass increases and reaches a peak when the front monomer leaves the nanopore.
3.3 Pulley effect: Unravelling of folded conformation

Fig. 3.6b shows the distance between the front monomer and the centre of mass of the chain as a function of front monomer position. The values on both axes are scaled by $R_F$. Tracking the distance between the front monomer and the centre of mass in the x-direction, one can see the change in the behaviour of this quantity when the front monomer gets closer than $r_c \approx 2.5R_F$ to the pore. $r_c$ (capture radius) is the distance from the pore where the dynamics of the motion alters. In other words, the capture radius is defined to be the distance from the hole where the front segment accelerates and the chain begins to extend. The extension of the chain within $r_c$ is clearly shown in Fig. 3.6. This coincides with the front segment entering the converging flow area where the velocity is higher than the $v_R$, as illustrated in Fig. 3.2.

The concept of capture radius was introduced by Muthukumar, and Grosberg and Rabin [73, 76]. Although the possibility of chain extension within the capture radius has been mentioned and mathematically formulated before [53], in most of the available models for the capture process, the whole chain accelerates toward the nanopore within the capture radius and arrives at the entrance as a jammed coil.

In contrast, our simulation shows that the tension created by the converging and accelerating flow deforms the chain as the leading segment enters this area. We expect a mechanism similar to the tension propagation formulated by Sakaue [44] to be responsible for the observed deformation. Since the velocity field points toward the hole, the flow guides the front segment to the entrance of the nanopore where the front monomer experiences the maximum force from the flow and gets sucked into the nanopore. The gradual increase of flow intensity makes it possible to have a no-barrier capture in a weakly-driven flow. Farahpour et al. obtained similar results in the case of an electric voltage-driven system, with this difference that their pore diameter was set so that no hairpin conformation can thread through the nanopore[55]. Both acceleration steps can be clearly observed as the change in the slope of the graphs in Fig. 3.6a. The first acceleration happens when the chain enters the converging flow area (drift-diffusion to capture) and the second one occurs when the chain arrives at the entrance (capture to translocation).

3.3 Pulley effect: Unravelling of folded conformation

Hairpin insertion has been reported as a common feature of driven polymer capture in literature [5, 49, 77]. The presence of a non-uniform force field is a major factor behind formation of hairpins. The hairpin forms when a monomer other than one of the ends becomes the leading monomer and experiences the stronger force of the converging flow first. Fig. 3.7 illustrates the probability of formation of different arrival conformations for polymers of length 32 and 64. The horizontal axis shows the relative position of the vertex of the hairpin ($h = 1$ is a single-file conformation and $h/N = 0.5$ is a polymer folded in half). Although the chain enters the nanopore in a single-file form most of the time, a considerable number of entries happen with hairpin conformations. Because the ends have more freedom compared to other monomers of the backbone, they have a higher chance of entering the high-velocity region before any other part of the chain and consequently, they are dragged to the nanopore as the front monomer. As can be seen in Fig. 3.7, the probability of hairpin capture decreases as the size of the hairpin increases and one might expect that the long hairpins (near 1/2 of chain length) must be very rare. However, as illustrated in Fig. 3.7 for the 64-mer and also captured in experimental
data as well [54], formation of long hairpins happens more often than medium ones. This can be explained by applying a basic force balance argument. When the strands of a hairpin are not of similar length, the time that it takes for the entire strand on the long side to feel the stretching force is longer. This results in a stronger pull-back force (with entropic origin) on the leading monomer in the longer strand’s direction. Since the flow field is spatially symmetric, the hairpin unravels and the length of the shorter strand decreases even more. Due to the resemblance of such a motion to that of a rope on a pulley in a gravitational field, we call this phenomenon the "pulley effect". This unravelling continues as the translocation progresses. Fig. 3.8 shows a sequence of snapshot of our polymer chain in a realization in which the pulley effect is illustrated.

![Image of graph showing probability distribution](image_url)

**Figure 3.7:** The most probable conformation of insertion is single-file. Due to chain unravelling and statistical uncertainty, the bin widths of less than 4 monomers would not demonstrate the essential information.

If the strands create comparable forces on the front monomer, as when the hairpin occurs halfway along the chain the symmetry of the conformation is preserved during capture and translocation. The effect of symmetry and similar tension propagation along symmetric hairpins has been discussed in a recent theoretical paper by Ghosh et al. [50]. Therefore, not only does the freedom of the ends increases the chance of single-file capture, but also the pulley effect promotes it as well.

Fig. 3.9a shows the location of the hairpin vertex along the chain for a chain of size 32 at three different stages. The first stage is when the leading monomer is at the capture radius (blue bars), the second stage is when the leading monomer is at the entrance of the nanopore, and the third stage is when the leading monomer is leaving the pore. We see that the leading monomer location after shifts from the middle of the chain towards the ends within the capture radius. The pulley effect continues to shorten the hairpin even during translocation. Although a similar pattern is observed for the 64-mer chain, as shown in Fig. 3.9b, there are some differences between 32-mer and 64-mer chains. For example, the probability of long hairpins ($0.4N < h$) stays virtually constant for the 64-mer while it drops in the case of 32-mer. In general, a consistent shift from longer to shorter can be observed for the 32-mer. However, for the 64-mer chain, it can be seen that the conformations close to half-chain hairpin tend to
move toward this symmetric conformation. The medium-sized hairpins are still unusual with more than 40% for single-file capture. Since the pulley effect stems from the interplay between flow force exerted on the chain and the entropic forces, we believe that the desired pulley effect for a chain of a certain size can be obtained by modifying the flow field. This adjustment can be done through change of geometry or the strength of the flow field. This being said, more studies must be conducted on the matter to achieve concrete conclusions.

To get a better picture of how the converging flow field affects the dynamics of capture, we take a look at the velocity of the chain. Inspired by the idea behind the blob model [9], the chain is divided to segments and the velocity of different segments are plotted versus their position in Fig. 3.10. The segments are numbered from the end that enters the hole first (head) to the end that arrives the last (tail). Since the converging field has an inverse-square behaviour, Fig. 3.2, the velocity of a rigid sphere in such a field must follow the same rule as well. However, our polymer is not a rigid body and the collective dynamics of the chain results in some deviation from the inverse-square relation. In Fig. 3.10a, although the segments near the tail experience a steeper acceleration, the slope of the curves are fairly similar and close to $-2$ while in Fig. 3.10b, the difference between the curves is more significant which fits into the picture that ends feel the tension of the field sooner when a hairpin formed. In general, the segments close to the tail move faster within the capture radius because not only are they dragged along the flow but also pulled by the rest of the chain toward the pore. However, with the noise present in the data, it might be hard to draw any quantitative conclusions. It is worth mentioning that in the case of hairpin conformations, the velocity of the first segment increases faster than other first 3 segments which is a confirmation on the occurrence of the pulley effect (the shorter strand moves faster, therefore, the hairpin opens up in the flow direction).

While the front monomer is travelling from the cis side to the trans side, the tail segments (the four segments closer to the tail than head) might be in any conformation. They can still be diffusing in the bulk or feeling the tension on the backbone and moving toward the hole. Therefore, the tail segments can be in various states in different simulations when the front monomer is at a certain distance from the entrance of the nanopore and this is the reason for the lower peaks of the tail segments compared to the head segments in Fig. 3.11. One must keep in mind that the velocity peak in Fig. 3.11a and 3.11b is not corresponding to the maximum velocity of the segment but the most probable velocity of the segment when the front monomer
Figure 3.9: (a) shows the probability of the position of the hairpin vertex along the polymer backbone for a 32-mer chain and (b) shows the same property for a 64-mer chain. The x-axis is scaled by the chain length. The medium-sized hairpins open up within the capture radius due to the pulley effect. The unravelling continues inside the nanopore. In fact, the stronger force in the pore speeds up the pulley effect. This is more obvious for longer nanopores.

is at that certain distance from the entrance of the nanochannel. For example, segment 8 can be inside the nanopore, or exiting the nanopore, or already out of the hole and relaxing when the front monomer is at $2R_F$. The velocity of the segment 8 can be totally different in any
3.3. Pulley effect: Unravelling of folded conformation

Figure 3.10: (a) shows the velocity of polymer segments while travelling toward the nanopore for a single-file capture averaged over 32 realizations and (b) shows the same quantity for a hairpin capture averaged over 23 realizations. The polymer motion deviates from a perfect inverse-square relation due to the chain constraints. Because of the averaging steps included in obtaining both (a) and (b), we consider a cut-off distance (8nm from the origin) that beyond which the curves are not accurate enough.

of those states. If the segment is translocating through, its velocity will be high. However, if it is leaving the nanochannel, it probably feels a repulsion from the non-equilibrated jam of translocated monomers and deaccelerates. The dynamical behaviour would be completely different from the two previous possible states, if the tail has already left the nanopore and is
3.4 summary

The polymer capture and translocation in the presence of hydrodynamics is far from well-understood. In this work, we studied the effect of hydrodynamics on the capture process using hybrid molecular dynamics-lattice-Boltzmann simulation. We observed that a pressure-driven hydrodynamic flow guides the chain to the nanopore and makes a no-barrier capture possible. However, a variety of threading conformations were observed. Among those, the single-file capture was the most probable insertion conformation. This can be tied to the freedom of motion of the ends compared to the inner segments. Although this has an impact, it could not explain the other effects observed in simulations and experiments like the comparably high probability of long-hairpin (almost folded in half) capture. We observed an unravelling mechanism, namely the pulley effect, which shortens asymmetric hairpins toward single-file conformation.
Chapter 4

Conclusion

Polymer translocation as a process entangled with many biological phenomena has attracted researchers’ interest from all over science and engineering. Despite all the effort made up to now, the capture process, which is a step before translocation, has not been understood well. This is the motivation behind this work. Having the privilege of accessing a multiscale simulation package which takes into account both the hydrodynamic interactions and thermal fluctuations, we observed that a weakly-driven hydrodynamic flow can facilitate the process of finding the pore by the polymer chain and the threading can happen without any necessity for overcoming an entropic barrier.

Comparing the arrival time obtained from our simulations and estimated values from mathematical models, we found that the non-uniform and converging flow near the pore speeds up the motion of the chain despite the fact that the motion of the chain is a balanced mix of diffusion and drift in the bulk. By studying the parameters related to the polymer’s shape, we discovered that not only does the velocity of the chain increase as a whole but also the stronger flow causes extensions in the polymer.

Moreover, we investigated the possibility of the formation of hairpins and the effect of the extensions on this process. We observed that the single-file insertion is the most probable insertion conformation, as seen in experiments for DNA capture [54]. This can be associated with the greater freedom of the ends and the fact that they have better chance of entering the high velocity area and be guided to the pore. However, the freedom of the ends couldn’t explain the large number of realizations in which long hairpins (almost half of the size of the chain) threaded through the channel. We found out that there is a mechanism, which we call the pulley effect, by which the hairpins with strands of considerably different sizes unravel in the favour of shortening the hairpin, but if the strands have comparable length, the chain keeps its conformation and threads through in hairpin shape. The unravelling due to the pulley effect makes single-file capture more probable which means that hydrodynamic flow can be used to promote single-file threading.

As discussed in section 3.2, a correlation between where the converging flow starts and the extension in the polymer chain was observed. In future work, we intend to study the effect of flow intensity on the capture radius and pulley effect. We also mentioned in section 3.3 that the unravelling of a hairpin due to pulley effect appears to depend highly on the asymmetry of the hairpin shape. Based on this, We suspect that the unravelling can be encouraged by asymmetric nanopores. An investigation on this theory and in general, the relation between geometry and
chain unravelling can be the next step toward obtaining a better picture of the pulley effect and capture process.
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