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With the development of radar system, the problem of enormous raw data has drawn much attention. A plot fusion method based on contour tracking algorithm is proposed to detect extended targets in a radar image. Firstly, the characteristic of radar image in complex environment is revealed. Then, the steps of traditional method, region growing method, and the proposed method are introduced. Meanwhile, the algorithm of tracking the contour of an extended target is illustrated in detail. It is not necessary to scan all the plots in the image, because the size of target is considered in the proposed method. Therefore, the proposed method is much more efficient than several existing methods. Lastly, the performance of several methods is tested using the raw data of two scenarios in real world. The experiment results show that the proposed method is practical and most likely to satisfy the real-time requirement in various complex environment.

1. Introduction

The raw data of high resolution radars is enormous in real world; therefore, it is hard to track and display targets in real time. The low resolution of former radars made the target appear in one single resolution cell; however, high resolution radars allow the target to be found in several cells, providing what is called an “extended target” or “extended object” [1]. Conventional detection algorithms detect targets in one single resolution cell, providing what is called a “plot” here; however, they are no longer suitable for many scenarios. In this case, an object should be regarded as extended if the target extent is larger than the radar resolution [2]. Therefore, a general approach based on support functions in [3] is used to model smooth shapes of objects. The raw data of high resolution radar is enormous; meanwhile, only a few extended targets exist in the surveillance area. Therefore, raw data fusion of high resolution radar is needed for tracking and displaying targets in real time. Plot fusion can be divided into four steps: measurement segmentation, plots partition, extended target identification, and centroid extraction.

The first step, measurement segmentation, means finding out the plots whose amplitude has potentially been affected by targets. The algorithms of image segmentation in [4, 5] are available in this step. Secondly, in plots partition, all the plots whose amplitude is affected by the same target are regarded as a cluster [6]. Classify all the occupied plots into clusters; each cluster potentially denotes an extended target. A fast clustering algorithm SDDC based on the single dimensional distance calculation is proposed in [6]. By comparison, SDDC is faster than Hierarchy and DBSCAN method [7]. In [8–10], the plots of extended targets are partitioned by the famous $k$-means and $k$-means++ clustering algorithm in [11], respectively. An H-K clustering algorithm [12] and an improved H-K clustering algorithm based on ensemble learning [13] are also proposed for this problem. The third step, extended target identification, judging the plots of a cluster is caused by an extended target or strong clutter. And the methods proposed in [14, 15] are used to distinguish ships from strong clutter. As to the last step, centroid extraction, an improved centroid extraction algorithm for autonomous star sensor is proposed in [16]; its computational complexity is lower than the algorithm proposed in [17].

With the increased resolution of modern radars, the raw data increases significantly. And the raw data of one frame must be processed within a radar scanning cycle. Therefore,
the complexity and calculation of the method are significant. Most calculations are spent on the second step, obtaining the clusters where each cluster is the set of plots occupied by one extended target. An improved centroid extraction algorithm for autonomous star sensor is proposed in [16], which has a lower computational complexity compared with the centroid extraction algorithm proposed in [17]. And the entire image is necessary in both methods. Traditional method has been widely used in real world and its theory is mentioned in [18, 19]. Unfortunately, in the traditional method, the entire image is scanned two times. Meanwhile, a considerable amount of extended targets in different size exists in the huge surveillance area. And much calculation is spent in scanning the entire image. However, extended targets in an image are detected efficiently by means of the region growing methods in [20–22]. To solve the problem, a plot fusion method based on contour tracking algorithm is proposed. As an important method in image processing, contour tracking algorithm is introduced in [23], and some improvements are made in [24, 25]. In [24], the region features of targets and background are considered. However, these methods [23–25] are unsuitable in this work, due to the fact that, compared with the entire image, only a few plots are occupied by targets. The proposed method can find the plots belonging to the contour of an extended target efficiently and then calculate the accurate location of the target with its contour. And only part of the image is scanned with the proposed method and region growing methods in [20–22], but the proposed method is more efficient.

For the presence of nonintentional interference (sea clutter, littoral clutter, and ground clutter) and intentional interference (jammers), false alarm exists in the image. Therefore, extended target are detected in complex environment. Relative works have been done in [26–28]. In [26], the surveillance region is divided into LC (low clutter), MC (medium clutter), and HC (high clutter) zones, and the clutter density is different in different zone. To compare and analyze the performance of the methods in detail, three zones are tested with five methods, centroid extraction algorithm in [16], SDDC algorithm in [6], traditional method, region growing [20] based method, and lastly the proposed method, respectively. The proposed method is based on contour tracking algorithm in [23].

The remainder of the work is organized as follows. In Section 2, target model and measurement model are presented. Then, in Section 3, the steps of three methods are introduced, that is, traditional method, region growing method, and the proposed method, providing what is called “contour tracking method.” After that, the simulation and the performance of five methods are presented in Section 4. Finally, a simple conclusion is given in Section 5.

2. Models and Notations

2.1. Target Model. We assume that there are \( M \) targets existing in the surveillance area. The states of each target are needed in target tracking and display. And the state of \( m \)th target is defined as a sequence, \( S_m = (x_m, y_m, l_m, w_m, \phi_m, A_m) \), where \( (x_m, y_m) \) denotes the location of \( m \)th target, \( l_m \) and \( w_m \) denote the length and width of the target detected in the image, \( \phi_m \) denotes the angle between initial bearing and course of \( m \)th target, and the last parameter \( A_m \) denotes the amplitude of \( m \)th target, and it is determined by its length \( l'_m \) and width \( w'_m \) in real world and the radar cross section (RCS) of \( m \)th target.

2.2. Measurement Model. The surveillance area is divided into \( N_A \times N_R \) plots, where \( N_A \) and \( N_R \) denote the number of plots in bearing and range axis, respectively. One frame of measurements is defined as \( Z \), \( Z = \{ z^{ij} \} \), \( 1 \leq i \leq N_A \), \( 1 \leq j \leq N_R \), where \( z^{ij} \) denotes the amplitude of plot \((i, j)\). The target is detected once it is scanned by radar’s beam, and once a part of a target is scanned by the beam, the amplitude of this plot is affected by the target. The situation is revealed in Figure 1.

The parameter \( \theta_0 \) denotes the beam width of radar, \( l'_m \) and \( w'_m \) denote the length and width of the target in real world, and \( R_m \) denotes the distance between the target and radar. As is shown in Figure 1, once the direction of the beam equals \( \phi \), \( \phi_1 \leq \phi \leq \phi_2 \), the \( m \)th target is illuminated by the beam. The scope of \( \phi \) is calculated by

\[
\phi_2 - \phi_1 = 2 \times \arctan \left( \frac{\left( \frac{l'_m}{2} \right) \times \sin \left( \frac{\phi_m}{2} \right)}{R_m} \right) + \theta_0. \tag{1}
\]

And length \( l_m \) and width \( w_m \) of target in bearing and range axes are calculated by (2); meanwhile, in high resolution radars, \( N_A \) and \( N_R \) are much larger than former radars. Therefore, many plots are occupied by one target. Hence,

\[
l_m = \frac{(\phi_2 - \phi_1) \times N_A}{360}, \tag{2}
\]

\[
w_m = \frac{w'_m \times \cos \left( \frac{\phi_m}{2} \right) \times N_R}{CR}.
\]
where CR denotes coverage range of the radar. Take a point target into consideration; that is, \( l_m' = 0, w_m' = 0 \). Put \( l_m' = 0, w_m' = 0 \) into (2); then \( l_{\text{min}} \) and \( w_{\text{min}} \) are obtained by

\[
\begin{align*}
  l_{\text{min}} &= \frac{\theta_0 \times N_A}{360}, \\
  w_{\text{min}} &= 1.
\end{align*}
\]

The length and width of a target are larger than \( l_{\text{min}} \) and \( w_{\text{min}} \), respectively. Therefore, a target can be discovered in several adjacent plots. Then, we suppose the target shape is an ellipse; we assume that the amplitude of the plots in the ellipse can be calculated by

\[
\begin{align*}
  z^{(i, j)} &\approx \begin{cases} A_m \cdot \exp(\lambda_m^{(i-m, j-m)} + A_0 \cdot w(i, j)), & I_m(i, j) = 1, \\
  A_0 \cdot w(i, j), & \text{otherwise}, \\
  1 \leq m \leq M, & \end{cases}
\end{align*}
\]

where we have defined

\[
I_m(i, j) = \begin{cases} 1, & \text{sign} < 1, \\
0, & \text{sign} > 1,
\end{cases}
\]

\[
\text{sign} = \frac{\sum_{d=1}^{n/2} d(z_{(i-t, j)})}{{n/2}} < m, \\
\phi_m = \arctan\left(\frac{v_x}{v_y}\right),
\]

where \( A_m \) and \( A_0 \) denote the amplitude of \( m \)th target and clutter, respectively. Indicator function \( I_m(i, j) \) is used to indicate whether the plot is occupied by \( m \)th target. We formally say that \( m \)th target occupies the plot \((i, j)\) if the difference between the \( m \)th target's centroid \((x_m, y_m)\) and the plot location \((x(i, j), y(i, j))\), rotated by the target's course and normalized with \( N \), is lower than unity [1], where \( v_x \) and \( v_y \) represent the speed of the target. The complex noises \( w(i, j) \) have a Gaussian distribution with zero mean and are assumed to be independent and identically distributed (IID). \( A_0 \cdot w(i, j) \) denotes the amplitude of clutter in plot \((i, j)\).

2.3. Distribution Characters of Targets. A radar measurement can be produced either from a target (ship, aircraft, and helicopter) or from clutter. In this work, in a shore-based radar operating in a complex environment, clutter echoes are mainly due to mountains, shores, buildings, and islands but also vehicles on roads, highways, and railways. Hence, it is convenient to divide the surveillance region into zones of three types according to their clutter density, namely, low clutter (LC) zones, medium clutter (MC) zones, and high clutter (HC) zones [26]. Meanwhile, surveillance region can be divided into three areas according to the distance of the radar, shore area, nearshore area, and offshore area. Two scenarios in real world are illustrated in Figure 2. And the surveillance region in Figure 2 consists of 8192 \( \times \) 8192 plots.

Three areas are revealed in Figure 2, where black points denote something is detected in this plot. As is revealed in Figure 2(a), the shore area equals HC zones. Shores are scanned by beams; therefore, almost all the plots in HC zones are occupied. In Figures 2(a) and 2(b), a lot of targets are distributed in nearshore area and only a few targets are distributed in offshore area. Meanwhile, nearshore area is in medium clutter and offshore area is in low clutter.

3. Contour Tracking Method and Two Contrast Methods

The steps of three methods, traditional method, region growing method, and contour tracking method, are revealed in this section. And the contour tracking method would be introduced in detail. The input of three methods is a radar image that consists of 8192 \( \times \) 8192 plots.

3.1. Traditional Method

Step 1 (\( m/n \) criterion). Take \( n \) plots with the same range into consideration. Once something is detected in \( m \) plots of \( n \) plots, we can formally say that the plot is occupied by something. Hence,

\[
Z_d(i, j) = \begin{cases} 1, & \sum_{t=-n/2}^{n/2} d(z^{(i+t, j)}) \geq m, \\
0, & \sum_{t=-n/2}^{n/2} d(z^{(i+t, j)}) < m.
\end{cases}
\]

Once \( Z_d(i, j) = 1 \), we can declare that something is detected in the plot \((i, j)\). The function \( d(z^{(i, j)}) \) in (6) is used to indicate whether the amplitude of the plot \((i, j)\) exceeds a detected threshold.

Step 2 (fusion in bearing axis). We assume that something is detected in a series of plots, which are successive in bearing; we regard these plots as one element of a set. These elements would undergo further fusion in the next step.

Step 3 (fusion in range axis). Fuse the elements which are adjacent in range, and the result is regarded as a cluster of plots or a point cloud. Then, regard these plots as an uncertain target.

Step 4 (shape criterion). The shape of the point cloud is used to judge whether the point cloud is an extended target; once the shape satisfied the limitation in Section 2.2, all the plots occupied by the extended target are found out and the centroid of the target is calculated via (7). Lastly, estimate the length and the width of the point cloud as the length and the width of the extended target.
Given all the plots occupied by a target, methods in [16–18] can be used to calculate the accurate location of the target. Meanwhile, (7)–(9) are also widely used in centroid extraction. However, to a sea surveillance radar, the real-time request is more important. Therefore, in order to obtain high efficiency, the fusion algorithm in [18] is used; that is, target centroid is calculated by (7), where $T_d$ denotes the detection threshold. Hence,

$$(i_{\text{opt}}, j_{\text{opt}}) = \left( \frac{\sum_{m(i,j)=1} Z_{m(i,j)} i \times z^{(i,j)}}{\sum_{m(i,j)=1} Z_{m(i,j)} z^{(i,j)}} \right),$$

(7)

$$(i_{\text{opt}}, j_{\text{opt}}) = \left( \frac{\sum_{m(i,j)=1} Z_{m(i,j)} i \times (z^{(i,j)} - T_d)}{\sum_{m(i,j)=1} Z_{m(i,j)} z^{(i,j)}} \right),$$

(8)

$$(i_{\text{opt}}, j_{\text{opt}}) = \left( \frac{\sum_{m(i,j)=1} Z_{m(i,j)} i \times (z^{(i,j)} - T_d)^2}{\sum_{m(i,j)=1} Z_{m(i,j)} z^{(i,j)}} \right).$$

(9)

3.2. Region Growing Method

Step 1. Select the seeds in the image with the minimum length and width of target.

Step 2. Judge whether this seed is occupied; if yes, find out all the adjacent plots whose amplitude exceeds detection threshold with method in [20]; then go to Step 3; if not, turn to next seed; repeat this step until all the seeds have been considered.

Step 3. The adjacent plots growing by a seed have been obtained in this step, which estimated the shape of the point cloud. Then, make a shape criterion, just like in traditional method. And calculate the centroid with (7).

3.3. Contour Tracking Method

Contour tracking method in our works is similar to the method in [23], but three improvements have been made. Firstly, select seeds in a frame, instead of scanning all the plots in a frame, and merely scan these seeds and judge whether the seed belongs to the contour of a target; this process is learnt from the region growing algorithm. Secondly, the contour of point target can be detected fine. Lastly, an improved method is proposed to judge whether the contour tracking process is completed. Then, the contour tracking algorithm is introduced below.

3.3.1. Contour Tracking Algorithm. The algorithm’s principle is that once a plot belonging to the contour is detected, then find out next plot which belongs to the contour. We assume that next contour plot belongs to the 8-neighborhood (i.e., the
adjacent plots in vertical, horizontal, and diagonal directions) of current contour plot. The chain codes used to represent eight neighbors are shown in Figure 3(a). To obtain the next contour plot efficiently, the eight neighbors of current contour plot are scanned in order, and the relationship is shown in Figure 3(a), where black and grey plots denote previous and current contour plot, respectively, and there are eight contour path directions coded as numbers 0–7. In different contour path direction, the neighbor which would be scanned firstly is different.

A simple example is revealed in Figure 3(b). If contour plots $a$ and $b$ are regarded as previous and current contour plot, respectively, the neighbor of plot $b$ which would be scanned firstly is $b_0$; however, if the plot $b_0$ is not occupied, then turn to next neighbor $b_1$, and if the plot $b_1$ is not occupied too, then go to next neighbor in a counterclockwise direction. Until the neighbor plot $c$ ($b_3$) is scanned, next contour plot is detected; that is, the plot $c$ is the next contour plot. Then, regard plots $b$ and $c$ as previous and current contour plot, respectively. At this time, the neighbor of plot $c$ which would be scanned firstly is in direction 2; that is, plot $c_2$ would be scanned firstly and then plot $c_3$, plot $c_4$, and so forth. Repeat this process, until all the contour plots are found out. And how to judge whether all the contour plots have been discovered would be discussed below.

3.3.2. An Improved Method for Judging the Contour Tracking Is Completed. An improved method is proposed to judge whether all the contour plots have been discovered. If the amplitude of a plot is larger than the detected threshold, it means that the plot is occupied. If the plot had been regarded as a contour plot, set its amplitude to $-1$; if the contour plot was the starting plot of this contour, set its amplitude to $-2$; starting plot means the first plot which has been discovered in this contour. Therefore, all the amplitudes of discovered contour plots are set to less than 0. If next scanned plot is the starting plot and no undiscovered contour plot exists in eight neighbors of starting plot, then we can formally declare that the contour tracking process is completed and all the contour plots have been discovered. If an undiscovered contour plot exists, regard this contour plot as current contour plot, and then continue the method.

3.3.3. Whole System of the Contour Tracking Method. The whole system of the contour tracking method in our works is revealed in Figure 4, and the method includes three steps.

Step 1. If the first frame of image is involved, initialize bearing step of the method. Otherwise, the parameter “bearing step” in Figure 5(a) would have been calculated. Then, the measurement, an image with $N_A \times N_R$ plots, is obtained. Then, select the seeds in the image.

Step 2. Judge whether the seed belongs to the contour of a target. If yes, regard the seed as the starting contour plot, and then get the contour with the algorithm that has been introduced in Section 3.3.2 and go to Step 3. If not, turn to next seed, and repeat Step 2. If all the seeds have been scanned, calculate the bearing step in next frame by the size of detected targets.

Step 3. Judge whether the region bounded by the contour meets the shape criterion. If yes, we can declare that a target is detected. And bring the target’s contour plots into (7) for the target’s accurate location. Then, turn to next seed and back to Step 2.
Lastly, the sketch of whole contour tracking method for targets’ location is revealed in Figure 5. There are two targets existing in Figure 5.

4. Simulation and Results

The performance of five methods has been assessed with real data from a high resolution marine surveillance radar. The parameters of the radar are shown in Table 1.

| Parameter                        | Value            |
|----------------------------------|------------------|
| 3 dB azimuth beam width          | 0.94°            |
| Number of cells in range axis ($N_R$) | 8192            |
| Number of cells in range axis ($N_A$) | 8192            |
| Range resolution                 | 6 (m)            |
| Central frequency                | 1.35 (GHz)       |
| Rotating speed of antenna        | $\pi/5$ (°/s)    |

The surveillance area is divided into nearshore and offshore; meanwhile, the surveillance area of second scenario is divided into three areas, shore, nearshore, and offshore. In different kind of area, the quantities of targets, plots, and occupied plots are different. And the comparison between two scenarios is revealed in Table 2. The plots in offshore are much more than in shore and in nearshore; however, in offshore, only a few targets and occupied plots exist. And the quantity of occupied plots in shore is much more than two other areas. The quantitative relation between three areas is illustrated in detail in Table 2. In this work, the minimum radar scanning cycle equals 10 seconds, that is, $T = 10$ seconds. Only if the elapsed time of a method is less than 10 seconds can the method satisfy the real-time requirement.

Five methods are tested with two scenarios, and the results of methods are revealed in Table 3. The methods are performed on the PowerPC MPC8640D, 1.0 GHz, with 4 GB RAM in Wind River Workbench 3.2 environment. In first scenario, it takes about 7.6 seconds to extract all the occupied plots in entire image; that is, it takes 7.6 seconds to scan all the plots in the image and to store the occupied plots. In region growing method and contour tracking method, not all the plots are scanned; therefore, their elapsed time is much less than other methods; meanwhile, both methods
Table 2: The comparison between two scenarios.

| Scenario        | Number of occupied plots | Number of targets | Number of plots |
|-----------------|--------------------------|------------------|-----------------|
|                 | Shore                    | Nearshore        | Offshore        | Sum            | Shore              | Nearshore        | Offshore         | Sum            |
| First scenario  | 0                        | 52846 (97.71%)   | 1236 (2.29%)    | 5.4082 * 10^4  | 0                 | 404 (95.73%)     | 18 (4.27%)       | 422            |
| Second scenario | 37.251 * 10^6 (98.07%)   | 60682 (1.61%)    | 12095 (0.32%)   | 3.7323 * 10^7  | 955 (54.98%)      | 693 (39.9%)      | 89 (5.12%)       | 1737           |
|                 |                          |                  |                 |                |                   |                  |                 |                |

Table 3: Elapsed time of five methods in two scenarios.

| Method                        | Elapsed time in the first scenario (s) | Elapsed time in the second scenario (s) |
|-------------------------------|----------------------------------------|----------------------------------------|
| SDDC algorithm in [6]         | 61.6923                                | ≥600                                   |
| Centroid extraction algorithm in [16] | ≥600                                 | ≥600                                   |
| Region growing method [20]    | 7.7471                                 | 263.1589                               |
| Traditional method            | 143.1184                               | 150.3675                               |
| Tracking contour method       | 2.991                                  | 4.811                                  |
| Extract occupied plots in the image | 7.59307                              | 17.6587                                |

can satisfy the real-time requirement. In second scenario, due to the presence of shore, the elapsed time of region growing method increases significantly. Therefore, only the elapsed time of contour tracking method is less than radar scanning cycle; that is, only the contour tracking method can satisfy the real-time requirement. The elapsed time of traditional methods is similar in two scenarios, but far more than radar scanning cycle. In this work, k-means and k-means++ cannot work here for two reasons. Firstly, the target number is unknown. Secondly, for the presence of noise and enormous false alarm in shore area, numerous initial centers are false alarm. Therefore, plenty of false targets and misdetection would arise. Centroid extraction method in [16] is used to extract the centroid of stars; pixels of stellar image are fewer than those of radar image; meanwhile, stellar image (256×256 usually) is smaller than radar image. From Table 3, we can see that the centroid extraction method in [16] cannot work well if a large image and much more occupied pixels are involved. And a similar problem also appears in the SDDC algorithm in [6]. And what is worth mentioning, in both scenarios, is that the elapsed time of contour tracking method is much less than that of scanning all the plots. However, unfortunately,
the true location of target is unavailable; therefore, it is unable to compare centroid estimation errors (CEEs) of different centroid extraction methods. But, in our works, to a sea surveillance radar, the real-time request is more important. Therefore, among five methods, only the proposed method, contour tracking method, could process the enormous data of varied complex environment in real time.

A further analysis is made to explain the results in Table 3. In second scenario, the efficiencies of three methods, region growing method, traditional method, and contour tracking method, are different in different areas. As is revealed in Figure 6(d), in traditional method, most of the time is spent on offshore, because the plots in offshore are much larger than in the other two areas. For traditional method, the
elapsed time is most often determined by quantity of plots; therefore, the proportion of elapsed time in three areas is similar to the proportion of plots in three areas. As is revealed in Figure 6(e), in region growing method, almost all the time is spent in shore, because almost all the occupied plots are distributed in shore. From this result, we can know that, for region growing method, the elapsed time is most often determined by quantity of occupied plots. Lastly, as is revealed in Figure 6(f), for contour tracking method, its elapsed time in three areas is much less than those of the other two methods, respectively. This means that the contour tracking method is the most efficient method in every kind of area.

5. Conclusion

In this paper, a plot fusion method based on contour tracking algorithm is proposed to detect extended targets in raw data of high resolution radar. The performance of another five methods is compared with that of the proposed method by two scenarios which come from a high resolution radar in real world. From the results, three points are summed up. Firstly, the contour tracking method is the most efficient method in three kinds of areas. Secondly, if there was no shore area existing in the frame, the region growing method would have a high efficiency; otherwise, the elapsed time of region growing method increases significantly. Thirdly, the methods in [6, 16] cannot work well if a large image and enormous plots are involved. Therefore, the contour tracking method is practical and most likely to satisfy the real-time requirement in complex environment.
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