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Thermodynamics with multiple-conserved quantities offers a promising direction for designing novel devices. For example, Vaccaro and Barnett’s [J. A. Vaccaro and S. M. Barnett, Proc. R. Soc. A 467, 1770 (2011); S. M. Barnett and J. A. Vaccaro, Entropy 15, 4956 (2013)] proposed information erasure scheme, where the cost of erasure is solely in terms of a conserved quantity other than energy, allows for new kinds of heat engines. In recent work, we studied the discrete fluctuations and average bounds of the erasure cost in spin angular momentum. Here we clarify the costs in terms of the spin equivalent of work, called spinlabor, and the spin equivalent of heat, called spintherm. We show that the previously-found bound on the erasure cost of $\gamma^{-1}\ln 2$ can be violated by the spinlabor cost, and only applies to the spintherm cost. We obtain three bounds for spinlabor for different erasure protocols and determine the one that provides the tightest bound. For completeness, we derive a generalized Jarzynski equality and probability of violation which shows that for particular protocols the probability of violation can be surprisingly large. We also derive an integral fluctuation theorem and use it to analyze the cost of information erasure using a spin reservoir.

I. INTRODUCTION

Landauer’s erasure principle is essential to thermodynamics and information theory [1]. The principle sets a lower bound on the amount of work $W$ required to erase one bit of information as $W \geq \beta^{-1}\ln 2$, where $\beta$ is inverse temperature of the surrounding environment [2]. Sagawa and Ueda [3] showed that the average cost of erasing one bit of information can be less than allowed by Landauer’s principle if the phase space volumes for each of the memory states are different. Nevertheless when erasure and measurement costs are combined, the overall cost satisfies Landauer’s bound. Gavrilov and Bechhoefer [4] reconfirmed that violations of Landauer’s principle for a memory consisting of an asymmetric double well potential are possible. They concluded that whether there is or is not a violation is a matter of semantics due to the non-equilibrium starting conditions of the system.

For the study of nanoscale systems [5, 6] where thermal fluctuations are important, violations of Landauer’s principle are not a matter of semantics. In these particular systems, thermal fluctuations can reduce the erasure cost to below the bound given by Landauer’s principle for a single shot. The cost averaged over all shots is, however, consistent with Landauer’s principle. Dillenschneider and Lutz [7] analyzed these fluctuations and obtained a bound for the probability of violation as

$$P(W \leq \beta^{-1}\ln 2 - \epsilon) \leq e^{-\beta \epsilon},$$

(1)

where $P(W \leq \beta^{-1}\ln 2 - \epsilon)$ is the probability that the work $W$ required to erase 1 bit of entropy will be less than Landauer’s bound of $\beta^{-1}\ln 2$ an amount $\epsilon$.

Vaccaro and Barnett [8, 9], were able to go beyond Landauer’s principle to argue, using Jaynes maximum entropy principle [10, 11], that information can be erased using arbitrary conserved quantities and that erasure need not incur an energy cost. They gave an explicit example showing that the erasure cost can be solely achieved in terms of spin-angular momentum when the erasure process makes use of an energy degenerate spin reservoir. In this case the erasure cost is given by

$$\Delta J'_z \geq \gamma^{-1}\ln 2$$

(2)

in terms of a change in spin angular momentum $J'_z$ where $\gamma$ is a Lagrange multiplier

$$\gamma = \frac{1}{\hbar} \ln \left[ \frac{Nh - 2\langle \hat{J}_z^{(R)} \rangle}{Nh + 2\langle \hat{J}_z^{(R)} \rangle} \right] = \frac{1}{\hbar} \ln \left[ \frac{1 - \alpha}{\alpha} \right],$$

(3)

the superscript $(R)$ indicates the reservoir, $\langle \hat{J}_z^{(R)} \rangle = (\alpha - \frac{1}{2})Nh$ is the $z$ component of the reservoir spin angular momentum, $N$ is the number of spins in the reservoir and $\alpha$ represents the spin polarisation parameter bounded such that $0 \leq \alpha \leq 1$. Here we further restrict $\alpha$ to $0 \leq \alpha \leq 0.5$ as this provides us with positive values of $\gamma$ which we refer to as inverse “spin temperature”.

The novelty of Vaccaro and Barnett’s discovery allows for new kinds of heat engines and batteries that use multiple conserved quantities. Work in this field has developed methods on how multiple conserved quantities can be extracted and stored into batteries with a trade-off between the conserved quantities in affect [12]. Hybrid thermal machines, machines that can cool, heat and/or produce work simultaneously have been also extended into this new regime [13]. Other research has looked into generalised heat engines and batteries using a finite-size baths of multiple conserved quantities [14]. Furthermore a quantum heat engine using a thermal and spin reservoir was proposed that produces no waste heat [15, 16]. In our recent Letter [17], we stated an analogous first law of thermodynamics in terms of the conserved spin angular momentum,

$$\Delta J_z = L_s + Q_s$$

(4)
where
\[ \mathcal{L}_s = \sum_{j,m_j} \hbar p(j, m_j) \Delta g(m_j) \]
(5)
is the spinlabor (i.e. the spin equivalent of work) and
\[ Q_s = \sum_{j,m_j} \hbar g(m_j) \Delta p(j, m_j) \]
(6)
is the spintherm (i.e. the spin equivalent of heat), \( p(j, m_j) \) is the probability associated with the occupation of the spin state \((j, m_j)\), \( g(m_j) = m_j \), and \( j \) and \( m_j \) are the usual angular momentum quantum numbers [17]. The authors of [15, 16] have used spintherm and spinlabor in conjunction with the conventional heat and work resources in the design a spin heat engine (SHE) that operates between a thermal and a spin reservoir. It’s principle operation is to extract heat from the thermal reservoir and convert it into work as the output through dissipating spinlabor as spintherm in the spin reservoir. This necessity of spintherm production within the model represents an alternate resolution of the Maxwell-demon paradox [1, 2], and so (2) is equivalent to a statement of the second law for conservation of spin.

We also analyzed the fluctuations for the Vaccaro and Barnett (VB) erasure protocol and obtained the probability of violating the bound in Eq. (2)
\[ Pr(\mathcal{L}_s \leq \gamma^{-1} \ln 2 - \epsilon) \leq A e^{-\gamma \epsilon} \]
(7)
where \( A \equiv (1 + e^{-\gamma \epsilon}) (1 + e^{-2 \gamma \epsilon})^{-1} \). We found a tighter, semi-analytical bound on the probability of violation by
\[ Pr(\mathcal{L}_s \leq \gamma^{-1} \ln 2 - \epsilon) \leq A e^{-\sqrt{\pi} \epsilon}, \]
in the limit as \( \gamma \) approaches 0.

In this work, we review the VB erasure protocol and then we generalize it to include variations §II. In §III we derive the spinlabor statistics associated with the protocol variations. We also derive the associated Jarzynski equality and find its corresponding probability of violation in §IV. We include an analysis of the situation when the information stored in the memory is not maximal. In §V we derive an integral fluctuation theorem associated with spin reservoirs. We compare in §VI different bounds on the spinlabor and spintherm costs and determine the optimum. In §VII we conclude by summarizing major results within the paper.

II. DETAILS OF THE ERASURE PROTOCOL

A. Review of the standard erasure protocol

This section reviews the standard protocol analyzed in Ref [8, 9, 17], the memory is a two-state system which is in contact with an energy-degenerate spin reservoir. The logic states of the memory are associated with the eigenstates of the \( z \) component of spin polarization. These states are assumed to be energy degenerate to ensure that the erasure process incurs no energy cost. We also assume any spatial degrees of freedom do not play an active role in the erasure process and are traced over allowing us to focus exclusively on the spin degree of freedom.

The reservoir contains a very large number, \( N \), of spin-\( \frac{1}{2} \) particles in equilibrium at inverse spin temperature \( \gamma \). The memory spin is initially in the spin-down state (logical 0) with probability \( p_0 \) and spin-up (logical 1) with probability \( p_1 = 1 - p_0 \). The reservoir has a probability distribution given by
\[ P_\gamma(n) = \sum_{\nu=1}^{N} \frac{e^{-\gamma n \hbar}}{Z_R N C_n} = \frac{e^{-\gamma n \hbar}}{Z_R}, \]
(9)
where \( n \) is the number of spins in the spin-up state \(|\uparrow\rangle\langle\uparrow|\), \( \nu = 1, 2, \ldots N \) indexes different states with the same value of \( n \) and \( Z_R \) is the associated partition function. The reservoir is used during the erasure process to absorb the unwanted entropy in the memory aided by ancillary spins that acts as a catalyst. The spin exchange between the memory, ancillary spins and the reservoir is assumed to conserve total spin, i.e. \( \langle \Delta J_z \rangle = 0 \), and will be the forum in which erasure occurs. The large number of spins in the reservoir compared to the single spin in the memory implies that the spin temperature of the reservoir remains approximately constant during the spin exchanges. At the conclusion of the erasure process, the ancillary spins are left in their initial state.

The process of erasure requires an energy degenerate ancillary spin-\( \frac{1}{2} \) particle to be added to the memory. This ancilla is initially in a state \(|\downarrow\rangle\langle\downarrow|\) corresponding to the logical 0 state. A controlled-not (CNOT) operation is applied to the memory-ancilla system with the memory spin acting as the control and the ancilla the target. The applied CNOT operation leaves both memory and ancilla spins in the state \(|\uparrow\rangle\langle\uparrow|\) with probability \( p_0 \) and the state \(|\downarrow\rangle\langle\downarrow|\) with probability \( 1-p_0 \). Following the application of the CNOT operation, the memory-ancilla system is allowed to reach spin equilibrium with the reservoir through the exchange of angular momentum in multiples of \( 2\hbar \) between the memory-ancilla system and random pairs of spins in the reservoir. This equilibration step conserves angular momentum and is where entropy is removed from the memory spin; it treats the memory-ancilla system as effectively being a 2 state system where all memory-ancilla spins are correlated and in the same spin state (i.e. the only possibilities are that all spins are spin-up or all are spin-down). An erasure cycle of adding an ancilla to the memory-ancilla system, applying a CNOT operation, and spin equilibration through the exchange of fixed multiples of \( \hbar \) with the spin reservoir is repeated indefinitely, in principle.

For later reference, the combined process of adding an ancilla and performing the CNOT operation on the memory-ancilla system will be called simply a \textit{CNOT step}.
and, separately, the equilibration between the memory-ancilla system with the spin reservoir will be called the *equilibration step*, for convenience.

**B. Variations**

The protocol just described, comprising of an alternating sequence of CNOT and equilibration steps beginning with a CNOT step, is the *standard* one that was introduced by Vaccaro and Barnett [8] and has been used elsewhere [9, 17]. Variations arise when the sequence of steps is permuted. For example, instead of the erasure process beginning with a CNOT step, it could begin with an equilibration step and continue with the regular CNOT-equilibration cycles. Alternatively, a number of CNOT steps could be applied before the first equilibration step, and so on. When considering various orderings two points immediately come to mind. The first is that a sequence of equilibration steps is equivalent, in resource terms, to a single equilibration step as the memory, ancilla and reservoir is not changed statistically after the first one, and so we needn’t consider them further. In contrast, a sequence of CNOT steps is markedly different from a single CNOT step if the memory-ancilla system is in the $|↑⟩⟨↑|$ state just after an equilibration step for the general case where $m$ CNOT operations have been performed. The equilibration process randomly exchanges spin-angular momentum between the reservoir and the memory-ancilla system in multiples of $(m + 1)\hbar$, and so $Q_1(m)$ becomes equal to the corresponding relative probability associated with the spin reservoir, and so [8, 9]

$$Q_1(m) = \frac{P_\uparrow(m + 1)}{P_\uparrow(0) + P_\uparrow(m + 1)} = \frac{e^{-(m+1)\gamma\hbar}}{1 + e^{-(m+1)\gamma\hbar}} \quad (10)$$

and

$$Q_1(m) = 1 - Q_1(m), \quad \text{where } P_\uparrow(m) \text{ is given by Eq. } (9).$$

In the case of the first equilibration step, $m = C$. The memory is partially erased if the probability of the memory being in the spin up state is reduced during an equilibration step.

The average spinlabor cost of a subsequent CNOT step is $hQ_1(C)$. Thus performing further cycles comprising of an equilibration step followed by an ancilla addition-CNOT operation gives additional average costs of $hQ_1(C + 1)$, $hQ_1(C + 2)$ and so on.

Combining the costs before, $hCp_\uparrow$, and after,$\sum_{m=C}^{\infty} hQ_1(m)$, the first equilibration step gives the average accumulated spinlabor cost as

$$\langle L_s \rangle_C = hCp_\uparrow + \sum_{m=C}^{\infty} hQ_1(m). \quad (11)$$

The subscript on the left side indicates the dependence of the expectation value $\langle \cdot \rangle_C$ on the protocol variation parameter $C$.

**A. Spinlabor statistics**

The CNOT operation incurs a spinlabor cost of $\hbar$ when the memory is in the $|↑⟩⟨↑|$ state. Initially, the average cost of the operation is $p_\uparrow \hbar$ where $p_\uparrow$ is the initial probability that the memory is in this state. If $C$ CNOT operations are performed before the first equilibration step, then the average of the accumulated spinlabor cost incurred is $Cp_\uparrow \hbar$.

Each time an equilibration step is performed, it leaves the memory-ancilla system in a statistical state that is uncorrelated to what it was prior to the step. Let $Q_1(m)$ be the probability that the memory-ancilla spins are all in the $|↑⟩⟨↑|$ state just after an equilibration step for the general case where $m$ prior CNOT operations have been performed. The equilibration process randomly exchanges spin-angular momentum between the reservoir and the memory-ancilla system in multiples of $(m + 1)\hbar$, and so $Q_1(m)$ becomes equal to the corresponding relative probability associated with the spin reservoir, and so [8, 9]

$$Q_1(m) = \frac{P_\uparrow(m + 1)}{P_\uparrow(0) + P_\uparrow(m + 1)} = \frac{e^{-(m+1)\gamma\hbar}}{1 + e^{-(m+1)\gamma\hbar}} \quad (10)$$

and

$$Q_1(m) = 1 - Q_1(m), \quad \text{where } P_\uparrow(m) \text{ is given by Eq. } (9).$$

In the case of the first equilibration step, $m = C$. The memory is partially erased if the probability of the memory being in the spin up state is reduced during an equilibration step.

The average spinlabor cost of a subsequent CNOT step is $hQ_1(C)$. Thus performing further cycles comprising of an equilibration step followed by an ancilla addition-CNOT operation gives additional average costs of $hQ_1(C + 1)$, $hQ_1(C + 2)$ and so on.

Combining the costs before, $hCp_\uparrow$, and after,$\sum_{m=C}^{\infty} hQ_1(m)$, the first equilibration step gives the average accumulated spinlabor cost as

$$\langle L_s \rangle_C = hCp_\uparrow + \sum_{m=C}^{\infty} hQ_1(m). \quad (11)$$

The subscript on the left side indicates the dependence of the expectation value $\langle \cdot \rangle_C$ on the protocol variation parameter $C$.

We now examine the *fluctuations* in the accumulated spinlabor cost for an erasure protocol for an arbitrary value of $C$. We need to keep track of the number of CNOT steps as the spinlabor cost accumulates, and so we introduce a more concise notation. Let $P_m(n)$ be the probability that the accumulative spinlabor cost is $L_s = n\hbar$ after $m$ CNOT operations have been performed. Clearly $n$ cannot exceed the number of CNOT operations nor can it be negative, and so $P_m(n) = 0$ unless $0 \leq n \leq m$. The end of the erasure process corresponds to the

**III. STATISTICS OF THE ERASURE COSTS**

In this section, we analyse the spinlabor and spintherm costs for a generic protocol. Unless it is clear from the context, we will differentiate the cost that accumulates over multiple steps from that of a single step by qualifying the former as the *accumulated* cost, as in the accumulated spinlabor cost and the accumulated spintherm cost.
limit $m \to \infty$ and so the probability that an erasure protocol will incur a spinlabor cost of $\mathcal{L}_n$ is given by

$$Pr(\mathcal{L}_n) = Pr(\mathcal{L}_\infty(n)) \text{ for } \mathcal{L}_n = nh. \quad (12)$$

The initial values of $Pr(n)$ before anything is done (i.e. for $m = 0$) are simply

$$Pr(0) = \begin{cases} 1, & \text{for } n = 0 \\ 0, & \text{otherwise}, \end{cases} \quad (13)$$

that is, initially the accumulated spinlabor cost is zero. Each CNOT operation contributes a cost of $\hbar$ with the probability of either $p_\uparrow$ before the first equilibration step, or $Q_\uparrow(m)$ given in Eq. (10) after it.

Before the first equilibration step, the spinlabor cost after $m$ CNOT operations is $mh$ with probability $p_\uparrow$ and 0 with probability $p_\downarrow = 1 - p_\uparrow$. The probability $Pr(m)$ is therefore given by

$$Pr(m) = \begin{cases} 1 - p_\uparrow, & \text{for } n = 0 \\ p_\uparrow, & \text{otherwise}. \end{cases} \quad (14)$$

and $Pr(n) = 0$ for $n = 1, 2, \ldots, m - 1$ and $0 < m \leq C$.

We calculate the probability $Pr(m)$ for $m > C$, i.e. for CNOT steps after the first equilibration step has occurred, by considering the possibilities for the cost previously being $nh$ and not increasing, and previously being $(n-1)\hbar$ and increasing by $\hbar$, i.e. $Pr(m)$ is given by

$$Pr(m) = Pr\left(\text{previous cost is } nh\right) \times Pr\left(\text{memory is } \downarrow\right)$$

$$+ Pr\left(\text{previous cost is } (n-1)\hbar\right) \times Pr\left(\text{memory is } \uparrow\right),$$

where $Pr(X)$ represents the probability of $X$. Recalling Eq. (10), this yields the recurrence relation

$$Pr(m) = Pr(m-1)Q_\downarrow(m-1)$$

$$+ Pr(m-1)(n-1)Q_\uparrow(m-1),$$

for $m > C$, where we set $Pr(n) = 0$ for $n < 0$ for convenience. The statistics of a complete erasure process are obtained in the $m \to \infty$ limit. We derive analytic solutions of this recurrence relation in Appendix A. Keeping in mind the change of notation in Eq. (12), the probability that the spinlabor cost is $\mathcal{L}_n = nh$ for the case $C = 0$, where an equilibration step occurs before the first CNOT step, is shown by Eq. (A15) to be

$$Pr(\mathcal{L}_n) = \frac{e^{-\frac{1}{2}n(n+1)\gamma h}}{(e^{-\gamma h}; e^{-\gamma h})_n(-e^{-\gamma h}; e^{-\gamma h})_\infty},$$

and for the case $C > 0$, where $C$ CNOT steps occur before the first equilibration step, is shown by Eq. (A16) to be

$$Pr(\mathcal{L}_n) = \frac{e^{-n(C+\frac{C-1}{2})\gamma h}}{(e^{-\gamma h}; e^{-\gamma h})_n(-e^{-\gamma h}; e^{-\gamma h})_\infty} \quad (17)$$

FIG. 1. An illustration of the erasure process for an arbitrary protocol. The upwards vertical direction represents increasing values of the $z$ component of angular momentum. The state of the spin reservoir is represented on the far left by a spin level diagram. The remaining spin level diagrams to its right represent the spin state of the memory-ancilla system at various stages of the erasure process. The value of $m$ is the number of CNOT steps that have taken place. The illustration shows the specific case of $C = 2$, where there are two probabilities at $m = C$, one before equilibration and one after equilibration. Other values are $p_\uparrow = 0.5$, $p_\downarrow = 1 - p_\uparrow$, $Q_\uparrow(m) = \frac{e^{-(m+1)\gamma h}}{1 + e^{-(m+1)\gamma h}}$ for $m \geq 0$ and $Q_\downarrow(m) = 1 - Q_\uparrow(m)$ for $m \geq 0$. 
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for \( n < C \) and

\[
Pr(L_n) = p_4 \frac{e^{-n(C + \frac{n+1}{2})\gamma \hbar}}{(\gamma \hbar; e^{-\gamma \hbar})_n(\gamma \hbar; e^{-\gamma \hbar})_\infty} e^{-(n-C)(C+\frac{n+C+1}{2})\gamma \hbar} + p_1 \frac{e^{-n\gamma \hbar}}{(\gamma \hbar; e^{-\gamma \hbar})_n(\gamma \hbar; e^{-\gamma \hbar})_\infty}
\]

(18)

for \( n \geq C \), where \((a; q)_n \equiv \prod_{k=0}^{n-1} (1 - aq^k)\) is the \( q \)-Pochhammer symbol. Substituting \( C = 0 \) into Eq. (18) and using \( p_1 + p_4 = 1 \) gives the same result as Eq. (16) and confirms our expectation that the \( C = 0 \) protocol is independent of the initial contents of the memory.

Fig. 2 compares the distributions \( Pr(L_n) \) for protocol variations corresponding to \( C = 0 \) and \( C = 1 \), and two different values of the reservoir spin polarisation \( \alpha = 0.2 \) and \( \alpha = 0.4 \) for the maximal-stored-information case with \( p_1 = p_4 = 0.5 \). The black vertical lines represent the corresponding average spinlabor cost \( \langle L_n \rangle_C \) calculated using Eq. (11), and the pink vertical lines represent the bound on the overall cost of erasure, \( \gamma^{-1} \ln 2 \) in Eq. (2), derived in Refs. [8, 9]. Notice that the distribution is rather Gaussian-like for \( \alpha = 0.4 \); in fact, we show in Appendix C that the distribution approaches a Gaussian distribution as \( \alpha \) tends to 0.5.

The changing nature of the spinlabor cost distribution for different values of \( \alpha \) can be traced to the relative smoothness of the spin reservoir distribution on the scale of the discreteness of the spin angular momentum spectrum during the equilibration process. The smoothness is measured by the ratio of the probabilities being sampled by the initial memory gap of \((C + 1)\hbar\) of spin angular momentum for the first equilibration step, which by Eq. (9) is given by \( P_1/(C + n + 1)/P_1(n) = e^{-\gamma(C + 1)\hbar} \). A vanishingly small ratio corresponds to a spin reservoir distribution that has relatively large jumps in value for consecutive spin angular momentum eigenvalues. Alternatively, a ratio that is approximately unity corresponds to a relatively smooth distribution that is amenable to being approximated as a Gaussian function as discussed in Appendix C. Given the exponential nature of the ratio, a suitable intermediate value is \( P_1/(C + n + 1)/P_1(n) = e^{-\gamma} \). Here critical values of the ratio are, \( \gamma \gg \frac{1}{(C + 1)\hbar} \), \( \gamma = \frac{1}{(C + 1)\hbar} \), and \( \gamma \ll \frac{1}{(C + 1)\hbar} \) where we associate them with a “cold”, “warm”, and “hot” spin reservoir temperature, respectively. From Eq. (3) the associated value of \( \alpha \) for warm is

\[
\alpha = (e^{\frac{1}{(C + 1)\hbar}} + 1)^{-1}.
\]

(19)

Hence for \( C = 0 \) we have \( \alpha = 0.269 \) and \( C = 1 \) we have \( \alpha = 0.378 \). The values of \( \alpha \) for Fig. 2 were chosen such that panels (a) and (b) correspond to a cold spin reservoir and panels (c) and (d) correspond to a hot spin reservoir for both \( C = 0 \) and \( C = 1 \). Evidently, as the value of \( \alpha \) increases above 0.269 and 0.378, the discreteness of the spin angular momentum spectrum becomes less significant and the spinlabor cost distribution approaches a Gaussian distribution.

FIG. 2. Spinlabor distribution for different protocols with \( p = 0.5 \). The black line indicates the average value \( \langle L_n \rangle_C \), of the spinlabor performed on the memory-ancilla system, and the pink line indicates the bound on the erasure cost, \( \gamma^{-1} \ln 2 \), derived in Refs. [8, 9] and quoted in Eq. (2). As discussed in the main text, a careful analysis shows that the erasure cost in Refs. [8, 9] is defined in terms of the spinthenerm absorbed by the reservoir, and panels (a), (c) and (d) demonstrate that the bound does not apply to the average spinlabor. This highlights the need for care when considering the physical form of the erasure cost associated with a spin reservoir.
FIG. 3. The values of $R$ in Eq. (20) as a function of $C$ and $\alpha$ for the maximal-stored information case $p_1 = p_\uparrow = 0.5$. The value of the average spinlabor cost $\langle L_s \rangle_C$ is calculated using Eq. (11), and to enhance the graphical representation, the values of $R$ have been interpolated between the discrete values of $C$ (vertical gray lines). The black dots represent the four values chosen for Fig. 2.

Notice that in Fig. 2 the average spinlabor (black line) is less than the bound (pink line) for all cases except for $C = 1$ and $\alpha = 0.2$. To determine why, we compare the difference

$$R = \langle L_s \rangle_C - \gamma^{-1} \ln 2,$$

(20)

between the average accumulated spinlabor cost $\langle L_s \rangle_C$ and the original bound as a diagnostic tool for a range of values of $C$ and $\alpha$ in Fig. 3. The negative areas of the figure, shown in dark blue, are where the average spinlabor cost is less than the bound $\gamma^{-1} \ln 2$. Conversely, the other areas of the figure show a positive difference indicating that the average spinlabor cost is greater than the bound. The figure shows that for any given value of $\alpha$, the spinlabor cost increases as the value of $C$ increases, indicating that lower values of $C$ are less costly. It also shows that the increase in cost is less significant for larger values of $\alpha$, however, this is in comparison to the bound, given by $\gamma^{-1} \ln 2 = \frac{\ln(1 - e^{-C})}{\ln(\alpha^{-1}e^{-\gamma})}$ according to Eq. (3), which diverges as $\alpha$ approaches 0.5. We have collected the values of $R$ for the 4 panels in Fig. 2 in Table I. Evidently the measure $\Delta J'_z$ of the cost of erasure quoted in Eq. (2) does not reflect the actual cost evaluated in terms of spinlabor $\langle L_s \rangle_C$. The reason can be traced to the derivation of Eq. (2) in Ref. [8] where $\Delta J'_z$ is defined in Eq. (3.9) as the spinlabor $\langle L_s \rangle$ performed on the memory-ancilla system plus the $h/2$ of initial spintherm of the memory. Although the spinlabor is performed on the memory-ancilla system, by the end of the erasure process it is evidently dissipated as spintherm and transferred to the reservoir under the same conditions. As any spin angular momentum in the reservoir is in the form of spintherm, we interpret $\Delta J'_z$ as the spintherm transferred to the reservoir. Hence, Eq. (2) evidently bounds the erasure cost when it is expressed in terms of spintherm transferred to the reservoir—it is not specifically a bound on the spinlabor performed on the memory-ancilla system, (a more detailed analysis of the bounds are provided in §VI). Despite this, the bound serves as a basis for comparing the spinlabor cost for erasure protocols with different values of $C$, and since it was the first bound to be calculated, we shall refer to it as the original bound.

A more direct analysis of the spinlabor cost is given by examining the expression for $\langle L_s \rangle_C$ in Eq. (11). By lower-bounding the sum in Eq. (11) with an integral using Eq. (10), we find the bound specific for average spinlabor is given by

$$\langle L_s \rangle_C \geq \hbar C p_\uparrow + \int_{m=C}^{\infty} hQ_1(m)dm = \hbar C p_\uparrow + \gamma^{-1} \ln(1 + e^{-(C+1)\gamma}).$$

(21)

In Fig. 4 we plot the right side of Eq. (21) as a function of $C$ and $\alpha$ for the maximal-stored information case $p_1 = p_\uparrow = 0.5$. The spinlabor cost clearly increases with $\alpha$, as expected, and we again find that it increases with $C$. It is more cost efficient to delay the first CNOT step until the first equilibration step has been done, i.e. for $C = 0,$

| Panel | $C$ | $\alpha$ | $R$ |
|-------|-----|----------|-----|
| a)    | 0   | 0.2 - 0.22 |
| b)    | 1   | 0.2 - 0.08 |
| c)    | 0   | 0.4 - 0.24 |
| d)    | 1   | 0.4 - 0.14 |

TABLE I. Values of $R$ for the parameters chosen for Fig. 2.
for which the first term vanishes and the bound becomes $\gamma^{-1}\ln(1 + e^{-\gamma \hbar})$. In this particular case the bound is lower than the original bound of $\gamma^{-1}\ln 2$. Notice that $\gamma^{-1}\ln(1 + e^{-\gamma \hbar}) \rightarrow \gamma^{-1}\ln 2$ as $\hbar \rightarrow 0$. Thus, as $\hbar$ is the step in the discrete-valued spinlabor cost due to individual CNOT steps, we find that the difference vanishes in the continuum limit. The spin-based erasure process then becomes equivalent to the energy-based erasure processes that Landauer studied with $\gamma$ being equivalent to the inverse temperature $\beta$.

To appreciate why the $C = 0$ protocol is the most efficient we need to address a subtle issue in information erasure. Associating information erasure simply with the reduction in entropy of the memory-ancilla system carries with it the problem that erasure would then only occur, strictly speaking, during the equilibration step and the role played by the CNOT step and its associated spinlabor cost would be ignored. A better approach is to recognize that there are two types of information erasure, passive erasure and active erasure. We define passive erasure as erasure that occurs without any work or spinlabor being performed and, conversely, we define active erasure as erasure that involves work or spinlabor being applied to the system. From these general definitions we can state that passive erasure takes place in the erasure protocols discussed in this section when the memory-ancilla entropy is reduced in an equilibration step without a CNOT step preceding it. Conversely, we can state that active erasure takes place when the memory-ancilla entropy is reduced in an equilibration step with one or more CNOT steps preceding it. These definitions are beneficial in helping to determine if there are heat/spintherm or work/spinlabor cost occurring within a protocol Ref. [18]. For example, the authors of Ref. [19] make this distinction when stating that to make a non-trivial change in a target system an external coherent control or rethermalization with a thermal bath must be applied to the target which for our case the target system is the memory being erased.

The distinction between the two types of erasure is evident in the difference between erasure protocols with $C = 0$ and $C = 1$. In the case of $C = 0$, there is no CNOT step preceding the first equilibration step, and so the reduction in entropy it produces is an example of passive erasure. Thereafter, every equilibration step is preceded by a CNOT step and so the remainder of the protocol consists of active erasure. In contrast, the case of $C = 1$ entails a CNOT step before every equilibration step, including the first, and so the protocol consists of entirely of active erasure. The important points here are that only active erasure is associated with a spinlabor cost, and the active erasure parts of both protocols are operationally identical. It then becomes clear why the protocol for $C = 0$ incurs the lower spinlabor cost: it takes advantage of spinlabor-free passive erasure to reduce the entropy of the memory system first, before following the same spinlabor-incurring active erasure protocol as the protocol for $C = 1$ but with an easier task due to the lower entropy of the memory.

The situation is rather different when we examine the spintherm cost of information erasure, as we do in the following subsection, because spintherm is transferred from the memory-ancilla system to the spin reservoir in both passive and active erasure.

### B. First law and spintherm cost

In contrast to the spinlabor, which is applied directly to the memory-ancilla system, the spintherm cost of the erasure process is the amount of spintherm transferred from the memory-ancilla system to the spin reservoir. It is regarded as a cost because it reduces the spin polarization of the reservoir and thus, in principle, it reduces the ability of the reservoir to act as an entropy sink for future erasure processes.

During a CNOT step, the change in spin angular momentum of the memory-ancilla system is given by Eq. (4) with $\mathcal{Q}_s = 0$ as there is no transfer of spintherm from it, and so $\Delta J^s_z = \mathcal{L}_s$. Here and below, we use a superscript $(M)$, $(R)$ or $(T)$ to label the spin angular momentum $J_z$ of the memory-ancilla, reservoir or combined memory-ancilla-reservoir system, respectively. During the equilibration step, the memory exchanges spintherm only and there is no spinlabor cost, hence $\Delta J^s_z = 0$ and $\mathcal{L}_s = 0$ from the first law Eq. (4) applied to the memory-ancilla system. The corresponding changes to the reservoir are given by $\Delta J^s_z = 0$ during a CNOT step and $\Delta J^s_z = -\mathcal{Q}_s$ during an equilibration step, and so the changes to the combined system are given by

$$\Delta J^s_z = \begin{cases} \mathcal{L}_s, & \text{during a CNOT step,} \\ 0, & \text{during an equilibrium step} \end{cases}$$ (22)

where $\Delta J^s_z = \Delta J^{(M)}_z + \Delta J^{(R)}_z$. This is the description of the erasure process in terms of the first law for the conservation of spin angular momentum.

We use Eq. (6) to calculate the accumulated spintherm cost as follows. As the first equilibration step occurs after $C$ CNOT steps, the value of $g(m_j)$ is equal to $C + 1$ because the equilibration between the memory-ancilla system and the reservoir involves the exchange of spin angular momentum in multiples of $(C+1)\hbar$, and the value of $\Delta p(j, m_j)$, which is the change in the probability of the memory-ancilla system being in the spin-up state, is $Q_s^t(C) - p_t$. The spintherm cost for the first equilibration step is therefore given by

$$\langle \mathcal{Q}_s \rangle_{C,C} = (C + 1)\hbar [Q_s^t(C) - p_t]$$ (23)

where the symbol $\langle \mathcal{Q}_s \rangle_{C,m}$ represents the average spintherm associated with the equilibration step that occurs after the $m$-th CNOT step, and $C$ indicates the protocol variation. For the second equilibration step
\(g(m_j) = C + 2, \quad \Delta p(j, m_j) = Q_\uparrow(C + 1) - Q_\uparrow(C),\)

\(m = C + 1,\) and so

\[
\langle Q_\uparrow \rangle_{C,C+1} = (C + 2)\hbar [Q_\uparrow(C + 1) - Q_\uparrow(C)].
\] (24)

In general, it follows that for \(m > C\)

\[
\langle Q_\uparrow \rangle_{C,m} = (m + 1)\hbar [Q_\uparrow(m) - Q_\uparrow(m - 1)].
\] (25)

The spintherm is additive and so taking the sum of \(\langle Q_\uparrow \rangle_{C,m}\) over \(m = C\) to infinity gives the accumulated spintherm \(\langle Q_\uparrow \rangle_C\) for the entire erasure process, i.e.

\[
\langle Q_\uparrow \rangle_C = \sum_{m=C}^{\infty} \langle Q_\uparrow \rangle_{C,m} = (C + 1)\hbar [Q_\uparrow(C) - p_\uparrow]
\]

\[
+ \sum_{m=C+1}^{\infty} (m + 1)\hbar [Q_\uparrow(m) - Q_\uparrow(m - 1)]
\]

\[
= -\sum_{m=C}^{\infty} \hbar Q_\uparrow(m) - (C + 1)\hbar p_\uparrow
\]

\[
= -\langle L_\uparrow \rangle_C - \hbar p_\uparrow
\] (26)

where we have used Eq. (11) in the last line. As expected, the accumulated spintherm \(\langle Q_\uparrow \rangle_C\) in Eq. (26) is negative since spintherm is being transferred from the memory to the reservoir. It is interesting to note that the total spintherm cost is simply the average spinlabor cost plus an additional \(\hbar p_\uparrow\). Evidently, all the spinlabor applied to the memory-ancilla system during the CNOT steps is dissipated as spintherm as it is transferred, along with the spintherm of \(\hbar p_\uparrow\) associated with the initial entropy of the memory, to the reservoir during the equilibration steps. We can immediately write down the bound for the total spinthermal cost using Eq. (21) with Eq. (26) as

\[
\langle Q_\uparrow \rangle_C \geq (C + 1)\hbar p_\uparrow + \gamma^{-1} \ln(1 + e^{-(C+1)\gamma\hbar}).
\] (27)

**IV. JARZYNSKI-LIKE EQUALITY**

In this section we derive a Jarzynski equality [20–23] for the erasure process, but before we do, we need to re-examine the probability distributions describing the reservoir and memory-ancilla systems in terms of phase space variables and Liouville’s theorem.

**A. Phase space and Liouville’s theorem**

In order to determine the changes in the systems, we need to express the probability distribution as a function of phase space and internal (spin) coordinates at various times during the erasure protocol. Accordingly, let a point in phase space at the time labelled by \(\lambda\) be described by the vector \(\mathbf{z}_\lambda^{(T)}\equiv (\mathbf{z}_\lambda^{(R)}, \mathbf{z}_\lambda^{(M)})\) where \(\mathbf{z}_\lambda^{(R)}\) and \(\mathbf{z}_\lambda^{(M)}\) represents coordinates in the reservoir and the memory-ancilla subspaces, respectively. In particular, \(\lambda = i\) and \(\lambda = f\) label the initial and final coordinates, respectively, for any given period during the erasure procedure.

Although the phase space of the memory-ancilla and reservoir systems includes both the internal spin angular momentum and external spatial degrees of freedom, the spatial degree of freedom has no effect on the erasure process due to the energy degeneracy previously discussed, and so we leave it as implied. Thus, let the coordinate \(\mathbf{z}_\lambda^{(R)} = (n_\lambda, \nu_\lambda)\) represents the state of the reservoir of \(N\) spin-\(\frac{1}{2}\) particles in which \(n_\lambda\) and \(N - n_\lambda\) are in the spin-up (respectively, spin-down) state, and \(\nu_\lambda = 1, 2, \ldots, (N)\) indexes a particular permutation of the particles. The CNOT and equilibration steps are constructed to induce and maintain correlations in the memory-ancilla system. The result is that at any time the memory-ancilla system has effectively a single binary-valued degree of freedom associated with the spin state of the memory particle. The fact each CNOT step correlates one more ancilla particle with the spin state of the memory particle, means that the spin angular momentum of the memory-ancilla system is given by two numbers: \(\pi_\lambda\) which is a binary-valued free parameter that indicates the spin direction of the memory particle, and \(a_\lambda\) which is an external control parameter equal to the number of completed CNOT steps and indicates the number of ancilla particles that are correlated with the memory particle. The coordinate representing the state of the memory-ancilla system is therefore given by \(\mathbf{z}_\lambda^{(M)} = (\pi_\lambda, a_\lambda)\). Thus, the total spin angular momentum at point \(\mathbf{z}_\lambda^{(T)}\) is given by

\[
J_z^{(T)}(\mathbf{z}_\lambda^{(T)}) = J_z^{(R)}(\mathbf{z}_\lambda^{(R)}) + J_z^{(M)}(\mathbf{z}_\lambda^{(M)}),
\] (28)

where

\[
J_z^{(R)}(\mathbf{z}_\lambda^{(R)}) = (n_\lambda - \frac{1}{2}N)\hbar
\] (29)

\[
J_z^{(M)}(\mathbf{z}_\lambda^{(M)}) = [\pi_\lambda(a_\lambda + 1) - \frac{1}{2}(\overline{N} + 1)]\hbar
\] (30)

and \(\overline{N}\) is the number of ancilla spin-\(\frac{1}{2}\) particles.

We also need to express the phase space density in terms of a canonical Gibbs distribution, i.e. as an exponential of a scalar multiple of the conserved quantity. In the case here, the conserved quantity is the \(z\) component of spin angular momentum, and so the density is of the form

\[
f_\lambda(\mathbf{z}_\lambda^{(X)}) \propto e^{-\gamma_\lambda^{(X)} J_z^{(X)}(\mathbf{z}_\lambda^{(X)})},
\] (31)

where \(X \in \{R, M\}\) labels the system, and \(\gamma_\lambda^{(X)}\) represents an inverse spin temperature. The reservoir’s probability distribution, given by Eq. (9), is already in this form with \(X = R, \gamma_\lambda^{(R)} = \gamma\) and \(n_\lambda = n = 0, 1, \ldots, N\). Indeed, as previously mentioned, throughout the entire erasure process the spin temperature \(\gamma^{-1}\)
of the reservoir system is assumed to remain constant due to being very large in comparison to the memory system.

In contrast, the spin temperature of the memory-ancilla system changes due to both of the CNOT and equilibration steps. After the $m$-th CNOT operation has been applied, there are only two possibilities—either the memory spin and the first $m$ ancilla spins are spin up, or all spins are spin down—and, correspondingly, there are only two non-zero probabilities involved; we shall represent these probabilities as $q_{↑,\lambda}$ and $q_{↓,\lambda} = 1 - q_{↑,\lambda}$ respectively. Thus, the inverse spin temperature corresponding to any later equilibration step is performed, the associated probabilities are fixed at $q_{↑,\lambda}$, whereas for a single CNOT step

$$\gamma^{(M)}_{\lambda} = \frac{1}{a_{\lambda} + 1} \ln \left( \frac{q_{↓,\lambda}}{q_{↑,\lambda}} \right).$$

(32)

In particular, for a single equilibration step

$$a_i = a_f = m$$

(33) whereas for a single CNOT step

$$a_i = m \quad \text{and} \quad a_f = m + 1$$

(34) where $m$ is the number of CNOT steps that have been performed at the start of the step. Before the first equilibration step is performed, the associated probabilities are fixed at $q_{↑,\lambda} = p_{↑}$ (i.e. the initial probabilities) where, for brevity, $x_{↑} = y_{↑}$ implies both $x_{↑} = y_{↑}$ and $x_{↓} = y_{↓}$ for arbitrary variables $x$ and $y$. For the first equilibration step the probabilities are $q_{↑,i} = p_{↑}$, and $q_{↓,i} = Q_{↑}(C)$ whereas for any later equilibration step the probabilities are $q_{↑,i} = Q_{↑}(m-1)$ and $q_{↓,i} = Q_{↑}(m)$ where $Q_{↑}$ is given by Eq. (10) and $m$ is the number of prior CNOT steps. Eq. (32) is easily verified by substitution into Eq. (31) using $X = M$ and $J^{(M)}_{x}$ from Eq. (30) to show $f_{\lambda} \propto q_{∪,\lambda}$.

The distribution for the combined reservoir-memory-ancilla system at time labelled $\lambda$ is thus

$$f_{\lambda}(z^{(T)}_{\lambda}) = \frac{e^{-\gamma J^{(R)}_{z}(z^{(R)}_{\lambda})}}{Z^{(R)}} - \frac{e^{-\gamma J^{(M)}_{z}(z^{(M)}_{\lambda})}}{Z^{(M)}_{\lambda}}$$

(35)

where $Z^{(R)}$ and $Z^{(M)}_{\lambda}$ are the respective partition functions, i.e.

$$Z^{(R)} = \sum_{z^{(R)}} e^{-\gamma J^{(R)}_{z}(z^{(R)})}$$

$$Z^{(M)}_{\lambda} = \sum_{z^{(M)}_{\lambda}} e^{-\gamma J^{(M)}_{z}(z^{(M)}_{\lambda})}$$

(36)

The combined reservoir-memory-ancilla system is closed except for the CNOT operations when the spinlabor $L_{s}$ is performed on the memory-ancilla system. By the first law Eq. (4), therefore, the spinlabor is equal to the change in the total spin angular momentum of the combined reservoir-memory-ancilla system, i.e.

$$L_{s}(z_{t}, z_{i}) = J_{z}^{(T)}(z_{t}) - J_{z}^{(T)}(z_{i})$$

(37)

where $z_{i}$ and $z_{t}$ are the corresponding initial and final points of a trajectory in phase space.

In analogy with the definition of the stochastic work [24], $L_{s}$ will be called the stochastic spinlabor. Moreover, there is a fixed relationship between $z_{i}$ and $z_{t}$ because the CNOT operation is deterministic and the combined system is closed during the equilibration step. The evolution of the combined reservoir-memory-ancilla system is, therefore, deterministic overall. For the sake of brevity, we have been focusing explicitly on the internal spin degrees of freedom, however, as the deterministic description appears only when all degrees of freedom are appropriately accounted for, we assume that the coordinates $z^{(\text{implicit})}_{\lambda}$ associated with any additional ones are included in the definition of the phase space points through an implicit extension of the kind $z_{\lambda} \mapsto (z_{\lambda}, z^{(\text{implicit})}_{\lambda})$. Thus, the final point is implicitly a function of the initial point, i.e.

$$z_{t} = z_{t}(z_{i}),$$

(38)

and dynamics of the combined reservoir-memory-ancilla system follows Liouville’s theorem [22, 25] in the following form

$$f_{t}(z_{t}) = f_{i}(z_{i})$$

(39)

where $f_{i}(z)$ and $f_{f}(z)$ are the initial and final probability distributions with respect to phase space variable $z$.

B. Jarzynski-like equality and probability of violation

We are now ready to derive an expression that is analogous to the equality

$$\langle e^{-\beta(W-\Delta F)} \rangle = 1$$

(40)

where $\beta$ is the inverse temperature of a thermal reservoir, $W$ is the work performed on a system that is in quasiequilibrium with the reservoir, and $\Delta F$ is the change in the system’s free energy, derived by Jarzynski [20–23]. In contrast to the quasiequilibrium conditions associated with Eq. (40), the spinlabor is performed in our erasure protocols while the memory-ancilla system is decoupled from the spin reservoir, and the equilibration steps—which re-establish equilibrium with the reservoir—are distinct operations. In our previous paper [17], we derived the Jarzynski-like equality,

$$\langle e^{-\gamma L_{s} + \ln 2} \rangle_{1} = 1 + e^{-\gamma h} \left( 1 - e^{-2\gamma h} \right),$$

(41)

for the protocol corresponding to $C = 1$ with initial memory probabilities $p_{1} = p_{1} = 0.5$. The fact that the right side is not unity shows that the “exponential average” [22] of the spinlabor,

$$\langle L_{s} \rangle_{\exp} = -\gamma^{-1} \ln \langle e^{-\gamma L_{s}} \rangle,$$

(42)
deviates from the original bound of $\gamma^{-1} \ln 2$. We now generalise this result for arbitrary protocols. We begin by noting that the phase-space points $z_i^{(M)}$ and $z_i^{(\Lambda)}$ occupied by the memory-ancilla system before and after any equilibration step are statistically independent. This implies that the spinlabor performed on the memory-ancilla system before and after this step are also statistically independent. With this in mind, we divide the total spinlabor into two parts as $L_x = L_x^{(1)} + L_x^{(2)}$ where superscripts (1) and (2) label the period where the spinlabor is performed as follows:

1. the period up to just prior to the first equilibration step, and

2. the period following the first equilibration step to the end of the erasure process.

We omit in the intermediate period covering the first equilibration step because it incurs no spinlabor cost and so $L_x$ is identically zero. Consider the expression $\langle e^{-\gamma L_x} \rangle_C$ containing the spinlabor scaled by the inverse spin temperature of the reservoir, factorised according to the statistical independence, as follows

$$
\langle e^{-\gamma L_x} \rangle_C = \langle e^{-\gamma L_x^{(1)}} \rangle_C \langle e^{-\gamma L_x^{(2)}} \rangle_C
$$

where the subscript $C$ indicates the variation of the protocol in accord with Eq. (11). The general form of each factor on the right side, with the spinlabor written in terms of the change in total spin angular momentum, is

$$
\langle e^{-\gamma L_x^{(x)}} \rangle = \sum_{z_i^{(x)}} f_i(z_i^{(x)}) e^{-\gamma \left[ J_i^{(x)}(z_i^{(x)}) - J_i^{(x)}(z_i^{(x)}) \right]}
$$

where $x = 1$ or 2 labels the part of the spinlabor, $z_i^{(x)}$ and $z_i^{(x)}$ are the initial and final points of the corresponding period where the spinlabor is performed, and Eqs. (38) and (39) are assumed to hold.

In the case of period (1), the possibilities for $z_i^{(M)} = (\pi_i, a_i)$ are either $\pi_i = \pi_i = 0$ or $\pi_i = \pi_i = 1$ with $a_i = 0$ and $a_i = C$, and the initial distribution given by Eq. (35) reduces to

$$
f_i(z_i^{(1)}) = \frac{e^{-\gamma J_i^{(1)}(z_i^{(1)})}}{Z(R)} \left\{ p_\uparrow, \text{ for } \pi_i = 1 \\ p_\downarrow, \text{ for } \pi_i = 0 \right\}
$$

Using Eqs. (30), (36) and (45) then gives

$$
\langle e^{-\gamma L_x^{(1)}} \rangle_C = \left( \sum_{z_i^{(R)}} \frac{e^{-\gamma J_i^{(R)}(z_i^{(R)})}}{Z(R)} \right)
\times \left( p_\uparrow + p_\downarrow e^{-\gamma \left\{ (C+1-\frac{1}{2}(N+1))h - [1-\frac{1}{2}(N+1)]h \right\}} \right)
= p_\uparrow + p_\downarrow e^{-\gamma Ch}.
$$

For future reference, we also find that

$$
Z_i^{(M)} = \frac{e^{\frac{1}{2}(N+1) \ln p_\uparrow}}{p_\uparrow}
$$

from Eq. (36).

Period (2) begins immediately after the first equilibration step when the $(M)$ system has the same spin temperature as the reservoir. Substituting for $f_i(z_i^{(T)})$ in Eq. (44) using Eqs. (35) and (36) with $\gamma_i^{(M)} = \gamma$, setting $x = 2$ and again using Eq. (38) gives

$$
\langle e^{-\gamma L_x^{(2)}} \rangle_C = \sum_{z_i^{(T)}} \frac{e^{-\gamma J_i^{(T)}(z_i^{(T)})}}{Z(R)} Z_i^{(M)} e^{-\gamma \left[ J_i^{(T)}(z_i^{(T)}) - J_i^{(T)}(z_i^{(T)}) \right]}
= \frac{Z_i^{(M)}}{Z_i^{(M)}}.
$$

The possibilities for $z_i^{(M)} = (\pi_i, a_i)$ here are $\pi_i = 0$ or 1 with $a_i = C$, and the corresponding values of $z_i^{(M)}$ using Eq. (30) are $-\frac{1}{2}(N+1)h$ and $[C+1-\frac{1}{2}(N+1)]h$, and so from Eq. (36) we find $Z_i^{(M)} = e^{\frac{1}{2}(N+1)\gamma h}$.

In the limit that the number of ancilla spins is large, i.e. $N \gg 1$, [26] we find

$$
Z_i^{(M)} = e^{\frac{1}{2}(N+1)\gamma h},
$$

where we have ignored the exponentially-insignificant term $e^{-\frac{1}{2}(N+1)\gamma h}$. Hence, the limiting value of Eq. (48) is

$$
\langle e^{-\gamma L_x} \rangle_C = \frac{1}{1 + e^{-[C+1]\gamma h}}.
$$

Substituting results Eqs. (46) and (51) into Eq. (43) and setting $p_\uparrow = 0.5$ we find

$$
\langle e^{-\gamma L_x} \rangle_C = \frac{A}{2}
$$

where we have defined

$$
A = \frac{1 + e^{-C\gamma h}}{1 + e^{-[C+1]\gamma h}}
$$

in agreement with our previous result Eq. (41) for $C = 1$. We refer to this as our Jarzynski-like equality for information erasure using a spin reservoir.
In analogy with the definition of the free energy, we define the free spin angular momentum as
\[
\mathcal{F}_s \equiv -\gamma^{-1} \ln(Z),
\]
and so its change over the times labelled i and f for the memory-ancilla system is
\[
\Delta \mathcal{F}_s = -\gamma^{-1} \ln \frac{Z^{(M)}_i}{Z^{(M)}_f}. \tag{55}
\]
Accordingly, we find from Eq. (48) that \(\langle e^{-\gamma \mathcal{F}_s^{(2)}} \rangle_C = e^{-\gamma \Delta \mathcal{F}_s^{(2)}}\), which can be rearranged as
\[
\langle e^{-\gamma (\mathcal{L}_s - \Delta \mathcal{F}_s^{(2)})} \rangle_C = 1 \tag{56}
\]
where \(\Delta \mathcal{F}_s^{(2)}\) is the change in memory-ancilla system free spin angular momentum for period (2), Eq. (56) is in the same form as Jarzynski’s original result, Eq. (40), as expected for spinlabor performed on the memory-ancilla system while it is in stepwise equilibrium with the reservoir. This is not the case for period (1) where the spinlabor is performed before the first equilibration step. We calculate the change \(\Delta \mathcal{F}_s = -\gamma^{-1} \ln(Z^{(M)}_i/Z^{(M)}_f)\) for the entire erase process using \(Z^{(M)}(t)\) for period (1), Eq. (47), and \(Z^{(M)}_f\) for period (2), Eq. (50), to be
\[
\Delta \mathcal{F}_s = -\gamma^{-1} \left[\frac{1}{2} (N+1) \left(\gamma h - \ln \frac{p_0}{p_f} \right) + \ln p_f \right] \tag{57}
\]
\[
= -\gamma^{-1} \left[\frac{1}{2} (N+1) \left(\gamma - \gamma^{(M)} \right) + \ln p_f \right], \tag{58}
\]
where in the last expression \(\gamma^{(M)}\) is the initial inverse spin temperature of the memory-ancilla system at the start of the erase procedure, and is given by Eq. (32) with \(a_1 = 0\). Thus, we find using Eq. (52) and Eq. (58) that
\[
\langle e^{-\gamma (\mathcal{L}_s - \Delta \mathcal{F}_s^{(1)})} \rangle_C = \frac{A}{2} e^{\gamma \Delta \mathcal{F}_s} = Ae^{-\frac{1}{2} (N+1) \gamma h} \tag{59}
\]
and so
\[
\langle e^{-\gamma \mathcal{L}_s} \rangle_C = Ae^{-\frac{1}{2} (N+1) \gamma h} e^{\gamma \Delta \mathcal{F}_s}. \tag{60}
\]
When we have set \(p_0 = p_f = 0.5\), Eq. (59) generalizes our previous result given in Eq. (41). Eq. (60) shows that the exponential average \([22]\) of the spinlabor, \(\langle \mathcal{L}_s \rangle_C^{\exp} = -\gamma^{-1} \ln(\langle e^{-\gamma \mathcal{L}_s} \rangle_C)\), overestimates the change in free spin angular momentum \(\Delta \mathcal{F}_s^{(M)}\) by \(-\gamma^{-1} \ln A + \frac{1}{2} (N+1) \gamma h\). The least overestimation occurs for \(C = 0\) which corresponds, according to Eq. (21), to the most efficient erase protocol. The only way for the exponential average of the spinlabor to estimate the change in free spin angular momentum exactly, i.e. for
\[
\langle \mathcal{L}_s \rangle_0^{\exp} = \Delta \mathcal{F}_s, \tag{61}
\]
is if the memory particle is in equilibrium with the reservoir at the start of the erase procedure, in which case \(p_f = Q_f (0)\) and \(p_i = 1 - p_f\) where \(Q_f (m)\) is given by Eq. (10).

Applying Jensen’s inequality \(\langle f(X) \rangle \geq f(\langle X \rangle)\) for convex function \(f\) and random variable \(X\) [27] to Eq. (52) yields a new lower bound on the spinlabor cost,
\[
\langle \mathcal{L}_s \rangle_C \geq -\gamma^{-1} \frac{2}{A} \tag{62}
\]
as an alternative to the bound we derived in Eq. (21) — we defer comparing these bounds until §VI. Also, applying Jarzynski’s argument, in relation to the inequality \(e^{-\mathcal{F}_s} \int_{-\infty}^{\infty} P(X) dX \leq \int_{-\infty}^{\infty} e^{-X} P(X) dX\) for probability distribution \(P(X)\) [28], to Eq. (52) gives the probability of violation as
\[
Pr^{(v)}(\epsilon) \leq e^{-\gamma \epsilon}. \tag{63}
\]
Here \(Pr^{(v)}(\epsilon)\) is the probability that the spinlabor cost \(\mathcal{L}_s\) violates the bound \(-\gamma^{-1} \ln 2/A\) by \(\epsilon\) or more (i.e the probability that \(\mathcal{L}_s \leq -\gamma^{-1} \ln 2/A - \epsilon\)).

In Fig. 5 we plot the spinlabor probability distributions as a function of the spinlabor \(\mathcal{L}_s\) for two protocol variations, \(C = 4\) and \(C = 10\), and two reservoir spin temperatures corresponding to \(\alpha = 0.4\) and \(\alpha = 0.48\), for the maximal-stored-information case of \(p_0 = p_f = 0.5\). Applying Eq. (19) for when \(C = 4\) and \(C = 10\) gives us \(\alpha = 0.450\) and \(\alpha = 0.478\) respectively. Hence the values of \(\alpha\) were chosen to be \(\alpha = 0.4\) and \(\alpha = 0.48\) to provide us with a cold and hot distribution respectively. The distribution for when \(\alpha = 0.4\) is considered cold since it is less than the critical values \(\alpha = 0.450\) and \(\alpha = 0.478\) with \(\gamma^{-1} = 2.46\) and will have a non-gaussian like spinlabor distribution. Conversely the distribution for when \(\alpha = 0.48\) is considered hot since it is greater than \(\alpha = 0.450\) and \(\alpha = 0.478\) with \(\gamma^{-1} = 12.49\) and will have a gaussian like spinlabor distribution. Otherwise the values of \(\alpha\) are not necessary since they will not provide any further information to the following analysis. The spinlabor averages (black line) are calculated using Eq. (11) and the bound (pink line) is given by Eq. (62).

All the averages are consistent with the bound (i.e. the black line is on the right of the pink). As previously noted in regards to Fig. 3, we again find that the protocol becomes more expensive with increasing values of \(C\). Interestingly, the distributions differ qualitatively from those in Fig. 2 in having two peaks separated by \(\mathcal{L}_s\) whereas all those in Fig. 2 have only a single peak. The reason for the double peaks can be traced to period (1) for which the spinlabor cost depends on the initial state of the memory: that cost is either \(\mathcal{L}_s = 0\) or \(\mathcal{L}_s = C\) for the memory initially in the spin down and spin up states, respectively. As the spinlabor costs incurred in periods (1) and (2) are independent and additive, the probability distributions plotted in Fig. 5 are an average of the probability distribution describing the spinlabor cost of period (2) and a copy shifted along the \(\mathcal{L}_s\) axis by \(C\) which can result in a total distribution that has two separate peaks. The exception is panel (c) for which the average spinlabor cost is in the centre of a single peak.
the spread in the spinlabor cost of period (2) is evidently of the order of the size of the shift, $\Delta h$, which results in the two peaks in the total distribution being unresolvable. In comparison, there is no shifted copy for $C = 0$ and the shift of $h$ for $C = 1$ does not result in a distinguishable second peak in Fig. 2 which is why we chose the values $C = 4$ and $C = 10$ for the plot and not $C = 0$ or $C = 1$. We also find that the distribution in the vicinity of each peak is rather Gaussian-like for $\alpha$ stored-information case of $p_1, C$.

Appendix C.

Notice that as the average spinlabor cost in panel (c) is near $\Delta_{\text{peak}} = 48$, respectively, and $\Delta_{\text{peak}} = 1$ does not result in $\Delta_{\text{peak}} = 10$. We chose $C = 4$ and $C = 5, 9, and 1$ for panel (a), (b), (c) and (d), respectively; in comparison, the two peaks than maximal, i.e. where $p_1 \neq p_\tau$. In these cases we find that the spinlabor bound Eq. (62) is replaced with

$$\langle L_s \rangle_C \geq \gamma^{-1} \ln A'$$

with the corresponding probability of violation, i.e. the probability that $L_s \leq \gamma^{-1} \ln A' - \epsilon$, being

$$P_{\tau}(\epsilon) \leq e^{-\gamma \epsilon}$$

In Fig. 7 we plot the spinlabor probability distributions for $p_\tau = 0.1$ and $p_\tau = 0.4$ with two different values of the reservoir spin polarization $\alpha = 0.4$ and $\alpha = 0.48$ for the protocol variation with $C = 10$. We chose $C = 10, \alpha = 0.4$ and $\alpha = 0.48$ so that these distributions can be compared directly with those in Fig. 5(b) and (d) for which $\alpha = 0.4$ and $\alpha = 0.48$, respectively, and $C = 10$. As expected from the above discussion, in each distribution in Fig. 7 the relative height of the first peak compared to the second is found to be given by $p_{\tau}/p_1$, which evaluates to 9, 1.5, 9, and 1.5 for panel (a), (b), (c) and (d), respectively.
FIG. 7. Spinlabor distribution for $C = 10$. The black line indicates the average value and the pink $\gamma^{-1}\ln A'$. The average spinlabor costs $\langle L_s \rangle_C$ (black lines) are also lower in Fig. 7 compared to corresponding values in Fig. 5 because they are associated with a higher statistical weight ($p_{\downarrow}$), which is correspondingly smaller. In Fig. 8 we plot the probability of violation $Pr(v)(\epsilon)$ for the same situations as in Fig. 7. These plots are directly comparable with those in panels (b) and (d) of Fig. 6. We find $Pr(v)(0)$ is larger than the corresponding values in Fig. 6 due to the larger statistical weight (i.e. $p_1 = 0.9$ and 0.6 in Fig. 8 compared to $p_1 = 0.5$ in Fig. 6) of the $L_s^{(1)} = 0$ cost. In fact, panel (a) shows that $Pr(v)(0)$ is as large as $\approx 0.9$.

V. INTEGRAL FLUCTUATION THEOREM

We now derive the integral fluctuation theorem for our erasure process and use it to find further bounds on the cost of spinlabor and production of spintherm. The surprisal, also known as the stochastic Shannon entropy, associated with the probability $f(z)$ for the state $z$ of an arbitrary system, is defined as [29–32]

$$s(z) = -\ln f(z).$$

(67)

The average value of $s(z)$ is just the Shannon entropy $H = -\sum f(z) \ln f(z)$. The need to introduce surprisal stems from the necessity to measure the degree of erasure for a “single shot” situation, such as a single cycle of the erasure protocol. Surprisal provides more information than Shannon entropy, by allowing us to track the individual changes in information between two states in the memory as it is being erased. The change in surprisal due to the system evolving from $z_i$ to $z_f$ is given by [33, 34]

$$\sigma(z_i, z_f) = s(z_f) - s(z_i) = -\ln f_i(z_f) + \ln f_i(z_i),$$

(68)

where $i$ and $f$ label initial and final quantities, respectively, and is called the stochastic entropy production of the system.

As the reservoir ($R$) and memory-ancilla system ($M$) are assumed to be statistically independent due to the relatively-large size of the reservoir, the total ($T$) stochastic entropy production of the reservoir-memory-ancilla combined system is given by the sum of the stochastic
entropy production of each system, i.e. by
\[
\sigma^{(T)}(z_i^{(T)}, z_i^{(T)}) = \sigma^{(R)}(z_i^{(R)}, z_i^{(R)}) + \sigma^{(M)}(z_i^{(M)}, z_i^{(M)})
\]
\[
= -\ln f_i^{(R)}(z_i^{(R)}) + \ln f_i^{(R)}(z_i^{(R)})
- \ln f_i^{(M)}(z_i^{(M)}) + \ln f_i^{(M)}(z_i^{(M)})
\]
\[
(69)
\]
where the probability distributions \(f_i^{(R)}\) and \(f_i^{(M)}\) are given by Eq. (35). We write the joint probability of a trajectory of the combined reservoir-memory-ancilla system that begins at \(z_i^{(T)}\) and ends at \(z_i^{(T)}\) as
\[
P(z_i^{(T)}, z_i^{(T)}) = P(z_i^{(T)} \leftarrow z_i^{(T)}) f_i^{(T)}(z_i^{(T)})
\]
where
\[
P(z_i^{(T)} \leftarrow z_i^{(T)}) = \delta_{z_i^{(T)}, z_i^{(T)}}
\]
re-expresses the deterministic trajectories relation, Eq. (38), as the conditional probability that the total system will end at \(z_i^{(T)}\) if it begins at \(z_i^{(T)}\). The expression for the time reversed process is
\[
\tilde{P}(z_i^{(T)}, z_i^{(T)}) = \tilde{P}(z_i^{(T)} \leftarrow z_i^{(T)}) f_i^{(T)}(z_i^{(T)})
\]
(72)
The trajectories between the forward and backward processes are time symmetric, and since the combined reservoir-memory-ancilla system is either isolated from any external environment or undergoes the deterministic CNOT operation, we have
\[
P(z_i^{(T)} \leftarrow z_i^{(T)}) = \tilde{P}(z_i^{(T)} \leftarrow z_i^{(T)}).
\]
(73)
Taking the ratio of (70) and (72) gives
\[
\frac{\tilde{P}(z_i^{(T)}, z_i^{(T)})}{P(z_i^{(T)}, z_i^{(T)})} = \frac{\tilde{P}(z_i^{(T)} \leftarrow z_i^{(T)}) f_i^{(T)}(z_i^{(T)})}{P(z_i^{(T)} \leftarrow z_i^{(T)}) f_i^{(T)}(z_i^{(T)})}
\]
\[
= \frac{f_i^{(T)}(z_i^{(T)})}{f_i^{(T)}(z_i^{(T)})},
\]
(74)
and then using Eq. (69) to re-express the right side yields the detailed fluctuation theorem [5, 34, 35]
\[
\frac{\tilde{P}(z_i^{(T)}, z_i^{(T)})}{P(z_i^{(T)}, z_i^{(T)})} = e^{-\sigma^{(T)}(z_i^{(T)}, z_i^{(T)})}
\]
(75)
which expresses the ratio in terms of the stochastic entropy production for the erasure process. Finally, multiplying by \(P(z_i^{(T)}, z_i^{(T)})\) and summing over \(z_i^{(T)}\) and \(z_i^{(T)}\) results in the integral fluctuation theorem [36–38]
\[
\langle e^{-\sigma^{(T)}} \rangle = 1.
\]
(76)
Using Jensen’s inequality for convex functions [27] shows that \(\langle e^{-\sigma^{(T)}} \rangle \geq e^{-\langle \sigma^{(T)} \rangle}\), and so from Eq. (76) the total entropy production is
\[
\langle \sigma^{(T)} \rangle \geq 0,
\]
(77)
which expresses the non-negativity of the classical relative entropy or the Kullback–Leibler divergence \(D(P(z_i^{(T)}, z_i^{(T)})||P(z_i^{(T)}, z_i^{(T)})\) expected from the second law [24]. This result is used below when deriving bounds on the spinlabor and spintherm costs associated with the erasure process by expressing \(\sigma^{(T)}(z_i^{(T)}, z_i^{(T)})\) in terms of either quantity.

We first focus on the spinlabor. Substituting for the probability distributions \(f_i^{(R)}(z_i^{(R)})\) and \(f_i^{(M)}(z_i^{(M)})\) in Eq. (69) using the first and second factors, respectively, on the right of Eq. (35) reveals
\[
\sigma^{(T)}(z_i^{(T)}, z_i^{(T)}) = \gamma J_i^{(R)}(z_i^{(R)}) - \gamma J_i^{(R)}(z_i^{(R)})
+ \gamma_i^{(M)} J_i^{(M)}(z_i^{(M)}) - \gamma_i^{(M)} J_i^{(M)}(z_i^{(M)})
\]
\[
+ \ln \frac{Z_i^{(M)}}{Z_i^{(M)}}
\]
(78)
where \(\gamma\) is the constant inverse spin temperature of the reservoir, \(\gamma_i^{(M)}\) is the inverse spin temperature of the memory-ancilla system defined in Eq. (32), and \(Z_i^{(M)}\) is the memory-ancilla partition function defined in Eq. (36). There are two points to be made here. The first is that the term for the reservoir on the right side of Eq. (78) corresponding to \(\ln (Z_i^{(R)} / Z_i^{(R)})\) is zero because the reservoir distribution \(f_i^{(R)}\) (and, thus, its partition function) is assumed to remain constant throughout the erasure procedure. The second is that the inverse spin temperature of the memory-ancilla system is equal to that of the reservoir, i.e.
\[
\gamma_i^{(M)} = \gamma_i^{(M)}\]
(79)
after an equilibration step; at other times the value of \(\gamma_i^{(M)}\) depends on the situation as given by Eq. (32). Recall from Eq. (37) that the stochastic spinlabor is the change in the total spin angular momentum along a trajectory, i.e.
\[
\mathcal{L}_s(z_i^{(T)}, z_i^{(T)}) \equiv J_i^{(R)}(z_i^{(R)}) + J_i^{(M)}(z_i^{(M)})
- J_i^{(R)}(z_i^{(R)}) - J_i^{(M)}(z_i^{(M)}).
\]
(80)
Using this, together with Eq. (55), allows us to rewrite Eq. (78) in terms of \(\mathcal{L}_s(z_i^{(T)}, z_i^{(T)})\) and \(\Delta F_s\) as
\[
\sigma^{(T)}(z_i^{(T)}, z_i^{(T)}) = \gamma \left[\mathcal{L}_s(z_i^{(T)}, z_i^{(T)}) - \Delta F_s\right]
+ \Delta \gamma J_i^{(M)}(z_i^{(M)}) - \Delta \gamma J_i^{(M)}(z_i^{(M)})
\]
(81)
where the last two terms account for different spin temperatures for the reservoir and memory-ancilla systems with
\[
\Delta \gamma \equiv \gamma_i^{(M)} - \gamma_i^{(M)}
\]
(82)
We are primarily interested in the initial and final states corresponding to the beginning and ending, respectively,
of the entire erasure procedure where these terms are known. In particular, as $z_i^{(M)} = (\pi_i, a_i)$ with $\pi_i = 0$ or 1 with probabilities $p_i$ and $p_\uparrow$, respectively, and $a_i = 0$, we find from Eq. (32) with $q_{\uparrow, i} = p_\uparrow$ that $\Delta \gamma_i = \frac{1}{\gamma} \ln \frac{p_i}{p_\uparrow} - \gamma$, and from Eq. (30) that

$$J_z^{(M)}(z_i^{(M)}) = |\pi_i - \frac{1}{2}(N + 1)| \hbar. \quad (83)$$

For the final state, we assume that the erasure procedure ends with an equilibration step and so, according to Eq. (79), $\Delta \gamma_f = 0$. Thus, for the entire erasure procedure,

$$\sigma^{(T)}(z_i^{(T)}, z_i^{(T)}) = \gamma \left[ \mathcal{L}_s(z_i^{(T)}, z_i^{(T)}) - \Delta \mathcal{F}_s^{(M)} \right]$$

$$- \left( \frac{\ln p_i}{\ln p_\uparrow} - \gamma \hbar \right) \left[ \pi_i - \frac{1}{2}(N + 1) \right]. \quad (84)$$

An important point about this result is that the second term on the right side represents the fact that, in general, the memory is not in equilibrium with the reservoir initially—indeed, this term vanishes for $\ln \frac{p_i}{p_\uparrow} = \gamma \hbar$ which corresponds to the memory and reservoir being in equilibrium initially. Multiplying Eq. (84) by $P(z_i^{(T)}, z_i^{(T)})$ and summing over $z_i^{(T)}$ and $z_i^{(T)}$ gives the total entropy production, $\langle \sigma^{(T)} \rangle$, which according to Eq. (77), is non-negative; rearranging terms then yields

$$\langle \mathcal{L}_s \rangle \geq \Delta \mathcal{F}_s^{(M)} + \frac{1}{\gamma} \left( \ln \frac{p_i}{p_\uparrow} - \gamma \hbar \right) \left[ p_\uparrow - \frac{1}{2}(N + 1) \right].$$

Substituting the result $\Delta \mathcal{F}_s^{(M)} = -\frac{1}{\gamma} \ln p_i - \frac{1}{2}(N + 1)(\ln \frac{p_i}{p_\uparrow} - \gamma \hbar)$, which follows from Eq. (55) with Eqs. (47) and (50), gives

$$\langle \mathcal{L}_s \rangle \geq -\frac{1}{\gamma} \ln p_i + \frac{1}{\gamma} \left( \ln \frac{p_i}{p_\uparrow} - \gamma \hbar \right) p_\uparrow, \quad (85)$$

and so for $p_\uparrow = p_i = 0.5$ we find

$$\langle \mathcal{L}_s \rangle \geq \frac{\ln 2}{\gamma} - \frac{1}{2} \hbar. \quad (86)$$

This result is valid for all protocol variations, and can be compared to the variation-specific results in Eqs. (21) and (62). We return to this comparison in §VI.

Next, we turn our attention to the spintherm cost. As no spinlabor is performed directly on the reservoir, the only way the spin angular momentum of the reservoir can change according to the first law, Eq. (4), is by the exchange of spintherm $Q_s$, with the memory-ancilla system. We therefore define the stochastic spintherm absorbed by the reservoir, in analogy with the definition of stochastic heat [24], as the change in $J_z^{(R)}$ along a trajectory in phase space, i.e. as

$$Q_s(z_i^{(R)}, z_i^{(R)}) \equiv J_z^{(R)}(z_i^{(R)}) - J_z^{(R)}(z_i^{(R)}). \quad (87)$$

Expressing only the reservoir term $\sigma^{(R)}(z_i^{(R)}, z_i^{(R)})$ in Eq. (69) in terms of the probability distributions $f^{(R)}_\lambda$, and then substituting for $f^{(R)}_\lambda$ using the first factor in Eq. (35) yields

$$\sigma^{(T)}(z_i^{(T)}, z_i^{(T)}) = \gamma Q_s(z_i^{(R)}, z_i^{(R)}) + \sigma^{(M)}(z_i^{(M)}, z_i^{(M)}).$$

Comparing with Eq. (69) shows that the total stochastic entropy production is the sum of the entropy production of the memory and the entropy content $\gamma Q_s(z_i^{(R)}, z_i^{(R)})$ of the spintherm that flows into the reservoir. As before, multiplying by $P(z_i^{(T)}, z_i^{(T)})$ and summing over $z_i^{(T)}$ and $z_i^{(T)}$ gives the total entropy production $\langle \sigma^{(T)} \rangle$, and using our earlier result in Eq. (77), it follows that

$$\langle \mathcal{L}_s \rangle \geq -\langle \sigma^{(M)} \rangle. \quad (88)$$

We note that $\sigma^{(M)}$ is given by the last three terms of Eq. (78), i.e.

$$\sigma^{(M)}(z_i^{(M)}, z_i^{(M)}) = \gamma M^{(f)}_f \langle J_z^{(M)}(z_i^{(M)}) \rangle - \gamma M^{(s)}_s J_z^{(M)}(z_i^{(M)})$$

$$+ \ln \frac{Z_f^{(M)}}{Z_s^{(M)}}. \quad (89)$$

As previously noted, initially $z_i^{(M)} = (\pi_i, a_i)$ with $\pi_i = 0$ or 1 with probabilities $p_i$ and $p_\uparrow$, respectively, $a_i = 0$, $\gamma M^{(f)}_f = \frac{1}{\gamma} \ln \left( p_i/p_\uparrow \right)$ from Eq. (32), $Z_i^{(M)}$ is given by Eq. (47), and $J_z^{(M)}(z_i^{(M)})$ is given by Eq. (83). For the case where the maximum number of CNOT steps are performed, the values of $\pi_i$ in $z_i^{(M)} = (\pi_i, a_i)$ are $\pi_i = 0$ and 1 and $\gamma M^{(s)}_s = 1 - Q_\uparrow(\overline{N})$ and $Q_\uparrow(\overline{N})$, respectively, where $Q_\uparrow(m)$ is given in Eq. (10), $a_i = \overline{N}$, $\gamma M^{(f)}_f = \gamma$ from Eq. (32), $Z_i^{(M)}$ is given by Eq. (50), and $J_z^{(M)}(z_i^{(M)})$ is given by Eq. (49). Putting this all together with Eq. (89) gives

$$\langle \sigma^{(M)} \rangle = \gamma Q_\uparrow(\overline{N}) \hbar + \ln p_i - \frac{(N + 1)}{2} \ln \frac{p_i}{p_\uparrow},$$

where we have ignored exponentially-insignificant terms of order $e^{-\frac{1}{\gamma}((N+1)\gamma)}$. Finally, substituting this result into Eq. (88) and setting $p_i = p_\uparrow = 0.5$ then shows that

$$\langle Q_s \rangle \geq \frac{\ln 2}{\gamma} \quad (91)$$

as expected. This result is independent of protocol choice $C$ and can be compared with our earlier variation-dependent result in Eq. (27). We return to this comparison in §VI.

VI. BOUNDS ON THE COST OF ERASURE

The values of $\langle \mathcal{L}_s \rangle_C$ and $\langle Q_s \rangle_C$ given in Eqs. (11) and (26) are the average spinlabor and spintherm costs for
information erasure associated with the variations of the VB protocol described in §II B under ideal conditions. In any practical implementation, we expect losses, inefficiencies and other physical limitations to lead to higher erasure costs [39], and so Eqs. (11) and (26) represent lower bounds for the costs in this sense. This naturally raises the question of the relation between Eqs. (11) and (26) and the universal lower bounds for any erasure mechanism based on expending spinlabor as spintherm. We would also like to assess the relative merits of closed form versions of Eqs. (11) and (26) that we derived in previous sections. We address these issues in this section. We focus on the maximal-stored information case of \( p_\uparrow = p_\downarrow = 0.5 \) for brevity, leaving the extension to the general case as a straightforward exercise.

We derived the closed-form lower bound on the spinlabor cost \( \langle L_\alpha \rangle_C \),

\[
\langle L_\alpha \rangle_C \geq \frac{hC}{2} + \gamma^{-1} \ln(1 + e^{-(C+1)\gamma h}),
\]

(92)
given by Eq. (21) with \( p_\uparrow = 0.5 \), using an integral approximation of the sum in Eq. (11).

We also derived a different closed-form lower bound by applying Jensen’s inequality to our Jarzinsky-like equality in Eq. (52) to obtain

\[
\langle L_\alpha \rangle_C \geq \gamma^{-1} \ln \left( \frac{2[1 + e^{-(C+1)\gamma h}]}{1 + e^{-C\gamma h}} \right)
\]

(93)
as given by Eqs. (62) and (53). To determine which of Eqs. (92) or (93) gives the tighter bound, we plot the difference \( \Delta B \) between their right sides in Fig. 9 as a function of reservoir spin polarization \( \alpha \) and protocol variation parameter \( C \), where

\[
\Delta B \equiv \text{RS}(92) - \text{RS}(93)
\]

\[
= \frac{hC}{2} - \gamma^{-1} \ln \left( \frac{2}{1 + e^{-C\gamma h}} \right)
\]

(94)
and RS(X) refers to the right side of Eq. (X). The lowest spinlabor cost occurs when \( C = 0 \), for which \( \Delta B = 0 \) indicating that both bounds on the average spinlabor cost agree. In contrast, we find that \( \Delta B \to \infty \) as \( C \to \infty \). As the figure shows \( \Delta B \) has only non-negative values, it clearly demonstrates that Eq. (92) gives the tighter closed-form-bound overall.

This finding, however, is specific to the variations of the VB erasure protocol we have examined. To go beyond specific erasure protocols we turn to the bound in Eq. (86) that we derived using the integral fluctuation theorem, i.e.

\[
\langle L_\alpha \rangle \geq \frac{2}{\gamma} - \frac{h}{2}.
\]

(95)
Its application is limited only by deterministic evolution between the initial and final states of the memory-ancilla-reservoir system, and so it applies to every possible erasure protocol satisfying this condition. We therefore, call it the universal bound for spinlabor expended as spintherm at inverse spin temperature \( \gamma \) per bit erased.

Finally, we show that the universal bound can be derived by lower-bounding the sum in Eq. (11) in a different way to what we did to derive Eq. (21). Using Eq. (11), the lowest value of spinlabor occurs for the protocol when \( C = 0 \) and so

\[
\langle L_\alpha \rangle_C = \frac{h}{2} - \gamma^{-1} \ln \left( \frac{2}{1 + e^{-C\gamma h}} \right)
\]

(96)
where we have adjusted the summation index \( m \) and lower limit to include an extra term equal to \( \frac{1}{2} h \). The sum on the right side is bounded as follows

\[
\sum_{m=0}^{\infty} \frac{h e^{-m\gamma h}}{1 + e^{-m\gamma h}} \geq \int_{m=0}^{\infty} \frac{h e^{-m\gamma h}}{1 + e^{-m\gamma h}} dm \geq \frac{2}{\gamma},
\]

and so we find that the average spinlabor cost is bounded by

\[
\langle L_\alpha \rangle_C \geq \frac{h}{2} - \frac{1}{2} h
\]

(97)
in agreement with the universal bound in Eq. (95). We have already noted that the spinlabor cost is lowest for the protocol with \( C = 0 \), i.e. \( \langle L_\alpha \rangle_C > \langle L_\alpha \rangle_0 \) for \( C > 0 \), which suggests that larger values of \( C \) give tighter bounds on the spinlabor cost. Indeed, it is straightforward to show graphically that

\[
\frac{hC}{2} + \gamma^{-1} \ln(1 + e^{(C+1)\gamma h}) > \frac{2}{\gamma} - \frac{1}{2} h
\]

(98)
for all values of \( \gamma > 0 \) and \( C \geq 0 \), and so Eq. (92) gives a tighter bound on the spinlabor cost for the protocol variation with \( C \geq 0 \) compared to the universal bound Eq. (95).

The situation for the spintherm cost follows immediately from Eq. (27) with \( p_\uparrow = 0.5 \), i.e.

\[
\langle Q_\alpha \rangle_C \geq \frac{(C + 1)h}{2} + \gamma^{-1} \ln(1 + e^{-(C+1)\gamma h}).
\]

(99)
which is the tightest closed-form bound we have for variations of the VB erasure protocol. Moreover, the spintherm bound in Eq. (91) that we derived using the integral fluctuation theorem, i.e.

$$\langle Q_s \rangle \geq \frac{\ln 2}{\gamma}, \quad (100)$$

like Eq. (95), applies to every possible erasure protocol with deterministic evolution, and so we call it the universal bound for spintherm transferred to the reservoir at inverse spin temperature $\gamma$ per bit erased. Nevertheless, according to the foregoing discussion of the spinlabor cost, Eq. (99) gives a tighter bound on the spintherm cost for protocol variation $C$ compared to Eq. (100).

VII. CONCLUSION

In conclusion, we have extended our earlier study [17] of the discrete fluctuations and average bounds of the erasure cost in spin angular momentum for Vaccaro and Barnett’s proposed information erasure protocol [8, 9]. We generalized the protocol to include multiple variations characterized by the number $C$ of CNOT operations that have been performed on the memory-ancilla system before it is first brought into equilibrium with the spin reservoir. We also clarified the erasure costs in terms of the spin equivalent of work, called spinlabor, and the spin equivalent of heat, called spintherm. We showed that the previously-found bound on the erasure cost of $\gamma^{-1} \ln 2$ can be violated by the spinlabor cost, and only applies to the spintherm cost. We derived a Jarzynski equality and an integral fluctuation theorem associated with spin reservoirs, and applied them to analyze the costs of information erasure for the generalized protocols. Finally we derived a number of bounds on the spinlabor and spintherm costs, including closed-form approximations, and determined the tightest ones.

This work is important for the design and implementation of new kinds of heat engines and batteries that use multiple conserved quantities, particularly if the quantities are discrete. The analysis of the probability of violation is crucial in the understanding of the statistics and the relation to the fluctuation theorem. In addition, it also clarifies the need for different bounds for the spinlabor and spintherm costs. This difference occurs due to the discrete nature of the conserved quantity. Work in preparation investigates the consequence of a finite spin reservoir [39]. Other future work within this field may look into quantum energy teleportation (QET) and how this improved algorithmic cooling method can be applied to extract entropy from the qubit (memory) more efficiently [18].
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Appendix A: Analytical expression for $P_m(n)$

In this Appendix we derive an analytical expression for $P_m(n)$, the probability for the accumulated spinlabor cost of $\hbar n$ after $m$ ancilla CNOT operations, as defined by Eqs. (13)-(15). We use the recurrence relation Eq. (15) to express $P_{C+j}(n)$ for $j > 0$ in terms of the initial values $\{P_C(k) : 0 \leq k \leq C\}$, where $C$ is the number of ancilla CNOT operations performed before the first equilibration step. There are two different sets of initial values, depending on the value of $C$. According to Eq. (13), if $C = 0$ the initial values are

$$P_0(n) = \begin{cases} 1 & \text{for } n = 0 \\ 0 & \text{for } n > 0 \end{cases} \quad (A1)$$

whereas according to Eq. (14), if $C > 0$ they are

$$P_C(n) = \begin{cases} p_i & \text{for } n = 0 \\ 0 & \text{for } 0 < n < C \\ p_t & \text{for } n = C. \end{cases} \quad (A2)$$

For convenience, we set $P_m(n) = 0$ for $n < 0$, and define

$$R \equiv e^{-\gamma \hbar}, \quad S_m \equiv \frac{1}{1 + e^{-m \gamma \hbar}} \quad (A3)$$

to produce a more compact notation in which Eq. (10) becomes

$$Q_{\downarrow}(m) = S_{m+1}, \quad Q_{\uparrow}(m) = R^{m+1} S_{m+1}$$

and the recurrence relation Eq. (15) reduces to

$$P_m(n) = [P_{m-1}(n) + P_{m-1}(n-1) R^m] S_m. \quad (A4)$$

We immediately find from applying Eq. (A4) recursively that
\[ P_{C+j}(n) = |P_{C+j-1}(n) + P_{C+j-1}(n-1)R^{C+j}|S_{C+j}, \]

\[ = \left[ P_{C+j-2}(n) + P_{C+j-2}(n-1) \sum_{\ell=0}^{j-1} R^{C+j-\ell} + P_{C+j-2}(n-2) \sum_{k=1}^{j-1} \sum_{\ell=0}^{k-1} R^{C+j-k} R^{C+j-\ell} \right] \prod_{\ell=0}^{j-1} S_{C+j-\ell} \]

\[ = \left[ P_{C+j-3}(n) + P_{C+j-3}(n-1) \sum_{\ell=0}^{j-1} R^{C+j-\ell} + P_{C+j-3}(n-2) \sum_{k=1}^{j-1} \sum_{\ell=0}^{k-1} R^{C+j-k} R^{C+j-\ell} \right] \prod_{\ell=0}^{j-1} S_{C+j-\ell}. \]

We are interested in the large-\( j \) limit, and so we need only consider \( j > n \) for any given value of \( n \), in which case the recursion leads eventually to

\[ P_{C+j}(n) = \left[ P_C(n) + P_C(n-1) \sum_{\ell=0}^{j-1} R^{C+j-\ell} + P_C(n-2) \sum_{k=1}^{j-1} \sum_{\ell=0}^{k-1} R^{C+j-k} R^{C+j-\ell} \right] \prod_{\ell=0}^{j-1} S_{C+j-\ell}. \]

We call the set of multiple sums “nested” because, except for the leftmost sum, the limits of each sum is related to the neighboring sum on its left in that the lower limit (\( \ell = 0 \) for the last sum) is one less than the neighboring lower limit (\( k = 1 \)) and the upper limit (\( \ell = k-1 \)) is one less the value of the neighboring summation index (\( k \), respectively). This general result simplifies considerably when evaluated for cases with specific ranges of values.

Case (i) corresponds to \( C = 0 \) and \( j > n \), and so the probabilities on the right side of Eq. (A5) are given by Eq. (A1). Thus, only the last term in square brackets in Eq. (A5) survives, and so

\[ P_j(n) = A(j,n)R^n \prod_{\ell=0}^{j-1} S_{j-\ell} \]

where we have defined

\[ A(j,n) \equiv \sum_{m=1}^{j-1} \cdots \sum_{i=2}^{j-1} \sum_{k=1}^{j-1} \sum_{\ell=0}^{k-1} R^{-m} \cdots R^{-i} R^{-k} R^{-\ell} = \prod_{k=0}^{n-1} \frac{R^{-k} - R^{-j}}{1 - R^{-(k+1)}} \]

for integers \( j \geq n > 0 \) and set \( A(j,0) \equiv 1 \), and we have used Eq. (B10) from Appendix B to derive the expression on the far right of Eq. (A7).

Case (ii) corresponds to \( C > 0 \) and \( j > n \). In this case we use Eq. (A2) to replace \( P_C(k) \) for \( k = 0, 1, 2, \ldots, n \) on the right side of Eq. (A5) to find

\[ P_{C+j}(n) = p_A(j,n)R^n(C+j) \prod_{\ell=0}^{j-1} S_{j-\ell} \]

for \( n < C \), and

\[ P_{C+j}(n) = \left( p_A(j,n)R^n(C+j) + p_A(j,n-C)R^{n-C}(C+j) \right) \prod_{\ell=0}^{j-1} S_{j-\ell} \]

for \( n \geq C \). Interestingly, substituting \( C = 0 \) into Eq. (A9) and using \( p_A + p_A = 1 \) gives the same result as Eq. (A6) for case (i).
As the cycles of the ancilla CNOT step followed by the equilibration step are repeated indefinitely, the statistics of a complete erasure process corresponds to the limit \( j \to \infty \). Substitution and rearranging using Eqs. (A6) and (A7) gives the following limiting values,

\[
\begin{align*}
\lim_{j \to \infty} \prod_{\ell=0}^{j-1} S_{j-\ell} &= \lim_{j \to \infty} \prod_{\ell=0}^{j-1} S_{\ell+1} = \lim_{j \to \infty} \prod_{\ell=0}^{j-1} \frac{1}{1 + e^{-((\ell+1)\gamma)\hbar}} = \frac{1}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})_\infty}, \\
\lim_{j \to \infty} A(j, n)R^n &= \lim_{j \to \infty} \prod_{k=0}^{n-1} R^k C = \lim_{j \to \infty} \prod_{k=0}^{n-1} \left( \frac{R^{-k} - R^{-j}}{1 - R^{-k+1}} R^j \right) = \prod_{k=0}^{n-1} \left( \frac{R^{-k} - R^{-j}}{1 - R^{-k+1}} R^j \right) = \frac{e^{-n(C+\frac{n+1}{2})\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^n}, \\
\lim_{j \to \infty} A(j, n - C)R^{n-C} &= \lim_{j \to \infty} \prod_{k=0}^{n-C-1} R^k C = \prod_{k=0}^{n-C-1} \left( \frac{R^{-k} - R^{-j}}{1 - R^{-k+1}} R^j \right) = \frac{e^{-n(C+C+\frac{n+1}{2})\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^{n-C}},
\end{align*}
\]

where \((a; q)_n\) is the q-Pochhammer symbol

\[
(a; q)_n \equiv \prod_{k=0}^{n-1} (1 - aq^k), \quad (a; q)_0 \equiv 1.
\]

Using these results together with Eqs. (A6), (A8) and (A9) gives the probability for a spinlabor cost of \( nh \) for the full erasure procedure in case \((i)\), i.e. \( C = 0 \), as

\[
\mathcal{P}_\infty(n) = \frac{e^{-\frac{1}{2}n(n+1)\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^n(e^{-\gamma\hbar}; e^{-\gamma\hbar})_\infty}
\]

and in case \((ii)\), i.e. \( C > 0 \), as

\[
\mathcal{P}_\infty(n) = \begin{cases} 
\frac{e^{-n(C+\frac{n+1}{2})\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^n(e^{-\gamma\hbar}; e^{-\gamma\hbar})_\infty}, & \text{for } n < C \\
\frac{e^{-n(C+C+\frac{n+1}{2})\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^{n-C}(e^{-\gamma\hbar}; e^{-\gamma\hbar})_\infty} + \frac{e^{-n(C+\frac{n+1}{2})\gamma\hbar}}{(e^{-\gamma\hbar}; e^{-\gamma\hbar})^{n-C}(e^{-\gamma\hbar}; e^{-\gamma\hbar})_\infty}, & \text{for } n \geq C.
\end{cases}
\]

**Appendix B: Reducing the nested sums**

Here we reduce the expression for \( A(j, n) \) in Eq. (A7) using a technique introduced by one of us in a different context [40]. It is convenient to consider the \( n \)-fold nested sums of the form

\[
\sum_{k=n-1}^{j-1} \sum_{\ell=n-2}^{k-1} \sum_{m=n-3}^{\ell-1} \ldots \sum_{p=1}^{q-1} a^{k+\ell+m+\ldots+p+q}
\]

for \( r = R^{-1} \) and given values of \( j \) and \( n \). Changing the order in which the indices \( k \) and \( \ell \) are summed, we find

\[
\sum_{k=n-1}^{j-1} \sum_{\ell=n-2}^{k-1} \sum_{m=n-3}^{\ell-1} \ldots \sum_{p=1}^{q-1} a^{k+\ell+m+\ldots+p+q} = \sum_{\ell=n-2}^{j-1} \sum_{k=\ell+1}^{j-1} \sum_{m=n-3}^{\ell-1} \ldots \sum_{p=1}^{q-1} a^{k+\ell+m+\ldots+p+q},
\]

next, by cyclically interchanging the indices in the order \( k \to q \to p \to o \to \cdots \to m \to \ell \to k \) on the right-hand side, we get

\[
\sum_{k=n-1}^{j-1} \sum_{\ell=n-2}^{k-1} \sum_{m=n-3}^{\ell-1} \ldots \sum_{p=1}^{q-1} a^{k+\ell+m+\ldots+p+q} = \sum_{k=n-2}^{j-1} \sum_{q=k+1}^{j-1} \sum_{\ell=n-3}^{k-1} \ldots \sum_{o=1}^{p-1} a^{q+k+\ell+\ldots+o+p},
\]
and finally, bringing the sum over $q$ to the extreme right on the right-hand side and rearranging gives

$$\sum_{k=n-1}^{j-1} \sum_{\ell=n-2}^{k-1} \sum_{m=n-3}^{\ell-1} \ldots \sum_{p=1}^{q=0} r^{k+\ell+m+\ldots+p+q} = \sum_{k=n-2}^{j-2} \sum_{\ell=n-3}^{k-2} \sum_{m=n-4}^{\ell-2} \ldots \sum_{p=0}^{q=k+1} r^{k+\ell+m+\ldots+p+q} .$$

(B4)

We abbreviate this general summation property as

$$\sum_{k=n-1}^{j-1} \ldots \sum_{\alpha=2}^{\alpha-1} \sum_{p=1}^{p=0} r^{k+\ldots+\alpha+p+q} = \sum_{k=n-2}^{j-2} \ldots \sum_{\alpha=1}^{\alpha-1} \sum_{p=0}^{p=q=k+1} r^{k+\ldots+\alpha+p+q} .$$

(B5)

Consider the product

$$\left( r^2 + r \right) \sum_{\sum_{p=1}^{p=0} r^{p+q} = r^2 \left[ \sum_{p=0}^{p=0} r^{p+q} \right] + \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} \right) = \sum_{p=0}^{p=0} r^{p+q}$$

(B6)

where we have used Eq. (B5) to rearrange the sums in the square bracket. The two nested summations on the far left have been reduced to two un-nested summations on the far right. Similarly,

$$\left( r^2 + r + 1 \right) \sum_{\sum_{p=1}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} \right) = \sum_{p=0}^{p=0} r^{p+q}$$

(B7)

where Eq. (B5) and Eq. (B6) have been used to derive the terms in square brackets, three nested summations on the far left side have been reduced to two nested summations and one un-nested summation on the far right side. It follows that for $n$ nested sums,

$$\left( \sum_{\sum_{p=1}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} \right) \sum_{p=0}^{p=0} r^{p+q}.$$  

(B8)

Consider repeating this calculation for the $n - 1$ nested sums on the right side, i.e.

$$\left( \sum_{\sum_{p=1}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} \right) \sum_{p=0}^{p=0} r^{p+q} = \left( \sum_{p=0}^{p=0} r^{p+q} \right) \sum_{p=0}^{p=0} r^{p+q}.$$  

(B9)

where we temporarily factored out $r^{n-1}$ in the intermediate expression by redefining each summation variables to be one less in value, and used Eq. (B8) to arrive at the final result. Thus, $n$ iterations of this calculation yields

$$\prod_{k=0}^{n-1} \left( \sum_{\ell=0}^{k} r^{\ell} \right) \sum_{\sum_{p=1}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} + \sum_{p=0}^{p=0} r^{p+q} = \sum_{p=0}^{p=0} r^{p+q} \right) \sum_{p=0}^{p=0} r^{p+q}.$$  

(B10)

where we have evaluated two geometric series in arriving at the last expression.

**Appendix C: Gaussian distribution as $\alpha \to 0.5$**

it approaches a Gaussian distribution as $\alpha \to 0.5$. We

Fig. 2 shows that the spinlabor distribution $Pr(L)$ is Gaussian-like for $\alpha = 0.4$ and raises the question whether
address this question here. Recall from Eq. (3) that \( \alpha \to 0.5 \) implies \( \gamma \to 0 \). A rough estimate of the nature of Pr(\( \mathcal{L}_n \)) in this limit can be found by approximating both \( Q_\uparrow (m) \) and \( Q_\downarrow (m) \) with 0.5, which is their limiting value as \( \gamma \to 0 \) according to Eq. (10). This entails approximating the recurrence relation Eq. (15) for \( m > C \) with

\[
\mathcal{P}_m(n) \approx \frac{1}{2} [\mathcal{P}_{m-1}(n) + \mathcal{P}_{m-1}(n-1)],
\]

which yields

\[
\mathcal{P}_{m+1}(n) \approx \frac{1}{2} [\mathcal{P}_m(n) + \mathcal{P}_m(n-1)]
\]

\[
\approx \frac{1}{2^2} [\mathcal{P}_{m-1}(n) + 2\mathcal{P}_{m-1}(n-1) + \mathcal{P}_{m-1}(n-2)],
\]

on one iteration of Eq. (C1), and

\[
\mathcal{P}_{m+k}(n) \approx \frac{1}{2^{k+1}} \sum_{j=0}^{k+1} \binom{k+1}{j} \mathcal{P}_{m-1}(n-j),
\]

on \( k \), due to its binary-tree structure, where \( \binom{k}{j} \) is the binomial coefficient symbol. Treating the \( C = 0 \) case, setting \( m = 1 \) and adjusting the value of \( k \) yields

\[
\mathcal{P}_k(n) \approx \frac{1}{2^k} \sum_{j=0}^{k} \binom{k}{j} \mathcal{P}_0(n-j),
\]

which becomes

\[
\mathcal{P}_k(n) \approx \frac{1}{2^k} \binom{k}{n}
\]

according to Eq. (13) provided \( k > n \), and thus

\[
\mathcal{P}_k(n) \approx \frac{1}{\sqrt{2\pi k\hbar}} \exp \left( -\frac{1}{2k}(n - \frac{1}{2}k)^2 \right)
\]

using the Gaussian approximation to a binomial distribution. Although the Gaussian nature is clearly evident, the difficulty with this rough calculation is that the mean spinlabor cost of \( \langle \mathcal{L} \rangle = \sum n \mathcal{P}_k(n) n\hbar \approx \frac{1}{2}k\hbar \) diverges with the number of CNOT steps \( k \).

A more convincing demonstration of the Gaussian nature is given by a direct graphical comparison with a Gaussian distribution of the same average and variance. It is shown in Fig 10 that if \( \alpha \) is close to 0.5 the spinlabor distribution becomes close to a gaussian distribution.

FIG. 10. Spinlabor distribution with an overlapping gaussian curve at \( C = 0 \).

Appendix D: Average and Variance for spinlabor

The average spinlabor cost after \( m \) CNOT steps is given by

\[
[\langle \mathcal{L} \rangle]_m = \sum_{n=0}^{m} n\hbar \mathcal{P}_m(n)
\]

where the bracket symbol \( [\cdot]_m \) indicates the enclosed value is for the first \( m \) CNOT steps, and thus is for an incomplete erasure process. In deciding the summation limits in Eq. (D1), we used the fact that \( \mathcal{P}_m(n) \) is zero for \( n < 0 \) and \( n > m \) because the CNOT does not extract spinlabor and the maximum spinlabor cost from \( m \) CNOT steps is \( m\hbar \). Turning our attention to the case \( m > C \) for which we can use the recurrence relation Eq. (15), we find

\[
\begin{align*}
[\langle \mathcal{L} \rangle]_C & = \sum_{n=0}^{m} n\hbar \left[ \mathcal{P}_{m-1}(n) Q_\uparrow (m-1) + \mathcal{P}_{m-1}(n-1) Q_\downarrow (m-1) \right] \\
& = \sum_{n=0}^{m-1} n\hbar \mathcal{P}_{m-1}(n) Q_\uparrow (m-1) + \sum_{n=0}^{m-1} (n+1)\hbar \mathcal{P}_{m-1}(n) Q_\downarrow (m-1) \\
& = \sum_{n=0}^{m-1} n\hbar \mathcal{P}_{m-1}(n) \left[ Q_\uparrow (m-1) + Q_\downarrow (m-1) \right] + \sum_{n=0}^{m-1} \hbar \mathcal{P}_{m-1}(n) Q_\downarrow (m-1) \\
& = [\langle \mathcal{L} \rangle]_{m-1} + \hbar Q_\downarrow (m-1)
\end{align*}
\]

(D2)
where we have suitably adjusted the summation limits, rearranged expressions, and used the facts that $Q_\downarrow(m - 1) + Q_\uparrow(m - 1) = 1$ and $\sum_{n=0}^{m} P_m(n) = 1$. Eq. (D2) is a recurrence relation with respect to the index $m$. Iterating over it once gives

$$[(L_s)_m] = [(L_s)_{m-2}] + hQ_\uparrow(m-1) + hQ_\downarrow(m-2),$$

and thus iterating $m - 1 - C$ times, leads to

$$[(L_s)_m] = [(L_s)_{C}] + \sum_{n=0}^{m-C} Q_\uparrow(n).$$

No further iterations are possible because we have reached the initial value of the recurrence relation. The value of $[(L_s)_m]$ is the spinlabor cost before the first equilibration step and is calculated at the beginning of \textsection III A to be $Chp_\uparrow$. The cost of a full erasure procedure, obtained in the limit $m \to \infty$, is thus

$$\langle L_s \rangle_C = Chp_\uparrow + \sum_{n=0}^{\infty} Q_\uparrow(n).$$

This result can be expressed in a closed form as

$$\langle L_s \rangle_C = Chp_\uparrow + \Lambda(\gamma, C)$$

where we have defined

$$\Lambda(\gamma, C) \equiv -\frac{\psi_q(z) + \ln(1-q)}{\ln q}$$

with $q = e^{-\gamma h}$, $z = i\pi - (C + 1)\gamma h$ and

$$\psi_q(z) \equiv -\ln(1-q) + \ln \sum_{n=0}^{\infty} \frac{q^n}{1-q^n}$$

is the $q$-digamma function [41], however, the closed form does not appear to have any advantages over the basic result Eq. (D5), and so we shall not use it in the following.

The variance in the spinlabor after $m$ CNOT steps,

$$[\text{Var}(L_s)_m] = [(L_s^2)_m] - [\langle L_s \rangle_C]^2,$$

is calculated in a similar manner. Using the recurrence relation Eq. (15) and the method that led to Eq. (D2), we find

$$[(L_s^2)_m] = \sum_{n=0}^{m} (nh)^2 P_m(n) = \sum_{n=0}^{m} (nh)^2 [P_{m-1}(n)Q_\downarrow(m-1) + P_{m-1}(n-1)Q_\uparrow(m-1)]
= \sum_{n=0}^{m-1} (nh)^2 P_{m-1}(n)Q_\downarrow(m-1) + \sum_{n=0}^{m-1} [(n+1)h]^2 P_{m-1}(n)Q_\uparrow(m-1)
= \sum_{n=0}^{m-1} (nh)^2 P_{m-1}(n) [Q_\downarrow(m-1) + Q_\uparrow(m-1)] + \sum_{n=0}^{m-1} (2n+1)h^2 P_{m-1}(n)Q_\uparrow(m-1)
= [(L_s^2)_C] + 2h[(L_s)_C]Q_\uparrow(m-1) + h^2 Q_\uparrow(m-1),$$

which is a recurrence relation with respect to the index $m$. Iterating it once yields

$$[(L_s^2)_m] = [(L_s^2)_C] + 2h \sum_{n=0}^{m-2} [(L_s)_C]Q_\uparrow(n) + h^2 \sum_{n=0}^{m-2} Q_\uparrow(n),$$

and $m - 1 - C$ times yields

$$[(L_s^2)_C] = [(L_s^2)_C] + 2h \sum_{n=0}^{m-1} [(L_s)_C]Q_\uparrow(n) + h^2 \sum_{n=0}^{m-1} Q_\uparrow(n),$$

Combining this with Eqs. (D4) and (D9) gives

$$[\text{Var}(L_s)_m] = [(L_s^2)_C] + 2h \sum_{n=0}^{m-1} [(L_s)_C]Q_\uparrow(n) + h^2 \sum_{n=0}^{m-1} Q_\uparrow(n) - [(L_s)_C] + h \sum_{n=0}^{m-1} Q_\uparrow(n)]^2,$$

The value of $[(L_s^2)_C]$ is just the square of the spinlabor cost for the situation where the memory is in the spin-up state, i.e. $(Ch)^2$, multiplied by the probability that it occurs, i.e. $p_\uparrow$, and so $[(L_s^2)_C] = (Ch)^2 p_\uparrow$. Recalling that
\[ \langle L_s \rangle_{C} = C \hbar p_\uparrow, \text{ we find the variance for the full erasure process, obtained in the } m \to \infty \text{ limit, is} \]

\[
\text{Var}(L_s)_{C} = (Ch)^2 p_\uparrow + 2h \sum_{n=C}^{\infty} \langle (L_s)_{C} \rangle_{n} Q_\uparrow(n) + h^2 \sum_{n=C}^{\infty} Q_\uparrow(n) - \left[ Chp_\uparrow + h \sum_{n=C}^{\infty} Q_\uparrow(n) \right]^2,
\]

and making use of (D4) this becomes

\[
\text{Var}(L_s)_{C} = (Ch)^2 (p_\uparrow - p_\uparrow^2) + 2h \sum_{n=C}^{\infty} \left( \langle (L_s)_{C} \rangle_{n} - Chp_\uparrow \right) Q_\uparrow(n) + h^2 \sum_{n=C}^{\infty} Q_\uparrow(n) - h^2 \sum_{n=C}^{\infty} Q_\uparrow(n)^2.
\]

The first term on the right is the variance in the spin labor cost for the CNOT steps before the first equilibration step, and making use of (D4) this becomes

\[
\text{Var}(L_s)_{C} = (Ch)^2 (p_\uparrow - p_\uparrow^2) + 2h^2 \sum_{n=C}^{\infty} \sum_{k=C}^{n-1} Q_\uparrow(k)Q_\uparrow(n) + h^2 \sum_{n=C}^{\infty} Q_\uparrow(n) - h^2 \sum_{n=C}^{\infty} Q_\uparrow(n)^2.
\] (D15)

The first term on the right is the variance in the spinlabor cost for the CNOT steps before the first equilibration step, and the remaining terms constitute the variance in the cost for the CNOT steps that follow it; the fact that these contributions add to give the total variance is consistent with the fact that these two parts of the erasure process are statistically independent.
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