Structurally stable subharmonic regime of a driven quantum Josephson circuit
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Driven quantum nonlinear oscillators, while essential for quantum technologies, are generally prone to complex chaotic dynamics that fall beyond the reach of perturbative analysis. By focusing on subharmonic bifurcations of a harmonically driven oscillator, we provide a recipe for the choice of the oscillator’s parameters that ensures a regular dynamical behavior independently of the driving strength. We show that this suppression of chaotic phenomena is compatible with a strong quantum nonlinear effect reflected by the confinement rate in the degenerate manifold spanned by stable subharmonic orbits.

Nonlinear oscillators are omnipresent and central for developing quantum technologies. Towards quantum computing, nonlinearity is required to realize non-Gaussian states which are a premise for quantum speedup [1, 2]. In quantum metrology, the same type of nonlinearities enable measurements of physical quantities beyond the precisions achievable with quasi-classical states [3–5]. In the last few decades, superconducting circuits have emerged as an exemplary platform to exploit extreme regimes of nonlinearity. Indeed, Josephson junctions coupled to microwave radiation are modelled as ideal lossless nonlinear inductors. They are now routinely used to engineer quantum states of microwave radiation, beyond what is achieved in the optical regime [6, 7]. The eigenstates of such anharmonic oscillators are used to encode quantum information and perform quantum operations, like logical gates and measurements, by applying appropriate driving forces [8–11]. Furthermore, nonlinear parametric oscillations is routinely exploited to engineer processes like frequency conversion [12], quantum limited amplification [13, 14] and multi-photon interactions [15].

All these applications have reached high precision levels where the identification of the performance limiting factors becomes extremely challenging. Indeed, while this progress has been mainly made possible due to an improved knowledge of the static properties of the system (such as the coupling to various noise sources or spurious Hamiltonians), the characterization of the impact of dynamic driving remains an outstanding problem [15–27]. The main approaches to address this problem have been to study microscopic effects such as drive induced quasiparticle generation [28, 29], or to develop refined perturbation theories at the macroscopic level to capture modified system parameters such as coupling to noise sources [30–36]. This letter puts forward another fundamental mechanism, ultimately limiting the performance of all above applications, and provides circuit design rules to prevent this from happening.

Indeed, the same driven nonlinear oscillators have been thoroughly studied in the 1980s and 1990s from the viewpoint of complex chaotic dynamics, i.e. observing and characterizing classical chaotic phenomena and their signature at the quantum level in driven Josephson circuits [37–39] and kicked rotors [40, 41]. Here, we connect these two lines of research, one on quantum information processing with superconducting nonlinear oscillators and the other, on the onset of chaotic dynamics while driving such systems. This letter hence aims to provide a recipe for selecting parameters of a quantum nonlinear oscillator where the chaotic dynamics are suppressed and one can safely rely on a refined perturbation theory to study properties of the driven system.

We consider the one-mode system represented in Fig. 1 both as a mechanical or an electrical oscillator. This simple system is actually quite general as by changing the circuit parameters, it covers all types of superconducting qubits developed in the past decades. When varying the frequency and amplitude of a single-frequency drive ($V_d(t)$ or $F_d(t)$ on Fig. 1), the classical equations of motion can undergo a subharmonic bifurcation. We discuss how this subharmonic regime mirrors a quantum parametric process confining the oscillator in a degenerate manifold of Schrödinger cat states. Next, we study the potential transition to chaos of the classical system. We show that by appropriately choosing one effective circuit parameter (that we call regularity parameter), the main route to chaos is blocked in presence of any finite loss. We can therefore reliably maintain the system in the subharmonic regime while modifying the drive parameters. We demonstrate the quantum signature of this classical transition as the breaking down of the confinement process and appearance of a high-entropy asymptotic behaviour. We next show that, with the regularity parameter fixed to avoid such transition, a second effective circuit parameter (that we call quantum scaling parameter) can be varied to control the quantum confinement strength in the subharmonic regime. It is thus possible to benefit from a strong nonlinear effect while maintaining the dynamics in a regular regime. While our numerical study mainly focuses on a specific subharmonic bifurcation, the results are general and apply to other subharmonics.

The Hamiltonian of the driven circuit shown in
Here 1/\tilde{Q} models the decay rate with respect to dimensionless time \( \tau \). Remarkably, the quantum scaling parameter \( \lambda \) disappears from these dynamics. Note that despite the non-canonical transformation, for infinite \( \tilde{Q} \), Eq.(4) is still of Hamiltonian form.

\begin{align*}
\mathbf{H}(t) &= 4E_C \left( \mathbf{N} - C_g V_d(t) \right) \frac{2}{2e} + E_L \frac{E}{2} \varphi^2 \\
&\quad \quad - E_J \cos \left( \varphi - 2\pi \frac{\phi_{\text{ext}}}{\phi_0} \right),
\end{align*}

where \( E_C = e^2/(2(C + C_g)) \), \( E_L = (\phi_0/2\pi)^2/L \), \( E_J \) is the Josephson energy, \( \phi_0 \) is the magnetic flux quantum and \( e \) is the electron charge. The operators \( \mathbf{N} = \mathbf{Q}/2e \) and \( \varphi = 2e\phi/\hbar \) describe the reduced charge on the capacitance and its conjugate, the reduced flux operator [42]. We take for the external magnetic flux \( \phi_{\text{ext}} \) 0 throughout this letter, but the methods also apply to other working points. We consider a single frequency drive \( V_d(t) = V_d \cos(\omega_d \tau) \). Rescaling \( x = \varphi/(\sqrt{2} \lambda) \), \( p = \sqrt{2} \lambda \mathbf{N} \) with \( \lambda = (2E_C/E_L)^{1/4} \), rescaling time \( \tau = t\sqrt{2E_CE_L}/\hbar \) (dimensionless), and displacing the mode, the Hamiltonian becomes [43]:

\begin{equation}
\mathbf{H}(\tau) = \frac{p^2}{2} + \frac{x^2}{2} - \frac{\beta}{2\lambda^2} \cos(\sqrt{2}\lambda x + \xi_d \sin(\nu_d \tau)).
\end{equation}

Here

\begin{align*}
\beta &= \frac{E_J}{E_L}, \quad \lambda = \left( \frac{2E_C}{E_L} \right)^{1/4}, \\
\nu_d &= \frac{\hbar \omega_d}{\sqrt{2E_CE_L}}, \quad \xi_d = \frac{\sqrt{2E_CE_L}}{\nu_d} \frac{\nu_d}{\nu_d^2}.
\end{align*}

We call \( \beta \) the regularity parameter and \( \lambda \) the quantum scaling parameter for reasons clarified below, while \( \nu_d \) and \( \xi_d \) are normalized parameters representing the frequency and amplitude of the drive. Finally, as relevant for quantum technologies, we consider a high-Q oscillator where energy decay is present but corresponds to the longest timescale. After a non-canonical transformation [43], the corresponding classical equations of motion are:

\begin{equation}
dx{\lambda}/d\tau = p_\lambda, \quad dp_\lambda/d\tau = -x_\lambda - \frac{p_\lambda}{Q} - \beta \sin(x_\lambda + \xi_d \sin(\nu_d \tau)).
\end{equation}

The time-periodic classical system (4) can be studied through the Poincaré map \( \mathcal{P} \) associated to \( \tau \equiv 0 (\mod 2\pi/\nu_d) \) (section \( S \) in Fig. 2(a)). A fixed point of \( \mathcal{P} \) corresponds to a \( 2\pi/\nu_d \)-periodic orbit of (4). Similarly, a subharmonic solution of period \( 2n\pi/\nu_d \) corresponds to \( n \) fixed points of \( \mathcal{P}^n \). In the high-Q limit (\( \tilde{Q} \) large), approximate drive settings \( (\nu_d, \xi_d) \) indeed permit to stabilize such subharmonic solutions, with \( (n:m) \)-resonance characterized by a period \( 2n\pi/\nu_d \) and a winding number \( m \). For concreteness, numerical simulations in the main text mainly focus on the \((3:1)\) resonance associated to the stable fixed points of \( \mathcal{P}^3 \) (see Fig. 3). Note that in case \( n + m \) is an odd integer, a global symmetry due to the parity of the cosine potential implies that \( (n : m) \)-subharmonic solutions must come in pairs [43].

The quantum dynamics can be studied through the quasi-energies and Floquet modes of the periodically driven Hamiltonian, corresponding to diagonalization of the operator \( \mathbf{H}(\tau) - i\partial/\partial \tau \). The Floquet mode \( \Phi_{r,k}(\tau) \) in the \( k \)’th Brillouin zone has quasi-energy \( \epsilon_{r,k} = \epsilon_r + k\nu_d \) and satisfies \( \Phi_{r,k}(\tau) = \exp(-ik\nu_d \tau) \Phi_{r,0}(\tau) \). In the weakly dissipative regime, the system converges to a limit cycle given by a mixture of Floquet modes \( \rho_\infty(\tau) = \sum_k P_k |\Phi_{r,0}(\tau)\rangle \langle \Phi_{r,0}(\tau)| \), where the probability distribution \( \{P_k\} \) is calculated through the Floquet-Markov approach [44, 45]. The quantum mechanical counterpart of an \( (n:m) \)-resonant classical subharmonic regime, is a limit cycle mainly populated by \( n \) Floquet modes \( \{ |\Phi_{r,0}\rangle \}_{r=1}^n \) with degenerate quasi-energies modulo \( \nu_d/n \).

FIG. 1: (a) Driven superconducting circuit comprising a Josephson junction (cross) as nonlinear element, in parallel to a linear inductance and capacitance. (b) Equivalent mechanical oscillator where nonlinearity is provided by the pendulum.

FIG. 2: (a) Illustration of the classical periodic planar system (4) with periodic time variable \( \tau \). A (3:1) subharmonic trajectory is shown in black, intersecting the Poincaré section \( S \) in three points (red, blue and green). (b) Schematic depiction of the equivalent quantum system (2), characterized by the Floquet modes of the driven Hamiltonian. The (3:1)-resonance corresponds to three dominant Floquet modes \( |\psi_2(\tau)\rangle \) with degenerate quasi-energies modulo \( \nu_d/3 \). Also, the three Floquet modes \( |\eta_k(\tau)\rangle \) represent the most coupled “excited states”. The gap \( \Delta_\epsilon \) between the quasi-energies of \( |\eta_1(\tau)\rangle \) and \( |\psi_2(\tau)\rangle \) provides the Hamiltonian confinement strength of a three component Schrödinger cat state.
The case of a (3:1)-resonance is sketched in Fig 2(b), along with a Wigner function snapshot at time \( \tau \equiv 0 \) (mod \( 2\pi/\nu_d \)) of associated Floquet modes.

In other words, the above classical subharmonic regime corresponds at the quantum level to a multi-photon process confining the dynamics to a degenerate manifold of Schrödinger cat states (superpositions of distinguishable states in phase space that are close to coherent states). Noting again the parity of the cosine Hamiltonian, an \((n:m)\)-resonance (where we define \( r \equiv (n + m) \) (mod 2)) corresponds to a process where \((r + 1)m\) drive photons at frequency \( \nu_d \) are converted to \((r + 1)n\) photons at frequency \( m\nu_d/n \), and the degenerate manifold is spanned by cat states \( \{ |\psi_k^{(r)}(\tau)\rangle \}_{k=0}^{1+r} \) approximately given by

\[
|\psi_k^{(r)}(\tau)\rangle = \frac{1}{N_k} \sum_{n=0}^{1+r} (-1)^{n-1} e^{2i\pi kn/(1+r)n} |\alpha e^{2i\pi l/(1+r)n} e^{-im\omega\tau/n}\rangle \quad [43].
\]

Here, \( N_k \) is a normalization constant, \( |\zeta\rangle \) represents the coherent state of complex amplitude \( \zeta \), and \( \alpha \) can be tuned through drive parameters \( \nu_d, \xi_d \). Such a multi-photon confinement, demonstrated recently in [46], is considered as a promising approach towards protecting quantum information against perturbing Hamiltonians which are weak compared to the gap \( \Delta_e \) in the quasi-energy spectrum (Fig 2(b)), quantifying the confinement strength [47, 48]. We further discuss this gap and its dependence on parameters at the end of this letter.

In Figure 3, we study the impact of \( \beta \) on the type of asymptotic behaviour. More precisely, taking the Hamiltonian (1), we add weak coupling to a bath modelled by the Hamiltonian \( \sum_j \hbar \omega_a |\alpha| a^\dagger a + \hbar g |\alpha| (a^\dagger a + a a^\dagger) p \). For these Floquet-Markov simulations we assume a zero temperature bath with frequency-independent coupling strength \( g \). We fix \( \lambda \) and study the asymptotic regime for various values of \( \beta \), while varying the drive parameters. We characterize this asymptotic behavior by the entropy of \( \rho_\infty(\tau) \), i.e. the entropy of the distribution over Floquet modes. Plots (a) and (b) of Fig. 3 hence represent with a color axis the effective number of modes over which \( \rho_\infty(\tau) \) is distributed, defined as

\[
\exp \left( -\sum_r p_r \ln(p_r) \right).
\]

Plot 3(a), for \( \beta = 0.5 \), features two zones: the black one, corresponding to a dominant harmonic solution, and the purple one, corresponding to a dominant (3:1)-subharmonic solution. Indeed, a Husimi-Q function of \( \rho_\infty(0) \), for drive parameters corresponding to the green cross in Fig. 3(a), shows essentially an equal mixture of the three states \( |\psi_0^{(0)}(0)\rangle \) (Fig. 3(c)).

On plot 3(b), for \( \beta = 1.5 \), a high entropy zone appears in yellow. In this zone the subharmonic regime is essentially lost, and \( \rho_\infty(\tau) \) spreads over a large portion of phase space (\( \sim 93\% \) of population in the blue background of plot 3(d)). This spreading is called wave-packet explosion and is a quantum signature of classical chaos in the weakly dissipative regime [49, 50]. Stronger dissipation (with respect to the Lyapunov exponents of classical chaos) would instead induce wave-packet collapse along a classical chaotic trajectory [49, 51].

The plots 3(e) and (f) show the Poincaré maps of the associated classical dynamics (4) in the limit of infinite \( \tilde{Q} \). Each color corresponds to a different orbit of the Poincaré map. In (e), we see a node close to the ori-
gin, associated to a harmonic solution, encircled by red shaded orbits. Furthermore, encircled by green shaded orbits, three fixed points (centers) of \( P^3 \) are visible as three distinct phases on a period-3 orbit of \( P \). Finally, the blue orbits correspond to nested invariant tori (see Fig. 2(a)) enclosing the harmonic and subharmonic orbits. In plot (f), the harmonic and subharmonic solutions are still present but are enclosed in a vast chaotic region, witnessed by a single orbit in blue. For a large yet finite \( Q \) (not shown), the circular features turn into tight spirals, indicating the asymptotic stability of the limit cycles, but the chaotic regime for \( \beta = 1.5 \) persists.

A pattern similar to plots 3(c)-(d) can be observed for the (2:1) resonance on plots 3(g)-(h) (see also [43]). The Husimi Q-functions are given for the drive parameters \( \xi_d = 1.73, \nu_d = 2.18 \) (for \( \beta = .5 \)) and \( \xi_d = 1.85, \nu_d = 2.135 \) (for \( \beta = 1.5 \)). The quantum scaling parameter is \( \lambda = .3 \). Indeed, this resonance becomes extremely narrow for smaller values of \( \lambda \) and is therefore hard to identify numerically. In plot 3(g), we observe a mixture over the harmonic solution (yellow spot in the center) and four pairwise degenerate Floquet modes corresponding to four-component cat states. In plot 3(h), we observe again the appearance of the wavepacket explosion. Further details on this odd parity resonance (\((n + m) \equiv 1(\text{mod} 2))\) are provided in [43]. This suggests the following general picture: for low enough values of \( \beta \lesssim 0.5 \), target subharmonics remain robustly stable when varying the drive amplitude and accounting for the AC Stark shift. For larger values of \( \beta \gtrsim 0.5 \), ramping up the drive amplitude bears the danger of inducing a highly entropic regime instead of the target resonance. Note that both settings \( \beta = .5 \) and \( \beta = 1.5 \) are deep in the non-hysteretic regime [52], since for \( \phi_{\text{ext}} = 0 \), the potential admits no local minima for \( \beta \lesssim 4.6 \). The next paragraphs propose an analysis compatible with these observations.

In classical planar nonlinear systems with periodic drives, chaotic behavior is characterized by the presence of horseshoe dynamics [53, 54]. In absence of dissipation, Hamiltonian systems can develop such structures at all spatial and temporal scales. As such, they are believed to typically feature chaotic trajectories even for very weak drives and very weak nonlinearity. For dissipative systems, there have been efforts to characterize the bifurcation mechanisms at the border of chaotic behavior. In 1-dimensional discrete-time maps, transition to chaos always occurs through a so-called period-doubling cascade [55–58]. It is conjectured that the same holds for 2-dimensional area-contracting, orientation-preserving embeddings of a compact disk ([59], proven under additional assumptions in [60]). In this typical bifurcation mechanism, when a parameter is varied, a solution of a given period becomes unstable as an eigenvalue of the linearized Poincaré map exits the unit disk through -1; yet under the area-contracting vector field, a stable solution with double the period appears nearby. When varying the parameter further, the latter solution undergoes the same bifurcation, quadrupling the initial period. This process continues, inducing an infinite number of period doublings over a finite parameter range.

Our analytical result identifies a bound on the regularity parameter \( \beta \) to avoid the onset of such period-doubling cascade. More precisely:

**Theorem:** Fix drive parameters \((\nu_d, \xi_d)\) in Eq.(4). Consider a stable subharmonic solution of period smaller than \( \tau = 2\pi \tilde{n}/\nu_d, \tilde{n} \in \mathbb{N}, \tilde{n} \geq 2 \). For all \( \tau \), there exists \( \beta \) such that if \( 0 \leq \beta < \tilde{\beta} \), then the solution cannot undergo a period-doubling bifurcation when varying \((\nu_d, \xi_d)\).

This theorem, proved in [43], thus excludes a period-doubling cascade starting from any such subharmonic solution. The proof provides a lower bound of 0.53/\( \tilde{\beta} \) for \( \tilde{\beta} \) in the limit \( Q \gg 1 \). The fact that \( \tilde{\beta} \) does not depend on \( \xi_d \) results from the boundedness of the cosine potential. All these elements together indicate that for small \( \beta \), a potential chaotic regime of the classical system (4) could only originate from an extremely high-order resonance. Numerically, we have never observed a chaotic behaviour for \( \beta < 0.5 \).

Having clarified the role of \( \beta \) in the regularity of the classical and quantum dynamics, we now focus on the other parameter \( \lambda \). We remind that this parameter was suppressed in the classical dynamics, but it has an important role at the quantum level. For fixed \( \beta \) ensuring regular dynamics, we can vary \( \lambda \) in the circuit design to reach strongly anharmonic quantum regimes. More precisely, developing the cosine in the Hamiltonian (2) for \( \xi_d = 0 \), the term in \( x^4 \) is proportional to \( \beta \lambda^2 \) while the harmonic term (in \( x^2 \)) remains independent of \( \lambda \). In the subharmonic regime of the driven system, this increased anharmonicity shows up as an increased spec-
tral gap between the degenerate manifold of cat states $|\psi_{\alpha}^{k}(\tau)\rangle$ and the next excited Floquet modes $|\eta_{\alpha}^{k}(\tau)\rangle$ (see Fig. 4(c)-(d)). In the Kerr cat encoding [46], this gap equals $K|\alpha|^2$ where $K$ is the quartic Kerr strength and $|\alpha|^2 = n$ is the state's average number of photons. For our system, Figure 4 investigates different values of $\lambda$ and of the drive parameters $\xi_d, \nu_d$. Plots 4(a) and (b) are similar to plot 3(a) and show that the system does not present a chaotic region for $\lambda = .2 , .3 , .4$. In the same plots, we mark the drive parameters leading to constant mean photon number $\bar{n} = 9$ or 16 in the asymptotic Schrödinger cat states. Plots (c) and (d) show the quasi-energy gap ($\Delta$, in Figure 2(b)), corresponding to those drive parameters. Similarly to the Kerr cat case, increasing $\lambda$ ramps up the quasi-energy gap.

In conclusion, we have identified a regularity parameter governing the structural stability of a driven nonlinear quantum oscillator, while the quantum system can be maintained strongly anharmonic by independently varying a quantum scaling parameter. We characterize the loss of structural stability as a consequence of transition to chaos for the corresponding classical system, and show how a small regularity parameter value blocks the main route towards such complex dynamics. Once regularity is ensured, we can safely rely on the quantum scaling parameter and drive parameters, to robustly confine a set of subharmonic solutions, which have major applications in quantum technologies. The methods of this letter should be extendable towards multi-mode multi-drive systems required for developing large-scale quantum information devices.
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I. NORMAL FORM AND CLASSICAL EQUATIONS OF MOTION

In this section, we explain how the equations obtained from the quantum physical model are put into a simpler normal form towards our analytical and numerical study. We also explicitly derive the corresponding classical equations of motion.

The Hamiltonian corresponding to Figure 1. (a) of the main text (at zero external magnetic flux) reads

$$H(t) = 4EC\left(N - \frac{C_gV_d(t)}{2e}\right)^2 + \frac{E_L}{2}\varphi^2 - E_J\cos(\varphi),$$ (1)
where $E_C$ is the charging energy, $E_L$ the inductive energy and $E_J$ is the Josephson energy. The operators $N$ and $\Phi$ describe the reduced charge across the capacitance and its conjugate, the reduced flux operator. A single-frequency drive is applied at frequency $\omega_d$:

$$V_d(t) = V_d \cos(\omega_d t).$$

The quadratic part of the Hamiltonian (1) corresponds to a driven harmonic oscillator, and our change of variables maps it onto a normalized harmonic oscillator without drive. For this:

- First, we rescale the variables $(\Phi, N) \rightarrow (\tilde{x} = \Phi/(\sqrt{2}\lambda), \tilde{p} = \sqrt{2}\lambda N)$ with the quantum scaling parameter $\lambda = \left(\frac{2E_C}{E_L}\right)^{1/4}$, yielding

$$H(t) = \sqrt{8E_CE_L} \frac{\tilde{x}^2 + \tilde{p}^2}{2} - \frac{2^{3/2}E_C}{e\lambda}C_g \tilde{V}_d \cos(\omega_d t)\tilde{p} - E_J \cos\left(\sqrt{2}\lambda \tilde{x}\right)$$

(2)

and maintaining the canonical commutation relations.

- Next, we rescale time $t$ to an undimensional time $\tau$ by multiplying it with the frequency $\sqrt{8E_CE_L}/\hbar$, yielding

$$\dot{H}(\tau) = \frac{\tilde{x}^2 + \tilde{p}^2}{2} - \frac{E_J}{E_L}C_g \tilde{V}_d \frac{\cos(\nu_d \tau)}{e\lambda}\tilde{p} - \frac{\beta}{2\lambda^2} \cos\left(\sqrt{2}\lambda \tilde{x}\right)$$

(3)

with

$$\beta = \frac{E_J}{E_L}, \quad \nu_d = \frac{\hbar \omega_d}{\sqrt{8E_CE_L}}$$

(4a, 4c)

- Finally, we perform a time-dependent change of variables, following the stationary response of the linear system obtained with $\beta = 0$, namely:

$$\tilde{x} = x + \frac{\xi_d}{\sqrt{2}\lambda} \sin(\nu_d \tau), \quad \tilde{p} = p + \frac{\xi_d}{\sqrt{2}\lambda^2} \cos(\nu_d \tau)$$

(5a, 5b)

$$\xi_d = \frac{\tilde{V}_d C_g}{\nu_d E_L \left(1 - \nu_d^2\right)}$$

(5c)

This yields

$$H(\tau) = \frac{p^2}{2} + \frac{x^2}{2} - \frac{\beta}{2\lambda^2} \cos\left(\sqrt{2}\lambda x + \xi_d \sin(\nu_d \tau)\right).$$

(6)

It should be noted that (1) and (6) are exactly equivalent, as no approximations have been made in the change of variables. For this reason, with a slight abuse of notation, we denote both Hamiltonians by $H$, the distinction being made by the time argument $\tau$, resp. $t$. Furthermore, we have preserved the commutation relations as $[\Phi, N] = [x, p] = i$. In the main text and in the following, we take (6) as the quantum model to analyze.

Given their canonical commutation relations, we can consider $x, p$ as conjugate position and momentum variables $(x, p)$ in a corresponding classical model with Hamiltonian $H(\tau) = \frac{p^2}{2} + \frac{x^2}{2} - \frac{\beta}{2\lambda^2} \cos\left(\sqrt{2}\lambda x + \xi_d \sin(\nu_d \tau)\right)$, leading to classical equations of motion (EOM)

$$\frac{dx}{d\tau} = \frac{\partial H}{\partial p} = p, \quad \frac{dp}{d\tau} = -x - \frac{\beta}{\sqrt{2}\lambda} \sin\left(\sqrt{2}\lambda x + \xi_d \sin(\nu_d \tau)\right) - \frac{p}{Q},$$

(7a, 7b)
when accounting for a finite loss rate $1/\tilde{Q}$ in the form of linear damping.

We can rescale the quadratures to eliminate the quantum scaling parameter $\lambda$ from the EOM:

$$\frac{dx_\lambda}{d\tau} = p_\lambda, \quad (8a)$$
$$\frac{dp_\lambda}{d\tau} = -x_\lambda - \frac{p_\lambda}{\tilde{Q}} - \beta \sin(x_\lambda + \xi_d \sin(\nu_d \tau)), \quad (8b)$$

with

$$(x_\lambda, p_\lambda) = (\sqrt{2}\lambda x, \sqrt{2}\lambda p). \quad (9)$$

We will study the classical equations of motion in the form (8) in which the dynamics do not depend on $\lambda$. Note that the scaling (9) does not preserve the canonical Hamiltonian equations, so the correct quantum-classical correspondence will still involve the quantum scaling parameter $\lambda$.

**II. FLOQUET THEORY AND NUMERICAL SIMULATIONS**

In this section, we will review the basics of Floquet theory, both for closed Hamiltonian systems, as for a weak coupling to a bath where the Born-Markov approximation is valid. This Floquet formalism is used to perform the numerical simulations of the present paper.

Consider a time-dependent Hamiltonian $H(t)$ that is time-periodic, with period $T = 2\pi/\omega_d$, acting on Hilbert space $\mathcal{H}$. The Floquet theorem states that there exists solutions of the corresponding Schrödinger equation

$$\frac{d}{dt} |\psi(t)\rangle = -i\hbar H(t) |\psi(t)\rangle, \quad (10)$$

of the form

$$|\psi_r(t)\rangle = e^{-i\epsilon_r t} |\phi_r(t)\rangle, \quad (11)$$

where the Floquet modes $\{|\phi_r(t)\rangle\}$ form an orthonormal basis of the Hilbert space $\mathcal{H}$ at any time $t$, and are $T$-periodic:

$$|\phi_r(t + T)\rangle = |\phi_r(t)\rangle, \forall t \in \mathbb{R}, \quad (12a)$$
$$\langle\phi_r(t) |\phi_r(t)\rangle = 1, \forall t \in \mathbb{R}. \quad (12b)$$

Here, $\{\epsilon_r\}$ are called the Floquet quasi-energies. Clearly, $\epsilon_r$ is defined up to multiples of $\hbar \omega_d$ as the Floquet modes $|\phi_r(t)\rangle$ can be multiplied by $e^{-i\omega_d t}$. Without loss of generality we choose the quasi-energies $\epsilon_r$ to lie in the first Brillouin zone $[-\hbar \omega_d/2, \hbar \omega_d/2]$. An equivalent viewpoint is that the Floquet modes (resp. quasi-energies) are the eigenvectors (resp. eigenvalues) of the generalized Hamiltonian

$$\tilde{H}(t) = i\hbar \frac{\partial}{\partial t},$$

considered to act on the Hilbert space of square integrable $T$-periodic wavefunctions in $\mathcal{H}$. Since the Floquet modes at any time $t$ form an orthonormal basis of the Hilbert space $\mathcal{H}$, one can obtain the solution of the Schrödinger equation corresponding to an arbitrary initial state $|\psi(0)\rangle$ by decomposing it onto the basis of Floquet modes:

$$|\psi(t)\rangle = \sum_r e^{-i\epsilon_r t} |\phi_r(t)\rangle \langle\phi_r(0)|\psi(0)\rangle. \quad (13)$$

The Floquet modes can be numerically computed as the eigenstates of the unitary evolution $U(t)$ generated by (10). Indeed, we note that the solution of the following equation

$$\frac{d}{dt} U(t) = -i\hbar H(t) U(t), \quad U(0) = I$$

with $I$ representing the identity operator, is given by

$$U(t) = \sum_r e^{-i\epsilon_r t} |\phi_r(t)\rangle \langle\phi_r(0)|.$$
Therefore, one obtains the Floquet quasi-energies and the correct basis of Floquet modes at time $t = 0$ by numerically diagonalizing $U(T)$. Next, we can again numerically integrate the Schrödinger equation with initial conditions $|\phi_r(0)\rangle$ to obtain the Floquet modes at any time $t \in [0, T]$.

Floquet theory can be extended to describe the effect of a weak coupling to a thermal bath. In particular, the asymptotic behavior of the system is described by an extension of Fermi’s golden rule ([7], section 9). We will give a quick summary of this Floquet-Markov theory here, and explain the numerical approach that we use in the manuscript. For concreteness, recall that in the main text, we modeled the system coupled capacitively to a thermal bath through

$$
H_{SB} = \sum_\omega \hbar \omega a_\omega^\dagger a_\omega + \hbar g[\omega](a_\omega + a_\omega^\dagger)p,
$$

where $a_\omega$ is the annihilation operator of the bosonic bath mode at frequency $\omega$, and $g[\omega]$ is a frequency-dependent coupling rate. Assuming the coupling rates $g[\omega]$ to be the slowest timescale in the joint system, and assuming a non-resonance condition on the quasi-energies (detailed here-under), one can apply the standard Floquet-Markov-Born approximation ([7], section 9). This Floquet-Markov-Born approximation yields a Lindblad type master equation for the system alone, that can easily be solved in the Floquet basis. When parametrizing the density matrix of the system with its components in the Floquet basis (corresponding to the first Brillouin zone),

$$
\rho_{rl} := \langle \phi_r(t) | \rho(t) | \phi_l(t) \rangle,
$$

one obtains a set of decoupled rate equations for $\rho_{rl}$:

\begin{align*}
\frac{d}{dt} \rho_{rr}(t) &= \sum_l L_{rl} \rho_{ll}(t) - L_{lr} \rho_{rr}(t), \\
\frac{d}{dt} \rho_{rl}(t) &= -\frac{1}{2} \sum_m (L_{mr} + L_{rm}) \rho_{rl}(t).
\end{align*}

The transition rates $L_{rl}$ are given by an extension of Fermi’s golden rule:

$$
L_{rl} := \sum_m \gamma_{r,l,m} + n_{th}(\Delta_{rlm}) (\gamma_{r,l,m} + \gamma_{l,r,-m}).
$$

Here,

- $\hbar \Delta_{rlm} := \epsilon_l - \epsilon_r + m \hbar \omega_a$,
- $n_{th}(\omega)$ represents the average number of thermal photons in the bath mode at frequency $\omega$, given by the Bose-Einstein distribution at thermal equilibrium with bath temperature $T_{bath}$:

$$
n_{th} = \frac{1}{\exp\left(\frac{\hbar \omega}{k_B T_{bath}}\right) - 1}.
$$

- The coefficients $\gamma_{rlm}$ are in turn given by

$$
\gamma_{r,l,m} := 2\pi \Theta(\Delta_{rlm}) J(\Delta_{rlm}) |P_{rlm}|^2,
$$

where $J(\omega)$ is the spectral function of the coupling rate to the bath, defined in turns of the $g[\omega]$ and to be evaluated mode by mode.

- Lastly, the matrix elements $P_{rlm}$ are defined by

$$
i \langle \phi_r(t) | a - a^\dagger \phi_l(t) \rangle = \sum_m P_{rlm} e^{im\omega_a t}.
$$

The above rate equation can be contrasted to Fermi’s golden rule for stationary systems as follows. The transition frequency between two Floquet modes is now not simply given by one unique difference in energy. Instead there are an infinite number of possible transition frequencies, shifted by harmonics of the drive frequency $\omega_d$. This strokes with the fact that the Floquet modes themselves can contain any harmonic of the drive in principle. The total transition rate between two Floquet modes $r \leftrightarrow l$ induced by the coupling to the bath is now the sum of the rates of
these different possible transitions, obtained by evaluating the bath spectral noise density at these different transition frequencies.

It is easy to see that the rate equations (16) ensure that the asymptotic density matrix \( \rho_{\infty}(t) \) is diagonal in the Floquet basis, since \( \rho_{rl} \to 0, r \neq l \), and that the state converges to a unique classical mixture over the Floquet modes.

\[
\rho(t) \to \rho_{\infty}(t) = \sum_r \rho_r |\phi_r(t)\rangle\langle\phi_r(t)|.
\]

To compute the probability distribution \( \{\rho_r\} \) corresponding to this mixture, it suffices to solve the linear system of equations \( Rp = 0 \), with

\[
R_{rl} := L_{rl} - \delta_{rl} \sum_m L_{rm}.
\]

The fact that the asymptotic density matrix is diagonal in the Floquet basis derives from a secular approximation as part of the Floquet-Born-Markov approximation, where one neglects time-dependent terms that oscillate at frequencies \((\epsilon_r - \epsilon_l)/\hbar - m\omega_d\), whenever either \( r \neq l \) or \( m \neq 0 \). We will see later on that indeed no (near-)degeneracies occur in the quasi-energy spectrum typically, so this secular approximation is justified.

In this work, we assume the limit of a cold bath, and hence assume \( T_{\text{bath}} = 0 \), so \( n_{\text{th}} = 0 \). We furthermore assume \( J(\omega) = J \) to be constant. We observe that the maximal Brillouin-zone difference that has to be chosen in (17) for the simulations to have converged amounts to \( m_{\text{max}} = 5 \).

We use the Floquet toolbox of the QuTiP [9] open source package to compute the Floquet decomposition, using a modified version of the subroutine calculating the rate matrix in (20). The number of Fock states that has to be used to simulate the system depends highly on the type of asymptotic cycle \( \rho_{\infty}(\tau) \) obtained.

**Remark 1.** One numerical difficulty that occasionally presents itself lies in the numerical evaluation of the eigenvector of the transition matrix \( R \) corresponding to the eigenvalue zero. Numerically, we observe that \( R \) admits at least one eigenvalue that is 0 up to machine precision. For some system parameters the transition matrix \( R \) exhibits two very-nearly degenerate eigenvectors, both corresponding to eigenvalues very close to 0. At this point the employed diagonalization algorithm becomes unstable, and whether the steady-state \( \rho_{\infty} \) is uniquely defined cannot be concluded based on the numerical simulations. Such parameter values are shown as white points in the corresponding figures in the main text.

### III. GLOBAL SYMMETRY FROM PARITY OF COSINE POTENTIAL

The system exhibits a global symmetry, linked with the parity of the Josephson cosine potential. We will discuss the consequences of this symmetry on the corresponding classical system, and link back to the consequences for the quantum system at the end of this section. This will allow us to explain the role of the parity \( r = (m + n) \mod 2 \) introduced in the main text.

Recalling the classical equations of motion (7) here,

\[
\begin{align*}
\frac{dx}{d\tau} &= p, \\
\frac{dp}{d\tau} &= -x - \frac{p}{Q} - \frac{\beta}{\sqrt{2}\lambda} \sin\left(\sqrt{2}\lambda x + \xi_d \sin(\nu_d \tau)\right),
\end{align*}
\]

one can see that the transformation

\[
\begin{cases}
x &\to -x, \\
p &\to -p, \\
\tau &\to \tau + \frac{\pi}{\nu_d},
\end{cases}
\]

leaves (21) invariant, as all individual terms change sign. This symmetry implies that for any given solution \((x(\tau), p(\tau))\) of (21), another exact solution of the system is given by \((-x(\tau + \frac{\pi}{\nu_d}), -p(\tau + \frac{\pi}{\nu_d}))\). This observation has the consequence that when considering periodic orbits of \( P \), we can classify them into two distinct categories. Consider a harmonic solution \((x_1(\tau), p_1(\tau))\) with the period of the drive, i.e. \( \frac{2\pi}{\nu_d} \)-periodic. As a first case, we can have that

\[
\begin{align*}
x_1\left(\tau + \frac{\pi}{\nu_d}\right) &= -x_1(\tau), &\forall \tau &\in \mathbb{R}, \\
p_1\left(\tau + \frac{\pi}{\nu_d}\right) &= -p_1(\tau), &\forall \tau &\in \mathbb{R},
\end{align*}
\]
in which case we merely obtained a particular symmetry of the given solution. We will call harmonic solutions for which (23) is valid symmetric harmonics. Note that (23) immediately implies that the solution has the period of the drive, as \( x_1(\tau) = -x_1(\tau + \frac{\pi}{\nu_d}) = (-1)^2 x_1(\tau + \frac{2\pi}{\nu_d}) = x_1(\tau + \frac{2\pi}{\nu_d}) \), and analogously for \( p_1 \). As a second case, assume the orbit does not exhibit the symmetry (23), in which case we can immediately identify a second, different solution of the system. Both of the considered harmonics will then be called non-symmetric harmonics.

The same reasoning can be applied to \( n \)-orbits of \( \mathcal{P} \), i.e. considering a solution \((x_n(\tau), p_n(\tau))\) for which \((x_n(\tau), p_n(\tau)) = (x_n(\tau + \frac{2\pi}{\nu_d}), p_n(\tau + \frac{2\pi}{\nu_d}))\). Indeed, applying the symmetry (22) \( n \) times, we have a derived symmetry of the system:

\[
\begin{align*}
x & \to (-1)^n x, \\
p & \to (-1)^n p, \\
\tau & \to \tau + \frac{n\pi}{\nu_d}.
\end{align*}
\]  

(24)

We can similarly classify the \( n \)-orbits by asking the question if

\[
\begin{align*}
x_n\left(\tau + \frac{n\pi}{\nu_d}\right) & = (-1)^n x_n(\tau), \\
p_n\left(\tau + \frac{n\pi}{\nu_d}\right) & = (-1)^n p_n(\tau),
\end{align*}
\]

holds or not. We can see that when \( n \) is even, this leads to a contradiction, as the period of the solution would be given by \( \frac{n\pi}{\nu_d} \), corresponding to an \( n/2 \)-orbit of \( \mathcal{P} \). We can conclude that an \( n \)-orbit of \( \mathcal{P} \) cannot exhibit the symmetry (24) when \( n \) is even. However, when \( n \) is odd, the symmetry is well-defined. We then either have a so-called symmetric \( n \)-orbit for which (25) is satisfied, or we can identify a second, different \( n \)-orbit of \( \mathcal{P} \) corresponding to \((-x_n(\tau + \frac{n\pi}{\nu_d}), -p_n(\tau + \frac{n\pi}{\nu_d}))\). The remaining question to be answered is which \( n \)-orbits of \( \mathcal{P} \) adhere to the symmetry (24), and which do not.

**Definition 1.** Consider a harmonic, \( 2\pi/\nu_d \)-periodic solution \((x_1(\tau), p_1(\tau))\) of (21). An \((n : m)\)-subharmonic is defined as a \( 2\pi n/\nu_d \)-periodic solution \((x^{(n:m)}(\tau), p^{(n:m)}(\tau))\) of (21) that completes \( m \) laps \([12]\) around the harmonic solution \((x_1(\tau), p_1(\tau))\) during its period \( 2\pi n/\nu_d \).

In numerical simulations of the Poincaré map, we observe that for the specific class of \((n : m)\)-subharmonics defined in Definition 1, whenever \( m + n \) is odd the solutions are non-symmetric, and hence always come in pairs. We can gain some intuition by anticipating some of the results of Section VI. In Section VI, we show that for small enough values of \( \beta \), for any pair of positive integers \((m, n)\) that are coprime, there exists a prominent class of \((n : m)\)-subharmonic solutions of the form

\[
\begin{align*}
x^{(n:m)}(\tau) & \simeq R \sin\left(\frac{m}{n} \nu_d \tau + \theta\right), \\
p^{(n:m)}(\tau) & \simeq R \cos\left(\frac{m}{n} \nu_d \tau + \theta\right),
\end{align*}
\]

(26a) (26b)

for some distance \( R > 0 \) and angle \( \theta \in [0, 2\pi] \) that depend intricately on \( \beta \) and the drive parameters \((\nu_d, \xi_d)\). We can see that when \( n + m \) is odd, this solution is non-symmetric. Clearly, a second \((n : m)\)-subharmonic resonance can readily be identified, by applying (24) to the original solution.

An analogous discussion for the quantum system can be made. We can make use of the following lemma to show that certain Floquet modes must necessarily come in pairs.

**Lemma 1.** Consider a Floquet mode \( |\phi(\tau)\rangle \) of the quantum Hamiltonian \( H(\tau) \) given in (6) with corresponding quasienergy \( \epsilon \),

\[
\left( H(\tau) - i \frac{\partial}{\partial \tau} \right) |\phi(\tau)\rangle = \epsilon |\phi(\tau)\rangle.
\]

Then

\[
|\tilde{\phi}(\tau)\rangle := e^{i\pi a^1 a} |\phi\left(\tau + \frac{\pi}{\nu_d}\right)\rangle
\]

is also a Floquet mode of \( H(\tau) \), with the same quasienergy \( \epsilon \).
Proof. Recalling
\[ H(\tau) = \frac{p^2}{2} + \frac{x^2}{2} - \frac{\beta}{2\lambda^2} \cos\left(\sqrt{2}\lambda x + \xi_d \sin(\nu_d\tau)\right), \]
and introducing the annihilation operator \( a = \frac{x+ip}{\sqrt{2}} \), it is easy to see that \( H(\tau) \) adheres to the symmetry
\[ e^{i\pi a^\dagger a} H\left(\tau + \frac{\pi}{\nu_d}\right) = H(\tau) e^{i\pi a^\dagger a}. \]
This readily implies that
\[ \left( H(\tau) - i\frac{\partial}{\partial \tau} \right) \phi(\tau) = \left( H(\tau) - i\frac{\partial}{\partial \tau} \right) e^{i\pi a^\dagger a} \phi\left(\tau + \frac{\pi}{\nu_d}\right) \]
\[ = e^{i\pi a^\dagger a} \left( H\left(\tau + \frac{\pi}{\nu_d}\right) - i\frac{\partial}{\partial \tau} \right) \phi\left(\tau + \frac{\pi}{\nu_d}\right) \]
\[ = e e^{i\pi a^\dagger a} \phi\left(\tau + \frac{\pi}{\nu_d}\right) \]
\[ = e \phi(\tau). \]

Lemma 1 implies that the Floquet modes must either be symmetric, with
\[ e^{i\pi a^\dagger a} \phi\left(\tau + \frac{\pi}{\nu_d}\right) = \phi(\tau), \]
or they must necessarily come in pairs of two non-symmetric Floquet modes \( \left( |\phi(\tau)\rangle, |\phi(\tau)\rangle \right) \) with
\[ |\bar{\phi}(\tau)\rangle := e^{i\pi a^\dagger a} \phi\left(\tau + \frac{\pi}{\nu_d}\right) \).

The question is again which Floquet modes of the system are symmetric and which are not. Using the approximate relation
\[ |\psi^Q(\tau)\rangle \simeq |C_k^{(n)}\rangle := \frac{1}{\mathcal{N}_k^{(n)}} \sum_{l=0}^{n-1} e^{2i\frac{l\pi}{n}} \alpha_0 e^{2i\frac{k\pi}{n}} e^{-i\frac{m\nu_d\tau}{n}}, \quad k = 0, \ldots, n-1, \tag{28} \]
with
\[ \alpha_0 = \frac{i Re^{-i\theta}}{\sqrt{2}}, \]
a completely analogous discussion as for the classical system shows that for a given pair of integers \((n, m)\), with \(m+n\) being odd, the associated Floquet modes are necessarily non-symmetric and come in pairs. This explains why for \(m+n\) odd, a doubling of the number of cat-state Floquet modes was stated in the main text.

As a last point of this section, note that if we had considered a DC-biased Josephson potential
\[ \beta \cos\left(\sqrt{2}\lambda x + \phi_{\text{bias}} + \xi_d \sin(\nu_d\tau)\right), \quad \phi_{\text{bias}} \neq 0, \]
then the symmetry (22) would be broken, as the corresponding term in the vector field (last term of (21b)) no longer exactly switches sign. Hence, if we had taken a different flux bias point, this discrete symmetry would not have been present, and there would be no immediate distinction between even-parity processes with \(r=0\) and odd-parity processes where \(r=1\).
FIG. 1: Asymptotic behavior for the case of the (2 : 1)-resonance, for $\beta = 0.5$, $\lambda = 0.6$, $\xi_d = 3.3$, $\nu_d = 1.96$ and $\tilde{Q} = \infty$. (a) Wigner quasiprobability representation of one of the four dominantly occupied Floquet modes $|\psi^0_k\rangle$, corresponding to a four-component Schrödinger cat state. (b) Phase portrait of the classical Poincaré map $P$. A stable 1-orbit of $P$ is encircled by the red-shaded orbits, a stable 2-orbit is encircled by the green-shaded orbits, and a second 2-orbit is encircled by the blue orbits. (c): Quasienergies $\epsilon_r$ and occupation probabilities $p_r$ of the dominantly occupied Floquet modes in $\rho_\infty$. The four most-occupied Floquet modes are pairwise twofold degenerate, both in quasienergy $\epsilon_r$ as in occupation probability $p_r$, making them appear as only two points in total. (d) Wigner quasiprobability representation of the fifth-most occupied Floquet mode, seen to resemble a displaced vacuum state. The latter can be associated to the 1-orbit of panel (b).

IV. ANALOGOUS STUDY OF THE (2 : 1)-RESONANCE

This section provides extra material for the case of the (2 : 1)-resonance, first illustrating the symmetry properties of this odd-parity resonance described in Section III, next providing the classical picture for the chaotic case.

We recall that for the classical version of the system, a (2 : 1)-resonance corresponds to two stable fixed points of $P^2$, or equivalently a stable 2-periodic orbit of $P$, the Poincaré map associated to (21). In the following we use the shorthand terminology “2-orbit”. Due to the parity of the cosine potential, as outlined in Section III, the (2 : 1)-subharmonics must come in pairs, that are related by the symmetry (25). An account of this can be seen in Figure 1(b), where a stable 2-orbit encircled by the green orbits goes hand in hand with a stable 2-orbit encircled by the blue orbits. The asymptotic behavior of the quantum system is represented in Figure 1 (a),(c),(d). In line with Lemma 1, the most-occupied Floquet modes are indeed seen to correspond to two degenerate pairs with the same quasienergy (each pair appearing as a single point in the plot), and these Floquet modes take the form of four-component cat states (plot (a)). Unlike in the case of the (3 : 1)-resonance treated in the main text, a displaced vacuum state (plot (d)) that corresponds to a harmonic solution of the classical system shows a non-negligible occupation probability, as can be seen in plot (c). One can further discuss the dependence on the quantum scaling parameter, of the spectral gap characterizing the confinement strength in these cat states (as in Fig. 4 of the main text). Indeed, the mean number of photons in the Schrödinger cat states with the parameters of Fig. 1 is about 9. Changing $\lambda$ from 0.6 to 0.4, keeping the values of $\beta$ and $\xi_d$ the same, one can check that the same average number of photons can be reached with a choice of drive frequency $\nu_d = 1.898$. Now calculating numerically the quasienergy gap as defined in the main text, one finds a value of about 0.08 for $\lambda = 0.6$ and a value of about 0.05 for $\lambda = 0.4$. This indeed supports the monotonic increase of this confinement rate with $\lambda$ as discussed in Fig. 4 of the main text.

As a last point, while the asymptotic behavior for the case of the (2 : 1)-resonance is observed to be non-chaotic for $\beta = 0.5$, taking $\beta = 1.5$ does lead to high-entropy asymptotic regimes characterized by $\rho_\infty$ undergoing wave-packet...
FIG. 2: Comparison between the asymptotic regime of the quantum and classical system, for $\beta = 1.5$, $\lambda = 0.3$, $\nu_d = 2.35$ and $\xi_d = 1.85$. This corresponds to the setting of Figure 3(h) in the main text, here repeated as plot (b) which thus shows the Husimi-Q representation of $\rho_\infty$ featuring wave-packet explosion. Plot (a) shows 7 orbits of the Poincaré map $P$. Four different (2:1) subharmonics are observed (encircled by orbits in blue, light green, cyan, light pink), together with a chaotic orbit in dark green and a harmonic periodic orbit close to the origin (encircled by the orbit in red). Finally, a second chaotic orbit covering a large area in phase space is shown in black. For this value of $\beta = 1.5$, many more different subharmonics coexist, albeit with smaller domains of attraction. The extent of phase space that $\rho_\infty$ covers on plot (b) is seen to roughly correspond to the area covered by the chaotic trajectory in plot (a).

explosion, as was shown in Figure 3 (h) of the main text, and can be seen throughout the associated classical Poincaré map in Fig. 2.

V. AVOIDING CHAOS IN THE CLASSICAL SYSTEM

In the main text, in Figure 3, we numerically show that when choosing the regularity parameter $\beta$ small enough, we can seemingly suppress high entropy asymptotic regimes for the periodically-driven dissipative quantum nonlinear system governed by (6). We further argue that such high entropy regimes of (6) go hand in hand with large chaotic regions in phase space for the corresponding classical system (8). In this section, we hence study the behavior of the classical system (8), recalled here:

\begin{align}
\frac{dx_\lambda}{d\tau} &= p_\lambda, \\
\frac{dp_\lambda}{d\tau} &= -x_\lambda - \frac{p_\lambda}{\tilde{Q}} - \beta \sin(x_\lambda + \xi_d \sin(\nu_d \tau)),
\end{align}

and discuss how taking $\beta$ small enough would prevent it from featuring chaotic behavior.

The general idea is illustrated on Figure 3 and goes as follows.

- When dissipation $1/\tilde{Q}$ dominates regularity parameter $\beta$ (green zone on Fig. 3), we can prove that the system is contracting, i.e. any two close solutions converge towards each other, such that the asymptotic regime has to feature a single limit cycle. This is valid for any values of the drive parameters $(\xi_d, \nu_d)$, see Section V B. Our remaining goal is to extend the conclusion about the absence of chaos, from large damping $1/\tilde{Q}$ to low damping, while at the same time allowing for additional subharmonic solutions.

- For appropriately fixed $\beta$, the remaining parameters $(1/\tilde{Q}, \xi_d, \nu_d)$ thus feature a region where (8) converges to a single limit cycle, hence there is no chaos. If there exists another parameter region featuring chaotic behavior,
FIG. 3: Schematic representation of the study about avoiding chaos in system (29). (a) For $\beta < f_0(1/Q)$ given in (42), corresponding to dissipation dominating nonlinearity, the system is contracting and all solutions are attracted towards a single asymptotic limit cycle (green region), whatever the drive parameters $(\xi_d, \nu_d)$. For $\beta < f_1(1/Q, \tau)$ given by (63), which admits arbitrarily low dissipation, a period-doubling bifurcation is excluded, whatever the drive parameters $(\xi_d, \nu_d)$, for all solutions of period shorter than $\tau$ (blue region). This is useful, as the Gambaudo-Tresser conjecture (here Conjecture 1) states that if a region of parameters featuring chaotic behavior exists (red region on plots (a) and (c)), then a period-doubling cascade must exist at its boundary. (b) Having fixed $\beta$ at a low value, as indicated by the dotted line on plot (a), the green and blue regions as a function of the remaining parameters $(1/Q, \xi_d, \nu_d)$ cover the whole parameter space. This excludes the existence of a period-doubling cascade, and thus of chaotic behavior, for any values of $(1/Q, \xi_d, \nu_d)$, unless the cascade is initiated by a first period-doubling of a subharmonic of very high period $> \tau$. This absence of chaos corresponds to the situation depicted on Figure 3(e) of the main text, except now for a finite $Q < \infty$. (c) Fixing $\beta$ at a higher value, as indicated by the dashed line on plot (a), there exists a parameter zone (outside green and blue) where a period-doubling cascade can indeed be expected, such that regions featuring chaotic behavior (red zone) can exist. Such chaotic behavior is indeed observed like on Figure 3(f) of the main text, also with a finite $Q < \infty$.

then it has been conjectured that the boundary to this region has to feature a period-doubling cascade – see the Gambaudo-Tresser conjecture, here Conjecture 1 in Section V.C.

- Thus conversely, by excluding the possibility of period-doubling bifurcations in a parameter region overlapping the green zone, we exclude the existence of a chaotic regime within this parameter region. For the particular system (29), we prove that period-doubling is indeed impossible, at least for solutions of period smaller than $\tau$, provided $\beta$ is small enough compared to $1/\tau$. This criterion allows arbitrarily small damping and any values for the drive parameters (blue zone on Fig. 3); see the Theorem in the main text, recast as Corollary 1 in Section V.D.

- All these elements together thus indicate that for low enough $\beta$, even for extremely small damping and for any values of drive parameters, the classical system should not transition into a chaotic regime. Removing two technical points would make this a rigorous result: (i) proving the Gambaudo-Tresser conjecture, which was recently done under extra technical conditions in [5]), and (ii), proving a bound similar to Corollary 1 but independent of the period of the solution.

To simplify the mathematical analysis, in Section VA we first perform a last change of variables on (29). We also derive the linearized dynamics around a trajectory of the system, i.e. the differential equation governing how small deviations from this trajectory will evolve over time.

### A. Final change of variables and local linearization around a solution

The goal of our last change of variables is to induce equal dissipation on both state variables. For this, we replace $p$ by a hyperbolically-rotated quadrature, defining

$$\tilde{p} := \frac{p_x + \frac{x\lambda}{2Q}}{\sqrt{1 - \frac{1}{4Q^2}}}, \quad \tilde{x} = x\lambda,$$  \hspace{1cm} (30)
and rescale time as:
\[ s := \sqrt{1 - \frac{1}{4Q^2}} \tau. \] (31)

Defining the modified parameters
\[ \tilde{\beta} = \frac{\beta}{1 - \frac{1}{4Q^2}}, \] (32a)
\[ \tilde{\nu}_d = \frac{\nu_d}{\sqrt{1 - \frac{1}{4Q^2}}}, \] (32b)
\[ \kappa = \frac{1}{2Q\sqrt{1 - \frac{1}{4Q^2}}}, \] (32c)

we obtain the following model:
\[ \frac{d}{ds} \tilde{x} = \tilde{p} - \kappa \tilde{x}, \] (33a)
\[ \frac{d}{ds} \tilde{p} = -\tilde{x} - \kappa \tilde{p} - \tilde{\beta} \sin(\tilde{x} + \xi_d \sin(\tilde{\nu}_d s)). \] (33b)

We define the vector field \( f(\tilde{x}, \tilde{p}, s) \) such that
\[ \frac{d}{ds} \tilde{x} = \frac{d}{ds} \tilde{p} = f(\tilde{x}, \tilde{p}, s) := \left( -\tilde{x} - \kappa \tilde{p} - \tilde{\beta} \sin(\tilde{x} + \xi_d \sin(\tilde{\nu}_d s)) \right), \] (34)

and denote the flow corresponding to system (34) by \( \Psi_s : \mathbb{R}^2 \to \mathbb{R}^2, s \in \mathbb{R} \), such that by definition
\[ \frac{\partial}{\partial s} \Psi_s(\tilde{x}_0, \tilde{p}_0) = f(\Psi_s(\tilde{x}_0, \tilde{p}_0), s). \] (35)

The Poincaré map \( \mathcal{P} \), which propagates any initial condition over one period \( 2\pi/\tilde{\nu}_d \), thus corresponds to \( \mathcal{P} = \Psi_{2\pi/\tilde{\nu}_d} \).

We now turn to local linearization. Given any solution \( (\tilde{x}^{(b)}(s), \tilde{p}^{(b)}(s)) = \Psi_s(\tilde{x}^{(b)}_0, \tilde{p}^{(b)}_0) \) of the system (34), we can investigate how small variations \( (\Delta\tilde{x}_0, \Delta\tilde{p}_0) \) of the initial condition evolve under the same dynamics,
\[ \Psi_s(\tilde{x}^{(b)}_0 + \Delta\tilde{x}_0, \tilde{p}^{(b)}_0 + \Delta\tilde{p}_0) = (\tilde{x}^{(b)}(s) + \Delta\tilde{x}_s, \tilde{p}^{(b)}(s) + \Delta\tilde{p}_s). \]

At the limit of infinitesimal \( (\Delta\tilde{x}_0, \Delta\tilde{p}_0) \), the corresponding dynamics is given by the linearization of the vector field around the solution, i.e.:
\[ \frac{d}{ds} \begin{pmatrix} \Delta\tilde{x}_s \\ \Delta\tilde{p}_s \end{pmatrix} = \nabla_z f(z, s) \big|_{z=(\tilde{x}^{(b)}(s), \tilde{p}^{(b)}(s))} \begin{pmatrix} \Delta\tilde{x}_s \\ \Delta\tilde{p}_s \end{pmatrix} \] (36)
\[ = \begin{pmatrix} -\kappa & 1 \\ -1 - \tilde{\beta} \cos(\tilde{x}^{(b)}(s) + \xi_d \sin(\tilde{\nu}_d s)) & -\kappa \end{pmatrix} \begin{pmatrix} \Delta\tilde{x}_s \\ \Delta\tilde{p}_s \end{pmatrix}. \]

Once a solution \( (\tilde{x}^{(b)}(s), \tilde{p}^{(b)}(s)) \) is known, the linear time-dependent equation (36) enables the study of the system in that solution’s vicinity. We will denote the flow corresponding to this linear system as \( \Phi_s \in \mathbb{R}^{2 \times 2} \), thus satisfying
\[ \begin{pmatrix} \Delta\tilde{x}_s \\ \Delta\tilde{p}_s \end{pmatrix} = \Phi_s \begin{pmatrix} \Delta\tilde{x}_0 \\ \Delta\tilde{p}_0 \end{pmatrix}, \] (37)

with
\[ \frac{d}{ds} \Phi_s = \begin{pmatrix} -\kappa & 1 \\ -1 - \tilde{\beta} \cos(\tilde{x}^{(b)}(s) + \xi_d \sin(\tilde{\nu}_d s)) & -\kappa \end{pmatrix} \Phi_s. \] (38)
By integrating over $n$ drive periods, we obtain the local linearization of the $n$’th power of the Poincaré map around the chosen initial condition:

$$\nabla (P^n) (\tilde{x}_0^{(b)}, \tilde{p}_0^{(b)}) = \Phi_{2n \pi/\tilde{\nu}_d}, \quad n \in \mathbb{N}. \quad (39)$$

In particular, when $(\tilde{x}_0^{(b)}, \tilde{p}_0^{(b)})$ corresponds to a fixed point of $P^n$, we can obtain the flow of the linearized system by applying a time-independent linear map:

$$\nabla (P^{nk}) (\tilde{x}_0^{(b)}, \tilde{p}_0^{(b)}) = \left( \nabla (P^n) (\tilde{x}_0^{(b)}, \tilde{p}_0^{(b)}) \right)^k = \Phi_{2nk \pi/\tilde{\nu}_d}, \quad k, n \in \mathbb{N}. \quad (40)$$

### B. When damping dominates nonlinearity: single asymptotic limit cycle

If any two close trajectories asymptotically converge towards each other, then by induction the asymptotic regime of the system has to consist of a single trajectory. We here prove that our system (34) satisfies the first property, known as contraction in the dynamical systems theory, for $1/Q$ sufficiently large compared to $\beta$, and for any values of the drive parameters $(\xi_d, \tilde{\nu}_d)$. We further prove that the asymptotic trajectory must be a regular $2\pi/\tilde{\nu}_d$-periodic limit cycle.

Contraction thus analyzes local variations between two close trajectories, and therefore it studies the linearized vector field (36). In particular, contraction at a rate $r > 0$ holds if we can prove that

$$\frac{d}{ds} \left( \Delta x^2 + \Delta p^2 \right) < -r \left( \Delta x^2 + \Delta p^2 \right), \quad (41)$$

for any values of $\tilde{x}^{(b)}(s)$ and $s$ in (36).

**Lemma 2.** The system (34) is a contraction, i.e. it satisfies (41) for a fixed $r > 0$ independent of $\tilde{x}^{(b)}(s)$ and $s$, for any values of the drive parameters, provided

$$\beta < \frac{\sqrt{1 - \frac{1}{4Q^2}}}{Q}. \quad (42)$$

**Proof.** Writing out $\frac{d}{ds} (\Delta x^2 + \Delta p^2)$ gives a quadratic expression in $(\Delta x, \Delta p)$, which satisfies (41) provided

$$(\kappa - r)(\Delta x^2 + \Delta p^2) + \tilde{\beta} \cos \left( \tilde{x}^{(b)}(s) + \xi_d \sin(\tilde{\nu}_d s) \right) \Delta x \Delta p \geq 0.$$  

This readily gives the bound $\tilde{\beta}/2 < \kappa$, which translates into (42).

Under condition (42), any trajectory of our system is thus attracted towards a single asymptotic solution. We can further prove that this solution must be a $2\pi/\tilde{\nu}_d$-periodic limit cycle. We separate the statement in two steps, as the first one will be useful in other contexts.

**Lemma 3.** Any disk around the origin of radius larger than $\tilde{\beta}/\kappa = \frac{2\beta Q}{\sqrt{1 - \frac{1}{4Q^2}}}$ remains positively invariant under the evolution of the system (34), i.e. when starting on this disk the trajectory moves into its interior and stays there for all times.

**Proof.** Writing out $\frac{d}{ds} (\tilde{z}^2 + \tilde{p}^2)$, we readily see that it is negative as soon as $\kappa(\tilde{z}^2 + \tilde{p}^2) > \tilde{\beta}|\tilde{p}|$, which holds under the stated condition on the radius.

**Lemma 4.** For any values of the parameters, the system (34) always features a solution that is a $2\pi/\tilde{\nu}_d$-periodic trajectory.

**Proof.** The proof uses the Brouwer fix-point theorem on the Poincaré map $P$. This theorem states that any continuous function which maps a closed disk onto its interior, must admit at least one fix point inside this disk. The function $P$ is continuous as resulting from integrating a smooth vector field, and by Lemma 3 it does map any disk around the origin of radius larger than $\tilde{\beta}/\kappa$ onto its interior. Therefore $P$ must always feature a fixed point, corresponding to a $2\pi/\tilde{\nu}_d$-periodic trajectory of (34).
C. Linking chaos to period-doubling cascades

The system (34) is a dissipative, periodically-driven, planar, nonlinear system. For such systems, it has been conjectured that the only possible route to chaos upon varying parameters is through a period-doubling cascade starting from an initially-stable orbit. More precisely:

**Conjecture 1.** (Gambaudo,Tresser, [5, 6]) In the space of $C^k$ orientation-preserving embeddings of a planar disk, with $k > 1$, which are area-contracting, generically, maps which belong to the boundary of positive topological entropy have a set of periodic orbits which, except for a finite subset, is made of an infinite number of periodic orbits with periods $m2^k$ for a given $m$ and all $k \in \mathbb{N}$.

The conditions of Conjecture 1 do hold for our Poincaré map $\mathcal{P}$ as a function of the parameters $(1/\bar{Q}, \xi_d, \nu_d)$. Indeed:

- $\mathcal{P}$ is smooth for any parameter values, as resulting from the integration of a smooth vector field.
- $\mathcal{P}$ embeds any disk of radius larger than $\tilde{\beta}/\kappa$ into itself, as established by Lemma 3. Thus, for any fixed $\beta$ and any strictly positive interval $1/\bar{Q} \in [1/Q_{\max}, 1/Q_{\max}) \subset (0,1/2)$, there exists a disk of sufficient radius for which the embedding holds for all parameter values.
- $\mathcal{P}$ is orientation-preserving and area-contracting for any $(1/\bar{Q}, \xi_d, \nu_d)$ with $1/\bar{Q} > 0$. These are both local features to be checked uniformly in $(\bar{x}, \bar{p})$ on the linearized Poincaré map $\nabla \mathcal{P}(\bar{x}, \bar{p})$. Orientation is preserved if $\det(\nabla \mathcal{P}) > 0$ and area is contracted if $|\det(\nabla \mathcal{P})| < 1$. From (38), we have

$$\frac{d}{ds} \det(\Phi_s) = \text{tr} \left( -1 - \tilde{\beta} \cos(\tilde{\chi}(b)(s) + \xi_d \sin(\tilde{\nu}_d s)) \right) \frac{1}{-\kappa} \det(\Phi_s) = -2\kappa \det(\Phi_s)$$

and integrating from $\det(\Phi_0) = 1$ up to $s = 2\pi/\tilde{\nu}_d$ we readily obtain

$$\det(\nabla \mathcal{P}) = \exp \left( -\frac{4\pi \kappa}{\tilde{\nu}_d} \right) \in (0,1).$$

Physically, these properties hold by virtue of $\mathcal{P}$ being generated by a weakly dissipative system, that reduces to a Hamiltonian system for $\kappa = 0$.

We recall how this conjecture will be used in the context of our study, see Figure 3(b)-(c). For fixed $\beta$, consider an open set of values for the parameters $(1/\bar{Q}, \xi_d, \nu_d)$, which we will vary to define the set of maps. In particular, the values of $1/\bar{Q}$ should span an interval ranging from the lowest damping ever expected, up to a a value (green zone on Fig.3(b)) satisfying Lemma 2 in Section V B. Thanks to Lemma 2, the set of parameter values thus contains settings (green zone) for which the system asymptotically converges to a single harmonic orbit. According to Conjecture 1, if the set of parameter values also contains settings for which the system features “positive topological entropy”, which is the technical definition of what we call “chaos” (red zone on Fig.3(c)), then somewhere between these two types of settings there must be a boundary with a period-doubling cascade. In the next section, to conclude our study, we will thus try to exclude the existence of a parameter region featuring chaotic behavior, by establishing conditions that exclude its boundary i.e. period-doubling (blue zone on Fig.3(b)).

The Gambaudo-Tresser conjecture has recently been proven under extra technical conditions in [5].

D. A bound on $\beta$ to exclude period-doubling

From the previous sections, we have identified that the transition to a chaotic regime when $(\xi, \nu_d, 1/\bar{Q})$ are varied over an essentially arbitrary range, must involve the period-doubling bifurcation of periodic orbits of the system. In this last section, we establish that taking $\beta$ low enough excludes a period-doubling bifurcation for any subharmonic solution of (34), at least if this subharmonic’s period is lower than $\bar{\tau}$, with the bound on $\beta$ depending on $\bar{\tau}$. The bound is uniformly valid for any values of $(\nu_d, \xi_d)$ and for arbitrarily low dissipation $1/\bar{Q}$.

We thus consider as starting point a fixed value of $\bar{\tau}$ and any given subharmonic solution of (34) of period $2\pi n/\nu_d$. We assume that $2\pi n/\nu_d < \bar{\tau}$ remains valid for any values of $\nu_d$, bounded away from zero. We then want to exclude that the considered solution undergoes a period-doubling bifurcation when varying $(\nu_d, \xi_d, 1/\bar{Q})$ in the relevant parameter range. Our proof again works with the slightly changed coordinates (34) and slightly modified parameters $(\tilde{\beta}, \tilde{\nu}_d)$, and it comprises two parts, see Figure 4:
In Section V D 1, we perform a local study close to the considered subharmonic, establishing a bound on $\tilde{\beta}$ under which the premises for a period-doubling bifurcation can be excluded. This local study provides a conclusive bound only for some parameter region (blue on Fig.4).

In Section V D 2, for another parameter region (red on Fig.4), we perform a global study in phase space, showing that for low enough $\tilde{\beta}$ in fact the $2\pi n/\tilde{\nu}_d$-periodic solution cannot exist.

These two parameter regions are defined as bands with $1/\tilde{\nu}_d$ centered respectively around integer and half-integer multiples of $1/n$. (Recall that in (34) the natural frequency of the harmonic oscillator for $\tilde{\beta} = 0$ has been normalized to 1.) Making these two regions overlap (Section V D 3), we exclude any period-doubling bifurcation of this solution within the full parameter range.

1. Values of $\tilde{\beta}$ and $\tilde{\nu}_d$ excluding period-doubling

Consider a fixed point $(\tilde{x}^*, \tilde{p}^*)$ of the smooth map $\mathcal{P}^n$, corresponding to the continuous-time trajectory $(\tilde{x}_n(s), \tilde{p}_n(s))$ with $(\tilde{x}_n(0), \tilde{p}_n(0)) = (\tilde{x}^*, \tilde{p}^*)$, for some fixed parameter values. When varying parameters, the location and the stability of the fixed point must vary smoothly, unless it undergoes a bifurcation. A good introduction to basic bifurcation theory can be found in [8]. We are focusing on period-doubling bifurcations, where the initial solution becomes unstable while a stable periodic orbit of double the period appears in its vicinity. The important property for our purposes is that at any point where $(\tilde{x}_n(s), \tilde{p}_n(s))$ undergoes a period-doubling bifurcation, the linearized Poincaré map $\nabla(\mathcal{P}^n)(\tilde{x}^*, \tilde{p}^*)$ must have an eigenvalue crossing $-1$ [8]. In order to exclude a period-doubling bifurcation, we thus set out to bound the eigenvalues of $\nabla(\mathcal{P}^n)$ away from $-1$. Due to the absence of an exact expression for the subharmonic solution $(\tilde{x}_n(s), \tilde{p}_n(s))$, we approximate $\nabla(\mathcal{P}^n)(\tilde{x}^*, \tilde{p}^*)$ by splitting the flow $\Psi_\lambda$ up into a known part, based on the linear part of the system, and an unknown part that we treat as a perturbation, proportional to $\tilde{\beta}$. We obtain the following result.

**Lemma 5.** Fix $\tilde{\nu}_d > 0$, and $n \in \mathbb{N}, n \geq 1$. Choose the $m \in \mathbb{N}$ which minimizes $|1 - \frac{m}{n}\tilde{\nu}_d|$, and define the detuning

$$\delta := 1 - \frac{m}{n}\tilde{\nu}_d.$$  \hspace{1cm} (43)

for which thus $|\delta| \leq \frac{\tilde{\nu}_d}{2n}$. If

$$\exp\left(\frac{4\pi n}{\tilde{\nu}_d}\right) - 1 < 2\cos\left(\frac{\pi n}{\tilde{\nu}_d}\delta\right), \text{ with } |\delta| \leq \frac{\tilde{\nu}_d}{2n}.\hspace{1cm} (44)$$

then $\nabla(\mathcal{P}^n)(\tilde{x}, \tilde{p})$ obtained by integrating (38) cannot exhibit an eigenvalue $-1$ for any point $(\tilde{x}, \tilde{p}) \in \mathbb{R}^2$. Therefore, under condition (44), a $2\pi n/\tilde{\nu}_d$-periodic subharmonic cannot undergo a period-doubling bifurcation.

**Proof.** The proof is organized as follows.

- We first perform a change of variables that integrates out the time-independent part of the linearized dynamics determining, which is also independent of $\tilde{\beta}$.

---

FIG. 4: Splitting of the parameter space for the two parts of our proof excluding period-doubling bifurcation of a $2\pi n/\tilde{\nu}_d$-periodic solution of (34).
• We then bound the spectral norm of the flow operator corresponding to this linearized dynamics uniformly in the remaining parameters. This bounds the effect of the terms proportional to $\tilde{\beta}$.

• From this, we next bound the spectral norm of the difference between the flow operator at time $s = 0$ (which is the identity matrix) and the flow at any time $s$ later.

• Finally, we use this proximity in spectral norm to deduce information about the eigenvalues of the original flow operator, in particular evaluating a parameter setting which guarantees that the eigenvalues cannot reach $-1$.

• **Change of variables**: We start by moving to a rotating frame with frequency $\frac{m}{n}\tilde{\nu}_d$, such that

$$
\begin{pmatrix}
(u(s)) \\
(v(s))
\end{pmatrix} := 
\begin{pmatrix}
\cos\left(\frac{m}{n}\tilde{\nu}_d s\right) & -\sin\left(\frac{m}{n}\tilde{\nu}_d s\right) \\
\sin\left(\frac{m}{n}\tilde{\nu}_d s\right) & \cos\left(\frac{m}{n}\tilde{\nu}_d s\right)
\end{pmatrix}
\begin{pmatrix}
\tilde{x}(s) \\
\tilde{p}(s)
\end{pmatrix}.
$$

(45)

Note that for the flow $\Psi^{(n:m)}_s$ corresponding to the variables $(u,v)$ we still have $\Psi^{(n:m)}_{T_n} = \Psi_{T_n} = \mathcal{P}^n$, where we introduced the total period

$$
T_n = \frac{2\pi n}{\tilde{\nu}_d},
$$
due to the periodicity of the change of variables. Applying the change of variables to (38), we obtain the following evolution equation for $\nabla\Psi^{(n:m)}_s(u_0,v_0)$, the linearized flow around an arbitrary solution $(u(s), v(s))$ with $(u(0), v(0)) = (u_0, v_0)$:

$$
\frac{\partial}{\partial s} \nabla\Psi^{(n:m)}_s(u_0,v_0) = \left(-\kappa\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \delta\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + \tilde{\beta}\Gamma^{(n:m)}_s(u(s), v(s), \xi_d)\right) \nabla\Psi^{(n:m)}_s(u_0, v_0),
$$

(46)

where

$$
\Gamma^{(n:m)}_s(u(s), v(s), \xi_d) := \cos(\zeta(s))
\begin{pmatrix}
\sin\left(\frac{m}{n}\tilde{\nu}_d s\right) \cos\left(\frac{m}{n}\tilde{\nu}_d s\right) & \sin^2\left(\frac{m}{n}\tilde{\nu}_d s\right) \\
-\cos^2\left(\frac{m}{n}\tilde{\nu}_d s\right) & -\sin\left(\frac{m}{n}\tilde{\nu}_d s\right) \cos\left(\frac{m}{n}\tilde{\nu}_d s\right)
\end{pmatrix},
$$

with $\zeta(s) = u(s)\cos\left(\frac{m}{n}\tilde{\nu}_d s\right) + v(s)\sin\left(\frac{m}{n}\tilde{\nu}_d s\right) + \xi_d\sin(\tilde{\nu}_d s)$. We will drop the reference to the particular solution $(u_0(s), v_0(s))$ for notational convenience.

To conclude the proof we must bound the eigenvalues of $\nabla\Psi_{T_n} = \nabla\mathcal{P}^n$ away from $-1$. Since $\Psi_0$ is the identity map, $\nabla\Psi_0 = \mathbb{1}$, where $\mathbb{1}$ is the $2\times2$ identity matrix, with eigenvalues $+1$. Our strategy is to show that the eigenvalues cannot move far away from $1$ when integrating (46) over a time $T_n$. We can already explicitly integrate the time-independent part, corresponding to $\beta = 0$, by defining

$$
X(s) = \exp\left((\kappa\mathbb{1} - \delta\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}) s\right) \nabla\Psi_s,
$$
yielding

$$
\frac{d}{ds} X(s) = \tilde{\beta} R_{\delta s} \Gamma^{(n:m)}_s(\xi_d) R_{-\delta s} X(s),
$$

(47)

where $R_{\delta s}$ is the rotation matrix

$$
R_{\delta s} = \begin{pmatrix}
\cos(\delta s) & -\sin(\delta s) \\
\sin(\delta s) & \cos(\delta s)
\end{pmatrix}.
$$

• **Bounding the norm of $X$**: We can write (47) as an integral equation:

$$
X(s) = X(0) + \tilde{\beta} \int_0^s R_{\delta z} \Gamma^{(n:m)}_z(\xi_d) R_{-\delta z} X(z) dz.
$$

(48)

Taking the spectral norm of both sides, applying the triangle inequality, pulling the norm into the integral in the right hand side, and subsequently using the submultiplicativity of the spectral norm, we obtain

$$
\|X(s)\| \leq \|X(0)\| + \tilde{\beta} \int_0^s \|X(z)\| \left\|\Gamma^{(n:m)}_z(\xi_d)\right\| dz.
$$

(49)
Since the entries of $\Gamma^{(n:m)}_z$ are all smaller than 1 in absolute value, uniformly in $z$ and $\xi_d$, we have $\|\Gamma^{(n:m)}_z(\xi_d)\| \leq 2$. Plugging this into (49) and applying the simplest form of the Grönwall Lemma (recalled as Lemma 6 below) then yields

$$\|X(s)\| \leq \|X(0)\| e^{2\tilde{\beta}s} = e^{2\tilde{\beta}s},$$

(50)
since $X(0) = 1$.

• **Tying $X$ to the identity:** Now, consider again Equation (48):

$$X(s) - 1 = \int_0^s \tilde{\beta} R_d z_\xi \Gamma^{(n:m)}_z (\xi_d) R_{-\delta z} X(z) \, dz.$$

(51)

Analogously to the previous point, taking the spectral norm of both sides, subsequently pulling the norm into the integral into the right hand side, using the submultiplicativity of the spectral norm and the bound on $\|\Gamma\|$, we obtain

$$\|X(s) - 1\| \leq 2\tilde{\beta} \int_0^t \|X(s)\| \, ds.$$

(52)

Plugging (50) in the right hand side and evaluating at $s = T_n$, we obtain

$$\|X(T_n) - 1\| \leq e^{2\tilde{\beta}T_n} - 1.$$

(53)

• **Confining the eigenvalues of $\nabla \Psi T_n$:** We have thus bounded how $X(T_n)$ departs from the identity, from which there remains to deduce a bound on the eigenvalues of

$$\nabla \Psi T_n = e^{-\kappa T_n} R_{-\delta T_n} X = e^{-\kappa T_n} R_{-\delta T_n} + e^{-\kappa T_n} R_{-\delta T_n} (X(T_n) - 1).$$

The last expression indicates how we intend to view $\nabla \Psi T_n$, namely as the flow corresponding to $\beta = 0$ plus a perturbation. The Bauer-Fike theorem (recalled as Theorem 1 below), bounds how eigenvalues behave under such perturbations. In this theorem, we use $p = \infty$ for the Schatten norm, which corresponds to the operator norm that we have used above. The norm of the perturbation in the right-hand side of (57) is bounded by $\|e^{-\kappa T_n} R_{-\delta T_n} (X(T_n) - 1)\| \leq e^{-\kappa T_n} \left(e^{2\tilde{\beta}T_n} - 1\right)$, and since $e^{-\kappa T_n} R_{-\delta T_n}$ is diagonalized by a unitary, the condition number equals 1. The Bauer-Fike theorem then says that for any eigenvalue $\mu$ of $\nabla \Psi T_n$, there exists an eigenvalue $\eta$ of $e^{-\kappa T_n} R_{-\delta T_n}$ such that

$$|\eta - \mu| \leq e^{-\kappa T_n} e^{2\tilde{\beta}T_n} - 1.$$

(54)

Of course we know that $\eta = e^{(-\kappa \pm i\delta)T_n}$.

The final argument is thus: if any eigenvalue $\mu$ is sufficiently close to some $\eta = e^{(-\kappa \pm i\delta)T_n}$, while all these $\eta$ are sufficiently far from $-1$, then each $\mu$ can be bounded away from $-1$. Explicitly, if

$$\left|1 + e^{(-\kappa \pm i\delta)T_n}\right| > e^{-\kappa T_n} \left(e^{2\tilde{\beta}T_n} - 1\right),$$

(55)

then

$$|\mu + 1| = \left|\eta - e^{(-\kappa \pm i\delta)T_n} + e^{(-\kappa \pm i\delta)T_n} + 1\right| \geq \left|1 + e^{(-\kappa \pm i\delta)T_n}\right| - \left|\eta - e^{(-\kappa \pm i\delta)T_n}\right| > 0.$$

(56)

Multiplying both sides of (55) by $e^{\kappa T_n}$, one readily sees that $\kappa = 0$ is the most constraining case, and working out the algebra for this case gives the stated criterion (44).

We here recall the two lemmas used in the proof of Lemma 5:

**Lemma 6.** (Grönwall, [4]) Consider the integral equation

$$h(t) \leq c(t) + \int_0^t g(s)h(s) \, ds,$$

with the scalar functions $g, h$ and $c$ all non-negative on the interval $[0,t]$, and $c$ differentiable. Then

$$h(t) \leq c(0) \exp\left(\int_0^t g(s) \, ds\right) + \int_0^t \frac{dc}{dt}(t) \left(\exp\left(\int_s^t g(\tau) \, d\tau\right)\right) \, ds.$$
We have used this Grönwall Lemma with both $g$ and $c$ constant. In particular, the second term on the right drops out.

**Theorem 1.** (Bauer-Fike, [1]) Suppose $A \in \mathbb{C}^{n \times n}$ is a diagonalizable matrix, and $V \in \mathbb{C}^{n \times n}$ is the non-singular similarity transformation that brings $A$ into its diagonal form $\Lambda$:

$$
\Lambda = V^{-1}AV.
$$

Define the condition number

$$
\kappa_p(V) := \frac{\|V\|_p}{\|V^{-1}\|_p},
$$

with $\|\cdot\|_p$ the $p$-Schatten norm. Let $\mu$ be an eigenvalue of $A + B$, $B \in \mathbb{C}^{n \times n}$. Then there exists an eigenvalue $\eta$ of $A$ such that

$$
|\eta - \mu| \leq \kappa_p(V)\|B\|_p.
$$

(57)

We used the Bauer-Fike Theorem with the operator norm ($p = \infty$) and with a matrix $A$ which is diagonalized by a unitary, such that $\kappa_p(V) = 1$.

Lemma 5 is useful only for part of the parameter space, represented by blue bands on Fig. 4. Indeed, the criterion (44) requires $\bar{\beta} = 0$ as $\bar{d}$ tends towards its maximal value $\frac{2\pi}{\nu_d}$. Therefore, we next provide in Section V D 2 another result to cover these largest values of $\bar{d}$ (red bands on Fig. 4). We will then combine the two in Section V D 3 to obtain our overall conclusion.

2. Values of $\bar{\beta}$ and $\bar{d}$ excluding an $n$-subharmonic

The rough idea can be sketched as follows. We consider a harmonic $2\pi/\nu_d$-periodic solution as a point of reference—we will show that such a solution must exist for any parameter values. If the natural dynamics for $\bar{\beta} = 0$ corresponds to a trajectory where a half-integer number of laps around the harmonic orbit are completed over a period $2n\pi/\nu_d$, then in case of small $\bar{\beta} > 0$ it is unlikely for a trajectory which completes an integer number of laps around the harmonic solution to exist anywhere. It then immediately follows that it is unlikely for any trajectory to exist that can possibly close on itself to form a periodic orbit. The only remaining trivial fixed point of $\mathcal{P}^n$ would be the unavoidable fixed point of $\mathcal{P}$ corresponding to the harmonic solution.

**Lemma 7.** If the interval $\left[(1 - \bar{\beta})\frac{1}{\nu_d}, (1 + \bar{\beta})\frac{1}{\nu_d}\right]$ contains no integer multiple of $1/n$, then the system (34) can feature no $2\pi/\nu_d$-periodic solution other than a single $2\pi/\nu_d$-periodic solution.

**Proof.** By Lemma 4 in Section V B, the system always features at least one $2\pi/\nu_d$-periodic solution. Let us denote it by $(x_1^*(s), p_1^*(s))$ and define the displaced variables

$$
\begin{align*}
x_d(s) &= \tilde{x}(s) - x_1^*(s) \\
p_d(s) &= \tilde{p}(s) - p_1^*(s),
\end{align*}
$$

(58a)

(58b)

describing how other solutions behave compared to this trajectory. The corresponding (exact) equations of motion are

$$
\begin{align*}
\frac{d}{ds}x_d &= p_d - \kappa x_d, \\
\frac{d}{ds}p_d &= -x_d - \kappa p_d - 2\bar{\beta}\sin\left(\frac{x_d}{2}\right)\cos\left(\frac{x_d}{2} + x_1^*(s) + \xi_d \sin(\nu_d s)\right).
\end{align*}
$$

(59a)

(59b)

In polar coordinates $x_d = R\cos(\theta)$, $p_d = R\sin(\theta)$, we obtain:

$$
\begin{align*}
\frac{d}{ds}R &= -\kappa R - \sin(\theta)2\bar{\beta}\sin\left(\frac{R}{2}\cos(\theta)\right)\cos\left(\frac{R}{2}\cos(\theta) + x_1^*(s) + \xi_d \sin(\nu_d s)\right), \\
\frac{d}{ds}\theta &= -1 - \bar{\beta}\cos^2(\theta)\frac{\sin(\frac{R}{2}\cos(\theta))}{\frac{R}{2}\cos(\theta)}\cos\left(\frac{R}{2}\cos(\theta) + x_1^*(s) + \xi_d \sin(\nu_d s)\right).
\end{align*}
$$

(60)

(61)
By definition, \( x_d(s) = p_d(s) = 0 \) for any time \( s \), corresponding to \( R = 0 \), is a solution and no other trajectories ever cross the point \( R = 0 \). Recognizing the expression \( \sin(p_d/2)/p_d^2 \in [-1, 1] \) in (61), we can bound \( |\frac{d}{ds}\theta + 1| \leq \tilde{\beta} \). A \( \frac{2\pi n}{\nu_d} \)-periodic solution has to make an integer number of laps \( m \) around the (periodically displaced) origin, including possibly \( m = 0 \). We thus need

\[
\theta(0) - \theta\left(\frac{2\pi n}{\nu_d}\right) = 2\pi m \in \left[\frac{2\pi n}{\nu_d}(1 - \tilde{\beta}), \frac{2\pi n}{\nu_d}(1 + \tilde{\beta})\right],
\]

which is equivalent to the statement.

Using the notation of Lemma 5, this criterion excludes the existence of an \((n:m)\)-subharmonic

for \( |\delta^{(n:m)}| > \tilde{\delta} \), provided \( \frac{2\pi n\tilde{\beta}}{\nu_d} < \frac{2\pi \tilde{n}\tilde{\beta}}{\nu_d} \).

(62)

3. Combining Lemma 5 and Lemma 7 into a uniform criterion on \( \beta \)

We now select \( \tilde{\delta} \) to have overlapping regions of \( 1/\nu_d \), as explained in Figure 4.

**Corollary 1.** Consider a simply connected open set \( S_p \) of possible parameter values \((1/\tilde{Q}, \nu_d, \xi_d)\) with \( \nu_d \geq \nu_{\text{min}} \) and \( \tilde{Q} \geq Q_{\text{min}} > 1/2 \). For some parameter setting in this set, consider a stable subharmonic solution of (29) of period smaller than \( 2\pi \tilde{n}/\nu_d \), \( \tilde{n} \geq 2, \tilde{n} \in \mathbb{N} \) and denote the largest period that this solution could possibly have when varying \( \nu_d \) as \( \bar{\tau} = 2\pi \tilde{n}/\nu_{\text{min}} \). If

\[
\beta < 0.53 \sqrt{\frac{1}{4Q_{\text{min}}^2} - 1},
\]

then this solution cannot undergo a period-doubling bifurcation when varying \((1/\tilde{Q}, \nu_d, \xi_d)\) in \( S_p \).

**Proof.** To cover the whole parameter space, we must match the value of \( \tilde{\delta} \) in both criteria, (44) and (62). Selecting \( \tilde{\delta} \) smaller makes (44) easier to achieve, yet it confines \( 1/\nu_d \) close to integer multiples of \( 1/n \). Conversely, selecting \( \tilde{\delta} \) larger makes (62) easier to achieve, while confining \( 1/\nu_d \) closer to half-integer multiples of \( 1/n \). The best compromise is obtained when both criteria yield the same bound on \( \tilde{\beta} \). We thus equate the right hand sides of (44) and (62), to numerically find the optimal value \( \tilde{\delta} \simeq 0.537 \frac{2\pi n}{\nu_d} \) for the boundary between red and blue regions of Figure 4. Replacing this value in (62), working back to the original variables using (32a), (32b) and imposing the condition for all parameter values then gives the stated criterion.

**Important remark:** Corollary 1 speaks of a subharmonic and this should be taken in the strict sense, i.e. \( n2\pi/\nu_d \)-periodic with \( n > 1 \). Indeed, when using Lemma 7 in the proof, we leave open the possible behavior of a \( 2\pi/\nu_d \)-periodic solution. This is however no problem for our intended use of Corollary 1 to exclude a period-doubling cascade. Indeed, we thus leave open the possibility that a \( 2\pi/\nu_d \)-periodic solution would undergo period-doubling, but the resulting subharmonic would then be covered by Corollary 1 such that further period-doubling is necessarily excluded.

Under the condition of Corollary 1, we are thus always in a zone where the considered subharmonic cannot undergo period-doubling, either thanks to Lemma 5 or because it cannot exist in the first place (Lemma 7). In other words, starting from a subharmonic of period \( 2\pi n/\nu_d \) we are necessarily in the blue zone of Fig. 4, and when moving towards the red zone of Fig. 4 this subharmonic must disappear without period-doubling.

Note that this result is independent of \( \xi_d \) (essentially the drive amplitude) and only requires a practically trivial upper bound on the dissipation \( 1/\tilde{Q} \).

Finally, to apply the Gambauz-Tresser Conjecture 1, the parameter set \( S_p \) of Corollary 1, with condition (63), should overlap with a zone where condition (42) of Lemma 2 holds (green zones on Fig. 3). Indeed, this would put us in the conditions of Fig. 3 (b): for some parameter region we know that there is a single harmonic limit cycle, while for an overlapping region we know that there can be no period-doubling cascade (starting below \( \bar{\tau} \)), and thus according to the conjecture there can be no transition into a chaotic regime.

Let us thus analyze how to combine both conditions (42) and (63). Condition (63) holds for all \( Q_{\text{min}} \geq Q \) if it holds for \( Q \). Conversely, for \( \tilde{Q} > 1/\sqrt{2} \), the right hand side of (42) is decreasing in \( \tilde{Q} \), so (42) holds for all \( \tilde{Q} \leq \tilde{Q} \) if
it holds for \( \bar{Q} \). For the regions satisfying (42) and (63) to overlap for a fixed \( \beta \), we thus need \( Q < \bar{Q} \). By inspection, the limit is obtained at \( 1/Q = 1/\bar{Q} = 0.53/\bar{\tau} < \sqrt{2} \). The associated constraint on \( \beta \) becomes:

\[
\beta < \frac{0.53}{\bar{\tau}} \sqrt{1 - \left(0.53/2\bar{\tau}\right)^2}.
\]

This concludes our results on avoiding a chaotic regime in the classical system (29). Note that our arguments are mainly based on the fact that the Josephson potential and its first derivatives are uniformly bounded, so similar results should hold in other systems with these properties.

VI. CLASSICAL ANALYSIS OF RESONANT BEHAVIOR

In the main text, we showed a clear correspondence between stable subharmonic solutions of period \( \frac{2\pi \nu_d}{\xi_d} \) and winding number \( m \) on the one hand, and the confinement of Schrödinger cat states with \( n \) legs on the other hand. Figures 3(a) and 4(a),(b) of the main text gave us a preliminary numerical account of how the drive parameters should be chosen to render the multi-photon confinement process resonant, and regular, in the non-chaotic case of \( \beta \approx 0.5 \).

In this section, we set out to obtain a simplified model that describes the resonance condition the drive parameters \( (\nu_d, \xi_d) \) need to satisfy in order to create stable \((n : m)\)-subharmonics. This analysis is performed using the method of geometric averaging. We apply this perturbative technique in the non-chaotic case of \( \beta \approx 0.5 \), treating \( \beta \) as a perturbation. However, in contrast to Section V, we will capture \( O(\beta) \) effects, and only neglect effects of \( O(\beta^2) \) in first instance.

The section is outlined as follows. After a short summary on the theory of geometric averaging for periodic systems, we obtain a class of averaged models that eliminates the dependence on time, for any fixed \((n : m)\), and discuss its symmetries. Next, we numerically analyze the equilibrium point structure of this average model for the case of the \((3 : 1)\)-resonance, and compare to the numerical Floquet-Markov simulations.

A. Summary of averaging theory

We first summarize the method of geometric averaging (originally due to Krylov and Bogoliubov [11]). Consider a general \( T \)-periodic vector field describing the dynamics of a two-dimensional state variable \( z \in \mathbb{R}^2 \). The oscillations of the vector field as a function of time \( t \) are assumed to be fast with respect to the magnitude of the vector field itself. To capture this, we introduce a small positive dimensionless variable \( \varepsilon \ll 1 \), and assume the following equations of motion for \( z \),

\[
\dot{z} = \varepsilon f(z, t), \quad z \in \mathbb{R}^2, t \in \mathbb{R},
\]

where \( f \) is assumed of the same order as the frequency of its oscillations:

\[
\|Tf\| = O(1).
\]

Another way to interpret this condition is that the state of the system should not change significantly on the timescale of the oscillations present in the vector field. To (64) we can associate an autonomous averaged vector field, by neglecting its oscillations in time:

\[
\bar{f}(\cdot) = \frac{1}{T} \int_0^T f(\cdot, t) \, dt.
\]

Based on the average vector field, one defines the averaged system

\[
\dot{\bar{z}} = \varepsilon \bar{f}(\bar{z}), \quad \bar{z} \in \mathbb{R}^2,
\]

whose solutions \( \bar{z}(t) \) are meant to approximate those of the true system (64), for small values of \( \varepsilon \). More precisely, the flow of the averaged system over one system-period provides a good approximation of the true Poincaré map of (64).

We define

\[
P_\varepsilon := \Psi_T \quad \text{with} \quad \frac{\partial}{\partial t} \Psi_t(z_0) = \varepsilon f(\Psi_t(z_0), t) \quad \text{and} \quad \Psi_0(z_0) = z_0, \quad \forall z_0 \in \mathbb{R}^2, t \in \mathbb{R}.
\]

(66a)
A standard version of the averaging theorem for periodic systems can be found in chapter 4 of [8]. We here summarize the main conclusions relevant to this work. One can establish the following local correspondences between \( f \) and \( P_\epsilon \), for small enough \( \epsilon \).

(i) Consider a solution \( \bar{z}(t) \) of (65) and a solution \( z(t) \) of (64), based at \( \bar{z}_0 \) and \( z_0 \) respectively. If \( |\bar{z}_0 - z_0| = O(\epsilon) \), then \( |\bar{z}(t) - z(t)| = O(\epsilon) \) on a timescale \( 0 < t < t_{\text{max}} = O\left(\frac{1}{\epsilon}\right) \).

(ii) Consider a hyperbolic equilibrium point \( \bar{z}^* \) of (65), namely

\[
\bar{f}(\bar{z}^*) = 0,
\]

where the stability matrix \( A(\bar{z}^*) := \nabla \bar{f}(\bar{z}^*) \) only has eigenvalues with nonzero real parts. Then there exists an \( \epsilon_0 > 0 \) such that for all \( 0 \leq \epsilon < \epsilon_0 \), \( P_\epsilon \) possesses a unique hyperbolic fixed point \( z^* \) of the same stability type as \( \bar{z}^* \), with \( z^* = \bar{z}^* + O(\epsilon) \).

(iii) Consider a trajectory \( \bar{z}_s(t) \) in the stable manifold of the hyperbolic equilibrium point \( \bar{z}^* \) of \( \bar{f} \), and let \( \mathcal{P}_h^k(z_s,0) \) be an orbit in the stable manifold of the corresponding fixed point \( z^* \) of \( P_\epsilon \), with \( z^* = \bar{z}^* + O(\epsilon) \). If \( |\bar{z}_s(0) - z_s,0| = O(\epsilon) \), then \( |\bar{z}_s(kT) - \mathcal{P}_h^k(z_s,0)| = O(\epsilon), \forall k \in \mathbb{N} \). Similar results apply for unstable manifolds of hyperbolic fixed points (in reversed time).

(iv) If for some system parameter \( \mu = \mu_0 \), the averaged vector field \( \bar{f}(\mu) \) of (65) undergoes a saddle-node bifurcation, then for \( \epsilon \) small enough, the Poincaré map \( \mathcal{P}_h^{(\mu)} \) of (64) similarly undergoes a saddle-node bifurcation, for an \( \epsilon \)-close parameter value \( \mu_{0,\epsilon} \).

Since in the main text, the quantum-classical correspondence in the asymptotic regime was shown to involve stable periodic orbits of the Poincaré map, we are interested in characterizing these as a function of system parameters. The averaging theorem justifies characterizing the equilibrium points of an averaged vector field instead, if we can identify the corresponding small parameter \( \epsilon \). We will hence study the equilibrium points of the average vector field in a well-chosen frame.

### B. General properties of \((n : m)\)-resonances

We recall the form of the classical system with symmetric dissipation rates in the two quadratures, introduced in (59):

\[
\begin{align*}
\frac{d}{ds} \bar{x} &= \bar{p} - \kappa \bar{x}, \\
\frac{d}{ds} \bar{p} &= -\bar{x} - \kappa \bar{p} - \bar{\beta} \sin(\bar{x} + \xi_d \sin(\bar{\nu}_d s)).
\end{align*}
\]

Here, the frequency of oscillation is given by the normalized drive frequency \( \bar{\nu}_d \), and should be considered of order 1. To write our system in the normal form (64), amenable to averaging, we will move to a rotating frame with frequency \( \frac{m}{n} \bar{\nu}_d \), where \( m \) and \( n \) are two strictly positive coprime integers:

\[
\begin{align*}
\bar{x} &= \cos\left(\frac{m}{n} \bar{\nu}_d s\right) u + \sin\left(\frac{m}{n} \bar{\nu}_d s\right) v, \\
\bar{p} &= \cos\left(\frac{m}{n} \bar{\nu}_d s\right) v - \sin\left(\frac{m}{n} \bar{\nu}_d s\right) u.
\end{align*}
\]

Recalling the definition of the detuning from (43),

\[
\delta = 1 - \frac{m}{n} \bar{\nu}_d,
\]

the resulting equations of motion are

\[
\begin{align*}
\dot{u} &= \delta v - \kappa u + \bar{\beta} \sin\left(\frac{m}{n} \bar{\nu}_d s\right) \sin\left( u \cos\left(\frac{m}{n} \bar{\nu}_d s\right) + v \sin\left(\frac{m}{n} \bar{\nu}_d s\right) + \xi_d \sin(\bar{\nu}_d s) \right), \\
\dot{v} &= -\delta u - \kappa v - \bar{\beta} \cos\left(\frac{m}{n} \bar{\nu}_d s\right) \sin\left( u \cos\left(\frac{m}{n} \bar{\nu}_d s\right) + v \sin\left(\frac{m}{n} \bar{\nu}_d s\right) + \xi_d \sin(\bar{\nu}_d s) \right),
\end{align*}
\]
where now $\delta$ can be considered small with respect to $\tilde{\nu}_d$. Note that we have changed the periodicity of the system, as the smallest common period of all time-dependent terms amounts to $2n\pi/\tilde{\nu}_d$. The equilibria found through an averaged model will thus correspond to $2n\pi/\tilde{\nu}_d$-periodic subharmonic solutions a priori. The averaged model is defined as
\begin{align}
\dot{u} &= \delta \dot{v} - \kappa u + \beta \dot{\tilde{\nu}}_d \int_0^{2n\pi} \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) + \tilde{v} \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) + \xi_d \sin(\tilde{\nu}_d s) \right) \right) ds, \quad (72a) \\
\dot{v} &= -\delta \dot{u} - \kappa \dot{v} - \beta \dot{\tilde{\nu}}_d \int_0^{2n\pi} \cos \left( \frac{m}{n} \tilde{\nu}_d s \right) \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) + \tilde{v} \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) + \xi_d \sin(\tilde{\nu}_d s) \right) ds. \quad (72b)
\end{align}

For the solutions of this model to correspond to the true system up to good accuracy, we need to assume that
\[ \kappa \sqrt{\dot{u}^2 + \dot{v}^2} \ll \frac{\dot{\tilde{\nu}}_d}{n}, \quad |\delta| \sqrt{\dot{u}^2 + \dot{v}^2} \ll \frac{\dot{\tilde{\nu}}_d}{n}, \quad \beta \ll \frac{\dot{\tilde{\nu}}_d}{n}. \]

The general correspondences between the averaged model and the true system summarized in the previous section are asymptotic in nature however, so there are no clear a priori allowable values for $(\kappa, \delta, \beta)$ (and corresponding regions in phase space) for which averaging is valid. Explicit bounds on these values fall beyond the scope of this work. We will thus study the averaged model (72) as is, knowing there exist some small-enough values for $(\kappa, \delta, \beta)$ for which the obtained conclusions are valid for the true system. In Section VI C however, we compare the predictions of this averaged model to exact numerical Floquet-Markov simulations.

The stability type of an equilibrium point $(u^*, v^*)$ is defined in terms of the eigenvalues of the stability matrix
\begin{equation}
A(\dot{u}^*, \dot{v}^*) = \begin{pmatrix}
-\kappa & \delta \\
-\delta & -\kappa
\end{pmatrix}
+ \beta \dot{\tilde{\nu}}_d \left( \int_0^{2n\pi} \sin \left( \frac{n}{m} \tilde{\nu}_d s \right) \cos \left( \frac{m}{n} \tilde{\nu}_d s \right) \cos(\xi(s)) \right) ds
- \int_0^{2n\pi} \cos^2 \left( \frac{m}{n} \tilde{\nu}_d s \right) \cos(\xi(s)) \right) ds
- \int_0^{2n\pi} \sin \left( \frac{n}{m} \tilde{\nu}_d s \right) \cos \left( \frac{m}{n} \tilde{\nu}_d s \right) \cos(\xi(s)) \right) ds
\right),
\end{equation}

with
\[ \xi(s) = \tilde{u}^* \cos \left( \frac{m}{n} \tilde{\nu}_d s \right) + \tilde{v}^* \sin \left( \frac{m}{n} \tilde{\nu}_d s \right) + \xi_d \sin(\tilde{\nu}_d s). \]

If both eigenvalues of $A$ have strictly negative real parts, $(\dot{u}^*, \dot{v}^*)$ corresponds to a stable node. If $A$ has one eigenvalue with strictly positive real part and a second with strictly negative real part, we speak of a saddle point. If both eigenvalues of $A$ have strictly positive real parts, the equilibrium point corresponds to a source.

The dissipative nature of (72) dictates that equilibrium points $(\dot{u}^*, \dot{v}^*)$ necessarily correspond to either stable nodes or saddle points, and no sources are allowed. This is easy to see by considering $\text{Tr}(A) = -2\kappa$, so the eigenvalues of $A$ must sum to $-2\kappa$. Furthermore, since $A$ only has real entries, its eigenvalues are either both real, or are a complex conjugate pair. Then it easily follows that the eigenvalues $\eta_{\pm}$ of $A$ can be written as
\[ \eta_{\pm} = -\kappa \pm \chi, \]
where $\chi$ is either strictly positive or purely imaginary. Consequently, the only possible bifurcation mechanism is a saddle-node bifurcation where $\eta_+ = 0$, for $\chi = \kappa$. At this bifurcation point, a saddle-node pair is either created or annihilated together (depending in which direction one changes the system parameters). Denoting the total number of nodes by $N_a$, and the total number of saddle points by $N_s$, this implies that for any set of system parameters $(\kappa, \delta, \beta, \xi_d)$, $N_a - N_s$ remains constant. For system (72), we can prove that $N_a - N_s \equiv 1$. The main idea behind the proof is a standard topological argument based on the Poincaré index (see Proposition 1.8.4 of [8]) of a closed curve $\mathcal{C}$ encircling all the equilibria[13]. The index theorem equates $N_a - N_s$ to the number of turns made by the vector field when traversing the curve $\mathcal{C}$, and for our system this number of turns amounts to 1.

We now turn to finding the equilibrium points of (72). It is instructive to perform the equilibrium point analysis in polar coordinates,
\begin{align}
\dot{u} &= R \sin(\theta), \\
\dot{v} &= R \cos(\theta).
\end{align}

The equivalent vector field for $(\theta, R)$ becomes
\begin{align}
\dot{\theta} &= \delta + \beta g^{(n;m)}(\theta, R, \xi_d), \\
\dot{R} &= -\kappa R + \beta h^{(n;m)}(\theta, R, \xi_d),
\end{align}
with
\[ g^{(n:m)}(\theta, R, \xi_d) = \begin{cases} 
\sum_{k=-\infty}^{\infty} \cos(kn\theta)J_{1+kn}(R)J_{-km}(\xi_d), & m + n \text{ even,} \\
\sum_{k=-\infty}^{\infty} \cos(2kn\theta)J_{1+2kn}(R)J_{-2km}(\xi_d), & m + n \text{ odd,}
\end{cases} \tag{76a} \]
\[ h^{(n:m)}(\theta, R, \xi_d) = \begin{cases} 
-\sum_{k=-\infty}^{\infty} \sin(kn\theta)J_{1+kn}(R)J_{-km}(\xi_d), & m + n \text{ even,} \\
-\sum_{k=-\infty}^{\infty} \sin(2kn\theta)J_{1+2kn}(R)J_{-2km}(\xi_d), & m + n \text{ odd,}
\end{cases} \tag{76b} \]

where \( J_l \) is the \( l \)'th order Bessel function of the first kind. To make the notation more uniform, we will introduce the parity
\[ r := (m + n) \mod 2 = \begin{cases} 
0, & m + n \text{ even,} \\
1, & m + n \text{ odd,}
\end{cases} \]
and drop the superscript \((n:m)\) to make the notation less heavy, while it should be remembered that \( g \) and \( h \) depend on the pair of coprime integers \((m, n)\). In this way we can write
\[ g(\theta, R, \xi_d) = \sum_{k=-\infty}^{\infty} \cos((1 + r)kn\theta)J_{1+(1+r)kn}(R)J_{-(1+r)km}(\xi_d), \tag{77a} \]
\[ h(\theta, R, \xi_d) = -\sum_{k=-\infty}^{\infty} \sin((1 + r)kn\theta)J_{1+(1+r)kn}(R)J_{-(1+r)km}(\xi_d). \tag{77b} \]

As an immediate observation, for any value of \( \kappa, \beta \) and \( \delta \), if either \( n \geq 2 \), or \( n = 1 \) and \( r = 1 \), the origin \( R = 0 \) corresponds to an equilibrium point, since \( h(\theta, 0, \xi_d) = 0, \forall \theta, \xi_d \). Since we are interested in finding subharmonic solutions with \( n > 1 \), we can exclude the case \( n = 1, r = 0 \) however, so we can always assume the origin to be an equilibrium point. Subsequently excluding the origin, the remaining equilibria \((\theta^*, R^*)\) can be sought for by solving
\[ \delta = -\beta g(\theta^*, R^*, \xi_d), \tag{78a} \]
\[ \kappa = -\beta h(\theta^*, R^*, \xi_d). \tag{78b} \]

Thus excluding the origin, whenever we find a node (resp. saddle point) we know there must exist a corresponding saddle point (resp. node). For this reason, we do not focus on the stability type for now, and postpone this question to Section VI C. The rest of this section is outlined as follows. First, a set of global symmetries of the set of equilibria is discussed. Next, in Section VI B 2 we consider some insightful limiting cases, for which analytical conclusions can be obtained. Section VI C then details a numerical approach for characterizing the set of equilibria, for the case \( m = 1, n = 3 \).

1. **Global symmetries**

The averaged model (72) adheres to a global rotational symmetry, causing a degeneracy in the set of equilibria.

(i) The averaged vector field is invariant under rotation by an angle \( \frac{2\pi}{n(1+r)} \), since \( h(\theta + \frac{2\pi}{n(1+r)}, \cdot, \cdot) = h(\theta, \cdot, \cdot) \). This means that for any trajectory \((\theta(s), R(s))\), another solution is obtained by considering \((\theta(s) + k\frac{2\pi}{n(1+r)}, R(s))\), \( k = 1, \ldots, (1 + r)n - 1 \). In particular, any equilibrium \((\theta^*, R^*)\) is part of a group of \((1 + r)n\) equilibria of the same stability type.

(ii) In the Hamiltonian limit of \( \kappa = 0, \dot{R} = 0 \) is automatically satisfied for
\[ \theta^* = \frac{k\pi}{n(1+r)}, k = 0, \ldots, (1 + r)n - 1, \tag{79} \]
readily identifying a subset of possible equilibria. Note that for any value of \( R^* \), the detuning can be chosen to satisfy (78a), so such equilibria must exist for
\[ \delta \in \left[-\tilde{\beta}g_{\text{sup}}, -\tilde{\beta}g_{\text{inf}}\right], \]
where
\[
g_{\text{inf}} := \inf_{\theta^* \in \{0, \frac{\pi}{n(1+r)} \}, R > 0} \frac{g(\theta^*, R, \xi_d)}{R}, \\
g_{\text{sup}} := \sup_{\theta^* \in \{0, \frac{\pi}{n(1+r)} \}, R > 0} \frac{g(\theta^*, R, \xi_d)}{R},
\]

Since \( g \) is bounded, these limits are well-defined.

(iii) Still in the Hamiltonian case, an extra symmetry of (75) can be established:
\[
\theta \rightarrow -\theta, \\
s \rightarrow -s.
\]

The system is therefore called reversible, due to this time-reversal symmetry. The symmetry (80) has no immediate extra consequences for any of the equilibria satisfying \( \theta^* = k \frac{\pi}{n(1+r)} \), since the set is invariant under \( \theta \rightarrow -\theta \). However, any equilibrium \((\theta^*, R^*)\) that is not of this form must necessarily come with a second equilibrium \((-\theta^*, R^*)\) of the same stability type. This symmetry is broken for \( \kappa > 0 \), but one can expect a certain approximate symmetry to hold, as an infinitesimal amount of dissipation can only change the phase portrait in a continuous manner.

2. Limiting behavior

There are two interesting limits to be considered in terms of the distance \( R \) to the origin.

- For \( R \ll 1 \), we can Taylor expand (75) to obtain up to leading order, for \( n > 1 \):
  \[
  \dot{\theta} = \delta + \frac{\tilde{\beta}}{2} J_0(\xi_d) + \mathcal{O}(R), \\
  \dot{R} = -\kappa R + \mathcal{O}(R^2).
  \]

The origin of phase space is seen to be a stable node for \( \kappa > 0 \), and a center in the limit of \( \kappa \rightarrow 0 \). We call this equilibrium the nominal point. Close to the origin, the averaged model describes an essentially linear system (harmonic oscillator). The Josephson nonlinearity only shows itself in the fact that the frequency of this effective harmonic oscillator depends on the drive amplitude \( \xi_d \), which is not the case for the response of a purely linear system. We call this drive-induced frequency shift the AC-Stark shift of the oscillator:
\[
\Delta_{\text{AC}} := \frac{\tilde{\beta}}{2} (J_0(\xi_d) - 1).
\]

One important conclusion is that the AC-Stark shift shows oscillatory behavior with \( \xi_d \), and remains bounded as a function of the drive amplitude \( \xi_d \).

- The opposite limit can also be taken. Consider a candidate equilibrium point \((\theta^*, R^*)\) and let \( R^* \rightarrow \infty \). Since \( g \) is a bounded function of \( R \), we obtain
  \[
  \dot{\theta} = \delta + \mathcal{O}\left(\frac{1}{R^*}\right).
  \]

As \( R^* \rightarrow \infty \), the value of \(|\delta|\) that is allowed for an equilibrium point to occur tends to zero. In terms of the original drive frequency this implies
\[
\tilde{\nu}_d = \frac{n}{m} + \mathcal{O}\left(\frac{1}{R^*}\right).
\]

The effect of the nonlinearity of the Josephson junction thus effectively disappears, and we obtain a resonance condition based solely on the linear part of the system. We can apply the same reasoning to the dissipation rate \( \kappa \), as also \( h \) is bounded in \( R \). For an equilibrium point to occur at a distance \( R^* \), we need
\[
\kappa = \mathcal{O}\left(\frac{1}{R^*}\right).
\]
There is one more limit that allows for a simple analytical estimate, namely the limit of weak driving: $\xi_d \ll 1$. In this case we can replace the Bessel functions by an appropriate asymptotic expansion to obtain the leading-order contributions in (75). The asymptotic expansion

$$J_l(\xi_d) \sim \frac{\xi_d^l}{2^l l!}, \ l, \xi_d > 0$$

is valid for $\xi_d \to 0$. We obtain the following leading-order equation:

$$\dot{\theta} = \delta + \tilde{\beta} \frac{J_l(R)}{R} + O\left(\frac{\xi_d^{1+r}m}{2^{1+r}m(1+r)!}\right),$$

$$\dot{R} = -\kappa R - (-1)^m \tilde{\beta} \sin((1+r)n\theta) \frac{\xi_d^{1+r}m}{2^{1+r}m(1+r)!} \left(J_l(1+r)n+1(R) + (-1)^n J_l(1+r)n-1(R)\right)$$

$$+ O\left(\frac{\xi_d^{2(1+r)m}}{2^{2(1+r)m}(2(1+r)m)!}\right).$$

In this case, it is $\delta$ that first determines $R^*$ such that $-\delta/\tilde{\beta} \simeq J_l(R^*)/R^*$ (though possibly not uniquely), and the value of $\theta$ can then be chosen as to satisfy $\dot{R} = 0$ in (84b). Note that this last equation always allows for a solution $\theta^*$ as long as the dissipation rate $\kappa$ is small enough. In the limit of $\kappa = 0$, $\theta^* = \frac{\pi k \xi_d}{m(1+r)}$, $k = 0, \ldots, (1+r)n-1$ provides a class of solutions. However, for decreasing $\xi_d$, the averaged model tells us that the oscillator must be increasingly high-Q to observe the corresponding subharmonic resonance. Indeed, using the boundedness of $J_l(1+r)n\pm1(R)/R$ for $n > 1$, it easily follows from (84b) that

$$\kappa < \frac{\tilde{\beta} \xi_d^{1+r}m}{2^{1+r}m-1(1+r)!} + O\left(\frac{\xi_d^{2(1+r)m}}{2^{2(1+r)m}(2(1+r)m)!}\right)$$

must be satisfied for there to exist any equilibria. Note that odd-parity processes $(r = 1)$ are suppressed, in the sense that asymptotically, for small $\xi_d$, one needs a much higher-Q system to observe them.

The general equilibrium point structure of the averaged model is quite complicated, and especially the sequence of bifurcations upon varying parameters is increasingly complicated. In the next subsection, we adopt a numerical approach to characterize this equilibrium point structure as a function of the drive parameters.

### C. Numerical approach for $(n : m) = (3:1)$

Note that for any fixed equilibrium $(\theta^*, R^*)$, and any given drive amplitude $\xi_d$, one obtains the corresponding values of $(\kappa, \delta)$ by forwardly computing them from (75). If on the other hand, we want to fix the system parameters beforehand, and look for equilibrium points, one has to resort to a numerical root-finding algorithm. To avoid having to use root-finding algorithms in the two variables $(\theta, R)$ we make an observation. Note that the dissipation rate $\kappa$ is fixed at the fabrication of the device, whereas $\delta$ corresponds to a drive-detuning that is typically adjusted online. This allows us to adopt the following strategy to find the equilibria of (75) as a function of $(\beta, \kappa, \delta, \xi_d)$, using a reliable one-dimensional root-finding algorithm. First fix the values of $\tilde{\beta}, \kappa$ and the $R^*$-value of the sought-for equilibrium. Next, from (75b), root-find possible $\theta^*$-values that give rise to $\dot{R} = 0$. For this we used a simple algorithm based on sign changes of $\dot{R}$ as function of $\theta$. If no such sign changes are found, we conclude that no equilibria exist for the given values of $(\kappa, \delta, R^*)$. For every $\theta^*$ that does give rise to $\dot{R} = 0$, from (75a), we can forwardly compute the (unique) value

$$\delta = -\tilde{\beta} \frac{g(\theta^*, R^*, \xi_d)}{R^*}$$

such that also $\dot{\theta} = 0$ and $(\theta^*, R^*)$ is indeed an equilibrium point. As a note aside, the point $R^* = 0$ should be omitted, as $\dot{\theta}$ is ill-defined at the origin. From (81b), we know that the origin is always an equilibrium point however, and corresponds to a stable node when $\kappa > 0$.

Afterwards, the stability type of the corresponding equilibrium can be determined by performing a linearization analysis on (72). We recall that if the eigenvalues of $A(R^* \sin(\theta^*), R^* \cos(\theta^*))$ (as defined in (73)) both have strictly negative real parts, then $(\theta^*, R^*)$ corresponds to a stable node. If one of the eigenvalues has a strictly positive real
part, then \((\theta^*, R^*)\) corresponds to a saddle point. In practice, it suffices to compute the determinant of \((73)\). This determinant is evaluated numerically in \((\theta^*, R^*)\).

FIG. 5: Numerical account of the bifurcation structure of the averaged model \((75),(77)\) when varying the detuning \(\delta\), for \(\tilde{\beta} = 0.5\), \(\kappa = 10^{-5}\), and \(\xi_d = 1.7\). The possible equilibria \((\theta^*, R^*)\) were determined by imposing \(\dot{R} = 0\) (see \((78b)\)). Two projections are given for the remaining relation \(\delta = -\tilde{\beta}g(\theta^*, R^*, \xi_d)/R^*\), relating the detuning \(\delta\) to the polar coordinates \((\theta^*, R^*)\) of the equilibrium point. (top): The possible equilibria satisfying \(\dot{R} = 0\) (see \((78b)\)) are plotted, omitting the corresponding (uniquely defined) value of \(\delta\). Stable nodes are shown in green, while saddle points are shown in red. One can clearly see the rotational symmetry over an angle \(\frac{2\pi}{n(1+r)} = 2\pi/3\) of the equilibrium point structure, which was introduced in Section VI B 1. Equilibria close to the origin \((R < 5\) here) occur approximately at angles \(\theta = k\pi/3, k = 0 \ldots 5\). (bottom): \(\delta\) is plotted as a function of \(R^*\), omitting the corresponding value of \(\theta^*\). Correspondingly, every displayed point corresponds to a triplet of equilibria, at the same distance \(R\) from the origin, and angles \(\pm 2\pi/3\) apart. At local extremal points of \(\delta\), a saddle-node bifurcation takes place, since three nodes and three saddles locally (dis)appear at these extrema. The bifurcation mechanisms from situation (a) to (e) are discussed in the text.
1. Bifurcation structure

In Figure 5, an account is given of the equilibrium point structure of the averaged model for \( m = 1, n = 3 \) (so an even-parity process, \( r = 0 \)), as a function of the detuning \( \delta \), for fixed values of \( \kappa = 10^{-5}, \beta = 0.5 \) and \( \xi_d = 1.7 \). Two projections of the relation

\[
\delta = -\hat{\beta} \frac{g(\theta^*, R^*, \xi_d)}{R^*}
\]

are given, linking the triplet \((\delta, \theta^*, R^*)\). Stable nodes are shown in green, while saddle points are shown in red. On the top plot, the value of \( \delta \) is implicit. One can clearly see the rotational symmetry over an angle \( \frac{2\pi}{3(1+ r)} = 2\pi/3 \) of the equilibrium point structure, which was introduced in Section VI B.1. On the bottom plot, the value of the angle \( \theta^* \) is implicit. At local extrema of \( \delta \), a saddle-node bifurcation takes place, where three nodes and three saddles locally (dis)appear at these extrema. Combining the bottom and top plots of Figure 5, we can discuss the location of the equilibria and the bifurcations that take place, when increasing \( \delta \) gradually from point (a) to point (e).

- For the most negative values of \( \delta \), no equilibria are found for \( R > 0 \). The only equilibrium resides in the origin (not shown), and the averaged model predicts the origin to be globally attractive for any \( \kappa > 0 \). This is straightforward to prove due to the absence of other equilibria.

- Upon increasing the value of \( \delta \), from point (a) to point (b), a threefold saddle-node bifurcation (around \( R^* \approx 1 \)) takes place, simultaneously creating three saddle-node pairs at angles \( \theta^* \approx 2k\pi/3, k = 0, 1, 2 \). Upon further increasing the value of \( \delta \), the stable nodes move radially outward to larger values of \( R^* \), while the saddle points move radially inward towards the origin.

- From point (b) to (d), the saddle points move through the origin, re-exiting at angles \( \theta^* \approx \pi/3 + 2k\pi/3, k = 0, 1, 2 \) (note that in the origin \( \theta^* \) can undergo a discontinuity). In situation (c), the three saddle points coalesce in the origin, creating a degenerate point [14]. The value of \( \delta \) for situation (c) exactly compensates the AC-Stark shift (see (82)) of the oscillator:

\[
\delta = -\hat{\beta} \frac{J_0(\xi_d)}{2} \approx -0.1.
\]

- When further increasing \( \delta \), moving from situation (d) to situation (e), many different saddle-node pairs are created and move towards other equilibria as a function of the detuning \( \delta \), before subsequently recombining and annihilating in another saddle-node bifurcation. Moreover, we see that equilibria are no longer restricted to the angles \( \theta \approx \frac{k\pi}{3}, k = 0, \ldots, 5 \), as equilibria branch off and move in the angular direction in between these radial axes. Beyond the numerical results displayed in Figure 5, we have no further analytical insight in this complicated bifurcation structure. This process continues when further increasing \( \delta \), until eventually all equilibria are annihilated, corresponding to situation (e).

A schematic representation of the phase diagrams corresponding to the analogous situations (a) to (e) for the dissipationless case of \( \kappa = 0 \) is given in Figure 6 (top).

The bifurcation structure for different values of \( \xi_d \) looks qualitatively similar. Specifically, we observe that for values of \( \xi_d \in [0, 2.2] \), when driving to compensate the AC-Stark shifted frequency of the oscillator \( \delta = -\hat{\beta}J_0(\xi_d)/2 \) there exists a unique triplet of stable nodes (not shown here). The distance \( R^* \) of these nodes to the origin moreover increases monotonically from 0 to 3.3 with \( \xi_d \) going from 0 to 2.2, and for the corresponding angles we have \( \theta^* \approx 2k\pi/3, k = 0, 1, 2 \). This is true independently of the value of \( \beta \), for small enough dissipation rate \( \kappa \). Driving the oscillator around its AC-Stark shifted frequency thus identifies one favorable working regime in which the global symmetries of (79) approximately hold, and in which the stable resonant nodes are unique. In the next section, we will indeed see that the drive parameters giving rise to a confined manifold of Schrödinger cat states for the quantum system generally follow the AC-Stark shift:

\[
\delta = -\hat{\beta} \frac{J_0(\xi_d)}{2}.
\]

2. Comparison to Floquet-Markov simulations

In this section, we establish how the equilibrium point structure of the averaged classical model (75), (77) can predict the asymptotic behavior of the quantum system, as calculated by the numerical Floquet-Markov simulations outlined
in Section II. For this we consider the dissipationless case of $\kappa = 0$, as the Floquet-Markov simulations are set in the limit of a vanishing coupling rate to a thermal bath, and hence at a vanishing dissipation rate. The value of $\beta$ is chosen as to be in a regular regime, $\beta = 0.5$. We again consider the case of the $(3 : 1)$-resonance as a guiding example, while the discussion can readily be applied to other resonances.

The general correspondence that can be established between the classical and quantum system was outlined in the main text. For the case of the $(3 : 1)$-resonance, we saw that a stable 3-orbit
\[
\left\{ (x^{(3:1)}_l, p^{(3:1)}_l) \mid l = 0, 1, 2 \right\}
\]
of the Poincaré map \( \mathcal{P} \) corresponds to a triplet of Floquet modes that are of the form of three-component Schrödinger cat states, and whose quasienergies were shown to be degenerate modulo \( \nu_d/3 \), indicating a multi-photon process where three oscillator photons are converted into one drive photon and vice versa. We recall that these Schrödinger cat states are given by the superpositions of distinguishable states in phase space that closely resemble coherent states \( |\alpha_l\rangle, l = 0, 1, 2 \). The amplitudes \( \alpha_l \) of these coherent states were seen to approximately correspond (see e.g. Figure 3 (c) and (e) of the main text) to the three classical fixed points of \( \mathcal{P}^3 \),

\[
\alpha_l \simeq \frac{\hat{x}_l^{(3:1)} + i\hat{p}_l^{(3:1)}}{\sqrt{2}}, \quad l = 0, 1, 2. \tag{85}
\]

In this section, we have described a prominent class of stable \((3 : 1)\)-subharmonics corresponding to stable nodes

\[
(R^* \sin(\theta^* + 2\pi/3), R^* \cos(\theta^* + 2\pi/3)), l = 0, 1, 2.
\]

of the first-order averaged model (72), which approximate solutions of the true system. Working back to the lab frame, by undoing the rotating-frame transformation (69), we obtain that the corresponding 3-orbit of the Poincaré map \( \mathcal{P} \) corresponding to (68) is approximately of the form

\[
\hat{x}_l^{(3:1)} \simeq R^* \sin(\theta^* + 2\pi/3), \tag{86a}
\]

\[
\hat{p}_l^{(3:1)} \simeq R^* \cos(\theta^* + 2\pi/3), \tag{86b}
\]

Recall from Section I that both quadratures \( \hat{x}, \hat{p} \) were scaled by the quantum scaling parameter (see (9)) \( \lambda \) to eliminate it from the classical equations of motion. The correspondence (85) can then be worked out for the 3-orbit of the form (86), yielding

\[
\alpha_l \simeq ie^{-i(\frac{\pi l}{2\lambda} + \theta^*)} \frac{R^*}{\lambda}, \quad l = 0, 1, 2. \tag{87}
\]

With this correspondence in mind, we can now compare the classical averaged model to the numerical Floquet-Markov simulations of the infinite-time behavior of the quantum system. This is the subject of Figure 6 (bottom). To characterize the asymptotic regime, as in the main text, we consider the effective number of Floquet modes \( N_{\text{occ}} \) occupied by the asymptotic state \( \rho_\infty(\tau) \), defined as

\[
N_{\text{occ}} := \exp(S(\rho_\infty)),
\]

where \( S(\rho_\infty) \) is the von Neumann entropy of the state,

\[
S(\rho_\infty) := -\text{Tr}(\rho_\infty \ln(\rho_\infty)).
\]

\( N_{\text{occ}} \) is plotted as a function of the drive parameters \((\nu_d, \xi_d)\) in Figure 6 (bottom). From a numerical point of view, we define the resonance region for the quantum system to be the set of drive parameters \((\nu_d, \xi_d)\) for which

\[
N_{\text{occ}} \simeq 3,
\]

since when \( \rho_\infty \) is given by a uniform mixture of 3 three-component Schrödinger cat states, \( N_{\text{occ}} \) amounts to exactly 3. This quantum resonance region corresponds to the purple region in Figure 6. The black region corresponds to an essentially pure state (displaced vacuum) for \( \rho_\infty \). For the drive parameters corresponding to the white points, the numerical simulations are inconclusive to determine \( \rho_\infty \) (see Remark 1).

Superimposed on the plot is the blue line, representing the drive parameters that exactly compensate for the AC-Stark shift of the oscillator, given by

\[

\nu_d^{(3:1)} := \frac{3}{1} \left(1 + \frac{\beta}{2} J_0(\xi_d)\right). \tag{88}
\]

We can see that the general shape of the resonance region follows the oscillation of this AC-Stark shifted resonance frequency. Plotted in green are the extremal values for the drive-detuning for which the averaged model exhibits stable nodes. These necessarily coincide with a saddle-node bifurcation of the average system, and analogously to the global extrema of the analogous curves shown in Figure 5 (bottom). We can see that the green lines delimit the quantum resonance region \((N_{\text{occ}} \simeq 3)\) up to very good approximation, and hence the averaged classical model accurately predicts the drive parameters that lead to a resonant situation for the quantum system. As a point of
reference, the top of Figure 6 shows schematic diagrams of the corresponding phase-portrait of the classical averaged model (for \(\kappa = 0\)). Examples of drive parameters that give rise to the respective phase portraits are indicated on the bottom plot of Figure 6. The drive parameters are chosen such that the averaged model predicts either a unique triplets of resonant equilibria (situations (b),(c),(d)), or that only the origin remains as a center (situations (a) and (e)).

In conclusion, we can see that the general shape of the quantum resonance region in terms of drive parameters is well-described by the classical averaged model of (72). Since (72) corresponds to the lowest-order model of the perturbative method of averaging, and the value of \(\beta\) chosen is quite large to be considered a perturbation (but small enough to be in the regular, non-chaotic regime, \(\beta = 0.5\)) was not a priori given. A first limitation of any classical model in predicting the quantum resonance region, is that the classical equations of motion (68) do not show any dependence on the quantum scaling parameter \(\lambda\), which has a clear quantum effect studied in Figure 4 of the main text. We conclude with a few remarks on other limitations of classical models in predicting the resonance region for the quantum system, leading to some expected quantitative differences between the purple region and the green delimiting lines in Figure 6.

**Remark 2.** (Tunneling and far equilibria). A first aspect to be noted, is that the maximal number of Floquet modes occupied by \(\rho_\infty\) seen to be \(N_{\text{occ, max}} \simeq 3\). The possible Floquet modes that are occupied correspond to either three 3-component cat states (purple region, \(N_{\text{occ}} \simeq 3\)), or a single Floquet mode resembling a (dressed) vacuum state (black region, \(N_{\text{occ}} \simeq 1\)) [15]. Note that this is not what would be predicted by the classical averaged model in the equivalent limit of vanishing dissipation rate, since many resonant stable nodes can co-exist (see Figure 5(bottom)), and all have a non-vanishing basin of attraction. The reason for this limitation of the quantum-classical correspondence in the asymptotic regime is the specific dissipation model for the driven quantum system, consisting of a weak Hamiltonian coupling to a thermal bath. Indeed, by the extension of Fermi’s golden rule to periodically-driven systems outlined in Section II, the driven quantum system can directly transition between different Floquet modes, and is seen to converge to a mixture of Floquet modes that correspond to only a handful of the possible classical locally-stable nodes. When comparing the phase-space representation of \(\rho_\infty\) to the phase portrait of the classical Poincaré map, as in Figure 3 (c),(e) of the main text, we observe (simulations not shown here) that the dominantly-occupied Floquet modes in the resonant case always corresponds to the classical stable resonant nodes that are closest to the origin, so in terms of the averaged model, have minimal values of \(R^*\). This observation is in accordance with the energetic expectations as we assume a coupling to a zero temperature thermal bath. This fact should also find a quantitative explanation through the application of semiclassical quantization methods based on the effective potential landscape associated to the nested irrational tori of the Poincaré map [2, 3]. For the regular, non-chaotic regime of periodically driven systems in a Floquet-Markov-limit similar to this work, a Boltzmann distribution with a winding-number-dependent effective temperature has been shown to predict the distribution of Floquet modes [10]. Such an analysis falls beyond the scope of this letter however. As a last point, note that far-away resonant stable nodes might become relevant for the transient, finite-time behavior of the system. This is not the subject of this work however.

**Remark 3.** (Basins of attraction). A second main difference between the classical averaged model and the behavior of the quantum system lies in the fact that quantum states occupy a finite minimal surface area in phase space given by the Heisenberg uncertainty principle. In this way, classical stable nodes with a small basin of attraction [16] cannot be resolved by the quantum system, as the quantum wave-packet is forced to spread outside of the basin of attraction. Concretely, if the basin of attraction of a stable node is smaller than the surface in phase space occupied by a quantum coherent state \(|\alpha_i\rangle\), the correspondence in the main text should be expected to break down. Such small basins of attraction for the classical system occur close to a saddle-node bifurcation point for example, and we cannot expect the corresponding resonant stable nodes to give rise to a resonant quantum regime. The same argument holds when the resonant nodes are sufficiently close to the origin, as the quantum state spreads over multiple classical basins of attraction (not shown here). This potentially explains the black region around \(\xi_d \in [0, 0.3], \nu_d \in [3.67, 3.73]\), as \(\nu_d\) is close to the saddle-node bifurcations of the green curves, and moreover, for small values of \(\xi_d\), the stable nodes are created close to the origin (not shown here).

**Remark 4.** (Hilbert space truncation). Lastly, from (87), we can see that the average number of photons of the coherent state \(|\alpha_i\rangle\) is approximately given by

\[
\bar{n} := |\alpha_i|^2 \simeq \frac{R^2}{4\lambda}.
\]

Depending on the value of the quantum scaling parameter \(\lambda\), many of the equilibria represented in Figure 5 thus correspond to a very high average number of photons in the oscillator. Indeed for a “nominal” experimental value of \(\lambda = 0.2\), and for a reference value of \(R = 3\), the corresponding mean number of photons amounts to

\[
\bar{n} = \frac{R^2}{4\lambda^2} \simeq 56.
\]
Hence equilibria of the averaged model corresponding to very large \( R^* \)-values are not captured by the numerical simulations, due to a finite truncation of the Hilbert space. Depending on the value of \( \lambda \), we might not be able to capture such far-out equilibria of the classical system, as most of our simulations were performed using 300 Fock states. Therefore, the number of Fock states was chosen as to capture the coherent states corresponding to the stable nodes of the averaged model that are closest to the origin, for the smallest value of the quantum scaling parameter \( \lambda \) considered, namely \( \lambda = 0.2 \). Such an analysis reveals that 150 Fock states should suffice, and we see that the simulations have fully converged for 300 Fock states, for any purple or black point in Figure 6(bottom). We recall that the white points in Figure 6(bottom) are not due a truncation of Fock space. All the relevant individual Floquet modes have fully converged with 300 Fock states, but the specific mixture of Floquet modes in \( \rho_\infty \) is not uniquely defined for these points (see Remark 1).
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