A DIFFUSION MODEL PREDICTS 3D SHAPES FROM 2D MICROSCOPY IMAGES
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ABSTRACT

Diffusion models are a special type of generative model, capable of synthesising new data from a learnt distribution. We introduce DISPR, a diffusion-based model for solving the inverse problem of three-dimensional (3D) cell shape prediction from two-dimensional (2D) single cell microscopy images. Using the 2D microscopy image as a prior, DISPR is conditioned to predict realistic 3D shape reconstructions. To showcase the applicability of DISPR as a data augmentation tool in a feature-based single cell classification task, we extract morphological features from the red blood cells grouped into six highly imbalanced classes. Adding features from the DISPR predictions to the three minority classes improved the macro F1 score from $F_1\text{macro} = 55.2 \pm 4.6\%$ to $F_1\text{macro} = 72.2 \pm 4.9\%$. We thus demonstrate that diffusion models can be successfully applied to inverse biomedical problems, and that they learn to reconstruct 3D shapes with realistic morphological features from 2D microscopy images.

1. INTRODUCTION

Diffusion models are a class of generative models, showing superior performance as compared to other generative models in creating realistic images when trained on natural image datasets. We apply a diffusion model to the reconstruction of three-dimensional single cell shapes (3D) from two-dimensional (2D) microscopy images, using the 2D image as a prior.

![Fig. 1. Diffusion steps of one forward pass through DISPR visualized during inference between step \( t = 999 \) with the largest amount of Gaussian noise and the DISPR prediction of \( t = 0 \), for a stromocyte cell (see section 2). Note that the zoom level in the visualizations is not uniform.](image)

Our work is motivated by the observation that imaging speed is a central limitation for microscopic confocal imaging of single cells. This is due to the fact that the sequential imaging and stacking of slices of 2D images is time-consuming and toxic for cells. However, the benefits of 3D microscopy are staggering: assessing morphological information of individual cells—such as their volume, shape or surface—via 3D microscopy promises new insights into blood disorders such as sickle cell anemia [1]. Imaging a large number of cells at high resolution in 3D is rather costly. Therefore, researchers have to find ways how they can optimally balance throughput and resolution of 3D microscopy data.

![Fig. 2. DISPR is trained to denoise the 3D volume \( x_{0,1} \) containing added stochastic Gaussian noise, to obtain \( x_{3,2-1} \), thus reversing the noising step \( q \). In each forward pass \( p_q \), we constrain our 3D model with one 2D image \( b \) containing a fluorescent image and a mask. During inference, the forward pass \( p_q \) is repeated \( T \) times to obtain the prediction \( x_{6,0} \) (see section 2).](image)

A second challenge in the medical domain, especially in 3D microscopy, is the manual labor involved in labeling, segmenting and annotating data samples. This dependence makes it both time consuming and expensive. Moreover, datasets are most likely imbalanced, further impeding the application of deep learning methods [2]. Data augmentation techniques generate synthetic training samples from the training dataset, adding to the total volume of training data available for deep learning models. The distributional nature of our model lends itself particularly well for data augmentation. We demonstrate this in a red blood cell classification task, where we augment the training set with synthetic samples and train a classifier.

Existing approaches [3, 4] aim to predict a single, deterministic reconstruction of a biological structure for each single 2D input. Others focus on predicting the shapes of natural objects such as air planes, cars, and furniture from photographs, creating either meshes [5, 6], voxel volumes [7, 8], or point clouds [9]. In the biomedical domain, SHAPR, a deterministic autoencoder, was developed by Waibel et al. to predict the shape and morphology of individual mammalian cells from 2D microscopy images [3]. SHAPR
2. METHODS

We first provide a brief overview of diffusion models in general before detailing the specific architectural choices of DISPR, our model for predicting 3D cell shapes from 2D microscopy images.

A diffusion model contains two processes, a forward diffusion process and a reconstruction (or denoising) process. In the forward diffusion process, Gaussian noise is successively added to an input image in a predefined number of steps, generating a sequence of images with increasing noise. This sequence will in the limit approach a normal distribution with unit variance, losing all information. The sequences of noisy images will then serve as the training data for the reconstruction process. The diffusion model is trained to recover the original image given the sequence of noisy images, in essence denoising them.

To describe the forward diffusion process, let \( x_0 \) denote the original 3D image. We denote the normal distribution with mean \( \mu \) and variance \( \beta \) applied to \( x_0 \) by \( \mathcal{N}(x_0; \mu, \beta) \). The forward diffusion of \( x_{t-1} \) to \( x_t \) is recursively given by

\[
q(x_t | x_{t-1}) = \mathcal{N}(x_t; \sqrt{1 - \beta_t} x_{t-1}, \beta_t I),
\]

where \( I \) denotes the identity matrix. Note that we allow the variance \( \beta_t \) to increase with each step [16, 11]. The forward diffusion process is repeated for a fixed, predefined number of steps \( T \). In our case, in line with the literature, we set \( T = 1000 \). Repeated application of Eq. (1) to the original image \( x_0 \) and setting \( \alpha_t = 1 - \beta_t \) and \( \bar{\alpha}_t = \prod_{i=1}^{t-1} \alpha_i \) yields

\[
q(x_t | x_0) = \mathcal{N}(x_t; \sqrt{\bar{\alpha}_t} x_0, (1 - \bar{\alpha}_t)I).
\]

Hence \( x_t \) can be written in terms of \( x_0 \) [16, 11] as

\[
x_t = \sqrt{\bar{\alpha}_t} x_0 + \sqrt{1 - \bar{\alpha}_t} \epsilon \quad \text{with} \quad \epsilon \sim \mathcal{N}(0, I).
\]

The diffusion model is trained to reverse the forward process by removing noise with each forward pass \( p \) through the model, trying to predict \( x_{t-1} \) from the input \( x_t \) (see Fig. 2 for a visualization of the diffusion process during inference). Wolleb et al. [14] used a U-Net model that at each step is trained to predict the probability density function \( f(x_t) \) from \( x_t \) for all \( t \in \{1, ..., T\} \), where \( x_{T-1} \) serves as the ground truth. With the model parameters denoted by \( \theta \), we can then write the reverse process \( p_0 \) as

\[
p_0(x_{t-1} | x_t) = \mathcal{N}(x_{t-1}; \mu_0(x_t, t), \Sigma_0(x_t, t)).
\]

Ho et al. [16] derive the formula for the forward pass of the model as

\[
x_{t-1} = \frac{1}{\sqrt{\alpha_t}} (x_t - \frac{1}{\sqrt{1 - \alpha_t}} \epsilon_0(x_t, t)) + \sigma_t z,
\]

with \( \sigma_t \) being the variance scheme the model can learn [11]. Component \( z \) in equation 5 reflects the stochastic sampling process. The model is trained with input \( x_t = \sqrt{\bar{\alpha}_t} x_0 + \sqrt{1 - \bar{\alpha}_t} \epsilon \) to subtract the noise scheme \( \epsilon_0(x_t, t) \) from \( x_t \) according to equation 5.

2.1. DISPR

We use 2D images to constrain the 3D image generation. In each training and evaluation step the 2D image \( b \in \mathbb{R}^2 \) is concatenated to the noisy segmentation mask \( x_{b,t} \in \mathbb{R}^3 \). The groundtruth volume for each input image is \( x_{b,0} \in \mathbb{R}^3 \). This leads to

\[
x_{b,t-1} = \frac{1}{\sqrt{\alpha_t}} \left( x_{b,t} - \frac{1}{\sqrt{1 - \alpha_t}} \epsilon_0(x_{b,t} \oplus b, t) \right) + \sigma_t z.
\]

---

1See https://github.com/marrlab/DISPR.
During inference, a noisy image \( x_{n,T} \), is passed \( T \) times through the model (Fig. 3). Because of the stochasticity of \( x_{n,T} \) the diffusion model \( f_{n}(x_{T,b}) = p_{0}(...p_{T}(x_{T,b})) \) predicts different outputs \( x_{n} \) after \( T = 1000 \) forward passes through the model, which all represent realistic reconstructions of the 2D image constraint \( b \) (see Fig. 1).

### 2.2. Dataset

We use a publicly-available red blood cell dataset published by Simionato et al. [17]. It consists of 825 3D images of red blood cells recorded with a confocal microscope. All cells are available as segmented 3D images [3, 18]. Each image is contained in a \( 64 \times 64 \times 64 \) voxel grid. Each cell is assigned to one of the following six classes, with \( \theta \) being the number of images in each class: (i) SDE shapes \( (n = 602) \), (ii) cell clusters \( (n = 69) \), (iii) multilobates \( (n = 12) \), (iv) keratocytes \( (n = 31) \), (v) knizocytes \( (n = 23) \), or (vi) acanthocytes \( (n = 88) \). Note that Spherocytes, stomatocytes, discocytes, and echinocytes are combined into the SDE shapes class, which is characterized by the stomatocyte-discocyte-echinocyte transformation [17]. The 2D images contained in the provided dataset have been extracted from the central slide of each 3D image and segmented by thresholding, thus resulting in a \( (64,64) \) pixel size.

### 3. EXPERIMENTS

We split the dataset into five folds with a 80%/20% train/test split, ensuring that each image is contained in the test set exactly once.

![Fig. 4.](image) With the predictions of DISPR we obtain a lower relative volume error as compared to the extrapolations of two naive models, the cylinder and ellipsoid fit, as well as predictions of SHAPR [3] and the predictions of SHAPR using the topological loss [4]. DISPR also outperforms the other models with respect to the surface area error, surface roughness error, and relative surface curvature error. Note that the relative errors of the predictions of DISPR contain five times as many datapoints than the others.

![Table 1](image)

| Relative error | Model        | Median \( \mu \pm \sigma \) |
|----------------|--------------|-----------------------------|
| Volume         | Cylinder fit | 0.32 ± 0.22                 |
|                | Ellipsoid fit| 0.40 ± 0.23                 |
|                | SHAPR        | **0.15 ± 0.18**             |
|                | Topo SHAPR   | 0.26 ± 0.27                 |
|                | Topo SHAPR   | **0.15 ± 0.20**             |
| Surface area   | Cylinder fit | 0.30 ± 0.19                 |
|                | Ellipsoid fit| 0.41 ± 0.19                 |
|                | SHAPR        | 0.15 ± 0.11                 |
|                | Topo SHAPR   | 0.14 ± 0.16                 |
|                | Topo SHAPR   | **0.11 ± 0.15**             |
| Surface roughness | Cylinder fit | 0.26 ± 0.17                 |
|                | Ellipsoid fit| 0.48 ± 0.19                 |
|                | SHAPR        | 0.32 ± 0.16                 |
|                | Topo SHAPR   | 0.28 ± 0.17                 |
|                | Topo SHAPR   | **0.15 ± 0.23**             |
| Curvature      | Cylinder fit | 4.79 ± 1.36                 |
|                | Ellipsoid fit| 0.38 ± 0.21                 |
|                | SHAPR        | 0.30 ± 0.21                 |
|                | Topo SHAPR   | 0.28 ± 0.24                 |
|                | Topo SHAPR   | **0.17 ± 0.12**             |

Table 1. Median, mean (\( \mu \)), and standard deviation (\( \sigma \)) of relative errors (lower values are better; best result is marked in **bold**).

We trained five separate models, one for each split for 85000 steps with \( T = 1000 \), and the hyper-parameters provided by Wolleb et al. [14]. We trained and evaluated the model on a compute cluster containing Tesla V100 GPUs with 16GB memory. Due to GPU memory constraints we had to run the models with a batch-size of one. We used a learning rate of \( 10^{-4} \), with no weight decay, a linear noise scheduler, and the Adam optimizer. The number of channels in the first layer were 32, and the layers of our multilhead attention layers had a resolution of 16. We used a uniform sample scheduler for the diffusion steps. Each model was trained for 85000 steps which took roughly 60 hours, summing up to 300 hours of training time for five models. During inference the model took on average 4:45 minutes for each prediction, summing up to approximately 330 hours for 4125 predictions, as we predict five 3D cell shapes for each 2D input image.

We evaluate each of the five trained diffusion models on every image \( b \) in the test set five times to obtain five shape predictions. As each model is tested on 165 2D images, this adds up to \( 165 \cdot 25 = 4125 \) predicted cell shapes. Due to the stochasticity of the diffusion model, variations between the predicted shapes occur and each predicted cell is unique (see Fig. 3). To quantify the performance of our model, we compare biologically relevant features such as the volume, surface area, surface roughness, and convexity to the groundtruth to reconstructions obtained from SHAPR [3] or its topology-aware variant [4]. To date, these models constitute the state-of-the-art for this shape reconstruction task. As additional comparisons, we use two naive baseline models, a cylinder and ellipsoid fit, where we extrapolate the 3D shape from the 2D segmentation mask, similar to Waibel et al. [3]. We calculate the mean of the major and minor axis of an ellipse fitted to the 2D segmentation outline and use this as the cylinder’s extent in the third dimension and as the
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the test set exactly once. The random forest models are trained with 1000 estimators and a depth of 10.

To oversample the three smallest classes, we predict five 3D cell shapes for each 2D image of the three smallest classes contained in the dataset (multilobates, keratocytes, and knizocytes) (see Fig. 5a). In a second step, we add features extracted from DISPR’s predictions to the respective training sets, if the same cell was already contained in the training dataset. Thereby we ensure that no overlap between the train and test set occurs. By enriching the groundtruth features with features obtained from the predictions of DISPR, the classification performance significantly increased ($F_{1\text{macro}} = 72.2 \pm 4.9\%$, $F_{1\text{weighted}} = 88.6 \pm 1.1\%$, mean±sdev, $n = 5$ cross-validation runs) as compared to using groundtruth microscopy image features only ($F_{1\text{macro}} = 55.2 \pm 4.6\%, F_{1\text{weighted}} = 85.7 \pm 2.1\%$ (see Fig 5b)) in a fivefold cross-validation (see Fig. 5b). The largest improvements were found for those classes to which we added features, especially for the keratocytes, the number of correctly classified cells increased from 14 to 24 and for the multilobate cells from 1 to 8 correct classifications (see Fig 5c).

5. DISCUSSION

We demonstrate that DISPR reconstructs 3D shapes from 2D microscopy images by comparing relevant morphological features. Class-specific morphological feature distributions from the ground truth dataset are captured in the model distribution and suggests that our approach is capable of data augmentation.

The lower relative surface roughness and curvature error further suggest improvements in predicting morphological properties compared to other state of the art models. This also gives credence to our visual impression, that our model is able to predict 3D shapes that are more realistic. Additionally, we show that the morphological features do not only appear more realistic, but DISPR can be utilized for generating training data, used in a classification task, leading to significant improvements especially on minority classes, emphasising the utility of DISPR for generating data. DISPR, is not restricted to single cells, and may be applied to other reconstruction tasks as well.

We acknowledge that DISPR’s inference is magnitudes less efficient as compared to autoencoder models, such as SHAPR [3, 4] for 3D shape prediction, where each prediction takes a few seconds, as compared to 4:45minutes using DISPR.

One future direction could be to consider geometrical and topological information in the model’s regularization to improve training efficiency and model performance. Exploiting the distributional nature of predicted shapes could lead to additional studies of their structure; cells whose reconstructions are highly ambiguous could be detected by a multi-modal shape reconstruction. Finally, to reduce computational cost during inference, which is one of the main drawbacks of diffusion models, super-resolution models paired with diffusion models [19] might prove useful in 3D applications. In the biomedical domain denoising images is a recurring task, which might be solvable with diffusion models, as their training objective itself is the denoising of images.
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