Eigenvalue of Analytic Hierarchy Process as The Determinant for Class Target on Classification Algorithm
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Abstract: Data mining has two main concepts of data distribution, namely supervised learning and unsupervised learning. The most easily recognizable concepts from data distribution is related to the dataset, with and without target class. Analytic Hierarchy Process (AHP) technique that carries the concept of pairwise comparison able to answer the problem related to the dataset, which is to change unsupervised to be supervised by determining eigenvalue value of each attribute and sub attribute in AHP method. The case study conducted in this issue is related to determining the target classes used to predict the success of a student learning in UIN Suska Riau. The three main attributes are Procrastination, Total Credits (SKS) and Number of Repeated Courses, each having eigenvalues of 0.319; 0.189 and 0.171 which become the feedback in the determination of the Target Timely Graduation (TG) or Possibility of Timely Graduation (PTG). The biggest consistency ratio generated in the AHP case is 9.4% in the GPA attribute. This research recommends that further research should use datasets that have been arranged based on experimental combinations of the three main attributes above, then applied to the classification or prediction algorithm. So that it would obtain a decision of accuracy from data used against the real result on the field.
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1. INTRODUCTION

Data mining has two main concepts in the study of data distribution, namely supervised learning and unsupervised learning. In the science of data mining, accuracy becomes a major feedback in summing up the results obtained [1]. Apart from the accuracy issues, something that need to be analyzed in data mining is related to the distribution of training data and testing data for supervised learning. Faulty data distribution will be fatal to desired result [2]. The study conducted by Mustakim in 2017 states that the most optimal data distribution is by applying the clustering techniques [3]. Regardless of the accuracy and data distribution, another thing which is directly related to data mining is the process of determining a class. In machine learning, there are two approaches: supervised and unsupervised learning [4], supervised learning is an
approach where data trained already existed, and there are targeted variables so the goal of this approach is to group data into the existing data [5]. This condition requires that a dataset needs to have a class variable to predict the new data [6].

Several types of algorithms included in the frequently used supervised learning groups have been compared are K-Nearest Neighbor (K-NN), Probabilistic Neural Network (PNN) and K-Nearest Centroid Neighbor (KNCN) [7]; Naïve Bayes, Decision Tree and K-NN [8]; Artificial Neural Network (ANN) and Support Vector Regression (SVR) [9]. From these various studies obtained various results from each comparison between the algorithms. Furthermore, the studies which involved these algorithms use training data with the target class attributes, because of the nature which need to do the learning [10].

This research tries to simulate case study based on dataset from field observation, interview and data acquisition process from several experts. The main objective is to collect unsupervised learning data into supervised learning as a prediction model. Based on the results of data collection, variables and observations, there are 7 variables and 38 sub variables used in determining the prediction of Timely Graduation of Students in UIN Sultan Syarif Kasim Riau Indonesia. The problem is that there is no target class variable in the data set which is used to do the prediction. While one of the conditions of supervised learning is the existence of target class [11]. Nevertheless, in the research conducted, there are several assumptions which can be done to determine the target variable such as by using pairwise comparison from all variable used.

The linkage of comparisons between one variable with another is often used by the term of Decision Making modeling. The most famous algorithms are Analytic Hierarchy Process (AHP) and Analytic Network Process (ANP) [12, 13]. AHP and ANP have several advantages such as being able to solve complex problems in decision making [14], has good validation because it uses consistency value [15] and is able to represent human perception into matrix [16], [18]. Related with AHP and ANP there is a reference in determining the decision, that is based on the eigenvalue [17], [19]. Eigenvalue is represented from each of the variable's criteria and the alternative variable with reference to the value of consistency ratio [20].

In this case, the pairwise combination experiments of AHP Methods will be implemented for the determination of class variables in Data Mining algorithm especially classification and prediction. In some studies, AHP was only combined with the same type of Multi Attribute Decision Making (MADM) algorithm such as Technique For Others Reference by Similarity to Ideal Solution (TOPSIS) and Simple Additive Weighting (SAW) with the application of decision making only [21-23]. Therefore, the final result of this research is how to obtain the best variable from a series of variables used and get the target class variable used in the process of predicting the timely graduation of the Student.

2. \textbf{RESEARCH METHOD}

This activity starts by searching for literature review and discuss about the timely graduation of Students in UIN Suska Riau with thesis advisor, lecturer in the field of student psychology, Deputy Dean of Faculty and Student. Some of the activities are collecting primary data, observation and interview and then pairwise comparison from experts to make knowledge acquisition into knowledge base. Generally the research methodology can be seen in Figure 1.

2.1. \textbf{Supervised and Unsupervised Learning}

Supervised learning is an approach of machine learning techniques where data trained already existed, and there are determined variables, so the purpose of this approach is to group data into existing data [24-27]. While unsupervised learning does not have training data, so existing data can be grouped into several sections according to the needs [25], [28].

2.2. \textbf{Classification}

Classification is one technique in data mining used to classify data into predetermined classes [29]. In the classification there is a target variable called class. This model will test data sets containing variables or attributes information based on the input or predictor variables [30, 31]. In addition to classification techniques, the classification also serves to make predictions continuously, the modeling can be regarded as a predictor [32].
2.3. Analytic Hierarchy Process (AHP)

AHP is a method that combines quantitative and qualitative, proposed by Thomas L. Saaty of American Operation Research in 1970 [33], [36]. The AHP method can solve complex problems in the case of decision making. The elements of a decision are divided into sections which consist of targets, attributes or criteria and solutions, often referred as problem solving based on certain sub-levels [14], [33, 34]. The scoring scale on AHP can be seen in Table 1 [20], [35]:

| Intensity | Definition                  | Explanation                                                                 |
|-----------|-----------------------------|-----------------------------------------------------------------------------|
| 1         | Equal importance            | Two activities contribute equally to the objective                           |
| 3         | Moderate importance         | Experience and judgement slightly favour one activity over another          |
| 5         | Strong importance           | Experience and judgement strongly favour one activity over another          |
| 7         | Very strong or demonstrated | An activity is favoured very strongly over another; its dominance            |
|           | importance                  | demonstrated in practice                                                    |
| 9         | Extreme importance          | The evidence favouring one activity over another is of the highest possible   |
|           |                             | order of affirmation                                                        |
| 2,4,6,8   | When in doubt between two   | This value is given when there are two compromises between two options       |
|           | adjacent values             |                                                                            |
| Reciprocals | If activity i has one of   | the reciprocal value when compared with i                                   |
|           | the above non-zero numbers |                                                                            |
|           | assigned to it when compared with activity j, then j has                  |                                                                            |

3. RESULTS AND ANALYSIS

Direct data collection and field observation to produce some data such as obtaining the attributes that can delay the timely graduation of Students based on factors mentioned by Experts. Associated with the Students obtain an information related to the cause of the delay in the study process. And furthermore, obtain information associated to the attributes related to the topic of case study. This was done by conducting interviews with experts namely Vice Dean 1 Faculty of Science and Technology, Lecturer of Psychology Educational UIN Suska Riau, Head of Information System Department, some Lecturer of Information System, some Students who are working on the final project and some Alumni who have graduated from the Information Systems to find out why Students are late in completing their final project. Thus, an attribute and sub-attribute that are directly related to the case study can be seen in Figure 2.

![Figure 1. Research Methodology](image-url)
3.1. Pairwise Comparison of AHP Attributes

Based on Table 1 the paired comparison scale proposed by Saaty is related to the comparison of each attribute/criteria which is the basic reference in the assessment based on human perception. In the assessment of this study simulated by the First Expert with the eigenvalue shown in Table 2:

![Figure 2. Attribute and Sub Attribute of Student Timely Graduation](image)

### Table 2. Eigenvalue of pairwise comparison for Main Attribute of Expert 1

| Matrix | Summary of Matrix | Summary of Matrix |
|--------|-------------------|-------------------|
| 6.97   | 0.86              | 4.44              |
| 6.95   | 1.96              | 2.41              |
| 1.75   | 3.90              | 22.29             |
| 20.98  | 14.98             | 198.83            |
| 16.97  | 9.91              | 4.95              |
| 12.96  | 7.91              | 36.62             |
| 12.96  | 6.30              | 29.64             |
| 9.54   | 4.95              | 22.29             |
| 6.95   | 3.90              | 198.83            |
| 6.30   | 4.95              | 104.12            |
| 16.97  | 9.91              | 0.099             |
| 6.57   | 4.95              | 1.000             |
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For the overall pairwise comparison measurement conducted by 4 experts, the average eigenvalues of the main attributes are GPA (0.054), Credits Total (0.189), Taking Final Project Subject in 7th Semester (0.050), Number of Repeated Courses (0.171), Procrastination (0.319), Self Confidence (0.125) and Discipline (0.092). In detail can be shown in Table 3:

| Attribute | Assessor 1 | Assessor 2 | Assessor 3 | Assessor 4 |
|-----------|------------|------------|------------|------------|
| C1        | 0.035      | 0.082      | 0.066      | 0.032      |
| C2        | 0.317      | 0.115      | 0.031      | 0.293      |
| C3        | 0.058      | 0.046      | 0.042      | 0.055      |
| C4        | 0.172      | 0.167      | 0.223      | 0.121      |
| C5        | 0.153      | 0.448      | 0.376      | 0.298      |
| C6        | 0.166      | 0.056      | 0.181      | 0.098      |
| C7        | 0.099      | 0.086      | 0.081      | 0.103      |
| Total     | 1,000      | 1,000      | 1,000      | 1,000      |

Based on Table 3 can be seen that Procrastination attribute has a very high potential value as the main factor of student success, it is found that in the determination of the timely study could potentially be influenced by attribute Procrastination (C5), then followed by attribute Credits (C2) and Number of Repeated Courses (C4). The Procrastination attribute consists of 10 sub attributes with the following average of eigenvalue:

![Figure 3. Average eigenvalues on Procrastination attributes](image)

If seen from Figure 3, it can be concluded that sub attributes C5.2, C5.6 and C5.9 greatly affect the Procrastination attribute where sub attributes are Waiting for Friends, Delaying on Final Project and Waiting for Friend's Report. This greatly affects the tardiness of students in completing their studies.

From the assessment of all attributes and sub attributes of AHP pairwise comparison obtain the smallest Consistency Ratio value of 0.023 or 2.3% for the 2nd attributes of Self Confidence and the highest Consistency Ratio is in the attribute of GPA with value of 0.094 or 9.4% in the 4th attribute. However, all assessment is still below 10% which means the assessment is stated as Consistent.

### 3.2. The combination of Class Attribute Determination

There are 2 targets set for the Student's graduation estimation such as the Possibility of Timely Graduation (PTG) or Timely Graduation (TG). Each data will be grouped to one of these target categories. For target determination refers to the result of AHP method calculation with the 3 highest eigenvalue as the most priority attribute namely Procrastination, Total Credits and Number of Repeated Courses.

From 3 attributes which become the priority and the result of discussion with Expert 2, the Lecturer of Psychology UIN Suska Riau, for determination of target can be determined with condition from 3 influential criteria. For the first is, if the procrastination score in the "low" category then the student can be categorized as on time. Second, if the student has taken the entire course or total credit is more than 136 in 7th semester then the student can be categorized as on time. And last, if the student repeats less than 3 subjects then the student can be categorized as on time. If the 3 conditions are met then the Student can reach the Timely Graduation (TG) and if one or all conditions is not fulfilled, then the student only reaches the Target of Possible Timely Graduation (PTG). Generally the resulting combination can be illustrated in Table 4:
3.3. Dataset for Classification

The next process is to do a combination of class determination based on Table 5. A total of 112 data was obtained from the distribution of questionnaires to students related to the problem of delaying in study period, complete data with predetermined Target Class was obtained, and shown in the following Table 5:

| No | Code  | C1   | C2   | C3   | C4   | C5   | C6   | Target Class |
|----|-------|------|------|------|------|------|------|--------------|
| 1  | SI026 | 2.99 | 149  | 9    | 0    | 2    | 3    | 3            | PTG           |
| 2  | SI028 | 2.93 | 140  | 6    | 1    | 2    | 3    | 3            | PTG           |
| 3  | SI029 | 3.53 | 146  | 0    | 1    | 1    | 3    | 3            | TG            |
| 4  | SI030 | 3.05 | 150  | 3    | 1    | 2    | 3    | 3            | PTG           |
| 5  | SI037 | 3.18 | 149  | 5    | 0    | 2    | 3    | 3            | PTG           |
| 6  | SI042 | 3.33 | 142  | 0    | 1    | 1    | 3    | 3            | TG            |
| 7  | SI043 | 3.30 | 146  | 0    | 1    | 1    | 3    | 3            | TG            |
| 8  | SI051 | 3.00 | 146  | 0    | 1    | 2    | 3    | 3            | TG            |
| 9  | SI055 | 3.02 | 146  | 2    | 1    | 1    | 3    | 3            | TG            |
| 10 | SI057 | 3.40 | 146  | 0    | 1    | 1    | 3    | 3            | TG            |
|    | …     | …    | …    | …    | …    | …    | …    | …            | …             |
| 112| SI034 | 3.32 | 149  | 0    | 1    | 2    | 2    | 2            | TG            |

Datasets which do not initially have a target class or better known as unsupervised learning, with a pairing combination process and AHP pairwise comparison can have a target class. The dataset can then be used to classify and predict the success of the Student study period for new data. Classification can be done by implementing Back Propagation Neural Network (BPNN), Probabilistic Neural Network (PNN), Learning Vector Quantification (LVQ) and other Classification Algorithms.

In general, the success of Students to achieve timely graduation is strongly influenced by three main aspects namely Procrastination, Total credits and Number of Repeated Courses. While other attributes such as GPA, Subjects in 7th Semester, Self Confidence and Discipline are supporting attributes, but can’t be ignored. Therefore, the novelty of this research is the presence of key attributes and supporting attributes to predict student success. Furthermore, unsupervised learning techniques can be used for processes closely related to supervised learning datasets, such as predictions and classifications. The weakness of this study is in determining the pairwise comparisons, where the human perceptions sometimes have a great different value between one assessor with another, so that the number of experts affects the generated eigenvalues. While linked to the dataset, this research has not been validated against the real predictions on the field, which allows this data to be applied first using predictive algorithms such as BPNN or the like to test the accuracy.

4. CONCLUSION

Based on the research conducted on the case study to predict the success of students study in UIN Suska Riau, it can be concluded that the main attribute that becomes the feedback to determine the success rate of students is procrastination with the largest eigenvalue compared with others. While the sub-attributes that is very influential on procrastination are the attribute of waiting for friends and postponing the final project. Four combinations in determining the target class for supervised learning dataset in this case are procrastination, total of credits and Number of Repeated Courses. These three attributes are combined with four other attributes into a single unit in the datasets for the classification and prediction process.

The consistency ratio of attributes and sub-attributes on average shows a small percentage or less than 10%, thus the assessment is considered to be very consistent.
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