Crack-front model for adhesion of soft elastic spheres with chemical heterogeneity
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Abstract

Adhesion hysteresis can be caused by elastic instabilities that are triggered by surface roughness or chemical heterogeneity. However, the role of these instabilities in adhesion hysteresis remains poorly understood because we lack theoretical and numerical models accounting for realistic roughness. Our work focuses on the adhesion of soft elastic spheres with low roughness or weak heterogeneity, where the indentation process can be described as a Griffith-like propagation of a nearly circular external crack. We discuss how to describe the contact of spheres with chemical heterogeneity that leads to fluctuations in the local work of adhesion. We introduce a variational first-order crack-perturbation model and validate our approach using boundary-element simulations. The crack-perturbation model faithfully predicts contact shapes and hysteretic force-penetration curves, provided that the contact perimeter remains close to a circle and the contact area is simply connected. Computationally, the crack-perturbation model is orders of magnitude more efficient than the corresponding boundary element formulation, allowing for realistic heterogeneity fields. Furthermore, our crack-front formulation clarifies the connection of adhesion hysteresis to classic theories on pinning of elastic lines.
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1. Introduction

Soft materials stick to rough surfaces if the elastic energy needed to conform to surface roughness is small compared to the surface energy gained by contact (Fuller and Tabor \citeyear{FullerTabor1975}, Briggs and Briscoe \citeyear{BriggsBriscoe1977}, Persson and Tosatti \citeyear{PerssonTosatti2001}). In an indentation experiment with such materials, the force needed to break the contact is often higher than the force measured during indentation (Chen et al. \citeyear{Chen2019}). This observation contradicts expectations from classical theories on smooth surfaces (Johnson et al. \citeyear{Johnson1971}) and theories for rough contacts that assume the contact follows thermodynamic equilibrium.
The adhesion hysteresis can be caused by several mechanisms like viscoelasticity, molecular rearrangements and elastic instabilities. Recent work indicates that in some cases, elastic instabilities triggered by surface roughness play the dominant role (Kesari et al., 2010; Dalvi et al., 2019). Details of how roughness gives rise to elastic instabilities remain poorly understood, mainly because we lack theoretical models accounting for realistic surface roughness.

In this paper, we discuss how to describe the contact of elastic spheres with chemical heterogeneity, local fluctuations in the work of adhesion, using a first-order crack-perturbation model. Understanding the hysteresis caused by quenched disorder in the work of adhesion is a first step towards a general model for geometrically rough surfaces. Our model will permit efficient numerical simulations of realistic system sizes and clarify the link between adhesive contact mechanics and classic theories on pinning of elastic lines.

Depending on the compliance of the elastic material, hysteresis arises from disconnected patches snapping in and out of contact or depinning instabilities in the motion of the contact perimeter, the crack front. Brute-force numerical methods like the boundary element method (BEM) can capture these different regimes of instabilities (Medina and Dim, 2014; Dapp and Misser, 2015; Carbone et al., 2015; Deng and Kesari, 2017; Wang et al., 2021). However, for soft materials it is challenging to sufficiently discretize the adhesive neck (or crack tip) and at the same time include a representative amount of surface roughness (Wang et al., 2021). Insufficient discretization in boundary element models can additionally lead to “lattice trapping”, that causes artificial pinning of the crack front alike physical lattice trapping in atomic crystal (Thomson et al., 1971).

More coarse-grained models either concentrate on the two opposite limits of very low contact fraction or full contact. Asperity models describe surface roughness as a set of spherical peaks with random heights (Greenwood and Williamson, 1966; Fuller and Tabot, 1975), that dissipate energy during snap in and out of contact instabilities (Zappone et al., 2007; Wei et al., 2010; Greenwood, 2017; Deng and Kesari, 2019; Violano and Afferrante, 2021). This type of approximation breaks down when asperities coalesce and a larger fraction of the surface comes into contact. In the limit of small roughness and low stiffness, the contact area is simply connected. In that limit, the surface roughness causes energy barriers that pin the crack front and the crack front dissipates energy during depinning instabilities. This phenomenon has to date only been studied on one-dimensional roughness (Guduru, 2007; Guduru and Bull, 2007; Kesari et al., 2010; Kesari and Lew, 2011; Carbone et al., 2015).

The pinning of a crack front by quenched disorder in the work of adhesion (or equivalently, the fracture toughness) is better understood (Gao and Rice, 1989; Schmittbuhl et al., 1995; Xia et al., 2012; Demery et al., 2014; Xia et al., 2015; Chopin et al., 2015; Ponson, 2016; Lebihain et al., 2021). An essential step towards this understanding was Rice’s description of a semi-infinite crack as an elastic line with long-range elasticity (Rice, 1985a). This equation belongs to the class of elastic interfaces pinned by a random field and the current understanding on fracture of heterogeneous media benefited from works in other fields (Larkin and Ovchinnikov, 1979; Fisher, 1983; Robbins and Joanny, 1987; Middleton, 1992; Amaral et al., 1995; Zhou, 2000; Rosso and Krauth, 2002; Tanguy and Vettorel, 2004; Rosso et al., 2007).

Rice’s first-order perturbation was applied to several geometries with finite sizes (Lazarus, 2011; Patinet et al., 2013). To our knowledge, this perturbation approach
was never applied to the contact of spheres or similar indenters, except recently by Argatov (2021) to investigate the effect of indenter ellipticity on the pull-off force. Crack perturbation is a promising approach to understand how surface roughness affects adhesion hysteresis in indentation experiments where the contact area is simply connected. The first step towards this end is to understand how the adhesion hysteresis depends on the geometry and strength of quenched disorder in the work of adhesion.

In this paper, we discuss how to describe the contact of spheres with fluctuating work of adhesion as a perturbation from the homogeneous, perfectly circular contact, as described by the Johnson-Kendall-Roberts (JKR) theory (Johnson et al., 1971; Barthel, 2008). The perturbation relies on the first functional derivative of the stress intensity factor derived by Gao and Rice (1987a). We describe below that there is no unique way to extrapolate the elastic response of the elastic line. In the past either the stress intensity factor (Gao and Rice, 1989; Fares, 1989) or the energy release rate (Bonamy et al., 2008; Ponson and Bonamy, 2010; Patinet et al., 2013; Chopin et al., 2015; Ponson, 2016) was linearly extrapolated. We here propose a third equation that ensures that the crack front possess an elastic potential and therefore constitutes a variational approach to crack perturbation. In order to validate our model and to discriminate between different variants of the perturbation, we compare the crack-perturbation models to finely discretized BEM simulations. Figure 1 illustrates schematically the two types of models used in this paper.

2. Problem definition

We consider the contact of a sphere (to be exact, a paraboloid) adhering an elastic half-space at a fixed rigid body penetration ∆. This case can be mapped to the contact of two spheres with the same composite radius $R$ and contact modulus $E'$ (Johnson, 1985). When only one half-space deforms, $E' = E/(1-\nu^2)$, where $E$ is Young’s modulus and $\nu$ is Poisson’s ratio. Fracture mechanics typically considers the contact of two elastic half-spaces where $E' = E/2(1-\nu^2)$. We assume the contact is frictionless and consider only vertical displacements.

The equilibrium contact area minimizes the total energy $\Pi = \Pi_{\text{mech}} + \Pi_{\text{surf}}$. The mechanical energy $\Pi_{\text{mech}}$ contains the elastic strain energy $U_{\text{el}}$ and the potential of external forces. The surface energy $\Pi_{\text{surf}}$ results from adhesive interactions. We consider the limit of infinitesimally short interaction range (JKR-limit), where

$$\Pi_{\text{surf}} = \int_{A_c} dx \, dy \, w(x, y).$$  \hfill (1)

$A_c$ is the contact area and the work of adhesion $w(x, y)$ depends on the position $(x, y)$. Note that the work of adhesion is the same for a receding crack (indentation) as for an opening crack (retraction), i.e. there is no intrinsic hysteresis in the work of adhesion.

Once nondimensionalized using distinct vertical and lateral length units, the JKR contact is parameter free (Muller et al., 1980; Maugis, 2010; Müser, 2014). We present our numerical results in nondimensional units (Maugis, 2010) and indicate by an asterisk * when quantities are normalized. Specifically, lengths along the surface of the half-space (e.g., the contact radius) are normalized by $(3\pi w_m R^2/4E')^{1/3}$, lengths in vertical direction (e.g., displacements) by $(9\pi^2 w_m^2 R^2/16E'^2)^{1/3}$ and normal forces by $\pi w_m R$. $w_m$
(a) Boundary Element Method (BEM)

In the boundary element method (BEM), the surface displacements \( u(x, y) \) are computed using the Green’s function of the elastic half-space and adhesive attractions are modeled using a cohesive law that relates the interaction pressure to the gap between the two surfaces. The integral over the cohesive law gives the work of adhesion \( w \). Spatial heterogeneity is encoded into the cohesive law.

(b) Crack Front Model

In the crack-front model, the state of the nearly circular contact is described by the contact radius as a function of angle \( \theta \). The heterogeneous work of adhesion distorts the shape of the crack front. The elastic response of the contact line is approximated using the first-order variation of the stress intensity factor with respect to the contact shape developed by Gao and Rice (1987a).

Figure 1: Schematic illustration of the two types of models used in this work to describe the contact of a sphere. (a) In the boundary element method (BEM), the surface displacements \( u(x, y) \) are computed using the Green’s function of the elastic half-space and adhesive attractions are modeled using a cohesive law that relates the interaction pressure to the gap between the two surfaces. The integral over the cohesive law gives the work of adhesion \( w \). Spatial heterogeneity is encoded into the cohesive law. (b) In the crack-front model, the state of the nearly circular contact is described by the contact radius as a function of angle \( \theta \). The heterogeneous work of adhesion distorts the shape of the crack front. The elastic response of the contact line is approximated using the first-order variation of the stress intensity factor with respect to the contact shape developed by Gao and Rice (1987a).
is the median work of adhesion. The equations are in dimensional form but can be nondimensionalized by substituting $R = 1$, $w_m = 1/\pi$ and $E' = 3/4$.

3. Reference model

We used the BEM to validate the crack-front models. BEM computes the surface displacements $u(x, y)$ (Fig. [1]) minimizing the total energy $\Pi$ at prescribed rigid body penetration $\Delta$. This method makes no assumptions on the contact morphology, allowing for holes and disconnected contact islands, but it is computationally too expensive to properly discretize contacts with small heterogeneities.

The mechanical energy $\Pi_{\text{mech}} = U_{\text{el}}$ and its gradients are computed using the Green’s function for pressures that are constant on each pixel (Love, 1929; Johnson, 1985). While the Green’s function is nonperiodic, we accelerated calculations with a fast Fourier transform (Stanley and Kato, 1997; Campa˜na and M¨user, 2006; Pastewka et al., 2012) by introducing a padding region that decouples periodic images (Hockney, 1970; Liu et al., 2000; Pastewka and Robbins, 2016).

The surface energy needs to be regularized using an interaction potential $\phi$ between the surfaces (cohesive law),

$$\Pi_{\text{surf}} = \int_{-\infty}^{+\infty} dx \, dy \, \phi(w(x, y), g(x, y)),$$

where $w(x, y)$ is the (spatially varying) work of adhesion and $g(x, y)$ is the gap between the surfaces. The results converge to the JKR limit for small pixel size and interaction range, i.e. high Tabor parameter $\mu_T$ (Muller et al., 1980; Maugis, 1992; Greenwood, 1997; M¨user, 2014), but the point of instability where the two interfaces jump into contact converges particularly slowly with the interaction range (Wu, 2010; Ciavarella et al., 2017). Wang et al. (2021) could slightly retard the premature jump into contact by using a potential with a cutoff. Our choice of cohesive law,

$$\phi(w, g) = \begin{cases} -w \left(1 - \frac{g}{g_c}\right)^3, & g < g_c, \\ 0, & \text{else} \end{cases}$$

is based on the same observation. Equation (3) describes a cubic potential where $w$ is the work of adhesion, $g$ is the gap and $g_c$ the cutoff distance. The derivative of $\phi$ (interaction pressure) is illustrated in Fig. [1]. The maximum attractive stress $\sigma_0 = 3w/g_c$ occurs at the perimeter of the contact area, where $g = 0$. To model (chemical) heterogeneity, the interaction parameters are different in each pixel. We keep $g_c$ constant, so that $\sigma_0$ and $w$ vary proportionally from pixel to pixel.

The surfaces repel each other with a hard-wall potential, which is implemented as inequality constraints ($g(x, y) \geq 0$) in the minimization algorithms. We used the constrained quasi-newton algorithm L-BFGS-B (Byrd et al., 1995) and a constrained conjugate gradient algorithm (Polonsky and Keer, 1999; Vollebregt, 2014; Bugnicourt et al., 2018) to minimize the energy. The latter algorithm is parallelized with the message passing interface and was used to produce precise reference solutions for the contact
shape, but could not be used in the presence of instabilities. Note that these minimization algorithms require that the interaction potential has a continuous second derivative, justifying our choice of a third-order polynomial. BEM with hard-wall repulsion and finite-ranged attraction (Müser, 2014, 2016; Müser et al., 2017; Wang and Müser, 2017; Bazrafshan et al., 2017; Rey et al., 2017; Bugnicourt et al., 2018; Monti et al., 2021) or soft (Lennard-Jones type) repulsion (Greenwood, 1997; Feng, 2000; Wu, 2010; Medina and Dini, 2014; Pastewka and Robbins, 2014, 2016; Persson and Scarraggi, 2014; Monti et al., 2019; Ghanbarzadeh et al., 2020; Wang et al., 2021) have been used in the past to study the adhesion of spheres and rough surfaces. During retraction, these models are similar to fiber-bundle models of quasi-brittle fracture (Batrouni et al., 2002; Schmit tbuhl et al., 2003; Stormo et al., 2012) and threshold-force models (Pohrt and Popov, 2015; Hulikal et al., 2017; Li et al., 2019).

The finite interaction range introduces a cohesive zone around the contact perimeter in which the surfaces attract each other. This cohesive zone needs to be small in comparison to the scale of the heterogeneity (Chen et al., 2008) in order to mimic a JKR-like contact. We estimate the width of the cohesive zone using a Dugdale model and assume it is small in comparison to the contact radius (Maugis, 2010):

\[
\ell_{coz} = \frac{\pi K_I^2}{8\sigma_0^2} = \frac{\pi E'w}{4\sigma_0^2} \tag{4}
\]

For uniform work of adhesion, Müser (2014) showed that the (nondimensionalized) contact radius difference with the JKR limit is asymptotically \( \sim \ell_{coz}^* \sim \mu_T^{-2} \), where \( \ell_{coz}^* = \ell_{coz}/(3\pi w_m R^2/AE')^{1/3} \) is the nondimensionalized cohesive zone width, see section 2. We use \( \ell_{coz}^* \) as a proxy for interaction range and Tabor parameter \( \mu_T \) (Tabor, 1977; Muller et al., 1980; Maugis, 1992). We chose the pixel size \( \ell_{pix} \) small enough so that further grid refinement affects the contact radius and the force less than decreasing the interaction range.

4. Crack-front model

The crack-front model is a first-order perturbation from the axisymmetric JKR-contact of a sphere (Johnson et al., 1971; Barthel, 2008) using Rice’s weight function theory (Rice, 1985a; Gao and Rice, 1987a; Rice, 1989).

4.1. Axisymmetric contact: The JKR model

We briefly review the JKR model of the adhesion of a sphere against an elastic half-space. JKR described the contact by the balance of elastic and surface energy of a circular crack (Griffith and Taylor, 1921). At equilibrium, the contact radius \( a \) is such that the increment of mechanical energy equals the increment of surface energy:

\[
\frac{\partial \Pi_{mech}(a, \Delta)}{\partial a} = 2\pi aw(a) \tag{5}
\]

\( \Pi_{mech} \) is the mechanical potential and \( w \) is the work of adhesion at the perimeter of the contact. In this paper, we consider only boundary conditions with fixed rigid body penetration \( \Delta \), where \( \Pi_{mech} \) is the elastic energy \( U_{el} \).
The elastic energy release rate,
\[ G(a, \Delta) = \frac{1}{2\pi a} \frac{\partial \Pi_{\text{mech}}(a, \Delta)}{\partial a}, \]  
(6)
can be related to the intensity \( K \) of the singularity of the stress field near the crack tip [Irwin 1957]:
\[ G = \frac{K^2}{2E'}, \]  
(7)
JKR obtained the stress intensity factor \( K_J \) for sphere on flat contact by superposing contact pressures of the Hertzian sphere (Hertz 1881) and of the circular flat punch (Sneddon 1946, Maugis 2010):
\[ K_J(a, \Delta) = \left( \frac{a^2}{R} - \Delta \right) \frac{E'}{\sqrt{\pi a}} \]  
(8)
Inserting Eqs. (6) to (8) into Eq. (5) yields an equilibrium equation for the contact radius as a function of the rigid body penetration. The normal force follows from the same superposition (Johnson et al. 1971, Maugis 2010):
\[ F_J(a, \Delta) = \frac{4E'}{3a} a^3 + 2aE' \left( \Delta - \frac{a^2}{R} \right) \]  
(9)
The increment in surface energy is the integral of the work of adhesion within the area swept by the contact line. The JKR theory applies to any axisymmetric work of adhesion, where \( w \) depends on the radius in Eq. (5).

4.2. Equilibrium condition for non-circular contacts

We now consider the perimeter of a nearly circular contact. The function \( a(s) \) represents the planar distance between the point at arc length \( s \) on the contact perimeter (or crack front) and the tip of the sphere. The mechanical potential is now a functional of the contact radius \( a(s) \). The elastic energy release rate \( G(s) = \delta \Pi_{\text{mech}} / \delta a(s) \) is the functional derivative of the mechanical potential \( \Pi_{\text{mech}} \) with respect to the contact radius:
\[ \delta \Pi_{\text{mech}}([\delta a]) = \oint ds \delta a(s) G(s) \]  
(10)
We omit the penetration \( \Delta \) and the contact shape \( a \) from the arguments for brevity. Note that \( ds \delta a(s) \) is an infinitesimal surface increment, so that \( G \) is an energy per surface area, as in Eq. (6). Here and below we use square brackets \([\cdot]\) to indicate a functional dependence.

The stationarity of the total potential, i.e. the Griffith criterion, requires that the mechanical energy release rate at point \( s \) on the contact perimeter equals the local work of adhesion at the point \( (a(s), s) \) on the heterogeneous plane:
\[ G(s) = w(a(s), s) \]  
(11)
\( G \) is available in closed form only for simple crack and contact shapes. Rice’s weight function theory allows us to compute efficient approximations of \( G \) when perturbed from a reference configuration.
Figure 2: The crack-face weight function $k$ is central in the derivation of the first-order variation of the stress intensity factor. $k_I(a; r_P, \theta_P, \theta)$ corresponds to the stress intensity factor at angle $\theta$ when a unit point force $F_P$ is applied on the face of a circular external crack at $r_P, \theta_P$. The origin of the coordinate system is aligned with the tip of the spherical indenter.

Below we will parameterize the crack front using the angle $\theta$ instead of the arc length $s$, see Fig. 2. In this new parameterization,

$$\delta \Pi_{\text{mech}}(\delta a) = \oint ds \ G(s) \delta a(s) = \int_0^{2\pi} d\theta \ a(\theta) G(\theta) \delta a(\theta), \quad (12)$$

so that the functional derivative of the potential

$$\frac{\delta \Pi_{\text{mech}}}{\delta a(\theta)} = a(\theta) G(\theta) \quad (13)$$

instead of $G(\theta)$.

4.3. First-order variation of the stress intensity factor

Rice showed that the sensitivity of the stress intensity factor to the contact shape $\delta K/\delta a$ is linked to the crack-face weight function. The crack-face weight function $k(a; P, s)$ is the stress intensity factor caused by a unit force at point $P$ outside the contact area and is known for simple geometries (Tada et al., 2000). While Rice’s first variation of $K$ was almost exclusively applied to flat-on-flat contact geometries (planar crack problems), $\delta K/\delta a$ is unaffected by the presence of the Hertzian displacements in the contact area (Rice, 1985b; Borodachev, 1991). To make explicit that the first-order variation of $K$
for circular connections (Gao and Rice, 1987a) applies also to the contact of spheres, we review the main steps leading to $\delta K / \delta a$.

We apply a force $F_P$ on the elastic half-space at point $P$ outside the contact area (on the crack face). This point force causes the displacement $u_P$ at $P$. At fixed rigid body penetration $\Delta$ and fixed force $F_P$, the mechanical potential is the Legendre transform of the elastic strain energy $U_{el}$,

$$\Pi_{mech}(F_P) = \min \left\{ U_{el}(u_P) - u_P F_P \right\},$$

with derivatives

$$\left. \frac{\partial \Pi_{mech}}{\partial F_P} \right|_a = -u_P \quad \text{and} \quad \left. \frac{\delta \Pi_{mech}}{\delta a(s)} \right|_{F_P} = \left. \frac{\delta U_{el}}{\delta a(s)} \right|_{u_P} = G(s).$$

$U_{el}$ is the strain energy and $-u_P F_P$ is the potential of the applied force $F_P$. Because the second derivatives of $\Pi_{mech}$ are continuous, the order of differentiation does not matter (Schwartz’s theorem):

$$\frac{\delta u_P}{\delta a(s)} = -\frac{\partial G(s)}{\partial F_P}.$$ 

From Eq. (7) and $\partial K / \partial F_P = k([a]; P, s)$ we obtain

$$\frac{\delta u_P}{\delta a(s)} = -\frac{1}{E'} K(s) k([a]; P, s).$$

Setting $F_P = 0$ (for arbitrary $P$) we see that the crack-face weight function $k$ describes how the crack faces deform when the crack front moves.

Knowing that the displacements near the crack tip correspond to the stress intensity factor, we can now deduce how the stress intensity factor is affected by a perturbation of the contact radius $\delta a$. At the perpendicular distance $\rho_P$ away from the point $s_P$ on the crack tip,

$$u(\rho_P, s_P) = \frac{4}{E'} \sqrt{\frac{\rho_P}{2\pi}} K(s_P) + O(\rho_P^{3/2}).$$

From Eq. (18), the perturbation of the stress intensity factor becomes

$$\delta K(s_P) = \lim_{\rho_P \to 0} \frac{E'}{4} \sqrt{\frac{2\pi}{\rho_P}} \int ds \delta a(s) \frac{\delta u(\rho_P, s_P)}{\delta a(s)} = \lim_{\rho_P \to 0} \sqrt{\frac{\pi}{8\rho_P}} \int ds \delta a(s) K(s) k([a]; \rho_P, s_P, s),$$

for $\delta a$ restricted to $\delta a(s_P) = 0$. Rice introduced this restriction to ensure that $\delta \rho_P = 0$. As a consequence, Eq. (19) is not a first order variation because $\delta a$ is not arbitrary. This restriction will be relaxed later by expanding the circular reference configuration by $\delta a(s_P)$.

When the contact perimeter is a circle ($a(s) = \text{const}$.), we know $K$ from Johnson et al. (1971) and $k$ from Galin (Gladwell, 2008), enabling us to evaluate Eq. (19). For convenience, we now parameterize the position along the contact line with the angle $\theta$ instead of the arc length $s$.
The crack-face weight function for the JKR contact is the same as for a circular connection. For a circular connection with radius $a$ and fixed displacements at infinity (Gao and Rice, 1987a; Rice, 1989; Gladwell, 2008),

$$k_J(a, r_P, \theta_P, \theta) = \frac{\sqrt{(r_P^2 - a^2)/(a^3)}}{D^2(r_P, \theta_P, a, \theta)},$$  

(20)

where $D^2(r_P, \theta_P, a, \theta) = a^2 + r_P^2 - 2ar_P\cos(\theta_P - \theta)$ is the square of the distance between the point of application of the force on the crack face, $P = (r_P, \theta_P)$, and the point on the crack-front where the stress intensity factor is calculated, $\theta$. Note that $k_J$ is not a functional of the whole radius, since in JKR the underlying contact area is a circle with radius $a$.

First applying a uniform perturbation of magnitude $\delta a(\theta_P)$ to the circular reference contact (radius $\tilde{a}_0$) and then using $K = K_J$ and inserting Eq. (20) into Eq. (19) yields the first order variation of $K(\theta_P)$ at $a = \tilde{a}_0 = \text{const.}$:

$$\delta K(\theta_P) = \frac{\partial K_J(\tilde{a}_0)}{\partial \tilde{a}_0} \delta a(\theta_P) - \frac{K_J(\tilde{a}_0)}{8\pi} \text{PV} \int_0^{2\pi} d\theta \frac{\tilde{a}_0(\delta a(\theta) - \delta a(\theta_P))}{D^2(r_P, \theta_P, \tilde{a}_0, \theta)}$$  

(21)

We point to Gao and Rice (1987a,b) for details on how the limit $\rho_P \to 0$ leads to the Cauchy principal value integral $\text{PV} \int$.

We now recast Eq. (21) using the Fourier series of $a$. Inserting

$$a(\theta) = \sum_{n \in \mathbb{Z}} \tilde{a}_n e^{in\theta}$$  

(22)

into Eq. (21) yields

$$\delta K(\theta_P) = \frac{\partial K_J(\tilde{a}_0)}{\partial \tilde{a}_0} \delta a(\theta_P) + \frac{K_J(\tilde{a}_0)}{\tilde{a}_0} \sum_{n \in \mathbb{Z}, \{0\}} \frac{|n|}{2} \delta \tilde{a}_n e^{in\theta_P}.$$  

(23)

From the inverse of Eq. (22),

$$\tilde{a}_n = \frac{1}{2\pi} \int_0^{2\pi} d\theta e^{-in\theta} a(\theta),$$  

(24)

we obtain $\delta \tilde{a}_n/\delta a(\theta) = \exp(-in\theta)/2\pi$. The functional derivative of $K$ then becomes

$$\frac{\delta K}{\delta a(\theta)} = \frac{\partial K_J(\tilde{a}_0)}{\partial \tilde{a}_0} \delta(\theta - \theta_P) + \frac{K_J(\tilde{a}_0)}{2\pi \tilde{a}_0} \sum_{n \in \mathbb{N}} |n| \cos n(\theta_P - \theta),$$  

(25)

which depends only on $|\theta - \theta_P|$. The translational invariance reflects the axial symmetry of the unperturbed state. As will be discussed in a few paragraphs, $\theta$ and $\theta_P$ commute because $\delta K/\delta a(\theta)$ is related to the second derivative of the energy.

The key step leading to $\delta K/\delta a(\theta)$ was recognizing the symmetry of the derivatives of the elastic energy, Eq. (16), that follows from the smoothness of the elastic energy. Hence, Eq. (25) not only applies to flat indenters (Rice, 1985a; Gao and Rice, 1987a,b; Rice, 1989), but also to contacts against spheres or any smooth indenters. All the relevant information of the axisymmetric contact geometry is in $K_J$ and its derivatives. Knowing the first order variation of $K$ when the contact is perfectly circular allows us to approximate the equilibrium Eq. (11) to first order in the perturbation from circularity.
4.4. Quadratic approximation of the deformation energy

The straightforward approach to construct a first order model is to linearly extrapolate either $G$ or $K$. However, these approximations do not conserve the variational property of $aG$, i.e., that it is the gradient of a potential, Eq. (13). We now guess a quadratic approximation for the elastic energy and verify a posteriori that it possesses the exact first and second derivatives at $a(\theta) = \tilde{a}_0$. Our guess for the elastic energy is

$$U_{el} = \frac{1}{2} \pi \int_0^{2\pi} d\theta \, U_J(a(\theta)) + \pi G_J(\tilde{a}_0) \sum_n |n| |\tilde{a}_n|^2$$

with first derivative

$$\frac{\delta U_{el}}{\delta a(\theta)} = \frac{1}{2\pi} \frac{\partial U_J(a(\theta))}{\partial a(\theta)} + G_J(\tilde{a}_0) \sum_n |n| \tilde{a}_n e^{in\theta} + \frac{1}{2} \frac{\partial G_J(\tilde{a}_0)}{\partial \tilde{a}_0} \sum_n |n| |\tilde{a}_n|^2$$

and second derivative

$$\frac{\delta^2 U_{el}}{\delta a(\theta) \delta a(\psi)} = \frac{1}{2\pi} \frac{\partial^2 U_J(a(\theta))}{\partial a^2(\theta)} \delta(\theta - \psi) + \frac{1}{2\pi} \frac{\partial G_J(\tilde{a}_0)}{\partial \tilde{a}_0} \sum_n |n| |\tilde{a}_n|^2 + \frac{1}{4\pi} \frac{\partial^2 G_J(\tilde{a}_0)}{\partial \tilde{a}_0^2} \sum_n |n| |\tilde{a}_n|^2.$$  

$U_J$ is the elastic energy in the perfectly circular contact (Johnson et al., 1971) and $\partial U_J/\partial a = 2\pi aG_J(a)$. It is straightforward to show that Eq. (28) for $a(\theta) = \tilde{a}_0$ gives Eq. (25). We determine the contact shape by solving (see also Eq. (13))

$$\frac{\delta U_{el}}{\delta a(\theta)} - w(\theta, a(\theta)) a(\theta) = 0$$

using a minimization algorithm (see section 4.7). We will call this model CF-E when presenting our results.

The normal force applied on the indenter follows directly from our approximation of the energy:

$$F = \frac{\partial U_{el}(\Delta, a)}{\partial \Delta}.$$  

Using Eq. (26),

$$F(a, \Delta) = \frac{1}{2\pi} \int_0^{2\pi} d\theta \, F_J(a(\theta), \Delta) + \pi \frac{\partial G_J(\tilde{a}_0, \Delta)}{\partial \Delta} \sum_n |n| |\tilde{a}_n|^2.$$  

4.5. Other first order approximations

As a benchmark we also consider two common first order approximations of the crack front. The first approximation linearly extrapolates the stress intensity factor and solves for $K = K_c = \sqrt{2E\gamma^*}$ (Gao and Rice, 1989; Fares, 1989):

$$K(\theta) = K_J(\tilde{a}_0) + \frac{\partial K_J(\tilde{a}_0)}{\partial \tilde{a}_0} (a(\theta) - \tilde{a}_0) + \frac{K_J(\tilde{a}_0)}{\tilde{a}_0} \sum_{n \in \mathbb{Z}} |n| \tilde{a}_n e^{in\theta}.$$  
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We will refer to this model as CF-K.

The second approximation linearly extrapolates the energy release rate and solves for \( G = w \) (Bonamy et al., 2008; Chopin et al., 2015; Ponson, 2016):

\[
G(\theta) = G_1(\tilde{a}_0) + \frac{\partial G_1(\tilde{a}_0)}{\partial a_0} (a(\theta) - \tilde{a}_0) + \frac{G_1(\tilde{a}_0)}{\tilde{a}_0} \sum_{n \in \mathbb{Z}} |n| e^{in\theta} \tilde{a}_n.
\]

We will refer to this model as CF-G.

An alternative first order extrapolation,

\[
G(\theta) = G_1(a(\theta)) \left( 1 + \frac{1}{a(\theta)} \sum_{n \in \mathbb{Z}} |n| e^{in\theta} \tilde{a}_n \right),
\]

should in principle be more accurate, because \( G_1(a(\theta)) \) is not linearized. However we observed that using the latter equation does not improve the prediction of the normal force and Eq. (33) is better suited for analytical models. We did the same observation with the analogous expression for the stress intensity factor.

Because these crack-front models do not possess an elastic energy, we cannot use Eq. (30) to compute the normal force. As an approximation, we neglect the effect of the undulations of the crack front on the normal force and insert the mean contact radius \( \tilde{a}_0 \) into the expression for a perfectly circular contact, Eq. (9). We will discuss in section 5 that the crack shape affects the normal force only to second order.

4.6. Symmetries

Rice obtained the first order variation of \( K \) (Eq. (25)) from the symmetry of second derivatives (or the path independence of the work) with respect to the contact radius and a point force applied on the crack face. Similarly, the second derivatives with respect to the contact radius are symmetric (Gao and Rice, 1989; Leblond et al., 2012; Salvadori and Fantoni, 2014):

\[
\frac{\delta^2 U}{\delta a(\theta) \delta a(\theta_P)} = \frac{\delta^2 U}{\delta a(\theta_P) \delta a(\theta)}
\]

For the energy release rate, it follows from Eq. (13) that \( a(\theta) \delta G(\theta) / \delta a(\theta_P) \) should be symmetric.

The linear extrapolation of \( K \) (Eq. (32)) violates this symmetry. Linearizing \( G \) (Eq. (33)) fulfills the symmetry only for translational invariance in the crack propagation direction, \( \partial G_1 / \partial a = 0 \), i.e. in the case of a semi-infinite crack (Leblond et al., 2012).

4.7. Numerical implementation of the crack-front model

For a fixed penetration \( \Delta \), we solve for the equilibrium of energy release rate and work of adhesion in \( N \) collocation points at evenly spaced angles \( \theta_j \) (Eq. (11)). This turns the functional derivatives presented above into partial derivatives and \( \tilde{a}_n \) becomes the discrete Fourier transform of the contact radius. To discretize integrals like \( \int_0^{2\pi} d\theta \ U_j(a(\theta)) \), we take a constant on each angle element of size \( \Delta \theta = 2\pi / N \).

We are interested in stable equilibria, therefore it is important to use a minimization algorithm and not a root finder. When we simulate the indentation and retraction
process, we use the solution obtained at the previous penetration as initial guess. This procedure mimics the quasi-static dynamics of the contact, where the crack front moves to the closest metastable state.

When the crack front moves to the next metastable state through an instability, we need a robust minimization algorithm. We use a trust-region Newton conjugate-gradient algorithm (Steinhaug, 1983; Nocedal and Wright, 2006, Algorithm 7.2), where we fix the radius of the trust region. Since the work of adhesion field is the source of nonlinearity, the trust radius needs to be slightly smaller than the size of the heterogeneity. If the minimum contact radius is smaller than this value during a Newton step, the trust region is further reduced below the contact radius in order to avoid negative contact radii. Note that trust-region algorithms usually tune the radius according to the discrepancy between the quadratic subproblem and the actual potential. We omitted that feature because, as discussed above, some crack-front models do not possess an elastic energy. An alternative to fixing the trust radius would be to tune it according to gradients instead of energies.

5. Validation and comparison of the perturbation methods

We investigate which first-order crack-perturbation method — linear extrapolation of $K$ (CF-K, Eq. (32)), linear extrapolation of $G$ (CF-G, Eq. (33)) or quadratic extrapolation of the energy (CF-E, Eqs. (26)-(28)) — describes most accurately the contact area and the normal force. We use BEM simulations with $l_{coz} \approx 0.0007$ and pixel size $l_{pix} = 0.00015625$ as a reference, the grid size is $32768 \times 32768$ without the padding region. As a test case, we consider the ray-shaped work of adhesion heterogeneity (see inset to Fig. 3a)
\[
w(r, \theta) = w_m + \Delta w \cos(n_{rays} \theta),
\]
where we vary $n_{rays}$ and $\Delta w$. We fix the value of the penetration to $\Delta^* = 1$.

Figure 3a,b compares the contact geometry obtained from BEM and the different crack-front models for $\Delta w = 0.4$ and 4 rays (Fig. 3a) and 64 rays (Fig. 3b). To estimate the remaining deviations of BEM from the short-ranged limit, we also show a BEM simulation with a four times larger cohesive zone ($l_{coz} \approx 0.0028$) and pixel size ($l_{pix} = 0.000625, 8192 \times 8192$ pixels). For decreasing $l_{coz}$, the contact radius increases and when the work of adhesion is uniform, the normal force converges towards the JKR solution (Fig. 3c) This convergence behavior is consistent with reports in Maugis (1992), Greenwood (1997) and Müber (2014).

For $n_{rays} = 4$ (Fig. 3a), the contact shapes of all crack-front models are similarly close to the BEM results. While CF-K fits better in the peak and the valley of the undulation, CF-G and CF-E are closer to BEM between these two locations. For $n_{rays} = 64$ (Fig. 3b), the crack-front models differ more clearly but the errors due to the finite interaction range in BEM are also relatively large. However, as we mentioned in the previous paragraph, the short-ranged limit has slightly higher contact radii than our reference simulation. Therefore we conclude that for large $n_{rays}$, the contact radius is significantly underestimated by CF-K.

The crack-front models unambiguously differ in the prediction of the normal force. The CF-E model best captures how the normal force depends on the heterogeneity wavelength (Fig. 3c) and amplitude (Fig. 3d). The deviations of CF-G from CF-E are small and disappear for small heterogeneities. CL-K has the largest discrepancies and predicts
Figure 3: Comparison of the different crack-front models with BEM simulations for ray-shaped work of adhesion heterogeneity. (a,b) Contact radii computed using BEM and the different CF models on the cosinusoidal work of adhesion landscapes illustrated in the insets. We show the contact radii $\alpha(\theta)$ only over a half period of heterogeneity. We used the radii predicted by CF-G (Eq. (33)) to normalize the contact radius. Since the amplitude of the contact radius is roughly proportional to the wavelength of the heterogeneity, the magnification is higher for $n_{\text{rays}} = 64$ and the effect of the cohesive zone size in the BEM simulations is more apparent. (c) Normal force as a function of the number of rays. $n_{\text{rays}} = 0$ corresponds to a uniform work of adhesion, where it can be verified that BEM is close to the short-range limit (JKR). $F^*$ is the normal force normalized by $\pi w m R$, as discussed in section 2. (d) Normal force as a function of the (squared) amplitude of the work of adhesion heterogeneity, for $n_{\text{rays}} = 16$. In the crack-front models CF-K and CF-G, the normal force is computed by inserting the mean contact radius into the JKR equation (Eq. (9)). In CF-E, the normal force is computed by taking the derivative of the elastic energy (Eq. (31)). (e) Contact area, minimum contact radius and maximum contact radius in BEM simulations and different crack-front models as a function of the amplitude of the work of adhesion heterogeneity.
less adhesive normal forces. However, all errors are relatively small because the leading order contribution of $\Delta w$ to the normal forces is of second order in BEM and in all the crack-front models. This scaling has been pointed out by Argatov (2021) and is visible in Fig. 3b, where we represent the normal force as a function of $\Delta w$.

We now discuss qualitatively how the crack shapes depend on $\Delta w$ (Fig. 3d). In all crack-front models, the amplitude of the contact radius undulation is smaller than in BEM. This is consistent with the numerical simulations of Fares (1989) and the second order perturbation by Leblond et al. (2012). As in Fares’ simulations, the relation between contact radius and work of adhesion (i.e. stress intensity factor) is more nonlinear for the minimum contact radius than for the maximum contact radius.

Leblond et al. (2012) pointed out that for a semi-infinite crack ($n_{\text{rays}} \to \infty$), the mean contact radius depends only on the mean work of adhesion along the crack front. Leblond’s statement follows from the existence of an elastic potential and hence is satisfied by construction in CF-E. In CF-G (Eq. (33)), the mean contact radius $\tilde{a}_0$ is independent of $\Delta w$ at any $n_{\text{rays}}$; in fact, CF-E and CF-G are identical in the limit $n_{\text{rays}} \to \infty$. CF-G conserves energy only in that limit. In contrast, in the CF-K model (Eq. (32)), $\tilde{a}_0$ decreases with increasing $\Delta w$. The reason is that $\tilde{a}_0$ depends only on the average fracture toughness: taking the average of Eq. (32) yields $\langle K_c \rangle = K_J(\tilde{a}_0)$. At fixed $w_m$, $\langle K_c \rangle \propto \langle \sqrt{w} \rangle$ decreases with increasing heterogeneity. This contact radius offset is independent of $n_{\text{rays}}$ and becomes large compared to the undulation when $n_{\text{rays}}$ increases (Fig. 3b).

To conclude, while all the crack-perturbation methods are valid first order approximations, the ansatz possessing an elastic energy (CF-E) yields the best overall results. At large $n_{\text{rays}}$ (small heterogeneities), the CF-G model and the CF-E model are equivalent. The CF-G equation is simpler and can be used in analytical theories for crack pinning (Démery et al., 2014). For an amplitude of the heterogeneity of $\Delta w \leq 0.4$, the errors due to the finite interaction range in expensive BEM simulations are comparable to the errors of the first order perturbation models.

6. Application to a random heterogeneity

To illustrate the usefulness of the crack-front model to study the adhesion hysteresis, we simulated the indentation and retraction of a sphere with randomly fluctuating work

---

1 The first term in the Taylor expansion of $F_J$ around $a(\theta) = \tilde{a}_0$ disappears by averaging over the perimeter.
Figure 4: (a) Force-penetration curves from a boundary element method (BEM) and a crack-front simulation (CF-E) on the spatially random work of adhesion shown in panel (b). We also show the prediction by the JKR model for a homogeneous surface at the same average work of adhesion. The arrows indicate the jump into contact and the jump out of contact instabilities. (b) Contact areas at the penetration $\Delta^* = 0.2$, indicated by the cross in the force-penetration curve, on top of the work of adhesion field. The tensile pressures of the contact mechanics simulation are shown in green, so that the perimeter of the contact is indicated by the darkest green pixels. The pink dashed line is the contact perimeter calculated with the crack-front model. The work of adhesion field has a standard deviation $\sim 0.4w_m$ and a short wavelength cutoff at $\ell_{\text{net}}^* = 0.2$. We used the median work of adhesion $w_m = \langle K_c \rangle^2 / 2E'$ for nondimensionalization.

of adhesion. We compare the results of BEM and the CF-E model in Fig. 4. The crack-front simulation yields almost the same result as BEM, but requires only one minute instead of one day of computational time. (Both simulations were performed on a single core.)

The BEM simulation was discretized on a $1024 \times 1024$ grid with pixel size $\ell_{\text{pix}}^* = 0.005$. On the same grid, we generated a random Gaussian toughness field with mean $\langle K_c \rangle = \sqrt{2E' w_m}$ and standard deviation $K_{c,\text{rms}} = 0.2 \langle K_c \rangle$ (Fig. 4b). We chose a Gaussian fracture toughness field instead of a work of adhesion field because it is easier to avoid negative work of adhesion values. Because the work of adhesion is the square of a Gaussian field, the mean $\langle w \rangle$ exceeds the median $w_m$ by a factor 1.04. The standard deviation $w_{\text{rms}} \sim 0.39w_m$. The Fourier spectrum is flat at wavelengths above the correlation length $\ell_{\text{net}}^* = 0.2$ and 0 below. The interaction range corresponds to a cohesive zone size $\ell_{\text{coz}}^* \sim 0.012$.

We performed a crack-front simulation on the same work of adhesion field. In order to evaluate the equilibrium condition of the crack front (Eq. (29)), we interpolated the work of adhesion with bicubic splines between the grid points. We used 512 collocation points on the crack front so that the largest spacing between the collocation points (at the maximal penetration) is $\sim \ell_{\text{net}}^*/10$.

In both simulations, we increased the penetration $\Delta^*$ in steps of 0.01 until the maximum penetration $\Delta_{\text{max}}^* = 1$ was reached and then decreased it until pull off. The starting penetration was chosen to be lower than the jump into contact instability.

In Fig. 4, the force-penetration curves computed with BEM and the crack-front model nearly overlap. For reference, we also show the force-penetration curve resulting
from a homogeneous work of adhesion (JKR model) having the same mean value. The homogeneous contact has one hysteresis loop corresponding to the jump into and the jump out of contact instabilities; the force is reversible at positive penetrations. In our simulations, the heterogeneities are energy barriers that pin the crack front and alter the normal force. The kinks in the force curve correspond to depinning instabilities that dissipate energy and lead to additional hysteresis loops (Joanny and de Gennes, 1984). The adhesion hysteresis caused by crack-front pinning will be discussed in more detail in an upcoming publication.

We now discuss the differences between the crack front and BEM results. In BEM, the jump into contact instability occurs too early: it converges much slower with interaction range than other quantities (Wu, 2010; Ciavarella et al., 2017; Wang et al., 2021). The remainder of the force-penetration curve, including depinning instabilities, is well converged. Other discrepancies in the force-penetration curves are due to the linearization in the crack-front model. The contact perimeters agree well, with the most significant deviations in the regions with low work of adhesion. This is consistent with what we observed in the previous section. The two simulations deviate more significantly at a few penetration values, where the instabilities occur at slightly different penetrations. An animation comparing the contact shape of BEM and the contact line during the whole indentation retraction process is provided in the supplementary material.

As mentioned at the beginning of this section, the crack-front simulations are computationally much cheaper than the BEM simulations. Furthermore, in BEM and in the crack-front model, the number of pixels in the linear dimension $n$ scales with $\ell_{\text{het}}^{-1}$ (the total number of pixels in BEM is then $\sim n^2$). While in BEM, the computation time of the elastic deformations increases as $n^2 \log n$ (two dimensional fast Fourier transform), in the crack-front model it only increases as $n \log n$ (one dimensional fast Fourier transform). The crack-front model will enable us to simulate smaller heterogeneities and softer spheres than possible with traditional BEM approaches.

7. Conclusion

We described the adhesion of a sphere against a chemically heterogeneous surface by first-order crack perturbation and validated this model against a boundary element method (BEM). We compared different variants of the first-order perturbation and found that the best approach is to approximate the energy quadratically. Linearizing the energy release rate is equivalent in the limit of small heterogeneity size, but linearizing the stress intensity factor underestimates adhesion in that limit.

By its efficiency, the crack-front model allows us to simulate orders of magnitude larger systems than possible with BEMs. This simplified model requires, however, that the work of adhesion heterogeneity is sufficiently small for the contact area to be nearly circular. Adapting the crack-front model to surface roughness will allow us to test whether crack-front pinning can explain the role of surface roughness in adhesion hysteresis (Dalvi et al., 2019) and to make theoretical predictions based on previous work on pinning of elastic lines by a random field (Démery et al., 2014).
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