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Abstract

We consider a pentadiagonal matrix which will be described in the text. We demonstrate practical methods for obtaining weak coupling expressions for the lowest eigenvector in terms of the parameters in the matrix, v and w. It is found that the expressions simplify if the wave function coefficients are put in the denominator.

1 Introduction

Matrix diagonalization is at the heart of the nuclear shell model. But more than that it is of vital importance in many other branches, certainly atomic and molecular physics as well as condensed matter. In nuclear physics we typically use very complicated Hamiltonians which are often represented as a long string of 2 body matrix elements. Despite this the output is in some cases tantalizingly simple. In previous works [1-4] we studied simple matrices in part for their own sake but also tried to connect and gain insight with results of realistic calculations. We here choose an example from personal experience. In ref [5] we used a complicated Hamiltonian and found a simple result that when a binning process was applied the magnetic dipole strength from the ground state appears to decrease exponentially with excitation energy. In references [1] and [2] we found a similar behavior when we used very simple tridiagonal matrices indicating there might be something general about this behavior. Note that although ref [5] will have been published after the “matrix” papers [1-4] it was written earlier and appeared in the archives earlier. It had a clear influence on these “matrix” papers.
2 The Interaction

In the previous papers the matrices that were addressed included tridiagonal, pentadiagonal and heptadiagonal[1-4]. However most of the analytic work was performed for the tridiagonal case. Here we consider the more complex pentadiagonal case and address the problem of the ground state wave functions in the weak coupling limit.

We start by showing in Table 1 an (11)x(11) pentadiagonal matrix which is to also represent a nuclear Hamiltonian. We have dealt with such a matrix before[3] but only for the case \( w=v \). On the diagonal we shall consider the case where \( E_n = nE \).

Table 1. An (11) x(11) Pentadiagonal Matrix with 2 Parameters \( v \) and \( w \).

\[
\begin{align*}
&\{E_0, v, w, 0, 0, 0, 0, 0, 0, 0, 0\}, \\
&\{v, E_1, v, w, 0, 0, 0, 0, 0, 0, 0\}, \\
&\{w, v, E_2, v, w, 0, 0, 0, 0, 0, 0\}, \\
&\{0, w, v, E_3, v, w, 0, 0, 0, 0, 0\}, \\
&\{0, 0, w, v, E_4, v, w, 0, 0, 0, 0\}, \\
&\{0, 0, 0, w, v, E_5, v, w, 0, 0, 0\}, \\
&\{0, 0, 0, 0, w, v, E_6, v, w, 0, 0\}, \\
&\{0, 0, 0, 0, 0, w, v, E_7, v, w, 0\}, \\
&\{0, 0, 0, 0, 0, 0, w, v, E_8, v, w\}, \\
&\{0, 0, 0, 0, 0, 0, 0, w, v, E_9, v\}, \\
&\{0, 0, 0, 0, 0, 0, 0, 0, w, v, E_{10}\}
\end{align*}
\]

We have previously studied such matrices in works by A.Kingan and L.Zamick[1,2] and L.Wolfe and L.Zamick [3,4], but only for the case \( w=v \).

3 Expressions for the lowest eigenvector components of a pentadiagonal matrix-numerical approach

Our objective is to obtain the lowest eigenvector of the pentadiagonal matrix shown above in the weak coupling limit i.e. when both \( v \) and \( w \) are much smaller than the energy separations on the diagonal. We use the word “obtain” rather than “derive”. While a derivation can be obtained it becomes very complicated. We here offer a practical method of obtaining the eigenvector components. Of course it is not difficult, with programs like Mathematica to obtain these components for any strength of the interaction but we are here interested in the analytical form. We associate the lowest eigenvector with a ground state wave function.
Our method is to choose small values of \( v \) and \( w \). We use Mathematica to obtain the eigenvectors, and fit the eigenvectors components to a plausible formula. To make things competitive we chose the following set of values:

\[
v = n \times 10^{-4} \quad \text{and} \quad w = m \times 10^{-8}
\]

with \( m \) and \( n \) small integers. Why the big difference between \( v \) and \( w \)? With \( w \) we can make a 2 state jump in one shot but with \( v \) we have to make the jump in 2 steps.

By examining the structure of the lowest eigenvalue we find that the components \( \{a_0, a_1, \ldots, a_9, a_{10}\} \) have the following structure:

\[
\{1, -v, (c_0v^2 + c_1w), (d_0v^3 + d_1v w), (e_0v^4 + e_1v^2w + e_3w^2), \ldots\}.
\]

When the results are present with the numbers in the numerator they are complicated looking, but in the denominator they are for the most part integers, and so the formulas look much simpler. Our previous works shed some light on this, as will be seen in the next section.

Table 2: Components of the ground state wave functions for pentadiagonal matrices in terms of \( v \) and \( w \).

| \( n \) | \( a_n \) |
|------|-------|
| 0    | 1     |
| 1    | -v    |
| 2    | \( v^2/2 - w/2 \) |
| 3    | -\( v^3/6 + vw/2 \) |
| 4    | \( v^4/24 - v^2w/4 + w^2/8 \) |
| 5    | -\( v^5/120 + v^3w/12 - vw^2/8 \) |
| 6    | \( v^6/720 - v^4w/48 + v^2w^2/16 - w^3/48 \) |
| 7    | -\( v^7/5040 + v^5w/240 - v^3w^2/48 + vw^3/48 \) |
| 8    | \( v^8/40320 + v^6w/1440 + v^4w^2/96 - v^2w^3/96 + w^4/384 \) |
| 9    | -\( v^9/362880 + v^7w/10080 - v^5w^2/945 + v^3w^3/288 - vw^4/384 \) |
| 10   | \( v^{10}/3628800 - v^8w/80640 + v^6w^2/5760 - v^4w^3/1152 + v^2w^4/768 - w^5/3840 \) |

4 Expressions for the lowest eigenvector components of a pentadiagonal matrix-analytic approach

In ref [3] entitled “Relation Between Exponential Behavior and Energy Denominators-Weak Coupling Limit” L.Wolfe and L.Zamick considered first a tridiagonal matrix i.e. one for which \( w=0 \), and then simpler pentadiagonal matrix, one for which \( w=v \).

For the tridiagonal case \( v/E=0.01 \) was used. The results were as follows:

\[
(0.99995, -0.000999, 0.0000499933, -1.6664*10^{-7}, 4.16592*10^{-10}, -8.33171*10^{-13}, 1.3886*10^{-15}, -1.98269*10^{-18}, 2.47958*10^{-21}, -2.75506*10^{-24}, 2.75504*10^{-27})
\]
These numbers were put in a more suggestive way with a bit of rounding up.

To get $a_n$ one has to go the $n$th order in perturbation theory. Let $H = H_0 + V$ with $H_0$ the diagonal part of the matrix and $V$ the off diagonal.

$$
\Psi = \Phi + \frac{1}{(E_0-H_0)QV}\Psi = (1 + \frac{1}{(E_0-H_0)QV} + \frac{1}{(E_0-H_0)QV^2}+... )\phi
$$

where $Q$ prevets the unperturbed ground state from being an intermediate state.

To get $a_n$ to the lowest power in $v/E$ one has to go in $n$ steps- 0 to 1, 1 to 2,...(n-1) to n. In the numerator all the matrix elements $<(n+1)\ QV^n>$ are the same, namely $v$. In the denominator one gets $(E_0-E_1)....(E_0-E_n)$. Since we have $E_n = nE$ the denominator is $n!$.

This was all for the tridiagonal case. Looking at Table 2 for the pentadiagonal case we see that the coefficient of the $v^n$ is $1/n!$. This is to be expected since, if we set $w$ to be zero we get back to the tridiagonal case [2]. There it was shown, and repeated in Sec 3, that by considering the energy denominators, one gets this factor.

We can similarly get the other coefficients by considering all possible paths to get to the $n$th state.. For example take the second term for $n=6$, namely $-v^4 w/48$. To evaluate the various energy denominators we have to consider all possible arrangements and the corresponding energy denominators.

$$
\begin{align*}
vvvvw: & 1*1/2*1/3*1/4*1/6 = 1/144 \\
vvvvw: & 1*1/2*1/3*1/5*1/6 = 1/180 \\
vvvvv: & 1*1/2*1/4*1/5*1/6 = 1/240 \\
vvwwv: & 1*1/3*1/4*1/5*1/6 = 1/360 \\
wvvvv: & 1/2*1/3*1/4*1/5*1/6 = 1/720 \\
\text{sum} = & 1/48.
\end{align*}
$$

The negative sign comes from the fact that for $v^4\ w$ we have 5 negative energy denominators.

As another example consider $v^2 w^3$ term for $n=8$. There are $5!/(2!*3!)$ = 10 partitions.

$$
\begin{align*}
vwwww (2*3*4*6*8)^{-1} = & 1/348 \\
vwwww (3*4*6*8)^{-1} = & 1/576 \\
vwwww (3*5*6*8)^{-1} = & 1/720 \\
vwwww (3*5*7*8)^{-1} = & 1/840 \\
vwwww (2*3*4*6*8)^{-1} = & 1/1152 \\
vwwww (2*4*5*6*8)^{-1} = & 1/1920 \\
wvvww (2*4*6*7*8)^{-1} = & 1/2688 \\
wvvww (2*3*5*6*8)^{-1} = & 1/1440 \\
wvvww (2*3*5*7*8)^{-1} = & 1/1680 \\
wvvww (2*4*5*7*8)^{-1} = & 1/2240 \\
\text{sum} = & 1/96
\end{align*}
$$
5 A comparison of the weak coupling and exact results

We see that for all the cases considered there the weak coupling (or asymptotic) results are very close to the exact results. Of course we chose \( v/E \) and \( w/E \) to be 0.1, 0 or -0.1. We can ask, where will the asymptotic results no longer be valid? Obviously not at \( v=1 \). In the weak coupling limit if \( v=1 \) then in all cases of table 3 we would have that \( a_0 = 1 \) and \( a_1 = -1 \). If nothing else it would mean that the eigenvector is not normalized to one.

We can also use table 3 see the trends of varying \( v \) and \( w \). For \( v=0 \) \( w=1 \) the odd \( a_n \) vanish. This is because, starting from the ground state one has to jump by 2 units to get a non-zero contribution. Relative to the case \( v=0.1 \), \( w=0 \) we see that the non-zero \( w \)'s in case 3 and 4 lead to an enhancement of the lower components \( a_n \). For example

with \( v=0.1 \) \( w=0 \) \( a_{10} = 0.2686 \text{E-15} \) but the values change to \(-0.1427\text{E-8}\) for \( v=0.1 \) \( w=0.1 \), and to \(-0.3987\text{E-8}\) for \( v=0.1 \) \( w=-0.1 \).

6 Added remarks

Another point, there are several papers [6-10] where instead of magnetic dipole excitations the authors deal with magnetic (and electric) dipole decay. The latter is not the inverse of what we are doing because in our case we always start from a certain state e.g. the ground state and go directly to an excited state, whereas in [6-10] there is, following an \((n, \gamma)\) capture, a cascade of \( \gamma \)'s to several intermediate states before reaching the ground state. With out simplified interaction and simplifies model we found that the cascade distribution of the average \( \text{B(M1)} \) strength was the same as the excitation distribution for the total \( \text{B(M1)} \) strength. Admittedly the association of our simplified models with the realistic models
needs a lot more work but we feel that these efforts are worth pursuing. In this work we are trying to ascertain the simple properties of a more complex matrix than we previously studied in depth (pentadiagonal vs. tridiagonal) and we hope to continued our 2 pronged attack, by considering realistic calculations as in ref [5] and schematic ones as in refs [1-4].
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