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Abstract. This paper is devoted to studying the extrapolation theory of Rubio de Francia on general function spaces. We present endpoint extrapolation results including $A_1$, $A_p$, and $A_\infty$ extrapolation in the context of Banach function spaces, and also on modular spaces. We also include several applications that can be easily obtained using extrapolation: local decay estimates for various operators, Coifman–Fefferman inequalities that can be used to show some known sharp $A_1$ inequalities, Muckenhoupt–Wheeden and Sawyer’s conjectures are also presented for many operators, which go beyond Calderón–Zygmund operators. Finally, we obtain two-weight inequalities for Littlewood–Paley operators and Fourier integral operators on weighted Banach function spaces.

1. Introduction

One of the most useful and powerful tools in harmonic analysis is the Rubio de Francia extrapolation theorem \[68\], which states that given an operator $T$,

$$\text{if } T \text{ is bounded on } L^{p_0}(w_0) \text{ for some } p_0 \in [1, \infty) \text{ and for all } w_0 \in A_{p_0},$$

$$\text{then } T \text{ is bounded in } L^p(w) \text{ for all } p \in (1, \infty) \text{ and for all } w \in A_p. \quad (1.1)$$

Over the years, Rubio de Francia’s result has been extended and complemented in different manners, see \[21\] and the references therein. These results only involve the $L^p(w)$ boundedness of an operator $T$, which can be generally formulated by the pair of functions. In addition to the extrapolation theorems aforementioned, there are several other kinds of extrapolation. For example, Bényi et al. \[10\] obtained comprehensive extrapolation results from $T$ to its commutator $[b, T]$ on weighted Lebesgue spaces. Recently, Hytönen and Lappas \[40, 41\] established a “compact version” of Rubio de Francia’s extrapolation theorem, which allows one to extrapolate the compactness of an operator from just one space to the full range of weighted spaces, provided that the operator is bounded. This result has been extended to the multilinear case in \[14\]. Another kind of extrapolation, related with second order elliptic operators, was presented by Shen \[70\], where it was proved that one can extrapolate the solvability of the $L^p$-Dirichlet problem on Lipschitz domains from on some exponent $p_0$ to a large range of $p$’s. Beyond that, Hofmann and Martell \[36, 37\] built the extrapolation of Carleson measure in order to investigate the uniform rectifiability and $A_\infty$ property of elliptic measure. To sum
up, a common point in all extrapolation theorems is that one can obtain the global or local information from an estimate at certain single point.

The Rubio de Francia extrapolation theorem and its variants have been proved to be extremely advantageous and the key to solving many problems in harmonic analysis. Indeed, extrapolation theorems allow us to reduce the general $L^p$ estimates for certain operators to a suitable case $p = p_0$, for example, see [15] for the Coifman-Fefferman’s inequality for $p_0 = 1$, [39] for the Calderón-Zygmund operators for $p_0 = 2$, and [47] for square functions for $p_0 = 3$. Even more, the technique of extrapolation can refine some estimates, see [20] for the Sawyer conjecture, [49, 50] for the weak Muckenhoupt-Wheeden conjecture and [63] for the local decay estimates. Also, using extrapolation theorems, one can obtain sharp weighted inequalities for several operators, see [10] and [45]. Another interesting point is that by means of extrapolation, the vector-valued inequalities immediately follow from the corresponding scalar-valued inequalities, see Theorems 1.4, 1.11, 1.15 and 4.1 below.

An important feature of the proof of Rubio de Francia extrapolation theorems in [21] is that it makes clear exactly what the essential ingredients are. They are three-fold: norm inequalities for the Hardy-Littlewood maximal operator $M$, duality, and the reverse factorization property of $A_p$ weights. More precisely, to extrapolate, we only need the following:

(a) $M$ is bounded on $L^p(w)$,
(b) $M'_w$ is bounded on $L^{p'}(w)$,
(c) If $w_1, w_2 \in A_1$, then $w_1 w_2^{1-p} \in A_p$,
(d) Hölder’s inequality,

where $M'_w f := M(fw)/w$. Observing these, recently, Marín, Martell and the first author [13] generalized the Rubio de Francia extrapolation theory to the context of Banach Function spaces over measure spaces, which include Lorentz spaces, variable Lebesgue spaces, Orlicz spaces, their weighted version, etc. To do this, they formulated the weighted boundedness of Hardy-Littlewood maximal operators on weighted Banach function spaces, which is the natural substitute of Muckenhoupt weights in the general setting.

In this paper, we are interested in two kinds of weak type estimates. The first one is called local decay estimates, which concerns the following quantity:

$$
\psi_t(\mathcal{I}, \mathcal{M}) := \sup_{Q: \text{cube} \subseteq \mathbb{R}^n} \sup_{f \in L^\infty(\mathbb{R}^n) \atop \text{supp}(f) \subseteq Q} |Q|^{-1} \{ x \in Q : |\mathcal{I} f(x)| > t \mathcal{M} f(x) \}, \quad t > 0,
$$

(1.2)

where $\mathcal{I}$ is a singular operator and $\mathcal{M}$ is an appropriate maximal operator. In general, one would like to obtain an exponential/sub-exponential decay with respect with $t$. Local decay estimates accurately reflect the extent that an operator is locally controlled by certain maximal operator, which refines the corresponding good-lambda inequality. We here mention that the latter was used to pursue the sharp dependence on the weight’s norm (cf. [12] for the maximal singular integrals). These kinds of estimates in (1.2) appeared for the first time in the work of Karagulyan [44] and was further investigated by Ortiz-Caraballo, Pérez and Rela [63] using a novel strategy.

The second one is the Muckenhoupt-Wheeden conjecture, which states that for every standard Calderón-Zygmund operator $T$,

$$
\|Tf\|_{L^{1,\infty}(w)} \lesssim \|f\|_{L^1(Mw)} \quad \text{for any weight } w,
$$

(1.3)

where the implicit constant is independent of $w$. Evidently, (1.3) implies the weak Muckenhoupt-Wheeden conjecture:

$$
\|Tf\|_{L^{1,\infty}(w)} \lesssim [w]_{A_1} \|f\|_{L^1(w)}, \quad \text{for any } w \in A_1.
$$

(1.4)
Unfortunately, (1.3) and (1.4) have been disproved by Reguera and Thielemann [66] for the Hilbert transform, and by Nazarov et al. [60] obtaining a lower bound $[w]_{A_1} \log^1(e + [w]_{A_1})$, respectively. This leads to the question whether one can determine the optimal exponents $\alpha$ and $\beta$ such that the following holds:

$$\|Tf\|_{L^{1,\infty}(w)} \lesssim [w]_{A_1}^\alpha \log^\beta(e + [w]_{A_1})\|f\|_{L^1(w)}, \quad \text{for any } w \in A_1,$$

(1.5)

where the operator $T$ is not necessarily a Calderón-Zygmund operator. For the Hilbert transform, in [48] was proved that that $\alpha = \beta = 1$.

On the other hand, a somehow “dual” version of (1.3) can be formulated by

$$\left\| \frac{Tf}{Mw} \right\|_{L^{1,\infty}(w)} \lesssim \|f\|_{L^1(\mathbb{R}^n)} \quad \text{for any weight } w.$$

(1.6)

A substitute of (1.6) with $M^3w$ in place of $Mw$ was proved in [51] for the standard Calderón-Zygmund operators. As argued above, it is interesting to establish (1.6) with $M^{1+\epsilon}w$ instead of $Mw$. Additionally, the inequalities of the sort (1.6) are called sometimes in the literature mixed weak type estimates, for which a more general form is given by the following:

$$\left\| \frac{T(fv)}{v} \right\|_{L^{1,\infty}(uv)} \lesssim \|f\|_{L^1(\mathbb{R}^n)}.$$

(1.7)

Such estimates originated in the work of Muckenhoupt and Wheeden [59], where (1.7) for $v^{-1} \in A_1$ and $uv \equiv 1$ was established for the Hardy-Littlewood maximal operator $M$ and the Hilbert transform $H$ on the real line $\mathbb{R}$. Later on it was developed by Sawyer [69] to the case $u, v \in A_1$ but only for $M$ on $\mathbb{R}$. Also, Sawyer conjectured that (1.7) is true for $H$ and for $M$ but in higher dimensions. A positive answer to both conjectures was given in [20] by using extrapolation arguments. Recently, Sawyer’s conjecture for $M$ was extended to the setting of $u \in A_1$ and $v \in A_\infty$ in [54] by means of some delicate techniques.

Motivated by the work above, the current paper will build extrapolation theorems to study weak type estimates aforementioned. Our extrapolation will be given in the endpoint case, which means the weights $u$ and/or $v$ belong to $A_1$ and/or $A_\infty$ classes. In view of the general framework used in [13], our work is carried out on Banach function spaces. Considering the weights in $A_1$ or $A_\infty$, we construct only one Rubio de Francia iteration algorithm in each proof, which is quite different from that in [13].

Hereafter, a family of extrapolation pairs $\mathcal{F}$ is a collection of pairs $(f, g)$ of nonnegative measurable functions. More definitions and notation are given in Section 2. We begin with two results related to the so-called $A_p$ extrapolation, which will be used to the aforementioned weak-type estimates obtain local decay estimates in (1.2) for plenty of operators.

**Theorem 1.1.** Let $\mathcal{F}$ be a family of extrapolation pairs. Suppose that $\mathcal{X}$ is a rearrangement invariant Banach function space over $(\mathbb{R}^n, dx)$ with $q_\mathcal{X} < \infty$. If for some $p_0 \in [1, \infty)$ and for every $w \in A_{p_0}$,

$$\|f\|_{L^1(w)} \leq \Psi([w]_{A_{p_0}})\|g\|_{L^1(w)}, \quad (f, g) \in \mathcal{F},$$

(1.8)

where $\Psi : [1, \infty) \to [1, \infty)$ is an increasing function, then for every $u^{1-p_0'} \in A_1$ and for every $v \in A_1$,

$$\|fu\|_{\mathcal{X}_v} \leq 4\Psi(2\|Mv\|_{\mathcal{X}_v})\|fu\|_{\mathcal{X}_v} \equiv [u^{1-p_0'}]_{A_1}^{p_0-1}[v]_{A_1})\|gu\|_{\mathcal{X}_v}, \quad (f, g) \in \mathcal{F}.$$

(1.9)

Here, $u$ is understood as the constant 1 in the case $p_0 = 1$. 
Corollary 1.2. Let $\mathcal{F}$ be a family of extrapolation pairs. Suppose that $\mathcal{X}$ be a rearrangement invariant Banach function space over $(\mathbb{R}^n, dx)$ such that $q_\mathcal{X} < \infty$. If for some $p_0 \in (1, \infty)$ and for every $w \in A_{p_0}$,
\begin{equation}
\|f\|_{L^p_0(w)} \leq C\|g\|_{L^p_0(w)}, \quad (f, g) \in \mathcal{F},
\end{equation}
then for every $p \in (1, \infty)$, for every $u^{1-p'} \in A_1$, and for every $v \in A_1$,
\begin{equation}
\|f^{p'}u\|_{\mathcal{X}_v} \leq C\|g^{p'}u\|_{\mathcal{X}_v}, \quad (f, g) \in \mathcal{F}.
\end{equation}

We present an $A_1$ extrapolation result in the language of the boundedness of the Hardy-Littlewood maximal operators, which should be compared with [13, Theorems 3.1] in the case $p_0 = 1$.

Theorem 1.3. Let $\mathcal{F}$ be a family of extrapolation pairs. Suppose that $u$ and $v$ are weights on $\mathbb{R}^n$ such that $v \in A_1$, and $\mathcal{X}_v$ is a Banach function space over $(\mathbb{R}^n, v \, dx)$. If for some $p_0 \in (0, \infty)$ and for every $w \in A_1$,
\begin{equation}
\|f\|_{L^p_{0}(w)} \leq \Psi([w]_{A_1})\|g\|_{L^p_{0}(w)}, \quad (f, g) \in \mathcal{F},
\end{equation}
where $\Psi : [1, \infty) \to [1, \infty)$ is a non-decreasing function, then
\begin{equation}
\|fu\|_{\mathcal{X}_v^{p_0}} \leq 4^{1/p_0}\Psi({2K_0[v]_{A_1}})\|gu\|_{\mathcal{X}_v^{p_0}}, \quad (f, g) \in \mathcal{F},
\end{equation}
provided that
\begin{equation}
\|(M_v f)u^{-p_0}\|_{\mathcal{X}_v} \leq K_0\|fu^{-p_0}\|_{\mathcal{X}_v}, \quad \forall f \in \mathcal{M}.
\end{equation}

Next, we formulate a series of $A_{\infty}$ extrapolation below.

Theorem 1.4. Let $\mathcal{F}$ be a family of extrapolation pairs. Suppose that $u$ and $v$ are weights on $\mathbb{R}^n$ such that $v \in A_{\infty}$, and $\mathcal{X}_v$ is a Banach function space over $(\mathbb{R}^n, v \, dx)$. If for some $p_0 \in (0, \infty)$ and for every $w \in A_{\infty}$,
\begin{equation}
\|f\|_{L^p_{0}(w)} \leq C\|g\|_{L^p_{0}(w)}, \quad (f, g) \in \mathcal{F},
\end{equation}
then for every $p \in (0, \infty)$,
\begin{equation}
\|f^{p'}u\|_{\mathcal{X}_v} \leq C\|g^{p'}u\|_{\mathcal{X}_v}, \quad (f, g) \in \mathcal{F},
\end{equation}
provided that
\begin{equation}
\|(M_v f)u^{-1}\|_{\mathcal{X}_v} \leq K_0\|fu^{-1}\|_{\mathcal{X}_v}, \quad \forall f \in \mathcal{M}.
\end{equation}
Moreover, under the hypothesis (1.17), (1.15) implies that for every $p, q \in (0, \infty)$,
\begin{equation}
\left\|\left(\sum_{j} f_{j}^{q}\right)^{\frac{2}{q}} u\right\|_{\mathcal{X}_v} \leq C\left\|\left(\sum_{j} g_{j}^{q}\right)^{\frac{2}{q}}\right\|_{\mathcal{X}_v}, \quad \{\{f_j, g_j\}\}_{j} \subset \mathcal{F}.
\end{equation}

Compared with Theorem 1.4, the following result directly asserts which weight classes $u$ and $v$ belong to, instead of the boundedness of Hardy-Littlewood maximal operators in (1.17).

Theorem 1.5. Let $\mathcal{F}$ be a family of extrapolation pairs. Suppose that $\mathcal{X}$ is a rearrangement invariant Banach function space over $(\mathbb{R}^n, dx)$ such that $q_\mathcal{X} < \infty$. If for some $p_0 \in (0, \infty)$ and for every $w \in A_{\infty}$,
\begin{equation}
\|f\|_{L^p_{0}(w)} \leq C\|g\|_{L^p_{0}(w)}, \quad (f, g) \in \mathcal{F},
\end{equation}
then for every $u \in RH_{\infty}$ and for every $v \in A_{\infty}$,
\begin{equation}
\|fu\|_{\mathcal{X}_v} \leq C\|gu\|_{\mathcal{X}_v}, \quad (f, g) \in \mathcal{F}.
\end{equation}
A variant of Theorem 1.5 is the following extrapolation, which considers the type of estimates \( \|f/u\|_{X_v} \) in place of \( \|fu\|_{X_v} \). Correspondingly, the weight classes of \( u \) and \( v \) are given in terms of \( A_1 \) and \( A_{\infty} \). It is worth pointing out that such estimates are key ingredients to establish Coifman-Fefferman inequalities, which together with duality in turn implies sharp \( A_1 \) inequalities similar to (1.5) for the Calderón-Zygmund operator and its maximal truncation, rough singular integrals, Bochner-Riesz means, and so on (cf. Section 6).

**Theorem 1.6.** Let \( \mathcal{F} \) be a family of extrapolation pairs. Suppose that \( X \) is a rearrangement invariant Banach function space over \((\mathbb{R}^n, dx)\) such that \( q_X < \infty \). If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_\infty \),
\[
\|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F},
\]
then for every \( u \in A_1 \) and for every \( v \in A_{\infty} \), or for every \( u \in A_{\infty} \) and for every \( v \in A_1 \),
\[
\left\| \frac{f}{u} \right\|_{X_v} \leq C\left\| \frac{g}{u} \right\|_{X_v}, \quad (f, g) \in \mathcal{F}.
\]

**Theorem 1.7.** Let \( \mathcal{F} \) be a family of extrapolation pairs. Suppose that \( u \) and \( v \) are weights such that \( v \in L^1_{\text{loc}}(\mathbb{R}^n) \), and \( X_v \) is a Banach function space over \((\mathbb{R}^n, vdx)\). Assume that there exist \( r > 1 \) and \( s > 0 \) such that \( u^{1-r}v^{-\frac{1}{s}} \in A_1 \) and
\[
\|M^r_{v^{1/s}}f\|_{X_v'} \leq K_0\|f\|_{X_v'}, \quad \forall f \in \mathcal{M}.
\]
If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_{\infty} \),
\[
\|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F},
\]
then
\[
\left\| \frac{f}{u} \right\|_{X_v} \leq C\left\| \frac{g}{u} \right\|_{X_v}, \quad (f, g) \in \mathcal{F}.
\]

Furthermore, considering the type of estimates in (1.7) and Sawyer’s conjecture for operators beyond the Calderón-Zygmund theory, we present an extrapolation on weighted Banach function spaces \( X_{uv} \). In Section 6, one can see that it is a refinement of [20, Theorem 1.7] on Banach function spaces.

**Theorem 1.8.** Let \( \mathcal{F} \) be a family of extrapolation pairs. Suppose that \( u \) and \( v \) are weights on \( \mathbb{R}^n \) such that \( v \in A_\infty \) and \( uv \in L^1_{\text{loc}}(\mathbb{R}^n) \), and \( X_{uv} \) is a Banach function space over \((\mathbb{R}^n, uvdx)\). Assume that there exist \( q_0 > 1 \) and \( K_0 > 0 \) such that
\[
\|M^q_{v^{1/q}}f\|_{(X_{uv}')'} \leq K_0\|f\|_{(X_{uv}')'}, \quad \forall q \geq q_0.
\]
If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_{\infty} \),
\[
\|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F},
\]
then
\[
\left\| \frac{f}{v} \right\|_{X_{uv}} \leq C\left\| \frac{g}{v} \right\|_{X_{uv}}, \quad (f, g) \in \mathcal{F}.
\]

**Remark 1.9.** Under the same hypotheses, one can also obtain that there exists a small constant \( \epsilon > 0 \) depending on only \( q_0 \) and \([v]_{A_\infty} \) such that
\[
\left\| \frac{f}{v} \right\|_{X_{uv}^{1+\epsilon}} \leq C\left\| \frac{g}{v} \right\|_{X_{uv}^{1+\epsilon}}, \quad (f, g) \in \mathcal{F}.
\]
In fact, in the proof below, it suffices to pick \( r > 1 \) and \( \epsilon > 0 \) such that \( 0 < \frac{1}{r^*} < \min \{ \nu_0, \frac{1}{p_0} \} \) and \( r(1 + \epsilon) < q_0' \). On the other hand, if the assumption \( v \in A_\infty \) is replaced by \( v \in RH_\infty \), then the conclusion (1.26) still holds provided a weaker condition than (1.24):

\[
\| M^*_w f \|_{(X^w_v)'} \leq K_0 \| f \|_{(X^w_v)'} \quad \text{for some } r > 1.
\]

In view of the dual version of Muckenhoupt-Wheeden conjecture in (1.6), we establish an exotic extrapolation below, where the hypothesis is given in terms of \( A_\infty \) weights but the conclusion is asserted for any weight. It should be compared with Theorem 1.6, since Theorem 1.10 with \( w \in A_1 \) implies Theorem 1.6 for \( u = v \in A_1 \).

**Theorem 1.10.** Let \( F \) be a family of extrapolation pairs. Suppose that \( X \) is a rearrangement invariant Banach function space over \((\mathbb{R}^n, dx)\) with \( q_X < \infty \). If for some \( p_0 \in (0, \infty) \) and every \( w_0 \in A_\infty \),

\[
\| f \|_{L^{p_0}(w_0)} \leq C \| Mg \|_{L^{p_0}(w_0)}, \quad (f, g) \in F,
\]

then for every weight \( w \),

\[
\left\| \frac{f}{M^{1}w} \right\|_{(X(Mw))'} \leq C \left\| \frac{g}{Mw} \right\|_{(X(Mw))'}, \quad (f, g) \in F.
\]

Beyond that, we study the extrapolation with arbitrary weights on Banach function spaces, which extends [23, Theorem 1.3] to the weighted Banach function spaces.

**Theorem 1.11.** Let \( F \) be a family of extrapolation pairs. Suppose that \( X \) is a rearrangement invariant Banach function space over \((\mathbb{R}^n, dx)\) with \( q_X < \infty \) such that \( \frac{X}{w} \) is a Banach function space for some \( p_0 \in (0, \infty) \). If for every weight \( w_0 \),

\[
\| f \|_{L^{p_0}(w_0)} \leq C \| g \|_{L^{p_0}(Mw_0)}, \quad (f, g) \in F,
\]

then for every weight \( w \),

\[
\| f \|_{X_w} \leq C \| g(Mw/w) \|_{X_w}^{p_0}, \quad (f, g) \in F.
\]

Moreover, if \( X \) is a BFS for some \( q \in (0, \infty) \), then

\[
\left\| \left( \sum_{j=1}^{\infty} |f_j|^q \right)^{\frac{1}{q}} \right\|_{X_w} \leq C \left\| \left( \sum_{j=1}^{\infty} |g_j|^q \right)^{\frac{1}{q}} \left( \frac{Mw}{w} \right)^{\frac{1}{q}} \right\|_{X_w}, \quad \{(f_j, g_j)\} \subset F.
\]

**Theorem 1.12.** Let \( u, v, w_1 \), and \( w_2 \) be weights on \( \mathbb{R}^n \). Let \( \Phi \) be a Young function or \( \Phi(t) = t \). Suppose that \( X_u \) and \( X_v \) are respectively Banach function spaces over \((\mathbb{R}^n, u \, dx)\) and \((\mathbb{R}^n, v \, dx)\) such that \( Y_u = \frac{X_u}{w_1} \) and \( Y_v = \frac{X_v}{w_2} \) are BFS for some \( p_0 \in (0, \infty) \). Assume that

\[
\|(M_\Phi f)w_2^{-p_0}u^{-1}\|_{Y_v} \leq C\|fw_1^{-p_0}u^{-1}\|_{Y_u}, \quad \forall f \in M
\]

If for every weight \( w_0 \),

\[
\| f \|_{L^{p_0}(w_0)} \leq C \| g \|_{L^{p_0}(M\Phi w_0)}, \quad (f, g) \in F.
\]

then

\[
\| fw_1 \|_{X_u} \leq C \| gw_2 \|_{X_v}, \quad (f, g) \in F.
\]
Remark 1.13. Theorem 1.12 extends [21, Theorem 8.2] to the weighted Banach function spaces. Indeed, let $A$, $B$ and $\Phi$ be Young functions such that $A \in B_p$ and $A^{-1}(t)B^{-1}(t) \lesssim \Phi^{-1}(t)$ for any $t > 0$. Let $u = v$, $X_u = X_v = L^p(v)$, $r = p/p_0 > 1$ and $(w_1, w_2) = (U^\frac{1}{p}, V^\frac{1}{p})$. With these notation in hand, we see that $Y'_u = Y'_v = L^{r'}(v)$ and (1.33) is equivalent to
\[
\|M_f\|_{L^{r'}((vU)^{1-r'})} \lesssim \|f\|_{L^{r'}((vU)^{1-r'})}.
\]
Moreover, (1.35) is equivalent to
\[
\|f\|_{L^p(vU)} \leq C\|g\|_{L^p(vV)}, \quad (f, g) \in \mathcal{F}.
\]
In view of Lemma 2.6, the inequality (1.36) holds if
\[
\sup_Q \|(vU)^\frac{1}{r}\|_{A,Q}(vV)^{-\frac{1}{r'}}\|_{r',Q} = \sup_Q \|(vV)^{1-r'}\|_{r',Q} = \|g\|_{A,Q} < \infty.
\]

Theorem 1.14. Let $\Phi$ be a Young function or $\Phi(t) = t$, $A$ and $B$ be Young functions such that $A^{-1}(t)B^{-1}(t) \lesssim \Phi^{-1}(t)$. Suppose that $u$ and $v$ are weights on $\mathbb{R}^n$, and $X_u$ and $X_{M_A u}$ are Banach function spaces over $(\mathbb{R}^n, v dx)$ and over $(\mathbb{R}^n, M_A v dx)$ respectively. Assume that for some $p_0 \in (0, \infty)$ and for every weight $w_0$,
\[
\|f\|_{L^{p_0}(w_0)} \leq C\|g\|_{L^{p_0}(M_A w_0)}, \quad (f, g) \in \mathcal{F}.
\]

(i) If $Y_u = X_u^{\frac{1}{p_0}}$ is a BFS such that
\[
\|f\|_{Y_u} \leq C\|f\|_{Y_u'}, \quad \forall f \in \mathcal{M},
\]
then
\[
\|fu\|_{X_u} \leq C\|gM_A(u^{p_0})^\frac{1}{p_0}\|_{X_u}, \quad (f, g) \in \mathcal{F}.
\]

(ii) If both $Y_u = X_u^{\frac{1}{p_0}}$ and $Y_{M_A u} = X_{M_A u}^{\frac{1}{p_0}}$ are BFS such that
\[
\|f\|_{Y_{M_A u}} \leq C\|f\|_{Y_{M_A u}'}, \quad \forall f \in \mathcal{M},
\]
then
\[
\|fu\|_{X_u} \leq C\|gu\|_{X_{M_A u}'}, \quad (f, g) \in \mathcal{F}.
\]

Finally, let us give vector-valued Fefferman-Stein inequalities on the general Banach function spaces with arbitrary weights. We also use it to recover a sharp weighted inequality in [23, Theorem 1.4] and [65, Theorem 1.1].

Theorem 1.15. Let $1 < q < \infty$ and $v$ be a weight on $\mathbb{R}^n$. Suppose that $X_v$ is a Banach function space over $(\mathbb{R}^n, v dx)$ such that $X_v^{\frac{1}{q}}$ is also a Banach function space. Let $A$ be a Young function. If $M_A^{t'}$ is bounded on $(X_v^{\frac{1}{q}})'$, then for every weight $u$,
\[
\left\| \left( \sum_{j=1}^{\infty} |f_j|^q \right)^{\frac{1}{q}} u \right\|_{X_v} \leq C \left\| \left( \sum_{j=1}^{\infty} |f_j|^q \right)^{\frac{1}{q}} M_A(u^q)^{\frac{1}{q}} \right\|_{X_v},
\]
where the maximal operator $\mathfrak{M}$ is one of the following:

1. $\mathfrak{M} = M$;
2. $\mathfrak{M} = M_B$ with $\Phi \in B_p$ for some $p \in (1, \infty)$;
3. $\mathfrak{M} = M_{r,s}$ with $1 < r < \infty$ and $1 < s < \infty$.
Corollary 1.16. Let $1 < q < p < \infty$. There exists a constant $C = C(n, p, q)$ such that for every weight $w$,

$$\left\| \left( \sum_{j=1}^{\infty} |Mf_j|^q \right)^{\frac{1}{q}} \right\|_{L^p(w)} \leq C \left\| \left( \sum_{j=1}^{\infty} |f_j|^q \right)^{\frac{1}{q}} \right\|_{L^p(M^{[p/q]+1}w)}.$$  \hfill (1.43)

Moreover, the inequality (1.43) is sharp in the sense that the exponent $[p/q]+1$ cannot be replaced by $[p/q]$.

The paper is organized as follows. In Section 2, we present some preliminaries, definitions, and some auxiliary results that will be used throughout the paper. We also introduce Banach function spaces and present some examples under the framework of the general function spaces. Section 3 is devoted to proving our main results, Theorem 1.1–Corollary 1.16. In Section 4, for a Young function $\Phi$ and a weight $w$, we build some extrapolation results on modular spaces $\rho_w^{\Phi}$. Theorem 4.1 can be viewed as a two-weight version of [24, Theorem 3.1]. Then Corollary 4.2 is a hybrid of Theorem 1.4 and Theorem 4.1. As a consequence, Corollary 4.3 gives a control of an operator $T$ by the maximal operator $M_{A_{loc}}$ locally. In addition, compared to [13, Theorem 4.36], Theorems 4.4 and 4.5 are respectively formulated by the boundedness of $M_e$ instead of $M''$. In Section 5, following the ideas in [10], we establish sharp two-weight extrapolation for commutators in the context of weighted Banach function spaces (cf. Theorem 5.1). Then Bloom type estimates for commutators originated in [11] are given in Theorems 5.3 and 5.4. Finally, Section 6 contains a variety of applications of extrapolation theorems, such as local decay estimates, Coifman-Fefferman type’s inequalities, Muckenhoupt-Wheeden and Saywer’s conjectures for many operators, and two-weight inequalities for certain Littlewood-Paley operators and Fourier integral operators.

2. Preliminaries

2.1. Muckenhoupt weights. We briefly recall the notion of Muckenhoupt weights and the relevant properties in this section. Given a locally integrable function $f$ on $\mathbb{R}^n$, the Hardy-Littlewood maximal operator $M$ is defined by

$$Mf(x) := \sup_{Q \ni x} \int_Q |f(y)| \, dy, \quad x \in \mathbb{R}^n,$$  \hfill (2.1)

where the supremum is taken over all cubes $Q \subset \mathbb{R}^n$ containing $x$.

We say that a measurable function $w$ defined on $\mathbb{R}^n$ is a weight if $0 < w(x) < \infty$ a.e. $x \in \mathbb{R}^n$. Given $p \in (1, \infty)$, we define the Muckenhoupt class $A_p$ as the collection of all weights $w$ satisfying

$$[w]_{A_p} := \sup_{Q \subset \mathbb{R}^n} \left( \int_Q w(x) \, dx \right) \left( \int_Q w(x)^{1-p'} \, dx \right)^{p-1} < \infty,$$  \hfill (2.2)

where the supremum is taken over all cubes $Q \subset \mathbb{R}^n$ and $p'$ is the Hölder conjugate exponent of $p$, i.e., $1/p + 1/p' = 1$. In the case $p = 1$, we say that $w \in A_1$ if

$$[w]_{A_1} := \|Mw/w\|_{L^\infty(\mathbb{R}^n)} < \infty.$$

Then, we define

$$A_\infty = \bigcup_{p \geq 1} A_p.$$

For every $p \in (1, \infty)$ and every weight $w$, we define the associated weighted Lebesgue space $L^p(w) := L^p(\mathbb{R}^n, w \, dx)$ as the set of measurable functions $f$ with $\int_{\mathbb{R}^n} |f|^p w \, dx < \infty$. 
Let $1 \leq p \leq q < \infty$. We say that $w \in A_{p,q}$ if it satisfies
\[
[w]_{A_{p,q}} := \sup_Q \left( \int_Q w^q dx \right) \left( \int_Q w^{p'} dx \right)^{\frac{q}{p'}} < \infty.
\]
Observe that $w \in A_{p,q}$ if and only if $w^q \in A_{1+\frac{q}{p}}$ if and only if $w^{p'} \in A_{1+\frac{p'}{q}}$. Moreover,
\[
[w]_{A_{p,q}} = [w^q]_{A_{1+\frac{q}{p}}} = [w^{p'}]_{A_{1+\frac{p'}{q}}}.
\] (2.3)
Together with $p \leq q$, the equation (2.3) implies that
\[
w \in A_{p,q} \iff w^p \in A_p \quad \text{and} \quad w^q \in A_q.
\] (2.4)
For $s \in (1, \infty]$, we define the reverse Hölder class $RH_s$ as the collection of all weights $w$ such that
\[
[w]_{RH_s} := \sup_Q \left( \int_Q w^s dx \right) \left( \int_Q w dx \right)^{-1} < \infty.
\]
When $s = \infty$, $(\int_Q w^s dx)^{1/s}$ is understood as $(\text{ess sup}_Q w)$.

Given $p \in (1, \infty)$ and a weight $w$, the Muckenhoupt’s theorem [58] states that the Hardy-Littlewood maximal operator $M$ is bounded on $L^p(w)$ if and only if $w \in A_p$. More precisely, there is a constant $C = C(n,p)$ such that
\[
\|M\|_{L^p(w) \to L^p(w)} \leq C [w]_{A_p}^{-\frac{1}{p'}}. \quad (2.5)
\]
The properties of Muckenhoupt weights are well-known (cf., e.g [31]). We mention some of them here for completeness.

(a) For all $1 \leq p \leq q \leq \infty$, $A_p \subseteq A_q$ with $[w]_{A_q} \leq [w]_{A_p}$, $\forall w \in A_p$.

(b) Let $w \in A_p$ with $p \in (1, \infty)$. Then there are $\varepsilon \in (0, p - 1)$ and $\tau \in (1, \infty)$ such that $w \in A_{p-\varepsilon}$ and $w^\tau \in A_p$.

(c) For every $p \in (1, \infty)$, $w \in A_p$ if and only if $w^{1-p'} \in A_{p'}$, and $[w^{1-p'}]_{A_{p'}} = [w]_{A_p}^{-p'-1}$.

(d) For every $p \in (1, \infty)$ and $w_1, w_2 \in A_1$,
\[
w_1 w_2^{1-p} \in A_p \quad \text{with} \quad [w_1 w_2^{1-p}]_{A_p} \leq [w_1]_{A_1} [w_2]_{A_1}^{-1}. \quad (2.6)
\]

(e) $w \in A_\infty$ if and only if $w \in RH_s$ for some $s \in (1, \infty)$.

(f) For any positive Borel measure $\mu$,
\[
[(M\mu)^\delta] \leq \frac{c_n}{1-\delta}, \quad \forall \delta \in (0, 1).
\] (2.7)

As a consequence,
\[
1 \leq [(M\mu)^{-\lambda}]_{RH_\infty} \leq c_{n,\lambda}, \quad \forall \lambda > 0. \quad (2.8)
\]

By $w \in A_p(u)$, we mean that $w$ satisfies the $A_p$ condition defined with respect to the measure $u \, dx$. The properties below considering the endpoint case were given in [20].

**Lemma 2.1.** The following statements hold:

1. If $u \in A_1$, then $u^{-1} \in RH_\infty$.
2. If $u \in A_\infty$ and $v \in RH_\infty$, then $uv \in A_\infty$.
3. If $u \in RH_\infty$, then $u^s \in RH_\infty$ for any $s > 0$. 


(4) \( u \in A_\infty \) if and only if \( u = u_1 u_2 \), where \( u_1 \in A_1 \) and \( u_2 \in RH_\infty \).

(5) If \( u \in A_1 \) and \( v \in A_p(u) \) with \( 1 \leq p < \infty \), then \( uv \in A_p \) with \( [uv]_{A_p} \leq [u]_{A_1} [v]_{A_p(u)} \).

(6) If \( u \in A_p \) with \( 1 \leq p \leq \infty \) and \( v \in A_1(u) \), then \( uv \in A_p \) with \( [uv]_{A_p} \leq [u]_{A_p} [v]_{A_1(u)} \).

(7) If \( u \in A_1 \) and \( v \in A_p \) with \( 1 \leq p < \infty \), then there exists \( 0 < \epsilon_0 < 1 \) depending only on \([u]_{A_1}\), such that \( u^\epsilon \in A_p \) for all \( 0 < \epsilon < \epsilon_0 \).

2.2. Orlicz maximal operators. A function \( \Phi : [0, \infty) \to [0, \infty) \) is called a Young function if it is continuous, convex, strictly increasing, and satisfies

\[
\lim_{t \to 0^+} \frac{\Phi(t)}{t} = 0 \quad \text{and} \quad \lim_{t \to \infty} \frac{\Phi(t)}{t} = \infty.
\]

Given \( p \in [1, \infty) \), we say that a Young function \( \Phi \) is a \( p \)-Young function, if \( \Psi(t) = \Phi(t^{1/p}) \) is a Young function.

If \( A \) and \( B \) are Young functions, we write \( A(t) \simeq B(t) \) if there are constants \( c_1, c_2 > 0 \) such that \( c_1 A(t) \leq B(t) \leq c_2 A(t) \) for all \( t \geq t_0 > 0 \). Also, we denote \( A(t) \preceq B(t) \) if there exists \( c > 0 \) such that \( A(t) \leq cB(t) \) for all \( t \geq t_0 > 0 \). Note that for all Young functions \( \phi, t \preceq \phi(t) \).

Further, if \( A(t) \preceq cB(t) \) for some \( c > 1 \), then by convexity, \( A(t) \preceq B(ct) \).

A function \( \Phi \) is said to be doubling, or \( \Phi \in \Delta_2 \), if there exists a constant \( C > 0 \) such that \( \Phi(2t) \leq C\Phi(t) \) for any \( t > 0 \). Given a Young function \( \Phi \), its complementary function \( \Phi : [0, \infty) \to [0, \infty) \) is defined by

\[
\bar{\Phi}(t) := \sup_{s > 0} \{ st - \Phi(s) \}, \quad t > 0,
\]

which clearly implies that

\[
st \leq \Phi(s) + \bar{\Phi}(t), \quad s, t > 0.
\]

Moreover, one can check that \( \Phi \) is also a Young function and

\[
t \leq \Phi^{-1}(t) \bar{\Phi}^{-1}(t) \leq 2t, \quad t > 0.
\]

In turn, by replacing \( t \) by \( \bar{\Phi}(t) \) in first inequality of (2.10), we obtain

\[
\bar{\Phi} \left( \frac{\Phi(t)}{t} \right) \leq \Phi(t), \quad t > 0.
\]

Let us recall the lower and upper dilation indices of a positive increasing function \( \Phi \) on \([0, \infty)\), which are respectively defined by

\[
i_\Phi := \lim_{t \to 0^+} \frac{\log h_\Phi(t)}{\log t} \quad \text{and} \quad I_\Phi := \lim_{t \to \infty} \frac{\log h_\Phi(t)}{\log t},
\]

where \( h_\Phi \) is defined as

\[
h_\Phi(t) := \sup_{s > 0} \frac{\Phi(st)}{\Phi(s)}, \quad t > 0.
\]

From the definitions, one can show that

\[
1 \leq i_\Phi \leq I_\Phi \leq \infty, \quad (I_\Phi)' = i_\Phi, \quad \text{and} \quad (i_\Phi)' = I_\Phi.
\]

Furthermore, it turns out that \( \Phi \in \Delta_2 \) if and only if \( I_\Phi < \infty \), and hence

\[
\Phi, \bar{\Phi} \in \Delta_2 \quad \text{if and only if} \quad 1 < i_\Phi \leq I_\Phi < \infty.
\]

We conclude by giving some examples of the lower and upper dilation indices.

- Let \( \Phi(t) = t^p, 1 < p < \infty \). Then \( \bar{\Phi}(t) = pt^{-p'}/p' \) and \( i_\Phi = I_\Phi = p \).
Let \( \Phi(t) \simeq t^p \log(e + t)^{\alpha} \) with \( 1 < p < \infty \) and \( \alpha \in \mathbb{R} \). Then \( \tilde{\Phi}(t) \simeq t^{p'} \log(e + t)^{\alpha(1 - p')} \) and \( i_\Phi = I_\Phi = p \).

Given \( 1 < p < \infty \), let \( \Phi(t) \simeq t^p \), \( 0 \leq t \leq 1 \), and \( \Phi(t) \simeq e^t \), \( t \geq 1 \). Then \( \tilde{\Phi}(t) \simeq t^{p'} \), \( 0 \leq t \leq 1 \), and \( \tilde{\Phi}(t) \simeq t \log(e + t), t \geq 1 \). In this case, \( i_\Phi = p \) and \( I_\Phi = \infty \), and \( \Phi \notin \Delta_2 \).

Given a Young function \( \Phi \), we define the Orlicz space \( L^\Phi(\Omega, \mu) \) to be the function space with Luxemburg norm

\[
\|f\|_{L^\Phi(\Omega, \mu)} := \inf \left\{ \lambda > 0 : \int_\Omega \Phi \left( \frac{|f(x)|}{\lambda} \right) d\mu(x) \leq 1 \right\}.
\]

(2.14)

Now we define the Orlicz maximal operator

\[
M_\Phi f(x) := \sup_{Q \ni x} \|f\|_{\Phi, Q} := \sup_{Q \ni x} \|f\|_{L^\Phi(Q, dx)},
\]

where the supremum is taken over all cubes \( Q \) in \( \mathbb{R}^n \). When \( \Phi(t) = t^p, 1 \leq p < \infty \),

\[
\|f\|_{\Phi, Q} = \left( \int_Q |f(x)|^p dx \right)^{\frac{1}{p}} =: \|f\|_{p, Q}.
\]

In this case, if \( p = 1 \), \( M_\Phi \) agrees with the classical maximal operator \( M \) in (2.1); if \( p > 1 \), \( M_\Phi f = M_p f := M(|f|^p)^{1/p} \). If \( \Phi(t) \preceq \Psi(t) \), then \( M_\Phi f(x) \leq c M_\Psi f(x) \) for all \( x \in \mathbb{R}^n \).

The classical Hölder’s inequality can be generalized to Orlicz spaces [61].

**Lemma 2.2.** Given a Young function \( A \), then for all cubes \( Q \),

\[
\int_Q |fg| dx \leq 2\|f\|_{A, Q} \|g\|_{A, Q}.
\]

(2.15)

More generally, if \( A, B \) and \( C \) are Young functions such that \( A^{-1}(t)B^{-1}(t) \leq c_1 C^{-1}(t) \), for all \( t \geq t_0 > 0 \), then

\[
\|fg\|_{C, Q} \leq c_2 \|f\|_{A, Q} \|g\|_{B, Q}.
\]

(2.16)

The following result is an extension of the well-known Coifman-Rochberg theorem (2.7). The proof can be found in [43, Lemma 4.2].

**Lemma 2.3.** Let \( \Phi \) be a Young function and \( w \) be a nonnegative function such that \( M_\Phi w(x) < \infty \) a.e.. Then

\[
[(M_\Phi w)^\delta]_{A_1} \leq c_{n, \delta}, \quad \forall \delta \in (0, 1),
\]

(2.17)

\[
[(M_\Phi w)^{-\lambda}]_{RH_\infty} \leq c_{n, \lambda}, \quad \forall \lambda > 0.
\]

(2.18)

Given \( p \in (1, \infty) \), a Young function \( \Phi \) is said to satisfy the \( B_p \) condition (or, \( \Phi \in B_p \)) if for some \( c > 0 \),

\[
\int_c^\infty \frac{\Phi(t) dt}{t} < \infty.
\]

(2.19)

Observe that if (2.19) is finite for some \( c > 0 \), then it is finite for every \( c > 0 \). Let \( [\Phi]_{B_p} \) denote the value if \( c = 1 \) in (2.19). It was shown in [21, Proposition 5.10] that if \( \Phi \) and \( \tilde{\Phi} \) are doubling Young functions, then \( \Phi \in B_p \) if and only if

\[
\int_c^\infty \left( \frac{t^{p'}}{\Phi(t)} \right)^{p-1} dt < \infty.
\]
Let us present two types of $B_p$ bump conditions. An important special case is the “log-bumps” of the form

$$A(t) = t^p \log(e + t)^{p-1+\delta}, \quad B(t) = t^{p'} \log(e + t)^{p'-1+\delta}, \quad \delta > 0. \quad (2.20)$$

Another interesting example is the “log-log-bumps” as follows:

$$A(t) = t^p \log(e + t)^{p-1} \log(e^e + t)^{p-1+\delta}, \quad \delta > 0 \quad (2.21)$$

$$B(t) = t^{p'} \log(e + t)^{p'-1} \log(e^e + t)^{p'-1+\delta}, \quad \delta > 0. \quad (2.22)$$

Then one can verify that in both cases above, $\tilde{A} \in B_{p'}$ and $\tilde{B} \in B_p$ for any $1 < p < \infty$.

The $B_p$ condition can be also characterized by the boundedness of the Orlicz maximal operator $M_\Phi$. Indeed, the following result was given in [21, Theorem 5.13] and [43, eq. (25)].

**Lemma 2.4.** Let $1 < p < \infty$. Then $M_\Phi$ is bounded on $L^p(\mathbb{R}^n)$ if and only if $\Phi \in B_p$.

Moreover, $\|M_\Phi\|_{L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n)} \leq C_{n,p} [\Phi]_{B_p}$. In particular, if the Young function $A$ is the same as the first one in (2.20) or (2.21), then

$$\|M_\Phi\|_{L^{p'}(\mathbb{R}^n) \to L^{p'}(\mathbb{R}^n)} \leq C_{n,p} \delta^{-\frac{1}{p'}} \quad \forall \delta \in (0,1]. \quad (2.23)$$

**Definition 2.5.** Given $p \in (1,\infty)$, let $A$ and $B$ be Young functions such that $\tilde{A} \in B_{p'}$ and $\tilde{B} \in B_p$. We say that the pair of weights $(u,v)$ satisfies the **double bump condition** with respect to $A$ and $B$ if

$$[u,v]_{A,B,p} := \sup_Q \|u^\frac{1}{p}\|_{A,Q} \|v^{-\frac{1}{p'}}\|_{B,Q} < \infty. \quad (2.24)$$

where the supremum is taken over all cubes $Q$ in $\mathbb{R}^n$. Also, $(u,v)$ is said to satisfy the **separated bump condition** if

$$[u,v]_{A,B'} := \sup_Q \|u^\frac{1}{p}\|_{A,Q} \|v^{-\frac{1}{p'}}\|_{B',Q} < \infty, \quad (2.25)$$

$$[u,v]_{p',B} := \sup_Q \|u^\frac{1}{p}\|_{p,Q} \|v^{-\frac{1}{p'}}\|_{B,Q} < \infty. \quad (2.26)$$

Note that if $A(t) = t^p$ in (2.25) or $B(t) = t^{p'}$ in (2.26), each of them actually is two-weight $A_p$ condition and we denote them by $[u,v]_{A,p} := [u,v]_{p',p'}$. Also, the separated bump condition is weaker than the double bump condition. Indeed, (2.24) implies (2.25) and (2.26), but the reverse direction is incorrect. The first fact holds since $\tilde{A} \in B_{p'}$ and $\tilde{B} \in B_p$ respectively indicate $A$ is a $p$-Young function and $B$ is a $p'$-Young function. The second fact was shown in [3, Section 7] by constructing log-bumps.

**Lemma 2.6.** Let $1 < p < \infty$, let $A$, $B$ and $\Phi$ be Young functions such that $A \in B_p$ and $A^{-1}(t)B^{-1}(t) \lesssim \Phi^{-1}(t)$ for any $t > t_0 > 0$. If a pair of weights $(u,v)$ satisfies $[u,v]_{p,B} < \infty$, then

$$\|M_\Phi f\|_{L^p(u)} \leq C[u,v]_{p,B} [A]_{B_p}^\frac{1}{p} \|f\|_{L^p(v)}. \quad (2.27)$$

Moreover, (2.27) holds for $\Phi(t) = t$ and $B = \tilde{A}$ satisfying the same hypotheses. In this case, $\tilde{A} \in B_p$ is necessary.

The two-weight inequality above was established in [21, Theorem 5.14] and [22, Theorem 3.1]. The weak type inequality for $M_\Phi$ was also obtained in [21, Proposition 5.16] as follows.
Lemma 2.7. Let $1 < p < \infty$, let $B$ and $\Phi$ be Young functions such that $t \mapsto B^{-1}(t) \lesssim \Phi^{-1}(t)$ for any $t > t_0 > 0$. If a pair of weights $(u, v)$ satisfies $[u, v]_{p, B} < \infty$, then

$$\|M_{\Phi}f\|_{L^p(u)} \leq C\|f\|_{L^p(v)}.$$  \hfill (2.28)

Moreover, (2.28) holds for $M$ if and only if $[u, v]_{A_p} < \infty$.

2.3. Banach function spaces. Let $\mathcal{M}$ denote the collection of all (equivalence classes of) Lebesgue measurable functions $f : \mathbb{R}^n \to \mathbb{C}$. The characteristic function of the set $E$ will be denoted by $1_E$.

Definition 2.8. We say that a mapping $\|\cdot\| : \mathcal{M} \to [0, \infty)$ is a function norm if it satisfies the following:

1. $\|f\| = \|f\|$ and $\|f\| = 0$ if and only if $f = 0$ a.e.
2. $\|f + g\| \leq \|f\| + \|g\|$.
3. $\|\lambda f\| = |\lambda| \|f\|$ for every $\lambda \in \mathbb{R}$.
4. If $|f| \leq |g|$ a.e., then $\|f\| \leq \|g\|$.
5. If $\{f_j\}_{j \in \mathbb{N}} \subseteq \mathcal{M}$ is a sequence such that $|f_j|$ increases to $|f|$ a.e. as $j \to \infty$, then $\|f_j\|$ increases to $\|f\|$ as $j \to \infty$.
6. If $E \subseteq \mathbb{R}^n$ is a measurable set with $|E| < \infty$, then $\|1_E\| < \infty$ and there is a constant $C_E$ such that $\int_E |f| dx \leq C_E \|f\|$.

Given a function norm $\|\cdot\|$, the set

$$\mathcal{X} = \{f \in \mathcal{M} : \|f\| < +\infty\}$$

is called a Banach function space (BFS, for short) over $(\mathbb{R}^n, dx)$. In such a scenario, we shall write $\|\cdot\|_\mathcal{X}$ in place of $\|\cdot\|$ in order to emphasize the connection between the function norm $\|\cdot\|$ and its associated function space $\mathcal{X}$. Then $(\mathcal{X}, \|\cdot\|_\mathcal{X})$ is a Banach space.

For a Banach function space $\mathcal{X}$ over $(\mathbb{R}^n, dx)$, one can define its associate space $\mathcal{X}'$ according to

$$\mathcal{X}' = \{f \in \mathcal{M} : \|f\|_{\mathcal{X}'} < +\infty\},$$

where

$$\|f\|_{\mathcal{X}'} = \sup \left\{ \int_{\mathbb{R}^n} |f(x)g(x)| dx : g \in \mathcal{X}, \|g\|_\mathcal{X} \leq 1 \right\},$$

and with this definition $\mathcal{X}'$ is also a Banach function space.

It follows from the definition of $\mathcal{X}'$ that the following generalized Hölder’s inequality holds:

$$\int_{\mathbb{R}^n} |f(x)g(x)| dx \leq \|f\|_\mathcal{X} \|g\|_{\mathcal{X}'}, \quad f \in \mathcal{X} \text{ and } g \in \mathcal{X}'.$$ \hfill (2.30)

It turns out that $\mathcal{X} = (\mathcal{X}')' =: \mathcal{X}''$ (cf. [9, Theorem 2.7, p. 10]). Therefore, one has

$$\|f\|_\mathcal{X} = \sup \left\{ \int_{\mathbb{R}^n} |f(x)g(x)| dx : g \in \mathcal{X}', \|g\|_{\mathcal{X}'} \leq 1 \right\}. \hfill (2.31)$$

Remark 2.9. It is useful to note that the supremum in (2.31) does not change if it is taken only over functions $g \in \mathcal{X}'$ with $\|g\|_{\mathcal{X}'} \leq 1$ which are non-negative and positive on a set of positive measure (that is, non-negative $g \in \mathcal{X}'$ with $0 < \|g\|_{\mathcal{X}'} \leq 1$). Indeed, the fact that we can consider only non-negative functions is direct from (2.31). If $\|f\|_\mathcal{X} > 0$ then there is $g \in \mathcal{X}'$ with $\|g\|_{\mathcal{X}'} \leq 1$ such that $0 < \|f\|_\mathcal{X} \leq 2 \int_{\mathbb{R}^n} |fg| dx$ and this forces $g$ to be non-zero on a set of positive measure. Finally, the case $\|f\|_\mathcal{X} = 0$ is trivial.
Given \( p \in (0, \infty) \) and a Banach function space \( \mathcal{X} \), we define the scale of space \( \mathcal{X}^p \) by
\[
\mathcal{X}^p := \{ f \in \mathcal{M} : |f|^p \in \mathcal{X} \} \quad \text{with} \quad \|f\|_{\mathcal{X}^p} := \| |f|^p \|_{\mathcal{X}}^{1/p}, \tag{2.32}
\]
which indicates that \( \mathcal{X}^p \) is also a Banach function space whenever \( p \in [1, \infty) \).

For every function \( f \in \mathcal{M} \), define its distribution function as
\[
\mu_f(\lambda) = \{|x \in \mathbb{R}^n : |f(x)| > \lambda\}, \quad \lambda > 0. \tag{2.33}
\]
A Banach function space \( \mathcal{X} \) is called rearrangement invariant (RI, for short) if \( \|f\|_{\mathcal{X}} = \|g\|_{\mathcal{X}} \) for every pair of functions \( f, g \in \mathcal{X} \) such that \( \mu_f = \mu_g \). In particular, if \( \mathcal{X} \) is a RIBFS, one can check that its associate space \( \mathcal{X}' \) is also a RIBFS.

For each \( f \in \mathcal{M} \), the decreasing rearrangement of \( f \) with respect to the Lebesgue measure in \( \mathbb{R}^n \) is the function \( f^* \) defined by
\[
f^*(t) = \inf\{\lambda \geq 0 : \mu_f(\lambda) \leq t\}, \quad t \in [0, \infty). \tag{2.34}
\]
Note that the functions \( f \) and \( f^* \) have the same distribution function. One remarkable consequence of this is the Luxemburg representation theorem: if \( \mathcal{X} \) is a RIBFS then there exists a RIBFS \( \overline{\mathcal{X}} \) over \([0, \infty)\) such that \( f \in \mathcal{X} \) if and only if \( f^* \in \overline{\mathcal{X}} \) and \( \|f^*\|_{\overline{\mathcal{X}}} = \|f\|_{\mathcal{X}} \) (cf. \[9, Theorem 4.10, p. 62]\)). Using this representation we can define Boyd indices of a RIBFS \( \mathcal{X} \). Given \( f \in \overline{\mathcal{X}} \), consider the dilatation operator \( D_t, \; 0 < t < \infty \), by setting \( D_t f(s) := f(s/t) \) for each \( s \geq 0 \). Writing
\[
h_\mathcal{X}(t) := \sup \{ \|D_t f\|_{\overline{\mathcal{X}}} : f \in \overline{\mathcal{X}} \text{ with } \|f\|_{\overline{\mathcal{X}}} \leq 1 \}, \quad t > 0, \tag{2.35}
\]
the lower and upper Boyd indices may, respectively, defined as
\[
p_\mathcal{X} := \lim_{t \to \infty} \frac{\log t}{\log h_\mathcal{X}(t)} = \sup_{1 < t < \infty} \frac{\log t}{\log h_\mathcal{X}(t)} \tag{2.36}
\]
and
\[
q_\mathcal{X} := \lim_{t \to 0^+} \frac{\log t}{\log h_\mathcal{X}(t)} = \inf_{0 < t < 1} \frac{\log t}{\log h_\mathcal{X}(t)}. \tag{2.37}
\]
By design,
\[
1 \leq p_\mathcal{X} \leq q_\mathcal{X} \leq \infty, \quad (p_\mathcal{X})' = q_\mathcal{X}' \quad \text{and} \quad (q_\mathcal{X})' = p_\mathcal{X}. \tag{2.38}
\]

Given a RIBFS \( \mathcal{X} \) over \((\mathbb{R}^n, dx)\), we wish to introduce a weighted version \( \mathcal{X}(w) \) of \( \mathcal{X} \) via an analogous definition in which the underlying measure in \( \mathbb{R}^n \) now is \( d\mu := wdx \). These spaces appeared in \[24\] as an abstract generalization of a variety of weighted function spaces. Given \( f \in \mathcal{M} \) and a weight \( w \), let \( w_f \) denote the distribution function of \( f \) with respect to the measure \( wdx \):
\[
w_f(\lambda) := w(\{x \in \mathbb{R}^n : |f(x)| > \lambda\}), \quad \lambda \geq 0.
\]
We also let \( f_w^* \) denote the decreasing rearrangement of \( f \) with respect to the measure \( wdx \),
\[
f_w^*(t) := \inf\{\lambda \geq 0 : w_f(\lambda) \leq t\}, \quad t > 0.
\]
Established these, define the weighted space \( \mathcal{X}(w) \) by,
\[
\mathcal{X}(w) := \{ f \in \mathcal{M} : \|f^*_w\|_{\mathcal{X}(w)} < \infty \}
\]
and the norm associated to it \( \|f\|_{\mathcal{X}(w)} := \|f_w^*\|_{\mathcal{X}(w)} \). By construction \( \mathcal{X}(w) \) is a Banach function space over \((\mathbb{R}^n, wdx)\). By doing the same procedure with the associate spaces we can see that the associate space \( \mathcal{X}'(w) \) coincides with the weighted space \( \mathcal{X}'(w) \).

On the other hand, one can define the general weighted Banach function spaces directly. Given a BFS \( \mathcal{X} \) over \((\mathbb{R}^n, dx)\) and a weight \( v \) on \( \mathbb{R}^n \), we define \( \mathcal{X}_v \) as the Banach function space over \((\mathbb{R}^n, vdx)\) instead of \((\mathbb{R}^n, dx)\) in Definition 2.8. Then, one has \( \mathcal{X}_v = \mathcal{X}(v) \) whenever \( \mathcal{X} \)
a RIBFS and \( v \) is a weight. Thus, in what follows, given a RIBFS \( X \) over \( (\mathbb{R}^n, dx) \), we always think of \( X_v \) as \( X(v) \) for every weight \( v \) on \( \mathbb{R}^n \).

The following result is a consequence of Boyd’s interpolation theorem (cf. [9, Theorem 5.16, p.153] or [56, Theorem 8.44]) in the space \( (\mathbb{R}^n, w \, dx) \).

**Lemma 2.10.** Let \( 1 < p < q < \infty \) and \( w \) be a weight on \( \mathbb{R}^n \). Suppose that \( X \) is a RIBFS over \((\mathbb{R}^n, dx)\) with \( p < p_X \leq q_X < q \). If a sublinear operator \( T \) is bounded on \( L^p(w) \) and \( L^q(w) \), then \( T \) is bounded on \( X_w \).

Let us see the boundedness of the Hardy-Littlewood maximal operator on these weighted RI space. Let \( M_w \) be the weighted maximal operator defined by

\[
M_w f(x) := \sup_{Q \ni x} \frac{1}{w(Q)} \int_Q |f(y)| \, w(y) \, dy, \tag{2.39}
\]

where the supremum is taken over all cubes \( Q \) containing \( x \). Moreover, we define \( M_{w}^c \) as the weighted centered maximal operator if the supremum in (2.39) is taken over all cubes \( Q \) centered at \( x \).

**Lemma 2.11.** Let \( X \) be a RIBFS over \((\mathbb{R}^n, dx)\) with \( p_X > 1 \). Then there exists a constant \( C \) such that the following hold:

(a) \( M \) is bounded on \( X \) if and only if \( p_X > 1 \).

(b) \( M \) is bounded on \( X(w) \) for every \( w \in A_{p_X} \).

(c) For every weight \( w \), \( M_{w}^c \) is bounded on \( X(w) \) with \( \|M_{w}^c\|_{X(w) \to X(w)} \leq C \).

(d) For every \( w \in A_{\infty} \), then \( M_{w} \) is bounded on \( X(w) \) with

\[
\|M_{w}\|_{X(w) \to X(w)} \leq C \left( 1 + \sup_{Q \subset \mathbb{R}^n} \frac{w(3Q)}{w(Q)} \right). \tag{2.40}
\]

**Proof.** Note that (a) and (b) were respectively obtained in [57] and [21, Lemma 4.12]. To show (c) and (d), we will follow the strategy in [24] to pursue the accurate bound. It is shown in [32, p.509] that for every weight \( w \),

\[
\|M_{w}^c\|_{L^1(w) \to L^{1,\infty}(w)} \leq c_n, \tag{2.41}
\]

where \( c_n \) is independent of \( w \). Invoking [4, Theorem 2], we obtain that \( M_{w}^c \) is of weak-type \((1,1)\) with respect to the measure \( w \) if and only if

\[
(M_{w}^c f)_+^*(t) \leq C f_{w}^*(t), \quad t > 0,
\]

where \( f_{w}^*(t) = \frac{1}{t} \int_0^t f_{w}^*(s) \, ds \). Moreover, a careful checking of the proof yields that

\[
\|M_{w}^c\|_{L^1(w) \to L^{1,\infty}(w)} f_{w}^*(t) \leq (M_{w}^c f)_+^*(t) \leq (1 + \|M_{w}^c\|_{L^1(w) \to L^{1,\infty}(w)}) f_{w}^*(t), \tag{2.42}
\]

for all \( t > 0 \). Combining (2.41) with (2.42), one has

\[
\|M_{w} f\|_{X(w)} = \|(M_{w} f)_+^*\|_{X} \leq (1 + c_n)\|f_{w}^*\|_{X}. \tag{2.43}
\]

Also, observe that \( f_{w}^* \) is the Hardy operator acting over \( f_{w}^* \). A conclusion from [57] asserts that the Hardy operator is bounded on \( X \) if and only if \( p_X > 1 \) whenever \( X \) is a RIBFS. Thus, together with (2.43), this implies

\[
\|M_{w} f\|_{X(w)} \leq C(1 + c_n)\|f_{w}^*\|_{X} = C_n\|f\|_{X(w)}. \tag{2.44}
\]

This shows (c). The proof of (d) is almost the same, but (2.41) is replaced by

\[
\|M_{w}\|_{L^1(w) \to L^{1,\infty}(w)} \leq \sup_{Q \subset \mathbb{R}^n} \frac{w(3Q)}{w(Q)}, \quad \forall w \in A_{\infty}.
\]
which can be found in [32, Exercise 2.1.1] since \( w \in A_\infty \) implies that \( wdx \) is a doubling measure.

Finally, we present several examples of Banach function spaces.

**Example 2.12 (Classical Lorentz spaces).** Let \( 0 < p, q \leq \infty \). The Lorentz spaces \( L^{p,q}(\mathbb{R}^n) \) consist of all measurable functions \( f \) on \( \mathbb{R}^n \) with the quasi-norm \( \| f \|_{L^{p,q}(\mathbb{R}^n)} < \infty \), where

\[
\| f \|_{L^{p,q}(\mathbb{R}^n)} := \begin{cases} \left( \int_0^{\infty} \left( \frac{1}{t^p} f^*(t) \right)^q \frac{dt}{t} \right)^{\frac{1}{q}}, & q < \infty, \\ \sup_{t > 0} t^\frac{1}{q} f^*(t), & q = \infty. \end{cases}
\]

Observe that \( L^{p,p}(\mathbb{R}^n) \) is the Lebesgue space \( L^p(\mathbb{R}^n) \) for any \( 0 < p \leq \infty \).

Let \( X = L^{p,q}(\mathbb{R}^n) \). Then \( X \) is RIBFS and \( p_X = q \) for all \( 1 < p < \infty \) and \( 1 \leq q \leq \infty \), or \( p = q = \infty \) (see [9, Theorem 4.6, p. 219]). The associated space \( X' \) is given in [16, Example 2.4.43] by

- \( X' = L^{p',q'}(\mathbb{R}^n) \), if \( 1 < p, q < \infty \).
- \( X' = L^{\infty}(\mathbb{R}^n) \), if \( 0 < q \leq p = 1 \).
- \( X' = L^{p',\infty}(\mathbb{R}^n) \), if \( 0 < q \leq 1 < p < \infty \).
- \( X' = \{0\} \), if \( 0 < p < 1 \) and \( 0 < q \leq \infty \), or \( 1 = p < q < \infty \).

**Example 2.13 (Lorentz spaces \( \Lambda^{p,q}(w) \)).** Let \( w \) be a weight on \( \mathbb{R}_+ \), and let \( 0 < p, q \leq \infty \). The Lorentz space \( \Lambda^{p,q}(w) \) is defined by

\[
\Lambda^{p,q}(w) := \{ f \in M : \| f \|_{\Lambda^{p,q}(w)} := \| f^* \|_{L^{p,q}(w)} < \infty \}.
\]

In this sequel, we write \( \Lambda^p(w) := \Lambda^{p,p}(w) \) for \( 0 < p \leq \infty \), and \( \check{w}(t) := \int_0^t w(s)ds \) for every weight \( w \) on \( \mathbb{R}_+ \).

- If \( w \equiv 1 \), then \( \Lambda^{p,q}(w) = L^{p,q}(\mathbb{R}^n) \) for \( 0 < p, q \leq \infty \).
- If \( w(t) = t^{\frac{q}{p} -1} \), then \( \Lambda^q(w) = L^{p,q}(\mathbb{R}^n) \) for \( 0 < p, q \leq \infty \).
- If \( w(t) = t^{\frac{q}{p} -1}(1 + \log^+ \frac{1}{t})^\alpha \), then \( \Lambda^q(w) = L^{p,q}(\log L)^\alpha \) is the Lorentz-Zygmund space, where \( 0 < p, q < \infty \) and \( \alpha \in \mathbb{R} \), see [8].
- If \( w(t) = t^{\frac{q}{p} -1}(1 + \log^+ \frac{1}{t})^\alpha(1 + \log^+ \log^+ \frac{1}{t})^\beta \), then \( \Lambda^q(w) = L^{p,q}(\log L)^\alpha(\log \log L)^\beta \) is the generalized Lorentz-Zygmund space, where \( 0 < p, q < \infty \) and \( \alpha, \beta \in \mathbb{R} \). In this case, \( \Lambda^p(w) \) is a BFS and \( \Lambda^p(w)' = L^p(\log L)^{-\alpha}(\log \log L)^{-\beta} \) for \( 1 < p < \infty \) and \( \alpha, \beta \in \mathbb{R} \), see [27].
- If \( w = 1_{(0,1)} \), the space \( \Lambda^1(w) \) contains \( L^\infty(\mathbb{R}^n) \). The functional \( \| \cdot \|_{\Lambda^1(w)} \) is a norm and the space is a BFS.

We collect some facts from [16, Section 2]. If \( w \) is decreasing or \( w \in B_{p,\infty} \), then \( \Lambda^p(w) \) is a BFS for \( 1 \leq p < \infty \). In addition, if \( \check{w} \in \Delta_2 \), then \( \Lambda^{p,q}(w)' \) is RIBFS for \( 0 < p < \infty \) and \( 0 < q \leq \infty \). For the associated spaces, it was proved that \( \Lambda^p(w)' = \Lambda^p(w^{1-p}) \) for \( 1 < p < \infty \) if \( w \) is increasing or \( w \) satisfies \( \frac{1}{p} \int_0^t w(s)ds \leq Cw(t) \) for all \( t > 0 \).

Next let us see the equivalence between Boyd indices and the boundedness of \( M \). The the Lorentz-Shimogaki theorem [57] says that for any \( 0 < p < \infty \),

\[
M : \Lambda^p(w) \rightarrow \Lambda^p(w) \quad \iff \quad I_\check{w} < p,
\]
Musielak-Orlicz spaces. Let \( L \) equipped with the (Luxemburg) norm \( R_y \) for every \( \alpha \). It was proved in \( \alpha  \).

Although \( X \) may not be a BFS, Lerner and Pérez [53] obtained that

\[
M : X(u) \to X(u) \iff p_X(u) > 1.
\]

In particular, if we take \( w \equiv 1 \), then \( X(u) = L^p(w) = L^p(w) \). Then by (2.5) and (2.44), we deduce that for every \( 1 < p < \infty \),

\[
M : L^p(u) \to L^p(u) \iff u \in A_p \iff p_{L^p(u)} > 1.
\]

**Example 2.14** (Grand Lebesgue spaces). Let \( T = (0, 1) \) and \( w \) be a weight on \( T \). Let \( M_0 \) be the set of all Lebesgue measurable real valued functions on \( T \). Suppose that \( 0 < \delta(\cdot) \in L^\infty(T) \) with \( \|\delta\|_{L^\infty(T)} \leq 1 \), and \( p(\cdot) \in M_0 \) with \( p(\cdot) \geq 1 \) a.e. Denote

\[
L^{p[1,\delta]}(T, w) := \{ f \in M_0 : \rho_{p[1,\delta],w}(f) < \infty \},
\]

where

\[
\rho_{p[1,\delta],w}(f) = \text{ess sup}_{x \in T} \left( \int_T |\delta(x) f(t)|^{p(x)} w(t) dt \right)^{\frac{1}{p(x)}}.
\]

The collection of functions \( L^{p[1,\delta]}(T, w) \) is called the weighted fully measurable grand Lebesgue space. It was proved in [2, Proposition 2] that

\[
L^{p[1,\delta]}(T, w) \text{ is a BFS for every weight } w \text{ on } T.
\]

Moreover,

\[
M_T : L^{p[1,\delta]}(T, w) \to L^{p[1,\delta]}(T, w) \text{ if and only if } w \in A_{p+}(T),
\]

where \( M_T \) is the Hardy-Littlewood maximal operator restricted on \( T \).

If \( p(\cdot) \equiv p \) with \( 1 \leq p < \infty \) and \( \delta(\cdot) \equiv 1 \), the space \( L^{p[1,\delta]}(T, w) \) coincides with the weighted Lebesgue space \( L^p(T, w) \). Let \( L^{p,\delta}(T) \) denote \( L^{p[1,\delta]}(T, w) \) if \( p(x) = p - x \), \( \delta(x) = \eta(x)^{-\alpha} \) is increasing and \( w \equiv 1 \). Let \( L^p(T, w) \) denote \( L^{p[1,\delta]}(T, w) \) if \( p(x) = p - x \), \( \delta(x) = x \alpha \). The results (2.45) and (2.46) contains the particular cases in [29] and [30]. Beyond that, Formica and Giova [30] obtained the Boyd indices:

\[
X := L^{p,\delta}(T) \text{ is a RIBFS and } p_X = q_X = p.
\]

**Example 2.15** (Musielak-Orlicz space \( L^{\varphi}(\mathbb{R}^n) \)). A convex, left-continuous function \( \phi : [0, \infty) \to [0, \infty] \) with \( \lim_{t \to 0^+} \phi(t) = \phi(0) = 0 \), and \( \lim_{t \to \infty} \phi(t) = \infty \) called a \( \Phi \)-function. Let \( \Xi(\mathbb{R}^n) \) be the collection of functions \( \varphi : \mathbb{R}^n \times [0, \infty) \to [0, \infty] \) such that \( \varphi(y, \cdot) \) is a \( \Phi \)-function for every \( y \in \mathbb{R}^n \), and \( \varphi(\cdot, t) \in M \) for every \( t \geq 0 \).

Given a function \( \varphi \in \Xi(\mathbb{R}^n) \), the Musielak-Orlicz space is defined as the set

\[
L^{\varphi}(\mathbb{R}^n) := \{ f \in M : \lim_{\lambda \to 0} \rho_{\varphi}(\lambda f) = 0 \}
\]

equipped with the (Luxemburg) norm

\[
\|f\|_{L^{\varphi}(\mathbb{R}^n)} := \inf \{ \lambda > 0 : \rho_{\varphi}(\lambda x) \leq 1 \}, \text{ where } \rho_{\varphi}(f) = \int_{\mathbb{R}^n} \varphi(x, |f(x)|) dx.
\]

Then \( L^{\varphi}(\mathbb{R}^n) \) is a Banach space. Many of the classical function spaces can also be viewed as Musielak-Orlicz spaces.
• If \( \varphi(x,t) = t^p \) with \( 1 < p < \infty \), we get the classical Lebesgue space \( L^p(\mathbb{R}^n) \).

• If \( \varphi(x,t) = \infty 1_{(1,\infty)}(t) \), then we get the Lebesgue space \( L^\infty(\mathbb{R}^n) \).

• If \( \varphi(x,t) = t^p w(x) \) with \( 1 < p < \infty \) and a weight \( w \), then we get the weighted Lebesgue space \( L^p(w) \).

• If \( \varphi(x,t) = t^{p(x)} \), then we get the variable Lebesgue space \( L^{p(\cdot)}(\mathbb{R}^n) \) as in [13, Example 2.10].

• If \( \varphi(x,t) = \psi(t) \), then we get the Orlicz spaces \( L^\psi(\mathbb{R}^n) \) defined in (2.14).

• If \( \varphi(x,t) = t^p(1 + \log^+ t)^\alpha \) with \( 0 < p < \infty \) and \( \alpha \in \mathbb{R} \), then we get the Zygmund space \( L^p(\log L)^\alpha \) see [8]. If we write \( X = L^p(\log L)^\alpha \), then \( p_X = q_X = p \) and \( X^r = L^p(\log L)^\alpha \) for any \( 0 < r < \infty \). Note that \( X^r \) is a Banach space provided \( r \) is large enough (say, \( r > 1/p \)).

• If \( \varphi(x,t) = t^{p(x)}(1+\log^+ t)^q(x) \), we get the generalization of the Zygmund spaces \( L^{p(\cdot)}(\log L)^q(\cdot) \) see [19].

Let us see when \( L^{v(\cdot)}(\mathbb{R}^n) \) is a BFS. A function \( \varphi \in \Xi(\mathbb{R}^n) \) is called proper if the set of simple functions \( L_0(\mathbb{R}^n) \) satisfies \( L_0(\mathbb{R}^n) \subset L^{v(\cdot)}(\mathbb{R}^n) \cap L^{v(\cdot)}(\mathbb{R}^n)' \). Diening et al. in [25, Section 2] proved that

\[
L^{v(\cdot)}(\mathbb{R}^n) \text{ is a BFS if and only if } \varphi \text{ is proper.}
\]

Additionally, if \( \varphi \in \Xi(\mathbb{R}^n) \) is proper, then

\[
L^{v(\cdot)}(\mathbb{R}^n)' = L^{v^*(\cdot)}(\mathbb{R}^n), \quad L^{v(\cdot)}(\mathbb{R}^n)' = L^{v(\cdot)}(\mathbb{R}^n) \quad \text{and} \quad L^{v(\cdot)}(\mathbb{R}^n)'' = L^{v(\cdot)}(\mathbb{R}^n).
\]

For the boundedness of the maximal operator \( M \), Hästö [35] showed that

\[
M : L^{v(\cdot)}(\mathbb{R}^n) \to L^{v(\cdot)}(\mathbb{R}^n),
\]

for all \( \varphi \in \Xi(\mathbb{R}^n) \) with some extra assumptions.

### 3. Extrapolation on Banach Function Spaces

This section is devoted to showing extrapolation theorems on Banach function spaces advertised in Section 1. Let us first recall the \( A_p \) and \( A_\infty \) extrapolation from Theorem 3.9 and Corollary 3.15 in [21].

**Theorem A.** If for some \( p_0 \in [1, \infty) \) and for every \( w_0 \in A_{p_0} \),

\[
\|f\|_{L^{p_0}(w_0)} \leq C\|g\|_{L^{p_0}(w_0)}, \quad (f, g) \in \mathcal{F},
\]

then for every \( p \in (1, \infty) \) and for every \( w \in A_p \),

\[
\|f\|_{L^p(w)} \leq C\|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}.
\]

**Theorem B.** If for some \( p_0 \in (0, \infty) \) and for every \( w_0 \in A_\infty \),

\[
\|f\|_{L^{p_0}(w_0)} \leq C\|g\|_{L^{p_0}(w_0)}, \quad (f, g) \in \mathcal{F},
\]

then for every \( p \in (0, \infty) \) and for every \( w \in A_\infty \),

\[
\|f\|_{L^p(w)} \leq C\|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}.
\]

Given a weight \( v \), we denote by \( M_v' \) the dual of the Hardy-Littlewood maximal operator \( M \). That is, \( M_v'(f)(x) = M(fv)(x)/v(x) \) if \( v(x) \neq 0 \), \( M_v'(f)(x) = 0 \) otherwise. Similarly, one can define \( M_{\Phi,v}' \) as the dual of the Orlicz maximal operator \( M_{\Phi} \).
Proof of Theorem 1.1. Fix $u^{1-p_0} \in A_1$ and $v \in A_1$. We claim that for every pair $(f, g) \in \mathcal{F}$ with $\|fu\|_{X_v} < \infty$ and $\|gu\|_{X_v} < \infty$, there exists $w = w(f, g) \in A_{p_0}$ with $\|w\|_{A_{p_0}} \leq 2\|M_v\|_{X_v'\rightarrow X_v}[u^{1-p_0}]_{A_1}^{p_0-1}[v]_{A_1}$ such that
\[
\|fu\|_{X_v} \leq 2\|f\|_{L^1(w)} \quad \text{and} \quad \|gu\|_{X_v} \leq 2\|g\|_{L^1(w)}.
\] (3.1)

Assuming that our claim holds momentarily, let us see how it follows from (3.1). Given $(f, g) \in \mathcal{F}$, we may assume that $\|gu\|_{X_v} < \infty$, otherwise, there is nothing to prove. We would like to observe that $f < \infty$ a.e.. Otherwise, there exists a measurable set $E \subset \mathbb{R}^n$ with $|E| > 0$ such that $f = \infty$ on $E$. In view of (1.8), this gives that
\[
\|g\|_{L^1(w)} = \infty \quad \text{for every } w \in A_{p_0}.
\] (3.2)

On the other hand, applying (3.1) to $f = g$, we find a weight $w_0 = w_0(g) \in A_{p_0}$ such that $\|g\|_{L^1(w_0)} = 2\|gu\|_{X_v} < \infty$. This contradicts (3.2).

For each $N \geq 1$, we define $f_N := f1_{\{B(0,N);f(x) \leq X_v,u(x) \leq N\}}$. The fact $v \in A_1$ implies $v(B(0,N)) < \infty$. Thanks to the property (6) in Definition 2.8, this gives that $\|f_Nu\|_{X_v} \leq N^2\|1_{B(0,N)}\|_{X_v} < \infty$. Then applying (3.1), we get a weight $w = w(f_N, g) \in A_{p_0}$ with $\|w\|_{A_{p_0}} \leq 2\|M_v\|_{X_v'\rightarrow X_v}[u^{1-p_0}]_{A_1}^{p_0-1}[v]_{A_1}$ such that
\[
\|f_Nu\|_{X_v} \leq 2\|f_N\|_{L^1(w)} \quad \text{and} \quad \|gu\|_{X_v} \leq 2\|g\|_{L^1(w)}.
\] (3.3)

Together with (1.8) and (3.3), it yields
\[
\|f_Nu\|_{X_v} \leq 2\|f_N\|_{L^1(w)} \leq 2\|f\|_{L^1(w)} \leq 2\|f\|_{L^1(w)} \leq 2\Psi([w]_{A_{p_0}})\|g\|_{L^1(w)}
\] \[
\leq 4\Psi(2\|M_v\|_{X_v'\rightarrow X_v}[u^{1-p_0}]_{A_1}^{p_0-1}[v]_{A_1})\|g\|_{X_v}.
\] (3.4)

Recall that $f < \infty$ a.e.. Consequently, $f_N / f$ as $N \to \infty$. Therefore, (3.4) and property (5) in Definition 2.8 immediately give (1.9) as desired.

It remains to prove (3.1). Note that $p_{X'} = (q_{X'})' > 1$. Then Lemma 2.11 (d) gives that $M_v$ is bounded on $X_v'$. Let $h \in X_v'$ be a nonnegative function such that $h$ is non-zero on a set of positive measure. For the function $h$, we define the Rubio de Francia iteration algorithm as
\[
{\mathcal{R}_v}h := \sum_{j=0}^{\infty} \frac{M^j_v h}{2^j \|M^j_v\|_{2^jX_v'\rightarrow X_v}}.
\] (3.5)

Then the following properties are fulfilled:
\[
h \leq {\mathcal{R}_v}h, \quad \|{\mathcal{R}_v}h\|_{X_v'} \leq 2\|h\|_{X_v'} \quad \text{and} \quad [{\mathcal{R}_v}h]_{A_1(v)} \leq 2\|M_v\|_{X_v'\rightarrow X_v}.
\] (3.6)

Indeed, the first two inequalities are straightforward. Since $h$ is nonnegative and non-zero on a set of positive measure, for every $x \in \mathbb{R}^n$ there exists a cube $Q_x$ containing $x$ such that $\int_{Q_x} hv \, dy > 0$. By the fact that $v$ is a weight with $v \in L^1_{\text{loc}}(\mathbb{R}^n)$, one has
\[
\mathcal{R}_v h(x) \geq M_v h(x) = \sup_{Q \ni x} \frac{1}{v(Q)} \int_Q hv dy \geq \frac{1}{v(Q_x)} \int_{Q_x} hv dy > 0.
\] (3.7)

Let $r > 0$. Then $v(B(0,r)) < \infty$, which together with Item (6) in Definition 2.8 implies $\|1_{B(0,r)}\|_{X_v'} < \infty$. Hence,
\[
\int_{B(0,r)} \mathcal{R}_v h v \, dx \leq \|1_{B(0,r)}\|_{X_v'} \|\mathcal{R}_v h\|_{X_v'} \leq 2\|1_{B(0,r)}\|_{X_v'} \|h\|_{X_v'} < \infty.
\]

Thus, $\mathcal{R}_v h v < \infty$ a.e. in $B(0,r)$. By the arbitrariness of $r$, $0 < v < \infty$ a.e. and (3.7), this in turn gives that $0 < \mathcal{R}_v h < \infty$ a.e., that is, $\mathcal{R}_v h$ is a weight. Moreover, the last one in (3.6) follows at once from the definition of $\mathcal{R}_v$. 


To proceed, fix \((f, g) \in \mathcal{F}\) with \(\|fu\|_{X_v} < \infty\). By (2.31) and Remark 2.9, there exists a nonnegative function \(h \in X'_v\) with \(\|h\|_{X'_v} \leq 1\) such that \(h\) is non-zero on a set of positive measure and

\[
\|fu\|_{X_v} \leq 2 \int_{\mathbb{R}^n} f(x)u(x)h(x)v(x)dx.
\]  

(3.8)

Pick \(w := u(R_vh)v = (u^{1-p_0})^{1-p_0}(R_vh)v\). Since \(u^{1-p_0} \in A_1\), \(v \in A_1\) and \(R_vh \in A_1(v)\), by (2.6), (3.6) and Lemma 2.1 (5) we have

\[
[w]_{A_{p_0}} \leq [u^{1-p_0}]_{A'_1}^{-1}[(R_vh)v]_{A_1} \leq [u^{1-p_0}]_{A'_1}^{-1}[(R_vh)A_1(v)][v]_{A_1} \leq 2\|M_v\|_{X'_v \to X'_v}[u^{1-p_0}]_{A'_1}^{-1}[v]_{A_1}.
\]

In addition, the first one in (3.6) and (3.8) imply

\[
\|fu\|_{X_v} \leq 2 \int_{\mathbb{R}^n} f(x)u(x)R_vh(x)v(x)dx = 2\|f\|_{L^1(w)}.
\]

On the other hand, combining Hölder’s inequality (2.30) and (3.6), we obtain

\[
\|g\|_{L^1(w)} = \int_{\mathbb{R}^n} g u R_vh v dx \leq \|gu\|_{X_v} \|R_vh\|_{X'_v} \leq 2\|gu\|_{X_v} \|h\|_{X'_v} \leq 2\|gu\|_{X_v}.
\]

This shows (3.1) and completes the proof.

\[\Box\]

**Proof of Corollary 1.2.** Fix \(p \in (1, \infty)\). We first observe that the hypothesis (1.10) and Theorem A give that for every \(w \in A_p\),

\[
\|f^p\|_{L^1(w)} = \|f\|_{L^p(w)}^p \leq C\|g\|_{L^p(w)}^p = \|g^p\|_{L^1(w)}, \quad (f, g) \in \mathcal{F}.
\]

This says that the hypothesis (1.8) is satisfied for the exponent \(p_0 = p\) and the pair \((f^p, g^p)\). Accordingly, (1.9) immediately implies (1.11) as desired.

\[\Box\]

**Proof of Theorem 1.3.** As we did in the proof of Theorem 1.1, it only needs to show that if (1.14) holds, then for every pair \((f, g)\) with \(\|fu\|_{X'_{p_0}} < \infty \) and \(\|gu\|_{X'_{p_0}} < \infty\), there exists a weight \(w = w(f, g) \in A_1\) such that \([w]_{A_1} \leq 2K_0[v]_{A_1}\),

\[
\|fu\|_{X'_{p_0}} \leq 2^{1/p_0} \|f\|_{L^{p_0}(w)} \quad \text{and} \quad \|g\|_{L^{p_0}(w)} \leq 2^{1/p_0} \|gu\|_{X'_{p_0}}.
\]

(3.9)

To this end, fix a pair of functions \((f, g) \in \mathcal{F}\) with \(\|fu\|_{X'_{p_0}} < \infty \) and \(\|gu\|_{X'_{p_0}} < \infty\). By (2.31), there exists a non-negative function \(h \in X'_v\) with \(\|h\|_{X'_v} \leq 1\) such that \(h\) is non-zero on a set of positive measure, and

\[
\|fu\|_{X'_{p_0}} = \|f^{p_0}u^{p_0}\|_{X_v} \leq 2 \int_{\mathbb{R}^n} f^{p_0}u^{p_0}h v dx.
\]

(3.10)

For this function \(h\), we define

\[
\mathcal{R}h := \sum_{j=0}^{\infty} \frac{M^j_h}{2^jK_0^j} \quad \text{and} \quad H := \mathcal{R}(hu^{p_0})u^{-p_0}.
\]

Then using (1.14), one can verify that

\[
h \leq H, \quad \|H\|_{X'_v} \leq 2\|h\|_{X'_v} \quad \text{and} \quad [\mathcal{R}h]_{A_1(v)} \leq 2K_0.
\]

(3.11)

If we set \(w := u^{p_0}Hv\), then \(v \in A_1\) and Lemma 2.1 (6) imply \([w]_{A_1} = [\mathcal{R}(hu^{p_0})v]_{A_1} \leq [\mathcal{R}(hu^{p_0})]_{A_1(v)}[v]_{A_1} \leq 2K_0[v]_{A_1}\). It follows from (3.10) and (3.11) that

\[
\|fu\|_{X'_{p_0}} \leq 2 \int_{\mathbb{R}^n} f^{p_0}u^{p_0}H v dx = 2\|f\|_{L^{p_0}(w)}.
\]
Also, invoking (2.30) and (3.11), we conclude that
\[ \|g\|_{L^{p_0}(w)}^{|\rho|} = \int_{\mathbb{R}^n} g^{\rho_0} u^{\rho_0} h v dx \leq \|g\|_{L^{p_0}(w)} \|H\|_{X_v^\infty} \leq 2^\|g\|_{X_v^\infty}^{p_0} \]
This shows (3.9).

**Proof of Theorem 1.4.** By Theorem B, we have that for every \( p \in (0, \infty) \) and for every \( w \in A_\infty \),
\[ \|f\|_{L^p(w)} \leq C \|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}. \] (3.12)
This can be rewritten as
\[ \|f\|_{L^1(w)} \leq C \|g\|_{L^1(w)}, \quad (f, g) \in \mathcal{F}. \] (3.13)
As before, it is enough to prove that if (1.17) holds, then for every pair \((f, g) \in \mathcal{F}\) with \(\|f u\|_{X_v} < \infty\) and \(\|g u\|_{X_v} < \infty\), there exists a weight \(w = w(f, g) \in A_\infty\) such that \([w]_{A_\infty} \leq 2\mathcal{K}_0[v]_{A_\infty}\),
\[ \|f u\|_{X_v} \leq 2\|f\|_{L^1(w)} \quad \text{and} \quad \|g u\|_{X_v} \leq 2\|g\|_{X_v}. \] (3.14)
We here point out that (1.16) will follow from (3.13) and (3.14).

Let us turn to the proof of (3.14) and it is similar to that of (3.9). In the current setting, the Rubio de Francia iteration algorithm is replaced by
\[ \mathcal{R} h := \sum_{j=0}^{\infty} \frac{M_j h}{2^j \mathcal{K}_0^j} \quad \text{and} \quad H := \mathcal{R}(h u) u^{-1}. \]
Then it follows from (1.17) that
\[ \|h\|_{X_v^\infty} \leq 2\|h\|_{X_v^\infty} \quad \text{and} \quad \|[\mathcal{R} h]_{A_1(v)} \leq 2\mathcal{K}_0. \] (3.15)
Pick \(w := u H v\). Then by the last estimate in (3.15), \(v \in A_\infty\) and Lemma 2.1 (6), we obtain that \(w = \mathcal{R}(h u) v \in A_\infty\) with \([w]_{A_\infty} \leq [\mathcal{R}(h u)]_{A_1(v)}[v]_{A_\infty} \leq 2\mathcal{K}_0[v]_{A_\infty}\). The rest of argument is almost the same as in Theorem 1.3.

Additionally, (1.18) is a consequence of (1.16) and (3.12).

**Proof of Theorem 1.5.** By Theorem B, the hypothesis (1.19) implies that for every \( p \in (0, \infty) \) and for every \( w \in A_\infty \),
\[ \|f\|_{L^p(w)} \leq C \|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}. \] (3.16)
It suffices to show that for every \( r \in (1, \infty) \), for every pair \((f, g) \in \mathcal{F}\) with \(\|f u\|_{X_v} < \infty\) and \(\|g u\|_{X_v} < \infty\), there exists a weight \(w = w(f, g) \in A_\infty\) such that
\[ \|f u\|_{X_v} \leq 2^r \|f\|_{L^r(w)} \quad \text{and} \quad \|g u\|_{X_v} \leq 2^r \|g\|_{X_v}. \] (3.17)
Let \(u \in RH_\infty\) and \(v \in A_\infty\). Denote \(Y = X_v^r\). Then \(p_{Y'} = (q_{Y'})' = (r q_X)' > 1\) provided \(q_X < \infty\). Then, it follows from Lemma 2.11 (d) that \(M_v\) is bounded on \(Y_v\). For any non-negative function \(h \in Y_v\) such that \(h\) is non-zero on a set of positive measure, we define the Rubio de Francia iteration algorithm as:
\[ \mathcal{R}_v h := \sum_{j=0}^{\infty} \frac{M_j h}{2^j \|M_v\|_{L^1(Y_v)}}. \] (3.18)
Then it is easy to verify that
\[ h \leq \mathcal{R}_v h, \quad \|\mathcal{R}_v h\|_{Y_v'} \leq 2\|h\|_{Y_v'} \quad \text{and} \quad [\mathcal{R}_v h]_{A_1(v)} \leq 2\|M_v\|_{Y_v}. \] (3.19)
From (2.31), there exists a nonnegative function \( h \in Y'_v \) with \( \|h\|_{Y'_v} \leq 1 \) such that \( h \) is non-zero on a set of positive measure, and
\[
\|fu\|_{X'_v}^{\frac{1}{2}} = \|(fu)^{\frac{1}{2}}\|_{Y'_v} \leq 2 \int_{\mathbb{R}^n} f^{\frac{1}{2}}uhv \, dx.
\]  
(3.20)

Since \( v \in A_\infty \) and \( \mathcal{R}_v h \in A_1(v) \), Lemma 2.1 (6) implies \( (\mathcal{R}_v h)v \in A_\infty \). Also, by Lemma 2.1 (3), one has \( u^r \in RH_\infty \). Together with Lemma 2.1 (2), these facts give that
\[
w := u^r(\mathcal{R}_v h)v \in A_\infty.
\]  
(3.21)

Moreover, by (3.19) and (3.20),
\[
\|fu\|_{X'_v} \leq 2^r \|f\|_{L^{\hat{p}}(v)},
\]
and
\[
\|g\|_{L^{\hat{p}}(w)} = \int_{\mathbb{R}^n} g^{\frac{1}{2}}u^{\frac{1}{2}}\mathcal{R}_vhv \, dx \leq \|(gu)^{\frac{1}{2}}\|_{Y'_v} \|\mathcal{R}_v h\|_{Y'_v} \leq 2\|gu\|_{X'_v}^{\frac{1}{2}}.
\]
The proof is complete.

\[\Box\]

**Proof of Theorem 1.6.** Let \( u \in A_1 \) and \( v \in A_\infty \). Then Lemma 2.1 (1) implies \( u^{-1} \in RH_\infty \). Thus, (1.22) follows from Theorem 1.5. In what follows, we assume that \( u \in A_\infty \) and \( v \in A_1 \).

By Theorem B, the hypothesis (1.19) implies that for every \( p \in (0, \infty) \) and for every \( w \in A_\infty \),
\[
\|f\|_{L^p(w)} \leq C\|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}.
\]  
(3.22)

It suffices to show that for every pair \((f, g) \in \mathcal{F}\) with \( \|fu\|_{X'_v} < \infty \) and \( \|gu\|_{X'_v} < \infty \), there exist some \( r \in (1, \infty) \) and a weight \( w = w(f, g) \in A_\infty \) such that
\[
\|fu\|_{X'_v} \leq 2^r \|f\|_{L^{\hat{p}}(w)} \quad \text{and} \quad \|g\|_{L^{\hat{p}}(w)} \leq 2^r \|gu\|_{X'_v}.
\]  
(3.23)

Denote \( Y = X^r \) for some \( r \in (1, \infty) \) chosen later. For any non-negative function \( h \in Y'_v \) such that \( h \) is non-zero on a set of positive measure, we define the Rubio de Francia iteration algorithm as:
\[
\mathcal{R}_vh := \sum_{j=0}^{\infty} \frac{M^k_{v}h}{2^k\|M_v^{\frac{k}{2}}\|_{\frac{Y'_v}{Y'_v}}^k}.
\]  
(3.24)

Then we have
\[
h \leq \mathcal{R}_vh, \quad \|\mathcal{R}_vh\|_{Y'_v} \leq 2\|h\|_{Y'_v} \quad \text{and} \quad [\mathcal{R}_vh]_{A_1(v)} \leq 2\|M_v\|_{Y'_v}.
\]  
(3.25)

By (2.31), there exists a nonnegative function \( h \in Y'_v \) with \( \|h\|_{Y'_v} \leq 1 \) such that \( h \) is non-zero on a set of positive measure, and
\[
\|f^{\frac{1}{2}}u^{\frac{1}{2}}\|_{X'_v} = \|\left(f^{\frac{1}{2}}u^{\frac{1}{2}}\right)^{\frac{1}{2}}\|_{Y'_v} \leq 2 \int_{\mathbb{R}^n} f^{\frac{1}{2}}u^{\frac{1}{2}}h v \, dx.
\]
Recall that \( u \in A_\infty \) and \( v \in A_1 \). It follows from [34, Theorem 1.3] that there exists a dimensional constant \( c_n > 0 \) such that
\[
[u]_{A_p} \leq e^{c_n[u]_{A_\infty}}, \quad \forall p > e^{c_n[u]_{A_\infty}}. \tag{3.26}
\]

Pick \( p = 1 + e^{c_n[u]_{A_\infty}} \) such that \( u \in A_p \). Then by the \( A_p \) factorization theorem, one has \( u = u_1u_2^{1-p} \) for some \( u_1, u_2 \in A_1 \). We claim that there exists \( C_n > 0 \) large enough such that
\[
w := u^{\frac{1}{p}}\mathcal{R}_vh \cdot v = \left(\mathcal{R}_vh \cdot v\right)u_2^{\frac{1}{p}} u_1^{\frac{1}{p}} \in A_\infty, \quad \forall r > C_n[v]_{A_1}^2 e^{c_n[u]_{A_\infty}}. \tag{3.27}
\]
Indeed, a straightforward calculation gives that \( \sigma := R_v h \cdot v \in A_1 \) with
\[
[\sigma]_{A_1} \leq [v]_{A_1} [R_v h]_{A_1 (v)} \leq 2[v]_{A_1} \| M_v \|_{Y'_v \rightarrow Y''_v} \\
\leq 2C[v]_{A_1} \sup_{Q \subset \mathbb{R}^n} \frac{v(3Q)}{v(Q)} \leq 2C \cdot 3^n[v]_{A_1}^2,
\]
where we used Lemma 2.1 (5), (3.25), (2.40) and the doubling property: for any \( \omega \in A_s \), \( 1 \leq s < \infty \),
\[
\omega(\lambda Q) \leq \lambda^{ns}[\omega]_{A_s} \omega(Q), \quad \forall \lambda > 1 \text{ and } \forall Q \subset \mathbb{R}^n.
\]
It follows from (5.3) below that for every \( \sigma \in A_1 \) and for every cube \( Q \subset \mathbb{R}^n \),
\[
\left( \frac{1}{Q} \int_Q \sigma(x)^{r_\sigma} \, dx \right)^{1/r_\sigma} \leq 2 \frac{1}{Q} \int_Q \sigma(x) \, dx, \quad \text{where } r_\sigma := 1 + \frac{1}{2n+1[\sigma]_{A_1}}.
\]
Then by (3.28), we have
\[
r'_\sigma (p-1) = (1 + 2^{n+1}[\sigma]_{A_1}) e^{Cn[u]_{A_\infty}} \leq \bar{c}_n [v]_{A_1}^2 e^{Cn[u]_{A_\infty}}.
\]
Let \( r > C_n [v]_{A_1}^2 e^{Cn[u]_{A_\infty}} \) with \( C_n \geq \bar{c}_n \). Then \( r'_\sigma (p-1) \leq r \) and
\[
\int_Q \sigma u_2^{\frac{p-1}{r_\sigma}} \, dx \leq \left( \int_Q \sigma \, dx \right)^{\frac{1}{r_\sigma}} \left( \int_Q u_2^{\frac{r'_\sigma(p-1)}{r_\sigma}} \, dx \right)^{\frac{p-1}{r_\sigma}} \leq 2 \left( \int_Q \sigma \, dx \right)^{\frac{1}{r_\sigma}} \left( \int_Q u_2 \, dx \right)^{\frac{p-1}{r_\sigma}} \leq 2[\sigma]_{A_1} \left( \int_Q u_2 \, dx \right)^{\frac{p-1}{r_\sigma}}.
\]
That is, \( \sigma u_2^{\frac{p-1}{r_\sigma}} \in A_1 \). On the other hand, \( u_1 \in A_1 \) implies that \( u_1^{\frac{1}{r}} \in A_1 \) with \( [u_1^{\frac{1}{r_\sigma}}]_{A_1} \leq [u_1]_{A_1}^{\frac{1}{r}} \). In view of Lemma 2.1 (1), one has \( u_1^{\frac{1}{r}} \in RH_{\infty} \). Therefore, these and Lemma 2.1 (4) immediately yield (3.27).

The remaining argument is almost the same in the proof of Theorem 1.5. We omit the details. \( \square \)

**Proof of Theorem 1.7.** Let \( h \) be a non-negative function such that \( h \in \mathbb{R}^n \) and \( h \) is non-zero on a set of positive measure. In view of (1.23), we define the Rubio de Francia algorithm as:
\[
R_h := \lim_{j \to \infty} \sum_{j=0}^{\infty} \frac{(M_{v^{1/r}})^k h}{2^k \| M_{v^{1/r}} \|_{k}^{k}}.
\]
Then we see that \( Rh \cdot v^{\frac{1}{r}} \in A_1 \). Combining this with \( u^{\frac{1}{r}} v^{-\frac{1}{r}} \in A_1 \) and (2.6), we obtain
\[
w := u^{-1}(Rh)v = (u^{\frac{1}{r}} v^{-\frac{1}{r}})^{1-(s+1)}(Rh \cdot v^{\frac{1}{r}}) \in A_{s+1} \subset A_{\infty}.
\]
The remaining argument is the same as we did before. The only difference is that we do not use the rescaling argument in this case. \( \square \)

**Proof of Theorem 1.8.** For every \( U \in A_1 \) with \( [U] \leq 2K_0 \), by Lemma 2.1 (7), there exists \( \varepsilon_0 := \varepsilon_0(K_0) \in (0,1) \) such that
\[
UV^{\varepsilon} \in A_1 \quad \text{for every } V \in A_1 \text{ and } \varepsilon \in (0,\varepsilon_0).
\]
Pick \( r > 1 \) such that \( 0 < \frac{1}{r} < \min\{\varepsilon_0, \frac{1}{r_0} \} \). Denote \( Y_{uv} = X_{uv}^r \). Since \( r' > q_0 \), the hypothesis (1.24) implies that \( M'_u \) is bounded on \( Y_{uv}' \) with bound \( K_0 \).
For any non-negative function $h \in \mathcal{Y}_{\text{wu}}'$ with $\|h\|_{\mathcal{Y}_{\text{wu}}'} \leq 1$ such that $h$ is non-zero on a set of positive measure, we define the Rubio de Francia iteration algorithm as:

$$\mathcal{R}h := \sum_{j=0}^{\infty} \frac{(M_j')^j h}{2^j K_0^j}.$$ 

Then one can check that

$$h \leq \mathcal{R}h, \quad \|\mathcal{R}h\|_{\mathcal{Y}_{\text{wu}}'} \leq 2\|h\|_{\mathcal{Y}_{\text{wu}}'} \quad \text{and} \quad \|\mathcal{R}h\|_{\mathcal{A}_1} \leq 2K_0. \tag{3.31}$$

On the other hand, since $v \in A_\infty$, it follows from Lemma 2.1 (4) that $v = v_1 v_2$ for some $v_1 \in A_1$ and $v_2 \in RH_\infty$. Invoking (3.30) and (3.31), we get

$$(\mathcal{R}h \cdot u)v_1^\perp \in A_1. \tag{3.32}$$

Note that $v_2^\perp \in RH_\infty$ by Lemma 2.1 (3). Accordingly, combining (3.32) with Lemma 2.1 (4), this gives that

$$w := \mathcal{R}h \cdot uv_1^\perp = [(\mathcal{R}h \cdot u)v_1^\perp]v_2^\perp \in A_\infty. \tag{3.33}$$

The rest of the proof is similar to the argument in the proof of Theorem 1.6. \qed

**Proof of Theorem 1.10.** We first note that the hypothesis (1.28) and Theorem B give that for every $p \in (0, \infty)$ and every $w \in A_\infty$,

$$\|f\|_{L^p(w)} \leq C\|Mg\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}. \tag{3.34}$$

It suffices to show that for every (or for some) $s > 1$ and for every pair $(f, g) \in \mathcal{F}$ with $\left\|\frac{f}{M^s w}\right\|_{X'(Mw)} < \infty$ and $\left\|\frac{g}{M^s w}\right\|_{X'(Mw)} < \infty$, there exists a weight $w_0 = w_0(f, g) \in A_\infty$ such that

$$\left\|\frac{f}{M^s w}\right\|_{X'(Mw)} \lesssim \|f\|_{L^s(w_0)} \quad \text{and} \quad \|Mg\|_{L^s(w_0)} \lesssim \left\|\frac{g}{M^s w}\right\|_{X'(Mw)}. \tag{3.35}$$

Fix $s > 1$ and set $Y = X^s$. For each $r > 1$, $(Mw)^{1-r(1-\frac{1}{p_2})} = [(Mw)^{1-r}]^{-1-r} (Mw)^{\frac{1}{p_2}} \in A_r$. If we denote $v := (Mw)^{1-r \frac{1}{p_2}}$, then

$$\|M'v f\|_{L^r(Mw)} = \left\|M(f v)\right\|_{L^r((Mw)^{1-r(1-\frac{1}{p_2})})} \lesssim \|fv\|_{L^r((Mw)^{1-r(1-\frac{1}{p_2})})} = \|f\|_{L^r(Mw)}. \tag{3.36}$$

Note that

$$p_{q'} = (q')' = (sp_2)' > 1 \quad \text{and} \quad q_{q'} = (p_r)' = (sp_2)' < \infty.$$ 

Taking $r_1, r_2 \in (1, \infty)$ such that $1 < r_1 < p_{q'} \leq q_{q'} < r_2 < \infty$, we obtain from (3.36) that $M'_v$ is bounded on $L^{r_1}(Mw)$ and $L^{r_2}(Mw)$. Hence, Lemma 2.10 gives that

$$M'_v : \mathcal{Y}'(Mw) \rightarrow \mathcal{Y}'(Mw) \quad \text{boundedly.}$$

Let $h \in \mathcal{Y}'(Mw)$ be a nonnegative function such that $h$ is non-zero on a set of positive measure. Now we define the Rubio de Francia iteration algorithm as

$$\mathcal{R}h := \sum_{j=0}^{\infty} \frac{(M_j')^j h}{2^j \|M'_v\|_{\mathcal{Y}'(Mw)}}.$$ 

As before, it is easy to verify that

$$h \leq \mathcal{R}h, \quad \|\mathcal{R}h\|_{\mathcal{Y}'(Mw)} \leq 2\|h\|_{\mathcal{Y}'(Mw)} \quad \text{and} \quad \|\mathcal{R}h\|_{\mathcal{A}_1} \leq 2\|M'_v\|_{\mathcal{Y}'(Mw) \rightarrow \mathcal{Y}'(Mw)}. \tag{3.37}$$
To proceed, we present several facts for the maximal operator $M$. First, we have

$$
Mf(x) = \sup_{Q \ni x} \int_Q |f(y)| dy \leq \sup_{Q \ni x} 2^n \int_{Q(x, \ell(Q))} |f(y)| dy
= \sup_{Q \ni x} 2^n \int_{Q(x, \ell(Q))} |f| dw \int_{Q(x, \ell(Q))} w dy \lesssim M^c_w(fw^{-1})(x)Mw(x),
$$

where $Q(x, \ell(Q))$ denotes the cube centered at $x$ with side-length $2\ell(Q)$. Gathering (3.38) and Lemma 2.11 (c), we obtain

$$
\left\| \frac{Mf}{Mw} \right\|_{\mathcal{X}(w)} \lesssim \|M^c_w(fw^{-1})\|_{\mathcal{X}(w)} \lesssim \|fw^{-1}\|_{\mathcal{X}(w)}.
$$

On the other hand, as we see in [51, eq.(2.2)],

$$
\left( \frac{Mf}{M^3f} \right) \frac{1}{2} \leq C_n \frac{Mf}{M^2f}.
$$

By (2.31), there exists a nonnegative function $h \in \mathcal{Y}(Mw)$ with $\|h\|_{\mathcal{Y}(Mw)} \leq 1$ such that $h$ is non-zero on a set of positive measure, and

$$
\left\| \frac{f}{M^3w} \right\|_{\mathcal{X}(Mw)}^{\frac{1}{2}} = \left\| \left( \frac{f}{M^3w} \right)^{\frac{1}{2}} \right\|_{\mathcal{Y}(Mw)} \leq 2 \int_{\mathbb{R}^n} f^{\frac{1}{2}} \frac{hMw}{(M^3w)^{\frac{1}{2}}} dx.
$$

Since $(M^3w)^{\frac{1}{4}} \in A_1$ by (2.7), it follows from (2.6) and (3.37) that

$$
w_0 := (Rh \cdot v)(M^3w)^{-\frac{1}{4}} = (Rh \cdot v)((M^3w)^{\frac{1}{4}})^{1-2} \in A_2.
$$

Thanks to (3.41) and (3.37), one has

$$
\left\| \frac{f}{M^3w} \right\|_{\mathcal{X}(Mw)}^{\frac{1}{2}} \lesssim \int_{\mathbb{R}^n} f^{\frac{1}{2}} \frac{(Rh)Mw}{(M^3w)^{\frac{1}{4}}} dx \leq \int_{\mathbb{R}^n} f^{\frac{1}{2}} \frac{(Rh)(Mw)^{1-\frac{1}{4}}}{(M^3w)^{\frac{1}{4}}} dx = \|f\|^{\frac{1}{2}}_{L^\frac{1}{2}(w_0)}.
$$

Sequently, applying (3.40) and the Hölder’s inequality (2.30) for $\mathcal{Y}(Mw)$, we deduce that

$$
\|Mg\|^{\frac{1}{2}}_{L^\frac{1}{2}(w_0)} = \int_{\mathbb{R}^n} (Mg)^{\frac{1}{2}} \frac{(Rh)(Mw)^{1-\frac{1}{4}}}{(M^3w)^{\frac{1}{4}}} dx \lesssim \int_{\mathbb{R}^n} \left( \frac{Mg}{M^2w} \right)^{\frac{1}{2}} (Rh)Mw dx
$$

$$
\leq \left\| \left( \frac{Mg}{M^2w} \right)^{\frac{1}{2}} \right\|_{\mathcal{Y}(Mw)} \|Rh\|_{\mathcal{Y}(Mw)} \lesssim \left\| \frac{Mg}{M^2w} \right\|_{\mathcal{X}(Mw)}^{\frac{1}{2}} \|h\|_{\mathcal{Y}(Mw)} \lesssim \| \frac{g}{Mw} \|_{\mathcal{X}(Mw)}^{\frac{1}{2}},
$$

where (3.39) was used in the last step. This proves (3.35).

\[\square\]

**Proof of Theorem 1.11.** Let $\mathcal{Y} = \mathcal{X}^{\frac{1}{p_0}}$. Then $\mathcal{Y}$ is a BFS and

$$
\|f\|_{\mathcal{X}^{p_0}} = \|f^{p_0}\|_{\mathcal{Y}^{p_0}} = \sup_{0 \leq h \in \mathcal{Y}_w^{\prime} \leq 1} \int_{\mathbb{R}^n} f^{p_0} h w dx.
$$

(3.43)
Fix a nonnegative function $h \in \mathcal{Y}_w'$ with $\|h\|_{\mathcal{Y}_w'} \leq 1$. Note that $q_X < \infty$ implies that $p_{Y'} = (q_{Y'})'= (q_X/p_0)' > 1$. Invoking (1.30), (3.38) and Lemma 21.11 (c), we conclude that

$$\int_{\mathbb{R}^n} f_{n,0} h w \, dx \lesssim \int_{\mathbb{R}^n} g_{n,0} M(hw) \, dx \leq \int_{\mathbb{R}^n} g_{n,0} MwM_w' h \, dx$$

$$= \int_{\mathbb{R}^n} g_{n,0}(Mw/w) M_w^c h \, w \, dx \leq \|g_{n,0}(Mw/w)\|_{\mathcal{Y}_w'} \|M_w^c h\|_{\mathcal{Y}_w'}$$

$$\lesssim \|g(Mw/w)\|_{X'_n} \|h\|_{\mathcal{Y}_w'}. \quad (3.44)$$

Therefore, (1.31) as desired follows from (3.43) and (3.44). The inequality (1.32) is a consequence of (1.31). Indeed, given $q \in (0, \infty)$, we define a new family $\mathcal{F}_q$ by

$$\mathcal{F}_q = \{(F,G) : \left(\left(\sum_{j=1}^{\infty} |f_j|^q \right)^{\frac{1}{q}}, \left(\sum_{j=1}^{\infty} |g_j|^q \right)^{\frac{1}{q}}\right) : \{(f_j,g_j)\}_j \subset \mathcal{F}\}.$$ 

Then by (1.30), one has for every weight $w_0$ and every pair $(F,G) \in \mathcal{F}_q$,

$$\|F\|_{L^q(w_0)} = \left(\sum_{j=0}^{\infty} \|f_j\|_{L^q(w_0)}^q\right)^{\frac{1}{q}} \leq C \left(\sum_{j=0}^{\infty} \|g_j\|_{L^q(Mw_0)}^q\right)^{\frac{1}{q}} = \|G\|_{L^q(Mw_0)}. \quad (3.45)$$

This shows (1.30) holds for the exponent $p_0 = q$ and the pair $(f,g) = (F,G)$. Thus, (1.31) immediately implies (1.32).

**Proof of Theorem 1.12.** Recall that $\mathcal{Y}_u$ and $\mathcal{Y}_v$ are Banach function spaces. Then by (2.31),

$$\|u_1\|_{\mathcal{Y}_u}^n = \|f_{n,0} u_1^p\|_{\mathcal{Y}_u} = \sup_{0 \leq h \in \mathcal{Y}_u} \|f_{n,0} u_1^p h w \, dx. \quad (3.46)$$

Now fix a nonnegative function $h \in \mathcal{Y}_v$ such that $\|h\|_{\mathcal{Y}_v} \leq 1$. By the hypothesis (1.33), (1.34) and Hölder’s inequality (2.30), we have

$$\int_{\mathbb{R}^n} f_{n,0} u_1^p h w \, dx \lesssim \int_{\mathbb{R}^n} g_{n,0} Mf(u_1^p h w) \, dx = \int_{\mathbb{R}^n} g_{n,0} w_2 \cdot Mf(u_1^p h w) w_2^{-p_0} \, dx$$

$$\lesssim \|g_{n,0} w_2\|_{\mathcal{Y}_v} \|Mf(u_1^p h w) w_2^{-p_0} v^{-1}\|_{\mathcal{Y}_v'} \lesssim \|g w_2\|_{X'_n} \|h\|_{\mathcal{Y}_v'}. \quad \square$$

**Proof of Theorem 1.14.** Note that $\mathcal{Y}_v = X_{\mathcal{Y}_v}$, and $\mathcal{Y}_{MA_1} = X_{MA_1}$ are BFS. Thanks to (2.31), we see that

$$\|u\|_{\mathcal{Y}_v}^n = \|f_{n,0} u_1^p\|_{\mathcal{Y}_v} = \sup_{0 \leq h \in \mathcal{Y}_v} \|f_{n,0} u_1^p h v \, dx. \quad (3.47)$$

Let $0 \leq h \in \mathcal{Y}_v'$ with $\|h\|_{\mathcal{Y}_v'} \leq 1$. By our assumption on $\Phi$ and (2.16), one has

$$M_{\Phi}(fg)(x) \lesssim M_A f(x) M_B g(x), \quad \forall x \in \mathbb{R}^n. \quad (3.48)$$

Thus, applying the hypothesis (1.37), (3.48) and Hölder’s inequality (2.30), we obtain

$$\int_{\mathbb{R}^n} f_{n,0} u_1^p h v \, dx \lesssim \int_{\mathbb{R}^n} g_{n,0} Mf(u_1^p h v) \, dx \lesssim \int_{\mathbb{R}^n} g_{n,0} M_A(u_1^p) M_B(h v) \, dx$$

$$\lesssim \|g_{n,0} M_A(u_1^p)\|_{\mathcal{Y}_v} \|M_B(h v) v^{-1}\|_{\mathcal{Y}_v'} \lesssim \|g M_A(u_1^p)\|_{X'_n} \|h\|_{\mathcal{Y}_v'}, \quad (3.49)$$
where (1.38) was used in the last step. On the other hand, by (1.40),

\[
\int_{\mathbb{R}^n} f^{p_0} u^{p_0} h v dx \lesssim \int_{\mathbb{R}^n} g^{p_0} M_{\Phi}(u^{p_0} h) dx \lesssim \int_{\mathbb{R}^n} g^{p_0} M_B(u^{p_0} h) M_A v dx
\]

\[
\leq \|g^{p_0} u^{p_0}\|_{Y_{M_A v}} \|M_B(u^{p_0} h)\|_{Y_{M_A v}} \lesssim \|g u\|_{Y_{M_A v}} \|h\|_{Y_{M_A v}}.
\]

(3.50)

Consequently, (1.39) and (1.40) follow at once from (3.47), (3.49) and (3.50).

The classical Fefferman-Stein inequality in [28] asserts that for each \( p \in (1, \infty) \),

\[
\|Mf\|_{L^p(w)} \leq C_p \|f\|_{L^p(Mw)} \quad \text{for every weight } w.
\]

(3.51)

In [64, Theorem 1.7], Pérez proved that for any \( 1 < p < \infty, \Phi \in B_p \) if and only if

\[
\|M_{\Phi} f\|_{L^p(w)} \leq C \|f\|_{L^p(Mw)} \quad \text{for every weight } w.
\]

(3.52)

Another result in [64, Theorem 6.1] states that \( r < p \) if and only if

\[
\|M_{r, s} f\|_{L^p(w)} \leq C \|f\|_{L^p(Mw)} \quad \text{for every weight } w,
\]

(3.53)

whenever \( 1 < p, r < \infty \) and \( 1 \leq s < \infty \), where \( M_{r, s} \) is the maximal operator associated to Lorentz space \( L^{r, s}(\mathbb{R}^n) \) defined by

\[
M_{r, s} f(x) := \sup_{Q \ni x} |Q|^{-\frac{1}{r}} \|f 1_Q\|_{L^{r, s}(\mathbb{R}^n)}.
\]

Moreover, note that for any Young function \( A \),

\[
M(fg)(x) \leq 2M_A f(x) M_A g(x), \quad \forall x \in \mathbb{R}^n.
\]

(3.54)

As a consequence, by (3.51)–(3.54) and the approach used in (3.45), Theorem 1.14 implies Theorem 1.15.

Now let us see how Theorem 1.15 recovers the sharp vector-valued inequality obtained in [23, Theorem 1.4] and [65, Theorem 1.1]. Denote

\[
r = p/q, \quad \varepsilon = [r] + 1 - r, \quad A_0(t) = A(t^{1/r}) \quad \text{and} \quad A(t) = t^\varepsilon \log(e + t)^{r^{-1} + \varepsilon}.
\]

Then, one has

\[
A_0(t) \simeq t \log(e + t)^{[r]} \quad \text{and} \quad \tilde{A}(t) \simeq t^{r'} \log(e + t)^{-1 - (r'-1)\varepsilon} \in B_{r'}.
\]

(3.55)

Note that for \( \Phi_k(t) = t \log(e + t)^k \),

\[
M^{k+1} f(x) \simeq M_{\Phi_k} f(x), \quad x \in \mathbb{R}^n \text{ and } k \in \mathbb{N}_+.
\]

(3.56)

Let \( w \) be an arbitrary weight. Thus, the former in (3.55) and (3.56) imply

\[
M_A(w^{1/r})(x)^r = M_{A_0} w(x) \simeq M^{[r]+1} w(x).
\]

Also, it follows from (3.55) and Lemma 2.4 that \( M_A \) is bounded on \( L^{r'}(\mathbb{R}^n) \). Accordingly, the inequality (1.42) applied to \( u = w^{1/r}, v \equiv 1 \) and \( X_v = L^p(\mathbb{R}^n) \) gives the Corollary 1.16.
4. Extrapolation on modular spaces

We turn now our attention to the extrapolation on modular spaces. In this context, for a weight \( w \) and a Young function \( \Phi \), we define the modular \( \rho^\Phi_w \) of \( f \in \mathcal{M} \) by

\[
\rho^\Phi_w(f) := \int_{\mathbb{R}^n} \Phi(|f(x)|)w(x) \, dx.
\]

When \( w \equiv 1 \), we denote \( \rho^\Phi \) instead of \( \rho^\Phi_w \). The collection of functions,

\[
\mathcal{M}^\Phi_w := \{ f \in \mathcal{M} : \rho^\Phi_w(f) < \infty \}.
\]

is referred to as a modular space.

**Theorem 4.1.** Let \( \Phi \) be a Young function with \( 1 < i_\Phi \leq I_\Phi < \infty \). If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_\infty \),

\[
\|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F},
\]

then for every \( u \in RH_{\infty} \) and \( v \in A_\infty \),

\[
\int_{\mathbb{R}^n} \Phi(uf)u \, dx \leq C \int_{\mathbb{R}^n} \Phi(ug)v \, dx, \quad (f, g) \in \mathcal{F}.
\]

Moreover, the following vector-valued inequality holds for every \( q \in (0, \infty) \),

\[
\int_{\mathbb{R}^n} \Phi\left(\left(\sum_{j} f_j^q \right)^{\frac{1}{q}} v \right) \, dx \leq C \int_{\mathbb{R}^n} \Phi\left(\left(\sum_{j} g_j^q \right)^{\frac{1}{q}} u \right) \, dx, \quad \{(f_j, g_j)\} \subset \mathcal{F}.
\]

**Proof.** We begin with a claim: for every pair \((f, g) \in \mathcal{F}\) with \( \rho^\Phi_v(fu) < \infty \) and \( \rho^\Phi_v(gu) < \infty \), there exists a weight \( w = w(f, g) \in A_\infty \) such that

\[
\rho^\Phi_v(fu) \leq \|f\|_{L^1(w)} \quad \text{and} \quad \|g\|_{L^1(w)} \leq C_0(\varepsilon \rho^\Phi_v(fu) + \varepsilon^{-r} \rho^\Phi_v(gu)),
\]

where \( \varepsilon \in (0, 1) \) is an arbitrary number, \( C_0 > 1 \) and \( r > 1 \) are independent of \( \varepsilon \). Assuming this momentarily, let us see how (4.2) follows from (4.4). Observe that by Theorem B, (4.1) implies that for every \( p \in (0, \infty) \) and for every \( v \in A_\infty \),

\[
\|f\|_{L^p(w)} \leq C_1\|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}.
\]

Given \( (f, g) \in \mathcal{F} \), we may assume that \( \rho^\Phi_v(gu) < \infty \). This in turn implies \( f < \infty \) a.e.. Otherwise, there exists a measurable set \( E \subset \mathbb{R}^n \) with \( |E| > 0 \) such that \( f = \infty \) on \( E \). By means of (4.5), it holds

\[
\|g\|_{L^1(w)} = \infty \quad \text{for every} \ w \in A_\infty.
\]

On the other hand, applying our claim to \( f = g \) and \( \varepsilon = 1/2 \), we get a weight \( w_0 = w_0(g) \in A_\infty \) such that \( \|g\|_{L^1(w_0)} \leq C_02r+1\rho^\Phi_v(gu) < \infty \), which contradicts (4.6).

For every \( N \geq 1 \), we define \( f_N := f \mathbb{1}_{\{x \in B(0,N): f(x) \leq N, v(x) \leq N\}} \). This gives that

\[
\rho^\Phi_v(f_Nu) \leq N\Phi(N^2)|B(0,N)| < \infty.
\]

Then (4.4) applied to the pair \((f_N, g)\) give that \( w = w(f_N, g) \in A_\infty \)

\[
\rho^\Phi_v(f_Nu) \leq \|f_N\|_{L^1(w)} \quad \text{and} \quad \|g\|_{L^1(w)} \leq C_0(\varepsilon \rho^\Phi_v(f_Nu) + \varepsilon^{-r} \rho^\Phi_v(gu)),
\]

where \( \varepsilon \in (0, 1) \) is an arbitrary number, \( C_0 > 1 \) and \( r > 1 \) are independent of \( \varepsilon \) and \( N \). Gathering (4.5) and (4.7), we conclude that

\[
\rho^\Phi_v(f_Nu) \leq \|f_N\|_{L^1(w)} \leq \|f\|_{L^1(w)} \leq C_1\|g\|_{L^1(w)}
\]

\[
\leq C_0C_1(\varepsilon \rho^\Phi_v(f_Nu) + \varepsilon^{-r} \rho^\Phi_v(gu)) \leq \frac{1}{2}\rho^\Phi_v(f_Nu) + C_0C_1\varepsilon^{-r} \rho^\Phi_v(gu),
\]

(4.8)
provided \(0 < \varepsilon < \frac{1}{2C_0C_1}\). Therefore, (4.8) gives that
\[
\rho^\Phi_v(f_Nu) \leq 2C_0C_1\varepsilon^{-r}\rho^\Phi_v(gu).
\]
(4.9)

Recall that \(f < \infty\) a.e., and hence \(f_N \nrightarrow f\) as \(N \to \infty\). Consequently, (4.2) follows at once from (4.9) and the monotone convergence theorem. The vector-valued inequality (4.3) can be shown as before.

In order to show (4.4), we invoke a result contained in [24, Proposition 5.1]. That is, for every \(\phi \in \Delta_2\) and for every \(w \in A_\infty\),
\[
\int_{\mathbb{R}^n} \phi(M_w f(x))w(x)\,dx \leq K_0 \int_{\mathbb{R}^n} \phi(|f(x)|)w(x)\,dx,
\]
(4.10)
where \(K_0 := K_0(\phi, w) \geq 1\) is independent of \(f\). For a non-negative function \(h\) with \(\rho^\Phi_v(h) < \infty\) such that \(h\) is non-zero on a set of positive measure, we define the Rubio de Francia iteration algorithm as:
\[
\mathcal{R}_v h := \sum_{j=0}^{\infty} M_j^2 h = \frac{1}{2K_0^2}.
\]

The following properties are verified:
\[
h \leq \mathcal{R}_v h, \quad \rho^\Phi_v(\mathcal{R}_v h) \leq 2\rho^\Phi_v(2h) \quad \text{and} \quad [\mathcal{R}_v h]_{A_1(v)} \leq 2K_0.
\]
(4.11)

The proof of the first and the last estimates in (4.11) is the same as for the analogue properties in the proof of Theorem 1.1. Now write \(\lambda := \frac{1}{2K_0} \leq \frac{1}{2}\) (see [13, Lemma 4.2]). From this and the formula for the sum of a geometric series, we obtain that
\[
\sum_{k=0}^{\infty} (1 - \lambda)^k = 1.
\]

In addition, by the convexity of \(\Phi\) and (4.10) for \(\phi = \tilde{\Phi}\), one has
\[
\rho^\Phi_v(\mathcal{R}_v h) = \int_{\mathbb{R}^n} \tilde{\Phi}\left(\sum_{k=0}^{\infty} (1 - \lambda)^k M_k^v \left(\frac{h}{1 - \lambda}\right)\right) v\,dx
\]
\[
\leq (1 - \lambda) \sum_{k=0}^{\infty} \lambda^k \int_{\mathbb{R}^n} \Phi\left( M_k^v \left(\frac{h}{1 - \lambda}\right)\right) v\,dx
\]
\[
\leq (1 - \lambda) \sum_{k=0}^{\infty} \lambda^k K_0^k \int_{\mathbb{R}^n} \Phi\left(\frac{h}{1 - \lambda}\right) v\,dx
\]
\[
= 2(1 - \lambda) \int_{\mathbb{R}^n} \Phi\left(\frac{h}{1 - \lambda}\right) v\,dx \leq 2\rho^\Phi_v(2h),
\]
which proves the second one in (4.11). To proceed, fix a pair \((f, g) \in \mathcal{F}\) with \(\rho^\Phi_v(fu) < \infty\) and \(\rho^\Phi_v(gu) < \infty\). We define
\[
h(x) := \begin{cases} \frac{\Phi(f(x)u(x))}{f(x)u(x)}, & \text{if } f(x)u(x) \neq 0, \\ 0, & \text{if } f(x)u(x) = 0, \end{cases} \quad x \in \mathbb{R}^n.
\]

We may assume that \(h\) is non-zero on a set of positive measure. Otherwise, \(h = 0\) a.e., and hence, \(fu = 0\) a.e.. The later implies that \(f = 0\) a.e. since \(0 < u < \infty\) a.e.. Thus, (4.2) holds.
From (4.11) and Lemma 2.1 (2) and (6), we deduce that \( w := u(R, h)v \in A_\infty \). Fix \( \varepsilon \in (0, 1) \) and pick \( r > I_\Phi \). It follows from (2.12) that there is a constant \( C_\Phi > 0 \) such that

\[
\Phi(ts) \leq C_\Phi t^r \Phi(s) \quad \text{for every } s > 0 \text{ and } t > 1. \tag{4.12}
\]

This gives that

\[
\rho_v^\Phi(\varepsilon^{-1} gu) \leq C_\Phi \varepsilon^{-r} \rho_v^\Phi(gu). \tag{4.13}
\]

Additionally, from the convexity of \( \Phi \), (4.11), (2.11) and the definition of \( h \), we obtain that

\[
\rho_v^\Phi(\varepsilon R, h) \leq \varepsilon \rho_v^\Phi(R, h) \leq 2\varepsilon \rho_v^\Phi(2h) \leq \varepsilon C \rho_v^\Phi(2h) \leq \varepsilon C \rho_v^\Phi(fu). \tag{4.14}
\]

By (4.11) again, one has

\[
\rho_v^\Phi(fu) = \int_{\mathbb{R}^n} fu \, h \, v \, dx \leq \int_{\mathbb{R}^n} fu \, (R, h) \, v \, dx = \|fu\|_{L^1(w)}. \tag{2.9}
\]

On the other hand, gathering (2.9), (4.13) and (4.14), we deduce that

\[
\|g\|_{L^1(w)} = \int_{\mathbb{R}^n} gu(R, h) \, v \, dx \leq \rho_v^\Phi(\varepsilon R, h) + \rho_v^\Phi(\varepsilon^{-1} gu) \leq C_0(\varepsilon \rho_v^\Phi(fu) + \varepsilon^{-r} \rho_v^\Phi(gu)).
\]

This proves (4.4) and completes the proof. \( \square \)

Theorems 1.5 and 4.1 immediately imply the following result.

**Corollary 4.2.** Let \( \Phi(t) = t \) or \( \Phi \) be a Young function with \( 1 < i_\Phi \leq I_\Phi < \infty \). Suppose that \( X \) is a RIBFS over \( (\mathbb{R}^n, dx) \) such that \( q_X < \infty \). If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_\infty \),

\[
\|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in F, \tag{4.15}
\]

then for every \( u \in RH_\infty \) and for every \( v \in A_\infty \),

\[
\|\Phi(fu)\|_{X_v} \leq C\|\Phi(gu)\|_{X_v}, \quad (f, g) \in F. \tag{4.16}
\]

Recalling (2.8) and (2.18), we have that \( u := (MAf)^{-\lambda} \in RH_\infty \) for any \( \lambda > 0 \), where \( A(t) = t \) or \( A \) is a Young function. Note that for any invertible function \( \Phi \),

\[
\|\Phi(f)\|_{L^{1, \infty}(w)} = \sup_{\lambda > 0} \lambda w(\{x : \Phi(f(x)) > \lambda\}) = \sup_{\lambda > 0} \Phi(\lambda)w(\{x : f(x) > \lambda\}).
\]

From these and Corollary 4.2, we conclude the estimates below.

**Corollary 4.3.** Let \( T \) be an operator, \( A(t) = t \) or \( A \) be a Young function, and \( \Phi(t) = t \) or \( \Phi \) be Young function such that \( 1 < i_\Phi \leq I_\Phi < \infty \). Let \( E \subset \mathbb{R}^n \) be a measurable set. Suppose that \( X \) is a RIBFS over \( (\mathbb{R}^n, dx) \) such that \( q_X < \infty \). If for some \( p_0 \in (0, \infty) \) and for every \( w \in A_\infty \),

\[
\|Tf\|_{L^{p_0}(E, w)} \leq C\|MAf\|_{L^{p_0}(E, w)}. \tag{4.17}
\]

then for every \( v \in A_\infty \),

\[
\left\| \Phi\left(\frac{|Tf|}{MAf}\right)1_E \right\|_{X_v} \leq C\|1_E\|_{X_v}. \tag{4.18}
\]

In particular,

\[
\sup_{\lambda > 0} \Phi(\lambda)w(\{x \in E : |Tf(x)| > \lambda MAf(x)\}) \leq Cv(E).
\]
Theorem 4.4. Let $\Phi$ be a Young function with $1 < i_\Phi \leq I_\Phi < \infty$. Let $u$ and $v$ be weights on $\mathbb{R}^n$ such that $v \in A_1$. If for some $p_0 \in (0, \infty)$ and for every $w \in A_1$, \begin{align}
 \|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F}, \end{align} then \begin{align}
 \int_{\mathbb{R}^n} \Phi(f^{p_0}u^{p_0})v \, dx \leq C \int_{\mathbb{R}^n} \Phi(g^{p_0}u^{p_0})v \, dx, \quad (f, g) \in \mathcal{F}, \end{align} provided that \begin{align}
 \int_{\mathbb{R}^n} \Phi((M_v f)u^{-p_0})v \, dx \leq K_0 \int_{\mathbb{R}^n} \Phi(fu^{-p_0})v \, dx, \quad \forall f \in \mathcal{M}. \end{align} Proof. As before, it suffices to show that: if (4.21) holds, then for every pair $(f, g) \in \mathcal{F}$ with $\rho^\Phi_v(f^{p_0}u^{p_0}) < \infty$ and $\rho^\Phi_v(g^{p_0}u^{p_0}) < \infty$, there exists a weight $w = w(f, g) \in A_1$ such that

$$\rho^\Phi_v(f^{p_0}u^{p_0}) \leq \|f\|_{L^{p_0}(w)}$$

and

$$\|g\|_{L^{p_0}(w)} \leq C_0(\varepsilon \rho^\Phi_v(f^{p_0}u^{p_0}) + \varepsilon^{-r} \rho^\Phi_v(g^{p_0}u^{p_0})),$$

where $\varepsilon \in (0, 1)$ is an arbitrary number, $C_0 > 1$ and $r > 1$ are independent of $\varepsilon$. To demonstrate (4.22), we fix a pair $(f, g) \in \mathcal{F}$ with $\rho^\Phi_v(f^{p_0}u^{p_0}) < \infty$ and $\rho^\Phi_v(g^{p_0}u^{p_0}) < \infty$. Define

$$h(x) := \begin{cases} \frac{\Phi(f(x)^{p_0}u(x))}{f(x)^{p_0}u(x)^{p_0}}, & \text{if } f(x)u(x) \neq 0, \\ 0, & \text{if } f(x)u(x) = 0, \end{cases} \quad x \in \mathbb{R}^n.$$  

For the function $h$, we define

$$\mathcal{R}h := \sum_{j=0}^{\infty} \frac{M_j h}{2^j K_0^j} \quad \text{and} \quad H := \mathcal{R}(hu^{p_0})u^{-p_0}.$$  

Together with (4.21), a straightforward calculation gives that

$$h \leq H, \quad \rho^\Phi_v(H) \leq 2\rho^\Phi_v(2h) \quad \text{and} \quad [\mathcal{R}h]_{A_1(v)} \leq 2K_0. \quad (4.23)$$

In view of Lemma 2.1 (6) and $v \in A_1$, we have $w := u^{p_0}Hv = \mathcal{R}(hu^{p_0})v \in A_1$. Then the first estimate in (4.23) gives that

$$\rho^\Phi_v(f^{p_0}u^{p_0}) = \int_{\mathbb{R}^n} f^{p_0}u^{p_0}Hv \, dx \leq \int_{\mathbb{R}^n} f^{p_0}u^{p_0}Hv \, d\mu = \|f\|_{L^{p_0}(w)}.$$  

In addition, by (2.9), the convexity of $\Phi$ and (4.12), we have

$$\|g\|_{L^{p_0}(w)} = \int_{\mathbb{R}^n} g^{p_0}u^{p_0}Hv \, dx \leq \rho^\Phi_v(\varepsilon H) + \rho^\Phi_v(\varepsilon^{-1} g^{p_0}u^{p_0}) \leq \varepsilon \rho^\Phi_v(H) + \rho^\Phi_v(\varepsilon^{-1} g^{p_0}u^{p_0}) \leq 2\varepsilon \rho^\Phi_v(2h) + \varepsilon^{-r} C_0 \rho^\Phi_v(g^{p_0}u^{p_0}) \leq C_0(\varepsilon \rho^\Phi_v(f^{p_0}u^{p_0}) + \varepsilon^{-r} \rho^\Phi_v(g^{p_0}u^{p_0})).$$

This proves (4.22). \hfill \Box

Theorem 4.5. Let $\Phi$ be a Young function with $1 < i_\Phi \leq I_\Phi < \infty$. Let $u$ and $v$ be weights on $\mathbb{R}^n$ such that $v \in A_\infty$. If for some $p_0 \in (0, \infty)$ and for every $w \in A_\infty$, \begin{align}
 \|f\|_{L^{p_0}(w)} \leq C\|g\|_{L^{p_0}(w)}, \quad (f, g) \in \mathcal{F}, \end{align} then for every $p \in (0, \infty)$,

$$\int_{\mathbb{R}^n} \Phi(f^pu) v \, dx \leq C \int_{\mathbb{R}^n} \Phi(g^pu) v \, dx, \quad (f, g) \in \mathcal{F},$$

and

$$\int_{\mathbb{R}^n} \Phi(f^pu) v \, dx \leq C \int_{\mathbb{R}^n} \Phi(g^pu) v \, dx, \quad (f, g) \in \mathcal{F},$$

where $C$ and $\varepsilon$ are independent of $\varepsilon$. Proof. As before, it suffices to show that: if (4.24) holds, then for every pair $(f, g) \in \mathcal{F}$ with $\rho^\Phi_v(f^pu) < \infty$ and $\rho^\Phi_v(g^pu) < \infty$, there exists a weight $w = w(f, g) \in A_\infty$ such that

$$\rho^\Phi_v(f^pu) \leq \|f\|_{L^{p_0}(w)}$$

and

$$\|g\|_{L^{p_0}(w)} \leq C_0(\varepsilon \rho^\Phi_v(f^pu) + \varepsilon^{-r} \rho^\Phi_v(g^pu)),$$
provided that
\[
\int_{\mathbb{R}^n} \Phi((M_v f) u^{-1}) v \, dx \leq K_0 \int_{\mathbb{R}^n} \Phi(f u^{-1}) v \, dx, \quad \forall f \in \mathbb{M}.
\] (4.26)

Moreover, under the hypothesis (4.26), (4.24) implies that for every \( p, q \in (0, \infty) \),
\[
\int_{\mathbb{R}^n} \Phi\left( \left( \sum_j f_j^q \right)^\frac{2}{q} u \right) v \, dx \leq C \int_{\mathbb{R}^n} \Phi\left( \left( \sum_j g_j^q \right)^\frac{2}{q} u \right) v \, dx, \quad \{(f_j, g_j)\} \subset \mathcal{F}.
\] (4.27)

**Proof.** By Theorem B, we have that for every \( p \in (0, \infty) \) and for every \( w \in A_\infty \),
\[
\|f\|_{L^p(w)} \leq C\|g\|_{L^p(w)}, \quad (f, g) \in \mathcal{F}.
\] (4.28)

This can be rewritten as
\[
\|f^p\|_{L^1(w)} \leq C^p\|g^p\|_{L^1(w)}, \quad (f, g) \in \mathcal{F}.
\] (4.29)

It is enough to show that if (4.26) holds, then for every pair \( (f, g) \in \mathcal{F} \) with \( \rho_v^\Phi(fu) < \infty \) and \( \rho_v^\Phi(gu) < \infty \), there exists a weight \( w = w(f, g) \in A_\infty \) such that \([w]_{A_\infty} \leq 2K_0[v]_{A_\infty}\),
\[
\rho_v^\Phi(fu) \leq \|f\|_{L^1(w)} \quad \text{and} \quad \|g\|_{L^1(w)} \leq C_0(\varepsilon \rho_v^\Phi(fu) + \varepsilon^{-r} \rho_v^\Phi(gu)),
\] (4.30)
where \( \varepsilon \in (0, 1) \) is an arbitrary number, \( C_0 > 1 \) and \( r > 1 \) are independent of \( \varepsilon \). Then (4.25) will follow from (4.25) and (4.29).

Indeed, the proof of (4.30) is similar to that of (4.22). We here only present the main difference. Define
\[
\mathcal{R}h := \sum_{j=0}^\infty \frac{M_j^2 h}{2^j K_0^2}, \quad \text{and} \quad H := \mathcal{R}(hu)u^{-1}.
\]
Together with (4.26), a straightforward calculation gives that
\[
h \leq H, \quad \rho_v^\Phi(H) \leq 2\rho_v^\Phi(2h) \quad \text{and} \quad \left[\mathcal{R}h\right]_{A_1(v)} \leq 2K_0.
\] (4.31)

Since \( v \in A_\infty \), we have \( w := uHv = \mathcal{R}(hu)v \in A_\infty \) with \([w]_{A_\infty} \leq \left[\mathcal{R}(hu)\right]_{A_1(v)}[v]_{A_\infty} \leq 2K_0[v]_{A_\infty}\). Using the same argument as in Theorem 4.4, one can conclude (4.30).

Finally, (4.30) is a consequence of (4.25) and (4.28). \(\square\)

5. Extrapolation for commutators

Our next goal is to establish the extrapolation for commutators in the case of two-weight and Banach function spaces. Let us first recall the notion of commutators. Given an operator \( T \) and measurable functions \( b = (b_1, \ldots, b_k) \), we define, whenever it makes sense, the commutator by
\[
C_b(T)(f)(x) := T\left( \prod_{j=1}^k (b_j(x) - b_j(\cdot)) f(\cdot) \right)(x).
\]

When \( b = (b, \ldots, b) \), we denote \( C_b^k(T) \) instead of \( C_b(T) \).

We say that a sublinear operator \( T \) is linearizable if there exists a Banach space \( \mathcal{B} \) and a \( \mathcal{B} \)-valued linear operator \( \mathcal{T} \) such that \( Tf(x) = \|Tf(x)\|_\mathcal{B} \). In this way, we set
\[
C_b(T)f(x) := \|C_b(T)f(x)\|_\mathcal{B} = \left\| \mathcal{T}\left( \prod_{j=1}^k (b_j(x) - b_j(\cdot)) f(\cdot) \right)(x) \right\|_\mathcal{B}.
\]
Given a weight \( \nu \), we say that a locally integrable function \( f \in \text{BMO}(\nu) \) if
\[
\| f \|_{\text{BMO}(\nu)} := \sup_Q \frac{1}{\nu(Q)} \int_Q |f(x) - f_Q| \, dx < \infty.
\]
If \( \nu \equiv 1 \), we simply write \( \text{BMO} := \text{BMO}(\nu) \). Define a new Orlicz-type space \( \text{BMO} := \text{BMO}(\mathbb{R}^n) \) via the norm
\[
\| f \|_{\text{BMO}} := \sup_Q \| f - f_Q \|_{\exp L,Q}.
\]

The John-Nirenberg inequality says that there exists a dimensional constant \( C_n \) such that for every \( f \in \text{BMO} \),
\[
\| f \|_{\text{BMO}} \leq \| f \|_{\text{BMO}} \leq C_n \| f \|_{\text{BMO}}.
\]
Thus, (5.1) implies that \( (\text{BMO}, \| \cdot \|_{\text{BMO}}) \) and \( (\text{BMO}, \| \cdot \|_{\text{BMO}}) \) are equivalent quasi-normed spaces; nevertheless, the appearance of \( \text{BMO} \) in the statements of our results below is to emphasize that \( \| \cdot \|_{\text{BMO}} \) is used.

It is well-known that if \( w \in A_\infty \), then \( \log w \in \text{BMO} \). The converse can be formulated as follows. Let \( b \in \text{BMO} \). Then for every \( 1 \leq p < \infty \),
\[
\lambda \in \mathbb{R} : \| \lambda \| \leq \min\{1, p - 1\} |b|_{\text{BMO}}^{-1} \implies \| e^{\lambda b} \|_{A_p} \leq 4 |\lambda| |b|_{\text{BMO}}.
\]

Let us recall the sharp reverse Hölder’s inequality from [18, 42, 49]. For every \( w \in A_p \) with \( 1 \leq p \leq \infty \),
\[
\left( \int_Q w^{r_w} \, dx \right)^{1/r_w} \leq 2 \int_Q w \, dx,
\]
for every cube \( Q \), where
\[
r_w = \begin{cases} 
1 + \frac{1}{2^{n+1} |w|_{A_1}}, & p = 1, \\
1 + \frac{1}{2^{n+1+2} |w|_{A_p}}, & p \in (1, \infty), \\
1 + \frac{1}{2^{n+1} |w|_{A_\infty}}, & p = \infty.
\end{cases}
\]

Now we state the main theorem of this section.

**Theorem 5.1.** Fix \( 1 < s_i, \theta_i < \infty \) for \( i = 1, 2, 3, 4 \). Let \( \sigma \) and \( \nu \) be weights on \( \mathbb{R}^n \), \( X_\sigma \) and \( Y_\sigma \) be Banach function spaces over \( (\mathbb{R}^n, \sigma) \). Let \( T \) be either a linear or a linearizable operator. Assume that for every pair of weights \( (\mu, \lambda) \) with \( \nu = \mu/\lambda \) such that \( (\mu^{\theta_1}, \lambda^{\theta_2}, \mu^{-\theta_3}, \lambda^{-\theta_4}) \in A_{s_1} \times A_{s_2} \times A_{s_3} \times A_{s_4} \),
\[
\| (T f) \lambda \|_{Y_\sigma} \leq \Psi\left( \| \mu^{\theta_1} \|_{A_{s_1}}, \| \lambda^{\theta_2} \|_{A_{s_2}}, \| \mu^{-\theta_3} \|_{A_{s_3}}, \| \lambda^{-\theta_4} \|_{A_{s_4}} \right) \| f \|_{X_\sigma},
\]
where \( \Psi : [1, \infty) \times [1, \infty) \times [1, \infty) \times [1, \infty) \to [1, \infty) \) is an increasing function of each variable. Then for every \( k \geq 1 \), for every \( b = (b_1, \ldots, b_k) \in \text{BMO}^k \) and for every pair of weights \( (\mu, \lambda) \) with \( \nu = \mu/\lambda \) such that \( (\mu^{\theta_1}, \lambda^{\theta_2}, \mu^{-\theta_3}, \lambda^{-\theta_4}) \in A_{s_1} \times A_{s_2} \times A_{s_3} \times A_{s_4} \),
\[
\| (C_b(T)f) \lambda \|_{Y_\sigma} \leq \Psi\left( \left. \frac{2^{n+2+2 \max\{s_i, \theta_i\} |t_k|}}{\min\{1, s_i - 1\}} \right) \right) \max\left\{ \| \mu^{\theta_1} \|_{A_{s_1}}, \| \lambda^{\theta_2} \|_{A_{s_2}}, \| \mu^{-\theta_3} \|_{A_{s_3}}, \| \lambda^{-\theta_4} \|_{A_{s_4}} \right\}^k
\]
\[
\times \prod_{j=1}^k \| b_j \|_{\text{BMO}} \| f \|_{X_\sigma},
\]
where \( \theta = \max\{\theta_1, \theta_2, \theta_3, \theta_4\} \), \( r_i = \max\{1, \frac{1}{s_i - 1}\} \) and \( t_i = s_i + 2 \min\{1, s_i - 1\} \).
Proof. We will borrow the idea from [10], where the extrapolation for commutators was obtained in the one-weight case and in Lebesgue spaces. Let \( u := \mu_1^\theta \in A_{s_1} \). Then \( v := u^{1-s'_1} \in A_{s'_1} \). Due to (5.3), one has
\[
\left( \int_Q u^{r u} \, dx \right)^{\frac{1}{r_u}} \leq 2 \int_Q u \, dx \quad \text{and} \quad \left( \int_Q v^{r v} \, dx \right)^{\frac{1}{r_v}} \leq 2 \int_Q v \, dx
\] (5.5)
for every cube \( Q \), where
\[
\begin{align*}
  r_u &= 1 + \frac{1}{2^{n+1+2s_1}[u]_{A_{s_1}}} \quad \text{and} \quad r_v = 1 + \frac{1}{2^{n+1+2s'_1}[v]_{A_{s'_1}}}
\end{align*}
\] (5.6)
Set \( \eta_1 := \min\{r_u, r_v\} \). Taking into account (5.5) and (5.6), we obtain
\[
[\mu^{\theta_1 \eta_1}]_{A_{s_1}} \leq 2^{s_1} [\mu^{\theta_1}]_{A_{s_1}} \quad \text{with} \quad \eta_1' = 1 + 2^{n+1+2\max\{s_1, s'_1\}} [\mu^{\theta_1}]_{A_{s_1}} \max\{1, \frac{1}{s_1-1}\}
\] (5.7)
Analogously,
\[
\begin{align*}
  [\lambda^{\theta_2 \eta_2}]_{A_{s_2}} &\leq 2^{s_2} [\lambda^{\theta_2}]_{A_{s_2}} \quad \text{with} \quad \eta_2' = 1 + 2^{n+1+2\max\{s_2, s'_2\}} [\lambda^{\theta_2}]_{A_{s_2}} \max\{1, \frac{1}{s_2-1}\},
  \\
  [\mu^{\theta_3 \eta_3}]_{A_{s_3}} &\leq 2^{s_3} [\mu^{\theta_3}]_{A_{s_3}} \quad \text{with} \quad \eta_3' = 1 + 2^{n+1+2\max\{s_3, s'_3\}} [\mu^{\theta_3}]_{A_{s_3}} \max\{1, \frac{1}{s_3-1}\},
  \\
  [\lambda^{\theta_4 \eta_4}]_{A_{s_4}} &\leq 2^{s_4} [\lambda^{\theta_4}]_{A_{s_4}} \quad \text{with} \quad \eta_4' = 1 + 2^{n+1+2\max\{s_4, s'_4\}} [\lambda^{\theta_4}]_{A_{s_4}} \max\{1, \frac{1}{s_4-1}\}.
\end{align*}
\]
To continue, we write
\[
\Phi_z f(x) := e^{z_1 b_1(x) + \ldots + z_k b_k(x)} T(e^{-z_1 b_1 - \ldots - z_k b_k} f)(x), \quad z = (z_1, \ldots, z_k) \in \mathbb{C}^k.
\]
By Cauchy integral formula adapted to several complex variables, we get
\[
C_b(T)f(x) = \partial_z \Phi_z f(x)|_{z=0} = \frac{1}{(2\pi i)^k} \int_{\partial P_\delta} \Phi_z f(x) dz_1 \ldots dz_k,
\] (5.8)
where \( P_\delta = \{ z = (z_1, \ldots, z_k) \in \mathbb{C}^k : |z_j| < \delta_j, j = 1, \ldots, k \} \). Pick
\[
\delta_j := \min\{1, s_1 - 1, s_2 - 1, s_3 - 1, s_4 - 1, 1\} \max\{\theta_1 \eta'_1, \theta_2 \eta'_2, \theta_3 \eta'_3, \theta_4 \eta'_4\} \|b_j\|_{BMO}, \quad j = 1, \ldots, k.
\] (5.9)
Fix \( z \in \overline{P_\delta} \), denote
\[
U(x) := \mu(x) W(x), \quad V(x) := \lambda(x) W(x) \quad \text{and} \quad W(x) := e^{Re(z_1) b_1(x) + \ldots + Re(z_k) b_k(x)}.
\]
Then it follows from H"older’s inequality and (5.2) that
\[
\begin{align*}
  \left( \int_Q W^{\theta_1 \eta'_1} \, dx \right)^{\frac{1}{s_1-1}} \left( \int_Q W^{\theta_2 \eta'_2(1-s'_1)} \, dx \right)^{\frac{1}{s_1-1}} \\
  \leq \prod_{j=1}^k \left( \int_Q e^{k\theta_1 \eta'_1 \Re(z_j) b_j} \, dx \right)^{\frac{1}{k}} \left( \int_Q e^{k\theta_2 \eta'_2 \Re(z_j) b_j(1-s'_1)} \, dx \right)^{\frac{s_1-1}{k}} \\
  \leq \prod_{j=1}^k 4^{\theta_1 \eta'_1 |\Re(z_j)| \|b_j\|_{BMO}} \leq \prod_{j=1}^k 4^{\min\{1, s_1-1\} \frac{1}{k}} = 4^{\min\{1, s_1-1\}}.
\end{align*}
\]
Similarly, \( \frac{U}{V} \)

Now fix a non-negative function \((T(\Phi))\), \(\lambda \leq Y \frac{\mu}{\lambda} \sigma \leq Y\), \(\prod_{j=1}^{n} R_{C} \leq n \delta b \), \((2j - k (\min_{\delta} 1)) \), \((2j) \), \((\nu = 2j)\), \((\min_{\delta} 1, 2j) \), \((\frac{\mu}{\lambda} \sigma)\), \(\frac{\partial P}{\partial t} \), \(\frac{\delta}{\delta \frac{\theta}{\theta}} \), \((\hat{\delta}) \), \((\hat{\theta}) \), \((\hat{\lambda}) \), \((\hat{\sigma})\).

That is,

\[
[U_1]_{A_{a_1}} \leq 4^{\min\{1, s_1-1\}} 2^s [\mu_1]_{A_{a_1}}.
\]

Similarly,

\[
[V_1]_{A_{a_2}} \leq 4^{\min\{1, s_2-1\}} 2^s_2 [\mu_2]_{A_{a_2}},
\]

\[
[U_-]_{A_{a_3}} \leq 4^{\min\{1, s_3-1\}} 2^s_3 [\mu_-]_{A_{a_3}},
\]

\[
[V_-]_{A_{a_4}} \leq 4^{\min\{1, s_4-1\}} 2^s_4 [\mu_-]_{A_{a_4}}.
\]

Note that \(U/V = \mu/\lambda = \nu\). This together with (5.10)–(5.13) and (5.4) gives that

\[
\|\langle \Phi f \rangle \|_{Y_\sigma} = \|T(e^{-z_1 b_1 \cdots - z_n b_n f})V\|_{Y_\sigma}
\]

\[
\leq \Psi([U_1]_{A_{a_1}}, [V_2]_{A_{a_2}}, [U_-]_{A_{a_3}}, [V_-]_{A_{a_4}}) \|W_{-1} f\|_{Y_\sigma}
\]

\[
\leq \Psi(2^{\min\{1, s_1\}} [\mu_1]_{A_{a_1}}, 2^s_2 [\mu_2]_{A_{a_2}}, 2^s_3 [\mu_-]_{A_{a_3}}, 2^s_4 [\mu_-]_{A_{a_4}}) \|f\|_{Y_\sigma}.
\]

Now fix a non-negative function \(h \in Y_\sigma\) with \(\|h\|_{Y_\sigma} \leq 1\). Invoking (5.8) and Hölder’s inequality (2.30), we obtain

\[
\int_{\mathbb{R}^n} |C_b(T)f(x)|\lambda(x)h(x)\nu(x)dx
\]

\[
\leq \int_{\mathbb{R}^n} \left( \frac{1}{(2\pi)^{k}} \int_{\partial \mathbb{P}} \frac{|\Phi f(x)|}{\|z_1^2 \cdots |z_k|^p} |dz_1| \cdots |dz_k| \right) \lambda(x)h(x)v(x)dx
\]

\[
\leq \prod_{j=1}^{k} \delta_j^{-2} \left( \frac{1}{(2\pi)^{k}} \int_{\partial \mathbb{P}} \left( \int_{\mathbb{R}^n} |\Phi f(x)|\lambda(x)h(x)\nu(x)dx \right) |dz_1| \cdots |dz_k| \right)
\]

\[
\leq \prod_{j=1}^{k} \delta_j^{-2} \left( \frac{1}{(2\pi)^{k}} \int_{\partial \mathbb{P}} \|\Phi f\|_{Y_\sigma} \|h\|_{Y_\sigma} |dz_1| \cdots |dz_k| \right).
\]

Then, combining (2.31), (5.14) and (5.15), we conclude that

\[
\|C_b(T)f\|_{Y_\sigma} \leq \prod_{j=1}^{k} \delta_j^{-2} \left( \frac{1}{(2\pi)^{k}} \int_{\partial \mathbb{P}} \|\Phi f\|_{Y_\sigma} |dz_1| \cdots |dz_k| \right)
\]

\[
\leq \prod_{j=1}^{k} \delta_j^{-1} \Psi(2^{s_1}[\mu_1]_{A_{a_1}}, 2^{s_2}[\mu_2]_{A_{a_2}}, 2^{s_3}[\mu_-]_{A_{a_3}}, 2^{s_4}[\mu_-]_{A_{a_4}}) \|f\|_{Y_\sigma}.
\]

Therefore, the desired estimate follows at once this and (5.9). \(\square\)
Recall that a family $\mathcal{S}$ of cubes is called \textbf{sparse} if for every cube $Q \in \mathcal{S}$, there exists $E_Q \subset Q$ such that $|E_Q| \geq \eta|Q|$ for some $0 < \eta < 1$ and the collection $\{E_Q\}_{Q \in \mathcal{S}}$ is pairwise disjoint. Given a sparse family $\mathcal{S}$ and $\gamma \geq 1$, we define a sparse operator as

$$A^\gamma_{\mathcal{S}}(f)(x) := \left( \sum_{Q \in \mathcal{S}} |f|_{Q}^\gamma |1_Q(x)| \right)^{\frac{1}{\gamma}}, \quad x \in \mathbb{R}^n$$

where $\langle f \rangle_{Q} = \frac{1}{|Q|} \int_Q f \, dx$. If $\gamma = 1$, we denote $A^1_{\mathcal{S}} = A_{\mathcal{S}}$.

**Corollary 5.2.** If for every $f, g \in C_0^\infty(\mathbb{R}^n)$ and for every $b \in L^1_{\text{loc}}(\mathbb{R}^n)$,

$$|\langle C_b(T)f,g \rangle| \lesssim \sup_{\mathcal{S} \text{ is sparse}} (\mathcal{T}_{\mathcal{S}}(b,f,g) + \mathcal{T}_{\mathcal{S}}(b,f,g)),$$

(5.16)

where

$$\mathcal{T}_{\mathcal{S}}(b,f,g) := \sum_{Q \in \mathcal{S}} \langle |f|_{Q} |(b-b_Q)g| \rangle_{Q}|Q|,$$

$$\mathcal{T}_{\mathcal{S}}(b,f,g) := \sum_{Q \in \mathcal{S}} \langle |(b-b_Q)f|_{Q} |g| \rangle_{Q}|Q|,$$

then for every $p \in (1, \infty)$, for every $\mu^p, \lambda^p \in A_p$ with $\nu = \mu/\lambda$ and for every $b = (b_1, b_2, \ldots, b_k) \in \text{BMO}(\nu) \times \text{BMO} \times \cdots \times \text{BMO}$,

$$\|C_b(T)\|_{L^p(\mu^p) \to L^p(\lambda^p)} \lesssim \|b_1\|_{\text{BMO}(\nu)} \prod_{j=2}^{k} \|b_j\|_{\text{BMO}}(\|\mu^p\|_{A_p}[\lambda^p]_{A_p})^\max\{1,\frac{1}{p^*-1}\} \times \max \{\|\mu^p\|_{A_p}, [\lambda^p]_{A_p}\}^{(k-1)\max\{1,\frac{1}{p^*-1}\}}.$$  

(5.17)

**Proof.** Fix $p \in (1, \infty)$ and $\mu^p, \lambda^p \in A_p$ with $\nu = \mu/\lambda$. Let $\mathcal{S}$ be a sparse family, $b := b_1 \in \text{BMO}(\nu)$ and $b_j \in \text{BMO}$, $j = 2, \ldots, k$. It is well-known that

$$\|A_{\mathcal{S}}\|_{L^p(w) \to L^p(w)} \leq c_{n,p} [w]_{A_p}^{\max\{1,\frac{1}{p^*-1}\}}, \quad \forall p \in (1, \infty).$$

(5.18)

Recently, Lerner et al. [52, Lemma 5.1] proved that for a sparse family $\mathcal{S}$, there exists another sparse family $\tilde{\mathcal{S}} \subset \mathcal{D}$ containing $\mathcal{S}$ and such that for every $Q \in \tilde{\mathcal{S}}$,

$$|b(x) - b_Q| \leq 2^{n+2} \sum_{Q' \in \tilde{\mathcal{S}} : Q' \subset Q} \langle |b-b_Q'| \rangle_{Q'} |1_Q'(x)|, \quad \text{a.e. } x \in Q.$$

This immediately gives that

$$\langle \langle b-b_Q \rangle g \rangle \lesssim \|b\|_{\text{BMO}(\nu)} \langle A_{\tilde{\mathcal{S}}}(g) \rangle_{\nu}.$$  

(5.19)
Thus, using (5.19), Hölder’s inequality, (2.5) and (5.18), we deduce that
\[
\mathcal{T}_S(b, f, g) \lesssim \|b\|_{\text{BMO}(\nu)} \sum_{Q \in S} \langle |f| \rangle_Q \langle A_{\mathcal{S}}(|g|) \rangle_Q |Q|
\]
\[
\lesssim \|b\|_{\text{BMO}(\nu)} \sum_{Q \in S} \left( \inf_{Q} Mf \right) \left( \inf_{Q} M(A_{\mathcal{S}}(|g|)) \right) |E_Q|
\]
\[
\leq \|b\|_{\text{BMO}(\nu)} \|Mf \cdot M(A_{\mathcal{S}}(|g|))\|_{L^1(\mathbb{R}^n)}
\]
\[
\leq \|b\|_{\text{BMO}(\nu)} \|Mf\|_{L^p(\mu)} \|M(A_{\mathcal{S}}(|g|))\|_{L^{p'}(\mu^{'})}
\]
\[
\lesssim \|b\|_{\text{BMO}(\nu)} \|Mf\|_{L^p(\mu)} \|M(A_{\mathcal{S}}(|g|))\|_{L^{p'}(\mu^{'})}
\]
\[
\lesssim \|b\|_{\text{BMO}(\nu)} \left( \|\mu^p\|_{A_p} [\lambda^p]_{A_p} \right)^{\frac{1}{p-1}} \left( \|\nu^{p'}\|_{A_{\nu^{'}}} \right)^{\frac{1}{p^{'}-1}} \|f\|_{L^p(\mu)} \|g\|_{L^{p'}(\nu^{'})}.
\]
Collecting the above estimates and (5.16), we conclude that
\[
\|C_b(T)\|_{L^p(\mu) \rightarrow L^p(\nu)} \lesssim \|b\|_{\text{BMO}(\nu)} \left( \|\mu^p\|_{A_p} [\lambda^p]_{A_p} \right)^{\frac{1}{p-1}} \left( \|\nu^{p'}\|^p_{A_{\nu^{'}}} \right)^{\frac{1}{p^{'}-1}}. \tag{5.20}
\]
Consequently, (5.17) follows at once from (5.1) and Theorem 5.1 applied to the case $X_{\sigma} = \mathbb{Y}_{\sigma} = L^p(\mathbb{R}^n)$, $s_1 = s_2 = \theta_1 = \theta_2 = p$, $s_3 = s_4 = \theta_3 = \theta_4 = p'$, and $\Psi(t_1, t_2, t_3, t_4) = \|b\|_{\text{BMO}(\nu)}(t_1 t_2)^{\frac{1}{p-1}}(t_3 t_4)^{\frac{1}{p^{'}-1}}$.

The proof is complete. \qed

**Theorem 5.3.** For every $p, q \in (1, \infty)$, for every $\mu, \lambda \in A_p$, for every $b = (b_1, b_2, \ldots, b_k) \in \text{BMO}(\nu) \times \text{BMO} \times \cdots \times \text{BMO}$ with $\nu = (\mu/\lambda)^{1/p}$,
\[
\|T\|_{L^p(\mu) \rightarrow L^p(\lambda)} \lesssim \|b_1\|_{\text{BMO}(\nu)} \prod_{j=2}^k \|b_j\|_{\text{BMO}(\nu)} \left( \|\mu^p\|_{A_p} [\lambda^p]_{A_p} \right)^{\frac{1}{p-1}} \times \max \left\{ \|\mu^p\|_{A_p} [\lambda^p]_{A_p} \right\}^{(k-1)\frac{1}{p-1}}.
\]
for every operator $T \in \{ C_b(T), |C_b(T)|_q, \mathcal{V}_p \circ C_b(T), C_b(T_{\sigma}) \}$, where $T \in \omega$-CZO with $\omega \in \text{Dini}$.

The definitions of operators above can be found in Section 6. Let us see how Corollary 5.2 implies Theorem 5.3. Indeed, it is enough to show that each operator $T$ above verifies (5.16). This will follow from the point sparse domination obtained in [52, Theorem 1.4], [17, Theorem 1.11], [73, Proposition 3.3] and [15, Proposition 4.1] respectively.

Next, we apply Theorem 5.1 to establish Bloom type inequality for the fractional integral operator $I_\alpha (0 < \alpha < n)$ given by
\[
I_\alpha f(x) := \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} dy, \quad x \in \mathbb{R}^n.
\]
Let us see the first order commutator. It was proved in [1] that
\[
\|C_b(I_\alpha)\|_{L^p(bL^q)} \lesssim \Xi(\mu, \lambda)\|b\|_{\text{BMO}(\nu)},
\]
where
\[
\Xi(\mu, \lambda) = [\mu]_{A_{p,q}}^{(1-\frac{1}{b})\max(1, \frac{1}{q})} [\lambda]_{A_q}^{\max(1, \frac{1}{q-1})} + [\lambda]_{A_{p,q}}^{(1-\frac{1}{b})\max(1, \frac{1}{q})} [\mu]_{A_p}^{\max(1, \frac{1}{b})\max(1, \frac{1}{q-1})}.
\]
In view of (2.3) and (2.4), we rewrite \(\Xi(\mu, \lambda)\) as
\[
\Xi(\mu, \lambda) = \Psi\left([\mu]^p_{A_p}, [\lambda]^q_{A_1+\frac{1}{b}}, [\mu^{-p'}]^q_{A_1+\frac{1}{b}}, \lambda^{-q'}\right)_{A_q},
\]
where
\[
\Psi(t_1, t_2, t_3, t_4) := t_1^{\max(1, \frac{1}{b})\max(1, \frac{1}{q})} t_2^{(1-\frac{1}{b})\max(1, \frac{1}{q})} + t_3^{(1-\frac{1}{b})\max(1, \frac{1}{q})} t_4^{\max(1, \frac{1}{b})\max(1, \frac{1}{q-1})}.
\]
Therefore, the result below immediately follows from Theorem 5.1 applied to the case \(X_\sigma = L^p(bL^q)\), \(\Xi_\sigma = L^q(bL^q)\), \(\{s_1, s_2, s_3, s_4\} = (p, 1 + \frac{2}{b}, 1 + \frac{2}{q}, q')\), \(\{\theta_1, \theta_2, \theta_3, \theta_4\} = \{p, q, p', q'\}\), and the function \(\Psi\) defined in (5.21).

**Theorem 5.4.** Let \(0 < \alpha < n\) and \(1 < p < q < \infty\) with \(\frac{1}{p} - \frac{1}{q} = \frac{\alpha}{n}\). Then for every \(\mu, \lambda \in A_{p,q}\) and for every \(b = (b_1, b_2, \ldots, b_k) \in \text{BMO}(\nu) \times \text{BMO} \times \cdots \times \text{BMO}\) with \(\nu = \mu/\lambda\),
\[
\|C_b(I_\alpha)\|_{L^p(bL^q)} \lesssim \|b_1\|_{\text{BMO}(\nu)} \prod_{j=2}^k \|b_j\|_{\text{BMO}} \Xi(\mu, \lambda)
\]
\[
\times \max \left\{ [\mu]_{A_{p,q}}^{\max(1, \frac{1}{b})\max(1, \frac{1}{q})}, [\mu]_{A_{p,q}}^{\max(1, \frac{1}{b})\max(1, \frac{1}{q-1})}, [\lambda]_{A_{p,q}}^{\max(1, \frac{1}{b})\max(1, \frac{1}{q-1})} \right\}^{k-1}.
\]

6. Applications

The purpose of this section is to present some applications of the extrapolation theorems established above. We will see that by means of extrapolation, many known results can be extended to the general Banach function spaces. Before doing that, we recall the definitions and notation of some operators.

Let \(\omega : [0, 1] \to [0, \infty)\) be a modulus of continuity, that is, \(\omega\) is increasing, subadditive and \(\omega(0) = 0\). We say that \(T\) is an \(\omega\)-Calderón-Zygmund operator (or simply, \(T \in \omega\)-CZO), if \(T\) is \(L^2\) bounded and represented as
\[
Tf(x) = \int_{\mathbb{R}^n} K(x, y)f(y)dx, \quad \forall x \notin \text{supp}(f),
\]
where the kernel \(K : \mathbb{R}^n \times \mathbb{R}^n \setminus \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : x = y\} \to \mathbb{C}\) is a function satisfying the following conditions:

- Size condition: \(|K(x, y)| \lesssim \frac{1}{|x - y|^n}, \quad \forall x \neq y\),
- Smoothness conditions:
  \(|K(x, y) - K(x', y)| \lesssim \omega \left(\frac{|x - x'|}{|x - y|}\right) \frac{1}{|x - y|^n}, \quad \text{whenever } |x - x'| \leq \frac{1}{2}|x - y|,\)
  \(|K(x, y) - K(x, y')| \lesssim \omega \left(\frac{|y - y'|}{|x - y|}\right) \frac{1}{|x - y|^n}, \quad \text{whenever } |y - y'| \leq \frac{1}{2}|x - y|\).
Throughout this section, whenever $T \in \omega\text{-CZO}$, we always assume that $\omega$ satisfies the Dini condition (or, $\omega \in \text{Dini}$), which means that $\|\omega\|_{\text{Dini}} := \int_0^1 \omega(t)\frac{dt}{t} < \infty$. An example of Dini condition is $\omega(t) = t^\alpha$ with $\alpha > 0$. In this case, we say that $T$ is a standard Calderón-Zygmund operator, or $T \in \alpha\text{-CZO}$.

Given an $\omega$-Calderón-Zygmund operator $T$, we define its truncated singular integral by

$$T_\epsilon f(x) := \int_{|x-y| > \epsilon} K(x,y) f(y) dy,$$

Then for $\rho > 2$, the $\rho$-variation operator for the families of operators $T := \{T_\epsilon\}_{\epsilon > 0}$ and $T_b := C_b(T) = \{T_{b,\epsilon} = C_b(T_\epsilon)\}_{\epsilon > 0}$ are defined as

$$V_\rho(T f)(x) := \sup_{\{\epsilon_j\}_{j \in \mathcal{J}}} \left( \sum_{j=1}^\infty |T_{\epsilon_{j+1}} f(x) - T_{\epsilon_j} f(x)|^\rho \right)^{\frac{1}{\rho}}, \quad (6.1)$$

$$V_\rho(T_b f)(x) := \sup_{\{\epsilon_j\}_{j \in \mathcal{J}}} \left( \sum_{j=1}^\infty |T_{b,\epsilon_{j+1}} f(x) - T_{b,\epsilon_j} f(x)|^\rho \right)^{\frac{1}{\rho}}, \quad (6.2)$$

where the supremum is taken over all sequences $\{\epsilon_j\}$ decreasing to zero.

Given a symbol $\sigma$, the pseudo-differential operator $T_\sigma$ is defined by

$$T_\sigma f(x) = \int_{\mathbb{R}^n} \sigma(x,\xi) e^{2\pi i x \cdot \xi} \hat{f}(\xi) d\xi, \quad (6.3)$$

where the Fourier transform $\hat{f}$ of the function $f$. Given $m \in \mathbb{R}$ and $\rho, \delta \in [0,1]$, a smooth function $\sigma$ on $\mathbb{R}^n \times \mathbb{R}^n$ belongs to Hörmander class $S^{m,\theta}_{\rho,\delta}$ if for each triple of multi-indices $\alpha$ and $\beta$ there exists a constant $C_{\alpha,\beta}$ such that

$$|\partial_x^\alpha \partial_\xi^\beta \sigma(x,\xi)| \leq C_{\alpha,\beta}(1 + |\xi|)^{m - \rho |\beta| + \delta |\alpha|}.$$

Let us introduce two kinds of more singular operators. Recall that the rough singular integral $T_\Omega$ is defined by

$$T_\Omega f(x) := \text{p.v.} \int_{\mathbb{R}^n} \frac{\Omega(y')}{|y|^n} f(x-y) dy, \quad (6.4)$$

where $\Omega \in L^\infty(S^{n-1})$ and $\int_{S^{n-1}} \Omega(\xi) d\sigma(\xi) = 0$. On the other hand, the Bochner-Riesz multiplier is defined by

$$B_\delta f(\xi) := (1 - |\xi|^2)^\frac{\delta}{4} \hat{f}(\xi). \quad (6.5)$$

Next, we introduce a class of square functions. A function $K$ defined on $\mathbb{R}^n \times \mathbb{R}^n$ is said to be in $\text{LP}$ if there exist $\beta > 0$ and $\gamma > 0$ such that the following conditions holds:

- **Size condition:** $|K(x,y)| \lesssim \frac{1}{(1 + |x-y|)^{n+\beta}}$, $\forall x, y \in \mathbb{R}^n$.

- **Smoothness conditions:**

  $$|K(x,y) - K(x',y)| \lesssim \frac{|x-x'|^\gamma}{(1 + |x-y|)^{n+\beta+\gamma}}, \quad \text{whenever } |x-x'| \leq \frac{1}{2} |x-y|,$$

  $$|K(x,y) - K(x,y')| \lesssim \frac{|y-y'|^\gamma}{(1 + |x-y|)^{n+\beta+\gamma}}, \quad \text{whenever } |y-y'| \leq \frac{1}{2} |x-y|.$$
Given a function $K \in L^p$, we always denote $K_t f(x) := \frac{1}{t^n} \int_{\mathbb{R}^n} K\left(\frac{x}{t}, \frac{y}{t}\right) f(y) dy$. Then for $\alpha \geq 0$ and $\lambda > 2$, we define the square functions as

$$S_\alpha(f)(x) := \left( \int_{\Gamma_\alpha(x)} |K_t f(x)|^2 \frac{dydt}{t^{n+1}} \right)^{\frac{1}{2}},$$

$$g^*_\lambda(f)(x) := \left( \int_{\mathbb{R}^{n+1}} \left( \frac{t}{t + |x-y|} \right)^{n\lambda} |K_t f(y)|^2 \frac{dydt}{t^{n+1}} \right)^{\frac{1}{2}},$$

where $\Gamma_\alpha(x) = \{(y,t) \in \mathbb{R}^{n+1}_+ : |x-y| < \alpha t\}$.

### 6.1. Local decay estimates

In this subsection, let us see how to use Theorem 1.1 to establish local decay estimates:

$$\psi_t(\mathcal{I}, \mathcal{M}) := \sup_{Q: \text{cube } \subset \mathbb{R}^n} \sup_{f \in L^\infty_c(\mathbb{R}^n) \atop \text{supp}(f) \subset Q} \{Q \in Q : |\mathcal{M} f(x)| > t \mathcal{M} f(x)\}, \quad t > 0,$$

where $\mathcal{I}$ is a singular operator and $\mathcal{M}$ is an appropriate maximal operator.

Let $T$ be the $\omega$-Calderón-Zygmund operator with $\omega \in \text{Dini}$. Recall that the $\rho$-variation operators $V_\rho \circ T$ and $V_\rho \circ T_\rho$ are defined in (6.1) and (6.15). Fix a cube $Q$ and $f \in L^\infty_c(\mathbb{R}^n)$ with $\text{supp}(f) \subset Q$. With these notation in hand, we have for every $1 \leq q < \infty$ and for every $w \in A_q$,

$$\|Tf\|_{L^1(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^1(Q,w)}, \quad (6.8)$$

$$\|V_\rho(Tf)\|_{L^1(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^1(Q,w)}, \quad (6.9)$$

$$\|T_\sigma f\|_{L^1(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^1(Q,w)}, \quad (6.10)$$

$$\|S_\alpha f\|_{L^2(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^2(Q,w)}, \quad (6.11)$$

$$\|g^*_\lambda f\|_{L^2(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^2(Q,w)}, \quad (6.12)$$

$$\|T_\Omega f\|_{L^2(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^2(Q,w)}, \quad (6.13)$$

$$\|B_{(n-1)/2} f\|_{L^1(Q,w)} \leq c_{n,q}[w]_{A_q} \|Mf\|_{L^1(Q,w)}, \quad (6.14)$$

$$\|V_\rho(T_\sigma f)\|_{L^1(Q,w)} \leq c_{n,q}[b]\|\text{BMO}[w]_{A_q}\| \|M^2 f\|_{L^1(Q,w)}, \quad (6.15)$$

$$\|C_b f(T_\sigma f)\|_{L^1(Q,w)} \leq c_{n,q}[b]\|\text{BMO}[w]_{A_q}\| \|M^2 f\|_{L^1(Q,w)}, \quad (6.16)$$

$$\|C_b(T_\sigma f) f\|_{L^1(Q,w)} \leq c_{n,q}[b]\|\text{BMO}[w]_{A_q}\| \|M^{k+1} f\|_{L^1(Q,w)}, \quad (6.17)$$

$$\|C_b^k(T)\|_{L^1(Q,w)} \leq c_{n,q}[b]\|\text{BMO}[w]_{A_q}\| \|M^{k+1} f\|_{L^1(Q,w)}, \quad (6.18)$$

where $c_{n,q}$ is independent of $Q$, $f$ and $w$. Indeed, using the techniques in [15, 63], one can show (6.8)–(6.12). But it needs the sharp maximal function control for these operators. This strategy is invalid for $T_\Omega$ and $B_{(n-1)/2}$. To circumvent this problem, we present a local version of sparse domination for all the operators above. We only give the proof of (6.17) since the other proofs are similar and simpler.

We only consider the case $w \in A_q$ with $1 < q < \infty$. Recall that $f \in L^\infty_c(\mathbb{R}^n)$ with $\text{supp}(f) \subset Q$. Modifying the proof of [67, Theorem 3.1], we obtain that for every $g \in L^\infty_c(\mathbb{R}^n)$, for every $b \in L^1_{\text{loc}}(\mathbb{R}^n)$ and for every $s \in (1, \infty)$, there exists a sparse family $S(Q) \subset D(Q)$ such that

$$|\langle C_b(T_\Omega f), g 1_Q \rangle| \lesssim s'(L_{Q,s}(b, f, g) + L_{Q,s}^2(b, f, g)),$$  

(6.19)
where

\[ \Lambda_{Q,s}(b, f, g) := \sum_{Q' \in S(Q)} \langle |f| \rangle_{3Q'} \langle |(b - b_{3Q'})g| \rangle_{Q', s}|Q'|, \]

\[ \Lambda^*_{Q,s}(b, f, g) := \sum_{Q' \in S(Q)} \langle |(b - b_{3Q'})f| \rangle_{3Q'} \langle |g| \rangle_{Q', s}|Q'|. \]

By \( w \in A_q \) and (5.3), one has \( w \in RH_{r_w} \), where \( r_w = 1 + \frac{1}{\log_2 M |w|_{A_q}} \). If we set \( r = 1 + \frac{1}{2^{n+2} |w|_{A_q}} \) and \( s = \frac{r}{r'} \), then \( 1 < s < 2 \) and \( s' \simeq [w]_{A_q} \simeq r' \). A useful inequality from [33, Corollary 3.1.8] is that \( \|b - b_Q\|_{p,Q'} \leq c_n p \|b\|_{\text{BMO}} \) for all \( p > 1 \). Using these estimates, we have

\[ \Lambda_{Q,s}(b, f, gw) = \sum_{Q' \in S(Q)} \langle |f| \rangle_{3Q'} \langle |(b - b_{3Q'})gw| \rangle_{Q', s}|Q'| \]
\[ \leq \sum_{Q' \in S(Q)} \langle |f| \rangle_{3Q'} \langle |b - b_{3Q'}| \rangle_{Q', s} r'(w)|Q'| \]
\[ \leq \sum_{Q' \in S(Q)} \langle |f| \rangle_{3Q'} \langle |b - b_{3Q'}| \rangle_{3Q', sr'}(w)|Q'| \]
\[ \leq sr'\|b\|_{\text{BMO}} \|g\|_{L^\infty(\mathbb{R}^n)} \sum_{Q' \in S(Q)} \langle |f| \rangle_{3Q'} w(Q') \]
\[ \leq [w]_{A_q} \|b\|_{\text{BMO}} \|g\|_{L^\infty(\mathbb{R}^n)} \sum_{Q' \in S(Q)} \left( \int_{Q'} \langle Mf \rangle^{\frac{1}{2}} 1_Q \, dw \right)^2 w(Q') \]
\[ \leq [w]_{A_q}^2 \|b\|_{\text{BMO}} \|Mf\|_{L^1(Q, w)} \|g\|_{L^\infty(\mathbb{R}^n)}, \quad (6.20) \]

where we used the Carleson embedding theorem from [43, Theorem 4.5] and that the collection \( \{w(Q')\}_{Q' \in S(Q)} \) satisfies the Carleson packing condition with the constant \( c_n[w]_{A_q} \). Likewise, one has

\[ \Lambda^*_{Q,s}(b, f, gw) = \sum_{Q' \in S(Q)} \langle |(b - b_{3Q'})f| \rangle_{3Q'} \langle |gw| \rangle_{Q', s}|Q'| \]
\[ \leq \sum_{Q' \in S(Q)} \|b - b_{3Q'}\|_{\exp L, 3Q'} \|f\|_{L(\log L), 3Q'} \langle w \rangle_{s}|Q'| \]
\[ \leq \|b\|_{\text{BMO}} \|g\|_{L^\infty(\mathbb{R}^n)} \sum_{Q' \in S(Q)} \|f\|_{L(\log L), 3Q'} w(Q') \]
\[ \leq [w]_{A_q} \|b\|_{\text{BMO}} \|Mf\|_{L^1(Q, w)} \|g\|_{L^\infty(\mathbb{R}^n)}, \quad (6.21) \]

Hence, (6.17) follows at once from (6.19), (6.20), (6.21) and that \( s' \simeq [w]_{A_q} \).

Let us turn our attention to the local decay estimates.

**Theorem 6.1.** Let \( A(t) = t \) or \( A \) be a Young function and let \( E \subset \mathbb{R}^n \) be a measurable set. Suppose that \( \mathcal{X} \) is a RIBFS over \( (\mathbb{R}^n, dx) \) with \( q_\mathcal{X} < \infty \). If for some \( q \in (2, \infty) \) and for every \( w \in A_q \),

\[ \|Tf\|_{L^1(E, w)} \leq \Psi([w]_{A_q}) \|M_A f\|_{L^1(E, w)}, \quad (6.22) \]
where $\Psi : [1, \infty) \to [1, \infty)$ is an increasing function, then for every $v \in A_1$,
\[
\left\| \frac{Tf}{MAf} \mathbf{1}_E \right\|_{\mathcal{X}_v} \leq 2\Psi(c_{n,q}\|M_v\|_{\mathcal{X}_v^0} \mathcal{X}_v[v]_{A_1}) \|\mathbf{1}_E\|_{\mathcal{X}_v}.
\] (6.23)

In particular, for every $p \in (1, \infty)$,
\[
\sup_{t > 0} t \left\| \{x \in E : |Tf(x)| > tMAf(x)\}^{\frac{1}{p'}} \right\|_{L^1_E} \leq 2\Psi(c_{n,q}p) \|E\|_{\mathcal{X}_v}^{\frac{1}{p}}.
\] (6.24)

**Proof.** Fix $q > 2$. Let $v \in A_1$ and $E \subset \mathbb{R}^n$ be a measurable set. Set $u := (MAf)^{-1}$. By (2.7) and (2.17), one has $[u^{1-q}]_{A_1} = [(MAf)^{\frac{1}{q-1}}]_{A_1} \leq C_{n,q}$. Then it follows from (6.22) that for every $w \in A_q$,
\[
\|Tf \cdot \mathbf{1}_E\|_{L^1(w)} = \|Tf\|_{L^1(E,w)} \leq \Psi([w]_{A_q}) \|MAf\|_{L^1(E,w)} = \|MAf \cdot \mathbf{1}_E\|_{L^1(w)}.
\]

This verifies (1.8). Hence, Theorem 1.1 applied to the pair $(Tf \cdot \mathbf{1}_E, MAf \cdot \mathbf{1}_E)$ gives (6.23) as desired. Furthermore, observe that for every $p \in (1, \infty)$, $\|M\|_{L^{p',\infty}(\mathbb{R}^n) \to L^{p',\infty}(\mathbb{R}^n)} \lesssim p$ (see [32, Exercise 2.1.13] or (6.42) below). Therefore, (6.24) is a consequence of (6.23) for the case $v \equiv 1$ and $\mathcal{X}_v = L^{p',\infty}(\mathbb{R}^n)$. \[\square\]

To proceed, fix $p \in (1, \infty)$ chosen later and $t > 0$. In view of (6.18), the hypothesis (6.22) with $\Psi(t) = c_n\|b\|_{BMO}^k t^{k+1}$ is verified. Thus, the inequality (6.24) gives that
\[
\psi_t(C_b^k(T), M^{k+1}) \leq 2(c_{n,k}\|b\|_{BMO} t^{-1} p^{k+1})^p.
\] (6.25)

If $t > t_0 := c_{n,k}e\|b\|_{BMO}^k$, pick $p \in (1, \infty)$ such that $t = c_{n,k}e\|b\|_{BMO}^k p^{-1}$. If we denote $\alpha = (c_{n,k}e)^{-1}$, then it follows from (6.25) that
\[
\psi_t(C_b^k(T), M^{k+1}) \leq 2e^{-p} = 2e^{-(\alpha t/\|b\|_{BMO})^{1/k+1}}.
\] (6.26)

If $0 < t < t_0$, then $p \in (1, \infty)$ can be chosen as an arbitrary number and by definition,
\[
\psi_t(C_b^k(T), M^{k+1}) \leq 1 = e \cdot e^{-(\alpha t/\|b\|_{BMO})^{1/k+1}} \leq e \cdot e^{-(\alpha t/\|b\|_{BMO})^{1/k}}.
\] (6.27)

Summing (6.26) and (6.27) up, we obtain
\[
\psi_t(C_b^k(T), M^{k+1}) \lesssim e^{-(\alpha t/\|b\|_{BMO})^{1/k+1}}, \quad \forall k \geq 1.
\]

A similar argument yields that
\[
\psi_t(T, M) \lesssim e^{-\alpha t}, \quad \psi_t(S_\alpha, M) \lesssim e^{-\alpha t^2}, \quad \psi_t(B_{(n-1)/2}, M) \lesssim e^{-\alpha t^{\frac{1}{2}}},
\]
\[
\psi_t(V_\rho \circ T, M) \lesssim e^{-\alpha t}, \quad \psi_t(g_\rho^*, M) \lesssim e^{-\alpha t^2}, \quad \psi_t(V_\rho \circ T_b, M^2) \lesssim e^{-(\alpha t/\|b\|_{BMO})^{\frac{1}{2}}},
\]
\[
\psi_t(T_\sigma, M) \lesssim e^{-\alpha t}, \quad \psi_t(T_\Omega, M) \lesssim e^{-\alpha t^{\frac{1}{2}}}, \quad \psi_t(C_b(T_\sigma), M^2) \lesssim e^{-(\alpha t/\|b\|_{BMO})^{\frac{1}{2}}},
\]\[
\psi_t(C_b(T_\Omega), M^2) \lesssim e^{-(\alpha t/\|b\|_{BMO})^{\frac{1}{2}}}.\]

6.2. **Coifman-Fefferman inequalities.** To simplify notation, we set
\[
\mathbb{T}_1 = \{T, V_\rho \circ T, T_\sigma, T_\Omega, B_{(n-1)/2}\}, \quad \mathbb{T}_2 = \{C_b(T), V_\rho \circ T_b, C_b(T_\sigma), C_b(T_\Omega)\},
\] (6.28)
where $T$ is an $\omega$-Calderón-Zygmund operator with $\omega \in$ Dini.

**Theorem 6.2.** Let $\Phi(t) = t$ or $\Phi$ be a Young function with $1 < i_\Phi \leq I_\Phi < \infty$. Suppose that $\mathcal{X}$ is a RIBFS over $(\mathbb{R}^n, dx)$ such that $q_\mathcal{X} < \infty$. Then for every $u \in RH_{\mathcal{X}_v}$ and for every $v \in A_\infty$,
\[
\|\Phi(T_1 f \cdot u)\|_{\mathcal{X}_v} \lesssim \|\Phi(M_1^i f \cdot u)\|_{\mathcal{X}_v}, \quad i = 1, 2.
\] (6.29)
Proof. By Corollary 4.2, the estimate (6.29) follows from the following
\[ \|T_i f\|_{L^p(w)} \lesssim \|M^i f\|_{L^p(w)}, \quad \forall p \in (0, \infty), \forall w \in A_\infty, \quad i = 1, 2, \tag{6.30} \]
where the implicit constants only depend on \(n\), \(p\) and \([w]_{A_\infty}\). Hence, it suffices to verify (6.30). By means of sparse domination aforementioned for \(T_1\) and \(T_2\), a standard argument will derive (6.30) for \(p = 1\). Then using Theorem B in Section 3, we obtain (6.30) for all \(p \in (0, \infty)\). \(\square\)

Remark 6.3. By (2.8), we see that \(u := (Mw)^{-\mu/p} \in RH_\infty\) for all \(1 < p < \infty\) and \(\mu > 0\). Then taking \(v \equiv 1\) and \(X = L^p(\mathbb{R}^n)\), we derive the result for the \(\alpha\)-CZO in [46, Theorem 1.7]. If \(u \equiv 1\) and \(v \in A_\infty\), then Theorem 6.2 applied to \(X = L^p(\mathbb{R}^n)\) and \(X = L^{p, \infty}(\mathbb{R}^n)\) yields the weighted inequalities in [55, Corollary 1.2]. By the same reason, Theorem 6.2 gives the estimates that coincide with [17, Theorems 1.9, 1.10] for \(\omega\)-CZO \(T\) and its commutator in the case \(w \in A_\infty\).

We are going to present another type of Coifman-Fefferman inequalities. Note that by Coifmann and Rochberg theorem (2.7), we get \(v := M rv \in \Lambda_1\) for every weight \(w\) and every \(r > 1\). Thus, invoking Theorem 1.6 applied to \(u = v = M rv\), Theorem 1.7 applied to \(u = v = M rv, (2.18)\) and (6.30), we obtain the weighted estimates below.

Theorem 6.4. Let \(X\) be a RIBFS over \((\mathbb{R}^n, dx)\) with \(q_X < \infty\). Then for every weight \(w\) and for every \(r > 1\),
\[ \left\| \frac{T_i f}{M rv} \right\|_{\tilde{X}(M rv, w)} \lesssim \left\| \frac{M^i f}{M rv} \right\|_{\tilde{X}(M rv, w)}, \quad i = 1, 2. \tag{6.31} \]

Theorem 5.5. Let \(A\) be a Young function and \(w\) be a weight. Write \(A_p(t) = A(t^{1/p})\) for \(0 < p < \infty\). Suppose that \(X_v\) be a BFS over \((\mathbb{R}^n, v \, dx)\) with \(v = M rv\). If there exists \(r > 1\) such that \(M'_{v/r} v\) is bounded on \(X_v\), then
\[ \left\| \frac{T_i f}{v} \right\|_{X_v} \lesssim \left\| \frac{M^i f}{v} \right\|_{X_v}, \quad i = 1, 2. \tag{6.32} \]

We here mention that (6.31) and (6.32) are key ingredients leading to the sharp \(A_1\) inequalities as follows:
\[ \|T f\|_{L^p(w)} \leq c_{n,p,T}[w]_{A_1}^\beta \|f\|_{L^p(w)}, \quad 1 < p < \infty, \tag{6.33} \]
\[ \|T f\|_{L^{1, \infty}(w)} \leq c_{n,T}[w]_{A_1}^\gamma \log[c + [w]_{A_\infty}] \|f\|_{L^1(w)}. \tag{6.34} \]

Such estimates originated from [50] and were extensively extended to other singular operators and commutators.

(1) If \(X = L^p(\mathbb{R}^n)\) with \(p > 1\) and \(T_1\) is a \(\alpha\)-CZO, (6.31) was given in [50, Lemma 2.1]. In this case, the estimate (6.33) with \(\beta = 1\) is sharp with respect to \([w]_{A_1}\). The inequality (6.34) holds for \(\gamma = 1\) as well.

(2) If \(X = L^p(\mathbb{R}^n)\) with \(p > 1\) and \(T_1\) is a \(\alpha\)-CZO, (6.31) for \(T^*\) was obtained in the proof of [62, Theorem 1.3]. Also, (6.33) holds for \(C_0(T)\) and \(\beta = 2\).

(3) If \(X = L^p(\mathbb{R}^n)\) with \(p > 1\) and \(T_1 = T_\Omega\), (6.31) was established in the proof of [67, Theorem 1.1]. A more accurate bound is obtained and leads to (6.33) with \(\beta = 2\).

(4) If \(X_v = L^p(v)\) with \(p > 1\) and \(T_1 \in \{T_\Omega, B_{(n-1)/2}\}\), (6.32) was got in [55, p.2546]. A refined endpoint inequality implies (6.34) with \(\gamma = 2\).
(5) The inequality (6.32) also holds for the sparse dyadic operator $A_S$. A particular case $X_v = L^p(v)$ was shown in [43, Lemma 4.3], which can be used to show (6.34) with $\gamma = 1$ for the maximal singular integral $T_\#$.

6.3. Muckenhoupt-Wheeden conjecture. We will present some estimates concerning (1.6). Recall the operators $T_1$ and $T_2$ in (6.28). Thanks to (6.30), Theorem 1.10 applied to $X = L^{1,\infty}(\mathbb{R}^n)$ and the pair $(T_1, f, g)$ gives that

$$\left\| \frac{T_1 f}{M^w} \right\|_{L^{1,\infty}(Mw)} \lesssim \left\| f \right\|_{L^{1,\infty}(Mw)} = \|f\|_{L^1(\mathbb{R}^n)}.$$ 

Likewise, treating $T_2$, we conclude the following weighted weak-type inequalities.

**Theorem 6.6.** For every weight $w$, we have

$$\left\| \frac{T_i f}{M^w} \right\|_{L^{1,\infty}(Mw)} \lesssim \left\| M_i^{-1} f \right\|_{L^1(\mathbb{R}^n)}, \quad i = 1, 2. \tag{6.35}$$

In particular, for every $w \in A_1$,

$$\left\| \frac{T_i (f w)}{w} \right\|_{L^{1,\infty}(w)} \lesssim \left\| M_i^{-1} f \right\|_{L^1(w)}, \quad i = 1, 2. \tag{6.36}$$

The first estimate in (6.35) for the standard Calderón-Zygmund operator $T$ was proved in [51]. Let us next pay attention to the mixed weak-type estimates:

$$\left\| \frac{T(f v)}{v} \right\|_{L^{1,\infty}(uv)} \lesssim \|f\|_{L^1(\mathbb{R}^n)}. \tag{6.37}$$

Now let $X_{uv}$ be a BFS satisfying the hypotheses of Theorem 1.8. Considering (6.30), we utilize Theorem 1.8 to obtain

$$\left\| \frac{T_i (f v)}{v} \right\|_{X_{uv}} \lesssim \left\| \frac{M_i (f v)}{v} \right\|_{X_{uv}}, \quad i = 1, 2. \tag{6.38}$$

Let us go back to the particular case $X_{uv} = L^{1,\infty}(uv)$. Let $u \in A_1$ and $v \in A_\infty$. The condition $v \in A_r$ gives that $v \in A_r$ for some $r > 1$, which in turn yields that $v = v_1 v_2^{-r}$ for some $v_1, v_2 \in A_1$. By Lemma 2.1 (7), there exists $\varepsilon_0 = \varepsilon_0([u]_{A_1}) \in (0, 1)$ such that $uv_2^\varepsilon \in A_1$ for every $\varepsilon \in (0, \varepsilon_0)$. Then, picking $p_0 = 2(r - 1)/\varepsilon_0 + 1$, we have $u^{1-p_0} v = v_1 (uv_2^{-p_0})^{1-p_0} \in A_{p_0}$. By (2.5), $M$ is bounded on $L^{p_0}(u^{1-p_0} v)$, which is equivalent to that $M'_u$ is bounded on $L^{p_0}(uv)$ with a constant $C_0$. On the other hand, the condition $u \in A_1$ implies that $M'_u$ is bounded on $L^{\infty}(uv)$ with the constant $C_1 = [u]_{A_1}$. Thus, the interpolation theorem [20, Proposition A.1] gives that

$$\|M'_uf\|_{L^{q,1}(uv)} \leq 2^{1/q} (C_0 (1/p_0 - 1/q)^{-1} + C_1) \|f\|_{L^{q,1}(uv)}, \quad \forall q > p_0.$$ 

If we set $q_0 := 2p_0$, then

$$\|M'_uf\|_{L^{q,1}(uv)} \leq 4p_0 (C_0 + C_1) \|f\|_{L^{q,1}(uv)} =: K_0 \|f\|_{L^{q,1}(uv)}, \quad \forall q \geq q_0, \tag{6.39}$$

which verifies (1.24). Furthermore, as aforementioned, $M'_u$ is bounded from $L^1(v)$ to $L^{1,\infty}(uv)$. Hence, this and (6.38) imply the following.

**Theorem 6.7.** For every $u \in A_1$ and $v \in A_\infty$ with $uv \in L^1_{\text{loc}}(\mathbb{R}^n)$,

$$\left\| \frac{T_1 (f v)}{v} \right\|_{L^{1,\infty}(uv)} \lesssim \|f\|_{L^1(\mathbb{R}^n)}. \tag{6.40}$$
Next, we consider Sawyer conjecture in the case $X_{uv} = L^{p,\infty}(uv)$ with $p > 1$.

**Theorem 6.8.** For every $u \in A_1$ and $v \in A_\infty$ with $uv \in L^1_{\text{loc}}(\mathbb{R}^n)$, there exists $\epsilon > 0$ small enough such that

$$\left\| \frac{T_i(fv)}{v} \right\|_{L^{1+\epsilon,\infty}(uv)} \lesssim \|f\|_{L^{1+\epsilon,\infty}(uv)}, \quad i = 1, 2. \quad (6.41)$$

**Proof.** Let $u \in A_1$ and $v \in A_\infty$. We begin with showing that

$$\|M'_u f\|_{L^{p,\infty}(uv)} \lesssim p' \|f\|_{L^{p,\infty}(uv)}, \quad \forall p \in (1, \infty). \quad (6.42)$$

For each $N \geq 1$, denote $u_N := u 1_{B(0,N)}$. Then $[u_N]_{A_1} \leq [u]_{A_1}$ for every $N \geq 1$. For any $\lambda > 0$, we set

$$f_\lambda(x) = \begin{cases} f(x), & M'_u f(x) > \lambda, \\ 0, & M'_u f(x) \leq \lambda. \end{cases}$$

We claim that

$$\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\} \subset \{x \in \mathbb{R}^n : M'_u (f_\lambda)(x) > \lambda\}. \quad (6.43)$$

Indeed, fix $x \in \mathbb{R}^n$ such that $M'_u f(x) > \lambda$. Then by definition, there exists a cube $Q_x \ni x$ such that $\int_{Q_x} |f| v \, dy > \lambda v(x)$. This implies $Q_x \subset \{x \in \mathbb{R}^n : M'_u f(x) > \lambda\}$, from which we have $f_\lambda = f$ on $Q_x$ and hence $M'_u (f_\lambda)(x) > \lambda$. Thus, (6.43) holds. Recall that $M'_u$ is bounded from $L^1(uv)$ to $L^{1,\infty}(uv)$ for all $u \in A_1$ and $v \in A_\infty$. Hence, this and (6.43) imply

$$u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\}) \leq u_N v(\{x \in \mathbb{R}^n : M'_u (f_\lambda)(x) > \lambda\})$$

$$\lesssim \frac{1}{\lambda} \int_{\mathbb{R}^n} |f_\lambda| u_N v \, dx = \frac{1}{\lambda} \int_{\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\}} |f| u_N v \, dx. \quad (6.44)$$

Recall that for any $0 < r < p$ and for any measurable set $E$ with $w(E) < \infty$,

$$\int_E |f|^r w \, dx \leq \frac{p}{p-r} w(E)^{1-\frac{r}{p}} \|f\|_{L^{p,\infty}(uv)}^r. \quad (6.45)$$

The fact $uv \in L^1_{\text{loc}}(\mathbb{R}^n)$ implies that $u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\}) \leq uv(B(0,N)) < \infty$. Thus, by (6.44) and (6.45),

$$u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\}) \lesssim p' \lambda^{-1} \|f\|_{L^{p,\infty}(uv)} u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\})^{1-\frac{1}{p}},$$

and so we get

$$\lambda u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\})^{\frac{1}{p}} \lesssim p' \|f\|_{L^{p,\infty}(uv)}. \quad \text{and so get}$$

$$\lambda u_N v(\{x \in \mathbb{R}^n : M'_u f(x) > \lambda\})^{\frac{1}{p}} \lesssim p' \|f\|_{L^{p,\infty}(uv)}. \quad (6.46)$$

Accordingly, it follows from the monotone convergence theorem that (6.42) holds. Applying (1.27), (6.30) and (6.42), we deduce that

$$\left\| \frac{T_i(fv)}{v} \right\|_{L^{1+\epsilon,\infty}(uv)} \lesssim \|M'_u fv\|_{L^{1+\epsilon,\infty}(uv)} \lesssim \|f\|_{L^{1+\epsilon,\infty}(uv)}. \quad (6.47)$$

This shows (6.41) and completes the proof. \(\square\)
6.4. Littlewood-Paley operators. Given $\rho \in \mathbb{C}$, $\Omega \in L^1(S^{n-1})$, a radial function $h$ on $\mathbb{R}^n$, and $\lambda > 1$, we define the parametric Marcinkiewicz integrals

$$
\mu_{\Omega,h,S}^\rho(f)(x) := \left( \int \int_{\Gamma(x)} |\Theta_{\Omega,h}^\rho f(y,t) t^{\frac{2}{t^n + 1}} \right)^{\frac{1}{2}},
$$

$$
\mu_{\Omega,h,\lambda}^{*,\rho}(f)(x) := \left( \int \int_{\mathbb{R}^{n+1}} \left( \frac{t}{t + |x-y|} \right)^{n\lambda} |\Theta_{\Omega,h}^\rho f(y,t) t^{\frac{2}{t^n + 1}} \right)^{\frac{1}{2}},
$$

where $\Gamma(x) := \{(y,t) \in \mathbb{R}^{n+1} : |x-y| < t\}$ and

$$
\Theta_{\Omega,h}^\rho f(x,t) = \frac{1}{t^\rho} \int_{|x-y| \leq t} \frac{\Omega(x-y)h(x-y)}{|x-y|^{n-\rho}} f(y) dy.
$$

If $h \equiv 1$, the operator $\mu_{\Omega,h,S}^\rho$ was introduced by Hörmander [38] in the higher dimension. If $\rho = 1$ and $h \equiv 1$, it is the usual Marcinkiewicz integral corresponding to the Littlewood-Paley $g$-function introduced by Stein [71], where $L^p$-boundedness ($1 < p \leq 2$) of $\mu_{\Omega,1,S}^\rho$ was established for $\Omega \in \text{Lip}_\rho(S^{n-1})$ ($0 < \alpha := \text{Re}(\rho) \leq 1$). This result was extended to the case $\rho > 0$ and $1 < p < \infty$ in [38].

For $1 \leq q \leq \infty$, denote

$$
\ell^\infty(L^q)(\mathbb{R}^n_+) := \left\{ h \in L^1_{\text{loc}}(\mathbb{R}^n_+) : \text{sup}_{j \in \mathbb{Z}} \left( \int_{2^j}^{2^{j+1}} |h(r)| \frac{dr}{r} \right)^{\frac{1}{q}} < \infty \right\}.
$$

When $q = \infty$, $\ell^\infty(L^q)(\mathbb{R}^n_+)$ is understood as $L^\infty(\mathbb{R}^n_+)$. In [26, Lemma 3], Ding et al. showed that if $\lambda > 1$, $\rho \in \mathbb{C}$ with $\text{Re}(\rho) > 0$, $h \in \ell^\infty(L^q)(\mathbb{R}^n_+)$ with $q \in (1, \infty]$ and $\Omega \in L \log^+ L(S^{n-1})$ is homogeneous of degree zero on $\mathbb{R}^n$ and $\int_{S^{n-1}} \Omega \ d\sigma = 0$, then for every weight $w$

$$
\|\mu_{\Omega,h,\lambda}^{*,\rho}(f)\|_{L^2(w)} \leq C_{n,\rho,\lambda} \|f\|_{L^2(Mw)}.
$$

(6.46)

Observe that for any $\lambda > 1$,

$$
\mu_{\Omega,h,S}^\rho(f)(x) \leq 2^{n\lambda} \mu_{\Omega,h,\lambda}^{*,\rho}(f)(x), \quad x \in \mathbb{R}^n.
$$

(6.47)

In view of Theorem 1.11, (6.46) and (6.47) give the following conclusion.

**Theorem 6.9.** Let $\lambda > 1$, $\rho \in \mathbb{C}$ with $\text{Re}(\rho) > 0$, a radial function $h \in \ell^\infty(L^q)(\mathbb{R}^n_+)$ with $q \in (1, \infty]$. Let $\Omega \in L \log^+ L(S^{n-1})$ be homogeneous of degree zero on $\mathbb{R}^n$ and $\int_{S^{n-1}} \Omega \ d\sigma = 0$. Suppose that $\mathbb{X}$ be a RIBFS over $(\mathbb{R}^n, dx)$ with $q_\mathbb{X} < \infty$ such that $\mathbb{X}^{\frac{1}{2}}$ is also a BFS. Then for every weight $w$

$$
\|\mu_{\Omega,h,S}^\rho(f)\|_{\mathbb{X}_w} \leq C \|f(Mw/w)^{\frac{1}{2}}\|_{\mathbb{X}_w},
$$

(6.48)

$$
\|\mu_{\Omega,h,\lambda}^{*,\rho}(f)\|_{\mathbb{X}_w} \leq C \|f(Mw/w)^{\frac{1}{2}}\|_{\mathbb{X}_w}.
$$

(6.49)

**Remark 6.10.** Theorem 6.9 covers several known results in Lebesgue space. Let $\mathbb{X} = L^p(\mathbb{R}^n)$ and $2 \leq p < \infty$. Then we see that both $\mathbb{X}$ and $\mathbb{X}^{\frac{1}{2}}$ are BFS and $q_\mathbb{X} = p$. Hence, Theorem 6.9 contains the unweighted inequalities in Theorems 1 and 2 and the weighted $L^p$ inequality for $A_1$ weight in Corollary 1 in [26]. Moreover, (6.48) and (6.49) extend the Fefferman-Stein inequalities in Theorem 2 and Corollary 2 in [74] to the general Banach function spaces.
Now let us turn to another type of square functions. Given \( \alpha, \beta \in \mathbb{R} \) and \( \lambda > 0 \), we define the square functions by
\[
g_{\alpha,\beta}(f)(x) := \left( \int_{\Gamma_{\alpha}(x)} |f \ast \phi_t(y)|^2 \frac{dy}{t^{(1-\alpha)n+\beta}} \right)^{\frac{1}{2}},
\]
\[
g^*_{\alpha,\beta \lambda}(f)(x) := \left( \int_{t^{\lambda} \alpha}^{1} \int_{\mathbb{R}^n} \left( \frac{t^{1-\alpha} + |x-y|}{t^{(1-\alpha)} + \alpha} \right)^{\beta/n} |f \ast \phi_t(y)|^2 \frac{dy}{t^{(1-\alpha)n+\beta}} \right)^{\frac{1}{2}},
\]
where \( \phi_t(x) = \frac{1}{t^n} \phi \left( \frac{x}{t} \right) \), \( \phi \) is a smooth function with suitable compact Fourier support away from the origin, and \( \Gamma_{\alpha}(x) := \{ (y,t) \in \mathbb{R}^n \times \mathbb{R}^+ : 0 < t^\alpha \leq 1, |y - x| \leq t^{1-\alpha} \} \). A new type of fractional maximal operator is given by
\[
M_{\alpha,\beta}f(x) := \sup_{(y,r) \in \Gamma_{\alpha}(x)} \frac{1}{B(y,r)^{1-2\beta/n}} \int_{B(y,r)} |f(z)|dz.
\]
Observe that \( g^*_{\alpha,\beta \lambda} \) is a pointwise majorant of \( g_{\alpha,\beta} \). If \( \alpha = \beta = 0 \), then \( M_{\alpha,\beta} \) is the Hardy-Littlewood maximal function, \( g_{\alpha,\beta} \) and \( g^*_{\alpha,\beta \lambda} \) are the generalization of Littlewood-Paley operators with Poisson kernels studied in [72].

Recently, Beltran and Bennett [6] proved that for every \( \alpha, \beta \in \mathbb{R} \) and every weight \( w \),
\[
\int_{\mathbb{R}^n} |f(x)|^2 w(x)dx \leq C \int_{\mathbb{R}^n} g_{\alpha,\beta} f(x)^2 M_{\alpha,\beta} M^4 w(x)dx,
\]
for all functions \( f \) such that \( \text{supp}(\hat{f}) \subset \{ \xi \in \mathbb{R}^n : |\xi|^{\alpha} \geq 1 \} \). Conversely, they obtained that for all \( \alpha \in \mathbb{R}, \lambda > 1, \) and for every weight \( w \),
\[
\int_{\mathbb{R}^n} g^*_{\alpha,0,\lambda} f(x)^2 w(x)dx \leq C \int_{\mathbb{R}^n} |f(x)|^2 M^2 w(x)dx.
\]

By Theorem 1.12, (3.56) and (6.52), we get the two-weight inequalities on the weighted Banach function spaces as follows.

**Theorem 6.11.** Let \( u, v, w_1 \) and \( w_2 \) be weights on \( \mathbb{R}^n \). Suppose that \( \mathcal{X}_u \) and \( \mathcal{X}_v \) are respectively BFS over \( (\mathbb{R}^n, u dx) \) and \( (\mathbb{R}^n, v dx) \) such that \( \mathcal{Y}_u = \mathcal{X}_u^{\frac{1}{2}} \) and \( \mathcal{Y}_v = \mathcal{X}_v^{\frac{1}{2}} \) are BFS. Assume that
\[
\| (M_{\log \lambda} f) w_2^2 u^{-1} \|_{\mathcal{Y}_L} \leq C \| f w_1^2 u^{-1} \|_{\mathcal{Y}_L}, \quad \forall f \in \mathcal{M}.
\]
Then for all \( \alpha \in \mathbb{R} \) and \( \lambda > 1 \),
\[
\|(g^*_{\alpha,0,\lambda} f) w_1 \|_{\mathcal{X}_u} \leq C \| f w_2 \|_{\mathcal{X}_v}.
\]

### 6.5 Fourier integral operators.

For a function \( m \) on \( \mathbb{R}^n \), the Fourier multiplier \( T_m \) is defined by
\[
T_m f(x) := \int_{\mathbb{R}^n} m(\xi) \hat{f}(\xi) e^{-2\pi i x \cdot \xi} d\xi,
\]
for all functions \( f \in \mathcal{S}(\mathbb{R}^n) \). For each \( \alpha, \beta \in \mathbb{R} \), let \( \mathcal{C}(\alpha, \beta) \) be the class of functions \( m : \mathbb{R} \to \mathbb{C} \) for which \( \text{supp}(m) \subset \{ \xi : |\xi|^\alpha \geq 1 \} \), \( \sup_{\xi \in \mathbb{R}^n} |\xi|^\beta |m(\xi)| < \infty \), and
\[
\sup_{r \geq 1} \int_{I \subset [-2r,2r]} r^\beta |m^\prime(\xi)| d\xi < \infty.
\]
Let \( \mathcal{D}(\alpha, \beta) \) be the collection of all functions \( m : \mathbb{R}^n \to \mathbb{C} \) such that
\[
\sup_B \text{dist}(0, B)^{\beta + (1-\alpha)\theta} |B|^{-\frac{\alpha}{2}} \| m \Psi_B \|_{H^\theta} < \infty,
\]
for all $0 \leq \theta \leq \sigma$ and some $\sigma > n/2$, uniformly over normalized bump functions $\Psi_B$ adapted to an $\alpha$-subdyadic ball $B$. Here, $H^\theta$ denotes the usual homogeneous Sobolev spaces of order $\theta$, and $\Psi$ is a suitable smooth function with compact support away from the origin. By the $\alpha$-subdyadic ball, we mean that a Euclidean ball $B \subset \mathbb{R}^n$ satisfies that $\text{dist}(0, B)^\alpha \geq 1$ and $r(B) \simeq \text{dist}(0, B)^{1-\alpha}$.

Bennett [7] showed that for every $m \in C(\alpha, \beta)$ with $\alpha, \beta \in \mathbb{R}$ and for every weight $w$, 
\[
\int_{\mathbb{R}} |T_m f|^2 w \, dx \leq C \int_{\mathbb{R}} |f|^2 M^{\alpha, \beta} \mathcal{M} \, M^4 w \, dx,
\]  
(6.55)
where $\mathcal{M}$ is defined in (6.50). By Hölder’s inequality, one has
\[
\mathcal{M} w(x) \leq \sup_{x \in B(y, r^{1-\alpha})} r^{2\beta} \left( \int_{B(y, r)} w^s \, dz \right)^{\frac{1}{s}} \leq \sup_{x \in B(y, r^{1-\alpha})} r^{2\beta - \alpha} \left( \int_{B(y, r)} w^s \, dz \right)^{\frac{1}{s}} \leq M(w^s)(x)^{\frac{1}{s}},
\]  
(6.56)
provided $\alpha = 2s\beta$ and $s \geq 1$. Therefore, from (6.55) and (6.56), we obtain that for every $m \in C(\alpha, \alpha/2)$ and for every weight $w$
\[
\int_{\mathbb{R}} |T_m f|^2 w \, dx \leq C \int_{\mathbb{R}} |f|^2 M^{11} w \, dx.
\]  
(6.57)
In addition, it was shown in [6, Theorem 1] that for every $m \in D(\alpha, \beta)$ with $\alpha, \beta \in \mathbb{R}$,
\[
g_{\alpha, \beta}(T_m f)(x) \lesssim g_{\alpha, 0, \lambda}(f)(x), \quad \lambda = 2\sigma/n > 1.
\]  
(6.58)
Then invoking (6.51), (6.58), (6.52) and (6.56), we conclude that for every weight $w$,
\[
\int_{\mathbb{R}^n} |T_m f|^2 w \, dx \leq C \int_{\mathbb{R}^n} |f|^2 M^2 \mathcal{M} \leq C \int_{\mathbb{R}^n} |f|^2 M^7 w \, dx,
\]  
(6.59)
for any $m \in D(\alpha, \alpha/2)$ supported in $\{ \xi \in \mathbb{R}^n : |\xi|^\alpha \geq 1 \}$.

Recall the pseudo-differential operator $T_\sigma$ defined in (6.3). It was proved in [5] that if $\sigma \in S^m_{\theta, \delta}$ with $m \in \mathbb{R}$, $0 \leq \delta \leq \varrho \leq 1$ and $\delta < 1$, then for any weight $w$,
\[
\int_{\mathbb{R}^n} |T_\sigma f|^2 w \, dx \lesssim \int_{\mathbb{R}^n} |f|^2 M^2 \mathcal{M}_\varrho, m^2 w \, dx,
\]  
(6.60)
where
\[
\mathcal{M}_\varrho, m w(x) := \sup_{(y, r) \in \Lambda_{\varrho}(x)} \frac{w(B(y, r))}{|B(y, r)|^{1 + 2m/n}},
\]
and $\Lambda_{\varrho}(x) := \{(y, r) \in \mathbb{R}^n \times (0, 1) : |y - x| \leq \varrho r \}$. Observe that $B(y, r) \subset B(x, 2r^\varrho)$ for any $(y, r) \in \Lambda_{\varrho}(x)$. Thus, picking $m \in \mathbb{R}$ and $\varrho \in [0, 1]$ such that $\varrho = 1 + 2m/n$, we get
\[
\mathcal{M}_\varrho, m w(x) \leq \sup_{(y, r) \in \Lambda_{\varrho}(x)} \frac{|B(x, 2r^\varrho)|}{|B(y, r)|^{1 + 2m/n}} \frac{w(B(x, 2r^\varrho))}{|B(x, 2r^\varrho)|} \leq CM w(x).
\]  
(6.61)
Gathering (6.60) and (6.61), we conclude that
\[
\int_{\mathbb{R}^n} |T_\sigma f|^2 w \, dx \leq C \int_{\mathbb{R}^n} |f|^2 M^8 w \, dx.
\]  
(6.62)
As a consequence, combining (6.57), (6.59), (6.62) and Theorem 1.14, we conclude the following estimates.
Theorem 6.12. Let \( v \) be a weight on \( \mathbb{R}^n \), \( X_v \) be a BFS over \( (\mathbb{R}^n, v \, dx) \) such that \( X_v^{1/2} \) is also a BFS. Assume that there exist Young functions \( A \) and \( M \)
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