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Abstract—Point clouds are often sparse and incomplete, which imposes difficulties for real-world applications. Existing shape completion methods tend to generate rough shapes without fine-grained details. Considering this, we introduce a two-branch network for shape completion. The first branch is a cascaded shape completion sub-network to synthesize complete objects, where we propose to use the partial input together with the coarse output to preserve the object details during the dense point reconstruction. The second branch is an auto-encoder to reconstruct the original partial input. The two branches share a same feature extractor to learn an accurate global feature for shape completion. Furthermore, we propose two strategies to enable the training of our network when ground truth data are not available. This is to mitigate the dependence of existing approaches on large amounts of ground truth training data that are often difficult to obtain in real-world applications. Additionally, our proposed strategies are also able to improve the reconstruction quality for fully supervised learning. We verify our approach in self-supervised, semi-supervised and fully supervised settings with superior performances. Quantitative and qualitative results on different datasets demonstrate that our method achieves more realistic outputs than state-of-the-art approaches on the point cloud completion task.

Index Terms—3D learning, point cloud completion, self-supervised learning, coarse-to-fine

1 INTRODUCTION

Point cloud is increasingly used as a flexible representation in computer vision due to the availability of various easily accessible commercially off-the-shelf depth scanning devices. Numerous works [1], [2], [3], [4] have been proposed for point cloud analysis by directly extracting point-wise features from the point coordinates. Although those approaches have achieved impressive 3D object classification or semantic segmentation results, they are designed for complete and dense point sets, and show inferior performances when applied to incomplete and sparse 3D shapes, such as the raw data acquired by Lidars in self-driving cars and autonomous drones. The shape completion task whose objective is to reconstruct complete and dense point sets given incomplete and sparse point clouds is therefore crucial for improving the perception performances in object classification [1], [2], [3], [4], detection [6], [7], tracking [8], scene understanding [9], [10] and augmented reality [11], [12].

Existing methods [13], [14], [15], [16], [17], [18] have shown promising results on shape completion for different inputs, such as voxel grids, meshes and point clouds. Voxel representation is a direct generalization of pixels to the 3D case. Although it is straightforward to adapt 2D convolutions to 3D [19], [20], the reconstruction process suffers from memory inefficiency, and thus it is difficult to obtain high-resolution results. Data-driven methods on mesh representations [21], [22], [23] show superiority on generating complicated surfaces with less memory. However, it is difficult to change the topology during training since they are limited to the fixed vertex connection patterns. In contrast, it is easy to add new points for point clouds, and several studies have shown promising results. The pioneering work PCN [13] proposes an encoder-decoder architecture for point cloud completion on synthetic and real-world datasets. A following work TopNet [14] proposes a hierarchical decoder with a rooted tree structure to generate dense and complete objects. Although PCN and TopNet have achieved impressive performances on different resolutions, they are unable to generate detailed geometric structures of 3D objects. To alleviate this problem, several approaches [24], [25], [26] propose to learn 3D structures in a function space, where they predict a binary classification score for each cell in a volumetric space and then reconstruct surface boundaries by marching cube algorithm [27]. Although these methods have achieved impressive results, they are all supervised learning approaches that require large amounts of difficult to obtain ground truth training data. In this work, we first propose a two-branch point completion network to generate objects with fine-grained details. We then introduce two strategies to train the network with a self-supervised training scheme. We further show that our self-supervised strategies are able to improve fully supervised learning with different backbones. Some results of our approach are shown in Figure 1.
Our two-branch completion network includes a point completion branch and a partial reconstruction branch. We design the point completion branch in a coarse-to-fine manner to generate fine-grained object details. We propose to integrate the partial input with the coarse outputs in the second stage to preserve local details from the incomplete points. However, simple concatenation between the partial inputs and coarse outputs gives rise to unevenly distributed points (shown in the 3rd column of Figure 2). To alleviate this problem, we design an iterative refinement decoder to gradually refine the point coordinates when generating the missing parts. Specifically, we split the generation process into several iterations instead of generating the dense and complete point clouds in a single forward step. This iterative refinement strategy makes it easier to train neural networks and reduces the parameters since the parameters are shared among different iterations. The partial reconstruction branch is an auto-encoder sub-network. By sharing weights of the feature extractor of the two branches, we are able to preserve critical point features for the shape completion sub-network.

Given that large amounts of ground truth is not always available for training, we propose two self-supervised training strategies: 1) partial resampling; 2) point cloud MixUp inspired by [5]. We sample a more incomplete point set from the original partial input in the resampling strategy. This strategy aims to mimic the standard procedure of shape completion by correlating two different levels of partialness from the same object. In the MixUp strategy, we generate more training pairs by taking the convex combination of two different object instances. The proposed two strategies enable our network to be trained not only with a self-supervised training scheme, but also in a fully supervised fashion. This is verified by the improved performances of our network in the supervised, semi-supervised and self-supervised settings.

We conduct extensive experiments on different datasets to verify the effectiveness of our proposed approach. Our key contributions are summarized as follows:

- We design a two-branch shape completion network that is able to preserve object details from partial points and concurrently generate missing parts with high-quality.
- We propose a cascaded refinement strategy to gradually refine point locations locally and globally and use it together with the coarse-to-fine pipeline.
- We propose two self-training strategies to improve the reconstruction performances in both supervised and self-supervised settings.
- Our proposed self-supervised strategies can be incorporated into existing completion backbones seamlessly and improve their performances consistently.
- Experiments on different datasets show that our framework achieves superior results than existing methods on the 3D point cloud completion task.

## 2 RELATED WORKS

We review existing works on point cloud analysis and related works on shape completion in this section.

### 2.1 Point Cloud Analysis

Point cloud learning has attracted increasing attention these years, and a large number of works have been proposed for related tasks like classification, segmentation and tracking. Currently, point cloud analysis methods can be roughly categorized into three directions: point-wise Multi-Layer Perceptrons (MLP) [1] related methods, convolution-based methods and graph-based methods.

#### MLP-based Methods

Point-wise MLP based methods extract each point features independently by several shared MLPs and obtain the global object features via a symmetric function such as average-pooling or max-pooling. The pioneering work PointNet [1] extracts the point-wise features by several MLPs and obtains the global embedding by a max-pooling operation. Although PointNet achieves impressive results on object classification and segmentation, they neglect the relationships among different points. Therefore, PointNet++ [2] proposes a hierarchical network to model the relationship within a local area by a set abstraction module. Several works [29], [30], [31], [32] are proposed to consider the context of the local neighborhood during the feature extraction inspired by PointNet++.

#### Convolution-based Methods

Comparing with point-wise MLPs, convolution-based methods follow the conventional convolution mechanism in 2D image processing. To generalize typical CNNs to point clouds, PointCNN [33] proposes a $\chi$-transformation on the points to transform the unordered points into potentially canonical ordered ones by MLPs. Consequently, point features can be extracted by typical convolutions on the ordered points. Other methods such as KPConv [34] defines a deformable kernel convolution on several kernel points when applying CNNs on point clouds. PointConv [35] treats convolution kernels as non-linear functions of the local coordinates with weight and density functions. They propose to use MLPs to approximate a weight function and calculates a density value by a kernelized density estimation to re-weight the weights.

#### Graph-based Methods

Graph-based approaches treat points as vertexes and calculate directed edges based on the nearby points. DGCNN [4] proposes a dynamic graph edge convolution on point clouds. The neighbors are selected dynamically based on the distances of point features in every layer. Shen et al. [36] proposes a kernel correlation and graph pooling operation to consider the geometric affinities in the neighboring data points.

Among various point cloud analysis methods, PointNet [1] and PointNet++ [2] are most widely used in point cloud generation and completion when extracting global features.

### 2.2 Point Cloud Completion

3D shape completion [16], [37], [38] plays an essential role in robotics and computer vision and has obtained significant development in recent years. Existing methods have shown impressive performances on various representations: voxel grids, meshes and point clouds. Inspired by 2D CNN operations, earlier works [16], [37], [39] focus on the voxel and distance fields formats with 3D convolution. Several approaches [16], [37] have proposed a 3D encoder-decoder-based network for shape completion and shown promising performances. However, voxel-based methods consume a large amount of memory and are unable to generate high-resolution outputs. To alleviate this problem, [40], [41] have proposed to use the octree structure to gradually voxelize specific areas to increase the resolution. However, recent works gradually discard the voxel format and focus on mesh reconstruction due to the quantization effect of the voxelization operation. Nonetheless,
Given a sparse and incomplete point set 

\[ P = \{ p_i \}_{i=1}^N \] 

with \( N \) points, the target is to generate a dense and complete point set 

\[ Q = \{ q_{i,j} \}_{i=1}^{u \times N} \] 

with \( u \times N \) points, where \( u \) is the upsampling scalar. More specifically, our objectives are two folds: (1) We aim to produce complete and high-resolution 3D objects from corrupted and low-resolution point clouds. The output should preserve local details of the input point cloud \( P \) and concurrently generate the missing parts with detailed geometric structures. (2) We aim to train the network with a self-supervised training scheme without utilizing the fully complete ground truth. This is essential for many real-world applications where the ground truth are not available. In this paper, we refer to point clouds without ground truth as unlabeled data, and point sets with ground truth as labeled data. We show the overall architecture of our two-branch completion network in Figure 2. The right top branch is a coarse-to-fine completion network that generates complete object shapes from partial inputs. The right bottom branch is an auto-encoder to reconstruct the partial inputs. We also show the proposed self-supervised strategies in the left module, where additional training pairs are created from the partial inputs.

### 3 Methodology

#### 3.1 Overview

Fig. 2: An illustration of our whole pipeline. The entire architecture includes three parts. The left part shows the self-supervised (SS) strategies (Sec. 3.4.1), which includes resampling (Sec. 3.4.1) and MixUp (Sec. 3.4.2). The right top branch is the completion sub-network (Sec. 3.2), which includes three components: feature extraction, coarse reconstruction and dense reconstruction. The dense reconstruction is an iterative refinement sub-network with a lifting module in each step. The right bottom branch is an auto-encoder for the partial reconstruction (Sec. 3.3). It shares the feature extractor with the completion sub-network but removes the skip-connection and refinement step from the shape completion branch.

Although recent works \([44], [45], [46], [47], [48]\) on point cloud completion have shown improved performances, they are limited to supervised learning. SG-NN \([49]\) proposes a self-supervised method on scene completion by removing several frames from a scanned sequence. Subsequently, self-supervision is formulated by correlating two levels of partial scans from the same input sequence. Unlike SG-NN, we remove object regions whose point coordinates are within a distance threshold regarding a randomly sampled center point.
The max-pooling layer mostly only contains the global shape information. It is challenging to recover local details from global information. Considering this, we propose to use the partial input to preserve the object details together with the global embedding and the coarse output \( P_{\text{coarse}} \) during the dense point reconstruction.

Specifically, we dynamically subsample \( N_t \times 3 \) points from the partial inputs \( P \) and mirror the points regarding \( xy \)-plane since many man-made models show global reflection symmetry. We then concatenate them with the coarse outputs \( P_{\text{coarse}} \). We denote the combined point sets as \( P_S \) with a size of \( 2N_c \times 3 \). However, direct concatenation results in poor visual qualities because of the unevenly distributed points. We design a lifting module with a contraction-expansion unit to refine the point positions to alleviate this problem, as shown by the dense reconstruction after one iteration (the 4th column of Figure 4).

**Remarks:** The mirror operation is used to provide the initial point coordinates, which are further refined by the lifting module. Nonetheless, this does not limit our method to only symmetric objects. We show that our network can handle non-symmetric objects in the supplementary materials.

The architecture of the lifting module is shown in Figure 3. The input is the concatenation of the upsampled points, mean shape priors and the global feature \( f \). The point clouds are upsampled by the folding mechanism [23], where every point is repeated two times and concatenated with a unique 2D grid vector sampled from a uniform distribution to increase the variation among the duplicated points. We incorporate the mean shape prior to alleviate the domain gap of point features between the incomplete and complete point clouds. Subsequently, we feed the input to the contraction-expansion unit to consolidate the local and global features. Point features are refined by first compressed into smaller sizes, and then restored to their original shapes in the contraction-expansion unit. Finally, our lifting module predicts point feature residuals instead of the final output since deep neural networks are better at predicting residuals [21].

Given that directly synthesizing the dense and complete points by one single step gives rise to inferior outputs and also requires a large number of parameters [14], we generate the dense and complete point clouds by iterating the lifting module several times. Note that the parameters are shared among each iteration to reduce the model size. Specifically, the synthesis begins at generating lower resolution points (\( N = 2048 \)), and points with higher resolutions \( N = \{4, 096, 8, 192, 16, 384\} \) are progressively obtained after \( \{2, 3, 4\} \) iterations, respectively. Some results of different iterations are shown in Figure 6. Moreover, the object details are gradually polished and refined after more iterations, e.g. the chair’s legs in the first row (blue box).

### 3.3 Partial Reconstruction Branch

As illustrated in the right bottom branch of Figure 2, we design the other partial reconstruction branch to train simultaneously with the completion branch. The partial reconstruction branch has an auto-encoder structure that aims to reconstruct the original partial input. The feature extractor of two branches shares the same weights during training. This ensures that it can learn features for both shape completion and partial reconstruction, which helps the network to keep the local details from the partial inputs in the feature space in the shape completion branch.

### 3.4 Self-supervised Strategies

Given that large amounts of ground truth data are not always available for training, we propose two strategies to train the completion network with a self-supervised training scheme. We first propose a resampling strategy to create training pairs from the partial inputs. The generated data that are more incomplete than the original training data induces our network to generate more complete data. We then make use of a point MixUp strategy [5] to create additional training pairs for self-supervised learning. Note that the created training pairs by the two strategies can be integrated with the original training data in the standard supervised learning setting. To this end, we experimentally show that the proposed strategies can also improve the performance of supervised settings.

#### 3.4.1 Resampling

We randomly remove a region from the original partial inputs \( P \) to create another set of more incomplete point clouds \( P' \). This set of point clouds and the original incomplete ones form our newly created training pairs, which we denote as \( S' = \{P', P\} \). Our approach can be completely self-supervised when only trained on \( S' \). Moreover, the combination of the original data \( S = \{P, Q\} \) and \( S' \) can enhance our approach by improving the generalization capacity, where \( Q \) is the original ground truth. The intuition is that \( S' \) consists of various of more incomplete point clouds with different missing regions. This diversity of \( S' \) enforces our network to learn how to generate more complete shapes instead of memorizing the complete ground truth shapes in \( S \).

#### 3.4.2 MixUp

The MixUp strategy [5]. [51] is initially proposed to improve the generalization of deep networks on classifications. We adapt it to create more training pairs in our 3D shape completion task. Specifically, given a pair of training data \((p_1, p_2)\) and \((p'_1, p'_2)\), we generate a new pair according to:

\[
p' = \gamma p'_1 \oplus (1 - \gamma)p_2, \\
p = \gamma p_1 \oplus (1 - \gamma)p'_2, \tag{1}
\]

where \( \gamma \in [0, 1] \) is sampled from a Beta distribution. The number of points sampled from each example are determined by \( \gamma \), e.g. 40% of the points are from \( p_1' \) and 60% are from \( p_2' \) when \( \gamma = \).
0.4. \( p'_1 \) and \( p'_2 \) are the more incomplete point sets, and \( p_1 \) and \( p_2 \) are the original partial point sets. A set of points from \( p'_1 \) and \( p'_2 \) are sampled and concatenated to obtain the merged samples. Several merged examples from the complete point sets are shown in Figure 5. Although the created objects are not realistic, they are helpful to prevent the network from overfitting to the training data, especially when there is limited diversity in the training data.

**Reconstruction Losses.** Following PCN [13], we compute the CD losses for the coarse and dense outputs. The reconstruction losses can then be expressed as:

\[
L_{\text{rec}} = \text{CD}(P_{\text{coarse}}, Q') + \lambda_f \text{CD}(Q, Q') + \lambda_{ae} \text{CD}(\hat{P}, P),
\]

where \( P_{\text{coarse}} \), \( Q \), \( \hat{P} \) and \( Q' \) are the coarse output, dense output, the reconstructed partial point cloud and the ground truth, respectively.

\( \lambda_f \) is the weight for the CD of dense output, and \( \lambda_{ae} \) is the weight for the self-supervised auto-encoder.

**Adversarial Loss.** We adopt the stable and efficient objective function of LS-GAN [53] as our adversarial losses. Specifically, the adversarial losses for the generator and discriminator are:

\[
\mathcal{L}_{\text{GAN}}(G) = \frac{1}{2} [D(Q) - 1]^2, \quad (4)
\]

\[
\mathcal{L}_{\text{GAN}}(D) = \frac{1}{2} [D(Q)^2 + (D(Q') - 1)^2]. \quad (5)
\]

Our cascaded refinement sub-network is treated as the generator \( G \). More architecture details of the discriminator \( D \) are in the supplementary materials.

**Overall Loss.** Our overall loss is the weighted sum of the reconstruction losses and the adversarial loss:

\[
\mathcal{L} = \lambda \mathcal{L}_{\text{GAN}} + \beta \mathcal{L}_{\text{rec}}, \quad (6)
\]

where \( \lambda \) and \( \beta \) are the weights for the adversarial loss and reconstruction losses, respectively. During training, \( G \) and \( D \) are optimized alternatively.

### 4 Experiments

We compare our approach with several existing methods, which include 3D-EPN [16], FoldingNet [43], AtlasNet [42], PCN [13], TopNet [14], SoftPoolNet [55], SA-Net [47], GRNet [48] and PMP-Net [54].

#### 4.1 Evaluation Metrics

We use the following evaluation metrics to quantitatively evaluate our results: a) CD, FPD, EMD, accuracy, completeness and F-score [56], [57] are used to evaluate the performances of synthetic datasets; b) Fidelity and plausibility are used to evaluate the performances of real-world datasets.

**CD.** We use CD-2 for the experiments in Section 4.4 and CD-1 in the remaining experiments for fair comparisons with PCN [13] and TopNet [14].

**FPD.** Fréchet Point Cloud Distance (FPD) [50] is used to calculate the 2-Wasserstein distance between the real and fake Gaussian measurements in the feature spaces of the point sets, i.e.:

\[
\text{FPD}(X, Y) = \|m_X - m_Y\|^2 + \text{Tr}(\Sigma_X + \Sigma_Y - 2(\Sigma_X \Sigma_Y)^{\frac{1}{2}}),
\]

Fig. 4: The results from the different stages of the completion process.

Fig. 5: Some point cloud examples obtained by the MixUp operation.
TABLE 1: Quantitative comparison for point cloud completion on eight categories of objects from the PCN dataset.

| Methods          | Avg | Airplane | Cabinet | Car | Chair | Lamp | Sofa | Table | Vessel |
|------------------|-----|----------|---------|-----|-------|------|------|-------|--------|
| 3D-EPN [16]      | 20.147 | 13.161 | 21.803 | 20.306 | 18.813 | 25.746 | 21.089 | 21.716 | 18.543 |
| FoldingNet [43]  | 14.31 | 9.49 | 15.80 | 12.61 | 15.55 | 16.41 | 15.97 | 13.65 | 14.99 |
| AtlasNet [42]    | 10.85 | 6.37 | 11.94 | 10.10 | 12.06 | 12.37 | 12.99 | 10.33 | 10.61 |
| CRN (US)         | 11.980 | 6.437 | 15.093 | 13.755 | 12.366 | 11.380 | 14.703 | 11.777 | 10.331 |
| PCN-FC [13]      | 9.799 | 5.698 | 11.023 | 8.775 | 10.969 | 11.131 | 11.756 | 9.320 | 9.720 |
| PCN [13]         | 9.636 | 5.502 | 10.625 | 8.696 | 10.998 | 11.339 | 11.676 | 8.590 | 9.665 |
| TopNet [14]      | 9.890 | 6.235 | 11.628 | 9.833 | 11.498 | 9.366 | 12.347 | 9.362 | 8.851 |
| CRN (CD-1)       | 8.868 | 5.065 | 10.383 | 8.650 | 9.830 | 9.830 | 11.002 | 8.253 | 8.335 |
| GRNet [48]       | 8.828 | 6.450 | 10.373 | 9.447 | 9.408 | 7.955 | 10.512 | 8.444 | 8.039 |
| PMP-Net [54]     | 8.66 | 5.50 | 11.10 | 9.62 | 9.47 | 6.89 | 10.74 | 8.77 | 7.19 |
| CRN (CD-2)       | 8.505 | 4.794 | 9.968 | 9.311 | 9.492 | 8.940 | 10.685 | 7.805 | 8.045 |
| SCRN             | 8.291 | 4.795 | 9.935 | 9.313 | 8.784 | 8.657 | 9.737 | 7.201 | 7.908 |

TABLE 2: Quantitative comparisons on the PCN dataset. Acc. and Comp. represent accuracy and completeness, respectively.

| Methods          | PCN [13] | TopNet [14] | GRNet [48] | CRN | SCRN |
|------------------|----------|-------------|------------|-----|------|
| Acc.             | 0.946    | 0.971       | 0.976      | 0.959 | 0.961 |
| Comp.            | 0.976    | 0.967       | 0.981      | 0.980 | 0.984 |
| F-score          | 0.961    | 0.969       | 0.979      | 0.970 | 0.973 |

for fair comparisons. The PCN dataset is generated from the ShapeNet dataset [61]. It has 30,974 objects, and eight categories: airplane, cabinet, car, chair, lamp, sofa, table and vessel. Each incomplete point cloud consists of 2,048 points, and each complete point clouds consists of 16,384 points uniformly sampled from the mesh model. Completion3D [14] has the same categories with the PCN dataset. We follow the settings of training, validation and testing splits in PCN and Completion3D for fair comparisons.

To test the generalization ability on more categories and the capability of reconstructing more complex structures, we also evaluate our method on the ModelNet dataset [61] which obtains partial points using method 2). This dataset has ten categories: bathtub, bed, bookshelf, cabinet, chair, lamp, monitor, plant, sofa and table. The ground truth point clouds are uniformly sampled from the meshes. Each complete point cloud consists of 2,048 points, and each partial input is obtained by randomly removing 512 points from the complete points. The dataset has 4,183 training samples and 856 test samples.

To verify the robustness of our method, we also test on the car category from the KITTI dataset [62] and the chair category from the MatterPort [63] dataset.

4.3 Implementation Details

We train our models using the Adam [66] optimizer. We adopt the two-time-scale update rule (TTUR) [67] and set the learning rates for the generator and discriminator as 0.0001 and 0.00005, respectively. The learning rates are decayed by 0.7 after every 40 epochs and clipped by $10^{-6}$ for the PCN dataset. $\lambda$, $\lambda_{ae}$ and $\beta$ are set to 1, 100 and 200, respectively. $\lambda_{c}$ increases from 0.01 to 1 within the first 50,000 iterations for the PCN dataset, and is set to 1 for the other datasets. We set $N_c = 512$ for the coarse output. We train one single model for all object categories. The mean shape vectors are obtained by a pre-trained PointNet auto-encoder on all object categories following [68]. We take mean values of latent embeddings from all instances within that category as our mean shape vectors for each object class.

We use CRN to denote the standard supervised learning only with our completion branch. CRN+US denotes self-supervised learning, and SCRNet denotes hybrid training of the supervised and self-supervised strategies. Both CRN+US and SCRNet are trained with our two-branch network. Refer to the source code for CRN at https://github.com/charlesq34/pointnet-autoencoder.
TABLE 3: Quantitative comparison for point cloud completion on eight categories objects of Completion3D benchmark.

| Methods              | Avg | Airplane | Cabinet | Car | Chair | Lamp | Sofa | Table | Vessel |
|----------------------|-----|----------|---------|-----|-------|------|------|-------|--------|
| FoldingNet [43]      | 19.07 | 12.83 | 23.01 | 14.88 | 25.69 | 21.79 | 21.31 | 20.71 | 11.51  |
| PCN [13]             | 18.22 | 9.79 | 22.70 | 12.43 | 25.14 | 22.72 | 20.26 | 20.27 | 11.73  |
| PointNetVoting [64]  | 18.18 | 6.88 | 21.18 | 15.78 | 22.54 | 18.78 | 28.39 | 19.96 | 11.16  |
| AtlasNet [65]        | 17.77 | 10.36 | 23.40 | 13.40 | 24.16 | 20.24 | 20.82 | 17.52 | 11.62  |
| TopNet [14]          | 14.25 | 7.32 | 18.77 | 12.88 | 19.82 | 14.60 | 16.29 | 14.89 | 8.82   |
| SoftPoolNet [55]     | 11.90 | 4.89 | 18.86 | 10.17 | 15.22 | 12.34 | 14.87 | 11.84 | 6.48   |
| SA-Net [47]          | 11.22 | 5.27 | 14.45 | 7.78 | 13.67 | 13.53 | 14.22 | 11.75 | 8.84   |
| GRNet [48]           | 10.64 | 6.13 | 16.90 | 8.27 | 12.23 | 10.22 | 14.93 | 10.08 | 5.86   |
| PMP-Net [54]         | 9.23  | 3.99 | 14.70 | 8.55 | 10.21 | 9.27  | 12.43 | 8.51  | 5.77   |
| CRN                  | 9.21  | 3.38 | 13.17 | 8.31 | 10.62 | 10.00 | 12.86 | 9.16  | 5.80   |
| SCRN                 | 9.13  | 3.35 | **12.81** | **7.78** | **9.88** | 10.12 | 12.95 | 9.77  | 6.10   |

4.4 Point Completion on the PCN dataset

Quantitative and qualitative results are shown in Tables 1, 2 and Figure 6 respectively. The resolutions of the output and the ground truth are set to 16,384. Some results are directly cited from PMP-Net [54], and the qualitative results of GRNet are generated by their released model. The quantitative results in Table 1 show that our cascaded refinement network (CRN) obtains the best performance on the average CD error compared to existing state-of-the-art methods. Our proposed approach SCRN further improves the performance. Although the PCN dataset has a large amount of training data (231,792 training samples compared to 4,183 training data for ModelNet), SCRN is able to obtain 3% relative improvements compared to CRN with our proposed techniques. This verifies that the auto-encoder together with our self-supervised strategies are able to obtain more accurate global shapes and finer local structures. Furthermore, we use data created from the self-supervised strategies denoted as CRN (US) to evaluate our method on self-supervision. Although the performance is worse than our supervised approach (11.980 vs 8.505), our self-supervised results are better than the supervised methods 3D-EPN [16] and FoldingNet [43]. This verifies that our proposed self-supervised strategies can generate reasonable objects without using fully complete ground truth. We adopt EMD, accuracy, completeness and F-score [57] as additional evaluation metrics to evaluate the uniformity of the point distribution and the reconstruction quality shown in Table 2. The results show that we achieve the best performance on completeness and are comparable with GRNet on accuracy and F-score. This verifies that our method is able to reconstruct high-quality objects.

![Fig. 6: Qualitative comparison on the PCN dataset. Point resolutions for the output and ground truth are 16,384.](image)

We also compare the qualitative results with existing works in Figure 6. Our methods CRN and SCRN generate more accurate
object shapes than the other approaches, especially for the thinner parts, e.g. the chair and table legs. Moreover, our improved method SCRN generates better object details than our method CRN. This is verified by the reconstructed table planes in the 4th row (blue box). The noisy points are also successfully removed in the results of SCRN as shown in the chair results of the 2nd and 3rd rows (blue box). This further verifies the effectiveness of our proposed self-supervised strategies.

4.5 Point Completion on the Completion3D Benchmark
We compare the quantitative results on the Completion3D benchmark in Table 3 where our method CRN achieves better performances in terms of the average CD error across all categories compared to the previous state-of-the-art algorithms. We further boost the performance with our improved architecture SCRN. The superior performances of SCRN over CRN show that our self-supervised strategies are complementary to the supervised architectures, and the partial reconstruction can be integrated with the completion pipeline seamlessly to preserve local details from the partial inputs. This also verifies that the created training pairs from the resampling and MixUp strategies prevent our method from overfitting to the training data.

4.6 Point Completion on the ModelNet Dataset
Quantitative and qualitative results on the ModelNet dataset [5, 69] are shown in Tables 4, 5 and Figure 7 respectively.

The quantitative comparisons in Tables 4 and 5 indicate that our method CRN achieves the best performance compared to existing approaches in different evaluation metrics, which verify the robustness and generalization ability of CRN. The qualitative results in Figure 7 show that our method is able to generate the details not only included in the partial scan, but also for the missing parts, e.g. the legs of tables and chairs. In addition, our generated shapes are more realistic compared to other methods, such as the results of lamp and plant.

To further verify the effectiveness of our self-supervised learning, we evaluate our approach on the self-supervised setting (CRN (US)) and the hybrid training. We treat all the training examples as unlabeled data for the self-supervised experiments. We can obtain the conclusion that our method under self-supervised setting is capable of completing the objects without accessing any fully complete point sets. As the results shown in Table 4, our self-supervised result CRN (US) already outperforms other methods, and SCRN further improves the performances. This also verifies the superiority of our cascaded refinement method. In the hybrid training shown in Table 6, we draw varying ratios of labeled data out of the original training set in different experiments, e.g. 30% represents 30% of training data are original training pairs and 70% of training data are our created pairs. We denote them as semi-supervised settings and show the results in Table 6. With the ratio of labeled data decreases, the margin between our method and the fully supervised methods increases. Given 10% labeled data, our self-supervised strategies improve around 31.0% and 22.4%
**Methods**

| Methods          | Avg   | Bathtub | Bad   | Bookshelf | Cabinet | Chair   | Lamp   | Monitor | Plant  | Sofa   | Table  |
|------------------|-------|---------|-------|-----------|---------|---------|--------|---------|--------|--------|--------|
| TopNet [14]      | 4.172 | 3.767   | 2.829 | 3.745     | 4.208   | 3.247   | 17.862 | 3.295   | 7.963  | 3.208  | 2.345  |
| SA-Net [47]      | 4.541 | 3.881   | 2.824 | 4.654     | 4.643   | 3.521   | 18.159 | 3.371   | 8.838  | 3.321  | 2.770  |
| SoftPoolNet [55] | 3.898 | 3.944   | 2.892 | 3.754     | 4.839   | 2.889   | 16.033 | 3.205   | 5.427  | 3.241  | 2.623  |
| CRN (US)         | 3.491 | 3.997   | 3.120 | 3.056     | 4.194   | 2.356   | 4.796  | 3.433   | 5.352  | 3.645  | 2.358  |
| CRN              | 2.606 | 2.329   | 1.747 | 2.311     | 2.828   | 1.618   | 8.258  | 2.120   | 5.394  | 2.104  | 1.766  |
| SCRN             | 2.472 | 2.409   | 1.717 | **2.258** | 2.804   | **1.607** | **6.133** | 2.121   | **4.862** | 2.112  | **1.645** |

**TABLE 4:** Quantitative comparison for point cloud completion on ten categories objects from the ModelNet dataset.

**Table 5:** Quantitative comparisons on the ModelNet dataset.

| Methods          | Fidelity | Plaus. (%) |
|------------------|----------|------------|
| PCN (US) †       | 3.31     | 65         |
| CRN              | 0.139    | 57         |
| SCRN             | 0.139    | 57         |

**TABLE 6:** Quantitative comparisons for semi-supervised learning on ten categories of objects on the ModelNet dataset. Results are represented by mean Chamfer Distance per point (10⁻³). † represents the training with both labeled and unlabeled data.

Over PCN and CRN on the ModelNet dataset, respectively. This indicates that our self-supervised strategies together with the auto-encoder sub-network improve the semi-supervised performances consistently. Moreover, our proposed strategies are compatible with different backbones and can improve the performances consistently.

**4.7 Point Completion on the Real-world Datasets**

In addition to the synthetic dataset, we test on cars of the KITTI [62] dataset and tables of the MatterPort [63] dataset.

**Table 7:** Quantitative comparisons on the real-world datasets. Plaus. represents for the classification accuracy produced by PointNet [1]. Fidelity: the lower the better. Plaus.: the higher the better.
TABLE 8: Space and time comparisons of different methods. Time$^1$ and Time$^2$ represent the times of 16,384 and 2,048 resolutions, respectively.

| Method          | BS   | w/ Mir | w/ CE | w/ Dis |
|-----------------|------|--------|-------|--------|
| CD (10$^{-3}$)  | 6.523| 6.331  | 6.243 | 6.181  |

TABLE 9: Ablation studies on the bed category of the ModelNet dataset.

| Resampling | Mixup | Partial AE | ModelNet |
|------------|-------|------------|----------|
| ✓          | ✗     | ✓          | 6.887    |
| ✓          | ✓     | ✗          | 6.577    |
| ✓          | ✓     | ✓          | 6.050    |
| ✓          | ✓     | ✓          | 4.838    |
| ✓          | ✓     | ✓          | 4.496    |

TABLE 10: Ablation studies on the ModelNet dataset. Results are represented by mean Chamfer Distance per point (10$^{-3}$).

as well to show the robustness of our methods. We take a sequence of Velodyne scans from the KITTI dataset following PCN to obtain 2,401 partial point clouds. 20 examples for table category are extracted from the MatterPort [63] dataset following Pcl2pcl [56]. Since existing methods cannot be trained on the real-world datasets due to the lack of ground truth, we directly take use of the pre-trained models on the Completion3D dataset for testing and show the qualitative results in Figure 8. The average number of partial inputs in the KITTI dataset is 440, or even fewer than 10 points in some cases, which is much smaller than the average number of the synthetic ShapeNet dataset (larger than 1,000). Despite that, we obtain good results with high-fidelity outputs and hallucinate finer details at the same time compared to other approaches, e.g., the rear parts of the cars in the first two rows of Figure 8 while other methods fail to generate the details and obtain low-quality results. Our method also generates more precise table planes compared to other approaches, as can be seen from the last two rows of Figure 8.

The quantitative results are shown in Table 7. Following PCN [13] and Pcl2pcl [56], we adopt fidelity and plausibility as the evaluation metrics. Our methods CRN and SCRN achieve the best and second-best performance on fidelity for the car generation, respectively. Both CRN and SCRN obtain comparable classification accuracy to PCN. For the table generation, SCRN achieves the best performances on both fidelity and classification accuracy followed by CRN. These quantitative results verify the robustness of our approach on the real-world datasets although no ground truth are available.

4.8 Time and Space Complexity Analysis

We show the number of parameters and inference time of different methods in Table 8. The average inference time is computed by 5,000 forward steps on a Titan X GPU with two resolution points: 2,048 and 16,384. As shown in Table 8, our model consumes fewer parameters compared to other methods, especially the voxel-based method GRNet [48]. The last row (Time$^2$) shows that PCN and our method are the most efficient algorithms in terms of inference time when the output resolution is 2,048. The 3rd row (Time$^1$) shows that we achieve comparable time efficiency with PCN and TopNet, and is better than GRNet and SoftPoolNet when output resolution is 16,384. This comparison verifies that our progressive refinement process does not consume extra time. Since SA-Net only generates the results with the resolution of 2,048, we only show their inference time for the resolution of 2,048.

4.9 Ablation Studies

We first evaluate the performance of our network trained with different variants of CDs on the PCN dataset. The quantitative results in Table 1 indicate that our network trained with CD-2 achieves better results. Qualitative comparisons between CD-1 and CD-2 are shown in Figure 9. Although both losses capture the general shapes with similar details of objects, the results of CD-2 are more evenly distributed compared to the results of CD-1. For example, more points are clustered on the top edges of chairs in the results of CD-1.

We also evaluate the effectiveness of the discriminator (Dis), the mirroring operation (Mir) and the contraction-expansion unit (CE) of our point completion network. We denote our method without discriminator, the mirroring operation or the contraction-expansion unit as the baseline (BS). The quantitative comparison is shown in Table 9. All experiments are done on the point resolution of 2,048. We choose the bed category of the ModelNet dataset as an example. The improved performances achieved by adding each component to the baseline model verify the contribution of each component.

We further analyze the effects of the partial reconstruction, resampling strategy and MixUp strategy on the ModelNet dataset with 10% labeled data. The results are shown in Table 10. It is obvious that every component contributes to the whole pipeline since removing any part is detrimental to the performance. Moreover, the superior results of SCRN against to CRN on the datasets of PCN (Table 1), Completion3D (Table 3) and ModelNet (Table 4) also verify the effectiveness of our proposed strategies.

5 Conclusion

In this work, we propose a two-branch shape completion network with self-supervision to generate complete points given the partial inputs. Our cascaded refinement generator exploits existing details from the partial inputs and synthesizes the missing parts with high quality. Furthermore, we propose two strategies to generate training pairs without the fully complete ground truth to enable our network to train with a self-supervised training scheme. Our results are evaluated on different completion datasets and achieved state-of-the-art performances.
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1 NETWORK ARCHITECTURE DETAILS

We illustrate the details of the coarse reconstruction, dense reconstruction and discriminator in this section.

1.1 Coarse Reconstruction

The coarse reconstruction stage consists of three fully-connected layers with the size of 1024, 1024 and 1536 units and a reshaping operation to obtain $512 \times 3$ points.

1.2 Dense Reconstruction

We design a lifting module to increase the point size by a factor of two and concurrently refine the point positions by the feature contraction-expansion unit. Shared multi-layer perceptrons (MLPs) are used for feature contraction and expansion due to its efficiency. The two operations are represented as $f_c = RS(C_C(f_S))$ and $f_e = RS(C_E(f_c))$, respectively. $RS(\cdot)$ is a reshaping operation. $C_C(\cdot)$ and $C_E(\cdot)$ are two MLPs blocks with $\{64, 128\}$ and $\{64\}$ neurons, respectively. $f_c$ is the feature obtained by contraction, and $f_e$ is the feature obtained by expansion. Our lifting module predicts point feature residuals instead of the final output since deep neural networks are better at predicting residuals. Overall, the output point set $P_i$ in an one-step refinement is represented as:

$$P_i = F(P'_S) + P'_S,$$

where $F(\cdot)$ represents the lifting module, and it predicts per-vertex offsets for the input point set $P'_S$. ReLU activation is used for all the convolution layers except for the last one.

1.3 Discriminator

As shown in Figure 1, our discriminator consists of a patch selection, a hierarchical feature integration and a value regression.

**Patch selection.** We first sample 256 seed points by FPS from the complete point sets similar with PointNet++. Neighboring points that are within a radius to the seed points are collected by the ball query method. The three radii are $\{0.1, 0.2, 0.4\}$ and the number of neighborhoods $K$'s are $\{16, 32, 128\}$.

**Hierarchical feature integration.** The inputs are 256 local regions of points with data size of $256 \times K \times 3$. Three shared MLPs blocks with $\{16, 16, 32\}, \{32, 32, 64\}$ and $\{32, 48, 64\}$ neurons followed by a max-pooling operation are used to extract locally global point features. The output is the concatenation of three $256 \times 160$ features.

**Value regression.** The confidence scores for each local patch are regressed by an MLP with one single neuron. The output size is $256 \times 1$.

2 MORE EXPERIMENTAL RESULTS

2.1 Qualitative Results of non-symmetric Objects

Qualitative results of the non-symmetric objects are shown in Figure 2, where reasonable object shapes with high-quality details are generated. This verifies that although we assume the objects are symmetrical regarding $xy$-plane, our network is not limited to the symmetrical objects. We mirror the inputs to provide possible initial point coordinates for the lifting module. The mirrored points may not belong to the missing part, but the coordinates are further refined by our lifting module.

2.2 More Qualitative Results

Figures 3 shows the qualitative results for the occlusion experiments. We remove different ratios of points from the complete point sets to test the robustness of the methods. Specifically, we remove 20%, 50% and 70% of points from the complete point clouds. The performances of different methods drop with the increase in occlusion ratios. Nonetheless, our results are more realistic compared to other approaches.
Fig. 2: Qualitative results of non-symmetric objects.
Fig. 3: Qualitative comparison results for the occluded ModelNet dataset. We show different results for three occlusion ratios: 20%, 50% and 70%. The resolutions of output and ground truth are 2048.