MO-MEMES: A method for accelerating virtual screening using multi-objective Bayesian optimization
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The pursuit of potential inhibitors for novel targets has become a very important problem especially over the last 2 years with the world in the midst of the COVID-19 pandemic. This entails performing high throughput screening exercises on drug libraries to identify potential “hits”. These hits are identified using analysis of their physical properties like binding affinity to the target receptor, octanol-water partition coefficient (LogP) and more. However, drug libraries can be extremely large and it is infeasible to calculate and analyze the physical properties for each of those molecules within acceptable time and moreover, each molecule must possess a multitude of properties apart from just the binding affinity. To address this problem, in this study, we propose an extension to the Machine learning framework for Enhanced Molecular Screening (MEMES) framework for multi-objective Bayesian optimization. This approach is capable of identifying over 90% of the most desirable molecules with respect to all required properties while explicitly calculating the values of each of those properties on only 6% of the entire drug library. This framework would provide an immense boost in identifying potential hits that possess all properties required for a drug molecules.
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1. Introduction

Drug discovery is a long, expensive, and extremely laborious process that involves multiple steps with knowledge from a wide variety of domains like chemistry, biology and pharmacology. The first step in this process is the identification of potential hit molecules for a novel target followed by experimental evaluation typically using biochemical assays toward lead identification. These hits are then optimized to have higher binding affinity, low toxicity, and improved bioavailability among other requirements. The time and expense involved in this process has given rise to alternate in silico approaches like virtual screening wherein molecules are computationally evaluated to identify potential hits. The structure based drug design (SBDD) method, docking, is used most commonly in virtual screening to identify molecules with high binding affinity to the given target (1–4).
The availability of large scale open source datasets in molecular sciences has opened up the avenue for the application of a wide array of modern machine learning methods in this domain (5, 6). This includes problems like physical property prediction (7–9), drug design (10), protein structure predictions (11, 12), molecular simulations (13–16) and de novo molecule generation (17). Most de novo molecule generation approaches are based on recurrent neural networks (18, 19), variational autoencoders (20–22), generative adversarial networks (23–26), reinforcement learning (27–30). These methodologies have shown great promise in molecule generation with desirable properties like quantitative estimate of drug likeness (QED), octanol partition coefficient (LogP) and docking scores but Gao and Coley found that a large number of the generated molecules though novel and diverse, are infeasible to synthesize (31).

In comparison, molecules present in drug libraries enumerated through simple reactions can also be novel, diverse and synthesizable with a probability of \( \approx 86\% \) (31, 32). However, virtual screening of large molecule libraries can be extremely time consuming since finding the most stable protein-ligand conformation is a non-convex optimization problem making each docking calculation extremely slow. Even in the most comprehensive study by (33) approximately \( 10^8 \) molecules were docked, but that is still a very small number in comparison to the vast ZINC20 library with about 1.4 billion molecules (34). Moreover, their study also showed that hits for a target can be identified using only the top fraction of the ligands with respect to the docking score. This posits the argument for efficiently sampling from the chemical space to find molecules with high docking scores.

The DeepDock algorithm by Liao et al. helped in this regard by augmenting the SBDD process and managed to obtain top 60% of the high scoring molecules with 50 times fewer docking calculations and Graff et al. proposed the application of pool based active learning for identifying potential hits (35, 36). Gupta and Zhou clustered the molecules based on molecular properties and performed limited docking to improve high throughput virtual screening (37). We proposed MEMES which uses Bayesian optimization on the chemical space to find the top scoring molecules and using gaussian process regression to estimate the protein-ligand docking score. We showed that the proposed framework was able to identify most of the top scoring molecules by performing docking calculations on only 6% of the molecules in the drug library and showed its application on multiple drug libraries and proteins. However, finding molecules with the highest docking scores is not enough since drug molecules must also possess other properties like high QED and LogP between 1 and 5 and it was found that most high scoring drug molecules violate one or more of these constraints. Hence, there is a requirement for frameworks that can optimize for multiple properties during high throughput virtual screening like the work by Baird et al. (38).

In this study, we propose MO-MEMES (Figure 1), a machine learning based framework for finding the top hits in a drug library with respect to multiple properties simultaneously. To achieve this, we perform multi-objective Bayesian optimization to find molecules that lie at the pareto front with respect to the required properties. A small subset of the library is sampled initially and all the properties are calculated for them. This training set is iteratively augmented using an acquisition function which aims to find molecules that show an improvement for as many properties as possible. We experiment with two acquisition functions and show their application on different combinations of properties. This methodology was successful in finding a large number of molecules at/near the pareto front while performing docking calculations on only 6% of the ligands.

2. Theory and methods

For the purpose of this study, we have extended the MEMES framework by Mehta et al. (39) due to its excellent performance using new acquisition functions to account for multiple properties during Bayesian optimization (40, 41). This section describes the docking methodology, molecular representation, an overview of MEMES and the acquisition function.

2.1. Docking methodology

Molecular docking is a powerful tool for measuring the binding affinity of a ligand with a protein receptor using a simple scoring function. Hence, it is extremely useful in identifying potential inhibitors from small molecule libraries. Ligand and receptor preparation were done using AutoDock 4.2 (42). For the purpose of this study, the ZINC-250K dataset, a subset of the ZINC15 (43) database of drug like molecules was used to identify the top hits for inhibiting the Tau Tubulin Kinase 1 and SARS CoV-2 Mpro proteins.

2.2. Machine learning framework for Enhanced MolEcular Screening (MEMES)

The MEMES framework uses Bayesian optimization to find the potential inhibitors for a target from the given drug library. Bayesian optimization is especially useful for optimizing expensive black-box function like binding affinity. There are two main components in Bayesian optimization: a surrogate function that can be used to approximate the black box and an acquisition function to determine the next points to sample. In this work we have used Gaussian Process Regression (ExactGP) and Deep Gaussian Processes.
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Overview of the MO-MEMES pipeline. Embeddings for small drug-like molecules in ligand library are extracted and clustered. Points are sampled randomly from each cluster and respective properties are calculated for each of them and then used to train gaussian process regression.

(DeepGP) as the surrogate functions along with two types of molecular descriptors: mol2vec and CDDD (44, 45). The details regarding the ExactGP are provided in Section 2.2.1, DeepGP in the Supplementary material and acquisition function in Section 2.2.2.

2.2.1. Gaussian process regression (GPR)

Gaussian process regression is a non-parametric Bayesian regression technique. In Bayesian statistics it assumed that all the \(k\) points in the initial dataset are drawn at random from a prior multivariate gaussian distribution given by:

\[
\begin{align*}
    f(x_1:k) &\sim N(\mu_0(x_1:k), \Sigma_0(x_1:k,x_1:k)) \\
    \mu_n(x) &= \Sigma_0(x,x_1:k)\Sigma_0(x_1:k,x_1:k)^{-1}(f(x_1:n)−\mu_0(x_1:n)) + \mu_0(x) \\
    \sigma_n^2(x) &= \Sigma_0(x,x) − \Sigma_0(x,x_1:k)\Sigma_0(x_1:k,x_1:k)^{-1}\Sigma(x_1:n,x)
\end{align*}
\]

The conditional probability distribution is called the posterior probability distribution. For faster computations, the matrix inversions are obtained through Cholesky decompositions and solving a system of linear equations. The implementation of exact gaussian processes in GPyTorch is used in this work (46).
2.2.2. Expected improvement (EI)

The acquisition function is used to find points to be added to the dataset during Bayesian optimization. For maximizing the black box function, the new points must possess a balance between exploring unknown regions of the space as well as exploiting the information about where the function value is maximum. The acquisition function is responsible for finding such points and Expected Improvement is one such function. The improvement \( I \) at a point \( x \) is defined as

\[
I = \max(0, f(x) - f^*)
\]  

In Equation (5), \( f^* \) refers to best function value found so far. In this scenario, since gaussian processes are being used, \( f(x) \) is a random value \( \sim N(\mu, \sigma^2) \) where \( \mu \) and \( \sigma \) correspond to a mean and variance evaluated at point \( x \). The expected improvement is then defined as

\[
EI(x) = E[max(0, f(x) - f^*)]
\]  

After integrating the reparameterized distribution \( x = \mu + \sigma \epsilon \) \((47)\), the obtained expected improvement for a point \( x \) is given by

\[
EI(x) = \sigma(x)Z\Phi(Z) + \sigma(x)\phi(Z)
\]  

| Protein | Binding affinity | LogP | SAS | Descriptor |
|---------|------------------|------|-----|------------|
| 4BTK    | ×                | ×    |     | CDDD       |
| 4BTK    | ×                | ×    |     | CDDD       |
| 4BTK    | ×                | ×    |     | CDDD       |
| 6LU7    | ×                | ×    |     | CDDD       |
| 6LU7    | ×                | ×    |     | CDDD       |
| 6LU7    | ×                | ×    |     | Mol2vec    |
| 4BTK    | ×                | ×    |     | Mol2vec    |
| 4BTK    | ×                | ×    |     | Mol2vec    |
| 6LU7    | ×                | ×    |     | Mol2vec    |
| 6LU7    | ×                | ×    |     | Mol2vec    |
| 6LU7    | ×                | ×    |     | CDDD       |
| 4BTK    | ×                | ×    |     | CDDD       |

**TABLE 1.** List of experiments performed to validate the performance of MO-MEMES.

**FIGURE 2.** Heatmap of fraction of molecules sampled from each bucket of docking score and LogP. (A) shows the heatmap for protein target 4BTK while (B) shows for 6LU7.
Heatmap of fraction of molecules sampled using MEMES framework from each bucket of docking score and SAS. (A) shows the heatmap for protein target 4BTK while (B) shows for 6LU7.

\[ Z = \frac{\mu(x) - f^* - \zeta}{\sigma(x)} \]  

In Equation (7), \( \Phi \) and \( \phi \) are the cumulative distribution function and probability distribution function respectively. The term \( \zeta \) determines the degree of exploration during optimization.

### 2.3. Multi objective Bayesian optimization

Multiobjective optimization is a significantly more complex problem than single objective optimization since in this case optimal decisions have to be taken considering the trade-offs between conflicting objectives. The task is to find the pareto frontier which is the set of points such that no objective can be improved without making another objective worse. This problem becomes significantly harder when we work with black box functions in high dimensional space and hence, we try to extend the single objective Bayesian optimization approach mentioned in the previous sections to multiple objectives.

Multiobjective Bayesian optimization also consists of two parts: the surrogate model and the acquisition function. For the surrogate, we continue to use exact gaussian processes. However, the choice of acquisition functions is an active area of research since the acquisition function for multiple objective along with balancing exploration and exploitation must also promote improvement for as many objectives as possible in order to identify the pareto optimal points. These include work by Daulton et al. (40, 41) and Suzuki et al. (48).

#### 2.3.1. Acquisition function

For the purpose of this study, exact gaussian processes are trained on each of the given objectives separately and then used to calculate the expected improvement for each point in the dataset. The expected improvements from each objective are then multiplied and the product of individual expected
improvements is then used as the acquisition function.

\[ EI(x) = EI_1(x) \times EI_2(x) \times \cdots \times EI_n(x) \quad (9) \]

In the aforementioned equation, \( EI_i(x) \) is the expected improvement of the \( i \)th objective. The molecules with the highest \( EI(x) \) are then inducted into the training set and the process is then repeated till a preset number of molecules is reached.

3. Results and discussion

In this section, experiments were performed on different combinations of properties and proteins to validate the performance of the proposed framework. The proteins used for this study are

- SARS CoV-2 \( M_{pro} \) (PDB ID: 6LU7): With the world in the midst of a global pandemic caused by COVID-19, the main
protease ($M_{pro}$) has been identified as an important target due its vital role in viral transcription and replication (49).

- Tau Tubulin Kinase 1 (PDB ID: 4BTK): Neurodegenerative diseases have become extremely common over the past few years, and the tau-tubulin kinase 1 has proved to be an attractive target to combat a wide variety of neurodegenerative diseases (50).

In order to model this as a multi-objective maximization problem, transformations are applied on all three properties. Binding affinity and Synthetic Accessibility Score (SAS) are multiplied by -1 since the values need to be as low as possible. A gaussian transformation is applied on the LogP values such that there is a peak at 2.5. The experiments performed in this study are listed in Table 1.

### 3.1. Exact MO-MEMES

This section describes the results obtained by applying the Exact MO-MEMES architecture in screening the ZINC-250K library to find potential hits for 6LU7 and 4BTK. Section
3.1.1 elaborates the performance of MO-MEMES on different combinations of two properties and Section 3.1.2 talks about how MO-MEMES works on sampling molecules that possess three properties simultaneously.

### 3.1.1. Optimizing two properties

The initial experiments were performed to see how the pipeline performs for sampling molecules with LogP close to 2.5 and a high binding affinity. We find that the proposed acquisition performs really well in identifying the molecules with desirable properties and this is shown in Figure 2. The red sections in the heatmap show that more than 90% of the desirable molecules were sampled i.e., molecules with binding affinity $< -8$ kcal/mol and LogP between 0 and 5 while performing docking calculations on only 6% of the entire dataset. Furthermore, the application of a Gaussian function on the LogP to identify molecules with LogP in the appropriate range also proved helpful in achieving the task. In order to analyze the effectiveness of the proposed algorithm, the molecules were split into buckets based on the binding affinity and LogP and the total number of molecules in each bucket was then compared to the number of molecules identified by MO-MEMES.
For further validation, another combination of properties was used: SAS and binding affinity. The results for the experiments involving binding affinity and SAS for 4BTK and 6LU7 are available in Figures 3A,B, respectively. In this scenario, the most desirable region is the top left and for both proteins, the proposed acquisition function identifies majority of the molecules in the regions where both properties are optimal. In the most desirable region where SAS $< 2$ and binding affinity $< -8$ kcal/mol, all the molecules are sampled. This shows that the proposed acquisition function captures the joint information from each property and finds the molecules at the pareto frontier.

3.1.2. Optimizing three properties

The previous section shows the capability of the proposed framework to sample molecules with two properties but for further generalization, the pipeline was used for three properties as well: binding affinity, LogP and...
SAS. Moreover, from the experiments listed in Table 1, a consistent trend was seen that models using CDDD embeddings performed better than the ones with Mol2vec embeddings. Hence, for this task CDDD embeddings have been used for finding potential hits against both 6LU7 and 4BTK.

In Figures 4, 5, the distributions of binding affinity, LogP and SAS of the sampled molecules are plotted in blue and this is compared to random sampling drawn in orange. The shift in distribution of binding affinity and SAS toward lower values along with a peak close to 2.5 for LogP in comparison to random sampling show that MO-MEMES achieves the goal of sampling molecules with more than two desirable properties as well.

3.2. Deep MO-MEMES

The Exact MO-MEMES framework performs extremely well across all the tasks however, Exact MO-MEMES
cannot be scaled to very large datasets due to the space and time constraint of the ExactGP model. Hence, the performance of Deep MO-MEMES is first verified on three properties on the ZINC-250K dataset followed by applying it on the enamine collection by HTS which contains 2 million molecules. The application of Deep MO-MEMES to all the experiments listed in Table 1 are available in the Supplementary material.

3.2.1. Optimizing three properties

The performance is evaluated by applying it to sampling molecules from ZINC-250K that possess a desirable binding affinity, LogP and SAS. In Figures 6, 7, for each property two are plotted. The orange curve represents the distribution of the property of molecules sampled randomly and the blue curve represents the distribution of the property of molecules sampled by Deep MO-MEMES. It is visible that the distribution of binding affinity of molecules sampled by Deep MO-MEMES is further to the left in comparison to random sampling. Similarly, for SAS and LogP, sharp peaks are seen at 2 and 2.5 respectively which is desirable.

3.2.2. Performance on large dataset

In this section, application of Deep MO-MEMES is shown on Enamine\(^1\) dataset, used for virtual screening. Enamine HTS collection containing 2,106,952 screening compounds is used to find potential hit molecules against target receptor TTBK1.

The performance of Deep MO-MEMES is showcased in Figure 8 where we see a trend consistent with the previous sections. The molecules sampled by MO-MEMES possess a more negative docking score, significantly lower SAS and LogP values between 0 and 5. Hence, this shows that MO-MEMES gives great performance on large datasets with multiple properties as well and hence, can be used for screening large libraries as well.

4. Conclusion

In this study, we propose MO-MEMES, a multi objective extension of the MEMES framework proposed by Mehta et al. for machine learning aided enhanced molecular sampling. MO-MEMES uses multi-objective Bayesian optimization to sample molecules from drug libraries that possess multiple desirable properties like binding affinity, LogP and synthetic accessibility. This is done by training individual gaussian process models for each property and using the product of the individual expected improvements of each property to sample the next set of points. This acquisition function was used with both Exact MO-MEMES and Deep MO-MEMES variations of MEMES on different combinations of properties and proteins. The proposed approach showed great performance in sampling molecules with desirable properties while optimizing for two and three objectives and consistently sampled more than 90% of the top hits i.e., molecules at the pareto frontier with respect to all properties from the drug library of interest. This method can be efficiently used to screen large molecular libraries that are typically not feasible using traditional techniques and can be used in other domains as well by changing the scoring function that the GPR is expected to learn.
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