Interplay of different environments in open quantum systems: Breakdown of the additive approximation
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We analyze an open quantum system under the influence of more than one environment: a dephasing bath and a probability-absorbing bath that represents a decay channel, as encountered in many models of quantum networks. In our case, dephasing is modeled by random fluctuations of the site energies, while the absorbing bath is modeled with an external lead attached to the system. We analyze under which conditions the effects of the two baths can enter additively the quantum master equation. When such additivity is legitimate, the reduced master equation corresponds to the evolution generated by an effective non-Hermitian Hamiltonian and a Haken-Strobl dephasing super-operator. We find that the additive decomposition is a good approximation when the strength of dephasing is small compared to the bandwidth of the probability-absorbing bath.
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1. INTRODUCTION

Open quantum systems are nowadays at the center of many research fields in physics, ranging from quantum computing to transport in nano- and meso-scale solid-state systems as well as biological aggregates. In particular, charge or excitation transport in the quantum coherent regime can be considered one of the central subjects in modern solid-state physics and in quantum biology. When a quantum system interacts with other systems, it is often impossible to treat in detail the full unitary and coherent quantum dynamics of the cumulative structure. It is then necessary to restrict attention to a limited portion of it, which is referred to as an open quantum system, while surrounding systems—typically much larger—are called external baths. Neglecting the detailed evolution of the surrounding has two important consequences on the dynamics of the open quantum system: (1) We can have a leakage of excitation from the system. (2) The ignorance of the detailed coherences developed between the system and the baths makes the effective evolution incoherent. Typically, these effects are induced by the presence of (1) a decay channel and (2) a thermal bath.

Open quantum systems in relevant physical situations often interact with more than one environment. In the literature there are many examples of systems in which the effects of different environments are treated separately and added as independent terms in the master equation. Nevertheless, the fact that two different baths interact with the very same system would cause them to interact as well. Consequently, that they affect the system in an independent way is usually true only at the lowest perturbative orders. It is then very important to understand what is the scope of applicability of the independence hypothesis, which is at the basis of so many models proposed in the literature.

We identify the independence hypothesis with an additive approximation in the following sense. We assume that the isolated action of each bath on the system can be described in the master equation formalism by a Liouvillian super-operator which, by construction, does not depend on the parameters of any other bath. Then we consider the Liouvillian super-operator describing the combined action of multiple baths on the system. The various baths can be considered independent if the collective Liouvillian is well approximated by the sum of the single-bath Liouvillian super-operators. Our main objective is to investigate conditions under which such additive approximations are legitimate.

Tight-binding networks provide paradigmatic models, often successfully employed to capture essential physical effects. Their coupling with external environments can be taken into account in different ways. The action of decay channels (losses by recombination, trapping of the excitation into draining structures, etc.) is usually included by adding non-Hermitian terms to the Hamiltonian. Other important baths are those inducing static disorder (space-dependent) or dynamical disorder (time-dependent). These can be modeled in the framework of quantum master equations in Lindblad form. Notably, when both disorder and decay channels affect the open system, the strength of the coupling to the decay channel is usually assumed to be unaffected by the presence of disorder. This is a prominent example of the independence hypothesis mentioned above, the scope of which we intend to assess in the present paper.
condition the sum of those independent super-operators fails to describe the combined effect of both baths on the system.

Our analysis also confirms that, for sufficiently weak noise, the effects of the two baths are independent. In this case, the master equation is defined by the the sum of the contributions generated by an effective non-Hermitian Hamiltonian and by the Haken-Strobl dephasing super-operator. On the other hand, we show that a sufficiently strong noise leads to a breakdown of both the additive approximation and the effective non-Hermitian evolution. These findings complete those of a companion paper [24], in which the combined effect of static disorder and a decay channel was studied within the framework of the effective non-Hermitian Hamiltonian approach.

II. THE MODEL

We first introduce a Hermitian model to describe the decay of the excitation from the peripheral ring into the chain (Fig. 1). The chain represents a probability-absorbing channel, to be considered later in the limit of infinite length. Specifically, the ring with \( N_R \) sites and nearest-neighbor coupling \( \Omega_R \) is described by the tight-binding Hamiltonian

\[
H_R = \Omega_R \sum_{\langle r,r' \rangle} (|r\rangle\langle r'| + |r'\rangle\langle r|),
\]

where the sum runs over the pairs of neighboring sites. Each site of the ring is connected, through the tunneling amplitude \( \Omega_{RL} \), to the first site of a lead, described by a linear chain of \( N_L \) resonant sites with nearest-neighbor coupling \( \Omega_L \).

The total Hamiltonian of the extended system, written in the site basis

\[
(|r_\mu\rangle,|v_\nu\rangle, \mu = 1, \ldots, N_R, \nu = 1, \ldots, N_L)
\]

reads

\[
H = H_R + H_L + H_{RL} = H_0 + H_{RL}.
\]

Here the Hamiltonian for the lead is

\[
H_L = \Omega_L \sum_{v=1}^{N_L-1} (|v\rangle\langle v+1| + |v+1\rangle\langle v|),
\]

and the interaction between the ring and the lead is described by

\[
H_{RL} = \Omega_{RL} \sum_{\mu=1}^{N_R} (|r_\mu\rangle\langle \ell_1| + |\ell_1\rangle\langle r_\mu|),
\]

where \( \Omega_{RL} \) is the coupling between the ring sites and the first site of the lead. Note that we limit our considerations to the subspace containing a single excitation in both ring and lead together, such that not all states will participate in the dynamics.

One can imagine that, when \( N_L \) is large enough, the lead represents a good sink, in that it absorbs most of the excitation present in the system. In reality, the structure of the coupling between the ring and the lead is such that the decay of the excitation is strongly dependent on the initial state. The symmetry of the extended system leads to the situation that only one of the \( N_R \) ring eigenstates is coupled to the lead, with a coupling enhanced by a factor of \( \sqrt{N_R} \) compared to
the single-site coupling [24]. The super-transferring state \( |S\rangle \) is fully symmetric in the site basis of the ring and given by

\[
|S\rangle = \frac{1}{\sqrt{N_R}} \sum_{i=1}^{N_R} |r_i\rangle.
\]

This completely symmetric superposition of site states will decay with an enhanced rate, proportional to \( N_R \), giving rise to the phenomenon of superradiance. In contrast, the presence of static disorder or noise destroys the symmetry, restoring a democratic coupling of the ring states with the lead, and generating an overall decay rate independent of the system size \( N_R \) [11,25]. Such superradiant effects is a specific feature of this model but it is not essential to the results presented here.

A more important fact, also pointed out in Ref. [24], is that the lead can be effectively represented as a decay channel only if the coupling \( \Omega_R \) between ring sites is small compared to the lead bandwidth, determined by the coupling \( \Omega_L \). We thus assume \( \Omega_R \ll \Omega_L \) since it is only in this regime that the lead can be seen as a probability-absorbing bath for the ring system. We therefore neglect the ring coupling in the following analytical treatment. However, we confirm through numerical simulations that a finite but small value of \( \Omega_R \) does not affect our results; see Fig. 3 and the related discussion.

We now introduce a dephasing bath by assuming the presence of white-noise fluctuations on the excitation energy of the system sites. This means that the energies \( \varepsilon^R_i = \hbar \bar{q}_i^R \) of the ring sites undergo independent white-noise fluctuations with intensity \( \sigma^2_R \), i.e., formally the frequencies \( q^R_i(t) \) satisfy the relation

\[
\langle q^R_i(t)q^R_i(t') \rangle = \frac{\sigma^2_R}{h} \delta_{ii} \delta(t - t').
\]

We thus identify the energy scale \( \sigma^2_R \) as the dephasing strength on the ring. We could in principle apply this treatment also with the site energies of the lead that fluctuate with intensity \( \sigma^2_L \), but this would lead to a direct coupling between the dephasing and the dissipative bath (lead), thereby obscuring the main effect that we want to analyze. We thus set \( \sigma^2_L = 0 \) in what follows.

The quantum master equation that describes the evolution of the density matrix in the presence of such a dephasing noise is the Haken-Strobl [20] equation. Here we briefly recall its form, but in Appendix A we present a simple derivation of this result (in which also the energies of the lead sites can fluctuate), obtained by exploiting Itô’s stochastic calculus.

It is now convenient to view our network as a bipartite system. We thus label the states in the single-excitation subspace of the total Hilbert space as

\[
|i\rangle |0_L\rangle \quad (i = 1, \ldots, N_R),
\]

if the single excitation is on the \( i \)-th ring site, and

\[
|0_R\rangle |i\rangle \quad (i > N_R),
\]

if the single excitation is on the \((i - N_R)\)-th lead site. With \( |0_R\rangle \) and \( |0_L\rangle \) we denote the vacuum state on the ring and on the lead, respectively.

With this notation, the ring-lead density matrix admits the following representation:

\[
\rho(t) = \sum_{i,k=N_R} c_i c_k^* |0_R\rangle \langle 0_R| \otimes |i\rangle \langle k|
\]

\[
+ \sum_{i,k<N_R} c_i c_k^* |i\rangle \langle k| \otimes |0_L\rangle \langle 0_L|
\]

\[
+ \sum_{i<N_R,k>N_R} c_i c_k^* |0_R\rangle \langle i| \otimes |0_L\rangle \langle k|
\]

\[
+ \sum_{i>N_R,k<N_R} c_i^* c_k |0_R\rangle \langle i| \otimes |0_L\rangle \langle k|. \quad (10)
\]

The Haken-Strobl equation for the components \( \rho_{ik} = c_i c_k^* \) of the density matrix of the ring-lead system in the single-excitation subspace reads

\[
\dot{\rho}_{ik} = -\frac{i}{\hbar} ([H_0 + H_{RL}, \rho])_{ik} - (1 - \delta_{ik}) \frac{\sigma^2_{ik}}{\hbar} \rho_{ik}, \quad (11)
\]

where no summation on repeated indices is assumed, and

\[
\sigma^2_{ik} = \begin{cases} 
\sigma^2_R & \text{if } i,k \leq N_R, \\
\frac{\sigma^2_L}{2} & \text{if } i \leq N_R, k > N_R, \\
0 & \text{if } i,k > N_R.
\end{cases} \quad (12)
\]

We present in Appendix B the corresponding more common Lindblad form of Eq. (11), which is not restricted to the single-excitation subspace considered in our analysis.

III. REDUCTION TO THE SOLE RING

In our model, the lead represents a probability-absorbing bath. Under the assumptions discussed in the previous section, it is possible to reduce Eq. (11) to a master equation for the sole ring system, representing the combined effects of the dephasing and probability-absorbing baths.

A. Super-operator representation

To facilitate calculations, we now introduce some super-operators, defined by their action on \( \rho \) as follows:

\[
\mathcal{H}_0 \rho = \frac{i}{\hbar} [H_0, \rho], \quad \mathcal{V}_{RL} \rho = \frac{1}{\hbar} [H_{RL}, \rho], \quad (13)
\]

\[
[D_{0}\rho]_{ik} = \begin{cases} 
(1 - \delta_{ik}) \frac{\sigma^2_{ik}}{\hbar} \rho_{ik} & \text{if } i,k \leq N_R, \\
0 & \text{otherwise},
\end{cases} \quad (14)
\]

\[
[D_{RL}\rho]_{ik} = \begin{cases} 
\frac{\sigma^2_L}{2} \rho_{ik} & \text{if } i(k) \leq N_R, k(i) > N_R, \\
0 & \text{otherwise}.
\end{cases} \quad (15)
\]

The master equation in super-operator form reads now

\[
\dot{\rho} = -[\mathcal{H}_0 + D_{0}] \rho - (\mathcal{V}_{RL} + D_{RL}) \rho, \quad (16)
\]

where \( [\mathcal{H}_0 + D_{0}] \) is the noninteracting super-operator. The interaction super-operators are \( \mathcal{V}_{RL} \), proportional to the coupling \( \Omega_{RL} \), and \( D_{RL} \), due to the noise terms. Whereas \( \mathcal{V}_{RL} \) corresponds to a physical interaction, \( D_{RL} \) is of rather informational nature, since it describes the suppression of coherences between ring and lead sites.

Being interested in studying the decay of the excitation from the ring into the lead, we assume the lead to be in the
vanishes, since the noninteracting evolution operator
condition approximation, yields the following form for the total density
\[ \rho(t) = \rho_0(t) \otimes |0_L\rangle \langle 0_L| \]
\[ = \sum_{i,k \leq N_R} c_i(t)c_k^*(t) |i\rangle \langle k| \otimes |0_L\rangle \langle 0_L|. \tag{17} \]

**B. Extended interaction picture**

We now move to the interaction picture in the super-operator representation. We define
\[ \rho^I(t) = e^{(\mathcal{H}_0 + \mathcal{D}_0)t} \rho(t) \]
and
\[ \mathcal{V}_{RL}(t) + \mathcal{D}_{RL}(t) = e^{(\mathcal{H}_0 + \mathcal{D}_0)t} (\mathcal{V}_{RL} + \mathcal{D}_{RL}) e^{-(\mathcal{H}_0 + \mathcal{D}_0)t} \] \tag{19}
and rewrite Eq. (16) as
\[ \dot{\rho}^I = -[\mathcal{V}_{RL}(t) + \mathcal{D}_{RL}(t)] \rho^I. \tag{20} \]

A crucial observation is now that, under the assumption \( \rho^I(t) = \rho^I(0) \otimes |0_L\rangle \langle 0_L| \), we have \( \mathcal{D}_{RL}(t) \rho^I(t) = 0 \). Consequently, Eq. (20) reduces to
\[ \dot{\rho}^I = -\mathcal{V}_{RL}(t) \rho^I. \tag{21} \]

To find the reduced master equation for the ring system, we formally solve (21) and insert the solution into the r.h.s. of (21), leading to
\[ \dot{\rho}^I_R = -\operatorname{tr}_L[\mathcal{V}_{RL}(t) \rho^I(0)] + \int_0^t \operatorname{tr}_L[\mathcal{V}_{RL}(t') \dot{\rho}^I(t')] dt'. \tag{22} \]

As usual, the first term on the right-hand side of Eq. (22) vanishes, since the noninteracting evolution operator \( e^{\mathcal{H}_0 + \mathcal{D}_0}t \) annihilates the vacuum state on the lead, present in the initial condition \( \rho^I(0) \).

We will now compute an explicit expression for the foregoing equation in the case \( \Omega_\ell = 0 \) (no hopping on the ring), in which we can diagonalize the noninteracting super-operator \( \mathcal{H}_0 + \mathcal{D}_0 \) on the basis
\[ \{ \alpha_{ik} = \{|\alpha_\ell\rangle : i,k = 1, \ldots, N_R + N_L\} \}, \tag{23} \]
where, denoting by \( |E_\ell\rangle \) the lead eigenstates, \( |\alpha_\ell\rangle = |k\rangle |0_L\rangle \) for \( k \leq N_R \) and \( |\alpha_\ell\rangle = |0_R\rangle |E_\ell\rangle \) for \( k > N_R \). We will denote

the eigenvalue of the noninteracting super-operator \( \mathcal{H}_0 + \mathcal{D}_0 \) associated with \( \alpha_{ik} \) by \( \alpha_{ik} \). Clearly, the populations of the lead eigenstates are not evolving in time under the noninteracting super-operator. Consequently, \( \alpha_{ik} = 0 \) for \( k > N_R \).

The expression of \( \mathcal{V}_{RL}(0) \) on such basis and in the continuum limit \( N_L \to \infty \) is given by
\[ \mathcal{V}_{RL}(0) \rho = \frac{i}{\sqrt{N_R}} \sum_{k=m+N_R+1}^{N_R} \sum_{i=1}^{N_R} g_{E_i} |\alpha_{ik} + \alpha_{ki}\rangle \langle \rho| \langle E| \]
\[ + \text{H.c., } \rho], \tag{24} \]
where the sum over \( i \) is on the ring sites, the integral is on the lead energies with spectral density \( f(E) \), and we have
\[ g_{E_i} = \frac{\Omega_R \sqrt{2}}{\hbar} \sqrt{1 - \left( \frac{E}{2\Omega_L} \right)^2}. \tag{25} \]

If we denote by \( \alpha_{ik,rs} \) the components of \( \mathcal{V}_{RL}(0) \) in the basis \( (23) \), we can write
\[ \int_0^t \mathcal{V}_{RL}(t') \mathcal{V}_{RL}(t') \rho^I_R \otimes |0_L\rangle \langle 0_L| dt' \]
\[ = \int_0^t \sum_{i,k} \sum_{lm} \sum_{rs} \sum_{r} \rho_{rs} e^{a_{lm} t - a_{lm} t'} \mathcal{V}_{ik,lm} \mathcal{V}_{ik,rs} \mathcal{V}_{lm,rs} \mathcal{V}_{lm,rs} \rho_{rs} \sum_{r} dt' \tag{26} \]

In the previous expression, the operators \( \alpha_{ik} \) are the elements of the basis introduced in Eq. (23), with eigenvalues \( \alpha_{ik} \). Due to our assumption on the density matrix, the sum over \( rs \) comprises only ring components, that is \( r, s = 1, \ldots, N_R \). Now, \( \mathcal{V}_{lm,rs} \) vanishes if we have either \( l \leq N_R \) and \( m \leq N_R \) or \( l > N_R \) and \( m > N_R \).

**C. Trace over the lead**

By taking the partial trace over the lead bath we want to find a reduced super-operator that acts only on the reduced density matrix of the ring. This can be expressed in the basis
\[ \{ r_{ik} = |i\rangle \langle k| : i,k = 0,1, \ldots, N_R \}, \tag{27} \]
where we have introduced also the ring vacuum population and the related coherences.

Making the limit \( N_L \to \infty \) explicit and recalling that \( \alpha_{EE} = 0 \), we obtain
+ \int_0^t r_{00} \int dE \left[ \int dE' f(E') \sum_{m,r,t=1}^{N_R} e^{-i\epsilon Br} \mathcal{V}_{E'E,m} \mathcal{V}_{E',r,s} \rho_{r,t}(t') e^{i\epsilon Br} \right] dt' \\
+ \int_0^t r_{00} \int dE \left[ \int dE' f(E') \sum_{l,r,t=1}^{N_R} e^{-i\epsilon Bl} \mathcal{V}_{E'E,l} \mathcal{V}_{E',r,s} \rho_{r,t}(t') e^{i\epsilon Bl} \right] dt'. \quad (28)

In the previous expression, the operator terms are given by the elements $r_{ik}$ of the basis defined in Eq. (27).

We now substitute the expressions:

$$\alpha_{mE} = -\frac{i}{\hbar} E = -\alpha_{Em}, \quad \alpha_{rs} = \sigma^2(1 - \delta_{rs}),$$

$$\mathcal{V}_{E'm,rs} = \frac{i g^2_{E'm}}{\sqrt{N_R}} \delta_{ms}, \quad \mathcal{V}_{E'r,s} = -\frac{i g^2_{E'm}}{\sqrt{N_R}} \delta_{fr},$$

$$\mathcal{V}_{ik,E'm} = \frac{i g^2_{E'm}}{\sqrt{N_R}} \delta_{km}, \quad \mathcal{V}_{ik,E'^{r}} = -\frac{i g^2_{E'm}}{\sqrt{N_R}} \delta_{il},$$

$$\mathcal{V}_{EE',E'm} = -\frac{i g^2_{E'm}}{\sqrt{N_R}} \delta(E - E') = -\mathcal{V}_{EE',mE},$$

and

$$J(E') = |g^2_{E'}|^2 f(E') = \begin{cases} \frac{\Omega_{\text{fl}}^2}{2 \hbar^2} \sqrt{1 - \left(\frac{E'}{2\Omega_L}\right)^2} & \text{for } E \in [-2\Omega_L, 2\Omega_L], \\
0 & \text{otherwise.} \end{cases} \quad (33)$$

Then the partial trace becomes

$$\text{tr}_L \left\{ \int_0^t \mathcal{V}_{RL}(t') \mathcal{V}_{RL}(t') \rho_R(t') \otimes |0_L\rangle \langle 0_L| \ dt' \right\} = -\int_0^t dt' \sum_{l,k=1}^{N_R} r_{lk} \int dE' J(E') e^{i\alpha_{lk}} \sum_{r,s=1}^{N_R} \left[ e^{-iE'(t-t')} \delta_{ks} \rho_{rs}(t') + e^{iE'(t-t')} \delta_{ir} \rho_{rs}(t') \right]$$

$$+ 2 \int_0^t dt' r_{00} \int dE' J(E') \sum_{r,s=1}^{N_R} \rho_{rs}(t') \cos \frac{E'(t-t')}{\hbar}. \quad (34)$$

Substituting Eq. (34) into Eq. (22) would still entail a term that is nonlocal in time. To reach a local form of the reduced master equation we need further approximations.

### D. Wide-band limit

To understand better what are the crucial approximations, we first simplify the kernel $J(E')$ by setting $J(E') = J(0)$ for $E' \in [-2\Omega_L, 2\Omega_L]$, and zero otherwise. Such an approximation preserves the bandwidth of the decay channel while changing the profile of the density of states. Since this change is negligible close to the center of the band, it is expected to be a good approximation when the ring energies lie close to center of the lead energy band. Moreover, it has been noted multiple times (see, for instance, Refs. [24,26,27]) that the profile of the density of states close to the edges of the band influences the long-time behavior of the decay, but not its initial features.

Then, we perform the integration over $E'$ in Eq. (34) to obtain

$$\text{tr}_L \left\{ \int_0^t \mathcal{V}_{RL}(t) \mathcal{V}_{RL}(t') \rho_R(t') \otimes |0_L\rangle \langle 0_L| \ dt' \right\} = -\int_0^t \sum_{l,k=1}^{N_R} dt' r_{lk} \frac{2\pi \hbar J(0) \sin(2\Omega_L (t-t')/\hbar)}{\pi (t-t')} \sum_{r,s=1}^{N_R} e^{i\alpha_{lk}} (\delta_{ks} + \delta_{ir}) \rho_{rs}(t')$$

$$+ \int_0^t dt' r_{00} \frac{4\pi \hbar J(0) \sin(2\Omega_L (t-t')/\hbar)}{\pi (t-t')} \sum_{r,s=1}^{N_R} \rho_{rs}(t'). \quad (35)$$

We consider the characteristic time of the ring dynamics given by $\hbar/\alpha^2$ and introduce the characteristic dimensionless interval $\tau = \alpha^2 (t-t')/\hbar$. Since

$$\lim_{\omega \to \infty} \frac{\sin(\omega \tau)}{\pi \tau} = \delta(\tau) \quad (36)$$

in the sense of distributions, we can obtain a local-in-time equation by substituting $\tau$ in the previous expression and taking the wide-band limit $\Omega_L/\alpha^2 \to \infty$.

We remark that the wide-band limit is not performed with respect to the energy scale of the ring, which is always assumed negligible compared to $\Omega_L$ in our argument. What we are comparing here is the bandwidth of the probability-absorbing bath with the energy scale of the dephasing bath. This operation is responsible for removing back-action effects between the
two baths and yields
\[
\text{tr}_L\{\int_0^t V_{RL}(t')V_{RL}(t')\rho_R(t') \otimes |0_L\rangle \langle 0_L| \ dt'\} \\
= -\sum_{i,k=1}^{N_R} r_{ik} \left\{ \pi \hbar J(0) \sum_{r=1}^{N_R} e^{\sigma_{ik}(t)} \left[ \rho_{rk}(t) + \rho_{kr}(t) \right] \right\} \\
+ r_{20} 2\pi \hbar J(0) \sum_{r,s=1}^{N_R} \rho_{rs}(t) \right\}. \tag{37}
\]

E. Reduced master equation and effective Hamiltonian

If we now define

\[ \gamma = 2\pi \hbar^2 J(0) = 2\Omega^2_{RL}/\Omega_L \] (38)

and the decay operator \( W \) with matrix elements

\[ W_{ik} = \gamma/2 \] (39)

for \( i, k = 1, \ldots, N_R \), we can substitute Eq. (37) into Eq. (22), transform back to the Schrödinger picture and obtain the following equations for the elements of the reduced density matrix:

\[ \rho_{00}^R = \gamma \hbar \sum_{r,s=1}^{N_R} \rho_{rs}^R, \] \tag{40}

\[ \rho_{0i}^R = -\frac{i}{\hbar}((H_R^R)^R_{ik}) - i(W^R_{ik}) + (1 - \delta_{ik}) \frac{\sigma_{ik}^2}{\hbar^2} \rho_{ik}^R. \] \tag{41}

Within this approximation, which is good for \( \sigma_{ik}^2/\Omega_L \rightarrow 0 \), the terms encoding the effect of dephasing (proportional to \( \sigma_{ik}^2 \)) and the decay of the excitation (proportional to \( \gamma \)) enter additively in the final master equation (40)–(41). Retaining higher-order terms in the ratio \( \sigma_{ik}^2/\Omega_L \) would necessarily bring in terms involving products of \( \gamma \) and \( \sigma_{ik}^2 \).

It should be noted that, in the absence of dephasing (\( \sigma_{ik}^2 = 0 \)), Eq. (41) corresponds to the coherent evolution on the ring described by the effective non-Hermitian Hamiltonian \cite{15,24}

\[ H_{\text{eff}} = H_R - iW. \] \tag{42}

Consequently, we can say that, when the bandwidth of the decay channel is large compared to the intensity of the noise, the decay effects encoded in the non-Hermitian Hamiltonian and the dephasing effects described by the Haken-Strobl superoperator can be independently added to the closed-system Hamiltonian \( H_R \). This is the standard form found in the literature on excitonic transport \cite{8}.

Note that these results have been obtained by setting \( \Omega_R = 0 \), thus neglecting the effects of the coupling between ring sites. Nevertheless, on the basis of the analysis presented in Ref. \cite{24}, we expect the present results to remain valid provided that \( \Omega_R \) is well within the energy band of the lead. This expectation is confirmed by the numerical results presented in Fig. 3.

IV. NUMERICAL RESULTS

From the results of the previous sections, we expect that the strength of dephasing \( \sigma_{ik}^2 \) leading to a breakdown of the additive approximation is proportional to the energy bandwidth \( 4\Omega_L \) in the lead. To confirm this and to obtain an estimate of the actual proportionality factor, we performed some numerical simulations.

We compared the evolution generated by the Haken-Strobl master equation for the extended system comprising the ring and the lead sites [see Eq. (11)] with the evolution generated on the ring [reduced model, see Eqs. (40) and (41)] by the additive combination of the Haken-Strobl terms and the non-Hermitian terms describing the lead as a decay channel.

First, we studied the probability \( P(t) \) of finding the excitation in the ring at time \( t \), giving as initial condition a completely symmetric superposition of ring sites; see Eq. (6) and Fig. 2. As we already mentioned, in the absence of disorder and noise, such a superposition is a superradiant state. Indeed, its decay width for \( \sigma_{ij}^2 = 0 \) is \( N_R \) times larger than the single-site decay width \( \gamma = 2\Omega_{RL}^2/\Omega_L \). In the absence of noise, the agreement between the extended model and the reduced one is excellent, up to a time in which the finite length of the computational lead produces a spurious revival in the probability \( P(t) \), see vertical dotted line in Fig. 2 and
The agreement persists up to dephasing strengths of the order of the inter-site coupling $\Omega_L$ within the lead. For larger dephasing strength, the extended model features a much slower decay than the reduced model (in which the decay width converges to the single-site value $\gamma$) and the agreement is lost since the very early stages of the evolution. Indeed, large fluctuations of the ring site energies bring the energy of the system states close to the lead band-edges, the energy of the system states. In our case, such energy dependence affects the system independently and do not interfere with each other.

To generalize our results, we stress that the large bandwidth approximation corresponds to the case in which the coupling with the probability-absorbing bath does not depend on the energy of the system states. In our case, such energy dependence is strong only for energies close to the band edge of the lead, so that if the fluctuations induced by the dephasing environment bring the system energies close to the lead band-edges, the additive approximation breaks down. The general principle we can extract for different physical situations is the following: when the non-Hermitian description of a probability-absorbing bath is valid in the absence of other environments, it will remain valid even in the presence other environments when the fluctuations induced by the latter are so small that the energy dependence of the coupling with the probability-absorbing bath can be neglected. In particular, this will always be the case if the fluctuations induced by the other environments are
comparable with the system bandwidth. It could remain valid in principle for much larger strength of the fluctuations, like in the case studied in this paper, where we have shown that the relevant energy scale is the bandwidth of the lead and not the bandwidth of the ring system.

The main applicative implication of our investigation is in regard to engineered systems for photon sensing or light harvesting. In proposals for such devices (see Ref. [19]), the acceptor system is modeled as a semi-infinite lead as we did in our paper. Thus, our results have a direct impact on the modeling and on the design of devices where the couplings between the different components can be tuned to optimize the performance of the system.

In excitonic transport in natural light-harvesting complexes, dephasing is often modeled by independent random fluctuations of site energies as we did here. Moreover, non-Hermitian terms are used to model excitation loss by trapping or recombination. Indeed, in natural light-harvesting complexes, there are two main ways in which the excitation can leave the system: (1) by recombination and photon emission and (2) by trapping and charge separation in reaction centers. They constitute two independent probability-absorbing baths. As for the electromagnetic environment, its bandwidth is clearly very large since the photon can have any energy, moreover for the electromagnetic environment, its bandwidth is clearly constituting two independent probability-absorbing baths. As

As for the electromagnetic environment, its bandwidth is clearly very large since the photon can have any energy, moreover thermal fluctuations ($\approx 200 \text{ cm}^{-1}$) are only a tiny fraction of the excitation energy of the single molecule ($\approx 10^4 \text{ cm}^{-1}$) and they are comparable with the system bandwidth. For this reason, even if a more quantitative analysis should be carried out, our results support the widespread use of an effective non-Hermitian Hamiltonian entering additively in the master equation, following, for example, Ref. [10]. Regarding excitation loss by trapping in a reaction center, the actual physical processes involved are more complicated. All we can say is that care should be taken in modeling the interaction with the reaction centers and the wide-band condition should always be discussed on the basis of a more detailed analysis of each specific natural system.
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APPENDIX A: DERIVATION OF HAKEN-STROBL EQUATION

Here we will consider the Haken-Strobl master equation for the average density matrix which describes a system in the presence of stochastic fluctuations of the site energies (see Ref. [20]). In this section we introduce a simple way to derive the Haken-Strobl master equation, by using Itô’s stochastic calculus [28]. The starting point is a stochastic Schrödinger equation in the standard form (see Ref. [29]):

$$d\psi(t) = \left[-\frac{i}{\hbar}H(t) - \frac{1}{2} \sum_j R_j^*(t) R_j(t) \right] \psi(t) dt + \sum_j R_j(t) \psi(t) dW_j(t),$$

$$\psi(0) = \psi_0.$$  \hspace{1cm} (A1)

Alongside the deterministic Hamiltonian term $-(i/\hbar)H(t)\psi(t)dt$, we have a number of white-noise potentials $R_j(t)dW_j(t)$, and the term $1/2 \sum_j R_j^*(t) R_j(t)$, necessary to conserve the total probability. Each $dW_j(t)$ denotes the stochastic differential of an independent Wiener process and is characterized by a variance proportional to the time increment, namely, $(dW_j^2) \propto dt$. Note that Eq. (A1) is a linear Itô’s stochastic differential equation of the form $d\psi = Fdt + GdW$.

To model a system with $N$ sites (in the single-excitation approximation) with independent fluctuations of the site energies we assume that the operators $R_j(t)$, $j = 1, \ldots, N$, are constant in time and have the form

$$R_j^a = -\frac{i}{\sqrt{\hbar}} \sigma_j \delta^a_{\rho_j},$$  \hspace{1cm} (A2)

where $\sigma_j > 0$ indicates the intensity of the noise on site $j$, and $\delta_{ijk}$ is the three-index Kronecker symbol. We have then the following identifications:

$$F^a = \left(-\frac{i}{\hbar} H_\beta^\beta - \frac{1}{2\hbar} \sum_j \sigma_j^2 \delta_{\rho_j} \right) \psi^\beta,$$

$$G^a_j = -\frac{i}{\sqrt{\hbar}} \sigma_j \delta^a_{\rho_j} \psi^\beta.$$  \hspace{1cm} (A3)

From now on we assume summation over Greek repeated indices, while in the case of Latin indices the sum, if present, will be always explicitly written. In components on the site-basis Eq. (A1) reads

$$d\psi^a = \left(-\frac{i}{\hbar} H_\beta^\beta - \frac{1}{2\hbar} \sum_j \sigma_j^2 \delta_{\rho_j} \right) \psi^\beta dt + -\frac{i}{\sqrt{\hbar}} \sum_j \sigma_j \delta^a_{\rho_j} dW_j \psi^\beta.$$  \hspace{1cm} (A4)

We observe that the white-noise terms

$$V^a_j(t) = \sigma_j \delta^a_{\rho_j} dW_j(t), \quad j = 1, \ldots, N,$$  \hspace{1cm} (A5)

represent the random fluctuations of the energy of each site $(j)$ with intensity given by $\sigma_j^2 dt$.

We recall that Itô’s product formula for the stochastic differential of two processes $X$ and $Y$ such that

$$dX = F_1 dt + G_1 dW,$$

$$dY = F_2 dt + G_2 dW$$  \hspace{1cm} (A6)

reads

$$d(XY) = Y dX + X dY + G_1 G_2 dt.$$  \hspace{1cm} (A7)

By applying Itô’s rule (A7), we can obtain from Eq. (A1) the Quantum Stochastic Master Equation (QSME), governing
the evolution of the random density matrix \(|\psi\rangle\langle\psi|\). In components, the QSME reads

\[
d\langle \psi^\dagger \psi_s^* \rangle = -\frac{i}{\hbar} \left( H^0_{\rho} \psi^\dagger \psi_s^* - \psi^\dagger H^0_{\rho} \psi_s \right) dt \\
- \frac{1}{\sqrt{\hbar}} \sum_j \sigma_j \left( \delta_{\lambda_j} \psi^\dagger \psi_{\beta}^* dW_j - \psi^\dagger \psi_{\beta}^* \delta_{\lambda_j} dW_j \right) \\
- \frac{1}{2\hbar} \sum_j \sigma_j^2 \left( \delta_{\lambda_j} \psi^\dagger \psi_{\gamma}^* + \delta_{\gamma_j} \psi^\dagger \psi_{\lambda_j} \right) dt \\
+ \frac{1}{2\hbar} \sum_j \sigma_j^2 \left( \delta_{\gamma_j} \delta_{\lambda_j} \psi^\dagger \psi_{\rho}^* + \delta_{\lambda_j} \delta_{\gamma_j} \psi^\dagger \psi_{\rho}^* \right) dt.
\]

(A8)

By taking the expected value of the QSME (A8), recalling that terms proportional to \(dW_j\) have mean zero, we obtain the following equation for \(\rho = \langle \langle \psi \rangle \langle \psi \rangle \rangle\):

\[
d\langle \psi^\dagger \psi_s^* \rangle \\
= -\frac{i}{\hbar} \left( H^0_{\rho} \psi^\dagger \psi_s^* - \psi^\dagger H^0_{\rho} \psi_s \right) dt \\
- \frac{1}{\sqrt{\hbar}} \sum_j \sigma_j \left( \delta_{\lambda_j} \psi^\dagger \psi_{\beta}^* + \delta_{\gamma_j} \psi^\dagger \psi_{\lambda_j} \right) dt \\
+ \frac{1}{2\hbar} \sum_j \sigma_j^2 \left( \delta_{\gamma_j} \delta_{\lambda_j} \psi^\dagger \psi_{\rho}^* + \delta_{\lambda_j} \delta_{\gamma_j} \psi^\dagger \psi_{\rho}^* \right) dt.
\]

(A9)

The foregoing equation corresponds to the Haken-Strobl equation [20], and can be rearranged in the more familiar form

\[
\frac{d\rho_i^j}{dt} = -\frac{i}{\hbar} \left( \rho \psi^\dagger H_{\rho} \psi_s^* - \psi^\dagger H_{\rho} \psi_s \right) (1 - \delta_{\lambda_j} \delta_{\gamma_j}) \left( \sigma_j^2 + \sigma_\rho^2 \right) \rho_i^j.
\]

(A10)

We emphasize that no assumption is necessary on the Hermitian nature of the Hamiltonian. The foregoing result can be applied to the modeling of noise in the high-temperature limit for both the extended and reduced systems considered in the main text.

**APPENDIX B: HAKEN-STROBL IN LINDBLAD FORM**

With reference to the notation of Secs. II and III, we can express the Haken-Strobl master equation in terms of the projectors on single-excitation states \(|\alpha_i\rangle\), defined in Eq. (23). The equation reads

\[
\dot{\rho}(t) = -\frac{i}{\hbar} [H_R + H_L + H_{RL}, \rho] \\
+ \sum_{i=1}^{N_a} \frac{\sigma_i^2}{\hbar} \left( \langle \alpha_i | \rho | \alpha_i \rangle \langle \alpha_i | \alpha_i | - \frac{1}{2} \langle | \alpha_i | \alpha_i |, \rho \rangle \right).
\]

(B1)

where \(\sigma_i^2\) is the intensity of noise on the \(i\)-th state, i.e., \(\sigma_{i|i>N_a} = \sigma_R\), and \(\sigma_{i|i>N_a} = \sigma_i = 0\), compare Eq. (12). Evaluating matrix elements of this equation recovers the original dephasing dissipator (11).

---

[1] C. W. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
[2] P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys. 57, 287 (1985).
[3] G. L. Celardo and L. Kaplan, Phys. Rev. B 79, 155108 (2009);
G. L. Celardo, A. M. Smith, S. Sorathia, V. G. Zelevinsky, R. A. Sen’kov, and L. Kaplan, ibid. 82, 165437 (2010).
[4] F. Dolcini, R. C. Iotti, and F. Rossi, Phys. Rev. B 88, 115421 (2013).
[5] A. Ziletti, F. Bongorovil, G. L. Celardo, F. M. Izrailev, L. Kaplan, and V. G. Zelevinsky, Phys. Rev. B 85, 052201 (2012); S. Sorathia, F. M. Izrailev, V. G. Zelevinsky, and G. L. Celardo, Phys. Rev. E 86, 011142 (2012); I. F. Herrera-González, J. A. Méndez-Bermúdez, and F. M. Izrailev, ibid. 90, 042115 (2014).
[6] S. F. Huelga and M. B. Plenio, Contemp. Phys. 54, 181 (2013).
[7] J. M. Moix, M. Khasin, and J. Cao, New J. Phys. 15, 085010 (2013).
[8] M. Mohseni, P. Rebentrost, S. Lloyd, and A. Aspuru-Guzik, J. Chem. Phys. 129, 174106 (2008); M. B. Plenio and S. F. Huelga, New J. Phys. 10, 113009 (2008).
[9] G. L. Celardo, F. Bongorovil, V. I. Tsifrinovich, M. Merkli, and G. P. Berman, J. Phys. Chem. C 116, 22105 (2012); D. Ferrari, G. L. Celardo, G. P. Berman, R. T. Sayre, and F. Bongorovil, ibid. 118, 20 (2014).
[10] J. Grad, G. Hernandez, and S. Mukamel, Phys. Rev. A 37, 3835 (1988); F. C. Spon, J. R. Kulinski, and S. Mukamel, J. Chem. Phys. 94, 7534 (1991); M. J. Stephen, ibid. 40, 669 (1964); R. H. Lehmburg, Phys. Rev. A 2, 883 (1970).
[11] G. L. Celardo, P. Poli, L. Lussardi, and F. Bongorovil, Phys. Rev. B 90, 085142 (2014).
[12] G. L. Celardo, A. Biella, L. Kaplan, and F. Bongorovil, Fortschr. Phys. 61, 250 (2013); A. Biella, F. Bongorovil, R. Kaiser, and G. L. Celardo, Europhys. Lett. 103, 57009 (2013).
[13] G. Schaller, G. G. Giustero, and G. L. Celardo, Phys. Rev. E 94, 032135 (2016).
[14] H. Feshbach, Ann. Phys. 5, 357 (1958); 19, 287 (1962); 43, 410 (1967); C. Mahaux and H. A. Weidenmuller, *Shell Model Approach to Nuclear Reactions* (North Holland, Amsterdam, 1969).
[15] V. V. Sokolov and V. G. Zelevinsky, Nucl. Phys. A 504, 562 (1989); Phys. Lett. B 202, 10 (1988); I. Rotter, Rep. Prog. Phys. 54, 635 (1991); V. V. Sokolov and V. G. Zelevinsky, Ann. Phys. (N.Y.) 216, 323 (1992).
[16] A. F. Sadreev and I. Rotter, J. Phys. A 36, 11413 (2003); M. Weiss, J. A. Méndez-Bermúdez, and T. Kottos, Phys. Rev. B 73, 045103 (2006).
[17] N. Auerbach and V. Zelevinsky, Rep. Prog. Phys. 74, 106301 (2011).
[18] X. Hu, T. Ritz, A. Damjanovic, and K. Schulten, J. Phys. Chem. B 101, 3854 (1997).
[19] K. D. B. Higgins, S. C. Benjamin, T. M. Stace, G. J. Milburn, B. W. Lovett, and E. M. Gauger, Nat. Commun. 5, 4705 (2014).
[20] H. Haken and G. Strobl, Z. Phys. 262, 135 (1973).
[21] H. Fidder, J. Knoester, and D. A. Wiersma, J. Chem. Phys. 95, 7880 (1991); J. Moll, S. Daehne, J. R. Durrant, and D. A. Wiersma, ibid. 102, 6362 (1995).
[22] M. Sarovar and K. B. Whaley, New J. Phys. 15, 013030 (2013).
[23] F. C. Spano and S. Mukamel, J. Chem. Phys. 91, 683 (1989).
[24] G. G. Giusteri, F. Mattiotti, and G. L. Celardo, Phys. Rev. B 91, 094301 (2015).
[25] G. L. Celardo, G. G. Giusteri, and F. Borgonovi, Phys. Rev. B 90, 075113 (2014).
[26] A. Peres, Ann. Phys. 129, 33 (1980).
[27] H. M. Pastawski, Physica B 398, 278 (2007); E. Rufeil Fiori and H. M. Pastawski, Chem. Phys. Lett. 420, 35 (2006).
[28] L. C. Evans, An Introduction to Stochastic Differential Equations (AMS, Providence, RI, 2013).
[29] A. Barchielli and M. Gregoratti, Quantum Trajectories and Measurements in Continuous Time (Springer, New York, 2009).