COMBINATORIAL PROPERTIES OF ROGERS-RAMANUJAN-TYPE IDENTITIES ARISING FROM HALL-LITTLEWOOD POLYNOMIALS

CLAIRE FRECHETTE AND MADELINE LOCUS

Abstract. Here we consider the \( q \)-series coming from the Hall-Littlewood polynomials, 
\[
R_\nu(a, b; q) = \sum_{\lambda} q^{c(\lambda)} P_{2\lambda}(1, q, q^2, \ldots; q^{2b+1}).
\]
These series were defined by Griffin, Ono, and Warnaar in their work on the framework of the Rogers-Ramanujan identities. We devise a recursive method for computing the coefficients of these series when they arise within the Rogers-Ramanujan framework. Furthermore, we study the congruence properties of certain quotients and products of these series, generalizing the famous Ramanujan congruence 
\[ p(5n + 4) \equiv 0 \pmod{5}. \]

1. Introduction and Statement of Results

The famous Rogers-Ramanujan identities
\[
G(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(1 - q) \cdots (1 - q^n)} = \prod_{n=0}^{\infty} \frac{1}{(1 - q^{5n+1})(1 - q^{5n+4})}
\]
\[
H(q) := \sum_{n=0}^{\infty} \frac{q^{n^2 + n}}{(1 - q) \cdots (1 - q^n)} = \prod_{n=0}^{\infty} \frac{1}{(1 - q^{5n+2})(1 - q^{5n+3})}
\]
[3, p. 384] have inspired discoveries in many fields of mathematics and physics, such as algebraic geometry, group theory, knot theory, modular forms, orthogonal polynomials, statistical mechanics, probability, and transcendental number theory (see references in [2]). Much of their importance stems from the fact that the Rogers-Ramanujan infinite sums correspond to \( q \)-series which happen to equal infinite products. Recently, Griffin, Ono, and Warnaar unearthed a more general framework for Rogers-Ramanujan-type identities where the infinite sum of symmetric functions is equal to an infinite product with periodic exponents, which turns out essentially to be a modular function. These series are defined using Hall-Littlewood polynomials \( P_\lambda(x; q) \) (see Section 3.1 for definitions) [2].

To define these polynomials, we require notation for an integer partition, a non-increasing sequence of nonnegative integers with finitely many nonzero terms. For a partition \( \lambda = \)
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(λ₁, λ₂, ...), we let |λ| := λ₁ + λ₂ + ... and 2λ := (2λ₁, 2λ₂, ...). In particular, if λ is a partition of length n, then the corresponding Hall-Littlewood polynomial is a symmetric function in n variables. So, for particular ordered pairs ν = (c, d) and arbitrary a, b ≥ 1, we consider q-series of the form

\[(1.3)\quad R_ν(a, b; q) = \sum_{\lambda_1 \leq a} q^{c|λ|} P_{2λ}(1, q, q^2, \ldots ; q^{2b+d})\]

which correspond the left hand sides of the Rogers-Ramanujan identities if we take a = b = 1 and d = −1. Then, the series becomes

\[\sum_{\lambda_1 \leq 1} q^{c|λ|} P_{2λ}(1, q, q^2, \ldots ; q) = \sum_{n=0}^{\infty} q^{c(1^n)} P_{2^n}(1, q, q^2, \ldots ; q)\]

since the sum is over the empty partition and partitions containing n copies of 1, which we denote as λ = (1^n), for all n ≥ 1. Since

\[q^{c(1^n)} P_{2^n}(1, q, q^2, \ldots ; q) = \frac{q^{n^2+(c-1)n}}{(1-q) \cdots (1-q^n)}\]

this expression yields the series side of the Rogers-Ramanujan identities (1.1) and (1.2) when c = 1, 2. The work of Griffin, Ono, and Warnaar shows that for special choices of ν, \(R_ν(a, b, q)\) equals an infinite product of modular functions [2]. Notice that this framework then gives a way to define the q-series sides of the Rogers-Ramanujan type identities in terms of symmetric functions.

Therefore, the main objects of study here are the q-series defined by (1.3). First, we show that this framework gives rise to a recursive method of computing the coefficients of these q-series, which allows us to directly compute these q-series. [2] proves that the expression in (1.3) equals an infinite product of terms (1 − q^n). For the specific pairs ν in \{(-1, -1), (2, -1), (1, 0), (2, -2)\}, the pairs considered in [2], we define \(c_ν(a, b; t)\) as follows:

\[(1.4)\quad R_ν(a, b; q) = \prod_{t=1}^{\infty} (1 - q^t)^{c_ν(a, b; t)}\]

The exponents \(c_ν(a, b; t)\) are easy to compute using Theorems 1.1, 1.2, and 1.3 from [2] (see Section 3.2). In particular, \(c_ν(a, b; t)\) show striking patterns and uniformity. For example,
if \( a \) or \( b \) is 1, we have the following descriptions, where \( \kappa = 2a + 2b + 1 \),

\[
\begin{align*}
c_{(1,-1)}(1, b; t) &= \begin{cases} 
0 & \text{if } t \equiv 0, \pm 2 \pmod{\kappa} \\
-1 & \text{else}
\end{cases} \\
c_{(1,-1)}(a, 1; t) &= \begin{cases} 
0 & \text{if } t \equiv 0, \pm (a + 1) \pmod{\kappa} \\
-1 & \text{else}
\end{cases} \\
c_{(2,-1)}(1, b; t) &= \begin{cases} 
0 & \text{if } t \equiv 0, \pm 1 \pmod{\kappa} \\
-1 & \text{else}
\end{cases} \\
c_{(2,-1)}(a, 1; t) &= \begin{cases} 
0 & \text{if } t \equiv 0, \pm 1 \pmod{\kappa} \\
-1 & \text{else}
\end{cases}
\end{align*}
\]

(1.5)

Using these exponents, we find that the coefficients of \( R_\nu \) are intertwined with a particularly notable set of universal polynomials independent of \( a, b \): if \( n \geq 2 \), then we define

\[
\hat{F}_n(x_1, \ldots, x_{n-1}) := \sum_{m_1, \ldots, m_{n-1} \geq 0 \atop m_1 + 2m_2 + \cdots + (n-1)m_{n-1} = n} (-1)^{m_1 + \cdots + m_{n-1}} \cdot \frac{(m_1 + \cdots + m_{n-1} - 1)!}{m_1! \cdots m_{n-1}!} \cdot x_1^{m_1} \cdots x_{n-1}^{m_{n-1}}.
\]

For example, the first few polynomials \( \hat{F}_n \) are

\[
\begin{align*}
\hat{F}_2 &= \frac{1}{2} x_1^2 \\
\hat{F}_3 &= -\frac{1}{3} x_1^3 + x_1 x_2 \\
\hat{F}_4 &= \frac{1}{4} x_1^4 + x_1 x_3 - x_1^2 x_2 + \frac{1}{2} x_2^2
\end{align*}
\]

These polynomials allow us to recursively determine the coefficients of \( R_\nu(a, b; q) \).

**Theorem 1.1.** Assuming the notation above, if \( \nu \) is in the set \{ \((1, -1)\), \((2, -1)\), \((1, 0)\), \((2, -2)\) \}, suppose

\[
R_\nu(a, b; q) = 1 + \sum_{n=1}^{\infty} a_\nu(n) q^n.
\]

Then,

\[
a_\nu(n) = \hat{F}_n(a_\nu(1), \ldots, a_\nu(n-1)) - \frac{1}{n} \sum_{d|n} c_\nu(a, b; d) \cdot d.
\]
Example. For instance, if we consider the coefficients $a_{(1,-1)}$ of $R_{(1,-1)}(1,1;q)$, which we recall gives us (1.1),

$$R_{(1,-1)}(1,1;q) = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(1-q) \cdots (1-q^n)} = \prod_{t=0}^{\infty} \frac{1}{(1-q^{5t+1})(1-q^{5t+4})}$$

we find that our values for $c_{(1,-1)}(1,1;t)$ are

| $t \pmod{5}$ | 0 | 1 | 2 | 3 | 4 |
|--------------|---|---|---|---|---|
| $c_{(1,-1)}(1,1;t)$ | 0 | -1 | 0 | 0 | -1 |

Thus, the first few terms of the corresponding $q$-series are

$$R_{(1,-1)}(1,1;q) = 1 + q + q^2 + q^3 + 2q^4 + 2q^5 + 3q^6 + 3q^7 + 4q^8 + 5q^9 + 6q^{10} + \ldots$$

We can then calculate $a_{(1,-1)}(6)$ as follows:

$$a_{(1,-1)}(6) = \hat{F}_6(a_{(1,-1)}(1), \ldots, a_{(1,-1)}(5)) - \frac{1}{6} \sum_{d|6} c_{(1,-1)}(1,1;d) \cdot d.$$

By the definition of $\hat{F}_n$, we have that

$$\hat{F}_6(x_1, \ldots, x_5) = \frac{1}{6} x_6 - x_1^4 x_2 + \frac{3}{2} x_1^2 x_2^2 + x_1^3 x_3 - \frac{1}{3} x_2^3$$

$$- 2x_1 x_2 x_3 - x_1^2 x_4 + \frac{1}{2} x_3^2 + x_2 x_4 + x_1 x_5.$$

Substituting in our values for $x_1, \ldots, x_5$, we find

$$\hat{F}_6(a_{(1,-1)}(1), \ldots, a_{(1,-1)}(5)) = \hat{F}_6(1,1,1,2,2) = 2 - \frac{1}{6}.$$

So, noting that 1, 2, 3 and 6 are the only divisors of 6 allows us to then conclude that

$$a_{(1,-1)}(6) = \frac{11}{6} + \frac{1}{6} + 1 = 3.$$

The Rogers-Ramanujan identities are known to be of number-theoretic interest, standing out not only for their partition interpretations, but also for their combinatorial properties. Perhaps the most famous example of these properties is the fact that the quotient of $H$ and $G$ is the famous Rogers-Ramanujan continued fraction

$$\frac{H(q)}{G(q)} = \frac{1}{1 + \frac{q}{1 + \frac{q^2}{1 + \frac{q^3}{\ddots}}}}.$$

(1.7)
A more obvious and perhaps overlooked fact is that their product has interesting properties as well.

\[(1.8) \quad G(q) \cdot H(q) = \prod_{t=0}^{\infty} \frac{1}{(1-q^{5n+1})(1-q^{5n+4})} \cdot \prod_{t=1}^{\infty} \frac{1}{(1-q^{5t})} = \sum_{n=0}^{\infty} d_5(n)q^n.\]

It is a fact that the coefficients \(d_5(n)\) of the product \(G(q) \cdot H(q)\) for \(n \equiv 4 \pmod{5}\) are multiples of 5. This is equivalent to the famous Ramanujan congruence for the partition function \[3\]

\[(1.9) \quad p(5n + 4) \equiv 0 \pmod{5}\]

which follows from elementary \(q\)-series identities of Euler and Jacobi and the fact that

\[\prod_{t=1}^{\infty} \frac{(1-q^{5n})}{(1-q^n)} \equiv \prod_{t=1}^{\infty} (1-q^n)^4 \pmod{5}.\]

In view of (1.7) and (1.8), it is natural to ask if products of \(R_\nu(a, b; q)\) for different \(\nu, a, b\) form similar patterns. Searching for products of the form

\[(1.10) \quad \Psi_m(q) := \prod_{t=1}^{\infty} \frac{1-q^{mt}}{(1-q^t)} = 1 + \sum_{n=1}^{\infty} d_m(n)q^n\]

we generalize the concept developed by Rogers and Ramanujan, considering ratios of the products of these functions.

**Remark.** Note that \(\Psi_m\) can also be viewed as the generating function counting partitions which are \(m\)-regular, meaning partitions whose parts which are not multiples of \(m\). Thus, we can view the coefficients \(d_m(n)\) as counting \(m\)-regular partitions of \(n\).

When \(m = 9\), we have the well-known example discovered by Freeman Dyson, as mentioned in [2],

\[R_{(1,-1)}(2, 2; q) = \prod_{t=1}^{\infty} \frac{1-q^{9t}}{(1-q^t)}.\]

In fact, there exist such products for many other choices of \(m\).

For all but finitely many \(m\), there are infinitely many such representations. In particular, for even \(m \geq 8\), and \(m \equiv 1 \pmod{4}\), we have the following explicit formulae:

**Theorem 1.2.** Assuming the notation above, the following are true:

1. If \(m \geq 8\) and \(m\) is even, then we have

\[
\frac{R_{(1,0)}(2, \frac{m}{2} - 3; q) \cdot R_{(2,-2)}(\frac{m}{2} - 2, 2; q)}{R_{(2,-2)}(\frac{m}{2} - 3, 3; q)} = \prod_{t=1}^{\infty} \frac{(1-q^{mt})}{(1-q^t)}.\]


(2) If $m \equiv 1 \pmod{4}$, $m > 1$, then we have

$$
\frac{R_{(1,-1)}(\frac{m-1}{2} - 1, 1; q) \cdot R_{(2,-1)}(\frac{m-1}{4}, \frac{m-1}{4}; q)}{R_{(2,-1)}(\frac{m-1}{4} + 1, \frac{m-1}{4} - 1; q)} = \prod_{t=1}^{\infty} \frac{(1 - q^{mt})}{(1 - q^t)}.
$$

**Remark.** For $m \equiv 3 \pmod{4}$, there do not seem to be any similar expressions exactly giving $\Psi_m$; however, there are infinitely many such representations giving $\Psi_m^2$, although we have been unable to find a simple closed formula for all such $m$. In fact, for general $m$, there are infinitely many representations, due to the existence of nontrivial kernels. In particular, we have the formula, for $m \equiv 3 \pmod{4}$,

$$
\frac{R_{(1,-1)}(\frac{m-3}{2} - 1, 2) \cdot R_{(2,-1)}(\frac{m-3}{4}, \frac{m-3}{4} + 1)}{R_{(1,-1)}(1, \frac{m-3}{2}) \cdot R_{(2,-1)}(1, \frac{m-3}{2}) \cdot R_{(2,-1)}(\frac{m-3}{4} - 1, \frac{m-3}{4} + 2)} = 1,
$$

which is just one of the many nontrivial elements of the kernel.

In view of (1.9), it is natural to ask whether the series in Theorem 1.2 possess similar congruences of the form

$$
d_m(an + b) \equiv 0 \pmod{m}.
$$

**Theorem 1.3.** If $m = p^t$, $p$ prime, then there are infinitely many non-nested arithmetic progressions $an + b$ such that $d_m(an + b) \equiv 0 \pmod{p}$.

**Example.** Here, we list a few specific congruences:

- $d_5(121n + 9) \equiv 0 \pmod{5}$
- $d_7(9n + 5) \equiv 0 \pmod{7}$
- $d_9(4n + 3) \equiv 0 \pmod{3}$
- $d_{11}(49n + 6) \equiv 0 \pmod{11}$
- $d_{17}(157n + 104) \equiv 0 \pmod{17}$
- $d_{19}(243n + 141) \equiv 0 \pmod{19}$
- $d_{31}(463n + 346) \equiv 0 \pmod{31}$.

These are proven by finite calculation. By a theorem of Sturm, it is possible to check whether modular forms are identically 0 (mod $m$) by checking only a finite number of coefficients [4, p. 40]. Applying this theorem to modular forms yields these congruences, which we will consider further in Section 4.

The rest of the paper is organized as follows. The proof of Theorem 1.1 follows from understanding the logarithmic derivatives of the Rogers-Ramanujan series arising from the Hall-Littlewood polynomials. To obtain Theorem 1.1 from these results, we discuss universal recursion relations for infinite products in Section 2. In Section 3, we recall the combinatorial structure of $q$-series in the work of Griffin, Ono, and Warnaar, and we use the results of Section 2 to prove Theorem 1.1. Theorem 1.2 giving closed formulas for the infinite product $\Psi_m$, is also obtained in Section 3. The theory of the congruences relies on
the theory of modular forms; see [4] for examples. In Section 4, we apply well-known facts about the theory of modular forms modulo $p$ and Hecke operators to prove Theorem 1.3.

2. Symmetric Functions and Infinite Products

In order to prove Theorem 1.1, we must first determine a relationship between the exponents of an infinite product and the coefficients of the equivalent $q$-series.

**Theorem 2.1.** If $f = 1 + \sum_{n=1}^{\infty} a(n)q^n = \prod_{t=1}^{\infty} (1 - q^t)^{c(t)}$, then for every integer $n \geq 1$ we have

$$a(n) = \hat{F}_n(a(1), ..., a(n-1)) - \frac{1}{n} \sum_{d|n} c(d) \cdot d. \tag{2.1}$$

**Proof.** For convenience, define

$$b(n) := \sum_{d|n} c(d)d. \tag{2.2}$$

We proceed to search for a closed formula for $b(n)$ in terms of $a(n)$. To this end, we set the two equivalent expressions for $f$ as equal and take the logarithmic derivatives of both sides. Taking log of both sides, we have

$$\log(1 + \sum_{n=1}^{\infty} a(n)q^n) = \sum_{n=1}^{\infty} c(n) \log(1 - q^n). \tag{2.3}$$

We then recall the series expansion, which we use to expand the right hand side,

$$\log(1 - x) = -\sum_{n=1}^{\infty} \frac{x^n}{n}. \tag{2.4}$$

Then, taking the derivative of each side and reindexing the right hand side, we have

$$\sum_{n=1}^{\infty} n \cdot a(n)q^{n-1} = -\sum_{n=1}^{\infty} \sum_{d|n} c(d)dq^{n-1}$$

$$= -\sum_{n=1}^{\infty} b(n)q^{n-1}. \tag{2.5}$$

From this relationship, we multiply both sides by the denominator of the left hand side, which gives us

$$\sum_{n=1}^{\infty} n \cdot a(n)q^n = (-\sum_{n=1}^{\infty} b(n)q^n) \cdot (1 + \sum_{n=1}^{\infty} a(n)q^n).$$

Expanding the right hand side and equating coefficients of $q^n$, we then observe the identity

$$0 = b(n) + b(n-1)a(1) + b(n-2)a(2) + ... + b(1)a(n-1) + na(n). \tag{2.4}$$
We can also see a similar relationship when we consider the symmetric power functions \( s_i \) and the elementary symmetric functions \( \sigma_i \),

\[
(2.5) \quad s_i := X_1^i + X_2^i + \ldots + X_n^i \quad \sigma_i = \sum_{1 \leq j_1 < j_2 < \ldots < j_k \leq n} X_{j_1} \ldots X_{j_k}
\]

which easily combine to give us the identity

\[
(2.6) \quad 0 = s_n - s_{n-1}\sigma_1 + s_{n-2}\sigma_2 - \ldots + (-1)^{n-1}s_1\sigma_{n-1} + (-1)^n\sigma_n.
\]

When we evaluate (2.6) at \((X_1, \ldots, X_n) = (\lambda(1, n), \ldots, \lambda(n, n))\), where \(\lambda(j, n)\) are the roots of the polynomial \(X^n + a(1)X^{n-1} + a(2)X^{n-2} + \ldots + a(n)\), we have that \(a(n) = \sigma_n\) for \(n \geq 1\). Then, we must have a relationship between the \(b(n)\) and the \(s_n\) in order for the first identity to be true. Matching up the \(a(i)\) terms in each equation, we find

\[
(2.7) \quad b(n) = (-1)^n s_n.
\]

We then use the fact that

\[
(2.8) \quad s_n = n \sum_{m_1, \ldots, m_n \geq 0 \atop m_1 + 2m_2 + \ldots + nm_n = i} (-1)^{m_2 + m_4 + \ldots} \frac{(m_1 + m_2 + \ldots + m_n - 1)!}{m_1!m_2! \cdots m_n!} \cdot \sigma_1^{m_1} \cdots \sigma_n^{m_n}.
\]

So, noting that \(n = \sum jm_j\), we look at the exponent of the \((-1)\) in \(b(n)\), and recall that exponents on \((-1)\) are calculated modulo 2, so we have that

\[
n + (m_2 + m_4 + \ldots) \equiv (m_1 + 2m_2 + \ldots + nm_n) + (m_2 + m_4 + \ldots) \equiv m_1 + m_3 + \ldots + m_2 + m_4 + \ldots \equiv m_1 + m_2 + m_3 + \ldots + m_n.
\]

Then, we have

\[
(2.9) \quad b(n) = n \sum_{m_1, \ldots, m_n \geq 0 \atop m_1 + 2m_2 + \ldots + nm_n = n} (-1)^{m_1 + m_2 + \ldots + m_n} \frac{(m_1 + m_2 + \ldots + m_n - 1)!}{m_1!m_2! \cdots m_n!} \cdot \sigma_1^{m_1} \cdots \sigma_n^{m_n}.
\]

In particular, note that the \(m_j\) can be viewed as the multiplicities of parts corresponding to a partition of \(n\), as we will see in the next section, so this sum in \(b(n)\) sums over all possible partitions of \(n\). We then separate one partition from the sum in \(b(n)\): the partition \((n)\), where there is one part of size \(n\). It is easy to see that following the formula for \(b(n)\), the associated summand for this partition will be \(-na(n+1)\). So, we define \(\widehat{F}_n(x_1, \ldots, x_{n-1})\) as in (1.6), and note that

\[
(2.10) \quad \widehat{F}_n(a(1), \ldots, a(n-1)) - a(n) = \frac{1}{n} b(n).
\]
So we have that
\[
(2.11) \quad a(n) = \hat{F}_n(a(1), ..., a(n-1)) - \frac{1}{n} \sum_{d \mid n} c(d) \cdot d.
\]

\[\square\]

3. Proof of Theorems 1 and 2

3.1. Hall-Littlewood Polynomials and Hall-Littlewood q-series. Let \( \lambda := (\lambda_1, \lambda_2, ...) \) be an integer partition, a nonincreasing sequence of nonnegative integers, with finitely many nonzero terms. As we defined earlier, the length of \( \lambda \), \( l(\lambda) \), is the number of parts in \( \lambda \), and the size of \( \lambda \), \( |\lambda| \), is the sum of the parts in \( \lambda \). We also define \( m_i := m_i(\lambda) \) as the multiplicities of parts of \( \lambda \) with size \( i \). So, \( |\lambda| = \sum_i im_i \).

In order to consider the Hall-Littlewood polynomial of a particular partition \( \lambda \), we fix a positive integer \( n \) such that \( n \geq l(\lambda) \). We then define \( x := (x_1, ..., x_n) \) and \( x^\lambda := x_1^{\lambda_1} \cdots x_n^{\lambda_n} \), where \( \lambda_i = 0 \) for \( i > l(\lambda) \).

We also define \( v_\lambda(q) := \prod_{i=0}^{n} \frac{(q)_{m_i}}{(1-q)^{m_i}} \), where \( m_0 := n - l(\lambda) \). Note that here, the \( (q)_{m_i} \) uses Pochhammer notation, defined as
\[
(a)_k := (a; q)_k = \begin{cases} (1-a)(1-aq) \cdots (1-aq^{k-1}) & : k \geq 0 \\ \prod_{i=0}^{\infty} (1 - aq^n) & : k = \infty \end{cases}
\]

The Hall-Littlewood polynomial \( P_\lambda(x; q) \) is then defined as the symmetric function
\[
(3.1) \quad P_\lambda(x; q) := \frac{1}{v_\lambda(q)} \sum_{w \in S_n} w \left( x^\lambda \cdot \prod_{i<j} \frac{x_i - qx_j}{x_i - x_j} \right).
\]

where the symmetric group \( S_n \) acts on \( x \) by permuting the \( x_i \). Since \( P_\lambda(x; q) \) is a symmetric function and a homogeneous polynomial, meaning that all terms have the same degree \( |\lambda| \), we can represent it in terms of the \( r \)-th power sum symmetric functions
\[
p_r := p_r(x) = x_1^r + x_2^r + ...
\]
which form a \( \mathbb{Q}_q \)-basis of the ring of symmetric functions in \( n \) variables. So, we can write
\[
P_\lambda(x; q) = \sum a_j p_j.
\]

In particular, when \( x = (1, q, q^2, ...) \), \( p_j \) becomes a geometric series in \( q \), so there exists an endomorphism sending \( p_j \mapsto \frac{1}{1-q^j} \).

We then use the ring homomorphism
\[
(3.2) \quad \phi_q(p_r) := \frac{p_r}{(1-q^r)}
\]
to calculate Hall-Littlewood polynomials by transforming $P_λ$ into a truncated version of itself. We define the \textit{modified Hall-Littlewood polynomials} $P'_λ(x; q)$ as the image of the set of $P_λ(x; q)$ under $φ_q$, so

$$P'_λ := φ_q(P_λ).$$

We then have that this modified polynomial allows us to evaluate $P_λ$ at an infinite geometric progression, since

$$P_λ(1, q, q^2, \ldots; q^n) = P'_λ(1, q, \ldots, q^{n-1}; q^n)$$

which we can see by

$$p_r(1, q, q^2, \ldots) = \frac{1}{1 - q^r} = \frac{1 - q^{nr}}{1 - q^r} = φ_q^n(p_r(1, q, \ldots, q^{n-1})).$$

### 3.2. General Framework Theorems.

For convenience in expressing $R_ν(a, b; q)$ as a product, we first define a modified theta function

$$θ(a; q) := (a; q)∞(q/a; q)∞.$$

Note that this function uses the Pochhammer notation defined earlier.

**Theorem 3.1** (Griffin, Ono,Warnaar). If $a$ and $b$ are positive integers and $κ := 2a + 2b + 1$, then we have that

$$R_{(1,1)}(a, b; q) := \sum_{λ_1 ≤ a} q^{[λ]} P_{2λ}(1, q, q^2, \ldots; q^{2b-1})$$

$$= \frac{(q^κ; q^κ)b}{(q)∞} \cdot \prod_{i=1}^{b} θ(q^{i+a}; q^κ) \prod_{1 ≤ i < j ≤ b} θ(q^{j-i}, q^{i+j-1}; q^κ)$$

$$= \frac{(q^κ; q^κ)a}{(q)∞} \cdot \prod_{i=1}^{a} θ(q^{i+1}; q^κ) \prod_{1 ≤ i < j ≤ a} θ(q^{j-i}, q^{i+j+1}; q^κ),$$

and

$$R_{(1,2)}(a, b; q) := \sum_{λ_1 ≤ a} q^{2[λ]} P_{2λ}(1, q, q^2, \ldots; q^{2b-1})$$

$$= \frac{(q^κ; q^κ)b}{(q)∞} \cdot \prod_{i=1}^{b} θ(q^i; q^κ) \prod_{1 ≤ i < j ≤ b} θ(q^{j-i}, q^{i+j}; q^κ)$$

$$= \frac{(q^κ; q^κ)a}{(q)∞} \cdot \prod_{i=1}^{a} θ(q^i; q^κ) \prod_{1 ≤ i < j ≤ a} θ(q^{j-i}, q^{i+j}; q^κ).$$

We also have the even modulus analogs of the two formulas in Theorem 3.1 respectively.
Theorem 3.2 (Griffin, Ono, Warnaar). If \( a \) and \( b \) are positive integers and \( \kappa := 2a + 2b + 2 \), then we have that

\[
R_{(1,0)}(a, b; q) := \sum_{\lambda: \lambda_1 \leq a} q^{||\lambda||} P_{2\lambda}(1, q, q^2, \ldots; q^{2b})
\]

\[
= \frac{(q^2; q^2)_\infty(q^{\kappa/2}; q^{\kappa/2})_{\infty}(q^\kappa; q^\kappa)^{b-1}}{(q)_{b+1}^\infty} \prod_{i=1}^b \theta(q^i; q^{\kappa/2}) \prod_{1 \leq i < j \leq b} \theta(q^{j-i}, q^{i+j}; q^\kappa)
\]

\[
= \frac{(q^\kappa; q^\kappa)^a}{(q)^a} \prod_{i=1}^a \theta(q^{i+1}; q^\kappa) \prod_{1 \leq i < j \leq a} \theta(q^{j-i}, q^{i+j+1}; q^\kappa).
\]

Theorem 3.3 (Griffin, Ono, Warnaar). If \( a \) and \( b \) are positive integers such that \( b \geq 2 \), and \( \kappa := 2a + 2b \), then we have that

\[
R_{(2,-2)}(a, b; q) := \sum_{\lambda: \lambda_1 \leq a} q^{2||\lambda||} P_{2\lambda}(1, q^2, \ldots; q^{2b-2})
\]

\[
= \frac{(q^\kappa; q^\kappa)^b}{(q^2; q^2)_\infty^b (q^\kappa; q^\kappa)^{b-1}} \prod_{1 \leq i < j \leq b} \theta(q^{j-i}, q^{i+j-1}; q^\kappa)
\]

\[
= \frac{(q^\kappa; q^\kappa)^a}{(q)^a} \prod_{i=1}^a \theta(q^{i}; q^\kappa) \prod_{1 \leq i < j \leq a} \theta(q^{j-i}, q^{i+j}; q^\kappa).
\]

3.3. Proof of Theorem 1.1. From the above theorems, we know that we can write \( R_\nu(a, b; q) \) as a product of terms \( (1 - q^t)^{c_\nu(a,b,t)} \). We then apply Theorem 2.1 to determine the coefficients of \( R_\nu(a, b; q) \).

Proof of Theorem 1.1. For each of the identities in Theorems 3.1, 3.2, and 3.3 we have a distinct formula

\[
R_\nu(a, b; q) = 1 + \sum_{n=1}^\infty a_\nu(n) q^n = \prod_{t=1}^\infty (1 - q^t)^{c_\nu(a,b,t)}.
\]

Thus, applying Theorem 2.1 we determine that

\[
a_\nu(n) = \hat{F}_n((a(1), \ldots, a(n-1)) - \frac{1}{n} \sum_{d|n} c_\nu(a, b; d) \cdot d.
\]

3.4. Proof of Theorem 1.2. The proof of Theorem 1.2 relies on the set of three framework theorems introduced in Section 3.2. Note that in the framework theorems, there are two possible expressions for the product sides; we will choose either expression, based on convenience.
Proof of Theorem 1.2 (1). By Theorem 3.3, we have that for \( m = 2a + 2b \)

\[
R_{(2, -2)}(a, b; q) = \frac{(q^m; q^m)_a}{(q)_a^\infty} \cdot \prod_{i=1}^a \theta(q^i; q^m) \prod_{1 \leq i < j \leq a} \theta(q^{i-j}, q^{i+j}; q^m).
\]

Considering then the fraction below, we find that the denominator cancels out, and we are left with

\[
\frac{R_{(2, -2)}(\frac{m}{2} - 2, 2; q)}{R_{(2, -2)}(\frac{m}{2} - 3, 3; q)} = \frac{(q^m; q^m)_\infty}{(q)_\infty} \cdot \theta(q^{\frac{m}{2} - 2}; q^m) \prod_{i=1}^{m-3} \theta(q^{\frac{m}{2} - 2+i}; q^m) \theta(q^{\frac{m}{2} - 2-i}; q^m).
\]

Splitting up the theta notation and rearranging the indices, we find that the right hand side of this equation can be rewritten as

\[
\frac{(q^m; q^m)_\infty}{(q)_\infty} \cdot \prod_{i=1}^4 \theta(q^i; q^m) \prod_{i=5}^{m} \theta(q^i; q^m)^2 = \prod_{i=5}^{m} \theta(q^i; q^m).
\]

Then, from Theorem 3.2, we have that for \( m = 2a + 2b + 2 \),

\[
R_{(1, 0)}(a, b; q) = \frac{(q^m; q^m)_a}{(q)_a^\infty} \cdot \prod_{i=1}^a \theta(q^{i+1}; q^m) \prod_{1 \leq i < j \leq a} \theta(q^{i-j}, q^{i+j+1}; q^m).
\]

So then we have that

\[
R_{(1, 0)} \left( 2, \frac{m}{2} - 3; q \right) = \frac{(q^m; q^m)_\infty^2}{(q)_\infty^2} \prod_{i=1}^4 \theta(q^i; q^m).
\]

Therefore,

\[
\frac{R_{(1, 0)}(2, \frac{m}{2} - 3; q) \cdot R_{(2, -2)}(\frac{m}{2} - 2, 2; q)}{R_{(2, -2)}(\frac{m}{2} - 3, 3; q)} = \prod_{i=5}^{m} \theta(q^i; q^m) \cdot \frac{(q^m; q^m)_\infty^2}{(q)_\infty^2} \prod_{i=1}^4 \theta(q^i; q^m)
\]

\[
= \frac{(q^m; q^m)_\infty}{(q)_\infty} = \prod_{t=1}^{\infty} \frac{1 - q^{mt}}{1 - q^t}.
\]

The proof of Theorem 1.2 (2) relies on the same basic method as the above proof, using the two identities from Theorem 3.1 in place of those from Theorems 3.2 and 3.3.
Proof of Theorem 1.2 (2). By Theorem 3.1, we have that for $m = 2a + 2b - 1$

$$R_{(2,-1)}(a, b; q) = \frac{(q^m; q^m)_{\infty}}{(q)^{a}} \cdot \prod_{i=1}^{a} \theta(q^i; q^m) \prod_{1 \leq i < j \leq a} \theta(q^{j-i}, q^{i+j}; q^m).$$

Considering then the fraction below, we find that the denominator cancels out, and we are left with

$$\frac{R_{(2,-1)}(\frac{m-1}{4} + 1, \frac{m-1}{4} - 1; q)}{R_{(2,-1)}(\frac{m-1}{4}, \frac{m-1}{4}; q)} = \frac{(q^m; q^m)_{\infty}}{(q)^{m-1}} \theta(q^{\frac{m-1}{4}+1}; q^m) \prod_{i=1}^{\frac{m-1}{4}+1} \theta(q^{i}; q^m) \prod_{i=\frac{m-1}{4}+2}^{\frac{m+1}{2}} \theta(q^{j}; q^m)$$

$$= \frac{(q^m; q^m)_{\infty}}{(q)^{m-1}} \prod_{i=1}^{\frac{m+1}{2}} \theta(q^{i}; q^m)$$

$$= \theta(q^{\frac{m-1}{2}}; q^m).$$

Then, from Theorem 3.1, we have that for $m = 2a + 2b - 1$,

$$R_{(1,-1)}(a, b; q) = \frac{(q^m; q^m)_{\infty}}{(q)^{b}} \cdot \prod_{i=1}^{b} \theta(q^{i+a}; q^m) \prod_{1 \leq i < j \leq b} \theta(q^{j-i}, q^{i+j-1}; q^m).$$

We then find that

$$R_{(1,-1)} \left( \frac{m}{2} - 1, 1; q \right) = \frac{(q^m; q^m)_{\infty}}{(q)^{m-1}} \cdot \theta(q^{\frac{m-1}{2}}; q^m).$$

Then, we have that

$$\frac{R_{(1,-1)}(\frac{m}{2} - 1, 1; q) \cdot R_{(2,-1)}(\frac{m-1}{4} + 1, \frac{m-1}{4} - 1; q)}{R_{(2,-1)}(\frac{m-1}{4}, \frac{m-1}{4}; q) \cdot \frac{1}{\theta(q^{\frac{m-1}{2}}; q^m)}} = \frac{(q^m; q^m)_{\infty}}{(q)^{m-1}} \cdot \theta(q^{\frac{m-1}{2}}; q^m) \cdot \prod_{t=1}^{\infty} \frac{(1 - q^{mt})}{(1 - q^t)}.$$
4. Proof of Theorem 1.3

4.1. Modular Forms. Using modular forms, we can prove the existence of an infinite number of congruences resembling those of Ramanujan and explicitly calculate several examples. We first recall that Dedekind’s eta-function is the infinite product

\[ \eta(z) := q^{1/24} \prod_{t=1}^\infty (1 - q^t) \]

where \( q := e^{2 \pi i z} \). Then, it is clear that

\[ \eta^{m-1}(24z) = q^{m-1} \prod_{t=1}^\infty (1 - q^{24t})^{m-1} = \sum_{n=0}^\infty d_m(n)q^{24n+m-1}. \]

If \( N \) is a positive integer, then we define \( \Gamma_0(N) \) as the congruence subgroup

\[ \Gamma_0(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : c \equiv 0 \pmod{N} \right\}. \]

Furthermore, we recall a theorem from [4, p.18], regarding such eta-products:

**Theorem 4.1.** If \( f(z) = \prod_{\delta \mid N} \eta(\delta z)^r_{\delta} \) is of integer weight \( k = \frac{1}{2} \sum_{\delta \mid N} \delta r_{\delta} \) and satisfies

\[ \sum_{\delta \mid N} \delta r_{\delta} \equiv 0 \pmod{24} \]

and

\[ \sum_{\delta \mid N} N \delta r_{\delta} \equiv 0 \pmod{24}, \]

then \( f(z) \) satisfies

\[ f \left( \frac{az + b}{cz + d} \right) = \chi(d)(cz + d)^k f(z) \]

for every \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N) \). Note that we define \( \chi(d) := \left( \frac{-1}{d} \right)^{ks} \), where \( s := \prod_{\delta \mid N} \delta^{r_{\delta}} \).

From Theorem 1.65 in [4, p. 18], we have the following result, which determines that these functions are cusp forms of weight \( \frac{m-1}{2} \) with respect to \( \Gamma_0(576) \).

**Proposition 4.2.** If \( m \geq 2 \), then \( \eta^{m-1}(24z) \in S_{\frac{m-1}{2}}(\Gamma_0(576), \chi) \). In particular, this form has integer weight if and only if \( m \) is odd.
If \( f(z) \) is a modular form, then we can act on it with Hecke operators, which we define as follows: if \( f(z) = \sum_{n=0}^{\infty} a(n)q^n \in M_k(\Gamma_0(N), \chi) \), then the action of the Hecke operator \( T_{p,k,\chi} \) on \( f(z) \) is defined by

\[
 f(z) | T_{p,k,\chi} := \sum_{n=0}^{\infty} (a(pn) + \chi(p)p^{k-1}a(n/p))q^n.
\]

[4, p. 21]. We then recall the result in [4, p. 43]:

**Theorem 4.3.** If \( f(z) \) is a modular form of integer weight \( k \), then there exist infinitely many primes \( p \), such that

\[
 f(z) | T_{p,k,\chi} \equiv 0 \pmod{m}.
\]

### 4.2. Proof of Theorem 1.3

Using the above machinery, we prove that expressions \( \Psi_m = \sum d_m(n)q^n \) exhibit Ramanujan-like congruences in the coefficients \( d_m(n) \).

**Proof of Theorem 1.3.** Let \( m = p^t \) for some prime \( p \). First, we notice that

\[
\sum_{n=0}^{\infty} d_m(n)q^n = \prod_{t=1}^{\infty} \frac{1 - q^{mt}}{1 - q^t} = \prod_{t=1}^{\infty} (1 - q^t)^{m-1} \pmod{p}.
\]

Then, we see that

\[
\eta^{m-1}(24z) = q^{m-1} \prod_{t=1}^{\infty} (1 - q^{24t})^{m-1} = \sum_{n=0}^{\infty} d_m(n)q^{24n+m-1}.
\]

We then define \( b_m(n) \) such that \( b_m(24n + m - 1) = d_m(n) \), so we have

\[
\eta^{m-1}(24z) = \sum_{n=0}^{\infty} b_m(n)q^n.
\]

We first consider the case where \( p \) is an odd prime. If \( p \) is odd, then we have that \( m - 1 \in 2\mathbb{Z} \), so our eta product has weight \( k = \frac{m-1}{2} \in \mathbb{Z} \). Then, by Proposition 4.2

\[
f(z) = \eta^{m-1}(24z) \in S_{m-1}(\Gamma_0(N), \chi).
\]

Then, since \( \eta^{m-1}(24z) \) has integer weight, we can apply Theorem 4.3 which states that there exist infinitely many primes \( l \) such that

\[
\sum_{n=0}^{\infty} (b_m(ln) + \chi(l)l^{(k-1)}b_m(n/l))q^n \equiv 0 \pmod{p}.
\]
Then
\[ b_m(ln) + \chi(l)l^{(k-1)}b_m(n/l) \equiv 0 \pmod{p} \]
for each \( n \). Suppose now that \( l \nmid n \). Then, \( b_m(n/l) = 0 \), so we have that
\[ b_m(ln) \equiv 0 \pmod{p}. \]
Therefore, since \( b_m(24n+m-1) = d_m(n) \), we have
\[ d_m\left(\frac{ln-m+1}{24}\right) \equiv 0 \pmod{p} \]
where \( n \not\equiv 0 \pmod{l} \). Choosing an appropriate representative for the equivalence class of \( n \in \mathbb{Z}/l\mathbb{Z} \), we find that
\[ \frac{ln-m+1}{24} \]
is of the form \( l^2n+d \) for some \( d \in \mathbb{Z} \), so
\[ d_m(l^2n+d) \equiv 0 \pmod{p}. \]
Thus, since there exist infinitely many primes \( l \) satisfying (4.2), we have that there exist infinitely many non-nested sequences \( cn+d \) such that
\[ d_m(cn+d) \equiv 0 \pmod{p}. \]
We now consider the remaining case where \( p = 2 \), noting that the argument above still applies once we make a simple substitution. Define \( \theta(z) \in M_2(\Gamma_0(4), \chi) \) as
\[ \theta(z) := 1 + 2q + 2q^2 + ... \equiv 1 \pmod{2}. \]
Then we see that
\[ \eta^{m-1}(24z) \equiv \eta^{m-1}(24z) \cdot \theta(z) \pmod{2}. \]
Thus, the argument above holds when applied to the modular form \( \eta^{m-1}(24z) \cdot \theta(z) \), which has integer weight \( \frac{m}{2} = 2^{l-1} \), yet retains congruence modulo 2 to the original form \( \eta^{m-1}(24z) \).

\[ \square \]
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