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Abstract: The use of electric vehicles (EVs) is growing in popularity each year, and as a result, considerable demand increase is expected in the distribution network (DN). Additionally, the uncertainty of EV user behavior is high, making it urgent to understand its impact on the network. Thus, this paper proposes an EV user behavior simulator, which operates in conjunction with an innovative smart distribution locational marginal pricing based on operation/reconfiguration, for the purpose of understanding the impact of the dynamic energy pricing on both sides: the grid and the user. The main goal, besides the distribution system operator (DSO) expenditure minimization, is to understand how and to what extent dynamic pricing of energy for EV charging can positively affect the operation of the smart grid and the EV charging cost. A smart city with a 13-bus DN and a high penetration of distributed energy resources is used to demonstrate the application of the proposed models. The results demonstrate that dynamic energy pricing for EV charging is an efficient approach that increases monetary savings considerably for both the DSO and EV users.
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1. Introduction

The efforts to minimize the carbon footprint using a large-scale integration of renewable energy sources (RES), such as wind and solar energy, have led to innovative developments in power distribution systems around the world. Moreover, a new agreement in the European Union (EU) aims to achieve 27% penetration of RES by 2030 [1], as one-third of EU countries have already achieved the 2020 target [2].

Currently, many people move to cities in search of a better quality of life, and this contributes to the continuous expansion of urban areas, which play a major role in modern economies. However, the urban population is responsible for most greenhouse gas emissions, and the United Nations estimates that the urban population will reach 70% of the world’s total population by 2050 [3]. Consequently, it is necessary to make intelligent use of resources in urban environments, contributing to the development of smart cities [3]. The energy infrastructure of a smart city (SC), the so-called smart grid (SG), is one of the most important urban infrastructures that allows creating a sustainable
city [4]. To this end, it is necessary to modernize grid functionalities through the implementation of innovative technologies, concretely, SG-enabling technologies for information and communication, sensing and measurement, automation, control, renewable generation integration, and storage [5,6].

One of the primary sources of CO$_2$ emissions is transportation [7,8]. Several authors have been analyzing the benefit of changing from traditional transportation (internal combustion engines) to EVs, in minimizing the transport sector’s greenhouse gas emissions. It is widely acknowledged that the shift from internal combustion engines to EVs has many environmental and economic advantages. However, the increasing number of EVs makes it necessary to develop new infrastructure continually for EV charging, and this, in turn, leads to a growing energy demand [9,10]. These charging infrastructures are going to burden the distribution power grid [11–13], namely the high charging loads of fast EV charging stations. Furthermore, some distribution network operating parameters are going to degrade. Several published works describe the negative impacts of EV charging on the following distribution network parameters:

- Voltage profile [14–20];
- Peak load increase [21–24];
- Harmonic distortions [25–30].

Thus, a high EV penetration level may congest the distribution network. Congestion problems can be managed by the DSO, who reinforces the system through long-term planning or market-based congestion control methods [31]. The transmission systems concept of locational marginal pricing (LMP) can be extended to distribution systems [32]; it uses distributed generation (DG) units to handle congestion in distribution networks [33–37] and is usually referred to as distribution locational marginal pricing (DLMP). To deal with EV demand congestion in DN, the work in [38] proposed a step-wise congestion management whereby the DSO predicts congestion for the next day and publishes day-ahead tariff prior to the clearing of the day-ahead market, while [39] solved the social welfare optimization of the distribution system considering EV aggregators as price takers in the local DSO market and demand price elasticity. Liu et al. presented in [40] a market-based mechanism taken from the DLMP concept to alleviate possible distribution system congestion caused by the integration of EVs and heat pumps. Similarly, the authors in [41] proposed a DLMP based on quadratic programming to deal with the congestion in distribution networks with a high penetration of EVs and heat pumps.

As is known, the EVs are additional electric loads and represent mobile energy storage, usually with long resting times. Several mathematical models presented in [42–47] also studied the impact of EV charging in the distribution networks. The works in [48–53] assessed several possibilities for demand-side management, as well as better coordination of charging processes through price incentives that mitigate the impact of EV charging during peak-loads. The works in [54–58] proposed an increase in EV charging flexibility, contributing to increased utilization of the highly-variable renewable energy. Moreover, one of the main challenges in facilitating integrated EV charging in the distribution network is EV user behavior modeling and prediction [59]. Optimal control for allocating EV charging time and energy optimally has been proposed by Gan et al. [60]. However, the model requires that users frequently provide the charging schedule, requiring significant effort on the part of the customer. The algorithms developed in [61] used an EV random user behavior model with renewable generation for EV scheduling, while [62] provided a smart charging strategy according to time-of-use price from the day-ahead forecast. The authors in [63–66] examined EV users’ charging behavior and measured psychological variables, an analysis that can help develop new charging strategies.

SCs feature an active power architecture with a high penetration of distributed energy resources (DER), challenging the conventional control and operation framework designed for passive distribution networks. In this context, the loads can be supplied not only by traditional generation units at the upstream power systems, but also by the DER [67]. Thus, a distribution network reconfiguration (DNR) will be a very important and significant strategy for the DSO. DNR is a process that changes
the network topology using the remote switches such that all the network constraints are considered. Traditionally, the DNR is associated with system power loss minimization [68,69]; however, in the SG context the DNR must not only meet the classic objectives, such as power loss, minimization of power not supplied, and improvement of the voltage profile, but also the problems related to the high DER integration and the intelligent reconfiguration related to the SG paradigm [70–72]. Several works considering mathematical [73–75], heuristics and metaheuristics [76,77], and hybrid models [78,79] were developed to deal with DNR and DER penetration.

The above-cited literature has not addressed distribution network operation and reconfiguration simultaneously in an SG context; neither have they considered the high penetration of DER and EV user behavior, nor dynamic EV charging price through DLMPs. Thus, to the best of the authors’ knowledge, the answer to the question “Can dynamic EV charging price, have a positive impact on both the operation of the smart distribution network and on EV user behavior?” has not yet been answered. To answer this question, the authors combined an EV behavior simulator with a proposed innovative smart DLMP-based distribution network operation/reconfiguration. This kind of problem is classified as mixed-integer nonlinear programming (MINLP) due to its nonlinear features requiring significant computer resources. To deal with the issue of computational burden and at the same time improve the tractability of the model, the Benders decomposition method is used. This method uses duality theory [80,81] in linear and nonlinear mathematical programming, and it deals with complex problems by splitting them into subproblems. The main goal is to minimize all the DSO expenditures. To this end, the proposed methodology seeks the following:

- Minimize power loss;
- Minimize power not supplied;
- Minimize line congestion;
- Minimize the power generation curtailment;
- Minimize the power from external suppliers;
- Distribution network radial topology.

Considering the research gaps in previous works, this paper presents the following major contributions:

1. The use of an EV user behavior simulator. This simulator is used to simulate the EV user behavior aspects, such as: stochastic EV user aspects, importance of EV charging price, importance of comfort, choosing slow or fast charge, and the user sensibility of the the state of the battery;
2. Present a distribution network operation/reconfiguration optimization problem in an SG context with high DER penetration concerning the behavior aspects of the EV users and the dynamic EV charging price considering DLMPs using the Benders decomposition method;
3. Analyze how and to what extent dynamic EV charging prices contribute positively to smart distribution network operation;
4. Understand how and to what extent dynamic EV charging prices can contribute to a positive impact on the electric vehicles’ charging cost.

To demonstrate the application of the proposed methodology, the BISITE (https://bisite.usal.es/en) laboratory’s SC mockup model has been used with a 13-bus distribution network and high DER penetration. This paper is organized as follows: after this Introduction, Section 2 presents the proposed methodology and the details of the DLMP-based network operation, as well as the simulation of urban mobility. To verify the performance of the proposed methodology, a case study has been conducted and described in Section 3. The results and its discussion are presented in Section 4. Finally, Section 5 presents the most relevant conclusions.
2. Proposed Methodology

This section presents a detailed description of the adopted methodology (depicted in the Figure 1). Section 2.1 provides information about the EV user behavior simulator, while Section 2.2 describes the DLMP-based network operation model using the Benders decomposition method.
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Figure 1. The proposed methodology’s flowchart.

2.1. Simulator of Urban Mobility

The simulator module is able to generate a realistic population, considering the size of the network and the parking lots. It has several global and behavior-related parameters (user profiles) discussed later in this section. Figure 2 shows the flowchart of the simulator. After receiving the necessary information from the optimization model, i.e., the DLMP price in each bus of the network, the simulator loops for every individual car to perform the next period’s decision (i.e., 15 min). There are only two possible types of decisions: the decision to travel to a destination or a charging decision. Indeed, some trips take more than 15 min, so the car can just keep traveling for a certain number of periods. According to each user preference and behavior, decisions will be affected by the price and distance to the parking lot. Since, in a realistic scenario, some prefer extra comfort even if they pay more, e.g., choosing a fast charge or closer parking lot, the simulator allows defining this range of preferences for each car. These preferences will affect the efficacy of the dynamic EV charging prices, since individual behaviors may neglect lower prices. Nevertheless, our case study provides a different range of behavioral aspects to provide an accurate research outcome in this work.

To determine the dynamic EV charging price, the simulator uses the following Equation (1):

\[
DEP = (DLMP + Tariff_{MV} + ACNR) \cdot PLG \cdot VAT
\]  

(1)

where:

- \(DEP\): Dynamic EV charging price for each period (€/kWh)
- \(DLMP\): Distribution locational marginal pricing (€/kWh)
TariffMV: Energy tariff price for each period (in the Case Study Section, the reader can find the energy tariff price for each considered period) (€/kWh)

PLG: Additional profit margin of the parking owner

VAT: Value-added tax

ACNR: Additional cost related to the fixed term of network price rate to be charged to the customer (€/kWh) and given by (2):

\[ ACNR = \frac{0.397 \cdot CP}{OPR} \cdot \frac{720}{OPR} \]  

The contracted power cost is 0.397 €/kW/month, to be paid to the DSO monthly (www.ese.pt); the CP is the charging power of the parking lot; 720 are the hours per month; and OPR is the parking occupation rate. With the ACNR term added to Equation (1), the contracted power cost is transferred to the final consumer. Moreover, it is important to note that OPR is introduced to approximate the real occupation rate of each parking lot and thus affects the ACNR cost, which decreases for each customer as the OPR rate increases.

The global parameters of the simulator are described in Table 1. These are permanent parameters in the simulation; however, their values can be modified according to the needs of each study. Since car travel is simulated using simplified mathematics for vehicle movement, parameter cdist represents the penalty on a given distance between two points, e.g., Origin A and Destination B, that the vehicle has to travel (trips). Ideally, the minimum distance to reach Destination B (e.g., work) would be the Euclidean distance; however, in a real-world scenario, the road network is not optimal in this sense. Parameter sf can be used to easily change the scale of the map and increase or decrease distances regarding a reference scenario. This allows easily studying the effects on the travel times and charging needs when the urban distance is varied. Parameter hpower enables setting the amount of charge
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**Figure 2.** Flowchart for the EV users' behavior simulator.
power available when users decide to charge at home. Parameter $\text{chargineff}$ is the charging efficiency considered for the energy transactions with the electrical grid.

### Table 1. Global simulator parameters.

| Parameter | Description |
|-----------|-------------|
| ncars     | Number of EVs |
| cdist     | Distance increase between two Euclidean points |
| sf        | Scale factor of the map |
| hcpower   | Home charging power |
| chargineff| Charging mode efficiency |

Table 2 describes the parameters related to the user profile, namely regarding the initial location of the car when the simulation begins and its location in subsequent steps. Each car in the simulation replicates the parameters depicted in this table. Among the defined parameters, the weights of $w_1$, $w_2$, and $t_i$ are significant. The weights correspond to the importance attributed to distance and price, respectively, while $t_i$ is used to prioritize trips, for instance going to work cannot be postponed. The weights allow the simulator to compute the behavioral score formula and in this way to decide where to charge the vehicle if needed. For users that give more preference to price while driving long distances in the quest for parking lots with lower charging prices, these prices are dynamic in time and space depending on the DLMP status of the grid. Users with $hc = 0$ cannot charge at home, but can charge at parking lots (street charging).

### Table 2. User profile parameters.

| Parameter | Description |
|-----------|-------------|
| llocation| Initial location of the car (usually home) |
| Clocation| Current location at period $j$ |
| ISoC     | Initial state of charge |
| CSoC     | Current state of charge |
| ae       | Car average economy |
| aeppkm   | Car average economy percentage per kilometer |
| arp      | Available range preference |
| times    | Table with the times in which the scheduled trips will be made |
| as       | Average speed |
| nd       | Number of destinations each car has |
| dest1    | Table with the coordinates of the places of the trips to be carried out |
| $i$      | Boolean variable that determines whether the car will have more than one destination |
| $w_1$, $w_2$ | Weights used in the calculation of the score to determine the best place for charging |
| ti       | Table with the importance of each trip (1 being the least important and 3 the most) |
| hc       | Boolean variable that determines whether the car has a home charger or not |

### 2.2. DLMP-Based Network Operation

DLMP has been studied to provide electricity players with the effective economic signals for optimizing their assets. It is known that the resistance of the distribution network lines is higher than that of transmission lines. Thus, the distribution system losses can be considered one of the main factors that affect the DLMP.

Bus voltage regulation is a critical issue, especially with DER proliferation, that is faced by the DSO. Therefore, the DLMP could reflect the voltage impact on the distribution system's economical operation.

In the proposed methodology, DLMP is defined through Lagrangian multipliers of the corresponding constraints (power balance) of the optimization problem, whose goal is to minimize the DSO expenditures.
The distribution network operation and reconfiguration problem in an SG context with high DER penetration concerning the behavior aspects of the EV users and dynamic EV charging price considering DLMPs is classified as MINLP due to the nonlinearity features. To solve complex problems like this, the Benders decomposition is an adequate technique [80,81]. This technique was presented in 1962 by Jacobus Franciscus Benders to solve mixed integer problems [82]. This method is based on the principle that the main problem can be decomposed into sub-problems. The Benders decomposition technique uses duality theory in linear and nonlinear mathematical programming to split a problem whose resolution is difficult into sub-problems [80]. These sub-problems consider specific variables that are solved iteratively until the optimal solution is reached [83].

The problem can be divided into subproblems (a master problem and one or more slave problems). The master subproblem is usually a linear or mixed integer problem including fewer technical constraints. On the other hand, slave subproblems are linear or nonlinear and attempt to validate if the solution of the master problem is technically feasible or not. At this level, the network’s technical constraints are considered. A flowchart of the Benders decomposition technique used in this proposed research work is presented in Figure 3, and the diagram of the DLMP-based distribution network operation/reconfiguration model is presented in Figure 4. In Sections 2.2.1 and 2.2.2, the explanation of the Benders decomposition procedure is discussed.

![Figure 3. The Benders decomposition flowchart.](image)

This work deals with a non-convex and non-linear slave subproblem (namely in the power flow equations) in which the zero-duality gap is not guaranteed. Thus, the Benders decomposition technique applied in this research work could not converge to the optimal solution. However, most of the science and engineering mathematical problems are non-convex with a very small duality gap in most of the cases [83]. Moreover, the convexity is a solid mathematical assumption, and the convexity is not necessarily restrictive from the practical viewpoint, as many science and engineering problems in the region where the solution of the interest is located are convex; in other words, where the solution is meaningful from the viewpoint of the science and engineering [83].
2.2.1. Master Problem

The master subproblem goal consists of finding the network topology configuration for each considered period by opening/closing tie-switches (using binary variables 0,1) to:

- Minimize the power losses’ cost;
- Minimize the power not supplied cost;
- Minimize the lines’ congestion cost;
- Minimize the power generation curtailment cost;
- Minimize the power from external suppliers’ cost.

At this level, every binary variables must be included in the optimization problem. The master subproblem objective function minimizes the operation cost (MOC) and can be formulated as (3):
In the case of infeasibility, one variable is added to the master problem ($\omega^*$), which is called linear Benders’ cuts. In ideal circumstances, the value for this variable is zero, which means that the network topology along with its components fulfills every technical constraint. Otherwise, the value presented in this variable represents the minimal value cost change of the master solution.

The master subproblem (3) is subjected to constraints (4)–(25).

Network constraints

Power balance: First Kirchhoff law

Constraint (4) guarantees the power balance in each distribution network bus.

\[
\sum_{i \in \Omega_B} \left( p_{DG(i)} - P_{PGCM(i)} \right) + \sum_{i \in \Omega_{BS}} ExtSup(i) - \sum_{i \in \Omega_B} \left( p_{Load(i)} - PNSM(i) \right) - \sum_{i \in \Omega_B} EVP(i) + \sum_{i \in \Omega_B} \left( STdchM(i) - STchM(i) \right) + \sum_{i \in \Omega_B} \left( FlowM(i,j) - FlowM(j,i) \right) = 0 \quad \forall j \in \Omega_B
\] (4)

Maximum admissible line flow

The maximum power flowing in each line of the network is guaranteed by (5).

\[
0 \leq FlowM(i,j) \leq Flow_{max}^{(i,j)} \cdot X_{stat}^{(i,j)} \quad \forall X_{stat}^{(i,j)} \in \{0, 1\}, \forall (i, j) \in \Omega_l
\] (5)

Unidirectionality of power flow

Constraint (6) guarantees unidirectionality between buses $i$ and $j$.

\[
X_{stat}^{(i,j)} + X_{stat}^{(j,i)} \leq 1 \quad \forall X_{stat}^{(i,j)} \in \{0, 1\}, \forall (i, j) \in \Omega_l
\] (6)

Radial topology

To ensure the radial topology, Constraint (7) is applied. This constraint imposes that only one line can enter in each bus.

\[
\sum_{j \in \Omega_B} X_{stat}^{(i,j)} = 1 \quad \forall X_{stat}^{(i,j)} \in \{0, 1\}, \forall i \in \Omega_B
\] (7)
Avoid island creation

To avoid DG isolation from the substation, the constraints (8)–(11) are used. A fictitious flow \((d(i,j))\) is created with a fictitious load of each DG \((D(g))\) to be fed to the substation. If the island is permitted, the operator can omit these constraints.

\[
\begin{align*}
\sum_{i \in \Omega_B} \sum_{j \in \Omega_B} d(i,j) - \sum_{i \in \Omega_B} \sum_{j \in \Omega_B} d(i,j) - D(g) &= 0 \quad \forall g \in \Omega_{DG} \\
D(g) &= 1 \quad \forall g \in \Omega_{DG} \\
D(g) &= 0 \quad \forall g \notin \Omega_{DG} \cup \Omega_{BS} \\
\left|d(i,j)\right| &\leq n_{DG} \cdot X_{(i,j)}^{stat} \quad \forall (i,j) \in \Omega_l
\end{align*}
\]

\[\text{Supplier constraint}\]

Maximum and minimum limits for power supplier

The power is constrained by the maximum and minimum capacity that can be supplied (12).

\[
\text{ExtSup}_{\text{MinLimit}(bs)} \leq \text{ExtSup}(bs) \leq \text{ExtSup}_{\text{MaxLimit}(bs)} \quad \forall bs \in \Omega_{BS}
\]

\[\text{Curtailment constraints}\]

Power generation curtailment

The power generation curtailment is verified when the excess generation of the generator \(g\) occurs. This variable is lower or equal to the power generation of the \(g\) generator (13).

\[
0 \leq p_{PGCM}(g) \leq p_{DG}(g) \quad \forall g \in \Omega_{DG}^{nd}
\]

Power not supplied

Constraint (14) guarantees that the power not supplied variable must be lower than or equal to the load demand.

\[
0 \leq PNSM(lo) \leq P_{Load(lo)} \quad \forall lo \in \Omega_{L}^{b}
\]

\[\text{Lines’ congestion}\]

Lines’ power congestion

The power congestion in each line is constrained by Equation (15). In this work, we assume that the congestion occurs when the power flow \(Flow_{(i,j)}\) is greater than or equal to a factor value \((\text{CongMin})\) multiplied by the maximum power line capacity \((\text{Flow}_{(i,j)}^{max})\). The factor value is a constant value between zero and one. In fact, this value represents the percentage of the line capacity that is being used. Equation \(\text{Cong}_{(i,j)} \geq 0\) is used to ensure a positive or a zero value for \(\text{Cong}_{(i,j)}\).

\[
\frac{\text{Cong}_{(i,j)}}{\text{CongMin}} \geq \frac{\text{Flow}_{(i,j)}^{max}}{\text{Flow}_{(i,j)}^{max}} \quad \forall (i,j) \in \Omega_l
\]

\[\text{Energy storage systems (ESS) constraints}\]

Discharge limit for the energy storage systems

The maximum discharge limit of each ESS is represented by the constraint (16).

\[
\text{StDchM}(e) \leq \text{StDchR}(e) \cdot \text{StDm}_{(e)}^{stat} \quad \forall e \in \Omega_{E}^{b}, \text{StDm}_{(e)}^{stat} \in \{0,1\}, \text{StDchM} \geq 0
\]
Charge limit for the energy storage systems

The maximum charge limit for each ESS is represented by the constraint (17).

$$STchM(e) \leq STchR(e) \cdot STcM^{\text{stat}}(e) \quad \forall e \in \Omega_E, STcM^{\text{stat}} \in \{0, 1\}, STchM \geq 0$$ (17)

Discharge level limit considering the state of the energy storage system

The maximum discharge limit considering energy storage systems’ capacity constraint for each ESS is given by (18). The $\Delta t$ is represented in units of hours.

$$STdchM(e) \cdot \frac{1}{def(e)} \leq STdM^{\text{stat}}(e) \cdot STstoM(e) \cdot \frac{1}{\Delta t} \quad \forall e \in \Omega_E, STdM^{\text{stat}} \in \{0, 1\}, STdchM \geq 0$$ (18)

Charge level limit considering energy storage systems’ capacity

The maximum charge limit considering energy storage systems’ capacity constraint for each ESS is given by (19). The $\Delta t$ is represented in units of hours.

$$STstoM(e) + STchM(e) \cdot ceff(e) \cdot \Delta t \leq STcM^{\text{stat}}(e) \cdot STcap(e) \quad \forall e \in \Omega_E, STcM^{\text{stat}} \in \{0, 1\}, STchM \geq 0$$ (19)

State of charge of the energy storage systems

The state of charge of each ESS is given by (20). The $\Delta t$ is represented in units of hours.

$$STstoM(e) - \left(\Delta t \cdot STchM(e) \cdot ceff(e)\right) + \left(\Delta t \cdot STdchM(e) \cdot \frac{1}{def(e)}\right) = STstoM^{t-1}(e) \quad \forall e \in \Omega_E, STchM \geq 0, STdchM \geq 0$$ (20)

Maximum ESS capacity limit

The maximum capacity limit of each ESS is represented by (21).

$$STstoM(e) \leq STcap(e)$$ (21)

Minimum ESS capacity limit

The minimum capacity limit of each ESS is represented by (22).

$$STstoM(e) \geq STstoM^{\min}(e)$$ (22)

Charging and discharging status

The charging and discharging status of the ESSs are represented by $STcM^{\text{stat}}(e)$ and $STdM^{\text{stat}}(e)$, respectively. Charging and discharging cannot occur simultaneously (23).

$$STcM^{\text{stat}}(e) + STdM^{\text{stat}}(e) \leq 1$$ (23)

where $STcM^{\text{stat}}(e)$ is a binary variable. ESS are able to charge at any moment.

$STdM^{\text{stat}}(e)$ is a variable that assumes zero or one according to the study period market price value and is given by (24).

$$STdM^{\text{stat}}(e) = 1 \iff price^{Mk} \geq price^{Mk}_{\min}$$

$$STdM^{\text{stat}}(e) = 0 \iff price^{Mk} \leq price^{Mk}_{\min}$$ (24)
Linear Benders’ cut

To support the decomposition technique, a linear cuts constraint (25) is used. This constraint represents feasibility cuts in the problem. These cuts are updated in each iteration applying new constraints to the problem. The linear cuts establish the link between the master subproblem and the slave subproblem. To better understand, let us imagine the existence of a cut. Thus, the master subproblem receives and considers the infeasibility data costs of the previous iteration $\omega^*$ and the sensitivities $\lambda_{m-1}^{(i,j)}$ and $\mu_{m-1}^{(i)}$. Those sensitivities are linked to the subproblem master decision in the previous iteration $(X_{stat(i,j)})^{m-1}$ and $(STcM_{stat(i)})^{m-1}$ already known. To make a new decision, the master subproblem is fed these new data.

$$
\omega^* \geq Z_{up}^{m-1} + \sum_{i \in \Omega_B} \sum_{j \in \Omega_B, j \neq i} \lambda_{m-1}^{(i,j)} \cdot \left[ (X_{stat(i,j)})^m - (X_{stat(i,j)})^{m-1} \right] + \\
\sum_{i \in \Omega_{bs}} \mu_{m-1}^{(i)} \cdot \left[ (STcM_{stat(i)})^m - (STcM_{stat(i)})^{m-1} \right]
$$

(25)

where index $m$ represents the current iteration and $m-1$ represents the previous iteration.

2.2.2. Slave problem

One of the goals of the slave subproblem is to verify the feasibility of the master problem. Moreover, through AC optimal power flow, the slave subproblem provides the optimal value for the operation variables. The slave subproblem objective function is represented by (26), where the operation costs and the slack variables $ZA$, $ZQ$, and $ZF$ are minimized. Slack variables $ZA$ and $ZQ$ (for active and reactive power balance) and $ZF$ (for thermal lines capacity) can take any positive value to make the optimization problem feasible. The value of these variables represents how much some constraints are being violated. The slave sub-problem cannot change the binary variables, but is free to explore the continuous variables in order to satisfy the several constraints, while minimizing the objective function and the value of the slack variables.

$$
SOC = \left[ \sum_{i \in \Omega_B} \sum_{j \in \Omega_B} \left( (CongS^2_{(i,j)} + CongS_{(i,j)}) \cdot Cost_{Cong} \right) + \\
\sum_{i \in \Omega_{bs}} \left( P_{Supplier(i)} \cdot price^M_k \right) + \\
\sum_{i \in \Omega_{bs}} \left( NPS_s(i) \cdot Cost_{PNS} \right) + \\
\sum_{i \in \Omega_{dc}} \left( P_{PGC(i)} \cdot P_{PGC}^C \right) + \\
\sum_{i \in \Omega_B} \sum_{j \in \Omega_B} \left( SLoss_{(i,j)} \cdot Cost_{Loss} \right) + \\
\sum_{i \in \Omega_B} \left( ZA_{(i)} + ZQ_{(i)} \right) \cdot Cost_{lnf} + \\
\sum_{i \in \Omega_B} \sum_{j \in \Omega_B} \left( ZF_{(i,j)} \cdot Cost_{lnf} \right) \right]
$$

(26)

The slave subproblem (26) is subjected to Constraints (27)–(52).
Network constraints

Voltage magnitude

The voltage magnitude of each bus is constrained by a maximum and minimum deviation (27).

\[ V_{\text{min}}^{(i)} \leq V^{(i)} \leq V_{\text{max}}^{(i)} \quad \forall i \in \Omega_B \]  

(27)

Voltage angle

The maximum and minimum angle deviation is constrained by (28).

\[ \theta_{\text{min}}^{(i)} \leq \theta^{(i)} \leq \theta_{\text{max}}^{(i)} \quad \forall i \in \Omega_B \]  

(28)

Active power balance

Constraint (29) guarantees the active power balance in each distribution network bus.

\[
\begin{align*}
\sum_{i \in \Omega_B} & \left( P_{\text{DG}}^{(i)} - P_{\text{PGCs}}^{(i)} \right) + \sum_{i \in \Omega_B} P_{\text{Supplier}}^{(i)} - \\
& \sum_{i \in \Omega_B} \left( P_{\text{Load}}^{(i)} - P_{\text{NSs}}^{(i)} \right) - \sum_{i \in \Omega_B} \text{EVP}^{(i)} + \\
& \sum_{i \in \Omega_B} \left( STdchS^{(i)} - STchS^{(i)} \right) - \\
& \sum_{i \in \Omega_B} P_{\text{Inj}}^{(i)} + ZA_{(i,j)} = 0
\end{align*}
\]  

(29)

Reactive power balance

Constraint (30) guarantees the reactive power balance in each distribution network bus.

\[
\begin{align*}
\sum_{i \in \Omega_B} & Q_{\text{Supplier}}^{(i)} + \sum_{i \in \Omega_B} Q_{\text{Chbanks}}^{(i)} - \sum_{i \in \Omega_B} Q_{\text{Load}}^{(i)} - \\
& \sum_{i \in \Omega_B} Q_{\text{Inj}}^{(i)} + ZQ_{(i,j)} = 0
\end{align*}
\]  

(30)

Injected active power

This Equation (31) represents the injected active power in each bus of the network.

\[ P_{\text{Inj}}^{(i)} = V^{(i)} \sum_{j \in \Omega_B} V^{(j)} \left( G_{(i,j)} \cdot \cos \theta_{(i,j)} + B_{(i,j)} \cdot \sin \theta_{(i,j)} \right) \quad \forall i \in \Omega_B, \forall (i, j) \in \Omega_l \]  

(31)

Injected reactive power

The injected reactive power in each bus is represented by the Equation (32).

\[ Q_{\text{Inj}}^{(i)} = V^{(i)} \sum_{j \in \Omega_B} V^{(j)} \left( G_{(i,j)} \cdot \sin \theta_{(i,j)} - B_{(i,j)} \cdot \cos \theta_{(i,j)} \right) \quad \forall i \in \Omega_B, \forall (i, j) \in \Omega_l \]  

(32)

Active power flow

The active power flow for each network line is given by the Equation (33).

\[
\begin{align*}
P_{(i,j)} &= (V_{(i)}^2 - V_{(i)} \cdot V_{(j)} \cdot \cos \theta_{(i,j)}) \cdot G_{(i,j)} - (V_{(i)} \cdot V_{(j)} \cdot \sin \theta_{(i,j)}) \cdot B_{(i,j)} \\
& \forall i \in \Omega_B, \forall j \in \Omega_B, \forall (i, j) \in \Omega_l
\end{align*}
\]  

(33)
Reactive power flow

Equation (34) gives the reactive power flow for each line.

\[
Q(i,j) = -(V_i^2 - V_j^2 + V_i V_j \cos \theta_{i,j}) \cdot B_{i,j} - (V_i \cdot V_j \cdot \text{sen} \theta_{i,j}) \cdot G_{i,j}
\]

∀i ∈ Ω_B, ∀j ∈ Ω_B, ∀(i, j) ∈ Ω_l  \tag{34}

Apparent power flow

The apparent power flow equation, as can be seen in Equation (35), is given by the square root of the active power flow and reactive power flow squares.

\[
S(i,j) = \sqrt{P(i,j)^2 + Q(i,j)^2}
\]

∀(i, j) ∈ Ω_l  \tag{35}

Active power losses

The active power loss of each line is represented by Equation (36).

\[
PLoss(i,j) = \frac{P^2_{i,j} + Q^2_{i,j}}{V_i^2} \cdot r_{i,j}
\]

∀i ∈ Ω_B, ∀(i, j) ∈ Ω_l  \tag{36}

Reactive power losses

To represent the reactive power loss, the following Equation (37) is used.

\[
QLoss(i,j) = \frac{P^2_{i,j} + Q^2_{i,j}}{V_i^2} \cdot x_{i,j}
\]

∀i ∈ Ω_B, ∀(i, j) ∈ Ω_l  \tag{37}

Apparent power loss

To obtain the apparent power loss in each line, the following equation is used (38).

\[
SLoss(i,j) = \sqrt{PLoss^2_{i,j} + QLoss^2_{i,j}}
\]

∀(i, j) ∈ Ω_l  \tag{38}

Maximum admissible line flow

The maximum power flow in each line is constrained by (39).

\[
0 \leq FlowS_{i,j} \leq Flow_{i,j}^{\text{max}} + ZF_{i,j}
\]

∀(i, j) ∈ Ω_l  \tag{39}

Supplier constraints

Maximum and minimum limits for active power supplier

The active power is constrained by the maximum and minimum capacity that can be supplied (40).

\[
P_{\text{SMinLimit}}(bs) \leq P_{\text{Supplier}}(bs) \leq P_{\text{SMaxLimit}}(bs)
\]

∀bs ∈ Ω_BS  \tag{40}

Maximum and minimum limits for the reactive power supplier

The reactive power is constrained by the maximum and minimum capacity that can be supplied (41).

\[
Q_{\text{SMinLimit}}(bs) \leq Q_{\text{Supplier}}(bs) \leq Q_{\text{SMaxLimit}}(bs)
\]

∀bs ∈ Ω_BS  \tag{41}
Maximum and minimum limits for capacitor banks

The reactive power of a capacitor bank is considered a continuous variable in this model and is constrained by the maximum and minimum (zero) capacity that can be supplied (42).

\[ 0 \leq Q_{\text{Cbanks}}(cb) \leq Q_{\text{Cbanks}}^{\text{max}} \quad \forall cb \in \Omega_{CB} \] (42)

Curtailment constraints

Power generation curtailment

Power generation curtailment occurs when the generator generates an excess of power \( g \). This variable cannot be higher than the generation of the \( g \) generator (43).

\[ 0 \leq P_{\text{PGCs}}(g) \leq P_{\text{DG}}(g) \quad \forall g \in \Omega_{DG} \] (43)

Power not supplied

Constraint (44) guarantees that the power not supplied variable must be lower or equal to the load demand.

\[ 0 \leq P_{\text{NSs}}(lo) \leq P_{\text{Load}}(lo) \quad \forall lo \in \Omega_{L} \] (44)

Lines’ congestion

Lines’ power congestion

The power congestion in each line is constrained by the Equation (45). The same considerations are taken into account in (15) and in (45).

\[ \text{Cong}(i,j) \geq \text{Flow}(i,j) - \text{CongMin} \cdot \text{Flow}_{\text{max}}(i,j) \quad \forall (i,j) \in \Omega_{l} \] (45)

Energy storage system constraints

Discharge limit of the energy storage systems

The maximum discharge limit determined by the constraint of each ESS (46).

\[ ST_{dchS}(e) \leq ST_{dchR}(e) \quad \forall e \in \Omega_{E}, ST_{dchS} \geq 0 \] (46)

Charge level limit for the energy storage systems

The maximum charge level limit determined by the constraint of each ESS (47).

\[ ST_{chS}(e) \leq ST_{chR}(e) \quad \forall e \in \Omega_{E}, ST_{chS} \geq 0 \] (47)

Discharge limit considering energy storage systems’ state

The maximum discharge limit considering the capacity constraint of each energy storage system (48). \( \Delta t \) is represented in units of hours.

\[ ST_{dchS}(e) \cdot \frac{1}{def(e)} \leq ST_{stoS}(e) \cdot \frac{1}{\Delta t} \quad \forall e \in \Omega_{E}, ST_{dchS} \geq 0 \] (48)
Charge limit considering energy storage systems’ capacity

The maximum charge level limit is determined considering the capacity constraint of each energy storage system (49). The $\Delta t$ is represented in units of hours.

$$STstoS_{(e)} + STchS_{(e)} \cdot cef_{(e)} \cdot \frac{1}{\Delta t} \leq STcap_{(e)} \quad \forall e \in \Omega^b_E, STchS \geq 0$$

(49)

State of charge of the energy storage systems

The state of charge of each ESS is given by (50). $\Delta t$ is represented in units of hours.

$$STstoS_{(e)} - \left( \Delta t \cdot STchS_{(e)} \cdot cef_{(e)} \right) + \left( \Delta t \cdot STdchS_{(e)} \cdot \frac{1}{\pi}\right) = STstoS^{t-1}_{(e)}$$

$$\forall e \in \Omega^b_E, STchS \geq 0, STdchS \geq 0$$

(50)

Maximum energy storage systems’ capacity limit

The maximum capacity limit for each ESS is represented by (51).

$$STstoS_{(e)} \leq STcap_{(e)} \quad \forall e \in \Omega^b_E$$

(51)

Minimum energy storage systems’ capacity limit

The minimum capacity limit for each ESS is represented by (52).

$$STstoS_{(e)} \geq STstoS^{\min}_{(e)} \quad \forall e \in \Omega^b_E$$

(52)

3. Case Study

To show how the proposed methodology is applied, a medium voltage (MV) distribution network of an SC (mock-up) located at BISITE laboratory has been developed for this study (the schematic of the SC is presented in Figure 5, and the coordinates of each building can be seen in Table 3). In this case study, a high DER penetration is considered to represent a realistic scenario in the near future. The single-line diagram of the 13-bus 30-kV distribution network is presented in Figure 6.

### Table 3. Building coordinates on the xy plane.

| Coordinates (km) | Building | L1 | L2 | L3 | L4 to L18 | L19 | L20 | L21 | L22 | L23 | L24 | L25 | PL1 to PL2 | PL3 to PL4 | PL5 to PL6 | PL7 |
|------------------|----------|----|----|----|-----------|-----|-----|-----|-----|-----|-----|-----|-----------|-----------|-----------|-----|
| X Axis           |          | 10.50 | 0.50 | 9.00 | 3.75       | 0.50 | 0.50 | 2.50 | 3.00 | 4.50 | 6.00 | 8.00 | 1.00     | 7.00      | 6.00     | 11.00 |
| Y Axis           |          | 3.50  | 2.00 | 5.00 | 1.00       | 3.50 | 5.50 | 2.00 | 4.50 | 3.50 | 5.00 | 4.00 | 3.50     | 5.00      | 0.50     | 4.00 |
This DN has one 30 MVA substation, 25 load points, and $3 \times 35.88$ km of underground cables. For the connections between the substation and the network (bus 1 to bus 2; bus 1 to bus 7), a cable of type LBHIOV $3 \times 150$ mm$^2$ (svrweb.cabelte.pt) has been used, while for the remaining connections, the cable type LBHIOV $3 \times 70$ mm$^2$ (svrweb.cabelte.pt) has been used. A total of 15 DG units (i.e., two wind farms and 13 PV parks) and four capacitor banks of 1 Mvar are included in the network, as can be seen in Figure 6.
The DG penetration corresponds to 27% (10.925 MW) of the total installed power (24% corresponds to wind generation and 3% to PV). Each wind farm has six E48 800 kW ENERCON wind turbines (www.enercon.de). The characteristics of PV parking lots are presented in Table 4. The line congestion cost was $0.02/kW when power flow was above 50% of the thermal line rating capacity (CongMin).

The considered smart city presents five types of loads, namely:

- Residential buildings (1375 homes);
- Office buildings (seven buildings);
- Hospital;
- Fire Station;
- Shopping Mall.
Table 4. PV characteristics.

| Characteristic                                      | Value       |
|----------------------------------------------------|-------------|
| Nominal Power (W)                                  | 85.00       |
| Short Circuit Current (A)                          | 1.62        |
| Nominal Operating Temperature of the Cell (°C)     | 45.00       |
| Open Circuit Voltage (V)                           | 56.70       |
| Current at the Maximum Power Point (A)             | 1.41        |
| Voltage at the Maximum Power Point (V)             | 45.50       |
| Voltage High Temperature Coefficient (>25 °C) (V/°C)| $-0.1531$   |
| Voltage Low Temperature Coefficient (−40 °C to 25 °C)(V/°C) | $-0.1134$   |
| Current Temperature Coefficient (A/°C)             | $6.4800 \times 10^{-4}$ |

| PV park at bus 12 |
|-------------------|
| Number of Modules | 104          |
| Number of Panels  | 120          |
| Total Number of Modules | 12,480       |

| PV parks at Buses 2–8, 10, and 11 |
|-----------------------------------|
| Number of Modules                 | 104          |
| Number of Panels                  | 30           |
| Total Number of Modules           | 3120         |

This study considered one week of input data for every 15-min period with the aim of showing the effectiveness of the proposed methodology (i.e., 672 periods were considered in the simulation process). The chosen week was 19 March 2017–25 March 2017. The total renewable generated power for each period is presented in Figure 7.

Figures 8 and 9 present the power demand and the roof generation, respectively, of the office buildings, residential buildings, a shopping mall, a hospital, and a fire station. It is important to note that the power demand presented in these two figures corresponds to the subtraction of the initial demand for PV power generation, i.e., all the power generated by the PVs is consumed by the building. The generated power is therefore not sent to the grid in the present study.
Figure 8. Power demand from office, residential, hospital, fire station, and shopping mall buildings.

Figure 9. Roof PV generation from office, residential, hospital, fire station, and shopping mall buildings.

The market price for the chosen week was obtained from the Iberian electricity market operator (OMIE) (www.datosdelmercado.omie.es/pt-pt/datos-mercado) and can be seen in Figure 10.
Moreover, the SC has seven parking lot buildings for EV charging, four (two in bus 7 and two in bus 11) slow charging lots (7.2 kW for each connection point) and three (two in bus 2 and one in bus 5) fast charging lots (50 kW for each connection point). Each slow charging parking lot has 250 spaces for EVs, while each fast charging parking lot has 80 spaces. In this case study, we assumed that each parking lot had a 30% occupation rate (OPR). Thus, in the following equation (2), the additional cost related to the fixed term of network price rate to be charged to the customer (ACNR) for a slow charging parking space is 0.0132 €/kWh, while for a fast charging parking space, it is 0.0919 €/kWh. Furthermore, the parking owner charges an additional 5% fee and 23% of value-added tax (VAT). Moreover, consider that 50% of the EV users can charge their EV at home (3.7 kW charge point) with a fixed cost of 0.2094 €/kWh. A total of 5000 EVs were considered in this study, and the initial battery level was randomly generated between 40% and 65% of the battery capacity. The considered EV models and their characteristics are listed in Table 5. The weights ($w_1$ and $w_2$) attributed to the distance and price preference are presented in Tables 6 and 7, respectively. Two possible scenarios are considered: in one, the user’s priority is to charge his/her EV at a charging station located as close as possible to them (Table 6); in the second scenario, the users prefer to find charging stations where they can charge their EV at a low price (Table 7).

Table 5. EV types.

| Model          | Battery (kWh) | Slow Charge Power (kW) | Fast Charge Power (kW) | Consumption (kWh/km) |
|----------------|---------------|------------------------|------------------------|----------------------|
| Nissan Leaf    | 40.00         | 6.60                   | 50.00                  | 0.1553               |
| Tesla Model S 70D | 75.00       | 7.40                   | 50.00                  | 0.2100               |
| BMW i3         | 33.20         | 7.40                   | 50.00                  | 0.1584               |
| Renault Zoe    | 41.00         | 7.40                   | -                      | 0.1460               |
| Renault Kangoo | 33.00         | 7.40                   | -                      | 0.1926               |
| VW e-Golf      | 24.20         | 7.20                   | 40.00                  | 0.1584               |
| Ford Focus     | 33.50         | 6.60                   | 50.00                  | 0.1926               |
| Hyundai IONIQ  | 30.50         | 6.60                   | 50.00                  | 0.1429               |
Table 6. Weights for the user distance preference scenario.

| Preference   | Weight (%) | Probability (%) |
|--------------|------------|-----------------|
| Price        | 40         | 60              | 30             |
| Distance     | 85         | 15              | 70             |

Table 7. Weights for the user price preference scenario.

| Preference   | Weight (%) | Probability (%) |
|--------------|------------|-----------------|
| Price        | 15         | 85              | 70             |
| Distance     | 60         | 40              | 30             |

Furthermore, two energy storage systems managed by the DSO were considered in the present case study, each one with 1 MWh of capacity and 0.5 MW of charge/discharge rate. Moreover, in this case, the ESS are able to charge at any moment and discharge when the energy market price is greater than or equal to 45 €/MWh. It is assumed that the ESS had a minimum of 5% of power stored, i.e., the power stored in the ESS cannot be less than 5%. The input data used in the case study can be found by the readers in [84].

In this research work, thirty different case studies were performed. Table 8 summarizes the characteristics of those studies. They have been divided into two types of EV user preference scenarios, namely the price preference scenario and distance preference scenario. For each of those scenarios, we considered DG, EV, ESS, dynamic EV charging price, and fixed prices (with three different price levels) and combined them in the case study. The purpose of these case studies was to determine in which situations dynamic charging prices were advantageous for DSO and EV users.

Table 8. Case study sets.

| User Price Preference Scenario | User Distance Preference Scenario |
|-------------------------------|----------------------------------|
| DG EV ESS Dynamic EV Charging Price SCh = 0.15 | DG EV ESS Dynamic EV Charging Price SCh = 0.15 |
| Fixed Price ($/kWh) | Fixed Price ($/kWh) |
| SCh = 0.2 FCh = 0.25 | SCh = 0.2 FCh = 0.25 |
| SCh = 0.4 FCh = 0.4 | SCh = 0.4 FCh = 0.4 |
| Case A | No | No | No | Yes | No | No | No | No | No | No | No |
| Case B | Yes | No | No | Yes | No | No | No | Yes | No | No | No |
| Case C | Yes | No | Yes | Yes | No | No | No | Yes | No | No | No |
| Case D | No | Yes | No | Yes | No | No | No | Yes | No | No | No |
| Case E | No | Yes | No | No | No | No | No | Yes | No | No | No |
| Case F | No | Yes | No | No | No | No | No | Yes | No | No | Yes |
| Case G | No | Yes | No | No | No | No | No | Yes | No | No | No |
| Case H | Yes | Yes | Yes | Yes | No | No | No | Yes | No | No | No |
| Case I | Yes | Yes | No | No | No | Yes | No | Yes | No | Yes | No |
| Case J | Yes | Yes | No | No | No | Yes | No | Yes | No | No | Yes |
| Case K | Yes | Yes | No | No | No | Yes | No | Yes | No | No | Yes |
| Case L | Yes | Yes | Yes | Yes | No | No | Yes | No | Yes | No | No |
| Case M | Yes | Yes | No | No | No | Yes | No | Yes | No | No | No |
| Case N | Yes | Yes | Yes | Yes | No | No | Yes | No | Yes | No | No |
| Case O | Yes | Yes | Yes | Yes | No | No | Yes | Yes | Yes | No | Yes |

4. Results and Discussion

The proposed methodology has been applied to the case study presented in Section 3 to show its applicability. The proposed research work has been developed on a computer with one Intel Xeon E5-2620 v2 processor and 16 GB of RAM running Windows 10 Pro using the MATLAB R2016a and TOMLAB 8.1 64 bits with CPLEX and SNOPT solvers. As can be seen in Table 9, in each period,
the optimization model dealt with the master problem, which had 566 constraints and 744 variables, where 171 were integer variables, and with the slave problem, which had 199 constraints (116 non-linear constraints) and 286 variables.

Table 9. Computational execution results.

| Problem Level | Constraints | Number of Variables | Average Execution Time | Peak Memory |
|---------------|-------------|---------------------|------------------------|-------------|
|               | Linear      | Non-Linear | Total | Continuous | Integer | Total | Average Execution Time | Peak Memory |
| Master problem| 566         | -         | 566   | 573        | 171     | 744   | 1.2 (s)                  | 4656 (kB)   |
| Slave problem | 83          | 116       | 199   | 286        | -       | 286   |                        |             |

The average execution time was compatible with operation/reconfiguration time-frame, presenting an average value of 1.2 s (considering all case studies). The analysis of computer system resource impact was also evaluated with a memory test for which the MATLAB memory profiler tool was used. This tool shows the peak memory for each function in the code. The highest computer resource value is 4656 kB, which is perfectly compatible with today’s computers.

This section looks at the results of the analysis from two perspectives: that of the operator (Section 4.1) and that of the EV user (Section 4.2).

4.1. The Operator’s Perspective

In this subsection, the results are discussed from the perspective of the operator. Figure 11 presents the total operation and congestion cost (672 periods, one week) for all case studies. This figure makes evident the advantages in terms of cost when the DG and ESS systems are used in the network. (a) gives the total operation cost and the total congestion cost for the reference case, i.e., without EVs. Operation costs and congestion costs are reduced significantly when combined with distributed resources, namely with RES and ESS.

(b) (RES and ESS are not considered) verifies that with dynamic EV charging price, operation costs were reduced by 1.20%, 1.20%, and 2.10% when compared to the E, F, and G cases, respectively, for the user price preference scenario. In the user distance preference scenario, costs were reduced by 0.28%, 0.28%, and 3.20%. Moreover, congestion costs were reduced by 8.35%, 8.35%, and 15.20% thanks to dynamic EV charging prices in the user price preference scenario and by 2.29%, 2.29%, and 4.59% in the user distance preference scenario. From the analysis of (c) in Figure 11, compared to fixed prices (Cases I, J, and K), the dynamic EV charging prices presented a cost reduction in the user preference scenario by 1.43%, 1.43%, and 2.52% and in the user distance preference scenario by 0.24%, 0.24%, and 3.43%. Congestion costs were reduced by 13.87%, 13.87%, and 22.62% in the user preference scenario and by 1.53%, 1.53%, and 4.60% in the user distance preference scenario. In the user distance preference scenario, cost was reduced by 0.29%, 0.29%, and 3.49%. Congestion costs were reduced by 5.25%, 15.25%, and 23.64% in the user price preference scenario and by 1.41%, 1.41%, and 4.48% in the user distance preference scenario. It is noted that there was no difference in operation costs between slow charging of 0.15 €/kWh or 0.20 €/kWh and fast charging of 0.25 €/kWh or 0.30 €/kWh. Thus, the operator was indifferent to the charging price for the EV user.

The use of dynamic prices for EV charging is beneficial in terms of reduced operation and congestion costs when compared to fixed price options. The reductions are more evident when the fixed prices are higher. Thanks to dynamic EV charging, different charging prices were offered to the users in the parking lots, and this helped alleviate certain power lines, contributing in this way to the operational cost reduction.

Total power loss, power generation curtailment, and power not supplied costs in each user preference scenario are presented in Figure 12a, i.e., with no electric vehicles. It has been verified
that the costs associated with those three terms reduced once the distributed energy resources were included (RES and ESS). In fact, the power not supplied (PNS) cost was reduced to zero when the RES were considered alone or together with ESS. However, with RES and ESS, power generation curtailment (PGC) was present, but the costs were lower than with the PNS.

Through the analysis of (b) (RES and ESS were not considered) in Figure 12, it can be observed that the total power loss (PL) cost was equivalent to the three fixed-price cases with a cost of around 3662 € in the user price preference scenario. Through the use of the dynamic EV charging price method, the PL cost reduced by around 17%. Considering the user distance preference scenario, the dynamic EV charging prices presented a reduction of only 1.03% in Cases E and F and of 1.91% in Case G. The PNS occurred only in the user distance preference scenario. When the dynamic EV charging prices were included, the PNS cost was small compared to the fixed price (83.54% smaller than in Cases E and F and 98.67% smaller than in Case G). Considering the user price preference scenario in (c) of Figure 12, the observed PL cost reduction with dynamic energy pricing was of 16.75% in Cases I and J and 18.08% in Case K. Cost reductions were lower in the distance user preference scenario, reducing by 0.21% in Cases I and J and 1.52% in Case K. The PNS occurred only for the fixed price cases in the user distance preference scenario, being zero when the dynamic EV charging prices was used. The presence of RES will create the necessity of PGC in some periods. The dynamic EV charging prices can mitigate the costs associated with the PGC in the user price preference scenario, by 3.46% in Cases I and J and 4.32% in Case K. If the user distance preference scenario were considered, it would not be possible to benefit from dynamic EV charging prices. In (d), the presence of ESS was also considered, and its advantages in reducing PGC cost were evident. Through the use of dynamic EV charging prices, PL was reduced by 16.24% in Cases M and N and 18.03% in Case O in the user price preference scenario and by 2.19% in Cases M and N and 2.29% in Case O in the user distance preference scenario. With dynamic EV charging prices in the user price preference scenario, the PGC costs were reduced by 6.86% in Cases M and N and by 8.48% in Case O. In the user distance preference scenario, the cost of PGC did not reduce with dynamic EV charging prices. As can be seen, the use of dynamic EV charging prices is of great advantage in the PGC, leading to a zero value.
Figure 12. Total power loss, power generation curtailment, and power not supplied costs in each user preference scenario. (a) For cases with no EVs. (b) For cases with EVs, but without DER. (c) For cases with RES, but without ESS. (d) For cases with DER (RES and ESS).

Once again, the conclusion drawn from the above analysis is that using dynamic energy pricing for EVs’ charging contributed greatly to a reduction in costs associated with power loss, power generation curtailment, and power not supplied. The reductions were more evident for PNS, where they reached 100% in Cases H and L.

Table 10 presents the maximum and the minimum voltage reached in each study. It also presents the buses where those values are verified. As can be seen in this table, the worst voltage values for the user price preference scenario and for the user distance preference scenario were verified in Case G at bus 6 and bus 5, respectively, mainly because these cases did not consider DG and ESS. When adopting dynamic pricing combined with the use of EVs (Cases D, H, and L in the user price preference scenario), it is possible to verify that this leads to better voltage levels (i.e., min. voltage), demonstrating the advantage of dynamic charging prices when EVs react to charging price.

Case L (which is a dynamic EV charging price case) and the case with 0.20 €/kWh for slow charge and 0.30 €/kWh for fast charge (fixed energy charging price) were chosen as an example to present the total energy charge consumption, the average charge power, and the preference percentages of the EV users for each bus that had parking lots. Figure 13 illustrates Case L, and Figure 14 presents the fixed price case.

The preference for a bus with an EV parking lot was counted from the moment the EV began to charge until the time it left the parking lot (one charging session).

In (a), it is possible to see that when the user price preference scenario was considered, the total energy consumed when charging an EV in bus 7 (slow charging parking lot) was 88,037 kWh, which in comparison to the other three buses was 69%, 88%, and 91% more, meaning that the energy price to charge at this bus was better than at the others. Thus, the average charging power followed the same trend as energy consumption. In the user distance preference scenario, energy consumption during charging was spread more evenly over the other parking lot buses. In this case, the highest consumption was the one in bus 2 (fast charging parking lot) with around 45,500 kWh. This bus consumed 19%, 35%, and 14% more energy than the remaining parking lot buses. Once again, the average charge power followed the energy charge consumption trend.
Figure 13. Energy and preference results in each bus that had parking lots for EV charging, considering the dynamic EV charging price in Case L. (a) Energy and average charge power at each EV parking lot bus. (b) Preference percentage for each parking lot bus considering the user price preference scenario. (c) Preference percentage for each parking lot bus considering the user distance preference scenario.

Figure 13b,c shows the preference percentages of the EV users for each bus with a parking lot, considering the user price and distance preferences scenarios, respectively. Figure 13b shows that the parking lot located at bus 7 was the one preferred by EV users, with 69.04% of charged EVs. The parking lot located in bus 11 was the second most chosen, while the fast charging parking lots were the ones least used, with a total of 4.85%. The slow charging parking lots were those that had the lowest energy charging price when compared to the fast charging parking lots. Then, since the user price preference scenario is being considered here, the choice of the less expensive parking lot was logical.

In Figure 13c, the user distance preference scenario is considered. In this scenario, the user preference was to find a parking lot that was as close as possible to the total route that the user would have to travel, i.e., the lowest summation distance between the current EV location and the parking lot and the distance between the parking lot and the next destination. In this user preference scenario, the fast charging parking lots obtained a higher preference when compared to the case where the user preference was defined by the price. This indicates that when the price was not the most important factor, fast charging parking lots could attract users who were located close to them. Nevertheless, we arrived at the conclusion that the location of those parking lots was not optimal, because even when
considering the user distance preference scenario, the majority of the users chose the slow charging parking lots: the lease expensive ones.

![Figure 14](image)

**Figure 14.** Energy and preference results at each bus that had parking lots at a fixed price for EV charging, with 0.20 €/kWh for slow charging and 0.30 €/kWh for fast charging. (a) Energy and average charging power in each EV parking lot bus. (b) Preference percentage for each parking lot bus considering the user price preference scenario. (c) Preference percentage for each parking lot bus considering the user distance preference scenario.

It is also important to note in the user distance preference scenario that even the parking lots located at bus 11 presented higher user charging preference when compared to the parking lots located at bus 7; the energy consumption and the average charging power at the parking lots of bus 11 were not higher than those at bus 7. This means that the energy price in bus 11 presented higher variations, and it was worse in general when compared to the energy price in bus 7 (it is possible to observe this in Section 4.2, second box plot figure), which contributed to higher energy charge consumption in bus 7 and a considerable charging preference (37.35%) even though there was only a 30% probability in the user price preference scenario (see Table 6). Moreover, due to the higher charge preference at bus 11, it is possible to conclude that the location of the parking lots at this bus was better (advantageous because EV users were at a shorter distance from them) when compared to the parking lots at bus 7.

The total energy charge consumption, the average charge power, and the preference percentages of the EV users for the fixed energy prices (0.20 €/kWh for slow charge and 0.30 €/kWh for fast charge) are presented in Figure 14.
In Figure 14a, it can be observed that in the user price preference scenario, the bus with the highest total energy consumption for EV charging was bus 11 with 40,733 kWh, that is 9%, 28%, and 13% more than buses 7, 2, and 5, respectively. Thus, the average charging power followed the same trend of the energy consumed during charging. In comparison, (a) in Figure 13 shows that the energy consumed by the charging EVs was spread more evenly among all the parking lot buses, while in the dynamic EV charging price case, energy consumption due to charging was more concentrated in bus 7 than the others. This means that bus 7 with respect to dynamic EV charging price presented a better charging price. In the user distance preference scenario, the energy charge consumption followed the same trend as in the dynamic EV charging price case, indicating energy consumption of 50,815 kWh at bus 2; the consumption was higher by 42%, 38%, and 21% in relation to the remaining buses. Regarding the average charging power, the trend was the same as for energy consumption.

Analyzing Figure 14b, which presents the preference percentages of the EV users for each bus with parking lots, considering the user price preference scenario, it can be seen that the parking lot in 11 was preferred among users with 49.34% of EV users choosing this lot. The parking lots located at bus 7 were in second place, while the fast charging parking lots had a total of around 19% preference among users, quite higher when compared with (b) of Figure 13. This means that in the dynamic EV charging price case, the most attractive prices were on the buses that had slow charging parking lots, leading to a great number of users choosing them over the fast charging parking lots. The majority of the users preferred slow charging due to the lower charging price (0.20 €/kWh).

Table 10. Maximum and minimum voltage magnitude for each case study.

| Case | User Price Preference Scenario | User Distance Preference Scenario |
|------|-------------------------------|----------------------------------|
|      | Max Voltage | Min Voltage | Max Voltage | Min Voltage |
|      | bus Value (p.u.) | bus Value (p.u.) | bus Value (p.u.) | bus Value (p.u.) |
| A    | 2 0.9996 | 9 0.9819 | 2 0.9996 | 9 0.9819 |
| B    | 7 0.9998 | 9 0.9844 | 7 0.9998 | 9 0.9844 |
| C    | 7 0.9998 | 9 0.9844 | 7 0.9998 | 9 0.9844 |
| D    | 2 0.9996 | 9 0.9814 | 2 0.9996 | 9 0.9814 |
| E    | 2 0.9996 | 13 0.9761 | 2 0.9996 | 13 0.9761 |
| F    | 2 0.9996 | 13 0.9761 | 2 0.9996 | 13 0.9761 |
| G    | 2 0.9996 | 6 0.9685 | 2 0.9996 | 6 0.9685 |
| H    | 7 0.9999 | 13 0.9826 | 7 0.9998 | 13 0.9826 |
| I    | 7 0.9998 | 13 0.9763 | 7 0.9999 | 13 0.9763 |
| J    | 7 0.9999 | 13 0.9763 | 7 0.9999 | 13 0.9763 |
| K    | 7 0.9999 | 6 0.9687 | 7 0.9999 | 6 0.9687 |
| L    | 7 0.9998 | 12 0.9832 | 7 0.9999 | 12 0.9832 |
| M    | 7 0.9998 | 13 0.9763 | 7 0.9999 | 13 0.9763 |
| N    | 7 0.9999 | 13 0.9763 | 7 0.9999 | 13 0.9763 |
| O    | 7 0.9999 | 6 0.9687 | 7 0.9999 | 6 0.9687 |

Once again, in the user distance preference scenario, the fast charging parking lots were a more popular choice among users than in the user price preference scenario ((c) of Figure 14)). This also indicates that those parking lots could attract users who find themselves closer to the fast charging parking lots, if the price is not the most important factor. However, we arrived at the conclusion that those parking lost cannot be located optimally because the slow charging parking lots were highly preferred among users due to more attractive EV charging prices (even in the user distance preference scenario).
4.2. User Perspective

This subsection looks at the results of the case studies from the perspective of the EV users. Figures 15 and 16 present the box plots for the dynamic EV charging price cases considering the user price and distance preference scenarios, respectively. By comparing these two figures, it is possible to see that the differences between the same cases in each figure were small. The verified variations were mainly in Quartile 3 (Q3) and were higher in the user price preference scenario, in which the users gave priority to price.

Let us take bus 11 in Case L as an example: it can be seen that the charge price variation in the user price preference scenario was between 0.0990 €/kWh and 0.2150 €/kWh, while in the user
distance preference scenario, it was between 0.0990 €/kWh and 0.2000 €/kWh, corresponding to a 0.0150 €/kWh of difference. Fifty percent of the charge price values (interquartile range) were located between 0.1210 €/kWh and 0.1600 €/kWh for the user price preference scenario and between 0.1210 €/kWh and 0.1510 €/kWh for the user distance preference scenario (0.0090 €/kWh of difference). Twenty-five percent of the values varying between 0.0990 €/kWh and 0.1210 €/kWh for both user preference scenarios were located in the first quartile (Q1). Seventy five percent of the EV charging price values were represented by the third quartile (Q3) and varied between 0.0990 €/kWh and 0.1600 €/kWh in the user price preference scenario and between 0.0990 €/kWh and 0.1510 €/kWh in the user distance preference scenario. These two figures show that the highest variation in the charge prices among the dynamic EV charging price cases occurred specifically in slow charge buses in Case D. This is mainly due to the wind farms (one of them at bus 7 and the other one at bus 11, corresponding to 24% of the total installed power), which were not considered in Case D (it did not consider RES nor ESS).

Table 11 presents the results collected over a one-week period during which the case study was conducted; the average prices paid by EV users in the case of both dynamic EV charging prices and fixed charging prices. In these average prices values, the home charging price is included (0.2094 €/kWh).

All dynamic EV charging price cases in the user price preference scenario show that the prices paid by EV users for EV charging were on average lower than what EV users normally would pay if the charging prices were fixed. However, this was not the case in the user distance preference scenario.

| User Preference Scenario | Cases                        | Average Price (€/kWh) |
|--------------------------|------------------------------|-----------------------|
| Price                    | D 0.1925 H 0.1877 L 0.1867 | SCh = 0.15 €/kWh FCh = 0.25 €/kWh |
|                          |                              | SCh = 0.20 €/kWh FCh = 0.30 €/kWh |
|                          |                              | SCh = 0.30 €/kWh FCh = 0.40 €/kWh |
| Distance                 | 0.2414                       | 0.2180                |
|                          | 0.2178                       | 0.2087                |
|                          | 0.2005                       | 0.2281                |
|                          | 0.2370                       | 0.2907                |
|                          | 0.2955                       |                       |

In Table 12, it is possible to see that the dynamic EV charging price Case D for the user price preference scenario presented gains of 4.03%, 16.63%, and 33.79% over all the homologous fixed price cases (E, F, and G), respectively. Even comparing a dynamic EV charging price case that did not consider distributed resources with the lowest fixed prices case (0.15 €/kWh for slow charge and 0.25 €/kWh for fast charge) verified the charge prices’ advantages. Regarding the user distance preference scenario, the dynamic EV charging price case did not present advantages in terms of charge price for the EV users when compared with fixed Cases E and F, which had 0.15 €/kWh for slow charge and 0.25 €/kWh for fast charge and 0.20 €/kWh for slow charge and 0.30 €/kWh for fast charge, respectively. Comparing with these two fixed prices cases, if the dynamic EV charging price were applied, the EV users would have had a loss of 15.66% and 1.88%, respectively, but obtained a gain of 18.30% when compared with the fixed charge price Case G.

Case H also presented charge price gains when compared with the homologous fixed charge prices, as can be seen in Table 13. In this case, the gains were 6.42%, 17.73%, and 35.45%, respectively, and when compared with Case D, it is possible to see a growth in those gains. For the user distance preference scenario, it can be seen that the dynamic EV charging prices were not also advantageous for the EV users when compared with the lowest considered fixed energy charge prices, but with a strong reduction when compared with the case that did not consider RES. Furthermore, a gain of 8%
can be seen with Case H (a growth of 9.88%) over the charge fixed energy price considered for Case J (0.20 €/kWh for slow charge and 0.30 €/kWh for fast charge), as well as a growth of 7.92% over the 0.30 €/kWh (slow charge) and 0.40 €/kWh (fast charge) fixed charge prices.

**Table 12.** Average charge price differences between dynamic Case D and the homologous fixed cases. The average prices paid by the EV users when Case D was used were 0.1925 €/kWh and 0.2414 €/kWh for the user price preference scenario and the user distance preference scenario, respectively. Blue color means that Case D is advantageous for the EV user, whereas the red color means that Case D is not advantageous for the EV user.

| Dynamic Price | Case E | Case F | Case G |
|---------------|--------|--------|--------|
| Price preference | 4.03% | 15.63% | 33.79% |
| Distance preference | −15.66% | −1.88% | 18.30% |

With the RES and ESS presented in the distribution network, the results’ tendency was similar to Case H. Comparing the differences, it is possible to see through Table 14 that the gains of Case L were higher than the gains of Case H, namely due to the ESS consideration.

**Table 13.** Average charge price differences between dynamic Case H and the homologous fixed cases. The average prices paid by the EV users when Case H was used were 0.1877 €/kWh and 0.2180 €/kWh for the user price preference scenario and the user distance preference scenario, respectively. Blue color means that Case H was advantageous for the EV user, whereas the red color means that Case H was not advantageous for the EV user.

| Dynamic Price | Case I | Case J | Case K |
|---------------|--------|--------|--------|
| Price preference | 6.42% | 17.73% | 35.45% |
| Distance preference | −4.45% | 8.00% | 26.22% |

**Table 14.** Average charge price differences between dynamic Case L and the homologous fixed cases. The average prices paid by the EV users when Case L was used were 0.1867 €/kWh and 0.2178 €/kWh for the user price preference scenario and the user distance preference scenario, respectively. Blue color means that Case L was advantageous for the EV user, whereas the red color means that Case L is not advantageous for the EV user.

| Dynamic Price | Case M | Case N | Case O |
|---------------|--------|--------|--------|
| Price preference | 6.92% | 18.17% | 35.79% |
| Distance preference | −4.33% | 8.10% | 26.30% |
5. Conclusions

In this research work, the authors investigated if the dynamic EV charging prices have a positive impact on the smart distribution network operation and on the EV user behavior. To this end, the authors combined an EV behavior simulator with a proposed innovative smart DLMP-based distribution network operation/reconfiguration. The main contributions of the conducted study can be summarized as follows: (a) an EV user behavior simulator has been adopted to generate a realistic population, considering the network size and parking lots; (b) a distribution network operation/reconfiguration optimization model has been created in an SG context with high DER penetration concerning the behavior of the EV users and the dynamic EV charging price considering DLMPs using the Benders decomposition method; (c) the positive impact of the dynamic EV charging prices on the smart distribution network operation and on the electric vehicles users has been assessed.

The proposed methodology was tested in a case study, which has been conducted on a mock-up model of an SC located at the BISITE laboratory with a 13-bus distribution network. Furthermore, the distribution network operation/reconfiguration optimization model considering two user preference scenarios (price and distance preference) and using the dynamic EV charging prices were compared with the model using the EV fixed charging prices to demonstrate the advantage of the former.

It was verified that the use of dynamic pricing for EV charging is advantageous for the network operator in all of the considered cases due to reduced cost of operation and the user preference scenarios. These benefits are even more evident when considering high fixed charging prices (0.30 €/kWh for slow charging and 0.40 €/kWh for fast charging, -35.79% in the user price preference scenario, Case L). The lowest cost reduction was 0.24% in Case H of the distance preference scenario. Moreover, when the distance preference scenario and dynamic price were considered, it was verified that the PNS was zero, with exception of Case D, which presented an insignificant value (123.35 €).

For the EV users, the dynamic pricing also presented considerable cost advantages, namely when the price preference was considered. In this scenario, the lowest advantage (4.03% better) was verified in Case D compared with the lowest considered fixed charging prices (0.15 €/kWh for slow charge and 0.25 €/kWh for fast charge). Furthermore, for this scenario, the advantages can reach 35.75% (Case L), i.e., around 0.10 €/kWh of savings if the fixed charging prices are 0.30 €/kWh for slow charge and 0.40 €/kWh for fast charge. If the distance preference was considered, the dynamic EV charging price cases did not present savings in comparison with the lowest fixed charging price cases, namely when the fixed charging prices were 0.15 €/kWh for slow charge and 0.25 €/kWh for fast charge. Here, the user lost up to 15.66% for the dynamic EV charging price Case D. Nevertheless, the dynamic price still presented considerable savings when fixed prices were higher, reaching up to 26.30%.

The results suggest that the dynamic energy pricing for EVs’ charge can be used as an efficient approach in smart cities that allows important monetary savings for both the distribution system operator and EV users.

The main drawbacks of the proposed work are: (a) the EV users’ profiles were not adapted to the different weekdays; (b) the decision charge method was only based on the battery charge level; (c) vehicle-to-grid was not considered; (d) the ESS charge/discharge decision was limited and based on rules.

As future work, the authors suggest this research work include more EV user profiles, an additional charging decision method that depends on the energy price, an optimized ESS charge/discharge decision, an optimization model for EV users’ costs minimization, solar-powered charging infrastructures in the parking lots, and also the possibility of vehicle-to-grid.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Definition |
|--------------|------------|
| DER | Distributed energy resources |
| DG | Distributed generators |
| DLMP | Locational marginal pricing |
| DN | Distribution network |
| DNR | Distribution network reconfiguration |
| DSO | Distribution system operator |
| ESS | Energy storage systems |
| EU | European Union |
| EV | Electric vehicle |
| FCh | Fast charge |
| LMP | Locational marginal pricing |
| MINLP | Mixed-integer nonlinear programming |
| MOC | Master subproblem objective function |
| MV | Medium voltage |
| OMIE | Iberian electricity market operator |
| PGC | Power generation curtailment |
| PL | Power losses |
| PNS | Power not supplied |
| PV | Photovoltaic |
| RES | Renewable energy sources |
| SC | Smart city |
| SCh | Slow charge |
| SG | Smart grid |
| VAT | Value-added tax |

Indices

| Index | Description |
|-------|-------------|
| c | Line options |
| i | Electrical buses |
| j | Electrical buses |
| lo | Loads |
| bs | External supplier |
| cb | Capacitor bank |
| g | Distributed generator unit |
| e | Energy storage systems |
| v | Electric vehicles parking lot |
| m | Bender’s cuts iteration |
| Parameters | Description |
|------------|-------------|
| $P_{\text{Cost}}$ | Power generation curtailment cost [€/MW] |
| $\text{price}_{\text{MK}}$ | Market price [€/MWh] |
| $\text{Cost}_{\text{PNS}}$ | Power not supplied cost [€/MW] |
| $\text{Cost}_{\text{Loss}}$ | Power losses cost [€/MW] |
| $\text{ce}_{\text{ef}}$ | Charge efficiency of energy storage systems |
| $\text{de}_{\text{ef}}$ | Discharge efficiency of energy storage systems |
| $\text{Cost}_{\text{Cong}}$ | Lines congestion cost [€/MW] |
| $\text{price}_{\text{Ma}}$ | Market price [€/MW] |
| $\text{Cost}_{\text{PNS}}$ | Power not supplied cost [€/MW] |
| $r_{(i,j)}$ | Resistance for $i,j$ line [Ω] |
| $\text{Cost}_{\text{Loss}}$ | Power losses cost [€/MW] |
| $P_{\text{DG}}(g)$ | Power generation for $g$ DG unit [MW] |
| $\text{EVP}_{(i)}$ | Power charge for EV parking lot in the bus $i$ [MW] |
| $\text{Flow}_{\text{max}}^{(i,j)}$ | Maximum admissible line flow between bus $i$ and bus $j$ [MW] |
| $n_{\text{DG}}$ | Number of DG units |
| $\text{ExtSup}_{\text{MinLimit}(bs)}$ | Minimum limit of power supplied by substation/supplier $bs$ [MW] |
| $\text{ExtSup}_{\text{MaxLimit}(bs)}$ | Maximum limit of power supplied by substation/supplier $bs$ [MW] |
| $P_{\text{DG}}(g)$ | Generated power of distributed generation $g$ [MW] |
| $P_{\text{Load}}(lo)$ | Active power demand for load $lo$ [MW] |
| $\text{CongMin}$ | Power congestion factor |
| $\text{STchR}_{(e)}$ | ESS charge rate [MW] |
| $\text{STdchR}_{(e)}$ | ESS discharge rate [MW] |
| $\text{STcap}_{(e)}$ | ESS capacity [MWh] |
| $\text{STdM}_{\text{stat}}^{(e)}$ | Decision for ESS $e$ discharge {0,1} |
| $\text{STsto}_{\text{min}}^{(e)}$ | Minimum capacity limit of the ESS $e$ |
| $\Delta t$ | Duration of the period [hours] |
| $\text{STsto}_{\text{M}}^{(e)}$ | Energy stored in ESS $e$ in previous period for master subproblem [MWh] |
| $\text{STsto}_{\text{S}}^{(e)}$ | Energy stored in ESS $e$ in previous period for slave subproblem [MWh] |
| $\text{price}_{\text{min}}^{(e)}$ | Minimum market price value that will permit the ESS discharge |
| $\lambda_{(i,j)}^{(m-1)}$ | Sensitivities associated to the radiality decision taken by the master problem in the previous iteration |
| $\mu_{(i)}^{(m-1)}$ | Sensitivities associated to the ESS charge decision taken by the master problem in the previous iteration |
| $\text{Cost}_{\text{Inf}}$ | Slave problem infeasibilities cost [€] |
| $V_{\text{min}}(i)$ | Minimum voltage magnitude limit in the bus $i$ [V] |
| $V_{\text{max}}(i)$ | Maximum voltage magnitude limit in the bus $i$ [V] |
| $\theta_{\text{min}}(i)$ | Minimum voltage angle limit in the bus $i$ [rad] |
| $\theta_{\text{max}}(i)$ | Maximum voltage angle limit in the bus $i$ [rad] |
| $Q_{\text{Load}}(lo)$ | Reactive power demand for load $lo$ [Mvar] |
| $Q_{\text{max}}^{(cb)}$ | Maximum limit of the capacitor bank $cb$ [Mvar] |
| $G_{(i,j)}$ | Real term of the element $ij$ in the bus admittance matrix |
| $B_{(i,j)}$ | Imaginary term of the element $ij$ in the bus admittance matrix |
| $x_{(i,j)}$ | Reactance for $ij$ line [Ω] |
| $P_{\text{MinLimit}(bs)}$ | Minimum limit of active power supplied by substation/supplier $bs$ [MW] |
| $P_{\text{MaxLimit}(bs)}$ | Maximum limit of active power supplied by substation/supplier $bs$ [MW] |
| $Q_{\text{MinLimit}(bs)}$ | Minimum limit of reactive power supplied by substation/supplier $bs$ [Mvar] |
| $Q_{\text{MaxLimit}(bs)}$ | Maximum limit of reactive power supplied by substation/supplier $bs$ [Mvar] |
Variables

\( D_{(g)} \)  
- Fictitious load for each distributed generator \( g \)

\( ExtSup_{(bs)} \)  
- Power supplied by substation \( bs \) [MW]

\( PNSM_{(lo)} \)  
- Power not supplied for load \( lo \) in the master subproblem [MW]

\( FlowM_{(i,j)} \)  
- Power flow in the line \( i,j \) for the master subproblem [MW]

\( P_{PGCM_{(g)}} \)  
- Power generation curtailment for master subproblem in the \( g \) DG unit [MW]

\( \omega^* \)  
- Linear Benders’ cut variable

\( STdchM_{(e)} \)  
- Power discharge of ESS \( e \) for master subproblem [MW]

\( STchM_{(e)} \)  
- Power charge of ESS \( e \) for master subproblem [MW]

\( X_{stat}^{(i,j)} \)  
- Binary decision variable \([0,1]\) for the line usage between bus \( i \) and bus \( j \)

\( d_{(ij)} \)  
- Fictitious flow associated with branch \( i,j \)

\( CongM_{(i,j)} \)  
- Power congestion for line \( i,j \) in the master subproblem [MW]

\( STcM_{stat}^{(e)} \)  
- Binary decision variable \([0,1]\) for ESS \( e \) charge

\( STdM_{stat}^{(e)} \)  
- Binary decision variable \([0,1]\) for ESS \( e \) discharge

\( STstoM_{(e)} \)  
- Energy stored in \( e \) ESS for master subproblem [MWh]

\( Z_m^{-1} \)  
- Sum of the infeasibilities of the slave problem

\( ZA \)  
- Slack variable for active power balance

\( ZQ \)  
- Slack variable for reactive power balance

\( ZF \)  
- Slack variable for thermal lines capacity

\( CongS_{(i,j)} \)  
- Power congestion for line \( i,j \) in the slave subproblem [MW]

\( P_{Supplier_{(bs)}} \)  
- Active power supplied by substation \( bs \) [MW]

\( Q_{Supplier_{(bs)}} \)  
- Reactive power supplied by substation \( bs \) [Mvar]

\( P_{PGCS_{(g)}} \)  
- Power generation curtailment for slave subproblem in the \( g \) DG unit [MW]

\( PNSs_{(lo)} \)  
- Power not supplied for slave subproblem in the load \( lo \) [MW]

\( SLoss_{(i,j)} \)  
- Apparent power loss in the line \( i,j \) [MVA]

\( V_{(i)} \)  
- Voltage magnitude in the bus \( i \) [V]

\( \theta_{(i)} \)  
- Voltage angle in the bus \( i \) [rad]

\( P_{Inj_{(i)}} \)  
- Active injected power in the bus \( i \) [MW]

\( Q_{Inj_{(i)}} \)  
- Reactive injected power in the bus \( i \) [Mvar]

\( Q_{Chans_{(cb)}} \)  
- Reactive power from capacitor bank \( cb \) [Mvar]

\( P_{(i,j)} \)  
- Active power flow in the \( i,j \) line [MW]

\( Q_{(i,j)} \)  
- Reactive power flow in the \( i,j \) line [Mvar]

\( S_{(i,j)} \)  
- Apparent power flow in the \( i,j \) line [MVA]

\( PLoss_{(i,j)} \)  
- Active power loss in the \( i,j \) line [MW]

\( QLoss_{(i,j)} \)  
- Reactive power loss in the \( i,j \) line [Mvar]

\( FlowS_{(i,j)} \)  
- Power flow in the \( i,j \) line for slave subproblem [MW]

\( STdchS_{(e)} \)  
- Power discharge of ESS \( e \) for slave subproblem [MW]

\( STchS_{(e)} \)  
- Power charge of ESS \( e \) for slave subproblem [MW]

\( STstoS_{(e)} \)  
- Energy stored in \( e \) ESS for slave subproblem [MWh]

\( DEP \)  
- Dynamic EV charging price for each period [€/kWh]

\( Tariff_{MV} \)  
- Energy tariff price for each period [€/kWh]

\( PLG \)  
- Additional profit margin of the parking owner

\( ACNR \)  
- Additional cost related to the fixed term of network price rate to be charged to the customer [€/kWh]

Sets

\( \Omega_B \)  
- Set of buses

\( \Omega^{BS}_{B} \)  
- Set of substation buses

\( \Omega^{CB}_{B} \)  
- Set of capacitor banks buses

\( \Omega^{L}_{B} \)  
- Set of load buses

\( \Omega^{E}_{B} \)  
- Set of ESS buses

\( \Omega^{V}_{B} \)  
- Set of EV parking lot buses

\( \Omega_{BS} \)  
- Set of substations

\( \Omega_{CB} \)  
- Set of capacitor banks

\( \Omega_{L} \)  
- Set of lines

\( \Omega^{nd}_{DG} \)  
- Set of non-dispatchable DG buses
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