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Abstract

In recent years, Face Image Quality Assessment (FIQA) has become an indispensable part of the face recognition system to guarantee the stability and reliability of recognition performance in an unconstrained scenario. For this purpose, the FIQA method should consider both the intrinsic property and the recognizability of the face image. Most previous works aim to estimate the sample-wise embedding uncertainty or pair-wise similarity as the quality score, which only considers the information from partial intra-class. However, these methods ignore the valuable information from the inter-class, which is for estimating the recognizability of face image. In this work, we argue that a high-quality face image should be similar to its intra-class samples and dissimilar to its inter-class samples. Thus, we propose a novel unsupervised FIQA method that incorporates Similarity Distribution Distance for Face Image Quality Assessment (SDD-FIQA). Our method generates quality pseudo-labels by calculating the Wasserstein Distance (WD) between the intra-class similarity distributions and inter-class similarity distributions. With these quality pseudo-labels, we are capable of training a regression network for quality prediction. Extensive experiments on benchmark datasets demonstrate that the proposed SDD-FIQA surpasses the state-of-the-arts by an impressive margin. Meanwhile, our method shows good generalization across different recognition systems.

1. Introduction

Face recognition is one of the well-researched areas of biometrics [8, 11, 4]. Under controlled conditions, the recognition system can usually achieve satisfactory performance. However, in some real-world applications, recognition systems need to work under unconstrained environments (e.g. surveillance camera and outdoor scenes), leading to significant degradation of recognition accuracy and unstable recognition performance. Many researchers make progress in improving recognition accuracy under varying conditions [4, 12], but sometimes the performance is still affected by the unpredictable environmental factors including pose, illumination, occlusion, and so on. To keep the performance of face recognition system stable and reliable, Face Image Quality Assessment (FIQA) has been developed to support the recognition system to pick out high-quality images or drop low-quality ones for stable recognition performance. [7, 1].

Existing FIQA methods can be roughly categorized into two types: analytics-based [7, 22, 27] and learning-based [1, 10, 23, 25, 29]. Analytics-based FIQA defines quality metrics by Human Visual System (HVS) and evaluates face image quality with handcrafted features, such as asymme-
In this paper, we propose a novel learning-based method called SDD-FIQA. Regarding FIQA as a recognizability estimation problem, we first reveal the intrinsic relationship between the recognition performance and face image quality. Specifically, for the target sample, we employ a recognition model to collect its intra-class similarity distributions (Pos-Sim) and inter-class similarity distributions (Neg-Sim). Then the Wasserstein Distance (WD) between these two distributions is calculated as the quality pseudo-label. Finally, a quality regression network is trained under the constraint of Huber loss. Our method can accurately predict the face image quality score in a label-free manner.

- We are the first to consider both the intra-class and inter-class recognition similarity distributions for the FIQA problem.
- We propose a new framework of estimating face image quality, which is label-free and closely linked with the recognition performance.
- We are the first to evaluate the FIQA method by employing different recognition models for generalization evaluation, which is more consistent with the real-world applications.
- The proposed SDD-FIQA outperforms the state-of-the-arts by a large margin in terms of accuracy and generalization on benchmark datasets.

2. Related Work

2.1. Analytics-based FIQA

Analytics-based FIQA approaches focus on analytically evaluating face image characteristics (such as pose, occlusion, and illumination) and define the quality metrics...
by HVS. For example, Gao et al. [7] proposed a facial symmetry-based method. They measure the facial asymmetries caused by non-frontal lighting and improper facial pose. This method can quantize the impact of pose and illumination while failing to generalize to other quality factors. Sellahewa and Jassim [22] proposed an adaptive approach. They estimate the illumination quality by comparing the pixel-wise similarity between the reference image and the distorted one. However, such a method is sensitive to the background and can only deal with the illumination influence on image quality. Wasnik et al. [27] evaluate the pose variation of face images based on vertical edge density and train a random forest model to predict the quality score. Their method requires a reference image, and the performance is not satisfactory under unconstrained conditions. Best-Rowden and Jain designed two FIQA methods with complete or partial human annotations [2]. However, human quality annotation is too labor-intensive and expensive to be applicable in practice.

### 2.2. Learning-based FIQA

Learning-based FIQA approaches aim to excavate the relationship between face image quality and recognition performance. Aggarwal et al. [1] were the first to propose the learning-based method. In their method, a space characterization features mapping model is constructed to predict the accuracy of recognition via multi-dimensional scaling. Wong et al. [28] proposed an efficient patch-based method to obtain a similarity probabilistic model for FIQA. Chen et al. [3] introduced a rank learning-based method. They use a ranking loss computed on multiple face images of an identity to train a network. Kim et al. [15] take advantage of two factors, including visual quality and mismatch degree between training and testing images to predict face image quality. However, these methods can only work well with face images under controlled conditions.

With the deep learning population, face representation using Deep Convolutional Neural Network (DCNN) embedding has obtained impressive progress [21, 26, 12]. Researchers hope to directly estimate face image quality by DCNN embedding of face recognition. For example, Shi and Jain [23] proposed the Probabilistic Face Embedding (PFE) method. Their method estimates the variance of element-wise embedding features and then applies the variance to FIQA. Hernandez-Ortega et al. [10] designed FaceQnet-V0. It calculates the Euclidean distance between the target face image and the best selection within intra-class as quality annotation. Furthermore, they developed FaceQnet-V1 [9] by adding three available face recognition systems to calculate Euclidean distance for quality annotation. Terhorst et al. [25] proposed an unsupervised estimation of face image quality called SER-FIQ. They compute the mean Euclidean distance of the multiple embedding features from a recognition model with different dropout patterns as the quality score. Xie et al. [29] introduced the Predictive Confidence Network (PCNet). They apply pair-wise regression loss to train a DCNN for FIQA from intra-class similarity. Although these methods improve the versatility of FIQA by estimating the sample-wise uncertainty or computing pair-wise similarity, the relationship between intra-class and inter-class similarity has never been discovered, which is extremely important for the recognizability of face image.

### 3. The Proposed SDD-FIQA

The framework of the proposed SDD-FIQA is shown in Fig. 2. Assume $X$, $Y$, and $F$ denote the face image set, identity label set, and the recognition embedding set, respectively. We compose a triplet dataset $D = \{(x_1, y_1, f(x_1)), (x_2, y_2, f(x_2)), \ldots, (x_n, y_n, f(x_n))\} \subset X \times Y \times F$. Let two samples $x_i$, $x_j$ from the same identity form a positive pair, two samples from different identities form a negative pair. For each training sample $x_i$, we denote $S^P_{x_i} = \{s^P_{x_i} = (f(x_i), f(x_j)) | y_i = y_j\}$ and $S^N_{x_i} = \{s^N_{x_i} = (f(x_i), f(x_j)) | y_i \neq y_j\}$ as the similarity set of positive and negative pairs respectively, where $(f(x_i), f(x_j))$ denotes the cosine similarity between $f(x_i)$ and $f(x_j)$.

#### 3.1. Generation of Quality Pseudo-labels

In this section, we describe the relationship between the face image quality and the recognition performance. We prove that such relationship can be deduced from the Error Versus Reject Curve (EVRC), which is a widely used metric in FIQA [2, 9, 25]. Specifically, assume that $S^P_X = \{S^P_{x_i}\}_{i=1}^n$ and $S^N_X = \{S^N_{x_i}\}_{i=1}^n$ are the sets of all Pos-Sim and Neg-Sim, respectively. $S^P_{X|y < \xi}$ denotes the subset of $S^P_X$ with similarity less than a threshold $\xi$, $S^N_{X|y > \xi}$ denotes the subset of $S^N_X$ with similarity greater than the threshold $\xi$, where $\xi \in [-1, 1]$. Then, False Match Rate (FMR) and False No-Match Rate (FNMR) can be respectively defined.
as
\[ \text{fmr} = R_{fm}(\mathcal{X}, \xi) = \frac{|S_{\mathcal{X}|>\xi}^N|}{|S_{\mathcal{X}}^N|} \]
(1)

and
\[ \text{fnmr} = R_{f_{nm}}(\mathcal{X}, \xi) = \frac{|S_{\mathcal{X}|<\xi}^P|}{|S_{\mathcal{X}}^P|}, \]
(2)

where \(| \cdot |\) denotes the set cardinality. Assume \(\mathcal{X}_{\text{Sub}}^\sigma\) is the subset of \(\mathcal{X}\) with \(\sigma\) percentage highest quality face samples. EVRC aims to measure the relationship between \(\sigma\) and the FNMR of \(\mathcal{X}_{\text{Sub}}^\sigma\) at a fixed FMR. Note that since the FMR is required to be fixed, the threshold \(\xi\) has to keep changing with respect to \(\mathcal{X}_{\text{Sub}}^\sigma\). According to the EVRC metric, we find that the image quality can be described by the gradient of the FNMR decrement. In other words, if a sample \(x_i\) is dropped from the face dataset, the more sharply FNMR decreases, the lower quality of \(x_i\) has. Inspired by this, we propose to compute the FNMR difference as the quality pseudo-label of \(x_i\) (denoted as \(Q_{x_i}\)) by

\[ Q_{x_i} = R_{f_{nm}}(\mathcal{X}, \xi) - R_{f_{nm}}(\mathcal{X}_{i-x_i}, \xi), \]
(3)

where \(\mathcal{X}_{i-x_i}\) is the subset of \(\mathcal{X}\) excluding \(x_i\), \(\xi\) and \(\xi_{\text{Sub}}\) denote the thresholds for \(\mathcal{X}\) and \(\mathcal{X}_{\text{Sub}}\), respectively. We can see that for the given \(\mathcal{X}\), \(Q_{x_i}\) is only determined by \(x_i\) and the threshold \(\xi\). Since the FMR is fixed, the threshold \(\xi\) can be calculated as \(\xi = R_{f_{nm}}^{-1}(\mathcal{X}, \text{fmr})\), where \(R_{f_{nm}}^{-1}(\cdot)\) denotes the inverse function of \(R_{f_{nm}}(\cdot)\). Objectively speaking, the actual quality of \(x_i\) is independent of the FMR. However, by Eq. (3), we can obtain only one empirical quality score under a fixed FMR. From a statistical point of view, we should take the expectation of \(Q_{x_i}\) on the FMR to approach the actual quality score. Meanwhile, we can regard the FMR as a random variable uniformly distributed over \([0, 1]\). Therefore, \(Q_{x_i}\) can be reformulated as

\[ Q_{x_i} = \int_0^1 \left[ R_{f_{nm}}(\mathcal{X}, R_{f_{nm}}^{-1}(\mathcal{X}, \text{fmr})) - R_{f_{nm}}(\mathcal{X}_{i-x_i}, R_{f_{nm}}^{-1}(\mathcal{X}_{i-x_i}, \text{fmr})) \right] d(\text{fmr}). \]
(4)

By substituting Eq. (2) into Eq. (4), we obtain

\[ Q_{x_i} = \int_0^1 \left[ \frac{|S_{\mathcal{X}|>\xi_{\text{Sub}}^P}^P|}{|S_{\mathcal{X}}^P|} - \frac{|S_{\mathcal{X}|<\xi_{\text{Sub}}^P}^P|}{|S_{\mathcal{X}}^P|} \right] d(\text{fmr}) - \int_0^1 \left[ \frac{|S_{\mathcal{X}_{i-x_i}|>\xi_{\text{Sub}}^P}^P|}{|S_{\mathcal{X}_{i-x_i}}^P|} - \frac{|S_{\mathcal{X}_{i-x_i}|<\xi_{\text{Sub}}^P}^P|}{|S_{\mathcal{X}_{i-x_i}}^P|} \right] d(\text{fmr}). \]
(5)

According to our definition, it holds that \(S_{\mathcal{X}_{i-x_i}|>\xi_{\text{Sub}}^P}^P = S_{\mathcal{X}|>\xi_{}\text{Sub}}^P - S_{\mathcal{X}_{i-x_i}}^P\) and \(S_{\mathcal{X}_{i-x_i}|<\xi_{\text{Sub}}^P}^P = S_{\mathcal{X}|<\xi_{}\text{Sub}}^P - S_{\mathcal{X}_{i-x_i}}^P\). For a given dataset \(\mathcal{X}\), both \(S_{\mathcal{X}}^P\) and \(S_{\mathcal{X}}^N\) are independent of the sample \(x_i\). Therefore, the computation of Eq. (5) is uniquely determined by \(S_{\mathcal{X}_{i-x_i}}^P\) and \(S_{\mathcal{X}_{i-x_i}}^N\). Then Eq. (5) can be simplified to

\[ Q_{x_i} = \mathbf{F}(S_{\mathcal{X}_{i-x_i}}^P, S_{\mathcal{X}_{i-x_i}}^N), \]
(6)

where \(\mathbf{F}(\cdot)\) is the mapping function from \(S_{\mathcal{X}_{i-x_i}}^P\) and \(S_{\mathcal{X}_{i-x_i}}^N\) to \(Q_{x_i}\). In the following, we discover that the FIQ can be well described by SDD. Such discover can also be explained intuitively. For example, a high-quality face image is always easy to be recognized. That means it is close to the intra-class samples and far from inter-class samples. In other words, the distance between the Pos-Sim and the Neg-Sim is large. Inversely, the low-quality face image produces a small SDD, as shown in Fig. 3. Based on the above analysis, we propose to take advantage of the Wasserstein metric to measure SDD as \(Q_{x_i}\), which is expressed by

\[ Q_{x_i} = \text{WD}(S_{\mathcal{X}_{i-x_i}}^P || S_{\mathcal{X}_{i-x_i}}^N) = \inf_{\gamma \in \Pi(S_{\mathcal{X}_{i-x_i}}^P, S_{\mathcal{X}_{i-x_i}}^N)} \mathbb{E}_{(s_{x_i}, s_{y_i}) \sim \gamma} \left[ \| s_{x_i} - s_{y_i} \| \right], \]
(7)

where \(\text{WD}(\cdot)\) denotes Wasserstein distance, \(\Pi(S_{\mathcal{X}_{i-x_i}}^P, S_{\mathcal{X}_{i-x_i}}^N)\) denotes the set of all joint distribution \((s_{x_i}, s_{y_i})\) whose marginals are respectively \(S_{\mathcal{X}_{i-x_i}}^P\) and \(S_{\mathcal{X}_{i-x_i}}^N\).

According to the international biometric quality standard ISO/IEC 29794-1:2016 [14], the face quality pseudo-label should be regularized in the range \([0,100]\) in which 100 and 0 indicate the highest and lowest quality pseudo-labels, respectively. Hence, the \(Q_{x_i}\) is obtained by

\[ Q_{x_i} = \delta[\text{WD}(S_{\mathcal{X}_{i-x_i}}^P || S_{\mathcal{X}_{i-x_i}}^N)], \]
(8)

where

\[ \delta(l_{x_i}) = 100 \times \frac{l_{x_i} - \min(L)}{\max(L) - \min(L)}, l_{x_i} \in L, \]
(9)

where \(l_{x_i} = \text{WD}(S_{\mathcal{X}_{i-x_i}}^P || S_{\mathcal{X}_{i-x_i}}^N), \) and \(L = \{l_{x_i} | i = 1, 2, ..., n\}\).

### 3.2. Acceleration of Label Generation

For a face dataset of size \(n\), if the pair-wise similarity is taken into consideration overall dataset, the time complexity of \(Q_{x_i}\) is \(O(n^2)\). This is high computation when encountering a large-scale dataset. To reduce the computational complexity, we randomly select \(m\) positive pairs and \(m\) negative pairs, where \(m\) is set to be even and \(m \ll n\). Then \(Q_{x_i}\) is computed \(K\) times, and Eq. (8) can be transformed to

\[ \hat{Q}_{x_i} = \frac{\sum_{k=1}^{K} \delta[\text{WD}(S_{\mathcal{X}_{i-x_i}}^{P_k} || S_{\mathcal{X}_{i-x_i}}^{N_k})]}{K}, \]
(10)

where \(S_{\mathcal{X}_{i-x_i}}^{P_k}\) and \(S_{\mathcal{X}_{i-x_i}}^{N_k}\) are the sampled similarities of positive and negative pairs within \(m\) pairs, respectively. Note that for each sample, since \(m\) and \(K\) are set to be constant,
the computational complexity of Eq. (10) is \(O(2m \times K)\), where \(2m \times K\) is at least one order lower than \(n\). Therefore, the generation of quality annotation over all dataset achieves \(O(2m \times K \times n) = O(n)\) time complexity. Suppose that \(\delta[\mathbb{D}(S^p_x, \|S^N_x\|)]\) is a noiseless estimation of \(Q_x\) and a noise variable \(\epsilon_k\) is induced in each sampling. Then Eq. (10) can be rewritten as

\[
\hat{Q}_x = \frac{1}{K} \sum_{k=1}^{K} \left[ \delta[\mathbb{D}(S^p_x, \|S^N_x\|)] + \epsilon_k \right]
\]

(11)

Note that \(\epsilon_k\) can be regarded as the difference between \(\delta[\mathbb{D}(S^p_x, \|S^N_x\|)]\) and \(\delta[\mathbb{D}(S^p_x, \|S^N_x\|)]\). According to the probability theory [18], we have \(\lim_{K \rightarrow \infty} \sum_{i=1}^{K} \epsilon_i = 0\). Hence, Eq. (10) is an unbiased estimation of Eq. (8).

### 3.3. Quality Regression Network

With our generated quality pseudo-labels, we can train an individual FIQA model, which no longer resorts to the recognition system to output quality score. To match the predictions of the quality regression network with the recognition network, knowledge-transfer is applied during training. Specifically, we first remove the embedding and classification layers from a pre-trained face recognition model. Then we employ a dropout operator with 0.5 probability to avoid overfitting during training, and add a fully connected layer in order to output the quality score for FIQA. Finally, we use the Huber loss function [13] to train the quality regression network, which is given by

\[
L_\zeta(x_i, \hat{Q}_x; \pi) = \begin{cases} 
\frac{1}{2} \left\| \hat{Q}_x \right\|_2^2, & \text{if } |y_i - \phi_\pi(x_i)| \leq \zeta \\
\zeta \left\| \hat{Q}_x \right\|_2 - \frac{1}{2} \zeta^2, & \text{otherwise}, 
\end{cases}
\]

(12)

where \(\zeta\) is the location parameter, \(\pi\) and \(\phi_\pi(\cdot)\) denote the network parameters and the regression output, respectively.

Compared with existing FIQA methods, our method considers both Pos-Sim and Neg-Sim overall dataset, which is more amicable to recognition performance. Moreover, our approach is unsupervised without any human annotation.

### 4. Experiments

#### 4.1. Experimental Setup

**Datasets.** The refined MS-Celeb-1M (MS1M) [4] is utilized as the training data of the recognition model and quality regression model. Besides, CASIA-WebFace (CASIA) [5] is adopted to train the recognition model for evaluating the generalization of our method. During testing, LFW [11], Adience [6], UTKFace [32], and IJB-C [16] are employed as test datasets. Note that IJB-C is one of the most challenging public benchmarks and contains large variations in pose, expression, illumination, blurriness, and occlusion.

**Face recognition models.** Different face recognition models are employed, containing ResNet50 trained on MS1M (ResNet50-MS1M), ResNet101 trained on MS1M (ResNet101-MS1M), and ResNet101 trained on CASIA (ResNet101-CASIA). All recognition models are learned by DeepFace with 512-dimensional embedding features [4].

**Implementation details.** Our network is built on the PyTorch framework and run on a machine equipped with eight NVIDIA Tesla P40 GPUs. Face images are all aligned, scaled, and cropped to 112 x 112 pixels by MTCNN [31]. During the training stage, all networks are learned with Adam optimizer with weight decay \(5e^{-4}\). The initial learning rate is \(1e^{-3}\) and drops by a factor of \(5e^{-2}\) every 5 epochs. We set \(m = 24\) and \(K = 12\) in Eq. (10) and the parameter \(\zeta\) is set to 1 in Eq. (12).

**Evaluation protocols.** As done in [2, 10, 9, 25, 20], we use EVRC to evaluate the performance of FIQA methods. Moreover, we introduce Area Over Curve (AOC) to quantify the EVRC results, which is defined by

\[
\text{AOC} = 1 - \int_a^b g(\varphi) d\varphi,
\]

(13)

where \(g(\varphi)\) denotes the FNMR at \(\varphi\), \(\varphi = 1 - \sigma\) is the ratio of unconsidered images, \(a\) and \(b\) denote lower and upper
bounds and are set to be 0 and 0.95 in our experiments, respectively.

4.2. Results & Analysis

The proposed SDD-FIQA method is compared with eight state-of-the-arts covering analytics-based methods (e.g. BRISQUE [17], BLIINDS-II [19], and PQR [30]) and learning-based FIQA methods (e.g. FaceQnet-V0 [10], FaceQnet-V1 [9], PFE [23], SER-FIQ (same model) [25], and PCNet [29]). All the compared methods are reproduced following their paper settings or using their released code directly. In the following, we compare the proposed SDD-FIQA with competitors under the same recognition model setting and the cross recognition model setting to verify the FIQA performance and generalization. We carry out comprehensive experiments to justify the superiority of our SDD-FIQA in terms of the quality weighting improvement of set-based face recognition verification [29], unbiasedness of bias factors [24]. Finally, we also implement ablation study to demonstrate the effectiveness of each key components of our method.

4.2.1 Same Recognition Model Performance

In this part, we follow [25] to evaluate the performance under the same recognition model. ResNet50-MS1M is selected to generate quality pseudo-labels and training quality regression network. As shown in Fig. 4, the FNMR of SDD-FIQA sharply decreases with the increase of the ratio of unconsidered images and outperforms all the compared methods by a large margin. Moreover, we also report the ROC results in Tab. 1. The results show that our SDD-FIQA improves the best competitor by 13.9% for LFW, 5.2% for Adience, and 2.4% for IJB-C in terms of the average (Avg) performance.

Figure 4: Face verification performance on the predicted face image quality scores. The EVRC shows the effectiveness of rejecting low-quality face images in terms of FNMR at a threshold of $10^{-3}$ FMR.
Table 2: The set-based verification TAR results on IJB-C. The deployed recognition model is ResNet50-MS1M.

| Weighting   | FMR=1e-4 | FMR=1e-5 | FMR=1e-6 | Avg  |
|-------------|----------|----------|----------|------|
| Baseline    | 0.9715   | 0.9512   | 0.9491   | 0.9473 |
| SER-FIQ [25]| 0.9755   | 0.9559   | 0.9318   | 0.9544 |
| PCNet [29]  | 0.9766   | 0.9602   | 0.9461   | 0.9610 |
| SDD-FIQA (Our) | 0.9773   | 0.9605   | 0.9473   | 0.9617 |

Figure 5: The distributions of quality scores with different bias factors. The first row is for age factor and the second row is for race factor.

4.2.2 Cross Recognition Model Performance

In real-world applications, the recognition models for training and testing may not be the same. To verify the generalization of the proposed SDD-FIQA, we perform the cross recognition model experiment with two settings: 1) First employ ResNet50-MS1M for generating quality pseudo-labels and training quality regression network, and then adopt ResNet101-MS1M as the deployed recognition model for testing; 2) First employ ResNet50-MS1M for generating quality pseudo-labels and training quality regression network, and then adopt ResNet101-CASIA as the deployed recognition model for testing. To the best of our knowledge, we are the first to evaluate the generalization of FIQA methods.

The EVRC results are shown in Fig. 4 and the AOC results are reported in Tab. 3. Fig. 4 (b), (e) and (h) demonstrate the results on the first cross model setting and Fig. 4 (c), (f) and (i) show the results on the second cross model setting. We can see that SDD-FIQA performs better than all the compared methods on LFW, Adience, and IJB-C. Moreover, the gap is enlarged with the increase of the ratio of unconsidered images. The results in Tab. 3 also show that SDD-FIQA achieves over 17.5% on LFW, 6.5% on Adience, and 2.7% on IJB-C higher accuracy than the best competitor in terms of the Avg AOC performance. Tab. 4 demonstrates that SDD-FIQA outperforms the best competitor by 8.3% on LFW, 3.7% on Adience, and 1.1% on IJB-C, respectively. The above results demonstrate that the proposed SDD-FIQA has better generalization than counterparts.

4.2.3 Set-based Verification with Quality Weighting

We perform the set-based verification on IJB-C dataset to verify the face quality impact in terms of the recognition performance. Specifically, as described in [29], similarities are collected by set-to-set mapping, in which each set consists of a variable number of images or video frames from different sources. Then the set descriptor is calculated as a weighted average of individual faces by

$$f(x) = \frac{1}{n} \sum_{i=1}^{n} \phi_i(x_i) \cdot f(x_i),$$

where $x$ denotes the identity corresponding to $x_i$. We evaluate the True Accept Rate (TAR) scores under different FMR thresholds following [29]. The set-based verification results are reported in Tab. 2. The results show that the quality weight of our method is more beneficial to verification performance.

4.2.4 Investigation of Bias Factors

As done in [24], we also implement an experiment to investigate whether there is a significant correlation between the quality score and the bias factors such as age and race. The investigation results on the UTKFace dataset are shown in Fig. 5. It is known that the greater the distance between
the different bias factor distributions is, the stronger correlation between the predicted quality scores and the face image bias factors. We can find that the quality scores predicted by our SDD-FIQA have a smaller bias than the SER-FIQ and PCNet methods in terms of the age and race factors. This investigation further proves that our SDD-FIQA is more reliable and robust than the stat-of-the-arts.

4.2.5 Ablation Study

**Parametric sensitivity.** To confirm the parametric sensitivity of SDD-FIQA, we evaluate the AOC results with different hyper-parameters on the three benchmark datasets, which is shown in Fig. 7. To be specific, we fix $K = 1$ and vary $m$ from 6 to 54 to select a proper value of $m$ in the first experiment. Then we fix $m = 24$ and vary $K$ from 2 to 40 to determine the suitable value of $K$ in the second experiment. All experiments are performed on ResNet101-MSIM as the deployed recognition model under FMR=$1e^{-2}$. We can notice that with the increases of $K$ and $m$, the AOC stably increases and converges until 24 for the number of similarity pairs and 12 for calculation times. Thus in our experiments, $m$ and $K$ are set to 24 and 12, respectively.

**Similarity distribution information comparison.** To confirm the efficacy of utilizing both positive pairs and negative pairs, we report the EVRC results obtained by three different generation schemes of quality pseudo-labels: 1) only using positive pairs similarity distribution information (Pos-Only) by setting the $S_{x_i}^N$ to 1 in Eq. (8), 2) only using negative pairs similarity distribution information (Neg-Only) by setting the $S_{x_i}^P$ to -1 in Eq. (8), and 3) using the similarity distribution distance between the positive pairs and negative pairs (SDD-FIQA). By observing the curves in Fig. 6, we can see that utilizing both intra-class and inter-class information can achieve the best result, and only using intra-class information achieves a better result than only using inter-class information. It is worth mentioning that Neg-Only can also reduce FNMR, which proves the fact that the inter-class information is also effective to FIQA.

| Dataset | FMR=$1e^{-2}$ | FMR=$1e^{-3}$ | FMR=$1e^{-4}$ | Avg |
|---------|---------------|---------------|---------------|-----|
| LFW     | 0.0889        | 0.0797        | 0.1879        | 0.1175 |
| BLINDS-II | -0.0065       | 0.0557        | 0.2277        | 0.0923 |
| PQR     | 0.1771        | 0.0213        | 0.0849        | 0.0944 |
| SER-FIQ | 0.6212        | 0.5413        | 0.4962        | 0.5529 |
| PCNet   | 0.6629        | 0.6398        | 0.6079        | 0.6369 |
| SDD-FIQA (Our) | 0.7359      | 0.7001        | 0.6296        | 0.6898 |

| Dataset | FMR=$1e^{-2}$ | FMR=$1e^{-3}$ | FMR=$1e^{-4}$ | Avg |
|---------|---------------|---------------|---------------|-----|
| Adience | 0.1163        | 0.1037        | 0.1337        | 0.1179 |
| PQR     | 0.1559        | 0.1327        | 0.1140        | 0.1342 |
| SER-FIQ | 0.4529        | 0.3327        | 0.2826        | 0.3561 |
| PCNet   | 0.5178        | 0.3935        | 0.2962        | 0.4025 |
| SDD-FIQA (Our) | 0.5790      | 0.4515        | 0.3443        | 0.4589 |

| Dataset | FMR=$1e^{-2}$ | FMR=$1e^{-3}$ | FMR=$1e^{-4}$ | Avg |
|---------|---------------|---------------|---------------|-----|
| IJB-C   | 0.3202        | 0.2276        | 0.2920        | 0.2799 |
| PQR     | 0.4747        | 0.4047        | 0.3304        | 0.4033 |
| SER-FIQ | 0.5453        | 0.4276        | 0.4190        | 0.4640 |
| PCNet   | 0.6537        | 0.5379        | 0.4619        | 0.5512 |
| SDD-FIQA (Our) | 0.6768      | 0.5628        | 0.4832        | 0.5743 |

**Table 4: AOC results on cross recognition model setting.**

The deployed recognition is ResNet101-CASIA.
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