Modulation of Visually Evoked Postural Responses by Contextual Visual, Haptic and Auditory Information: A ‘Virtual Reality Check’
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Abstract

Externally generated visual motion signals can cause the illusion of self-motion in space (vection) and corresponding visually evoked postural responses (VEPR). These VEPRs are not simple responses to optokinetic stimulation, but are modulated by the configuration of the environment. The aim of this paper is to explore what factors modulate VEPRs in a high quality virtual reality (VR) environment where real and virtual foreground objects served as static visual, auditory and haptic reference points. Data from four experiments on visually evoked postural responses show that: 1) visually evoked postural sway in the lateral direction is modulated by the presence of static anchor points that can be haptic, visual and auditory reference signals; 2) real objects and their matching virtual reality representations as visual anchors have different effects on postural sway; 3) visual motion in the anterior-posterior plane induces robust postural responses that are not modulated by the presence of reference signals or the reality of objects that can serve as visual anchors in the scene. We conclude that automatic postural responses for laterally moving visual stimuli are strongly influenced by the configuration and interpretation of the environment and draw on multisensory representations. Different postural responses were observed for real and virtual visual reference objects. On the basis that automatic visually evoked postural responses in high fidelity virtual environments should mimic those seen in real situations we propose to use the observed effect as a robust objective test for presence and fidelity in VR.
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Introduction

Immersive virtual environments are increasingly used for visualization, in training, rehearsal, rehabilitation and in many other areas (review [1]). There is a strong argument that by increasing immersion (the objective level of sensory fidelity that a VR system provides [2]) task performance is improved [3,4].

The illusion of self-motion in space (vection) can be very compelling and can make a major positive contribution to the overall experience and effectiveness of VR systems [5,6]. Unfortunately, vection may also be perceived where it is not intended, for example when object motion of large-scale visual 3D models is unintentionally perceived as self-motion. Motion signals leading to vection can also cause mild to severe discomfort, such as motion sickness or motion after-effects, which some users experience during or after exposure to VR environments [7–9].

The factors modulating vection and immersion in VR environments have the potential to provide an effective means to optimise VR environments to either enhance or suppress self-motion illusions. Therefore the benefits of providing compelling signals that lead to vection have to be considered in the context of potentially undesirable side-effects.

Visual motion signals that lead to vection also contribute to automatic postural responses that are necessary to maintain upright stance during self-motion. Human postural behaviour is strongly dependent upon input from the visual [10], somatosensory [11] and vestibular systems [12–14]. Visual information, including peripheral motion perception [15], provides the dominant input to postural stability during quiet, unperturbed stance, because of the relatively high sensitivity of the visual motion detection system compared with the proprioceptive and vestibular inputs. Balance is maintained when vision is denied, but body sway typically doubles in amplitude [16].

Visual signals that cause vection also cause visually evoked postural responses (VEPR) that are coupled dynamically to the visual motion [17] and modulated by the environment to generate appropriate responses for the visual signals seen [18]. Vection increases the magnitude and accuracy of visually evoked postural responses [19], consistent with the maintenance of a stable balance during self-motion [10,16,20,21]. The magnitude of these adjustments is influenced by stimulus characteristics, such as stimulus area, velocity and spatial frequency [22,23] and environmental factors, such as the stability of the support base.
that participants stand on [24], the point of fixation [18] and additional positional cues that can be represented in all sensory modalities [12,25].

Guerraz and Bronstein [26] argue that, whilst vection and VEPR draw on common representations, they are not causally related because VEPRs, in contrast to vection, are initiated by transient visual stimuli, which can be measured well before vection is perceived and are modulated by the geometry of the visual display. They argue that VEPRs are controlled by a short latency, automatic and subconscious system, which also controls natural body sway; whilst vection contributes to a second, much longer latency system, which draws on cortical pathways and contributes to postural control during prolonged body displacements.

The aim of this study is to explore how environmental factors modulate visually evoked postural sway, in particular the transient VEPR component.

Modulation of Postural Sway by Environmental Factors

Bronstein and Buckwell [18] provided first evidence that postural reactions elicited by lateral visual motion are not rigid responses to optokinetic stimulation but are modulated by the configuration of the environment. Their subjects viewed a visual background display, which moved laterally for 2s under the following three conditions: (1) direct fixation of the background, (2) fixation of a stationary object (a window frame) in the foreground, and (3), fixation of the background through the foreground, see Fig. 1. Participants moved with the stimulus in condition (1), but swayed in the opposite direction when fixating the foreground object while the background moved in condition (2). This behaviour is appropriate for maintaining a stable stance during (perceived) self-motion in parallel with the screen, while the observed posture change in the opposite direction in condition (2) is appropriate when parallax motion (pivoting around the fixation point) is perceived. When participants fixate the background through a static foreground window, condition (3), no visually-evoked postural sway is observed. Bronstein and Buckwell [18] argue that in this condition the visual stimulus is not congruent with what would be seen for self motion: one would expect to perceive motion of the background and, to a lesser degree, of the foreground.

Bronstein and Buckwell [18] argue that postural control relies on automatic multi-sensory processing and motor responses of which we are largely unaware. Since the visually evoked postural responses are modulated by the configuration of the environment and fixation point, the control of sway cannot result from a rigid optokinetic reflex to simple motion stimuli, but instead must draw on a range of visual motion cues, including congruent visual parallax cues, and a high level scene interpretation. The data shows that a static visual reference point can significantly reduce postural sway. The results were replicated by Guerraz and colleagues [26,27] who showed that the behavioural data is consistent with the two different postural control mechanisms that act with different time constants and draw on different representations: a short latency system that is driven by transient visual stimuli, including parallax cues, and a longer latency, vection enhanced, postural control system that draws on consciously perceived self motion.

Multisensory Interactions

Behavioural data show that temporally, spatially, and semantically congruent information represented in more than one modality facilitates performance: for example, audio-visual congruent motion stimuli are detected and discriminated faster and more accurately than unimodal or incongruent bimodal stimuli [28–30]. The facilitatory effect of spatial and temporal congruence can be explained by early neural integration stages that have, for instance, been demonstrated in the superior colliculus of cat [31,32], but multisensory interactions are also seen when signals in more than one modality present the same semantics [33]. Other modalities, such as proprioception or hearing, therefore contribute additional contextual information that may modulate visually evoked postural sway.

Somatosensory signals are a key component in posture maintenance and can modulate visually evoked postural sway responses. Peterka and Benolken [12] characterised the influences of vestibular and somatosensory cues to postural sway in normal and bilateral vestibular absent subjects and found that in both subject groups visually evoked postural sway was significantly reduced when somatosensory cues provided orientation information. A simple manipulation to significantly reduce visually evoked postural sway is to ask participants to lightly touch a static surface with a finger [34,35].

Static audio signals have also been shown to reduce natural postural sway. Easton, Green, DiZio and Lackner [25], for example, showed that 500 Hz square waves at 73 dBA emitted by two loudspeakers placed adjacent to each ear significantly reduce natural postural sway for blind and sighted participants. Auditory cues have been used to facilitate posture regulation by providing a spatial anchor to elderly participants [36], or as audio biofeedback devices that reduce postural sway in patients with vestibular loss [37,38].

Figure 1. Schematic diagram of the three experimental conditions from Bronstein and Buckwell [18] used as the basis for our experiments. Postural responses in response to the same visual translating stimulus were measured in three conditions. When participants fixate a moving background postural responses follow the background motion (1), when the moving background is fixated through a static window (2), the postural response is explained by postural control driven by parallax cues. When participants fixate the foreground object (3) no visually evoked postural sway is seen.

doi:10.1371/journal.pone.0067651.g001

Summary of Experimental Aims

Experiment 1 of this study was designed to extend original work by Bronstein and colleagues [18,26] who showed that the presence of a static visual reference modulates transient automatic VEPRs.

The experiments extend the original studies by:

1) Presenting a virtual visual reference, but also tactile and auditory static anchor points.
2) Presenting medial-lateral motion stimuli as well as anterior-posterior visual motion signals,
3) Presenting a repeating stimulus of $3 \times 0.5$ Hz sinusoidal movements rather than a single cycle of motion to further test the temporal interactions of the putative competing mechanisms [26].

The data obtained in experiment 1, using a virtual visual anchor differ significantly from what we expected to see on the basis of previous data that used real foreground objects [18,27]. We hypothesize that these differences are result of the virtual presentation of the foreground object in our experiments compared to the physical foreground object used in the original study. In a second set of experiments, we therefore directly compare visually evoked postural responses for matching virtual and real foreground objects.

Methods

Ethics Statement

The experiments have been approved by the University of Liverpool ethics committee (reference PSYC-1112–049). Written informed consent was acquired from all participants.

Overview

We describe four experiments, conducted with two different cohorts of ten participants, which share a common experimental design and procedures. In all experiments visually evoked postural responses to motion of a background pattern in a virtual environment were measured.

In the first pair of experiments the effects of fixation (foreground/background) and the presence of visual, haptic and auditory spatial reference points is explored. In experiment 1a the background moves in a lateral direction while in experiment 1b the same conditions are probed with anterior-posterior motion.

The second set of experiments compare the effect of presenting real and virtual foreground objects and their fixation for lateral (experiment 2a) and anterior-posterior motion (experiment 2b).

Participants

Two distinct groups of 10 participants each, recruited via opportunity sampling, took part in the experiments.

Group 1 (experiment 1a and 1b): age range 19–50 years, mean 24.2 years; six males.

Group 2 (experiment 2a and 2b): age range 18–46 years, mean 24.9 years; three males.

All participants reported normal or corrected-to-normal vision and normal hearing. None had a history of vestibular disorder.

VR Set-up

The installation of a VR system in the laboratories of the Virtual Engineering Centre provided the opportunity to reproduce the experiments of Bronstein and Buckwell [18,26] in a virtual world. The laboratory consists of a planar display screen of length 6.0 m and height 2.1 m behind which are two active stereo projectors that create 3390 x 1200 resolution images at a rate of 120 Hz. Observers wear wireless LCD shutter glasses that are synchronized with the projectors to provide stereoscopic images. The position of the shutter glasses is tracked using 12 VICON Bonita infrared cameras at a resolution $\leq 0.1$ mm. Position data, computed using VICON Tracker software, is broadcast in real-time across the internal network using a VRPN protocol at a rate of 200 Hz and used to update the virtual environment. The position of the 3D-glasses in space was recorded to provide the head position data used in the analysis of postural sway.

Immersive virtual reality experiences are created using the 3DVIA Virtools application, which integrates 3D virtual environ-
ments to the display technology, tracking system and interactive devices [39].

The virtual reality environment (Fig. 2) consists of three major elements:

The background image: an image of a barcode extending across the 6 m x 2.1 m display screen, at a distance of 4 m in front of the observer (86° visual angle horizontally).

The foreground object: a 3D geometric model of a teapot sitting on top of a stand, 2 m away from the observer subtending 4.6° visual angle (Fig. 3).

The observer: a virtual camera whose position and orientation are directly linked to that of the real-life observer through the tracking system to dynamically render images on the display screen that will appear to the observer as a true perspective of the scene [39]. The avatar shown in Fig. 2 is not visible.

The room was darkened during all experiments. Participants stood with their feet parallel to each other and approximately 20 cm apart on a 50 mm foam pad to reduce the accuracy of lower limb proprioceptive signals so enhancing the influence of vision on sway control [40,41].

In conditions where an audio signal was presented as a reference signal, white noise was presented at 50 dB (A), measured in the participant’s ear position, using a loudspeaker, positioned 60 cm to the right of the participant at a height of 141 cm. White noise was chosen to maximise sound localisation performance [42].

In the condition where a tactile reference was given, participants were asked to lightly place the tip of their right index finger on a stand at a height of 102 cm, 30 cm in front and to the right of the observer. The position provides reliable tactile cues but not mechanical support.

Participants were asked to fixate a coloured point, either on the background (approximately 10° vis. angle above the foreground object) or on the foreground object (Fig. 3). In conditions where the real teapot was used as a visual anchor, a laser pointer, directed at the pot, was used as the fixation target. The object was not specifically illuminated, but the glare from the projection screen behind it made it easy to see.

Stimuli

The virtual environment was manipulated in two experimental blocks containing either medio-lateral or anterior-posterior visual motion of the background image, an image of a barcode to provide a rich motion stimulus. The order of presentation was counterbalanced across the participant pool. Each block lasted 20 minutes and participants had a minimum of 20 minutes rest between the two successive blocks.

Within each block five conditions were run that consisted of 20 presentations of a 6 s visual motion pattern that preceded 6 s of a static display (rest condition) during which natural postural sway was measured.

The dynamic characteristics of the visual stimulus follows [18] and was chosen to be within the range of those present in spontaneous body sway, consistent with the aim to present motion signals that would be interpreted as being caused self-motion. The motion signals consisted of three raised-cosine oscillations at a frequency of 0.5 Hz and maximum amplitude of 50 mm (0.7° visual angle in the lateral motion condition) relative to the origin.

In the lateral sway condition alternating movements from the origin to the left or right and back were presented while in the anterior-posterior condition the motion was always from the origin toward the observer and back again.

Task

Participants were asked to stand as still as possible, look at a fixation target (Fig. 3) and press a button when the target...
transiently disappeared. Responses were elicited at random intervals (approximately 1 event every 5 s, and 1 s minimum gap between events) throughout the entire block, which contained equal periods of moving and static displays.

Data Analysis

Head position data was recorded using a VICON motion tracking system by tracking IR reflective markers on the 3D shutter glasses worn by the participants.

Upright balance is maintained via low-frequency lower-limb muscle activity (2.5 Hz), which is mechanically filtered to produce an even lower frequency body sway (<1 Hz, review Dakin et al. [43]). During natural postural sway, more than 90% of motion energy in the anterior-posterior direction and more than 95% of motion energy in the lateral direction is observed below 2 Hz [44,45]. To account for this the recorded data was filtered off-line using a second order zero-lag Butterworth band-pass filter with cut-off frequencies of 0.125 Hz and 2.5 Hz and sampled at 10 Hz.

The standard deviation of the filtered motion signals in X (lateral) and Z (anterior-posterior) direction was then computed for individual trials to quantify the total motion within each trial and trials with a standard deviation greater than three times the mean standard deviation within each block were discarded to prevent abnormal motion patterns from distorting the mean data. In total 7% of trials with lateral motion and 4% of trials in the anterior-posterior motion direction were discarded.

VEPRs are dynamically coupled to the stimulus [17]. To quantify visually evoked postural responses for our sinusoidal stimuli, the proportion of energy of head motion at the stimulus frequency (0.5 Hz) relative to the total energy in the spectrum was computed (Fig. 4). If the head position precisely tracks the visual stimulus motion, 100% of the spectral energy would be at 0.5 Hz. When no visual stimulus is present and natural body sway is observed, a wide spectral distribution around 1 Hz is expected [46], Fig. 4.

\[
VEPR_v = \frac{F_v}{\sum_{w=0}^{Fs/2} F_w}
\]

(1)

Where \(VEPR_v\) is the amplitude of the Fourier component, \(F_v\), at the visual stimulus frequency, \(v = 0.5\) Hz, relative to the total energy in the spectrum between 0 Hz and half the sampling frequency \(Fs/2\) (eqn. 1). To quantify visually evoked postural responses we compare this measure for the 6 s stimulus presentations with that for the 6 s pause immediately following the stimulus. This ensures that individual differences or sequence effects are controlled for. The signal measured during visual stimulation contains natural sway as well as an evoked response. Averaging the measured response reduces this natural sway component because only the signal component is phase locked into the stimulus. This reduction in noise means that the population average response provides a better estimate of the evoked signal amplitude. In the following analysis we therefore report the population average.

To estimate the mean and variance of the population responses we used standard bootstrapping (e.g. [47]) to estimate the sampling distribution by resampling the postural sway data of our participant pool. For all data reported here the means and variance estimates are based on 1000 resamples of the observed dataset, obtained by random sampling with replacement of the population data.

Statistical Analysis

All four experiments share a similar design and analysis. Each experiment tests VEPRs in five experimental conditions. Visual background motion in lateral (experiments 1a and 2a) and fronto-posterior (experiments 1b and 2b) direction is presented and visually evoked postural responses are measured in both directions.

The analysis is conducted in two stages:

1) VEPRs should match the direction of the visual stimulation: lateral head motion is expected for laterally moving visual stimuli but not for visual stimuli that move in the anterior-posterior direction, and vice versa.

2) An ANOVA with the factors ‘experimental condition’ (5) x ‘visual stimulus motion’ (on/off, 2) and ‘subject’ as a random factor was computed for each of the two orthogonal head motion directions. Planned comparisons, as detailed below, were only carried out where significant main effects of ‘visual stimulus motion’ or interactions were evident.

3) Visual stimulus motion should cause significant increases of the VEPR relative to the pause immediately following the stimuli (our control condition). Planned comparisons, using one-tailed t-tests, are therefore used. In experiment 1 five planned comparisons, one for each experimental condition, are conducted. The five a-priori hypotheses were evaluated using Bonferroni adjusted alpha levels of 0.01 per test (.05/5).

4) In experiment 2, seven planned comparisons were conducted: one for each of the five experimental conditions, as in experiment one, and two additional direct comparison of the VEPR for matching real and virtual foreground conditions. Bonferroni adjusted alpha levels of 0.0071 per test (.05/7) were used for hypothesis testing. All statistical tests on these population estimates were performed using independent (two-sample) t-tests [48] because bootstrapping was used to estimate the sample population mean and variance.

Results

Experiment 1: The Effect of Static Multi-sensory Reference Signals on Visually Evoked Postural Responses

It is well known that natural postural sway can be reduced by the provision of static reference signals in other modalities, such as vision (e.g. [10]), touch [34,49], or auditory cues [25,50]. Our aim was to test whether virtual visual, auditory, or tactile foreground references also modulate the VEPR, in particular the transient component that was shown to lead to counter-directional postural responses when the visual signals are consistent with parallax motion [26].

Lateral and anterior-posterior motion was presented in separate, counterbalanced experiments.

Each experiment consisted of five conditions:

1) BG only - fixate a target on the background (BG), no foreground objects present.

2) BG visual - fixate a target on the background, a foreground object is present.

3) BG touch - fixate a target on the background, lightly touch a surface in front.

4) FG visual - fixate a target on the foreground (FG) object.

5) BG audio - fixate a target on the background, a static, white noise, audio signal is played.

Conditions 1, 2 and 4 are similar to those used in [18].

Behavioural performance. To ensure that participants attended the stimulus and to control fixation, participants were asked to press a manual response button whenever a fixation
target, which could be either at eye-height on the background or one the foreground object, transiently disappeared. Participants correctly detected 97.34% (SD 6.92) of the target events during the lateral motion condition and 99.06% (SD 1.83) in the anterior-posterior direction. No participant scored below 90% in individual blocks.

**Experiment 1a: Postural responses to laterally moving visual stimuli.** Based on previous work we hypothesized that not only a visual anchor, but also tactile and auditory static reference points would reduce postural sway in response to visual background motion.

Figure 5 shows the average head displacement for our ten participants in the five conditions for laterally moving visual stimuli. The stimulus, three cycles at 0.5 Hz (grey underlay), followed by a six second pause where a static visual scene was displayed. To quantify visually evoked motion the proportion of energy of the head motion at the stimulus frequency of 0.5 Hz (black bar in the lower two figures) relative to the total energy in the spectrum was computed. During the initial six seconds a large spectral component (30% of the total energy) at the stimulus frequency is clearly visible while during the final six seconds energy at 0.5 Hz accounts for only 10% of the total energy.

doi:10.1371/journal.pone.0067651.g004

**Figure 4.** Sample Stimulus and response pair (Fixate background only exp. 2) to show the stimulus motion in a lateral direction (top) and the average head sway as a result. The visual evoked stimuli were presented for three cycles/six seconds at 0.5 Hz (grey underlay), followed by a six second pause where a static visual scene was displayed. To quantify visually evoked motion the proportion of energy of the head motion at the stimulus frequency of 0.5 Hz (black bar in the lower two figures) relative to the total energy in the spectrum was computed. During the initial six seconds a large spectral component (30% of the total energy) at the stimulus frequency is clearly visible while during the final six seconds energy at 0.5 Hz accounts for only 10% of the total energy.
To quantify the VEPR, the proportion of motion energy at the visual stimulus frequency (0.5 Hz) relative to the total energy in the spectrum was computed (eqn. 1) during the stimulus condition and is compared to the magnitude of natural postural sway at this frequency during rest. The analysis windows in both cases extended over the full 6 s of stimulus or rest.

A repeated measures ANOVA with the factors ‘condition’, ‘visual motion’ and ‘subject’ as random factor showed a significant main effect of visual motion (F(1,81) = 6.63, p = 0.014) for postural sway in the direction the stimulus (lateral sway). There was no significant main effect for ‘condition’ and there were no significant interactions between ‘condition’ and ‘visual motion’. The same analysis for anterior-posterior head movements in the response to the laterally moving stimulus showed no significant main effects or interactions. This shows that the postural responses were stimulus driven and appropriate for the visual signals.

The results of five planned comparisons of the visually evoked response with natural sway in the rest condition, summarised in table 1, show significant VEPRs when participants fixate on the moving background and no static foreground reference is present (condition ‘BG only’ in Fig. 6 and table 1). The VEPR has a peak amplitude of 0.9 mm and slightly lags behind visual stimulus, which is consistent with [18]. A slightly smaller (0.7 mm peak to peak), but highly significant, VEPR in the same phase is also seen where a visual reference is present, but not fixated (condition ‘BG visual’). Bronstein and Buckwell [18] report a cessation of consistent VEPRs in this condition but report a VEPR in the opposite direction to the visual stimulus when a foreground object is fixated (‘FG visual’), consistent with parallax-evoked automatic postural correction. No significant differences were found in the magnitude of the VEPR (14.5% of head motion energy at 0.5 Hz) compared to rest (13.0%, see table 1) in this condition.

Providing a static tactile reference (condition ‘BG touch’) leads to an elimination of VEPRs. When participants are asked to fixate on the background while a static white noise was played as an auditory reference (‘BG audio’, Fig. 6), significant VEPRs are evoked. A direct comparison with the equivalent condition (‘BG visual’, Fig. 6), however, shows a significant reduction of the relative amplitude of the stimulus driven frequency component (t = 3.9, df = 18, p = 0.0011, two-sided).

**Experiment 1b: Postural responses to visual stimuli moving in the anterior-posterior plane.** If fixation and configuration of the environment modulate VEPRs for lateral visual motion then similar effects might be expected for anterior-posterior motion. The aim of the second part of the experiment consequently was to measure VEPRs in response to front-back motion of the visual background.

Figure 7 shows the average head displacement in response to the visual background motion in the anterior-posterior direction. A consistent VEPR with a magnitude between 1 mm and 2.3 mm is clearly visible in all five experimental conditions.

An ANOVA with the factors ‘condition’, ‘visual motion’ and ‘subject’ as random factor showed significant main effects of ‘visual motion’ (F(1,81) = 37.21, p<0.0001) for postural sway in the direction the stimulus (anterior-posterior sway). There was no significant main effect for ‘condition’ and no significant interactions between ‘condition’ and ‘visual motion’. The same analysis for head sway in the lateral direction in response to the perpendicularly moving stimulus showed no significant main effects or interactions. This shows that the postural responses were stimulus driven and appropriate for the visual signals.

Figure 8 and a summary of the VEPR data and statistical comparisons in table 2 shows highly significant (p<0.0001) visually evoked postural sway responses were observed in planned comparisons for all five experimental conditions compared to the control condition where no background motion was displayed.

**Summary.** The three visual conditions (BG only, BS visual, and FG visual) in experiment 1a were designed to replicate data from Bronstein and Buckwell [18]. While the observed postural response in the ‘BG only’ condition matches previously reported data for lateral motion, neither of the other two conditions (BG visual and FG visual, Fig. 2) are consistent with it.

It was expected that fixating the background in the presence of a foreground object would eliminate postural responses, while the observation was a VEPR of comparable magnitude and phase as in the ‘BG only’ condition. A reversal of postural sway in the fixate foreground (FG visual) condition was expected, but no consistent postural response was observed in this condition.

When visual motion is presented as anterior-posterior motion rather than lateral motion, consistent visually evoked postural responses are seen that are unaffected by the configuration of the visual environment or tactile or auditory references.

**Experiment 2: The Effect of Static Real and Virtual Visual Reference Signals on Visually Evoked Postural Responses.**

The observed behaviour in experiment 1a differed significantly from previously reported data [18,26]. To test whether the presentation of the virtual foreground object affected the postural response a second experiment was conducted, comparing VEPRs in matching conditions where the visual reference was either a physical object or a virtual representation. The spatial position of the real and virtual foreground object was matched. The ‘virtual’ conditions were the same as in experiment 1 to validate the original results, in the ‘real’ conditions a physical teapot, on a stand and in the same position as its virtual counterpart, was used.

Each experiment consisted of five conditions, labelled as follows:
1. BG only - fixate a target on the background (BG), no foreground objects present.
2. BG virtual - fixate a target on the background, a virtual foreground object is present.
3. BG real - fixate a target on the background, a real foreground object is present.
4. FG virtual - fixate a target on a virtual rendering of the foreground (FG) object.
5. FG real - fixate a target on a real foreground object.
Conditions 1, 3 and 5 are similar to those used in [18], conditions 1, 2 and 4 replicate results from experiment 1.  

**Behavioural performance.** A separate group of ten participants took part in these experiments.

To ensure that participants engaged in the experiment and fixated the target marker, they were asked to respond by pressing a button when the target transiently disappeared. Participants correctly identified 99.25% (s.d. 1.27%) of these events in the lateral sway condition and 98.81% (s.d. 1.36%) in the anterior-posterior motion condition. All participants responded correctly to at least 95% of trials.

**Experiment 2a: postural responses to visual stimuli moving in the lateral plane.** A repeated measures ANOVA with the factors ‘condition’, ‘visual motion’ and ‘subject’ as a random factor showed significant main effects of visual motion ($F(1,81) = 9.84, p = 0.002$) and significant interactions between condition and visual motion ($F(4,81) = 2.75, p = 0.033$) for postural sway in the lateral direction. The same analysis for anterior-posterior sway showed no significant main effects or interactions as would be expected for stimulus driven behaviour.

The mean head displacement data for the five conditions is shown in figure 9. An analysis of the VEPR components at 0.5 Hz and comparison with the same frequency component when no visual motion is present (Pause, Fig. 10) shows that postural responses for real foreground objects differ from VEPRs when virtual foreground objects are present in the same position.

The summary data in table 3 shows that background fixation without a foreground object being present causes significant VEPRs (condition ‘BG only’). The magnitude of the response (0.5 mm peak to peak) and, critically the relative magnitude at the VEPR at 0.5 Hz (29.5%) are comparable with the same condition in experiment 1a (amplitude 0.7 mm peak to peak, relative VEPR magnitude 31.5%). As in experiment 1a a significant VEPR is measured when the background is fixated in the presence of a virtual foreground object (in condition ‘BG virtual’ or ‘BG visual’ in experiment 1a). The relative VEPR magnitudes are also comparable: 26.7% in experiment 2a vs. 28.1% in experiment 1a.

Maintaining fixation at the background, but replacing the virtual foreground object with a real teapot in the same position caused a cessation of significant VEPRs components in the direction and at the frequency of the visual stimulus (table 3, BG real). The experimental setup, and participant behaviour in the ‘BG real’ condition mirrors the data reported in [18].

| Condition     | % Energy at 0.5 Hz Visual Motion | % Energy at 0.5 Hz Rest | Difference |
|---------------|----------------------------------|-------------------------|------------|
| BG only       | 32.9% (s.d. = 8.8%)              | 14.0% (s.d. = 5.5%)     | t(18) = 5.76, p < 0.0001 |
| BG visual     | 27.0% (s.d. = 7.5%)              | 14.1% (s.d. = 6.0%)     | t(18) = 4.24, p = 0.0002 |
| BG touch      | 11.6% (s.d. = 6.1%)              | 11.9% (s.d. = 5.2%)     | t(18) = 0.15, p = 0.4412 |
| FG visual     | 14.3% (s.d. = 6.8%)              | 13.0% (s.d. = 4.4%)     | t(18) = 0.28, p = 0.3913 |
| BG audio      | 19.5% (s.d. = 6.2%)              | 12.5% (s.d. = 4.9%)     | t(18) = 2.78, p = 0.0062 |

Comparisons where there are significant differences between the visual stimulation and rest condition (Bonferroni corrected alpha levels of p = 0.01, (0.05/5)) are highlighted in bold. 

doi:10.1371/journal.pone.0067651.t001

**Figure 6.** Relative amplitude of the postural sway response at the visual stimulus frequency (0.5 Hz) during visual stimulation (black bars) and without stimulus (Pause, grey bars). The labels identify the fixation point (BG/FG: background/foreground object fixation) and the type of anchor provided: visual – a rendered object in the foreground, touch – light finger touch, audio – a static white noise audio source. 
doi:10.1371/journal.pone.0067651.g006
A direct comparison of the visually evoked sway in the two conditions shows significantly more postural sway in the ‘BG virtual’ than in the ‘BG real’ condition ($t_{18} = 2.4032, p = 0.0027$, two-sided).

A difference in postural response is also seen when participants fixate the real and virtual foreground objects. As in experiment 1a, no significant VEPR is seen when the second cohort of participants fixate on a virtual foreground object ('FG virtual', table 3). Fixating on a matching real foreground object ('FG real'), however leads to significant postural responses.

A direct comparing of the two visually driven conditions with real and virtual fixated foreground objects reveals a significant difference in postural sway ($t_{18} = 3.8294 p = 0.0012$, two-sided). These data, again confirm the results for the virtual presentation in experiment 1 and previously reported data with physical static foreground objects [18].

It has previously been reported that fixating a static foreground object reverses the direction of the VEPR compared to that observed when only the background is present and fixated. Figure 11 shows an analysis of the phase relationship between the two responses. The phase difference between the two population responses was computed using a moving Hanning window of 2 s duration that started between 0 s and 4 s relative to the visual stimulus onset. The data shows a gradual shift from 0 s to 4 s.

Our experimental data in the virtual conditions replicates the behaviour seen in the equivalent conditions of experiment 1a, and differ significantly from the behaviour observed when the virtual foreground object is replaced with a real object in the same position.

In conditions where a real foreground object is present, participant’s behaviour is similar to that described by Bronstein and Buckwell [18]. When participants fixate the background the evoked sway is not significantly different from natural postural sway in the rest condition (condition ‘BG real’). Fixating a real foreground object, however, leads to significant evoked postural sway.

Our data replicates the original experiments [18,27] that showed a counter-directional response for transient (2 s) visual stimuli. We observe an initial partial phase inversion ($-110^\circ$), which then dissipates over the first four seconds of stimulus presentation. This phase lag is consistent with data reported in [18].

**Experiment 2b – Anterior-posterior sway with real and virtual foreground objects.** The second part of experiment 2 replicates the conditions used experiment 2a but, as in experiment 1b, uses anterior-posterior rather than lateral motion as a visual stimulus.

We observe consistent head displacement data that is clearly locked into the visual stimulus in all experimental conditions (Fig. 12). The peak-to-peak amplitude of the mean head displacement varied between 1.5 mm (BG only) and 2.5 mm (FG real).

The relative VEPR components at 0.5 Hz during visual stimulation and for the rest condition that immediately followed each stimulus type are shown in Fig. 13. A repeated measures ANOVA with the factors condition, visual motion (on, pause) and subject as random factor showed significant main effects of visual motion ($F(1,81) = 121.95, p<0.0001$) but no other main effects or interactions for postural sway in anterior-posterior direction. Postural sway in the lateral direction did not differ significantly between visual stimulation and rest ($F(1,81) = 2.67, p = 0.11$) when the visual signal moved in the perpendicular direction.

We observe significant ($p<0.0001$) differences in the amplitude of stimulus-evoked body sway at 0.5 Hz compared to the rest condition between trials in all experimental conditions, table 4.

The results of this experiment mirror those of experiment 1b where it was shown that background motion in the anterior-posterior plane evokes consistently strong postural sway. The fixation point or nature of the foreground object in the scene does not affect the observed responses.

### Table 2. Anterior-posterior sway energy at 0.5 Hz during visual stimulation and rest and comparison statistics for the target and control conditions in experiment 1b.

| Condition   | % Energy at 0.5 Hz Visual Motion | % Energy at 0.5 Hz Rest | Difference   |
|-------------|---------------------------------|-------------------------|--------------|
| BG only     | 31.5% (s.d. = 3.0%)             | 9.3% (s.d. = 3.9%)      | $t_{18} = 14.14, p<0.0001$ |
| BG visual   | 28.1% (s.d. = 6.1%)             | 11.6% (s.d. = 8.2%)     | $t_{18} = 5.10, p<0.0001$ |
| BG touch    | 32.6% (s.d. = 6.3%)             | 14.4% (s.d. = 4.9%)     | $t_{18} = 7.27, p<0.0001$ |
| FG visual   | 32.4% (s.d. = 3.7%)             | 10.2% (s.d. = 3.3%)     | $t_{18} = 14.24, p<0.0001$ |
| BG audio    | 36.9% (s.d. = 4.4%)             | 12.4% (s.d. = 4.9%)     | $t_{18} = 11.79, p<0.0001$ |

All comparisons show significant differences between the visual stimulation and rest condition (Bonferroni corrected alpha levels of $p=0.01$, (0.05/5)).

doi:10.1371/journal.pone.0067651.t002
Conclusion

The primary aim of this paper was to explore how external visual, haptic and auditory positional references modulate automatic visually evoked postural sway. We show that tactile and auditory static reference signals in virtual environments effectively reduce VEPRs to laterally moving stimuli but do not affect the response to visual motion stimuli that move in the anterior-posterior plane.

Experiment one was designed to replicate and extend previous work showing a differential response of VEPRs depending on the fixation point and the presence of static foreground objects. Postural sway in line with the background motion was expected and observed when no foreground reference objects are present. Although a state-of-the-art virtual environment, with large, high resolution 3D display, and high resolution observer motion tracking, was used, it was found that the VEPRs for lateral motion differed from those predicted by [18,26]. A second experiment, where participants were presented with real and virtual reference objects in the same position, confirmed the results of first experiment and shows different VEPRs for real and virtual reference objects. When real objects were positioned in the foreground, our participant's behaviour matched previously reported data for similar experimental conditions [18,26].

The experiments show that VEPRs to laterally moving visual stimuli are modulated by the fixation point and stimulus configuration. Importantly, they also showed qualitatively and quantitatively different behaviour for real and virtually presented foreground objects. Since the transient VEPRs observed in this study are considered subconscious and automatic responses to visual stimuli [26] we propose the experimental framework as a critical test for the fidelity of VR systems. The context dependent postural adaptation to laterally moving visual stimuli should be the same for real and virtual foreground signals if observers perceive both environments as equally real or are equally present in them. The stimuli used are very simple and the experiments do not require equipment beyond the visual presentation and head tracking devices that are integral parts of most modern VR environments. Robust responses were measured for a relatively small group of participants so that a 'postural response test' could be part of the verification or commissioning of new or existing VR environments.

Significant differences were observed in responses to lateral and anterior-posterior visual motion. VEPRs to lateral motion are modulated by the environment while VEPRs in the anterior-posterior visual motion direction are surprisingly robust: even touching a static reference point with a finger did not reduce the anterior-posterior VEPR in experiment 1b.

Figure 8. Relative amplitude of the postural sway response at the visual stimulus frequency (0.5 Hz) during visual stimulation (black bars) and without stimulus (Pause, grey bars) in the anterior-posterior plane. The labels identify the fixation point (BG/FG: background/foreground object fixation) and the type of anchor provided: visual – a rendered object in the foreground, touch – light finger touch, audio – a static white noise audio source.

doi:10.1371/journal.pone.0067651.g008

Figure 9. Average head displacement (top) in response to the laterally moving visual stimulus (bottom) in mm. The graphs are offset by 0.5 mm to enhance visibility. The labels identify the fixation point (BG/FG: background/foreground object fixation) and whether the foreground object was a virtual representation or a physical object (real).

doi:10.1371/journal.pone.0067651.g009
Anterior-posterior VEPRs are unaffected by visual, tactile and audio cues that eliminate or significantly reduce postural sway for lateral motion of equal magnitude.

**Discussion**

**Differences in Lateral and Anterior-posterior Sway**

One of the most striking differences lies in the postural response patterns to lateral and anterior-posterior motion. Lateral motion is modulated by the presence and nature of static reference objects in the environment while visual motion signals in the anterior-posterior direction cause highly significant posture adjustments independently of the fixation point or the presence of static reference points.

The nature of the motion signal, in our view, offers an explanation why the fixation point does not affect the response: anterior-posterior motion is signalled by an expansion of the retinal image. In real life, and in VR systems that adjusts the view by tracking the observer position, this motion signal is minimal directly ahead of the observer and maximal in the most peripheral areas of the view.

An inversion of the postural response analogous to that induced by the lateral (parallax) motion condition was not expected, because any postural control system using parallax cues should not respond to looming or receding motion signals. A static foreground anchor was expected to, at least, reduce postural sway. The experimental results provide no evidence for this: neither fixating a real foreground object that provides veridical position information, nor using finger touch as an anchor affects the amplitude or phase of the VEPR.

In terms of VR systems design this means that this motion component, since it is much harder to disrupt than lateral visual motion, may provide a useful mechanism to increase immersion. Large scale anterior-posterior background motion, conversely, should be avoided in applications where immersion, vection, or postural sway are not desired features, such as in collaborative work environments and data visualisation applications. This finding is consistent with the arguments made by Riecke [3,5].

**Table 3.** Sway energy at 0.5 Hz during lateral visual stimulation and rest and comparison statistics for the target and control conditions in experiment 2a.

| Condition   | % Energy at 0.5 Hz Visual Motion | % Energy at 0.5 Hz Rest | Difference |
|-------------|----------------------------------|-------------------------|------------|
| BG only     | 29.5% (s.d. = 5.3%)              | 10.4% (s.d. = 4.5%)     | t(18) = 8.71, p < 0.0001 |
| BG virtual  | 26.7% (s.d. = 7.2%)              | 14.3% (s.d. = 5.6%)     | t(18) = 2.91, p = 0.0047 |
| BG real     | 14.3% (s.d. = 5.6%)              | 10.2% (s.d. = 4.4%)     | t(18) = 1.79, p = 0.0451 |
| FG virtual  | 14.8% (s.d. = 6.4%)              | 13.1% (s.d. = 8.3%)     | t(18) = 0.51, p = 0.3081 |
| FG real     | 24.6% (s.d. = 5.0%)              | 13.2% (s.d. = 5.1%)     | t(18) = 5.08, p < 0.0001 |

Comparisons where there are significant differences between the visual stimulation and rest condition (Bonferroni corrected alpha levels of p = 0.0071, (0.05/7)) are highlighted in bold.

doi:10.1371/journal.pone.0067651.t003
The Effect of Visual, Auditory and Tactile Anchors on Postural Sway

Real and virtual objects in the environment differentially modulate the VEPR for laterally moving visual backgrounds. The introduction of a real object that provides a visual anchor while participants fixate a moving background abolishes VEPRs that are seen when only the background is present. A virtual representation of the same object does not have an effect on the VEPR. The provision of a tactile anchor during background fixation extincts VEPRs in our environment, while the provision of an auditory static spatial reference significantly reduces postural sway.

This shows that all these cues are effective in modulating the VEPR in virtual environments. To maximise immersion, cues that are not congruent with the intended motion patterns should be minimised. We note that a static white noise source significantly reduces VEPRs in experiment 1b. Most VR environments use noisy computers and projection systems that may provide cues, similar to the signals we used. Deliberate steps to reduce external noise or the introduction of targeted, moving audio cues are likely to improve immersion and fidelity in VR settings [5,51]. It is technically difficult to provide dynamic tactile signals in VR environments so that it may be difficult to exploit tactile cues to increase presence. Tactile cues, however, are a relatively simple way to reduce immersion where necessary.

Touching a stationary surface with a finger abolished consistent postural sway in the lateral visual motion condition, (condition BG touch, Fig. 6) but not in the anterior-posterior condition (Fig. 8). Lishman and Lee [52] reported that vection influences posture during stationary stance even when visual information conflicts with other sensory information. They concluded that vision is an autonomous kinaesthetic sense that operates independently of mechanical (articular, cutaneous, and vestibular) kinaesthesis. Our data support this hypothesis for the anterior-posterior visual motion signals but the responses for the lateral motion show that tactile information influences VEPRs for lateral visual motion.

Contra-directional Responses when Real Foreground Objects Provide Parallax Motion Cues

Earlier studies [18,26] that showed clear evidence for postural responses in the opposite direction to that observed in the condition where only the background was present, we observed a 110° phase shift in the evoked response during the initial two seconds of visual stimulus presence. After this period the phase response gradually changed and matched that seen for the ‘BG only’ condition after four seconds. The original study [18] used a single cycle of background motion and did not quantify the phase of the postural response, but an inspection of their data shows that the postural response was inverted and slightly delayed, consistent with the initial 110° phase shift observed in experiment 2a.

A possible explanation for this behaviour may be provided by Guerraz and Bronstein [26] who argue that two separate systems interact in VEPR generation: a transient, automatic system that takes parallax motion into account and a much slower system that doesn’t. Earlier work shows that parallax evoked postural sway of modulated by the fixation point, which suggests that foveal signals dominate processing [18], while the slower pathway proposed by [26], which leads to vection, is likely to draw on peripheral vision to provide the relevant motion cues [15,53]. An important difference between the VR experiments we describe and those reported earlier is the size of the display and with it the relative contribution of foveal and peripheral vision to overall postural processing. We speculate that, just like fixation, the relative availability and saliency of foveal and peripheral visual cues is likely to modulate the VEPR in conditions where a static foreground object is present.

Postural Sway as an Indicator of Presence and Fidelity in Virtual Reality

Visually evoked postural responses are one manifestation of a system that integrates postural and visual signals to maintain balance but that also forms the basis of perceived vection and presence in virtual reality. The results show that the system not only integrates visual and directly relevant somatosensory information but also auditory and not directly posturally relevant finger touch. They replicate findings that show that the initial component of postural sway is modulated by the geometry of the space but also by the fixation point. This shows that fine detail, which
requires sophisticated cortical representations, such as the relative amounts of foreground and background motion, contribute to postural responses. We hypothesize that the fidelity of the virtual environment and a concurrent evaluation of the plausibility or positional stability of the reference points present in the scene also contributes to the postural response.

A user’s subjective psychological response to a VR system, the feeling of being within the simulated environment rather than watching it from the outside, is termed presence [2]. Inducing this sense of presence is an important aim in the design of virtual reality systems because increasing presence and fidelity will improve immersion and consequently task performance [4,5,54]. Presence, however, is not a single construct, but depends on a number of factors, such as the degree of immersion in and interaction with the virtual environment [55]. Schubert et al. [56], for example, argue that presence results from an interpretation of a mental model of the virtual environment that draws on two primary independent components: spatial-constructive features and attention, while simulation fidelity provides a further subjective component. Consistent and discriminative subjective ratings of fidelity and presence of virtual reality systems are difficult to obtain, in particular using moderately sized pools of participants, and can be biased by previous judgments of the same stimuli [51,57].

Behavioural responses as objective measures of fidelity and presence offer a potential alternative to subjective ratings. Postural response differences would be a useful objective measure of spatial presence in the virtual environment because context and fixation dependent differential responses can be estimated robustly with relatively small participant pools. The VEPRs are a direct and unconscious adaptation to changes in the perceived spatial environment and are modulated by visual attention. The postural responses can be elicited without specific attention to the task.

We argue that the automatic postural adaptation in response to changes in the mediated virtual environment is a potential measure of presence because it depends on the degree to which visual stimuli in virtual environments are perceived as self-motion, in other words as a measure to what extent the observer feels part of, and present in, the virtual environment.

Future work should evaluate which factors modulate postural VEPRs: examples include the fidelity of rendering, the precision and time lag of motion tracking, prior expectations of participants about foreground object behaviour and stability, the participant’s task, cognitive load, or even anomalies on self-awareness, such as depersonalisation disorder. A formal evaluation of the link

![Figure 13. Postural sway in Z direction during visual stimulation (back bars) and pause (grey bars) in the anterior-posterior direction. The conditions are the same as shown in Fig. 10.](doi:10.1371/journal.pone.0067651.g013)

### Table 4. Sway energy at 0.5 Hz during visual stimulation and rest and comparison statistics for the target and control condition in experiment 2b.

| Condition   | % Energy at 0.5 Hz Visual Motion | % Energy at 0.5 Hz Rest  | Difference |
|-------------|---------------------------------|--------------------------|------------|
| BG only     | 32.7% (s.d. = 5.07%)             | 9.7% (s.d. = 3.91%)      | t(18) = 11.37, p<0.0001 |
| BG virtual  | 39.6% (s.d. = 6.02%)             | 11.1% (s.d. = 4.66%)     | t(18) = 11.83, p<0.0001 |
| BG real     | 46.1% (s.d. = 5.05%)             | 14.8% (s.d. = 3.64%)     | t(18) = 15.97, p<0.0001 |
| FG virtual  | 45.3% (s.d. = 4.06%)             | 10.8% (s.d. = 4.8%)      | t(18) = 16.32, p<0.0001 |
| FG real     | 47.8% (s.d. = 4.65%)             | 10.5% (s.d. = 3.42%)     | t(18) = 20.51, p<0.0001 |

All comparisons showed significant differences between the visual stimulation and rest condition (Bonferroni corrected alpha levels of p = 0.0071, (0.05/7)).

doi:10.1371/journal.pone.0067651.t004
between objective (postural response magnitude) and subjective (questionnaire based [35]) measures of presence would provide the basis for the systematic application of the test for an evaluation of VR systems.

Controlling Vection and Presence in Virtual Environments

The argument that automatic postural reactions to vection are a useful measure of presence in mediated environments may be taken to imply that systems should be designed to maximise vection. The reality is more complex. This project was conceived to address the unpleasant aspects of vection that are commonly seen in large scale collaborative VR environments where one participant controls the (shared) view of a number of participants in a simulation. Movements that result in viewpoint changes and also the manipulation of large 3D objects that form the centre of attention should be perceived as object motion, not self-motion. Our results show that postural responses to lateral motion can be minimised by providing either attended virtual or unattended physical objects within the participants view or providing auditory, visual or tactile anchor points. Anterior-posterior visual motion, which is predominantly mediated by peripheral visual cues, is not affected by these anchors, but can be reduced by restricting the field of view within a simulation. The deliberate avoidance of non-information bearing signals, such as backgrounds will also reduce vection.

Conversely, postural responses, vection, and presumably presence, can be maximised by providing naturalistic environments where particular care is taken to provide a naturalistic visual background and to avoid visual, auditory and haptic anchors. Riecke [5] argues that manipulating the perceived object-background separation might be the most effective means of achieving this aim, for collaborative VR environments, this implies that individual views should be presented for all participants of a simulation, which requires separate or head mounted displays and individual motion tracking.

Acknowledgments

We are very grateful to Kirsten Fien, Emma Clarke and Helen Mawson who contributed to data collection.

Author Contributions

Conceived and designed the experiments: GM AR. Performed the experiments: FS GM AR. Analyzed the data: GM MW CH AR. Wrote the paper: GM FS MW CH AR.

References

1. Bowman DA, McMahen RP (2007) Virtual Reality: How Much Immersion Is Enough? Computer 40: 36–43.
2. Slater M (2003) A Note on Presence Terminology. www. presence-connect. com. January.
3. Riecke BE (2010) Compelling self-motion through virtual environments without actual self-motion: using self-motion illusions (“vection”) to improve user experience in VR. Virtual reality: 149–176.
4. Lahav E, Germain K, Schillbauer JD (2012) Effects of Immersion on Visual Analysis of Volume Data. IEEE Transactions on Visualization and Computer Graphics 18: 597–606.
5. Riecke BE, Schulte-Pelkum J, Avraamides MN, Heyde MVD, Bülthoff HH (2006) Cognitive factors can influence self-motion perception (vection) in virtual reality. ACM Transactions on Applied Perception 3: 194–216.
6. Valjamae A, Larsson P, Vafaeifard D, Klénner M (2008) Sound Representing Self-Motion in Virtual Environments Enhances Linear Virtual Presence. Presence: Teleoperators and Virtual Environments 17: 43–56.
7. Kolbitsch EM (1995) Simulator Sickness in Virtual Environments. DITIC Document.
8. Yokota Y, Aoki M, Mizuta K, Ito Y, Izu N (2005) Motion sickness susceptibility associated with visually induced postural instability and cardiac autonomic responses in healthy subjects. Acta Oto-laryngologica 125: 280–283.
9. Smart Jr LJ, Stoffregen TA, Bardy BG (2002) Visually induced motion sickness predicted by postural instability. Human Factors: The Journal of the Human Factors and Ergonomics Society 44: 451–465.
10. Paulus W, Straube A, Brandt T (1984) Visual stabilization of posture physiological stimulus characteristics and clinical aspects. Brain 107: 1143–1163.
11. Simoneau G, Uherecht J, Derr J, Cavanagh P (1995) Role of somatosensory input in the control of human posture. Gait & posture 3: 115–122.
12. Petlera RJ, Benolken MS (1995) Role of somatosensory and vestibular cues in attenuating visually induced human postural sway. Experimental Brain Research 105: 101–110.
13. Maurer C, Mergner T, Bolha B, Hlavacka F (2000) Vestibular, visual, and somatosensory contributions to human postural control. Acta Physiologica Scandinavica 168: 65–75.
14. Smart Jr LJ, Stoffregen TA, Bardy BG (2002) Visually induced motion sickness predicted by postural instability. Human Factors: The Journal of the Human Factors and Ergonomics Society 44: 451–465.
15. Amblard B, Garland B (1980) Role of visual and peripheral visual information in maintenance of postural equilibrium in man. Perceptual and Motor Skills 51: 903–912.
16. Dichgans J, Brandt T (1978) Visual-vestibular interaction: effects on self-motion perception and postural control. In: Held R, Librizzi H, Teuber H, editors. Handbook of Sensorimotor Control. New York: Springer.
17. Dijkgraaf TMH, Schorner G, Giuse MA, Gielen CCAM (1994) Frequency dependence of the action-perception cycle for postural control in a moving visual environment: relative phase dynamics. Biological Cybernetics 71: 489–501.
18. Bronstein AM, Backwell D (1997) Automatic control of postural sway by visual motion parallax. Experimental Brain Research 113: 243–248.
19. Truillis A, Bronstein A (2002) Vection increases the magnitude and accuracy of visually evoked postural responses. Experimental Brain Research 147: 538–540.
39. Shao F, Robotham AJ, Hon BKK (2012) Development of a 1:1 Scale True Perception Virtual Reality System for Design Review in Automotive Industry. Advances in Manufacturing Technology – XXVI: Proceedings of the 10th International Conference on Manufacturing Research (ICMR2012) 2: 460–473.

40. Bles W, Kapteyn TS, Brands T, Arnold F (1998) The mechanism of physiological height vertigo: II. Posturography. Acta Oto-laryngologica 89: 534–540.

41. Broste A (1986) Suppression of visually evoked postural responses. Experimental Brain Research 63: 635–638.

42. Hebrank J, Wright D (1974) Spectral cues used in the localization of sound sources on the median plane. The Journal of the Acoustical Society of America 56: 1829.

43. Dakin CJ, Luu BL, van den Doel K, Inglin JT, Blouin J-S (2010) Frequency-specific modulation of vestibular-evoked sway responses in humans. Journal of Neurophysiology 103: 1048–1056.

44. Soames R, Atha J (1982) The spectral characteristics of postural sway behaviour. European journal of applied physiology and occupational physiology 49: 169–177.

45. Bonnet CT (2012) Broad stance conditions change postural control and postural sway. Journal of motor behavior 44: 125–131.

46. McClenaghan BA, Williams H, Dickerson J, Thombs L (1994) Spectral signature of forces to discriminate perturbations in standing posture. Clinical Biomechanics 9: 21–27.

47. Mosney CZ, Duval RD (1993) Bootstrapping: A nonparametric approach to statistical inference. Sage Publications, Incorporated.

48. Welch BL (1947) The Generalization of Student’s Problem when Several Different Population Variances are Involved. Biometrika 34: 28–35.

49. Hale KS, Stanney KM, Malone I (2009) Enhancing virtual environment spatial awareness training and transfer through tactile and vestibular cues. Ergonomics 52: 187–203.

50. Meyer G, Clarke E, Robotham T (2012) Multisensory interactions in the automatic control of postural sway. Seeing and Perceiving 25: 77–77.

51. Meyer GF, Wong LT, Timson E, Perfect P, White MD (2012) Objective Fidelity Evaluation in Multisensory Virtual Environments: Auditory Cue Fidelity in Flight Simulation. PLoS ONE 7: e44381.

52. Latham J, Lee D (1973) The autonomy of visual kinaesthesia. Perception 2: 297–294.

53. Webb NA, Griffin MJ (2003) Eye movement, vection, and motion sickness with foveal and peripheral vision. Aviation, space, and environmental medicine 74: 622–625.

54. Riecke BE, Feureisen D, Rieser JJ, McNamara TP (2011) Spatialized sound enhances biomechanically-induced self-motion illusion (vection). Proceedings of the 2011 annual conference on Human factors in computing systems. Vancouver, BC, Canada: ACM. 2799–2802.

55. Winner BG, Singer MJ (1998) Measuring presence in virtual environments: A presence questionnaire. Presence 7: 225–248.

56. Schubert T, Friedmann F, Regenbrecht H (2001) The Experience of Presence: Factor Analytic Insights. Presence: Teleoperators and Virtual Environments 10: 266–281.

57. Freeman J, Avons SE, Meddis R, Pearson DE, Ijsselsteijn W (2000) Using behavioral realism to estimate presence: A study of the utility of postural responses to motion stimuli. Presence: Teleoperators & Virtual Environments 9: 149–164.