Abstract. The definition of Toeplitz operators in the Bergman space $A^2(D)$ of square integrable analytic functions in the unit disk in the complex plane is extended in such way that it covers many cases where the traditional definition does not work. This includes, in particular, highly singular symbols such as measures, distributions, and certain hyper-functions.

1. Introduction

Toeplitz operators play an important role in Mathematics and Applications. Having appeared almost hundred years ago, as matrices with elements being constant along diagonals parallel to the main one, these operators have undergone several stages of generalization, as more applications required this. One of their most common (but not the most general) definitions is as follows.

Let $H$ be a Hilbert space of functions on a set $\Omega \subset \mathbb{R}^d$ or $\Omega \subset \mathbb{C}^d$, and let $A$ be its closed subspace, with $P : H \to A$ being the orthogonal projection. For a function $a$ on $\Omega$ (usually measurable and bounded), the Toeplitz operator on $A$ with symbol $a$ is defined as $T_a : A \ni f \mapsto P(af) \in A$.

Probably, the best studied class of Toeplitz operators consists of Riesz-Toeplitz ones, where the space $H$ is $L^2(\mathbb{T})$, $\mathbb{T} \subset \mathbb{C}$ being the unit circle, and $A$ is the Hardy space consisting of boundary values of analytic functions. A lot of attention have been attracted recently to another class of Toeplitz operators, for which the enveloping space $H$ is $L^2(\Omega)$, $\Omega$ being the unit disk in $\mathbb{C}$ (the unit ball or the polydisk in $\mathbb{C}^d$), alternatively the whole $\mathbb{C}^d$ or $\mathbb{R}^d$, and the subspace $A$ consists of solutions of some elliptic equation or system (the leading examples here are the spaces of analytic or harmonic functions.) These latter Toeplitz operators are called the Bergman-Toeplitz ones. The present paper is a continuation of [15], and is devoted to the development of the theory of the Bergman-Toeplitz operators acting on the Bergman space of analytic functions on the unit disk $\mathbb{D}$. 


Toeplitz operators, as they were initially defined, make immediate sense for a bounded symbol $a$. In fact, the multiplication by a bounded function is a bounded operator in $L_2$, so the operator $T_a$ is automatically bounded as a composition of two bounded operators. For Riesz-Toeplitz operators it seems to be unlikely to extend essentially their definition to more general classes of symbols. On the other hand, for Bergman-Toeplitz operators, it turns out to be possible to define, in a reasonable way, the operators whose symbols belong to certain classes of unbounded functions, measures, distributions, and even some more general objects. These generalizations, which prove to be quite useful, stem from the special property of the spaces $A$: they are reproducing kernel Hilbert spaces, the ones, for which each evaluation functional at a point of $\Omega$ is bounded with respect to the $L_2$-norm.

A far going generalization of the traditional approach to Toeplitz operators has been developed in [15], where the notion of the sesquilinear form symbol was introduced. The concrete study was concentrated there around operators in the Fock space, the space of entire analytic function in $\mathbb{C}$, square integrable against the Gaussian measure. It turned out that quite a number of reasonable operators fail to be Toeplitz in frame of the traditional definition, while they fit conveniently into the sesquilinear forms setting. This, in particular, enabled us to introduce even the operators with symbol being hyper-functions of a special kind.

In the present paper we follow the pattern of [15] and consider Toeplitz operator in another leading case, the Bergman space of analytic function in the unit disk, square integrable with respect to the Lebesgue measure. Having defined the general sesquilinear forms as symbols, we present a number of particular classes of symbols, including the ones absent in the Fock space case. This study includes, in particular, a convenient sesquilinear forms representation for operators in commutative subalgebras, where the structure of the sesquilinear form is closely related to the structure of the algebra. We also present a number of examples of operators that fail to be Toeplitz in the traditional setting but fit quite well into our more general picture. In some cases we give necessary and sufficient conditions for a subspace to be the range of a Toeplitz operator with symbol from the prescribed class.

The final part of the paper is devoted to the study of operators with highly singular symbols, the ones involving hyper-functions or, in other words, distributions of unbounded differential order. By means of certain new estimates for the $k$-Carleson measures, we find sufficient conditions for such distributions to define bounded Toeplitz operators.
One should notice that under our approach, the role of the enveloping Hilbert space \( H \) is not that important, and, actually, can be eliminated altogether. The latter circumstance becomes crucial when considering Toeplitz operators in spaces of solutions of elliptic equations or systems in the whole space, where there may be no natural candidate for the role of the enveloping space. We will consider such situations in publications to follow.

2. Preliminaries

We recall here the general approach [15] to the extension of the notion of Bergman-Toeplitz (just Toeplitz in what follows) operators for a wide class of singular symbols, given in the context of reproducing kernel Hilbert spaces.

Let \( \mathcal{H} \) be a Hilbert space of functions defined in a domain \( \Omega \) in \( \mathbb{R}^d \) or \( \mathbb{C}^d \), with \( \langle \cdot, \cdot \rangle, \| \cdot \| \) denoting its inner product, respectively, norm, and let \( \mathcal{A} \) be a closed subspace of \( \mathcal{H} \) on which every evaluation functional \( \mathcal{A} \ni f \mapsto f(z) \), \( z \in \Omega \), is bounded. For each \( z \in \Omega \), we denote by \( k_z(\cdot) \in \mathcal{A} \) the element realizing by the Riesz theorem the evaluation functional at the point \( z \), i.e.,

\[
f(z) = \langle f(\cdot), k_z(\cdot) \rangle,
\]

for all \( f \in \mathcal{A} \);

in this case the orthogonal projection \( P \) of \( \mathcal{H} \) onto \( \mathcal{A} \) has the form

\[
P : \mathcal{H} \ni f \mapsto \langle f(\cdot), k_z(\cdot) \rangle \in \mathcal{A},
\]

or

\[
(Pf)(z) = \langle f(\cdot), k_z(\cdot) \rangle.
\]

Recall that a bounded sesquilinear form \( F(\cdot, \cdot) \) on \( \mathcal{A} \) is a mapping

\[
F(\cdot, \cdot) : \mathcal{A} \oplus \mathcal{A} \longrightarrow \mathbb{C},
\]

linear in the first argument and anti-linear in the second one, satisfying the condition

\[
|F(f, g)| \leq C\|f\| \cdot \|g\|, \quad \text{for all } f, g \in \mathcal{A}
\]

with some constant \( C > 0 \). We adopt then the following vocabulary. Given a bounded sesquilinear form \( F(\cdot, \cdot) \) on \( \mathcal{A} \), we define the Toeplitz operator \( T_F \) with sesquilinear form symbol \( F \) acting on \( \mathcal{A} \) as follows

\[
(T_F f)(z) = F(f(\cdot), k_z(\cdot)) \quad (2.1)
\]

If the sesquilinear form \( F \) stems in some well defined way from some analytic object denoted, say, by \( a \), the operator (2.1) can be alternatively denoted by \( T_a \), in order to stress this dependence, as long as this does not cause a misunderstanding.
Concrete operator considerations of thus defined Toeplitz operators were elaborated in [15] for operators acting in the classical Fock (or Segal-Bargmann) space. In the present paper we specify our approach to the operators acting in the Bergman space $A^2(D)$ over the unit disk $D$ in $\mathbb{C}$. This Bergman space was being studied for a long time, from different points of view, with numerous applications; we refer, in particular, to the books [7], [22].

That is, in what follows, the enveloping Hilbert space is $H = L_2(D)$ with respect to the normalized Lebesgue measure $dV = \frac{1}{\pi}dx\,dy$, $z = x + iy$, and the subspace $A = A^2(D)$ is its closed subspace consisting of analytic functions. It is well known that $A^2(D)$ is a reproducing kernel Hilbert space with

$$k_w(z) = (1 - \overline{z}w)^{-2},$$

(2.2)

so that the orthogonal Bergman projection $B$ of $L_2(D)$ onto $A^2(D)$ has the form

$$(Bf)(z) = (f(\cdot), k_z(\cdot)).$$

Recall that, given $a(z) \in L_{\infty}(D)$, the classical Toeplitz operator with symbol $a$ is the compression onto $A^2(D)$ of the multiplication operator $(M_a f)(z) = a(z)f(z)$ on $L_2(D)$:

$$T_a : f \in A^2(D) \mapsto B(af) \in A^2(D).$$

(2.3)

It is well known that in this case, the (function) symbol $a$ is uniquely, as an element in $L_{\infty}$, defined by the Toeplitz operator (2.3).

Classical Toeplitz operators with bounded measurable symbols fit in our context as follows.

Example 2.1. Classical Toeplitz operators in the Bergman space

We start with any bounded linear functional $\Phi \in (L_1(D))^\prime$. Recall that such a functional is uniquely defined by a function $a \in L_{\infty}(D)$ and has the form

$$\Phi(u) \equiv \Phi_a(u) = \int_D a(z)u(z)dV(z).$$

Note that for arbitrary $f, g \in A^2(D)$ the product $f\overline{g}$ belongs to $L_1(D)$, and the finite linear combinations of such products are dense in $L_1(D)$. We define the sesquilinear forms $F_a$ as

$$F_a(f, g) = \Phi_a(f\overline{g}).$$

(2.4)

This form is obviously bounded:

$$|F_a(f, g)| \leq \|\Phi_a\| \|f\overline{g}\|_{L_1} \leq \|\Phi_a\| \|f\| \|g\| = \|a\|_{L_{\infty}} \|f\| \|g\|.$$
Then
\[
(T_{F,a}f)(z) = \Phi_a(fk_z) = \int_D a(w)f(w)\overline{k_z(w)}dV(w)
\]
\[
= \int_D \frac{a(w)f(w)}{(1-\overline{z}w)^2}dV(w) = (T_a f)(z),
\]
i.e., the Toeplitz operator $T_{F,a}$ with sesquilinear form symbol $F_a$ coincides with the classical Toeplitz operator with symbol $a$. Moreover, all classical Toeplitz operators can be obtained starting with a functional $\Phi$ in $(L_1(\mathbb{D}))'$, which defines in turn the form (2.4).

The approach of the above example immediately enables us to extend considerably the notion of Toeplitz operators for a wide class of defining sesquilinear form symbols. In what follows we will use even more general approach based on the construction introduced in [15], which is suitable for any reproducing kernel Hilbert space (for more details, results, and examples, see [15]).

Let $X$ be a (complex) linear topological space (not necessarily complete). We denote by $X'$ its dual space (the set of all continuous linear functionals on $X$), and denote by $\Phi(\phi) \equiv (\Phi, \phi)$ the intrinsic pairing of $\Phi \in X'$ and $\phi \in X$. Let then $A$ be a reproducing kernel Hilbert space with $k_z(\cdot)$ being its reproducing kernel function.

By a continuous $X$-valued sesquilinear form $G$ on $A$ we mean a continuous mapping $G(\cdot, \cdot) : A \oplus A \rightarrow X$, which is linear in the first argument and anti-linear in the second argument.

Then, given a continuous $X$-valued sesquilinear form $G$ and an element $\Phi \in X'$, we define the sesquilinear form $F_{G,\Phi}$ on $A$ by
\[
F_{G,\Phi}(f, g) = \Phi(G(f, g)) = (\Phi, G(f, g)).
\]
Being continuous, this form is bounded, and thus, by the Riesz theorem, defines a bounded (Toeplitz) operator $T_{G,\Phi}$ such that
\[
\langle T_{G,\Phi}f, g \rangle = (\Phi, G(f, g)). \quad (2.5)
\]
In particular, for $g = k_z$, (2.5) takes the form
\[
\langle T_{G,\Phi}f, k_z \rangle = (\Phi, G(f, k_z)).
\]
Since $T_{G,\Phi}f \in A$, the reproducing property of $k_z$ implies the explicit description of the action of the operator $T_{G,\Phi}$:
\[
(T_{G,\Phi}f)(z) := (T_{FG,\Phi}f)(z) = (\Phi, G(f, k_z)). \quad (2.6)
\]
We stress here that the sesquilinear form that defines a Toeplitz operator may have several quite different analytic expressions (involving different spaces $X$ and functionals $\Phi$), producing, nevertheless, the same Toeplitz operator. We recall as well that under the above approach the set of Toeplitz operators (2.6) forms a $\ast$-algebra, see the detailed reasoning in [15].

3. Measures and distributions as symbols

In this section we describe how our general approach enables us to define in a reasonable way the Toeplitz operators with rather singular symbols.

Example 3.1. **Toeplitz operators defined by Carleson measures**

Recall (see, for example, [22, Section 7.2]) that a finite positive Borel measure $\mu$ on $\mathbb{D}$ is called a *Carleson measure* (C-measure) for the Bergman space $A^2(\mathbb{D})$ if there exists a constant $C > 0$ such that

$$
\int_{\mathbb{D}} |f(z)|^2 d\mu(z) \leq C \int_{\mathbb{D}} |f(z)|^2 dV(z), \quad \text{for all } f \in A^2(\mathbb{D}). \quad (3.1)
$$

It is well known (say, from the Cauchy representation formula) that a finite measure $\mu$ with compact support strictly inside $\mathbb{D}$ is automatically a C-measure, so the property of a given measure $\mu$ to be a C-measure is determined only by its behavior near the boundary of $\mathbb{D}$, see, e.g., [22].

Given a C-measure $\mu$, we set $X = L_1(\mathbb{D}, d\mu)$, $X' = L_\infty(\mathbb{D}, d\mu)$, $G(f, g)(z) = \overline{f(z)g(z)}$, $\Phi = \Phi_1 = 1 \in L_\infty(\mathbb{D}, d\mu)$, so that

$$
F_{G, \Phi_1}(f, g) = \int_{\mathbb{D}} f(z)\overline{g(z)}d\mu := F_\mu(f, g).
$$

This form is obviously bounded in $A^2(\mathbb{D})$ by the Cauchy-Schwartz inequality and (3.1). Using (2.6), we obtain the formula for the action of the resulting Toeplitz operator:

$$
(T_{F_\mu}f)(z) = \int_{\mathbb{D}} f(w)\overline{k_z(w)}d\mu(w) = \int_{\mathbb{D}} \frac{f(w)d\mu(w)}{(1 - z\overline{w})^2} = (T_\mu f)(z),
$$

i.e., the Toeplitz operator $T_{F_\mu}$ with sesquilinear form symbol $F_\mu$ is nothing but the Toeplitz operator defined by a C-measure $\mu$ (see, for example, [22, Section 7.1]).

A natural generalization of this situation involves a complex valued Borel measure $\mu$ such that its variation $|\mu|$ is a C-measure. In such a case $X = L_1(\mathbb{D}, d\mu) := L_1(\mathbb{D}, d|\mu|)$, $X' = L_\infty(\mathbb{D}, d\mu) := L_\infty(\mathbb{D}, d|\mu|)$ with the same formulas for $G(f, g)$ and $\Phi$ as before.
In particular, this description extends to the case of a positive C-measure \( \mu \), \( X = L_1(\mathbb{D}, d\mu) \), \( X' = L_\infty(\mathbb{D}, d\mu) \), \( G(f, g)(z) = f(z)g(z) \), \( \Phi = \Phi_a = a \in L_\infty(\mathbb{D}, d\mu) \), so that
\[
F_{G, \Phi_a}(f, g) = \int_{\mathbb{D}} a(z)f(z)g(z)\,d\mu.
\]
and
\[
(T_{F_G, \Phi_a} f)(z) = \int_{\mathbb{D}} \frac{a(w)f(w)\,d\mu(w)}{(1 - zw)^2}.
\]

Example 3.2. Toeplitz operators with distributional symbols

Any distribution \( \Phi \) in \( \mathcal{E}'(\mathbb{D}) \) has a finite order, and thus can be extended to a continuous functional in the space of functions with finite smoothness,
\[
|\Phi(h)| \leq C(\Phi)\|h\|_{C^N(K)},
\]
for some \( N \) and some compact set \( K \subset \mathbb{D} \) containing the support of \( \Phi \).

The Cauchy formula implies in a standard way that the \( C^N(K) \)-norm of the product \( h = fg \), \( f, g \in \mathcal{A}^2(\mathbb{D}) \), is majorated by the product of \( \mathcal{A}^2(\mathbb{D}) \)-norms of \( f \) and \( g \). Therefore the sesquilinear form
\[
F_\Phi(f, g) = \Phi(fg)
\]
is bounded on \( \mathcal{A}^2(\mathbb{D}) \) and thus defines a bounded operator.

The operator
\[
T_{F_\Phi} : f(z) \mapsto \Phi(f(\cdot)k_z(\cdot))
\]
defined in this manner coincides with the standardly defined \([1, 16, 14]\) Toeplitz operator \( T_\Phi \) with distributional symbol \( \Phi \).

We give now a more explicit description of such operators. Let \( \Phi \) be a distribution with compact support in \( \mathbb{D} \). By the structure theorem for such distributions (see, e.g., Theorem in Sect.4.4. in \([5]\), page 116-117 of the AP edition of 1968), \( \Phi \) admits a representation as a finite sum
\[
\Phi = \sum_q D^q u_q, \tag{3.3}
\]
where \( q = (q_1, q_2) \), \( D = (D_1, D_2) \); \( u_q \) are continuous functions which can be chosen as having support in an arbitrarily close neighborhood of the support of \( \Phi \). Rearranging the derivatives, we can write (3.3) as the finite sum
\[
\Phi = \sum_q \partial^{q_1} \overline{\partial}^{q_2} u_q, \tag{3.4}
\]
again with (some other) continuous functions \( u_q \), having support in an arbitrarily close neighborhood of \( \text{supp} \Phi \). Using (3.4), formula (3.2) is
transformed to

\[
(T_\Phi f)(z) = \sum_q (-1)^{q_1+q_2} \int_\mathbb{D} u_q(w) \cdot \bar{\partial}_w^{q_1} k_w(z) \partial^{q_2} f(w) \, dV(w).
\]

We present here several examples of the action of such operators \( T_\Phi \).

**Example 3.3.** Let \( \Phi \) be a derivative of the \( \delta \)-distribution, \( \Phi = \partial^\alpha \partial^\beta \delta \), so that \( \Phi(g) = (-1)^{\alpha+\beta} \partial^\alpha \partial^\beta g(0) \). Then, by (3.2),

\[
(T_\Phi f)(z) = (-1)^{\alpha+\beta} \partial^\alpha \partial^\beta \delta (f(\cdot)k_z(\cdot)) = (-1)^{\alpha+\beta} \partial^{\beta} k_z(0) \partial^\alpha f(0) \tag{3.5}
\]

Considering finite linear combinations of the distributions of the form \( \Phi \), we see that for any distribution having support at the origin, the corresponding Toeplitz operator with this distribution as symbol is well defined via the sesquilinear forms. Moreover, the range of such operator is contained in the space of polynomials.

**Example 3.4.** More generally, for the derivative of the \( \delta \)-distribution at the point \( \zeta \in \mathbb{D} \), \( \Phi = \partial^\alpha \partial^\beta \delta_{\zeta} \), we have, similar to (3.5),

\[
(T_\Phi f)(z) = (-1)^{\alpha+\beta} (\beta+1)! z^\beta (1-z\zeta)^{-\beta-\alpha} \partial^\alpha f(\zeta). \tag{3.6}
\]

Analogously to Example 3.3, we see here that the range of the Toeplitz operators (3.6) is contained in the space of rational functions without simple poles.

It is convenient to normalize the symbol \( \Phi \) of Example 3.3. Given \( p, q \in \mathbb{Z}_+ \), we consider the distributional symbol

\[
\Phi_{p,q} = \frac{(-1)^{p+q}}{\sqrt{(p+1)(q+1)p!q!}} \partial^p \partial^q \delta.
\]

Then, by (3.5), the Toeplitz operator \( T_{\Phi_{p,q}} \) acts on the standard monomial basis of \( A^2(\mathbb{D}) \)

\[
e_k(z) = \sqrt{k+1} z^k, \quad k \in \mathbb{Z}_+,
\]

as follows

\[
T_{\Phi_{p,q}} e_k = \begin{cases} e_q, & \text{if } k = p, \\ 0, & \text{otherwise}. \end{cases}
\]

Thus, the Toeplitz operator \( T_{\Phi_{p,q}} \) is the rank one operator \( P_{p,q} f = \langle f, e_p \rangle e_q \) on \( A^2(\mathbb{D}) \). In the special case \( p = q \) the operator \( T_{\Phi_{p,p}} \) is the one-dimensional orthogonal projection onto the subspace generated by \( e_p \). It is important to note that \( T_{\Phi_{p,p}} = P_{p,p} \) is the diagonal operator
having the eigenvalue sequence \((0, \ldots, 0, 1, 0, 0, \ldots)\) with respect to the basis \((3.7)\). Further on, we abbreviate \(\Phi_{p,p} = \Phi_P\) and \(P_{p,p} = P_p\).

We mention as well that the linear combinations of the rank one Toeplitz operators \(T_{\Phi_{p,q}} = P_{p,q}, p, q \in \mathbb{Z}_+\), form a dense subset both in the space of all finite rank and in the space of all compact operators on \(\mathcal{A}^2(\mathbb{D})\) in the norm operator topology. To see this, it is sufficient to observe that any rank one operator \(P_{u,v} = \langle \cdot, u \rangle_v\), where \(u, v \in \mathcal{A}^2(\mathbb{D})\), can be be norm approximated by finite rank operators of the forms

\[
\sum_{p=1}^{p_0} \sum_{q=1}^{q_0} u_p v_q P_{p,q},
\]

where \(u_p = \langle u, e_p \rangle\) and \(v_q = \langle v, e_q \rangle\) are the Fourier coefficients of \(u\) and \(v\) respectively.

Note that, when extending the class of symbols from \(L_\infty\)-functions to more general objects we may lose the property of uniqueness of a symbol for a given Toeplitz operator; the same Toeplitz operator can have now quite different defining symbols.

Indeed, consider the following singular integral operators

\[
(S_D \varphi)(z) = -\int_{\mathbb{D}} \frac{\varphi(\zeta)}{(\zeta - z)^2} dV(\zeta) \quad \text{and} \quad (S_D^* \varphi)(z) = -\int_{\mathbb{D}} \frac{\varphi(\zeta)}{(\zeta - \overline{z})^2} dV(\zeta),
\]

which are known to be bounded on \(L_2(\mathbb{D})\) and mutually adjoint. It was established in [17], that for all \(p, q \in \mathbb{Z}_+\),

\[
T_{\Phi_{p,q}} = \begin{cases} 
T(S_D^p)(S_D^q)(S_D^p - (S_D^p)^{q+1} + (S_D^p)^{q+1}T_{\sqrt{q+1}}^{\sqrt{p+1}}p - q, & p > q, \\
T(S_D^p)^p(S_D^q)(S_D^p)^q(S_D^p)^{q+1}, & p = q, \\
T_{\sqrt{p+1}}^{\sqrt{q+1}}p - q, & p < q.
\end{cases}
\]

(3.8)

It is interesting to observe also the following phenomenon. Consider a finite rank Toeplitz operator, which, by [1], is a Toeplitz operator whose symbol is a finite combination of \(\delta\)-distributions and their derivatives. The support of its distributional symbol is a finite set of points located somewhere in the unit disk \(\mathbb{D}\). By the above arguments, this finite rank Toeplitz operator can be norm-approximated by finite rank Toeplitz operators whose distributional symbols have just one and the same one-point support \(\{0\}\). Later on, in Sect. 7, this observation will be extended in more detail,
4. Diagonalizable operators related to commutative algebras

As well known, any normal operator in the Hilbert space is diagonalizable with respect to its spectral decomposition. Given a family of (not necessarily normal) operators, one should not expect that they can be diagonalizable simultaneously. However, as it concerns Toeplitz operators on $\mathcal{A}^2(\mathbb{D})$, many diagonalizable families, related to commutative subalgebras, have been found, see [20]. There are three model cases of them, and all others are obtained from these model cases via Möbius transformations. In this section we show that the operators related to these model cases can be naturally viewed as our more generally defined Toeplitz operators, we give also the informative representations of the corresponding sesquilinear forms.

4.1. Examples. Toeplitz operators with radial symbols form one of the most well studied classes of Toeplitz operators. We start here with an example of a radial operator that fails to be a Toeplitz one in the traditional setting.

Example 4.1. The reflection operator

Let $(J\varphi)(z) = \varphi(-z)$ be the reflection operator in $\mathcal{A}^2(\mathbb{D})$. This operator is obviously bounded, and it acts on the standard monomial basis (3.7) of $\mathcal{A}^2(\mathbb{D})$ as follows

$$(Je_k)(z) = (-1)^k e_k(z).$$

This means that $J$ is a diagonal operator with respect to the standard basis (3.7), and its eigenvalue sequence has the form $\gamma_J = \{(-1)^k\}_{k \in \mathbb{Z}^+}$. Thus (see [25]) the operator $J$ is radial. Assume now that $J$ is a Toeplitz operator, $J = T_a$ for some symbol $a \in L_\infty(\mathbb{D})$. Then (see [21]) the symbol $a$ must be a radial function $a = a(|z|)$, and by [6], the eigenvalue sequence $\gamma_a$ of the operator $J = T_a$ should belong to the class $\text{SO} (\mathbb{Z}^+)$ of slowly oscillating sequences introduced by Schmidt [18]. Recall that $\text{SO} (\mathbb{Z}^+)$ consists of all $\ell_\infty$-sequences $\gamma = \{\gamma(n)\}_{n \in \mathbb{Z}^+}$ satisfying the condition

$$\lim_{\frac{m}{n} \to 1} |\gamma(n) - \gamma(m)| = 0.$$  

This is not the case for the operator under consideration, and therefore the operator $J$ cannot be a Toeplitz one with an $L_\infty$-function serving as symbol. By the same reason the operator $J$ cannot even belong to the algebra generated by Toeplitz operators with bounded measurable radial symbols. Moreover, $J$ is effectively separated from this algebra: as it is easy to show, for any operator $T$ in this algebra, the norm $\|J -$
$T\|\|$ is at least 1, so the zero operator is the best norm approximation of $J$ by operators in the above algebra.

At the same time, we can set $X = L_1(\mathbb{D})$, $X' = L_\infty(\mathbb{D})$, $G(f, g) = f(-z)\overline{g(z)}$, $\Phi = 1 \in L_\infty(\mathbb{D})$, so that

$$F_{G, \Phi}(f, g) = \int_D f(-z)\overline{g(z)}dV(z),$$

and, therefore, $J = T_{G, \Phi}$.

We note that another form, defining $J$ as a Toeplitz operator, is given by (4.1) with $\gamma(n) = (-1)^n$, $n \in \mathbb{Z}_+$.

We give now an example of a (radial) bounded operator that belongs to the algebra generated by Toeplitz operators with bounded measurable (radial) symbols and which itself cannot be represented as a Toeplitz operator with such symbol.

**Example 4.2. The rank one projection**

Consider the orthogonal projection $P_0 f = \langle f, e_0 \rangle e_0$ of $\mathcal{A}^2(\mathbb{D})$ onto the one-dimensional subspace generated by $e_0$. It is a diagonal, and thus *radial*, operator having the eigenvalue sequence $\gamma_{P_0} = (1, 0, 0, \ldots)$. Since $\gamma_{P_0} \in c_0 \subset \text{SO} (\mathbb{Z}_+)$, the operator $P_0$ belongs (see [6]) to the algebra generated by Toeplitz operators with bounded measurable radial symbols. But by [20, Theorem 6.1.4] it can not be a Toeplitz operator with this kind of symbol. At the same time $P_0$ presents a simple example of a Toeplitz operator with a *not uniquely defined* more general symbol.

The first representation of $P_0$ is as follows. Consider the distributional symbol $F_0 = \delta$. Then for the Toeplitz operator $T_{F_0}$ we have

$$\langle T_{F_0} e_k, e_l \rangle = e_k(0)e_l(0) = \begin{cases} 1, & k = l = 0, \\ 0, & \text{otherwise.} \end{cases}$$

This means that the Toeplitz operator $T_{F_0}$ is nothing but the above one-dimensional projection $P_0$.

The second representation of $P_0$,

$$P_0 = T_{I - s_0's_2},$$

follows from (3.8) when $p = q = 1$.

We mention as well that, although the operator $P_0$ cannot be itself represented as a Toeplitz operator with a bounded measurable radial symbol, it can be norm-approximated by Toeplitz operators with such symbols:

$$P_0 = \lim_{n \to \infty} T_{a_n},$$

where $a_n(r) = (n + 3)(1 - r^2)^{n+2}$. 

Indeed, the eigenvalue sequence $\gamma_{an}$ of the operator $T_{an}$ has the form [20, Theorem 6.1.1]

$$\gamma_{an}(k) = (k + 1) \int_0^1 a_n(\sqrt{r})r^k dr$$

$$= (n + 3)(k + 1) \int_0^1 (1 - r)^{n+2}r^k dr$$

$$= (n + 3)(k + 1)B(n + 3, k + 1) = \frac{(n + 3)!(k + 1)!}{(n + k + 3)!}.$$ 

Then

$$\|T_{an} - P_0\| = \|\gamma_{an} - \gamma_{P_0}\|_{\ell_\infty} = \gamma_{an}(1) = \frac{2}{n + 4},$$

which implies the desired: $P_0 = \lim_{n \to \infty} T_{an}$.

4.2. Sesquilinear form symbols for operators in commutative subalgebras. In the previous subsection we considered two particular cases of the so-called radial operators, the ones that are diagonal with respect to the standard monomial basis (3.7) in $A^2(\mathbb{D})$. Other important special classes of diagonalizable operators are the so-called vertical and angular operators. These three classes appear naturally under the study of the (only!) three model cases of commutative $C^*$-algebras generated by Toeplitz operators with specific classes of $L_{\infty}$-symbols.

These three classes are (see [20] for details): the elliptic case - Toeplitz operators on the disk $\mathbb{D}$ with symbols depending only on the modulus $r = |z|$ of $z = |z|e^{i\theta} \in \mathbb{D}$, the radial symbols; the parabolic case - Toeplitz operators on the upper-half plane $\Pi$ with symbols depending only on the imaginary part $y$ of $z = x + iy \in \Pi$, the vertical symbols; and the hyperbolic case - Toeplitz operators on the upper half-plane $\Pi$ with symbols depending only on the polar angle $\theta$ of $z = |z|e^{i\theta} \in \Pi$, the angular symbols.

We explore now these three diagonalizable classes and show that the corresponding operators are the Toeplitz ones defined by the appropriate sesquilinear forms, different for each case.

Example 4.3. Radial operators
Recall [25], that the radial operators $S$ (acting on $A^2(\mathbb{D})$) are those that commute with the rotation operators $(U_t f)(z) = f(e^{-it}z)$, $t \in \mathbb{R}$. They are diagonal with respect to the basis (3.7) in $A^2(\mathbb{D})$:

$$\langle S e_n(z), e_m(z) \rangle = \delta_{n,m} \gamma_S(n),$$

and a Toeplitz operator $T_a$ with bounded symbol is radial if and only if its symbol $a$ is radial.
The spectral sequence $S = \{\gamma_S(n)\}_{n \in \mathbb{Z}^+}$ of the radial operator $S$ belongs to $\ell_\infty$, and the correspondence $S \mapsto \gamma_S$ gives an isometric isomorphism between the $C^*$-algebra of radial operators and $\ell_\infty$. The spectral sequence $T_a = \gamma_a = \{\gamma_a(n)\}_{n \in \mathbb{Z}^+}$ of a Toeplitz operator $T_a$ with radial symbol is calculated by the formula [20, Theorem 6.1.1]

$$\gamma_a(n) = (n + 1) \int_0^1 a(\sqrt{r}) r^ndr,$$

and the $C^*$-algebra generated by Toeplitz operators with bounded radial symbols is isomorphic to the algebra $SO(\mathbb{Z}^+)$, see [6].

Thus, in particular, if the spectral sequence $S$ of some radial operator $S$ does not belong to $SO(\mathbb{Z}^+)$, then $S$ cannot be a Toeplitz operator with bounded symbol. At the same time all bounded radial operators can be viewed as Toeplitz ones under the following construction.

The operator (see [20, Corollary 10.3.4])

$$R_r : f(z) \mapsto \left\{ \int_{\mathbb{D}} f(z) \overline{c_n(z)} dV(z) \right\}_{n \in \mathbb{Z}^+}$$

maps isometrically $A^2(\mathbb{D})$ onto $\ell_2$. We introduce then the space $X = \ell_1$, with $X' = \ell_\infty$, and the $\ell_1$-valued sesquilinear form on $A^2(\mathbb{D})$:

$$G(f, g) = (R_r f)(\overline{R_r g}) = \{(R_r f)(n)(\overline{R_r g}(n))\}_{n \in \mathbb{Z}^+}.$$

Having any element $\Phi = \gamma = \{\gamma(n)\}_{n \in \mathbb{Z}^+} \in \ell_\infty = X'$, we define the sesquilinear form

$$F_{G,\Phi}(f, g) = \sum_{n \in \mathbb{Z}^+} \gamma(n) \cdot (R_r f)(n)(\overline{R_r g}(n)),$$  \hfill (4.1)

which in turn defines the Toeplitz operator

$$(T_{G,\Phi} f)(z) = F_{G,\Phi}(f, k_z).$$

It is straightforward that each radial operator $S$ is of the form $S = T_{G,\Phi_S}$, where $\Phi_S = \gamma_S$. Classical Toeplitz operators $T_a$ with bounded radial symbols $a$ are exactly those for which $\Phi_{T_a} = \gamma_a$.

Note that the use of an arbitrary element $\gamma = \{\gamma(n)\}_{n \in \mathbb{Z}^+} \in \ell_\infty = X'$ in the form (4.1) is much more natural than taking just elements $\gamma_a$ from a dense subset of $SO(\mathbb{Z}^+)$, covering classical radial Toeplitz operators.

The situation with two other classes is quite similar, and their consideration uses the same approach as in the radial case. Therefore, we list the main facts only. In this discussion it is more natural to pass
from the unit disk $\mathbb{D}$ to the upper half-plane $\Pi$. This can be done, for example, via the unitary operator

$$(U_0f)(w) = \frac{2}{(1-iw)^2} f \left( \frac{w - i}{1-iw} \right), \quad w \in \Pi,$$

which maps isometrically both $L_2(\mathbb{D})$ onto $L_2(\Pi)$, and $A^2(\mathbb{D})$ onto $A^2(\Pi)$.

**Example 4.4. Vertical operators**

Recall (see [9]) that the vertical operators $S$ (acting on $A^2(\Pi)$) are those that commute with the horizontal translation operators $(H_h f)(z) = f(z-h), \ h \in \mathbb{R}$.

Introduce the operator (see [20, Corollary 10.3.8])

$$(R_v f)(x) = \sqrt{x} \int_{\Pi} f(w)e^{-\bar{w}x} \, dV(w),$$

which maps isometrically $A^2(\Pi)$ onto $L_2(\mathbb{R}^+)$. Then, by [9, Theorem 2.3], a bounded operator $S$ on $A^2(\Pi)$ is vertical if and only if there exists a function $\gamma \in L_\infty(\mathbb{R}^+)$ such that the operator $S$ is unitary equivalent to the multiplication operator by (its spectral) function $\gamma$: $S = R_v^* M_\gamma R_v$, where $M_\gamma f = \gamma f$.

The correspondence $S \mapsto \gamma_S$, with $\gamma_S$ being the spectral function of $S$, is an isometric isomorphism between the $C^*$-algebra of vertical operators and $L_\infty(\mathbb{R}^+)$. A Toeplitz operator $T_a$ is vertical if and only if its symbol is vertical, $a = a(\text{Im} w)$. The spectral function $\gamma_{T_a} = \gamma_a(x)$ of a vertical Toeplitz operator $T_a$ is calculated by the formula [20, Theorem 5.2.1]

$$\gamma_a(x) = 2x \int_{\mathbb{R}^+} a(t)e^{-2tx} \, dt, \quad x \in \mathbb{R}^+.$$

The $C^*$-algebra generated by vertical Toeplitz operators with bounded symbols is isomorphic [9] to the algebra $\text{VSO}(\mathbb{R}^+)$, which consists of those functions in $L_\infty(\mathbb{R}^+)$ that are uniformly continuous with respect to the logarithmic metric

$$\rho(x, y) = |\ln x - \ln y|.$$

Note also that the spectral functions of vertical Toeplitz operators themselves form a dense subset in $\text{VSO}(\mathbb{R}^+)$. In order to fit such operators to our general setting, we introduce $X = L_1(\mathbb{R}^+)$, with $X' = L_\infty(\mathbb{R}^+)$, and the following $L_1(\mathbb{R}^+)$-valued sesquilinear form on $A^2(\Pi)$

$$G(f, g) = (R_v f)(\overline{R_v g}).$$
Then for any element $\Phi = \gamma(x) \in L_\infty(\mathbb{R}_+) = X'$, we define

$$F_{G,\Phi}(f, g) = \int_{\mathbb{R}_+} \gamma(x) (R_v f)(x) (\overline{R_v g})(x) \, dx,$$

and construct the corresponding Toeplitz operator

$$(T_{G,\Phi} f)(z) = F_{G,\Phi}(f, k_z).$$

It is straightforward that each vertical operator $S$ is of the form $S = T_{G,\Phi_S}$, where $\Phi_S = \gamma_S$. Classical Toeplitz operators $T_a$ with bounded vertical symbols $a$ correspond to the case $\Phi_T = \gamma_a$.

**Example 4.5. Angular operators**

Recall [4], that the angular operators $S$ (acting on $A^2(\Pi)$) are those that commute with the group of dilation operators $(\Delta_h f)(z) = h f(hz)$, $h \in \mathbb{R}_+$. The operator (see [20, Corollary 10.3.12])

$$(R_a f)(x) = \sqrt{\frac{x}{1-e^{1-2\pi x}}} \int_\Pi \overline{w}^{-ix-1} f(w) dV(w),$$

maps isometrically $A^2(\Pi)$ onto $L_2(\mathbb{R})$.

Then ([4, Theorem 2.1]) a bounded operator $S$ on $A^2(\Pi)$ is angular if and only if there exists a function $\gamma \in L_\infty(\mathbb{R})$ such that the operator $S$ is unitary equivalent to the multiplication operator by its spectral function $\gamma$: $S = R_a^* M_\gamma R_a$.

The correspondence $S \mapsto \gamma_S$ is an isometric isomorphism between the $C^*$-algebra of angular operators and $L_\infty(\mathbb{R})$.

A Toeplitz operator $T_a$ is angular if and only if its symbol is angular, $a = a(\arg w)$. The spectral function $\gamma_{T_a} = \gamma_a(x)$ of an angular Toeplitz operator $T_a$ is calculated by the formula [20, Theorem 7.2.1]

$$\gamma_a(x) = \frac{2x}{1-e^{-2\pi x}} \int_0^{\pi} a(\theta) e^{-2\pi \theta} d\theta, \quad x \in \mathbb{R}.$$

The $C^*$-algebra generated by angular Toeplitz operators with bounded symbols is isomorphic [4] to the algebra VSO($\mathbb{R}$), which consists of those functions in $L_\infty(\mathbb{R})$ that are uniformly continuous with respect to the arcsinh-metric

$$\rho(x, y) = |\text{arcsinh} \, x - \text{arcsinh} \, y|.$$

Again the spectral functions of angular Toeplitz operators themselves form a dense subset in VSO($\mathbb{R}$).

Introduce now $X = L_1(\mathbb{R})$, with $X' = L_\infty(\mathbb{R})$, and the following $L_1(\mathbb{R})$-valued sesquilinear form on $A^2(\Pi)$

$$G(f, g) = (R_a f, \overline{R_a g}).$$
For any element $\Phi = \gamma(x) \in L_\infty(\mathbb{R}) = X'$, we define

$$F_{G,\Phi}(f, g) = \int_\mathbb{R} \gamma(x) (Ra f)(x) \overline{(Ra g)(x)} \, dx,$$

and construct the corresponding Toeplitz operator

$$(T_{G,\Phi}f)(z) = F_{G,\Phi}(f, k_z).$$

Again each angular operator $S$ is of the form $S = T_{G,\Phi_S}$, where $\Phi_S = \gamma_S$. Classical Toeplitz operators $T_a$ with bounded angular symbols $a$ correspond to the case $\Phi_T = \gamma_a$.

5. DISTRIBUTIONAL SYMBOLS IN $\mathcal{E}'(\mathbb{D})$ AND FINITE RANK OPERATORS

5.1. Finite rank Toeplitz operators. One more source of examples of bounded operators that are not Toeplitz ones in their traditional meaning is provided by the finite rank theorems.

First of all, by D. Luecking [10], neither nonzero finite rank operator can be a Toeplitz operator with function symbol.

Passing to measure symbols, we consider the linear subspace $\mathcal{K}$ of $\mathcal{A}^2(\mathbb{D})$ which consists of finite linear combinations of functions $k_w(\cdot)$, $w \in \mathbb{D}$. This subspace is known to be dense in $\mathcal{A}^2(\mathbb{D})$. As it follows from the explicit formula (2.2) for the Bergman kernel, any finite linear combination of $k_w(\cdot)$ is a rational function, having a finite limit at infinity and possessing exclusively second order poles. In particular, this means that $\mathcal{K}$ does not fill the whole $\mathcal{A}^2(\mathbb{D})$.

Example 5.1. Consider the following finite rank operator on $\mathcal{A}^2(\mathbb{D})$

$$(T f)(z) = \sum_{j=1}^N \langle f, f_j \rangle g_j(z),$$

(5.1)

where $f_j \in \mathcal{A}^2(\mathbb{D})$, $g_j \in \mathcal{A}^2(\mathbb{D})$, $j = 1, 2, ..., N$, with at least one of $g_j$ outside $\mathcal{K}$. We suppose that the functions $f_j$ are linearly independent, as well as the functions $g_j$, so that the number of summands in (5.1) cannot be reduced. This operator is not a Toeplitz operator with measure-symbol. Indeed, suppose that there is a measure $\mu$ such that $T = T_\mu$. By Luecking’s theorem in [10], this measure must be a finite linear combination of point measures at no more points $w_j$ than the rank of the operator is, $\mu = \sum_{j=1}^N a_j \delta_{w_j}$. Thus, we would have

$$(T f)(z) = (T_\mu f)(z) = \int_{\mathbb{D}} f(w) k_w(z) \, d\mu(w) = \sum_{j=1}^N a_j k_{w_j}(z) f(w_j).$$
This means that the range of $T$ is spanned by the functions $k_{w_j}(z)$, i.e., lies in $K$. This contradicts the choice of $T$, made in such way that the range of $T$ is not contained in $K$. Thus $T$ is not a Toeplitz operator with measure-symbol.

A minor modification of the above reasoning produces the complete description of bounded operators on $\mathcal{A}^2(\mathbb{D})$ that are not Toeplitz operators with symbols-distributions having a compact support in $\mathbb{D}$.

Denote by $\mathcal{M}$ the linear subspace of functions that are finite linear combinations of the reproducing kernels $k_w(z)$ and their derivatives in $\overline{w}$ variable, $k^l_w(z) = \overline{\partial}^l_w k_w(z)$, for different $w \in \mathbb{D}$. If $w \neq 0$, such function $k^l_w$ is a rational one, with pole of order $2 + l$, lying at the point $\bar{w}^{-1}$ outside $\mathbb{D}$. For $w = 0$, the function $k^l_w(z)$ equals to $(l+1)!z^l$. Thus, $\mathcal{M}$ consists of rational functions having poles only outside $\mathbb{D}$ and with all these poles being of the order at least two; therefore, $\mathcal{M}$ is dense in $\mathcal{A}^2(\mathbb{D})$ but does not cover the whole $\mathcal{A}^2(\mathbb{D})$. In particular, the restriction to $\mathbb{D}$ of any non-polynomial entire analytic function, or any rational function possessing at least one simple pole does not belong to $\mathcal{M}$.

**Example 5.2.** Let $T$ be a finite rank operator on $\mathcal{A}^2(\mathbb{D})$, $(Tf)(z) = \sum_{j=1}^N \langle f, f_j \rangle g_j(z)$, again, with both sets $\{f_j\}$, $\{g_j\}$ linearly independent and at least one of $g_j$ being not a rational function without simple poles. This operator is not a Toeplitz one, with a compactly supported distribution as a symbol. In fact, if this operator would be Toeplitz then, by Theorem 3.1 in [1], its symbol has to be a finite linear combination of the $\delta$-distributions and their derivatives at some finite set of points. Therefore, similarly to the measure case considered in Example 5.1, the range of the operator should belong to the space $\mathcal{M}$. As explained above, this contradicts to the choice of functions $g_j$ defining the finite rank operator.

Note also that a simple interpolation shows that any finite-dimensional subspace in $\mathcal{M}$ can serve as the range of some finite rank Toeplitz operator with symbol in $\mathcal{E}'(\mathbb{D})$.

At the same time we show now that each finite rank operator is a Toeplitz operator in our extended sense, i.e., a Toeplitz operator defined by a sesquilinear form.

**Example 5.3.** *Finite rank operators via sesquilinear forms*

We start with a finite rank operator (5.1) and set $X = \mathbb{C}^N$, $X' = (\mathbb{C}^N)'$, identified with $\mathbb{C}^N$ by means of the standard pairing. Then, let $G(f, g) = \langle f, f_1 \rangle \langle g_1, g \rangle, \ldots, \langle f, f_N \rangle \langle g_N, g \rangle$, $\Phi = \Phi_1 = (1, \ldots, 1) \in \mathbb{C}^N$, 
so that

$$F_{G, \Phi}(f, g) = \sum_{j=1}^{N} \langle f, f_j \rangle \langle g_j, g \rangle.$$  

Another representation of this form can be obtained by setting

$$X = (\mathcal{A}^2(\mathbb{D}) \otimes \mathcal{A}^2(\mathbb{D}))^N, X' = (\mathcal{A}^2(\mathbb{D}) \otimes \mathcal{A}^2(\mathbb{D}))^N$$

with the natural Hilbert space pairing, $G(f, g) = f(\zeta)g(\eta)(1, ..., 1)$, $\Phi = (f_1(\zeta_1)g_1(\eta), ..., f_N(\zeta_N)g_N(\eta))$, which gives

$$F_{G, \Phi}(f, g) = \sum_{j=1}^{N} \langle f, f_j \rangle \langle g_j, g \rangle.$$  

In the special case, when $f_j = k_{\varsigma_j}$ and $g_j = k_{\zeta_j}$, for some points $\varsigma_j$ and $\zeta_j$ in $\mathbb{D}$, we have $G(f, g) = (f(\varsigma_1)g(\zeta_1), ..., f(\varsigma_N)g(\zeta_N))$, so that

$$F_{G, \Phi_1}(f, g) = \sum_{j=1}^{N} f(\varsigma_j)g(\zeta_j).$$  

One more representation of this form can be obtained by setting

$$X = (\mathcal{E}(\mathbb{D}) \otimes \mathcal{E}(\mathbb{D}))^N, X' = (\mathcal{E}'(\mathbb{D}) \otimes \mathcal{E}'(\mathbb{C}))^N,$$

$$G(f, g) = f(\xi)g(\eta)(1, ..., 1), \quad \Phi = (\delta(\xi - \varsigma_1)\delta(\eta - \zeta_1), ..., \delta(\xi - \varsigma_N)\delta(\eta - \zeta_N)),$$

which gives

$$F_{G, \Phi}(f, g) = \sum_{j=1}^{N} f(\varsigma_j)g(\zeta_j).$$  

In either of the above cases we have

$$(Tf)(z) = \sum_{j=1}^{N} \langle f, f_j \rangle g_j(z) = (T_{F_{G, \Phi}}f)(z).$$

5.2. More on distributional symbols in $\mathcal{E}'(\mathbb{D})$. Spectral properties. In considerations above, we used the fact that a Toeplitz operator with symbol in $\mathcal{E}'(\mathbb{D})$ cannot be 'too small', unless the symbol is fairly degenerate. We will see now that such operator cannot be 'too large' either. Here the 'size' of an operator is measured by the behavior of its singular numbers.

Consider a distributional symbol of the form (3.4), i.e.,

$$\Phi = \sum_{q} \partial^{\alpha} \overline{\partial}^{\beta} u_q,$$

(5.2)

If $\Phi \in \mathcal{E}'(\mathbb{D})$, the support of the distribution $\Phi$ is contained in the disk $D_{r'}$ centered at the origin and having radius $r' < 1$. Therefore the
continuous functions $u_q$ in (5.2) can be chosen to have their support inside a slightly larger disk, $\text{supp}(u_q) \subset \mathbb{D}_r$, with any $r \in (r', 1)$.

Consider the sesquilinear form of the operator $T_\Phi$ on the space $\mathcal{A}^2(\mathbb{D})$:

$$\langle T_\Phi f, g \rangle = (\Phi, f\bar{g}).$$

We substitute here the expression (5.2) for the distribution $\Phi$, and after integration by parts, arrive at

$$\langle T_\Phi f, g \rangle = \sum_{q_1, q_2} (-1)^{q_1+q_2} \int_{\mathbb{D}_r} u_q(z) \partial^{q_1} f(z) \overline{\partial^{q_2} g(z)} dV(z). \quad (5.3)$$

Since the functions $u_q = u_{q_1, q_2}$ are continuous, they are bounded. Therefore, by the Cauchy-Schwartz inequality, (5.3) implies

$$|\langle T_\Phi f, g \rangle| \leq C \|f\|_{H^s(\mathbb{D}_r)} \|g\|_{H^s(\mathbb{D}_r)}, \quad (5.4)$$

where on the right-hand side in (5.4) the norms of functions $f, g$ in the Sobolev space $H^s(\mathbb{D}_r)$ are present, with $s$ being the largest value of $q_1, q_2$ in the representation (5.2).

These Sobolev norms, as it follows easily from the Cauchy integral formula, are majorated by the $L^2(\mathbb{D}_{r_1})$-norms, for any $r_1 > r$. Therefore,

$$|\langle T_\Phi f, g \rangle| \leq C \|f\|_{L^2(\mathbb{D}_{r_1})} \|g\|_{L^2(\mathbb{D}_{r_1})}. \quad (5.5)$$

It follows from (5.5) that the singular numbers of the operator $T_\Phi$ are majorated by the singular numbers of the embedding operator of $\mathcal{A}^2(\mathbb{D})$ into $L^2(\mathbb{D}_{r_1})$, or, in other words, by the eigenvalues of the Toeplitz operator on $\mathcal{A}^2(\mathbb{D})$ with symbol being the characteristic function of the disk $\mathbb{D}_{r_1}$. The latter eigenvalues are found explicitly, and they decay as $s_n \sim r_1^{2n}$. This gives us one more obstacle for an operator to be a Toeplitz operator with symbol in $\mathcal{E}'(\mathbb{D})$:

**Proposition 5.4.** An operator $T$ in $\mathcal{A}^2(\mathbb{D})$, with subexponential decay of singular numbers,

$$\limsup \frac{\log(s_n(T))}{n} = 0,$$

is not a Toeplitz operator with symbol in $\mathcal{E}'(\mathbb{D})$.

6. **Carleson measures for derivatives**

In order to consider as symbols the sesquilinear forms involving derivatives of all orders, we extend the notion of Carleson measures.
Recall that in the theory of Bergman type spaces, the notion of Carleson measures is used to distinguish measures \( \mu \) for which the quadratic form \( \int |f|^2 d\mu \) is majorated by the (square of) the norm of \( f \) in the Bergman space in question. A detailed description of such Carleson measures can be found in [22] for the standard Bergman spaces in the disk and in [24] for the Fock space. As was shown in [15], for the case of the Fock space, similar results can be obtained for 'Carleson measures for derivatives', or '\( k \)-C measures'. For such measures \( \mu \), the integral \( \int |f^{(k)}(z)|^2 d\mu \) can be majorated by the square of the norm of \( f \). In this section, we present a version of the 'Carleson measures for derivatives' adapted for the Bergman space \( A^2(D) \).

**Definition 6.1.** A positive measure \( \mu \) on the disk \( D \) is called a Carleson measure for derivatives of order \( k \) (shortly, a \( k \)-C measure) if for any function \( f \in A^2(D) \),

\[
\left| \int_D |f^{(k)}|^2 d\mu \right| \leq C_k(\mu) \|f\|_{A^2}^2. \tag{6.1}
\]

We call a complex measure \( \mu \) a \( k \)-C measure if its variation \( |\mu| \) is a \( k \)-C measure.

For a positive measure \( \mu \), the necessary and sufficient condition for \( \mu \) to be a 0-C measure (or, what is the same, a C-measure) is well known since long ago, see, e.g., [22] for the history of the problem. A number of equivalent formulations of the condition can be found in the literature. The one that is convenient for our study is given, for example, in [22]. It is expressed in terms of the so called Bergman disks \( B(\zeta, r), \zeta \in D, r > 0 \), described, for example, in [22, Section 4.2]. For our needs, a direct description of this disk is not needed; what is, actually, important is that \( B(\zeta, r) \) is simply the Euclidean disk \( D(z, R) \) with center at \( z = \frac{1-s^2}{1-s^2 - |\zeta|^2} \zeta \) and radius \( R = \frac{1-|\zeta|^2}{1-s^2} s \), where \( s = \tanh r \in (0, 1) \). A simple calculation shows that, for a fixed \( r \) (and, therefore, \( s \)), the following inclusions hold

\[
D(z, \kappa_1(1-|\zeta|)) \subset B(\zeta, r) \subset D(z, \kappa_2(1-|\zeta|)),
\]

with some constants \( \kappa_1, \kappa_2 < 1 \) depending on \( r \) but independent of \( z \). Taking this into account, we can present the criterion given in Theorem 7.4 in [22] in the following form.

**Proposition 6.2.** A measure \( \mu \) on the disk \( D \) is Carleson if and only if

\[
\varpi_0(\mu) = \sup_{z \in D} \{|\mu| \left(D(z, \frac{1}{2}(1-|z|))\right)(1-|z|)^{-2}\} < \infty, \tag{6.2}
\]

where \( |\mu| \) denotes the variation of the measure \( \mu \); moreover, the constant \( C_0(\mu) \) in (6.1) is estimated from both sides by \( \varpi_0(\mu) \).
Note here that the coefficient $\frac{1}{2}$ in (6.2) can be replaced by any number $\kappa \in (0, 1)$, which would only have influence to the coefficients relating the above $C_0(\mu)$ and $\varpi_0(\mu)$.

Now we use Proposition 6.2 to describe $k$-C measures.

**Theorem 6.3.** Let $\mu$ be a locally finite measure on $\mathbb{D}$. Suppose that the quantity

$$\tau_k(\mu) = \sup_{z \in \mathbb{D}} \{|\mu| \left( D(z, \frac{1}{2}(1 - |z|)) \right) (1 - |z|)^{-2(k+1)} \}$$

(6.3)

is finite. Then the inequality (6.1) holds for any function $f$ in the Bergman space $A^2(\mathbb{D})$ with the constant

$$C_k(\mu) = C p^{-2k}(k!)^2 \tau_k(|\mu|),$$

and some constant $p \in (0, 1)$. Conversely, any positive $k$-Carleson measure $\mu$, satisfying (6.1), must have the quantity (6.3) finite, with the estimate $C_k(\mu) \leq C p^{-2k}(k!)^2 \tau_k(\mu)$ holding with some constant $C$, not depending on $k$.

**Remark 6.4.** The formulation of the direct part of the above theorem involves the variation of the measure $\mu$. It is quite possible that for a certain non-signdefinite (or complex) measure $\mu$, the inequality

$$\int_{\mathbb{D}} |f^{(k)}|^2 d|\mu| \leq C_k(\mu) \|f\|_{A^2}^2$$

fails for some functions $f \in A^2(\mathbb{D})$, while (6.1) holds, due to some cancelation, for all $f \in A^2(\mathbb{D})$ (possibly, with the integral in (6.1) being understood in some regularized sense). This, in particular, means that the converse part of Theorem 6.3 can become wrong if the condition of the positivity is dropped. For $k = 0$ and absolutely continuous measures this cancelation effect has been discussed in [19] and [25]. One can compare this effect with a similar one, discovered and investigated in [12], for the inequality

$$\int_{\mathbb{D}} |f(x)|^2 d\mu \leq C \int_{\mathbb{R}^d} |\nabla f|^2 dx, \quad f \in C_0^\infty,$$

with a non-signdefinite measure $\mu$. Here, the authors succeeded to trace down the cancelations in the integral and to find necessary and sufficient conditions even for such measures. We are going to look closer at this effect on some other occasion.

**Proof.** For a fixed $z_0 \in \mathbb{D}$, we consider the (Euclidean) disk $D(z_0, s)$ centered at $z_0$ with radius $s < (1 - |z_0|)/2$ and write the usual representation of the derivative at a point $z$, $|z - z_0| < s_1 < s$ of an analytic function $f(z)$:
\[ f^{(k)}(z) = k!(2\pi i)^{-1} \int_{|z_0 - \zeta| = \sigma} (\zeta - z)^{-k-1} f(\zeta) d\zeta, \quad s_1 < \sigma \leq s. \quad (6.4) \]

Now we fix \( s_2 \in (s_1, s) \) and integrate (6.4) in \( \sigma \) variable from \( s_2 \) to \( s \), which gives us the estimate

\[ |f^{(k)}(z)| \leq (s - s_2)^{-1} k!(2\pi i)^{-1} \int_{s_2 \leq |z_0 - \zeta| \leq s} |\zeta - z|^{-k-1} |f(\zeta)| dV(\zeta). \]

We choose then \( s_1 = s_2/3, s_2 = 2s_1/3 \). By the triangle inequality followed by the Cauchy-Schwartz one, we obtain

\[
|f^{(k)}(z)| \leq C(s/3)^{-k-2} k! \int_{|z_0 - \zeta| \leq s} |f(\zeta)| dV(\zeta) \leq C(s/3)^{-(k+1)} k! \left( \int_{|z_0 - \zeta| \leq s} |f(\zeta)|^2 dV(\zeta) \right)^{1/2},
\]

or

\[
|f^{(k)}(z)|^2 \leq C(s/3)^{-2(k+1)} (k!)^2 \left( \int_{|z_0 - \zeta| \leq s} |f(\zeta)|^2 dV(\zeta) \right). \quad (6.5)
\]

The estimate (6.5) holds for all \( z, |z - z_0| < s/3 \). Therefore we can integrate it over the disk \( D(z_0, s_1) \) with respect to the measure \( \mu \), which gives

\[
\left| \int_{D(z_0, s_1)} |f^{(k)}(z)|^2 d\mu \right| \leq C \mu(D(z_0, s_1))(s/3)^{-2(k+1)} (k!)^2 \left( \int_{|z_0 - \zeta| \leq s} |f(\zeta)|^2 dV(\zeta) \right). \quad (6.6)
\]

It is known (see, e.g., [22], Lemma 4.7, 4.8) that it is possible to find a locally finite covering \( \Xi \) of the unit disk \( \mathbb{D} \) by disks of the type \( D(z_0, s_2) \), with \( z_0 \in \mathbb{D} \) and \( s_2 = (1 - |z_0|)/6 \), so that the concentric disks \( D(z_0, (1 - |z_0|)/2) \) form a covering \( \tilde{\Xi} \) of \( \mathbb{D} \) of finite, moreover, controlled multiplicity. The latter means that the number

\[ m(\tilde{\Xi}) = \max_{z \in \mathbb{D}} \# \{ D \in \tilde{\Xi} : z \in D \} \]

is finite and \( m(\tilde{\Xi}) < C \). After adding up the inequalities of the form (6.6) over all disks \( D = D(z_0, s_1) \in \Xi \), we obtain the required estimate for \( \int_{\mathbb{D}} |f^k|^2 d\mu \). (Note that the number \( p \) given by this calculation equals \( 1/9 \). This value surely can be somewhat improved, but we are not doing this here.)
The converse part of the theorem is not needed in the present paper. We just mention that its proof follows almost literally the proof of Theorem 6.2.2 in [22], using the same test functions.

Having Theorem 6.3 at disposal, we introduce the classes of \( k \)-C measures.

**Definition 6.5.** Fix a number \( p \in (0, 1) \). The class \( \mathcal{M}_{k,p} \) consists of measures \( \mu \) on \( \mathbb{D} \) such that
\[
\sup_{z \in \mathbb{D}} \{ |\mu| \left( D(z, \frac{1}{2}(1 - |z|)) \right) (1 - |z|)^{-2(k+1)}(k!)^2 p^{-2k} \} \equiv \varpi_{k,p}(\mu) < \infty.
\]
(6.7)

It follows from Theorem 6.3 that for any integer \( k \), the classes \( \mathcal{M}_{k,p} \), for all values of \( p \), coincide with the set of \( k \)-C measures. The quantity \( \varpi_{k,p}(\mu) \) differs from \( \tau_k(\mu) \), introduced previously in (6.3), only by a numerical factor depending on \( k \). This numerical factor is, however, important in studying relations between the \( k \)-C measures for different values of \( k \).

It is convenient to extend this definition to half-integer values of \( k \).

**Definition 6.6.** Let \( k \in \mathbb{Z}_+ + \frac{1}{2} \) be a half-integer. Fix \( p \in (0, 1) \). The class \( \mathcal{M}_{k,p} \) consists of measures \( m \) on \( \mathbb{D} \) such that
\[
\sup_{z \in \mathbb{D}} \{ |\mu| \left( D(z, \frac{1}{2}(1 - |z|)) \right) (1 - |z|)^{-2(k+1)} \Gamma(k+1)^2 p^{-2k} \} \equiv \varpi_{k,p}(\mu) < \infty.
\]
(6.8)

Further on, the parameter \( p \) is fixed and it will be omitted in the notation, \( \mathcal{M}_{k,p} \equiv \mathcal{M}_k \), \( \varpi_{k,p}(\mu) = \varpi_k(\mu) \). We call \( \varpi_k(\mu) \) the \( k \)-norm of the measure \( \mu \).

The following important fact is an easy consequence of (6.7).

**Proposition 6.7.** Let \( \mu \in \mathcal{M}_k \) for some integer or half-integer \( k \geq 0 \). Then for all integer or half-integer \( l \geq 0 \) the measure \( (1 - |z|)^{2(l-k)} \mu \) belongs to \( \mathcal{M}_l \) and
\[
\varpi_l((1 - |z|)^{2(l-k)} \mu) = p^{2(k-l)}(\Gamma(l+1)/\Gamma(k+1))^2 \varpi_k(\mu).
\]
(6.9)

In particular, for any \( k, l \), a \( k \)-C measure \( \mu \) becomes an \( l \)-C measure after the multiplication by \( (1 - |z|)^{2l-2k} \).

We denote the coefficient in (6.9) by \( M_{l,k} \), i.e.,
\[
M_{l,k} = p^{2(k-l)}(\Gamma(l+1)/\Gamma(k+1))^2.
\]

Now we consider sesquilinear forms that correspond to \( k \)-C measures.
Proposition 6.8. Let $\mu$ be a measure on $\mathbb{D}$. Given integers $l, j \geq 0$, consider the sesquilinear form

$$F_{\mu,l,j}(f, g) = \int_{\mathbb{D}} \overline{\partial^l f(z)} \overline{\partial^j g(z)} d\mu(z), f, g \in \mathcal{A}^2. \quad (6.10)$$

If $\mu \in \mathcal{M}_k$ and $2k = l + j$, then the sesquilinear form (6.10) is bounded in $\mathcal{A}^2(\mathbb{D})$ and

$$|F_{\mu,l,j}(f, g)| \leq CM_{l,k}^2 M_{j,k}^2 \varpi_k(\mu) \|f\| \|g\|, \quad (6.11)$$

where the constant $C$ does not depend on $l, j$. The integers $l, j$ will be referred to as 'the differential order of the form (6.10) further on.'

Proof. To estimate the sesquilinear form (6.10), we apply the Cauchy inequality, having previously multiplied the integrand by $(1 - |z|)^{l-k}(1 - |z|)^{j-k} \equiv 1$. We have

$$|F_{\mu,l,j}(f, g)| \leq \left( \int_{\mathbb{D}} |\partial^l f(z)|^2 (1 - |z|)^{2(l-k)} d|\mu|(z) \right)^{\frac{1}{2}} \times \left( \int_{\mathbb{D}} |\partial^j g(z)|^2 (1 - |z|)^{2(j-k)} d|\mu|(z) \right)^{\frac{1}{2}}.$$

As it is explained above, the measures $(1 - |z|)^{2(l-k)}|\mu|$ and $(1 - |z|)^{2(j-k)}|\mu|$ belong, respectively, to $\mathcal{M}_l$ and $\mathcal{M}_j$, with norms $M_{l,k} \varpi_k(\mu)$ and $M_{j,k} \varpi_k(\mu)$. Theorem 6.3, applied to these two measures justifies (6.11).

Remark 6.9. In case of the measure $\mu$ having compact support in $\mathbb{D}$, one may equivalently treat the sesquilinear form $F_{\mu,l,j}(f, g)$ as the form generated by the derivative of the measure $\mu$ considered as a distribution in $\mathcal{E}'(\mathbb{D})$. In fact, by the definition of the derivative of a distribution,

$$F_{\mu,l,j}(f, g) = (-1)^{l+j} \left( \partial^l \overline{\partial^j} \mu, f \overline{g} \right).$$

However, with the condition of compact support dropped, there is no immediate relation of (6.10) with derivatives of distributions. This observation can be compared with considerations in [14], where a certain class of derivatives of measures without compact support in $\mathbb{D}$ condition has been studied.

It is well known, see, again, [23], that the property of the operator with symbol being measure to be compact is characterized by the measure being a vanishing Carleson one. In a similar way we introduce vanishing $k$-C measures.
Definition 6.10. The measure $\mu$ on $\mathbb{D}$ is called vanishing $k$-C measure if
\[
\lim_{r \to 0} \sup_{|z| > r} \{|\mu| \left(\mathcal{D}(z, \frac{1}{2}(1 - |z|)) (1 - |z|)^{-2(k+1)}\right)\} = 0.
\]
The set of vanishing $k$-C measures will be denoted by $\mathcal{M}_k^0$.

Compactness of the operators $T_F$ with defining form $F$ (6.10) follows in a usual way, as soon as it is known that the measure $\mu$ is a $k$-C vanishing one.

Proposition 6.11. Suppose that $\mu \in \mathcal{M}_k^0$. Then the operator defined by the sesquilinear form (6.10) is compact on $\mathcal{A}_2(\mathbb{D})$.

Proof. For chosen $\epsilon > 0$, by the definition of vanishing measures, we find $r < 1$, so that
\[
\sup_{|z| > r} \{|\mu| \left(\mathcal{D}(z, \frac{1}{2}(1 - |z|)) (1 - |z|)^{-2(k+1)}\right)\} < \epsilon.
\]
With $\chi$ being the characteristic function of the disk $|z| \leq r$, we set $\mu_1 = \chi \mu$ and $\mu_2 = \mu - \mu_1$. Having compact support in $\mathbb{D}$, the sesquilinear form (6.10) with $\mu$ replaced by $\mu_1$ defines a compact operator. On the other hand, for the measure $\mu_2$ the quantity $\omega_k(\mu_2)$ is bounded by a multiple of $\epsilon$, therefore the norm of the corresponding operator can be made arbitrarily small. $\square$

7. OPERATORS WITH HIGHLY SINGULAR SYMBOLS

In this section we will use the estimates, just established, to associate Toeplitz operators to highly singular symbols. Any distribution with compact support in $\mathbb{D}$ has finite order and therefore it fits into the scheme of Example 3.2. In what follows we introduce symbols which (at least, formally) are not distributions any more. They are infinite sums of distributions of finite order, such that each one of them defines a bounded Toeplitz operator via corresponding sesquilinear form. If the orders of the terms in the above sum are not bounded, the resulting object is not a distribution any more, being an object which has something common with hyper-functions. A possibility of using some hyper-functions as symbols of Toeplitz operators on the Bergman space was mentioned in [13].

7.1. OPERATORS OF FINITE TYPE. Let, for a certain pairs of integers $l, j \geq 0$ with $l + j = 2k$, a measure $\mu_{l,j} \in \mathcal{M}_k$ is given (we admit a possibility of $\mu_{l,j} = 0$ for some pairs).

By Proposition 6.8, the sesquilinear form (6.10) with $\mu = \mu_{l,j}$ is bounded on $\mathcal{A}_2(\mathbb{D})$ and therefore defines a Toeplitz operator, which,
following (6.10), we denote by $T_{\mu_{l,j},l,j}$ (where the indices $l, j$ numerate the measures and simultaneously indicate the differential order of the sesquilinear form), or, simply, by $T_{l,j}$, keeping the dependence on the measure $\mu_{l,j}$ in mind. By (6.11), the the norm of $T_{l,j}$ admits the estimate
\[ \|T_{l,j}\| \leq CM_{l,k}^{1/2}M_{j,k}^{1/2}\mathcal{V}_k(\mu_{l,j}). \]
Thus defined operator $T_{l,j}$ fits the general scheme of Section 2. To see this, we take $X = L_1(\mathbb{D},|\mu_{l,j}|)$, $X' = L_\infty(\mathbb{D},\mu)$ and $\Phi = \rho \in X'$, $\rho$ being the Radon-Nikodym derivative of $\mu_{l,j}$ with respect to $|\mu_{l,j}|$. By (6.11), the $X$-valued sesquilinear form $G$ on $\mathcal{A}^2(\mathbb{D})$ defined by
\[ G(f, g) = \overline{f}g, \]
is bounded, and the form $\Phi$ given by
\[ \Phi(f \overline{g}) = \int_{\mathbb{D}} \overline{f}g \rho d|\mu_{l,j}| = \int_{\mathbb{D}} f \overline{g} d\mu_{l,j}, \]
defines by (2.1) the Toeplitz operator $T_{\mu_{l,j},l,j} \equiv T_{l,j}$.

For a finite collection of measures $\mu = \{\mu_{l,j}\}$, we consider the sum $T_\mu = \sum T_{l,j}$ of the above defined operators $T_{l,j}$. The operator $T_\mu$ is obviously bounded. To fit it to the scheme of Section 2, we take
\[ X = \prod L_1(\mu_{l,j}), \quad X' = \prod L_\infty(\mu_{l,j}), \quad \text{and} \quad \Phi = \{\rho_{l,j}\} \in X', \]
where, again, $\rho_{l,j}$ is the Radon-Nikodym derivative of $\mu_{l,j}$ with respect to $|\mu_{l,j}|$.

The corresponding operators are called operators of finite type.

7.2. Operators of norm almost finite type. Now we consider infinite sums of such operators. Suppose that there are infinitely many nontrivial measures in the set $\mu$.

**Definition 7.1.** The collection $\mu$ of measures $\{\mu_{l,j} \in \mathfrak{M}_{(l+j)/2}\}$, $l, j = 0, 1, \ldots$, is said to be of norm almost finite type if
\[ \sum_{l,j} M_{l,j}^{1/2} \mathcal{V}_{l,j}(\mu_{l,j}) < \infty. \] (7.1)

If the collection $\mu$ of measures is of norm almost finite type, then, by Proposition 6.8, each sesquilinear form $F_{\mu_{l,j},l,j}$ as in (6.10), is bounded on $\mathcal{A}^2(\mathbb{D})$ and thus defines a bounded Toeplitz operator $T_{l,j}$, subject to the following norm estimate:
\[ \|T_{l,j}\| \leq CM_{l,j}^{1/2}M_{l,j}^{1/2}\mathcal{V}_{l,j}(\mu_{l,j}). \]
By condition (7.1), the series $\sum T_{l,j}$ is norm convergent. We will call the sum of this series the Toeplitz operator with symbol being the collection $\mu$ of measures, and denote it by $T_\mu = \sum T_{l,j}$.

It follows automatically from Proposition 6.11 that if the measures $\mu_{l,j}$ are $(l + j)/2$-vanishing ones, then $\sum T_{\mu_{l,j}}$ is a compact operator. In particular, the Toeplitz operator defined by a collection of measures of norm almost finite type, each of which having a compact support in $\mathbb{D}$, is a compact operator.

7.3. Examples.

Example 7.2. Discrete measures. Let $z_{l,j}$ be a set of points in the disk $\mathbb{D}$ (not necessarily different ones). With a (double) sequence $\mathfrak{m} = \{m_{l,j}\}$ of complex numbers we associate the sequence of measures $\mu = \{\mu_{l,j}\}$, where $\mu_{l,j} = m_{l,j} \delta(z - z_{l,j})$. Each measure $\mu_{l,j}$, having compact support in $\mathbb{D}$, is a $k$-C measure for any $k$; in particular, for $l + j = 2k$, the estimate holds

$$\varpi_k(\mu_{l,j}) \leq C \Gamma(k + 1)^2 (1 - |z_{l,j}|)^{-2(k+1)} p^{-(l+j)} |m_{l,j}|$$

for some value of $p < 1$, with some constant $C$ not depending on $k$. This means that the norm of the Toeplitz operator $T_{l,j}$ defined by the above measures via the sesquilinear form (6.10) of the differential order $(l, j)$, with $\mu = \mu_{l,j}$, does not exceed the quantity in (7.2). By Remark 6.9, the operator $T_{l,j}$ can be equivalently considered as the Toeplitz operator with symbol-distribution $\Phi_{l,j} = (-1)^{l+j} m_{l,j} \overline{\partial^l \partial^j} \delta(z - z_{l,j})$.

Now suppose that the numbers $m_{l,j}$ decay so rapidly that

$$\sum_{l,j} \varpi_k(\mu_{l,j}) M_{l,k}^l M_{j,k}^j < \infty.$$

Recalling the definition of $M_{l,k}$ and $\varpi_k(\mu_{l,j})$ in (7.2), we can rewrite the above condition as

$$\sum_{l,j} \Gamma(l + 1) \Gamma(j + 1) (1 - |z_{l,j}|)^{-(l+j+2)} p^{-(l+j)} |m_{l,j}| < \infty.$$

In this case the sum of the norms of operators $T_{l,j}$, defined above, is finite and therefore the Toeplitz operator $T_\mu$ is defined as one corresponding to a collection of measures of norm almost finite type. Since all measures in $\mu$ have compact support in $\mathbb{D}$, the operator $T_\mu$ is compact. It is important to write explicitly the sesquilinear form generating the operator $T_\mu$:

$$F_\mu(f, g) = \sum_{l,j} m_{l,j} f^{(l)}(z_{l,j}) \overline{g^{(j)}(z_{l,j})},$$

(7.3)
where the sum converges absolutely.

**Example 7.3. Measures with support at the origin.** A special, rather interesting, case in the previous example corresponds to the case of a collection of measures $\mu_{j,l}$ being the point masses at the origin, $\mu_{l,j} = m_{l,j} \delta(z)$. Each of these measures is a $k$-C measure with any $k$. Here, by using more exact estimates then the ones in (6.11), one can improve the results for the sesquilinear form (7.3) in comparison with the general discrete measure case. The expression (7.3) for the sum of sesquilinear forms (6.10) (with $\mu = \mu_{l,j}$) generated by the sequence of discrete measures becomes now

$$ F_{\mu}(f, g) = \sum_{l,j} m_{l,j} f^{(l)}(0) g^{(j)}(0). \quad (7.4) $$

To estimate a single term in (7.3), we use, again, the Cauchy formula for the derivative of an analytic function $f \in A^2(\mathbb{D})$:

$$ f^{(j)}(0) = (2\pi i)^{-j} j! \int_{|\zeta| = r} f(\zeta) \zeta^{-(j+1)} d\zeta, \quad (7.5) $$

where $r \in (0, 1)$. By the Cauchy inequality, (7.5) implies

$$ |f^{(j)}(0)|^2 \leq C j!^2 r^{-2j-1} \left| \int_{|\zeta| = r} |f(\zeta)|^2 d\zeta \right| \quad (7.6) $$

We multiply (7.6) by $r^{2j+1}$ and integrate in $r$ from 0 to 1. As a result we obtain

$$ |f^{(j)}(0)|^2 \leq C j!^2 (j + 1) \int_{\mathbb{D}} |f(\zeta)|^2 dV = C j!^2 (j + 1) \|f\|^2, \quad (7.7) $$

with some constant not depending on $j$. Now, we are able to estimate the sesquilinear form (7.4). By (7.7), we have

$$ |F_{\mu}(f, g)| \leq \sum_{l,j} |m_{l,j}| \|f^{(l)}(0)\| \|g^{(j)}(0)\| \leq C \sum_{l,j} |m_{l,j}| l! j! (l + 1)^{\frac{1}{2}} (j + 1)^{\frac{1}{2}} \|f\| \|g\|. $$

Thus, if

$$ \sum_{l,j} |m_{l,j}| l! j! (l + 1)^{\frac{1}{2}} (j + 1)^{\frac{1}{2}} < \infty, $$

the system $\mu$ of measures is of norm almost finite type and the sesquilinear form $F_{\mu}$ is bounded in $A^2(\mathbb{D})$.

A less general class of distributions of infinite order supported at the origin was considered in [13, Example 1 in Sect.2], where distributions of the form $\sum m_\alpha D^\alpha \delta(z)$ were treated as hyper-functions.
7.4. Radial measures. In Section 4.2 we considered radial operators with symbol being bounded radial functions. Now we are ready to study radial sesquilinear forms containing derivatives of unbounded order as symbols.

Let \(\mu = \{\mu_{q,i,q'}\}, q, i, q' \in \mathbb{Z}_+,\) be a collection of measures on \(\mathbb{D},\) with \(\mu_{q,i,q'}\) being an \((q + i + q')/2\)-C measure. We suppose that each of the measures in \(\mu\) is radial. Similar to the case of functions, this means that each \(\mu_{q,i,q'}\) is invariant with respect to the rotation \(U_\theta: E \mapsto e^{i\theta}E,\) i.e., \(\mu_{q,i,q'}(E) = \mu_{q,i,q'}(U_\theta E)\) for all Borel sets \(E.\)

Denote by \(\theta\) the weighted circular derivative, \(\theta f(re^{i\theta}) = r^{i-1}\frac{\partial}{\partial \theta} f(re^{i\theta}),\) and by \(\rho\) the radial derivative.

Any differential operator on \(\mathbb{D}\) commuting with \(U_\theta\) has the form \(\sum b_{q,i}(r) \theta^q \rho^i,\) where the coefficients \(b_{q,i}\) depend only on \(r.\) Therefore, any sesquilinear form (6.10) associated with a circular measure \(\mu_{l,j}\) can be, by passing to polar co-ordinates and rearranging terms, transformed to

\[
F_{\mu_{l,j}}(f, g) = \sum_{q' + q + i = l + j} \int_\mathbb{D} \rho^q \theta^i f r^q \bar{g} d\mu_{q,i,q'}, \quad f, g \in \mathcal{A}^2(\mathbb{D}),
\]

(7.8)

with some \((q + i + q')/2\)-C- measures \(\mu_{q,i,q'}.\)

Note that although the functions \(f, g\) seem to appear asymmetrically in (7.8), i.e., \(f\) enters with the circular derivative \(\theta,\) while \(g\) enters without this derivative, this asymmetry is only superficial since the measure \(\mu_{q,i,q'}\) is rotation invariant and therefore all circular derivatives can be moved from \(g\) to \(f\) by means of the partial integration in \(\theta\) variable.

Next, in the study of the Toeplitz operator corresponding to the sum of forms (7.8), we suppose, for the sake of brevity, that all measures \(\mu_{q,i,q'}\) are zero inside the disk with radius \(1/2,\) in order to be able to focus on the boundary behavior.

In the integrand in (7.8), we have a derivative of \(f\) of order \(q + i\) and the derivative of \(g\) of order \(q'.\) By Proposition 6.8, under the condition \(\mu \in \mathcal{M}_k, 2k = q + i + q',\) the sesquilinear form (7.8) is bounded on \(\mathcal{A}^2(\mathbb{D}),\) and for the norm of the corresponding operator \(T_{q,i,q'}\) we have the estimate

\[
\|T_{q,i,q'}\| \leq CM_{q+i,k}^\frac{1}{2} M_{q',k}^\frac{1}{2} \omega_k(\mu_{q,i,q'}).\]

Thus, if the norms of the measures \(\mu_{q,i,q'}\) decay sufficiently rapidly, so that \(\sum M_{q+i,k}^\frac{1}{2} \omega_k(\mu_{q,i,q'}) < \infty,\) the sum of the forms (7.8) is of norm almost finite type and therefore defines a bounded Toeplitz operator.
Example 7.4. Measures supported on concentric circles. Denote by $T_k$ the circle centered at the origin and with radius $r_k \in (0, 1)$, where $r_k$ is a monotonically growing sequence, $r_k \to 1$. For a sequence of complex numbers $m_k$, we introduce for any $k$ a measure $\mu_k$ being $m_k$ times the normalized Lebesgue measure on the circle $T_k$:

$$\mu_k = m_k \delta(r - r_k) \otimes (2\pi)^{-1} d\theta.$$  

(7.9)

Following our general construction, we consider the sesquilinear forms

$$G_k(f, g) = \int_{T_k} \rho^{\rho_k} \theta^{\theta_k} f \rho^{\rho_k} g d\mu_k,$$  

(7.10)

where $\theta_k, q_k, q'_k$ are some non-negative integers, $i_k + q_k + q'_k = 2k$, and, recall, that $\rho, \theta$ denote, respectively, the radial and circular derivatives. The sesquilinear form (7.10), being a one corresponding to a measure with compact support in $\mathbb{D}$, is bounded on $A^2(\mathbb{D})$. The norm of $\mu_k$ can be easily estimated using its definition (6.8),

$$\varpi_{k,p,\mu_k} \leq C |m_k| \Gamma(k + 1)^2 p^{-2k} (1 - |r_k|)^{-2k-1}.  

(7.11)$$

From (7.11) we obtain the estimate for the norm of the operator $T_{G_k}$:

$$\|T_{G_k}\| \leq C |m_k| \Gamma(i_k + q_k) \Gamma(q'_k) p^{-2k} (1 - |r_k|)^{-2k-1}.  

(7.12)$$

Therefore, if the coefficients $m_k$ decay sufficiently rapidly, so that the series of terms (7.12) converges, then the system of measures $\mu_k$ is of norm almost finite type and defines a bounded compact Toeplitz operator.

It is interesting to present an explicit formula for the action of an operator with a circular symbol supported on a circle, in other words, generated by the sesquilinear form $F$ given by (7.10), with measure (7.9).

Since for the analytic function $f(z)$, we have $\rho f(w) = \frac{w}{|w|} \partial f(w), \theta = i \frac{w}{|w|} \partial f(w)$, the basic formula (2.1) gives

$$(T_F f)(z) = F(f, k_z) = \int_{w=r_k^\theta} r_k^{-1} \rho^{\rho_k} (\frac{w}{|w|} \partial_w)^{q_k+i_k} f(w) \rho^{\rho_k} (\frac{w}{|w|} \partial_w)^{q'_k} (z-w)^{-2} d\theta.  

7.5. Symbols of weak almost finite type. If one does not possess an estimate for the norms of the terms of the measures in $\mathbf{m}$, so that (7.1) is not available, it may happen that it is still possible to associate a bounded Toeplitz operator with $\mathbf{m}$.
Definition 7.5. Let $F(f, g)$ be a bounded sesquilinear form on the Bergman space $A^2(D)$. We say that this form is a symbol of \textit{weak almost finite type} if there exists a collection
$$\mu = \{\mu_{l,j}\}_{l,j \in \mathbb{Z}^+}$$
of $(l + j)/2$-C-measures such that, for each $f, g \in A^2(D)$ the series
$$\sum_k \sum_{\max(l,j)=k} F_{l,j}(f, g) = \sum_k \sum_{\max(l,j)=k} \int_D \partial^l f \overline{\partial^j g} d\mu$$ (7.13)
converges to $F(f, g)$.

Remark 7.6. We do not require that the series in (7.13) converges absolutely.

The Banach-Steinhaus theorem (more exactly, its version for sesquilinear forms, see, e.g., [2, Sect. 7.7]) implies that the condition of boundedness of the sesquilinear form $F(f, g)$ in this definition is superfluous, it follows automatically from (7.13).

The condition (7.13) can be in an obvious way formulated in another form, involving Toeplitz operators corresponding to $\sum_k \sum_{\max(l,j)=k} F_{l,j}$.

Proposition 7.7. Let $F(f, g)$ be a symbol of weak almost-finite type. Then the sequence of Toeplitz operators $T_s = \sum_{k \leq s} T_{F_k}$ converges weakly to the Toeplitz operator $T_F$ which corresponds to the bounded sesquilinear form $F$.

It follows, in particular, that for symbols of weak almost-finite type, the point-wise convergence takes place:

Proposition 7.8. If $F$ is a symbol of weak almost-finite type, then, for any $f \in A^2(D)$ and any $z \in D$, the sequence $(T_s f)(z)$ converges to $(T_F f)(z)$.

The proof follows immediately from the relation $(T_F f)(z) = F(f, k_z)$ and similar relations for $F_k$.

Moreover, we have the following partially converse statement.

Proposition 7.9. If the norms of the operators $T_s$ are uniformly bounded and the sequence $T_s f$ converges to $T_F f$ point-wise, i.e., $(T_s f)(z)$ converges to $(T_F f)(z)$ for all $f \in A^2(D)$ and $z \in D$, then $T_s$ converges to $T$ weakly.

The (rather standard) proof goes the following way. A given $g \in A^2(D)$ satisfies $g(z) = \int k_z(w)g(w)dV(w)$, therefore $g$ can be norm approximated, with norm error less than $\varepsilon$, by a finite linear combination $g_\varepsilon$ of $k_{s_m}$. On such combinations the convergence of $(T_s f, g_\varepsilon)$ follows
by linearity, and the possibility of passing to the limit follows from the uniform boundedness.

As the following theorem shows, the notion we have just introduced might be considered too general.

**Theorem 7.10.** Any bounded operator in \( \mathcal{A}^2(\mathbb{D}) \) is an operator with symbol of weak almost finite type. Moreover, the collection of measures \( \mathbf{\mu} \) can be chosen so that \( \mu_{l,j} \) are point masses at the origin.

**Proof.** Let \( T \) be a bounded operator in \( \mathcal{A}^2(\mathbb{D}) \). We consider the representation of the operator \( T \) as an infinite matrix in the orthogonal basis \( e_j \) defined in (3.7):

\[
T = \sum_{l,j} T_{l,j} = \sum_{l,j} P_l T P_j,
\]

where \( P_j = P_{jj} \) is the orthogonal projection onto the one-dimensional subspace spanned by the function \( e_j \) (see (3.7)). As described in Example 3.3, each operator \( T_{l,j} = P_l T P_j \), being a rank one operator, with the source subspace spanned by \( e_j \) and the range spanned by \( e_l \), is in fact the operator \( \sigma_{l,j} P_{l,j} \), with numerical coefficient \( \sigma_{l,j} = (T e_l, e_j) \) and the rank one operators \( P_{l,j} \) described in (3.6). Now, by (3.5), (3.6), the operator \( \sigma_{l,j} P_{l,j} \) is the Toeplitz operator associated with the distributional symbol \( \sigma_{l,j} \Phi_{l,j} \in \mathcal{E}'(\mathbb{D}) \). Moreover, any such symbol is, by (3.4), a collection of derivatives of continuous functions with compact support, and the latter correspond to \( k \)-C measures for any \( k \). Therefore, any symbol \( \sigma_{l,j} \Phi_{l,j} \) is the sum of derivatives of order not greater than \( l+j \) of \( (l+j)/2 \)-C measures. Finally, we establish the convergence of the sesquilinear forms, required by the theorem. Denote by \( P_m \) the projection \( P_m = \sum_{l \leq m} P_l \). Thus, the operator

\[
\mathcal{P}_m T \mathcal{P}_m = \sum_{l,j \leq m} T_{l,j}
\]

is the Toeplitz operator with symbol being the sum of derivatives of \( m \)-C measures. On the other hand, the projections \( \mathcal{P}_m \) converge strongly to the identity operator as \( m \to \infty \), therefore for any \( f, g \in \mathcal{A}^2(\mathbb{D}) \), we have

\[
\langle \mathcal{P}_m T \mathcal{P}_m f, g \rangle = \langle T \mathcal{P}_m f, \mathcal{P}_m g \rangle \to \langle T f, g \rangle.
\]

\[\square\]

Consider now the special case of the above theorem when the operator \( T \) is compact. Then the sequence \( \{ \mathcal{P}_m T \mathcal{P}_m \}_{m \in \mathbb{Z}_+} \) converges to \( T \) in norm,

\[
\lim_{m \to \infty} \mathcal{P}_m T \mathcal{P}_m = T.
\]
The sesquilinear form of the operator $T$ is the (norm) limit of the sequence of forms of Toeplitz operators $\mathcal{P}_mTP_m$, each one of which, as it was stated in the proof of Theorem 7.10, is a sum of derivatives of order not greater than $l + j$ of $(l + j)/2$ measures. Note that the differential order of these forms may tend to infinity as $m \to \infty$. Thus the limiting form will have, in general, an infinite differential order. We will identify the sesquilinear form of the operator $T$ with the sequence $\mu = \{\mu_k\}_{k \in \mathbb{Z}_+}$, where each $\mu_k$ is a form of the finite rank Toeplitz operator $\mathcal{P}_kTP_k$. Thus we come to the following important result.

**Theorem 7.11.** Each compact operator on $\mathcal{A}(\mathbb{D})$ is a Toeplitz operator defined, in general, by a sesquilinear form of norm almost finite type corresponding to a collection of measures being point masses at the origin.
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