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Abstract: Nonlocal quantum theory of one-component scalar field in D-dimensional Euclidean spacetime is studied in representations of S-matrix theory for both polynomial and nonpolynomial interaction Lagrangians. The theory is formulated on coupling constant g in the form of an infrared smooth function of argument x for space without boundary. Nonlocality is given by evolution of Gaussian propagator for the local free theory with ultraviolet form factors depending on ultraviolet length parameter l. By representation of the S-matrix in terms of abstract functional integral over primary scalar field, the S form of a grand canonical partition function is found. And, by expression of S-matrix in terms of the partition function, the representation for S in terms of basis functions is obtained. Derivations are given for discrete case where basis functions are Hermite functions, and for continuous case where basis functions are trigonometric functions. The obtained expressions for the S-matrix are investigated within the framework of variational principle based on Jensen inequality. And, by the latter, the majorant of S (more precisely, of −ln S) is constructed. Equations with separable kernels satisfied by variational function q are found and solved, yielding results for both the polynomial theory φ4 (with suggestions for φ6) and the nonpolynomial sine-Gordon theory. A new definition of the S-matrix is proposed to solve additional divergences which arise in application of Jensen inequality for the continuous case. Analytical results are obtained and illustrated numerically, with plots of variational functions q and corresponding majorants for the S-matrices of the theory. For simplicity of numerical calculation: the D = 1 case is considered, and propagator for the free theory G is in the form of Gaussian function typically in the Virton-Quark model, although the obtained analytical inferences are not limited to these particular choices in principle. The formulation for nonlocal QFT in momentum k space of extra dimensions with subsequent compactification into physical spacetime is discussed, alongside the compactification process.
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1. Introduction

Timeline of Quantum Field Theory (QFT) offers events that are quite asymmetric to each other; brilliant triumphs, on the one hand, in explanations and predictions of different processes at low-energy Quantum Electrodynamics (QED), high-energy Quantum Chromodynamics (QCD), Theory of Critical Phenomena, and a number of other branches of the modern science; but, catastrophe, on the other hand, in various attempts to describe high-energy physics at scalar theory and QED levels as well as low-energy QCD physics. Identically, in discoveries of renormalizable field theories, the conjecture that only those make sense is opposing to conjecture that there are any and all theories. Nonetheless, the robust indeterminacy is fueled by non-speculative mathematically theory.

In Non-Abelian Gauge QFT, unifying electromagnetic and weak interactions into one general model, weak-interaction processes are consistently described. In another triumph of Non-Abelian QFT, the Standard Model (SM), high-energy problem of QED vanishes in chromodynamic reaction channels, because QCD consistently at high-energy region has the quintessential property of asymptotic freedom. Recently, the discovery of Higgs boson, the last SM element in energy domain, where existence is most natural, occurred: Notably, by the remarkable event confirming validity of SM, a quantum-trivial local quantum theory of scalar field is, after all, not quantum trivial if the SM is a sector of a non-Abelian gauge theory; analogous to QED event.

Groundbreaking of Supersymmetric Non-Abelian QFTs as well as Integrable QFTs [1–9] in earnest search for quantum theory of gravity will naturally complement superstring theory. Under such sophistication for superstring theory, which is almost surely strongest pick for fundamental theory of nature, the ultimate truth, it will not be impossible to view all QFTs as effective (low-energy) theory given by renormalizable and nonrenormalizable QFTs, respectively. In other words, every field theory will be a limit in superstring theory. Hypothetically, bosonic strings will be given consideration if the tachyon degrees of freedom form a condensate which is consistently separable by physical expressions; if a perfect factorization, not known to date, is found [10,11].

QFT, symmetrical and fundamental, is consistent in framework nevertheless; superstring theory is field theory. A Euclidean nonlocal QFT with nonpolynomial interaction Lagrangian is but robust theory, mathematically rigorous and logically closed [12–18], dual to statistical physics models, encouraging among other things, further study [19–25] by statistical physics analogy which, in the reverse direction, informs every structure of form factors for nonlocality. Under the robust QFT, existence of nonlocality, be it fundamental or a phenomenon, in special case of interest four-dimensional spacetime, is undeniable by all uncertainties. Question of how analytical continuation to the Minkowski spacetime is arranged is, however, open due to lack of existence of the no-go theorem. [13,14].

At the auspicious moment, really, nonlocal QFT is a self-consistent theory to ensure observed processes can or cannot, on the contrary, be explained. The nonlocal form factor introduced from the physical point of view accounts for meaningful physical processes at too small distances but oversight of experimental design. And, QFT problem is considered solved if mathematical apparatus is created for calculus of the $S$-matrix of the theory, which is the set of all probability amplitudes of the possible transitions between the states of physical system under consideration.

In hadron interactions (light hadrons) low-energy physics, nonlocal QFT is called nonlocal quark theory, the Virton-Quark model [14,26–30] considered effective theory for describing quark confinement field, due to no additional field, typically gluon field, required to ensure quark confinement. While by first-principle QCD, it is impossible to obtain satisfactory description of low-energy hadronic interactions, studies use the robust, original hypothesis that quarks do not exist as arbitrary physical particles, but exist only in virtual state of quasiparticles. The virton field, in framework of QFT, satisfies two conditions: field of free state is identically zero, and causal Green function, the field propagator, is non-zero. That is, non-observability (or non-existence) simply means identically zero-field free-vircon; free virton does not exist, and virtons exist only in virtual state. In framework of functional integral, there is nontrivial generating functional for the theory, in particular, for $S$-matrix of the theory.
Further generalizations of nonlocal QFT, in particular, nonlocal quark theory, include interaction of electromagnetic field with virtons. Moreover, nonlocal QFT arises, also, in functional (nonperturbative, exact) renormalization group (FRG) [31–34]. Ultraviolet form factors are functions of differential operators (in coordinate representation) and corresponds to FRG regulators, the regulators of FRG flow of different generating functionals in QFT and statistical physics. While the FRG regulators are not always chosen for entire analytic functions, they are the most preferred for equations of FRG flow with best analytical properties.

Fundamental contributions to formation and development of nonlocal QFT were made, thanks to Gariy Vladimirovich Efimov, in his earlier papers devoted to local QFT with nonpolynomial interaction Lagrangians [13,35,36], and later papers devoted to nonlocal QFT [12,37–39]. His earlier study was developed in parallel but independently in papers of Efim Samoylovich Fradkin [40–42]; hence, the Efimov–Fradkin Theory, which today in its own right is a subject of study by several authors [43–53]. Furthermore, alternatives of the nonlocality were studied by several authors [54–60]. The idea of nonlocality also was developed in a series of papers by J.W. Moffat and co-authors in the early 90s [61–65], as well as in the 10s of our century [66–68], in particular, in the context of quantum gravity.

Proof of unitarity of the $S$-matrix in nonlocal QFT [69], and causality in nonlocal QFT [70] were done by G.V. Efimov together with Valeriy Alekseevich Alebastrov. Moreover, in what is considered pinnacle [71,72] of set of papers devoted to the nonlocal QFT, G.V. Efimov introduced and investigated the notion of representations of $S$-matrix of QFT on a discrete lattice of basis functions for both the nonpolynomial [71] and the polynomial [72] theory cases. The G.V. Efimov’s research is described in three detailed monographs [13,14,28] brilliantly, not catastrophically, but also in a review [30].

A remarkable feature of the chosen G.V. Efimov papers [71,72] (see also [14]) is the formulation technique, preserving investigation of strong coupling mode in $S$-matrix of different QFTs. Moreover, any strong coupling method is as good as gold within QFT, even today. The $S$-matrix of the nonlocal QFT with nonpolynomial interaction Lagrangian is reducible into grand canonical partition function, the object well-known in statistical physics. This implies a paradigm shift, with the new face of results at crossover of two fundamental sciences.

As in the Efimov’s papers, $S$-matrix studied in this paper in Euclidean metric is applicable to finite volume $V$ (QFT in box) study. For a nonlocal theory, basis functions are eigenfunctions of quantum particle in $D$-dimensional space Schrödinger equation, with multidimensional infinite deep well potential terms, on which further expansions are carried out. Limit of infinite volume is taken at end of derivations; and, following necessary renormalization, final expressions for different physical quantities are obtained. The approach is analog of statistical physics model, where corresponding limit is called thermodynamic limit. But, all summations are replaced by integration, for instance, by Poisson summation, in particular, by Euler–Maclaurin formula.

Consciously, drawing attention to the Efimov’s papers [71,72] (see also [14]) again, we zero in on fundamental differences with this paper: We consider QFT in the whole space initially. At same time, on-and-off switching interaction function $g$ is not constant. That is, coupling constant is an infrared smooth function, chosen such that, for large values of spatial coordinate $x$, the interaction Lagrangian vanishes. This approach is similar to fundamental method described in the monograph of Bogoliubov and Shirkov [73,74] and quite nontrivial, since the function $g$ does not change any fundamental property of the phase space system, namely: momentum variable $k$ runs through continuous range of values, and summation over momentum is the initial integral. Moreover, we choose for all expansion basis functions, Hermite basis functions given by eigenfunctions of quantum particle in $D$-dimensional space Schrödinger equation with multidimensional isotropic oscillator potential. This choice is also similar to what is described in the monograph by Bogoliubov and others [75]. Resulting $S$-matrix is in representation of basis functions on a discrete lattice of functions.

Another next distinct feature of this paper is we do not adopt any basis at all initially. The theory begins with an $S$-matrix expression, more precisely, the related generating function $Z$ in terms of abstract functional integral over the (scalar) primary field [31,76,77]. By formal algebraic
operations, the prior is represented as a grand canonical partition function. For the nonpolynomial theory, the resulting partition function is a series over the interaction constant with a finite radius of convergence. And, in principle, it is possible to establish majorizing and minorizing series, the majorant and minorant, as in nonpolynomial Euclidean QFT such as the sine-Gordon model, or in the case of polynomial term modulated by Gaussian function of field [14]. As a result, the $S$-matrix is studied through statistical physics methods. In the case of the polynomial QFT, resulting partition function is understood in the terms of a formal power series over the interaction constant.

The obtained series, in both the polynomial and nonpolynomial cases, is but intermediate step in derivation of expression for the $S$-matrix in the representation of basis functions. Further derivation for the desired expression for $S$-matrix of the theory, in representation of basis functions, is done with the expansion of propagator of the free theory $G$ into an infinite series over a separable basis of Hermitian functions from the $S$-matrix expression in terms of the partition function. Moreover, such decomposition always exists, since propagator of the free theory $G$ is a square-integrable function, the well-known fact of Hilbert space theory.

Nonlocal QFT is then formulated with basis functions parameterized by continuous variable $k$. Practically repeating derivations, the expression is gotten for $S$-matrix of the theory: the $S$-matrix in representation of basis functions on a continuous lattice of functions. The advantage of this approach is that, in all integrals with respect to momentum variable $k$, the integration measure $d\mu$ is treated as arbitrary variable which is intuitively, mathematically correct since $d\mu$ is a formal variable, regardless of its actual value and meaning. The resulting $S$-matrix, in representation of basis functions on a continuous lattice of functions, is a mathematically defined object for different mathematical analysis techniques, for instance, inequality methods.

Jensen inequality, the central inequality of this paper, is used, in particular, to formulate resulting $S$-matrix (strictly speaking, $-\ln S$) in terms of variational principle: constructing majorant of corresponding lattice integral in terms of variational function $q$, and minimizing the resulting majorant with respect to $q$: a well-known technique, for instance, in polaron problem in terms of functional integral (polaronics [78]). However, we note that in continuous case, upon applying Jensen inequality, additional divergences arise due to structure of Gaussian integral measure $D\sigma$ (not to be mixed with $d\mu$) on continuous lattice of variables; but, plausibility of a representation on continuous lattice of functions is not negated.

Moreover, the presented divergence problem, in principle, is solved by the FRG method: Finding the FRG flow regulator $R_{\Lambda}$ containing measure $d\mu$ as its argument, and carrying out formal derivations such that renormalization (rescaling) of strictly defined “building blocks of theory” in terms of the physical equivalents is done in final derivation; an approach which is analogous to the Wilson RG, consisting of mainly two steps, decimation and rescaling [31]. But the approach leaves a number of questions unanswered: What is then the connection of original $S$-matrix of the theory to representation in basis functions on continuous lattice of functions? Is it possible to redefine an original expression for $S$-matrix by rescaling the same strictly defined building blocks of the theory? And, in what sense can the Jensen inequality be further understood?

The FRG approach reminds us of “Cheshire Cat”, the mischievous grin in suggestion of how the $S$-matrix of the theory is to be defined from the very beginning. As a result, we then give an alternative formulation for the $S$-matrix of the theory where results on a discrete or continuous lattice of basis functions are consistent in both polynomial and nonpolynomial QFTs, with no question that the mathematical theory is both rigorous and closed.

In summary, the motivation and methodology of this paper have been described. In the next section, the methodology is implemented in framework of generalized theory. In section three, the focus is on polynomial $\phi^4$ theory in $D$-dimensional spacetime. The variational principle is restricted to the case satisfying separable kernels of the resulting lattice and integral formulae; this approach increases the value of the majorant, which is consistent with the framework. In latter part of the section, the case of polynomial $\phi^6$ theory in $D$-dimensional spacetime is discussed. In section four,
nonpolynomial sine-Gordon theory in $D$-dimensional spacetime are studied; separable kernels of the lattice and integral equations are considered.

In section five, numerical results are presented for prior obtained analytical expressions. To simplify computations, the case $D = 1$ is observed, although analytical inferences obtained do not only apply to $D = 1$, in principle. Further simplifying computations, the Gaussian function is chosen as propagator for the free theory $G$, since such model is close to reality: the propagator $G$ in the form of Gaussian function, in particular, is typical in the Virton-Quark model, which is the generally accepted model for describing light hadrons low-energy physics [14,26–30]. Moreover, with the Gaussian choice of propagator, final expressions only arrive in simple, transparent form.

In latter part of section five, we give an original proposal, consisting in the main of the reinterpretting the concept of nonlocal QFT. We propose considering the theory in internal space with extra dimensions and subsequent compactification into physical four-dimensional spacetime. This not only changes the meaning of nonlocal interaction ultraviolet length parameter $l$, the needle of pivot for ratio of ultraviolet and infrared parameters in the theory, it also changes analytical properties of the Green functions, scattering amplitudes, and form factors, in terms of physical variables obtained following compactification from internal space with extra dimensions; yet, method compactification is determined by process [10,11,79]. In other words, in section five, we propose to change the concept of connections in nonlocal QFT. In the conclusion, a lasting discussion on all obtained results and inferences is left.
2. General Theory

2.1. Derivation of the $S$-Matrix in Terms of the Grand Canonical Partition Function

In this subsection, we obtain an expression for the $S$-matrix in terms of the grand canonical partition function, which in turn is to be expressed in terms of the abstract functional integral over the primary fields of the theory.

Let the generating functional $Z$ be given by an abstract functional integral for the free (Gaussian) theory, similar to Gaussian QFT with classical Gaussian action $[9]$. That is, $Z$ is given by $[31,76–78]$:

$$Z[j] = \int D[\varphi] e^{-S_0[\varphi] + (j|\varphi)} = Z_0 e^{\frac{1}{2} (j|\hat{G}|j)}$$  \hspace{1cm} (1)

where $S_0[\varphi] = \frac{1}{2} (\varphi|\hat{L}|\varphi)$ is action of the free theory, $\hat{L} = \hat{G}^{-1}$ is inverse propagator, $j = \int_x^y \in \mathbb{C}$ is source, which in general is a complex field, $(j|\varphi)$ is scalar product of the source and primary field (the definition is given for real-valued $j$ and $\varphi$ configurations), and the quadratic form of the source is generally given by integration over $x$ and $y$: $(j|\hat{G}|j) = \int d^D x \int d^D y j(z) G(x-y) j(y)$.

The generating functional $Z$ of the theory with interaction is written in the form $[31,76–78]$:

$$Z[g,j] = \int D[\varphi] e^{-S_0[\varphi] - S_1[g,\varphi] + (j|\varphi)}$$  \hspace{1cm} (2)

where $S_1[g,\varphi]$ is interaction action, the action responsible for system interaction, given by $[13,14]$:

$$S_1[g,\varphi] = \int d^D x g(x) U[\varphi(x)] = \int d^D x g(x) \int_{-\infty}^{+\infty} d\lambda \frac{\hat{U}(\lambda)}{2\pi} e^{i\lambda\varphi(x)} \equiv \int d\Gamma e^{i\lambda\varphi(x)}$$  \hspace{1cm} (3)

such that $\Gamma$ is a notation for a point in the system phase space, which is the product of spaces $\lambda$ and $x$; the class of the function $\hat{U}(\lambda)$ does not play a role, up to certain point; interaction Lagrangian $\hat{U}(\lambda)$ is a distribution, in general; and, the Fourier transform of $\hat{U}(\lambda)$ is not a function, in a classical sense, for instance, $\hat{U}(\lambda)$ is a polynomial in the primary field $\varphi$.

The generating functional $Z$ in (2) expands into functional Taylor series over coupling constant $g$:

$$Z[g,j] = \int D[\varphi] e^{-S_0[\varphi] - S_1[g,\varphi] + (j|\varphi)}$$

$$\sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{\alpha=1}^{n} \int d\Gamma_\alpha \right\} e^{i \sum_{\alpha=1}^{n} \lambda_{\alpha} \varphi(x_{\alpha})}$$  \hspace{1cm} (4)

Therefore, the following representation is valid:

$$i\lambda_{\alpha} \varphi(x_{\alpha}) = \int d^D z i\lambda_{\alpha} \varphi(z) \delta^{(D)}(z-x_{\alpha}) = (i\lambda_{\alpha} \delta_{\bullet x_{\alpha}} | \varphi)$$

where scalar product is defined in terms of integral; and, notation $X_{\bullet}$ means variable $X$ without explicit argument, for instance, the result of integration which is independent of the integrand variable.
By the resulting representation, expression (4) is given by:

\[ Z[g, j] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_a \right\} \int \mathcal{D}[\psi] e^{-S_0[\psi] + \left( i \int \sum_{a=1}^{n} \lambda_a \phi_a \right) \phi} = \]

\[ = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_a \right\} \int \mathcal{D}[\psi] e^{-\frac{1}{2} \sum_{b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) + i \sum_{a=1}^{n} \lambda_a \phi_a(j)} = \]

\[ = Z[j] \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_a \right\} e^{-\frac{1}{2} \sum_{b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) + i \sum_{a=1}^{n} \lambda_a \phi_a(j)} . \]

The result of action of the operator \( \hat{G} \) on the source \( j \) is given by

\[ \hat{G}(x_a) \equiv \int d^Dz G(z - x_a)j(z) \equiv \phi(x_a). \]

We now introduce a central object of QFT: the S-matrix of the theory, given in terms of functional \( Z \) by an explicit expression (similar to [13,14]):

\[ S[g, \phi] \equiv \frac{Z[g, j = \hat{G}^{-1}\phi]}{Z[j = \hat{G}^{-1} \phi]} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_a e^{i \sum_{a=1}^{n} \lambda_a \phi_a(j)} \right\} e^{-\frac{1}{2} \sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a - x_b)}. \]  

(5)

In particular, by above expression (5), the S-matrix of the theory is given in terms of the grand canonical partition function. If Fourier transform of the interaction Lagrangian \( \hat{U}(\lambda) \) is classical, for instance, quadratically integrable function, the resulting partition function is a series with finite radius of convergence, and majorizing and minorizing series, the majorant and the minorant, respectively, are obtainable, as in nonpolynomial Euclidean QFT, for instance, sine-Gordon model, or when the term polynomial in the field is modulated by the Gaussian function. Consequently, the S-matrix of the theory is studied by statistical physics method.

If original interaction Lagrangian is polynomial in the primary field \( \phi \), the Fourier transform of \( \hat{U}(\lambda) \) is a distribution; and, expression (5) is a formal power series with respect to the interaction constant, on an expansion of the propagator \( G \) into an infinite series over a separable basis. In particular, such decomposition always exists, since the propagator \( G \) is square integrable function, a fact well known from theory of Hilbert spaces. In the next subsection, we discuss the propagator splitting.

### 2.2. Propagator Splitting

The expansion of the propagator of the free theory \( G \) in an infinite series over a separable basis is given by the following steps: First, \( G \) is represented in the form (similar to [14,71,72])

\[ G(x - y) = \int d^DzD(x - z)D(z - y). \]

(6)

That is, if function \( D \) is even, then \( \int d^Dz D^2(z) = G(0) < \infty \). This implies \( D(z) \in L_2(\mathbb{R}^D) \), for all nonlocal QFTs.

Now, in the second step, we introduce the notation

\[ D_s(x) \equiv \int d^Dz D(x - z)\psi_s(z), \quad s = (s_1, \ldots, s_D), \quad s_i = 0, 1, 2, \ldots \]  

(7)
for coefficients of expansion of the function $D(z)$ over the basis of functions $\psi_s$

$$\psi_s(z) = \psi_s(z_1) \cdot \ldots \cdot \psi_s(z_D),$$

where the building blocks of a basis are functions $\psi_s(z_i)$, the one-dimensional Hermite functions

known in theory of a quantum harmonic oscillator, explicitly given by:

$$\psi_s(z_i) = \frac{1}{\sqrt{2^n s_i! \sqrt{\pi}}} H_n(z_i) e^{-\frac{1}{2} z_i^2}. \quad (8)$$

Recall the completeness condition for basic functions

$$\sum_s \psi_s(z) \psi_s(z') = \delta^{(D)}(z - z') \quad (9)$$

elementarily reduced to one-dimensional analogue, since

$$\sum_s \equiv \sum_{s_1 = 0}^{\infty} \ldots \sum_{s_D = 0}^{\infty}, \quad \sum_s \equiv \sum_{s_1 = 0}^{N} \ldots \sum_{s_D = 0}^{N}$$

where the second equivalence is valid if we truncate the lattice with truncation parameter $N$ (what is used in numerical calculations). Next, consider the chain of equalities:

$$\sum_s D_s(x) D_s(y) = \sum_s \int d^Dz D(x - z) \psi_s(z) \int d^Dz' D(y - z') \psi_s(z') =$$

$$= \int d^Dz \int d^Dz' D(x - z) D(y - z') \sum_s \psi_s(z) \psi_s(z') =$$

$$= \int d^Dz \int d^Dz' D(x - z) D(y - z') \delta^{(D)}(z - z') =$$

$$= \int d^Dz D(x - z) D(y - z) = G(x - y).$$

As a result, an expression is obtained for the propagator $G$ in the form of (infinite) sum of products of functions, each depending only on one variable ($x$ or $y$):

$$G(x - y) = \sum_s D_s(x) D_s(y). \quad (10)$$

The expression (10) is the desired decomposition of propagator of the free theory $G$ into an infinite series over a separable basis. The expression will now be used in the next subsection.

2.3. Derivation of the $S$-Matrix in the Representation of Basis Functions (Discrete Lattice of Functions)

In this subsection, we carry out a rather different derivation for the $S$-matrix of the theory: From representation for $S$ in terms of the grand canonical partition function we derive representation for $S$ in terms of the basis functions. The latter is well defined in the case where Fourier transform of $\hat{U}(\lambda)$ is a distribution, which is the case for polynomial field theories.

To obtain desired representation, we apply the method of propagator splitting to expression (5):

$$e^{-\frac{1}{2} \sum_{a,b=1}^{n} \lambda_a\lambda_b G(x_a - x_b)} = e^{-\frac{1}{2} \sum_{a=1}^{n} \lambda_a \sum_{b=1}^{n} D_b(x_a) D_b(x_b)} = e^{\frac{1}{2} \sum_{a=1}^{n} \sum_{b=1}^{n} \lambda_a \lambda_b D_a(x_a) D_b(x_b)}$$

$$= \prod_s e^{-\frac{1}{2} \sum_{a=1}^{n} \lambda_a D_a(x_a)} \left\{ \sum_{a=1}^{n} \lambda_a D_a(x_a) \right\} = \prod_s e^{-\frac{1}{2} \sum_{a=1}^{n} \lambda_a D_a(x_a)} = \prod_s e^{\frac{1}{2} \sum_{a=1}^{n} \lambda_a^2} = \prod_s e^{\frac{1}{2} \sum_{a=1}^{n} \lambda_a^2} \int_{-\infty}^{+\infty} \frac{dt_s}{\sqrt{2\pi}} e^{-\frac{1}{2} t_s^2 + \zeta_s t_s} \quad (11)$$
where the product over \( s \) is in the standard multiplicative form

\[
\prod_{s} = \prod_{s_{1}=0}^{\infty} \cdots \prod_{s_{2}=0}^{\infty} \quad \prod_{s} = \prod_{s_{1}=0}^{N} \cdots \prod_{s_{2}=0}^{N}.
\]

The expression (5) for the \( S \)-matrix of the theory then takes the form:

\[
S[g, \phi] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_{a} e^{i \lambda_{a} \phi(x_{a})} \right\} \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2} + \int dt_{s} \sum_{a=1}^{n} \lambda_{a} D_{a}(x_{a})}.
\]

Furthermore, the following chain of long but simple equalities holds:

\[
S[g, \phi] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{a=1}^{n} \int d\Gamma_{a} e^{i \lambda_{a} \phi(x_{a})} \right\} \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2} + \int dt_{s} \sum_{a=1}^{n} \lambda_{a} D_{a}(x_{a})} =
\]

\[
= \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2}} \right\} \left\{ \prod_{a=1}^{n} \int d\Gamma_{a} \right\} e^{\int dt_{s} \sum_{a=1}^{n} \lambda_{a} D_{a}(x_{a})} =
\]

\[
= \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left\{ \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2}} \right\} \left\{ \prod_{a=1}^{n} \int d\Gamma_{a} e^{i \lambda_{a} \phi(x_{a})} \sum_{s} t_{s} D_{s} \right\} =
\]

\[
= \left\{ \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2}} \right\} e^{-\int dt_{s} \sum_{s} t_{s} D_{s} \phi}.
\]

The chain is based on transformation of each replica (a term with fixed variable \( s \)) in terms of the usual Gaussian integral, where each integral provides a new lattice integration variable \( t_{s} \), the number of which is infinite, such that lattice is space of functions. Moreover, compared to original abstract functional integral, this infinite integral has several advantages, for instance, providing the easy to prove existence and uniqueness of a given integral in mathematically rigorous sense. Therefore, the latter can be investigated with mathematical techniques, for instance, the methods of inequalities (in particular, theorem of two policemen).

By the transformation chain, the \( S \)-matrix of the theory is given by the expression (as in [14,71,72]):

\[
S[g, \phi] = \left\{ \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2}} \right\} e^{-\int d^{2}x(g(x)) U \phi(x) + \sum_{s} t_{s} D_{s}(x)}.
\]

That is the \( S \)-matrix is obtained in the representation of basis functions. And, now, remarkably, the expression (14) for the \( S \)-matrix is represented as a limit of sequence \( \{ S_{N} \}_{0}^{\infty} \) of functionals:

\[
S[g, \phi] = \lim_{N \to \infty} S_{N}[g, \phi]
\]

with common member given by

\[
S_{N}[g, \phi] = \left\{ \prod_{s} \int_{-\infty}^{+\infty} \frac{dt_{s}}{\sqrt{2\pi}} e^{-\frac{1}{2}t_{s}^{2}} \right\} e^{-\int d^{2}x(g(x)) U \phi(x) + \sum_{s} t_{s} D_{s}(x)}.
\]
In general, the prelimit expression for the \( S \)-matrix is convenient both for theoretical study and numerical calculations. In the next subsection, we consider the variational principle for the resulting \( S \)-matrix: Namely, we construct a majorant of corresponding lattice integral, depending on function \( q_s \) of discrete variable \( s \); and, minimize the majorant with respect to function \( q_s \). The technique is well known, for instance, in polaron problem, in terms of the functional integral (polaronics).

### 2.4. Majorant and Variational Principle

The variational principle begins with identity transformation on expression (14):

\[
S[g, \phi] = \left\{ \prod_s \int_{-\infty}^{+\infty} \frac{dt_s}{\sqrt{2\pi}} e^{-\frac{1}{2}(1+q_s)t_s^2 + \frac{1}{2}g_s t_s^2} \right\} e^{-\int d^Dxg(x)U \left[ \phi(x) + \sum_s t_s D_s(x) \right]}.
\]  

(16)

Using change of variables:

\[
t_s = \frac{u_s}{\sqrt{1 + q_s}}, \quad dt_s = \frac{du_s}{\sqrt{1 + q_s}}
\]

further identical transformations of the expression for the \( S \)-matrix are carried out as follows:

\[
S[g, \phi] = \left\{ \prod_s \int_{-\infty}^{+\infty} \frac{du_s}{\sqrt{2\pi}} e^{-\frac{1}{2}u_s^2 + \frac{1}{2}q_s u_s^2} \right\} e^{-\int d^Dxg(x)U \left[ \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1+q_s}} \right]}
\]

(17)

\[
= \int d\sigma_u e^{-\int d^Dxg(x)U \left[ \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1+q_s}} \right] - \frac{1}{2} \sum_s \ln(1+q_s) - \frac{1}{2} \sum_s \frac{q_s}{1+q_s} u_s^2}
\]

where, in second line of expression (17), there is introduction of integral measure

\[
\int d\sigma_u = \prod_s \int_{-\infty}^{+\infty} \frac{du_s}{\sqrt{2\pi}} e^{-\frac{1}{2}u_s^2}
\]

(18)

called the Efimov measure.

Naturally, all the transformations are identical. We now use the inequality, Jensen inequality, to get the majorant in this method. Notably, while the Jensen inequality is a demonstration of the fact that the exponential function in expression (17) is convex, a good enough variational principle is obtained if appropriate measure of integration is chosen. In particular, with the Efimov measure (18) in terms of variables \( u_s \) as the measure of choice, the Jensen inequality is given as follows:

\[
S[g, \phi] \geq \nu \int d\sigma_u \left\{ \int d^Dxg(x)U \left[ \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1+q_s}} \right] + \frac{1}{2} \sum_s \ln(1+q_s) - \frac{1}{2} \sum_s \frac{q_s}{1+q_s} u_s^2 \right\}
\]

(19)

However, strictly speaking, this inequality for the \( S \)-matrix gives the minorant. We therefore consider a different functional \( G \), which is (minus) logarithm of the \( S \)-matrix. Such functional \( G \) of the field \( \phi \) is the generating functional of the amputated connected Green functions, which are coefficients of the expansion of \( G \) into functional Taylor series over the field \( \phi \). By definition, \( G \) is given by

\[
G[g, \phi] = - \ln S[g, \phi].
\]

(20)

The majorant of \( G \) is given by the expression

\[
G[g, \phi] \leq \int d\sigma_u \left\{ \int d^Dxg(x)U \left[ \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1+q_s}} \right] + \frac{1}{2} \sum_s \ln(1+q_s) - \frac{1}{2} \sum_s \frac{q_s}{1+q_s} u_s^2 \right\},
\]

(21)
Transforming the terms on the right side of expression (21), consider the first term:

\[ \int d\sigma_u U \left[ \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1 + q_s}} \right] = \int d\sigma_u \int_{-\infty}^{+\infty} \frac{d\lambda}{2\pi} \tilde{U}(\lambda) e^{i\lambda \phi(x) + \sum_s u_s \frac{D_s(x)}{\sqrt{1 + q_s}}} = \]

\[ = \int_{-\infty}^{+\infty} \frac{d\lambda}{2\pi} \tilde{U}(\lambda) e^{i\lambda \phi(x)} \left\{ \prod_s \int_{-\infty}^{+\infty} d\sigma_u e^{-2u_s^2} \right\} e^{i\lambda \sum_s u_s \frac{D_s(x)}{\sqrt{1 + q_s}}} = \]

where in the remaining terms, integration with respect to Efimov measure is trivial and goes to unity. The expression (21) then takes the form (as in [14,71,72]):

\[ G[\hat{g}, \phi] \leq \int d^D x \hat{g}(x) \int_{-\infty}^{+\infty} \frac{d\lambda}{2\pi} \tilde{U}(\lambda) e^{i\lambda \hat{\phi}(x)} e^{-\frac{1}{2} \lambda^2 \sum_s \frac{D_s^2(x)}{1 + q_s}} + \frac{1}{2} \sum_s \left[ \ln \left( 1 + q_s \right) - \frac{q_s}{1 + q_s} \right]. \]  

Therefore, for the generating functional \( G \), the inequality, called majorant, is obtained. The majorant depends on function \( q_s \), with respect to which the majorant is minimized. And, further derivations are possible, but only after specifying the theory, that is, the explicit form of the interaction Lagrangian. However, prior to dwelling on a particular theory within the framework of the developed formalism, consider another, yet, interesting question: the derivation of the \( S \)-matrix in the representation of basis functions on a continuous lattice of functions. The next subsection is devoted to this, in particular.

2.5. Derivation of the \( S \)-Matrix in the Representation of Basis Functions (Continuous Lattice of Functions)

Consider the propagator of the free theory \( G \) in the \( S \)-matrix expression (5), in the momentum \( K \) representation. That is, write in the Fourier integral form [12,17]:

\[ G(x_a \to x_b) = \int \frac{d^Dk}{(2\pi)^D} \hat{G}(k)e^{ik(x_a - x_b)}, \quad \hat{G}(k) = \frac{F(l^2 k^2)}{k^2 + m^2}. \]  

The expression (24) then presents a typical propagator for nonlocal QFT: the function \( F \) is the ultraviolet form factor depending on (ultraviolet) length parameter \( l \), and \( m \) is the infrared mass. Notably, \( \hat{G} \) here is an even function of \( k \): \( \hat{G}(-k) = \hat{G}(k) \). Though the given instance may not be used, consider \( \hat{G} \) to be even in \( k \). In this case, write \( G \) by Fourier integral over cosines:

\[ G(x_a \to x_b) = \int \frac{d^Dk}{(2\pi)^D} \hat{G}(k) \cos \left[ k(x_a - x_b) \right]. \]  

Expanding the cosine of the difference gives the expression for \( G \) in form of integral over the separable basis of sines and cosines. This is the analogue of an expansion in the series of separable basis considered in previous subsections. Notably, however, the trigonometric functions here are not square integrable. But a kind of ultraviolet form factor can always be used if the formalism of the theory is to be heeded.
Next, consider the $\lambda$ quadratic form in the exponent of expression (5). For a chain of equalities using the Fourier integral for $G$, write:

\[
-\frac{1}{2} \sum_{a,b=1}^{n} \lambda_{a} \lambda_{b} \int \frac{d^{D}k}{(2\pi)^{D}} \tilde{G}(k) \cos [k(x_{a} - x_{b})] = \\
-\frac{1}{2} \sum_{a,b=1}^{n} \lambda_{a} \lambda_{b} \int \frac{d^{D}k}{(2\pi)^{D}} \tilde{G}(k) [\cos (kx_{a}) \cos (kx_{b}) + \sin (kx_{a}) \sin (kx_{b})] = \\
-\frac{1}{2} \int \frac{d^{D}k}{(2\pi)^{D}} \tilde{G}(k) \left\{ \left( \sum_{a=1}^{n} \lambda_{a} \cos (kx_{a}) \right)^{2} + \left( \sum_{a=1}^{n} \lambda_{a} \sin (kx_{a}) \right)^{2} \right\}.
\]

Introduce compact notations:

\[
\sum_{a=1}^{n} \lambda_{a} \cos (kx_{a}) \equiv \frac{\xi(k)}{\sqrt{G(0)}}, \quad \sum_{a=1}^{n} \lambda_{a} \sin (kx_{a}) \equiv \frac{\eta(k)}{\sqrt{G(0)}}
\]

Notably, the $\xi$ and $\eta$ variables are without specific dimension, since the dimension of $\lambda^{2}$ has to compensate for dimension of $G$. The quadratic form is then given by the expression:

\[
-\frac{1}{2} \int \frac{d^{D}k}{(2\pi)^{D}} \frac{\tilde{G}(k)}{G(0)} \left\{ \xi^{2}(k) + \eta^{2}(k) \right\}.
\]

Since Fourier transform of $\tilde{G}(k)$ is positive function, introduce a measure in $k$ space according to the following rule:

\[
\int \frac{d^{D}k}{(2\pi)^{D}} \frac{\tilde{G}(k)}{G(0)} = \int d\mu(k).
\]

Putting the notations together then rewrite the quadratic form in the exponent of expression (5), and consequently, the exponent itself in compact vivid form. A remarkable property of the resulting expression is that it allows the formulation of so-called multigral (product integral):

\[
e^{-\frac{i}{2} \int d\mu(k) \left\{ \xi^{2}(k) + \eta^{2}(k) \right\}} = \prod_{k} e^{-\frac{i}{2} d\mu(k) \left\{ \xi^{2}(k) + \eta^{2}(k) \right\}}.
\]

The multigral (30) plays a central role in further derivation of the $S$-matrix in the representation of basis functions on a continuous lattice. But, prior to further advancing in this direction, it will be instructive to draw parallels with the G.V. Efimov papers [71,72] alongside statistical physics.

In statistical physics, the assumption is that systems have macroscopic volume $V$. In such a box, different sums for a particular physical quantity are dealt with. And, as limit of $V \rightarrow \infty$ is taken, summation goes into semiclassical integration, and integral expressions arise. This approach was preserved by G.V. Efimov, formulating the $S$-matrix of the nonlocal QFT in terms of functional integral. In this paper, no initial box $V$ is assumed; however, there is the function which turns interaction on and off. Such a function affects the integral describing the interaction action, but does not affect the structure of the phase space of the theory (continuity of the momentum variable, et cetera).

Now, returning to derivation of the $S$-matrix in representation of basis functions on a continuous lattice, the exponent with $\xi(k)$ is represented as follows (notably, in the second equality, integration variable $t_{k}$ is changed):

\[
e^{-\frac{i}{2} d\mu(k) \xi^{2}(k)} = \int_{-\infty}^{+\infty} \frac{dt_{k}}{\sqrt{2\pi d\mu(k)}} e^{-\frac{1}{2} \nu^{2} \xi^{2}(k) + i \xi(k) dt_{k}} = \int_{-\infty}^{+\infty} dt_{k} \sqrt{\frac{d\mu(k)}{2\pi}} e^{-\frac{d\mu(k)}{2} \xi^{2}(k) + i \xi(k) d\mu(k) t_{k}}.
\]
Similar equality holds for exponent with \( \eta(k) \). They both are based on representation of corresponding exponentials in terms of arbitrary Gaussian integrals, as in the case of discrete lattice of basis functions. However, \( d\mu(k) \) is treated as arbitrary variable. The transformations are not only mathematically correct, but preserves the arbitrariness of the variable \( d\mu(k) \), while actual value and meaning does not matter in the moment.

As a result of the transformations, the exponent in expression (5) takes the form:

\[
\prod_k \int_{\mathbb{R}^2} dt_c k dt_s k \frac{d\mu(k)}{2\pi} e^{-\frac{1}{2}d\mu(k)(t^2_{c,k} + t^2_{s,k})} e^{i d\mu(k) \phi(k) t_{c,k} + \eta(k) t_{s,k}}.
\] (32)

By prior notations, the expression is now given by two families of integration variables, \( t_{c,k} \) and \( t_{s,k} \):

\[
\prod_k \int_{\mathbb{R}^2} dt_c k dt_s k \frac{d\mu(k)}{2\pi} e^{-\frac{1}{2}d\mu(k)(t^2_{c,k} + t^2_{s,k})} e^{i d\mu(k) \sqrt{G(0)} \sum_{a=1}^n \lambda_a [\cos (k x) t_{a,k} + \sin (k x) t_{s,k}]} =
\]

\[
\prod_k \int_{\mathbb{R}^2} dt_c k dt_s k \frac{d\mu(k)}{2\pi} e^{-\frac{1}{2}d\mu(k)(t^2_{c,k} + t^2_{s,k})} e^{i f d\mu(k) \sqrt{G(0)} \sum_{a=1}^n \lambda_a [\cos (k x) t_{a,k} + \sin (k x) t_{s,k}]}.
\] (33)

In particular, the second line of this expression (33) is identified with Gaussian integral measure on a continuous lattice of the variables \( t_{c,k} \) and \( t_{s,k} \), explicitly. In terms of the integral over the variables \( t_{c,k} \) and \( t_{s,k} \), the expression for the \( S \)-matrix in representation of basis functions is given as follows:

\[
S[\sigma, \psi] = \left\{ \prod_k^{+\infty} \int_{-\infty}^{+\infty} dt_{c,k} k \frac{d\mu(k)}{2\pi} e^{-\frac{1}{2}d\mu(k)t^2_{c,k}} \right\} e^{-f d^2 x g(x) U \left[ \hat{\phi}(x) + \sum_{\sigma} \int_0^\infty d\mu(k) \psi_{\sigma}(k) t_{\sigma,k} \right]}.
\] (34)

The compact notations \( \sigma \in \{ c, s \}, \psi_{c}(kx) = \sin (kx), \psi_{s}(kx) = \cos (kx) \) are introduced in the last equality. Therefore, the \( S \)-matrix in the representation of basis functions on a continuous lattice is obtained. This expression (34) is the continuous analog of the discrete expression (14).

Now, assuming for Gaussian measure of integration, there is the notation

\[
\left\{ \prod_k^{+\infty} \int_{-\infty}^{+\infty} dt_{c,k} k \frac{d\mu(k)}{2\pi} e^{-\frac{1}{2}d\mu(k)t^2_{c,k}} \right\} \equiv \int D\sigma[t].
\] (35)

Rewrite the expression (34) for the \( S \)-matrix in a more compact vivid form as

\[
S[\sigma, \phi] = \int D\sigma[t] e^{-f d^2 x g(x) U \left[ \hat{\phi}(x) + \sum_{\sigma} \int d\mu(k) \psi_{\sigma}(k) t_{\sigma,k} \right]}.
\] (36)

In this form, the \( S \)-matrix expression is most similar to expression for generating functional \( Z \) in terms of abstract functional integral. However, all quantities appearing in this expression (36) have rigorous mathematical definitions formulated in this subsection. As a result, various mathematical techniques can be used, for instance, various methods of inequalities, to analyze the \( S \)-matrix in the form (36).

In the next (final) subsection, we consider variational principle for the resulting \( S \)-matrix. Namely, we first construct majorant of the integral (36), depending on a pair of functions \( q_{c,k} \) for the continuous variable \( k \). We then minimize the resulting majorant with respect to the functions \( q_{c,k} \). In particular, significant difference between continuous case and discrete analogue is noted as follows: naive definition of the \( S \)-matrix (36) still contains the pitfall arising as a result of internal structure of the Gaussian integral measure on continuous lattice of \( t_{c,k} \).
2.6. Redefinition of the $S$-Matrix and Variational Principle

To better understand why it is necessary to redefine the $S$-matrix of the theory (36), consider linear transformation of the integration variables $t_{c,k}$ in the form $t_{c,k} = A_{c,k} u_{c,k}$. With such a change of variables, the Gaussian measure of integration is transformed as follows:

$$\int D\sigma[t] = \int D\sigma[u] e^{-\frac{1}{2} \sum_k \left[ 2d\mu(k)(A_{c,k}^2 - 1)u_{c,k}^2 - \ln(A_{c,k}) \right]}.$$  \hspace{1cm} (37)

Following change of variables, the expression for the $S$-matrix is given by

$$S[g, \varphi] = \int D\sigma[u] e^{-\sum_k \left[ 2d\mu(k)(A_{c,k}^2 - 1)u_{c,k}^2 - \ln(A_{c,k}) \right]}.$$ \hspace{1cm} (38)

Considering generating functional of amputated connected Green functions $G$ (20) and applying Jensen inequality to expression (38), the majorant of the functional (20) is given in form of sum of two terms:

$$G[g, \varphi] \leq \sum_k \left( \frac{1}{2} \left( A_{c,k}^2 - 1 \right) - \ln A_{c,k} \right) + \int D\sigma[u] S_1.$$ \hspace{1cm} (39)

By closer examination, the first term on the right-hand side of (39) is the $d\mu(k)$-less expression. Such expression can be given in different forms, and, depending on the form, different formulations for the $S$-matrix of the theory, can be obtained. For instance, considering a version of the RG flow for family of functionals $F_A$ in RG time $\Lambda$ [31–33]:

$$F_A[g, \varphi] \equiv \sum_k \int d\mu(k) R_{\Lambda} [d\mu(k)] \left( \frac{1}{2} \left( A_{c,k}^2 - 1 \right) - \ln A_{c,k} \right) + \int D\sigma[u] S_1.$$ \hspace{1cm} (40)

In the expression (40), the function (regulator) $R_{\Lambda}$ defines the RG flow; the argument is the measure $d\mu$. If the RG time is zero i.e. $\Lambda = 0$, the expression (40) equals the majorant obtained earlier. The method then gives mathematically correct results both for pair of functions $q_{c,k}$, and for the functional $F_A$ itself. In other words, this approach is suitable to (formal) derivations, including, in final results, the rescaling of strictly defined building blocks of the theory in terms of physical equivalents, for instance, in terms of the physical measure $d\mu_{ph} = d\mu_{R\Lambda}$. This approach is analogized in the Wilson RG [31–33] which consists of two steps: decimation and rescaling.

However, the following question remains important: what is the status of the original $S$-matrix of the theory in the representation of basis functions (on the continuous lattice of functions). And, is it possible to redefine the original expression for the $S$-matrix by the rescaling of same strictly defined building blocks of the theory. That is, the approach brings home the “Cheshire Cat,” the mischievous grin for implausibility of a redefinition of the $S$-matrix of the theory right at the start.

Take the definition of the $S$-matrix as follows:

$$S[g, \varphi] = \left\{ \prod_{k,\sigma} \int_{-\infty}^{+\infty} \frac{d\mu_{c,k}}{\sqrt{2\pi}} e^{-\frac{1}{2} \mu_{c,k}^2} \right\}^{-\frac{1}{2}} \int d^{D} x g(x) \left[ \prod_{c,k} \sum_{\sigma} d\mu(k) \phi_{\sigma}(kx) t_{c,k} \right].$$ \hspace{1cm} (41)

In the expression (41), the integration variables $\sqrt{d\mu(k)} t_{c,k} \rightarrow t_{c,k}$ have been changed; the basic functions $\phi_{\sigma}(kx) / \sqrt{d\mu(k)} \rightarrow \phi_{\sigma}(kx)$ are also redefined, corresponding to the trigonometric functions $\cos(kx)$ and $\sin(kx)$ from now on. An important point here, however, is that the product over the modes $(k,\sigma)$ is now understood as follows (where $f$ is an arbitrary function):

$$\prod_{k,\sigma} e^{f_{\sigma}(k)} = \sum_{\sigma} \int d\mu(k) f_{\sigma}(k).$$ \hspace{1cm} (42)
From now on, the expression (41) is the definition of the $S$-matrix of a theory on continuous lattice of functions. Variational principle will be formulated on the $S$-matrix in this form (41). The Gaussian measure of integration now has the form

$$d\mu(k) \prod_{k^I} \int_{-\infty}^{+\infty} \frac{d\sigma_{e,k}}{\sqrt{2\pi}} e^{-\frac{1}{2} \sigma_{e,k}^2} \equiv \int D\sigma[t].$$

(43)

Moreover, the measure (43) is also normalized to one. To show the mathematical correctness of the formulated definition of the $S$-matrix (41), results on the discrete and continuous lattices of basis functions, for both polynomial and nonpolynomial QFTs, will be compared.

Returning to the derivation of the majorant, expression (39) now has the form

$$G[g, \bar{\phi}] \leq \sum_{\sigma} \int d\mu(k) \left( \frac{1}{2} \left( A_{\sigma,k}^2 - 1 \right) - \ln A_{\sigma,k} \right) + \int D\sigma[u] S_1.$$  (44)

The required majorant, denoted $F$, is given in the form of sum of two terms:

$$F[g, \bar{\phi}] = I_1 + I_2, \quad I_1 = \int D\sigma[u] S_1, \quad I_2 = \sum_{\sigma} \int d\mu(k) \left( \frac{1}{2} \left( A_{\sigma,k}^2 - 1 \right) - \ln A_{\sigma,k} \right).$$  (45)

where expression for $I_1$, following transformations again in the discrete lattice case, is given by:

$$I_1 = \int D\sigma[u] \int d^Dx g(x) U \left[ \phi(x) + \sum_{\sigma} \int d\mu(k) \psi_{\sigma}(kx) A_{\sigma,k} \phi_{\sigma,k} \right] = \int d\Gamma e^{i\lambda \phi(x) - \frac{1}{2} \lambda^2 \sum \int d\mu(k) A_{\sigma,k}^2 \phi_{\sigma,k}(x)}$$

(46)

and, the function $A_{\sigma,k}$ is given in the standard way, again in the case of discrete lattice of functions,

$$A_{\sigma,k} = \frac{1}{\sqrt{1 + q_{\sigma}(k)}}.$$  (47)

As a result, the desired expression for the majorant $F$ on continuous lattice of functions is given by:

$$F[g, \bar{\phi}] = \frac{1}{2} \sum_{\sigma} \int d\mu(k) \left( \ln (1 + q_{\sigma}(k)) - \frac{q_{\sigma}(k)}{1 + q_{\sigma}(k)} \right) + \int d\Gamma e^{i\lambda \phi(x) - \frac{1}{2} \lambda^2 \sum \int d\mu(k) \frac{\psi_{\sigma,(k)}^2}{1 + q_{\sigma}(k)}}.$$  (48)

Having obtained the majorant $F$ for the generating functional $G$ on the continuous lattice of functions, it is important to note that the obtained majorant depends on pair of functions $q_{\sigma,k}$, with respect to which the majorant will be minimized in future. And, further derivations are possible only after specifying the theory; as a result, the polynomial theories $\phi^4$ and $\phi^6$, and the nonpolynomial sine-Gordon theory in $D$-dimensional spacetime, will both be considered in the following sections.
3. Polynomial Theory $\varphi^4_D$

3.1. S-Matrix of the $\varphi^4_D$ Theory in the Representation of Basis Functions (Discrete Lattice of Functions)

In this section, we turn to the polynomial $\varphi^4$ and $\varphi^6$ theories in $D$-dimensional spacetime. We first consider the $\varphi^4$ theory in the case of discrete lattice of basis functions. We derive an explicit expression for the majorant of the generating functional $G$, and then, in the approximation of the separable kernel, we obtain and solve the equations of the variational principle for the function $\varphi$. Using the obtained solution, we derive the optimal majorant for $G$. In similar way, we derive the expression for the $\varphi^4$ theory in the case of continuous lattice of basis functions. In the later part of the section, we give comment on vertex operators and the $\varphi^6$ theory.

For the $\varphi^4$ theory, the interaction Lagrangian $U$ is the polynomial function $U(\varphi) = \varphi^4$; field is set to zero i.e. $\varphi = 0$. In particular, the $S$-matrix of the theory is given by

$$S[\varphi] = \left\{ \pi \int_{-\infty}^{+\infty} \frac{dt_s}{\sqrt{2\pi}} e^{-\frac{1}{2}t_s^2} \right\} e^{-\int d^4x \left[ \sum_s t_s D_s(x) \right]^4}. \quad (49)$$

Writing, in fourth power of the field, the interaction action is represented by

$$S_1 = \sum_g \sum_g \sum_g \sum_g t_s(1) t_s(2) t_s(3) t_s(4) C_s(1) g(3) g(4) \quad (50)$$

where coefficients $C_s(1) g(3) g(4)$ are given by

$$C_s(1) g(3) g(4) = \int d^4x g(x) D_s(1) (x) D_s(2) (x) D_s(3) (x) D_s(4) (x). \quad (51)$$

In terms of the introduced notations, the $S$-matrix of the theory is then given by

$$S[\varphi] = \left\{ \pi \int_{-\infty}^{+\infty} \frac{dt_s}{\sqrt{2\pi}} e^{-\frac{1}{2}t_s^2} \right\} e^{-\sum_s \sum_s \sum_s t_s(1) t_s(2) t_s(3) t_s(4) C_s(1) g(3) g(4)}. \quad (52)$$

The integral in the bracket, can be investigated by numerical methods, for instance, Monte Carlo methods; such research could be a topic for a separate paper. In this paper, however, we solve a simpler problem: we derive a majorant for $-\ln S$, in the following sections.

3.2. Majorant of the S-Matrix of the $\varphi^4_D$ Theory (Discrete Lattice of Functions)

Consider the expression (23) in relation to the theory with interaction $U(\varphi) = \varphi^4$ and zero field. The Fourier transform of interaction Lagrangian, here, is a distribution, given explicitly by

$$\tilde{U} (\lambda) = 2\pi \frac{d^4\delta(\lambda)}{d\lambda^4}. \quad (53)$$

For the distribution (53), the integral over $x$ collapses into a coefficient $D_{\varphi^4\varphi}$; and, the majorant (23), denoted $F$, is represented in the compact form

$$F(q) \equiv 3 \sum_{\varphi^4\varphi^4} \frac{D_{\varphi^4\varphi^4}}{(1 + q\varphi^4)(1 + q\varphi^4)} + \frac{1}{2} \sum_{\varphi} \left[ \ln \left( 1 + q\varphi^4 \right) - q\varphi^4 \right], \quad (54)$$

where coefficients $D_{\varphi^4\varphi^4}$ are given by

$$D_{\varphi^4\varphi^4} \equiv \int d^4x g(x) D_{\varphi^4}^2 (x). \quad (55)$$
By the variational principle, we need to find the function \( q_s \) of the discrete variable \( s \) (the set of numbers \( q_s \)) for which \( F \) is extremal. In other words, we need to find the majorant closest to the original functional \( G \). To accomplish this, write the conditions for the extremum of \( F \):

\[
\frac{\partial F(q)}{\partial q_s} = -6 \sum_{s'} \frac{D_{ss'}}{(1 + q_s)(1 + q_{s'})} + \frac{1}{2} \frac{q_s}{(1 + q_s)^2} = 0. \tag{56}
\]

By the condition (56), the desired set of numbers \( q_s \) satisfy the equation

\[
q_s = 12 \sum_{s'} \frac{D_{ss'}}{1 + q_{s'}}. \tag{57}
\]

The resulting infinite system of nonlinear equations is a rather complex mathematical construction. We therefore need to simplify with the help of another inequality – Hölder inequality, which allows an analogue of the system (57) to be obtained, but with separable kernel. Moreover, the Hölder inequality only increases the value of the majorant, making it quite legitimate. Besides, it makes no sense to solve a complex infinite system of nonlinear equations for the sake of the answer, which itself is a majorant.

3.3. Integral Equation with Separable Kernel (Discrete Lattice of Functions)

Consider the kernel \( D_{ss'} \) in (57) and use the Hölder inequality. The following chain of equalities then holds:

\[
D_{ss'} = \int d^D x g(x)D^2_s(x)D^2_{s'}(x) = g \int d^D x \frac{g(x)}{8} D^2_s(x)D^2_{s'}(x) \leq \sqrt{\int d^D x \frac{g(x)}{8} D^4_s(x)} \sqrt{\int d^D x \frac{g(x)}{8} D^4_{s'}(x)} \tag{58}
\]

Let a measure be given by coupling constant \( g(x) \) divided by its integral over the entire \( D \)-dimensional spacetime. The expression (58) is then given in the compact form:

\[
D_{ss'} \leq h_s h_{s'}, \quad h_s = \sqrt{\int d^D x g(x)D^4_s(x)}, \quad g = \int d^D x g(x). \tag{59}
\]

Substituting the separable kernel (59) into equation (57), the equation for \( q_s \), we then obtain the solution for \( q_s \) in explicit analytical form:

\[
q_s = 12Ah_s, \quad A = \sum_{s'} \frac{h_s}{1 + 12Ah_s}. \tag{60}
\]

The solution actually is an imitation of the behavior of interaction constant in the lattice representation \( h_s \) itself; the value \( A \) is found from the second equality in (60).

In the solution (60), the majorant \( F \) does not exceed its separable analog \( F_{sep} \); explicit expression of the inequality is given by

\[
F(q) \leq F_{sep}(q) = \frac{1}{2} \sum_s \ln (1 + 12Ah_s) - 3A^2. \tag{61}
\]

Plots of the obtained solution \( q_s \) and the majorant \( F_{sep} \) is given constructed in the section devoted to numerical results. Note however, that all results obtained are valid for arbitrary dimension \( D \) of \( D \)-dimensional spacetime corresponding to the lattice of basis functions.
3.4. Majorant of the $S$-Matrix of the $\varphi^4$ Theory (Continuous Lattice of Functions)

In this subsection and the next, we implement the formulated procedure for the $\varphi^4$ theory in the case of continuous lattice of basis functions. Considering again the case of zero field $\bar{\varphi} = 0$, the expression (46) for $I_1$ takes the form:

$$I_1 = \int_{-\infty}^{+\infty} d\lambda \frac{d^4(\lambda)}{d\lambda^4} e^{-\frac{1}{2} \lambda^2 \sum \mu(k) \frac{\varphi^2(k)}{1 + \bar{\varphi}(k)}}$$  

$$= 3 \sum \sigma \int d\mu(k) \int d\mu(k') \int d^D x g(x) \frac{\varphi^2(k) \varphi^2(k')}{(1 + \bar{\varphi}(k))(1 + \bar{\varphi}(k'))}.$$  

(62)

As in the case of discrete lattice of basis functions, apply the Hölder inequality for split dependence on pairs of variables $(k, \sigma)$ and $(k', \sigma')$:

$$\int d^D x g(x) \varphi^2(k) \varphi^2(k') \leq \sqrt{\int d^D x g(x) \varphi^4(k)} \sqrt{\int d^D x g(x) \varphi^4(k')}.$$  

(63)

Introduce again the notation $h_{\sigma}(k)$ for interaction constant in the lattice representation as follows:

$$h_{\sigma}(k) \equiv \sqrt{\int d^D x g(x) \varphi^4(kx)}.$$  

(64)

That is, the expression (62) is majorized by a separable analog

$$I_1 \leq 3 \left( \sum \sigma \int d\mu(k) \frac{h_{\sigma}(k)}{1 + \bar{\varphi}(k)} \right)^2.$$  

(65)

As usual, the desired majorant $F$ does not exceed its separable analog $F_{sep}$; explicit expression for the inequality is given by:

$$F[q] \leq F_{sep}[q] = \frac{1}{2} \sum \sigma \int d\mu(k) \left( \ln(1 + \bar{\varphi}(k)) - \frac{\bar{\varphi}(k)}{1 + \bar{\varphi}(k)} \right) + 3 \left( \sum \sigma \int d\mu(k) \frac{h_{\sigma}(k)}{1 + \bar{\varphi}(k)} \right)^2.$$  

(66)

For the majorant $F_{sep}$ in (66), the extremum equation will be obtained in the next subsection. And, explicit expression for $F_{sep}$ on solving the equation for pair of functions $\bar{\varphi}(k)$ will be derived.

3.5. Integral Equation with Separable Kernel (Continuous Lattice of Functions)

From the extremum condition for the majorant $F$ in (66)

$$\frac{\delta F[q]}{\delta \bar{\varphi}(k)} = 0$$  

(67)

equations for pair of functions $\bar{\varphi}(k)$ are obtainable. At the same time, solutions of extremum equations for $F_{sep}$, being solutions of integral equations with separable kernels, are given by an analytical form

$$\bar{\varphi}(k) = 12 Ah_{\sigma}(k).$$  

(68)
As in the case of discrete lattice of functions, the solution imitates the behavior of interaction constant in the lattice representation $h_\nu(k)$ itself; an explicit expression for the constant $A$ is given as follows:

$$A = \sum_\sigma \int d\mu(k) \frac{h_\nu(k)}{1 + q_\nu(k)}. \quad (69)$$

Substituting the function (68) into definition (69), the constant $A$ is explicitly given by

$$A = \sum_\sigma \int d\mu(k) \frac{h_\nu(k)}{1 + 12Ah_\nu(k)}. \quad (70)$$

By the solution (68) – (70), the desired majorant $F_{\text{sep}}$ now has the form

$$F_{\text{sep}}[q] = \frac{1}{2} \sum_\sigma \int d\mu(k) \ln (1 + 12Ah_\nu(k)) - 3A^2. \quad (71)$$

As usual, all obtained results are valid for arbitrary dimension $D$ of $D$-dimensional spacetime corresponding to the lattice of basis functions.

There are a number of points to recollect in this section. First of all, the case of a nonzero field $\bar{\phi}$ is investigated using methods developed in this section. Such field is represented as the series expansion over the functions $D_s$ with some coefficients $j_s$ on the discrete lattice. An arbitrary set of coefficients $j_s$ corresponds to an arbitrary field $\bar{\phi}$. If the coefficients are chosen as sums of functions $D_s$ at fixed spacetime points $x_\alpha$ ($\alpha = 1, 2, ...$) with coefficients $j_\alpha$, such choice of field corresponds to so-called vertex operators. As an illustration, the following equalities are given:

$$\bar{\phi}(x) = \sum_s j_s D_s(x), \quad j_s = \sum_\alpha j_\alpha D_s(x_\alpha). \quad (72)$$

Vertex operators play an important role as objects, since the partial derivatives with respect to $j_\alpha$ of these operators give the values of the Green functions at the points $x_\alpha$. That is, instead of developing technique of inequalities for Green functions, one can consider the technique developed for the $S$-matrix of the theory with a field (72). The research may be the subject of a separate paper.

Finally, a few words on the polynomial $\phi^6$ theory (for arbitrary $D$): For the theory, the Fourier transform of the interaction Lagrangian is also the distribution, explicit form of which is given by:

$$\tilde{U}(\lambda) = -2\pi \int d^6\delta(\lambda) \frac{d^6\nu(\lambda)}{d\lambda^6}. \quad (73)$$

All the methods developed in this section allow investigation of such field theory by actually following the procedure already done. In particular, the majorants $F_{\text{sep}}$ and $F_{\text{sep}}^\alpha$ will be constructed on discrete and continuous lattices of basis functions, respectively. Such research may also be the subject of a separate paper.
4. Nonpolynomial Sine-Gordon Theory

4.1. Majorant of the S-Matrix of the Sine-Gordon Theory (Discrete Lattice of Functions)

In this section, we consider the nonpolynomial sine-Gordon theory in the $D$-dimensional spacetime. First we consider the theory in the case of the discrete lattice of basis functions. We derive an explicit expression for the majorant of the generating functional $G$, and then we obtain the equations of the variational principle for the function $q_s$. Next, we find the upper bound $q_s^{(+)}$ and the lower bound $q_s^{(-)}$ for the function $q_s$. Then we find a simplified majorant for the generating functional $G$, for which we obtain and solve the equations of the variational principle for the corresponding function $q_s$ (we denote it by the same symbol, since its position in the text is such that will not confuse). Using the obtained solution, we define the optimal majorant for $G$ in the simplified case. Then we will repeat the formulated program for the sine-Gordon theory in the case of the continuous lattice of basis functions.

Consider the general expression for majorant (23) in application to the sine-Gordon theory. In this case, the Fourier transform of the interaction Lagrangian $\tilde{U}$ is the distribution:

$$\tilde{U}(\lambda) = \pi [\delta(\lambda - \eta) + \delta(\lambda + \eta)],$$

(74)

and the majorant takes the following form

$$F(q) \equiv \int d^D x g(x) \cos[\eta \phi(x)] e^{-\frac{1}{2} \eta^2 \sum_{\gamma} \frac{D^2_{\gamma}(x)}{\pi \eta^2 \gamma}} + \frac{1}{2} \sum_s \ln \left[(1 + q_s) - \frac{q_s}{1 + q_s}\right].$$

(75)

The expression (75) depends on the field $\phi$. We set to zero the variational derivative of $F$ over the field $\phi$ in order to find the condition for the extremal field, therefore, the vacuum of the sine-Gordon theory. The sought expression reads as follows:

$$\frac{\delta F(q)}{\delta \phi(y)} = -\eta \int d^D x g(x) \sin[\eta \phi(x)] e^{-\frac{1}{2} \eta^2 \sum_{\gamma} \frac{D^2_{\gamma}(x)}{\pi \eta^2 \gamma}} \delta^{(D)}(x - y) = 0,$$

(76)

which gives us the condition $\eta \phi(y) = \pi m, m \in \mathbb{Z}$. Let us choose the (vacuum) value of the field $\eta \phi_0 = \pi(2m + 1)$. In this case, we reach the global minimum of the sine-Gordon theory. In the future, the dependence on $\phi_0$ will not be explicitly indicated. The expression for majorant in this case is:

$$F(q) = -\int d^D x g(x) e^{-\frac{1}{2} \eta^2 \sum_{\gamma} \frac{D^2_{\gamma}(x)}{\pi \eta^2 \gamma}} + \frac{1}{2} \sum_s \ln \left[(1 + q_s) - \frac{q_s}{1 + q_s}\right].$$

(77)

From the minimum condition (the partial derivatives of $F$ with respect to $q_s$ equal to zero), we obtain the equations of the variational principle for the set $q_s$, for which $F$ is minimal:

$$\frac{\partial F(q)}{\partial q_s} = 0, \quad q_s = \eta^2 \int d^D x g(x) e^{-\frac{1}{2} \eta^2 \sum_{\gamma} \frac{D^2_{\gamma}(x)}{\pi \eta^2 \gamma}} D^2_{s}(x).$$

(78)

The resulting infinite system of nonlinear equations is a rather complex mathematical construction. The situation is even more complicated than in the $\phi^4$ theory, since the system (78) contains an integral over $x$ in an explicit form. For this reason, we will find upper bound $q_s^{(+)}$ and lower bound $q_s^{(-)}$ for the function $q_s$, in other words, such functions, that $q_s^{(-)} \leq q_s \leq q_s^{(+)}$. 
4.2. Estimates for the Solution of the Variational Principle Equations (Discrete Lattice of Functions)

4.2.1. Upper Bound

We begin by defining the upper bound $q_s^{(+)}$. We use the fact that the natural measure can be defined on the discrete lattice, since the following equality holds:

$$\sum_s D_s^2(x) = G(0). \quad (79)$$

Next, in the expression (78) we use the Jensen inequality for a convex function which is the exponential function in this case. Then for the function $q_s$ in (78) the following is true:

$$q_s \leq \frac{\eta^2}{G(0)} \int d^D x g(x) D_s^2(x) \sum_{s'} D_{s'}^2(x) e^{-\frac{1}{2} \eta^2 G(0)} \leq$$

$$\leq \frac{\eta^2}{G(0)} \sum_{s'} D_{s'} e^{-\frac{1}{2} \eta^2 G(0)} \quad D_{s'} \equiv \int d^D x g(x) D_s^2(x) D_{s'}^2(x). \quad (80)$$

Note that in the expression (80) the integral over $x$ appears only in the definition of the coefficient $D_{s'}$.

We further assume that the coefficient $D_{s'}$ appearing in the expression (80) is separable – thus, we will only intensify the inequality (80). We use the Hölder inequality to split the coefficient $D_{s'}$. The result repeats the case of the $\varphi^4$ theory:

$$D_{s'} \leq h_s h_{s'}, \quad h_s \equiv \sqrt{\int d^D x g(x) D_s^2(x)}. \quad (81)$$

Substituting the splitting (81) into the expression (80), and closing it with the function $q_s^{(+)}$, we obtain the equation with the separable kernel for the upper bound $q_s^{(+)}$. The solution of this equation has a simple analytical form:

$$q_s \leq q_s^{(+)} \equiv \frac{\eta^2}{G(0)} \int d^D x g(x) D_s^2(x) \equiv \frac{\eta^2}{G(0)} \int d^D x g(x) D_s(0). \quad (82)$$

The first equality in the expression (82) shows that the estimate $q_s^{(+)}$ actually repeats the behavior of the interaction constant in the lattice representation $h_s$ itself. The second equality in the expression (82) gives the equation for determining the coefficient $A^{(+)}$. Such an equation can be solved by numerical methods.

4.2.2. Lower Bound

Let us proceed to the definition of the lower bound $q_s^{(-)}$. We first introduce the following definition for the $D_s$ harmonics of the interaction constant in the lattice representation:

$$\int d^D x g(x) D_s^2(x) \equiv g_s^{(0)}. \quad (83)$$

Now we can write the following chain of inequalities, based on the Jensen inequality for the exponential function and the Hölder inequality for splitting the arising coefficient $D_{s'}$:

$$q_s = \frac{\eta^2}{g_s^{(0)}} \int d^D x g(x) D_s^2(x) e^{-\frac{1}{2} \eta^2 \sum_j \frac{G_j(s)}{1+t_j}} \geq \frac{\eta^2}{g_s^{(0)}} e^{-\frac{\eta^2}{2g_s^{(0)}}} \int d^D x g(x) D_s^2(x) \sum_j \frac{G_j(s)}{1+t_j} \geq$$

$$\geq \frac{\eta^2}{g_s^{(0)}} e^{-\frac{\eta^2}{2g_s^{(0)}}} \sum_j \frac{h_j}{1+t_j}. \quad (84)$$
The expression (84) allows us to obtain the equation with the separable kernel for the lower bound $q_s^{(-)}$. The solution of this equation has a simple analytical form:

$$q_s \geq q_s^{(-)} = \eta^2 s_s^{(0)} e^{-\frac{x^2}{\eta^2 s_s^{(0)}} A^{(-)} h_s} , \quad A^{(-)} = \sum_s \frac{h_s}{1 + \eta^2 s_s^{(0)} e^{-\frac{x^2}{\eta^2 s_s^{(0)}}}}.$$  \hfill (85)

The second equality in the expression (85) gives an equation for determining the coefficient $A^{(-)}$. Such an equation can be solved by numerical methods.

Note that the estimates $q_s^{(+)}$ and $q_s^{(-)}$ are simpler for calculations than $q_s$, since explicit integration over $x$ in the corresponding expressions is missing. The plots of the obtained estimates $q_s^{(+)}$ and $q_s^{(-)}$ will be constructed in the next section.

4.3. Simple Majorant of $G$ on the Discrete Lattice of Functions

In the final subsection devoted to the sine-Gordon theory on the discrete lattice of functions, we derive a simple majorant. First we introduce the measure of integration over $x$:

$$\frac{1}{g} \int d^D x g(x)(...) , \quad g \equiv \int d^D x g(x).$$ \hfill (86)

Next, we use Jensen inequality for the exponential function in the expression for the majorant (77) itself. The following transformations are valid:

$$- \int d^D x g(x) e^{-\frac{1}{\eta^2} \sum \frac{D^2(x)}{1 + \sigma^2}} \leq -ge^{-\frac{1}{2}\eta^2 \int d^D x g(x) \sum \frac{D^2(x)}{1 + \sigma^2}} = -ge^{-\frac{1}{2}\eta^2 \sum \frac{g_s^{(0)}}{1 + \sigma^2}}.$$ \hfill (87)

The expression (87) allows us to write the expression for the simple majorant $F_{simple}:

$$F_{simple}(q) = -ge^{-\frac{1}{2}\eta^2 \sum \frac{g_s^{(0)}}{1 + \sigma^2}} + \frac{1}{2} \sum_s \left[ \ln (1 + q_s) - \frac{q_s}{1 + q_s} \right].$$ \hfill (88)

Next, we must derive and solve the equations of the variational principle for $F_{simple}$ (88).

The minimum condition is:

$$\frac{\partial F_{simple}(q)}{\partial q_s} = \frac{1}{2} q_s - \frac{\eta^2}{2} \sum \frac{g_s^{(0)} h_s}{1 + \eta^2 s_s^{(0)} e^{-\frac{x^2}{\eta^2 s_s^{(0)}}}} g_s^{(0)} (1 + q_s)^2 = 0.$$ \hfill (89)

The expression (89) allows us to obtain a simple equation for $q_s$. The analytical solution to this equation reads as follows:

$$q_s = \eta^2 s_s^{(0)} e^{-\frac{1}{2}\eta^2 \frac{1}{2} A_{simple}}, \quad A_{simple} = \sum_s \frac{g_s^{(0)}}{1 + \eta^2 s_s^{(0)} e^{-\frac{x^2}{\eta^2 s_s^{(0)}}}}.$$ \hfill (90)

As always, the value $A_{simple}$ is determined by the second equality in (90). Substituting then the solution $q_s$ in the form (90) into the expression (88) for $F_{simple}$, we obtain the desired simple majorant on the solution:

$$F_{simple}(q) = \frac{1}{2} \sum_s \ln (1 + q_s) - \left( g + \frac{\eta^2}{2} A_{simple} \right) e^{-\frac{1}{2}\eta^2 \frac{1}{2} A_{simple}}.$$ \hfill (91)

This concludes the presentation of the sine-Gordon theory on the discrete lattice of functions. In the remaining subsections of this section, we consider the sine-Gordon theory on the continuous lattice of functions.
4.4. Majorant of the $S$-Matrix of the Sine-Gordon Theory (Continuous Lattice of Functions)

In this and the next subsections, we implement the formulated program for the sine-Gordon theory in the case of the continuous lattice of basis functions. Let us consider the expression (48) in application to the sine-Gordon theory. In this case, the expression (48) reads:

$$
\mathcal{F}[q] = \frac{1}{2} \sum \int d\mu(k) \left( \ln (1 + q_c(k)) - \frac{q_c(k)}{1 + q_c(k)} \right) + \int d^Dxg(x) \cos [\eta \phi(x)] e^{-\frac{1}{2}\eta^2 \sum f d\mu(k) \frac{\partial^2}{\partial \phi^2(q)}}. \tag{92}
$$

The minimum of the functional (92) is obtained when $\eta \phi(x) = \eta \phi_0 = \pi(2m + 1), m \in \mathbb{Z}$ (sine-Gordon theory vacuum). In the future, the dependence on $\phi_0$ will not be explicitly indicated. The expression for the majorant (92) in this case has the following form:

$$
\mathcal{F}[q] = \frac{1}{2} \sum \int d\mu(k) \left( \ln (1 + q_c(k)) - \frac{q_c(k)}{1 + q_c(k)} \right) - \int d^Dxg(x) e^{-\frac{1}{2}\eta^2 \sum f d\mu(k) \frac{\partial^2}{\partial \phi^2(q)}}. \tag{93}
$$

From the minimum condition of the functional (93), we obtain the following equation of the variational principle for the pair of functions $q_c(k)$:

$$
\delta \mathcal{F}[q] = 0, \quad q_c(k) = \eta^2 \int d^Dxg(x) \psi^2_c(kx) e^{-\frac{1}{2}\eta^2 \sum f d\mu(k) \frac{\partial^2}{\partial \phi^2(q)}}. \tag{94}
$$

The equation (94) is an analogue of the system of equations (78) used in the discrete case. As on the discrete lattice, to determine the solution $q_c(k)$, it suffices to find upper bound $q_c^{(+)}(k)$ and lower bound $q_c^{(-)}(k)$.

4.5. Estimates for the Solution of the Variational Principle Equations (Continuous Lattice of Functions)

4.5.1. Upper Bound

We begin with the derivation of the upper bound $q_c^{(+)}(k)$. We use the fact that the natural measure can be defined on the continuous lattice, since the following equality holds (a consequence from the explicit expression for the propagator of the theory):

$$
\sum \int d\mu(k) \psi^2_c(kx) = 1. \tag{95}
$$

Then we use again the Jensen inequality for the exponential function:

$$
e^{-\frac{1}{2}\eta^2 \sum f d\mu(k) \frac{\partial^2}{\partial \phi^2(q)}} \leq \sum \int d\mu(k) \psi^2_c(kx) e^{-\frac{1}{2}\eta^2 \frac{1}{1 + q_c^2(q)}}. \tag{96}
$$

Given the inequality (96), we obtain the following expression for the pair of functions $q_c(k)$:

$$
q_c(k) \leq \eta^2 \sum \int d\mu(k') e^{-\frac{1}{2}\eta^2 \frac{1}{1 + q_c^2(q')}} \int d^Dxg(x) \psi^2_c(kx) \psi^2_c(k'x). \tag{97}
$$
As in the case of the $q^d$ theory, we use the Hölder inequality to split the dependence on pairs of the variables $(k, \sigma)$ and $(k', \sigma')$:

$$
\int d^D x g(x) \tilde{\psi}_\sigma^2(kx) \tilde{\psi}_{\sigma'}^2(k'x) \leq h_\sigma(k) h_{\sigma'}(k'), \quad h_\sigma(k) \equiv \sqrt{\int d^D x g(x) \tilde{\psi}_\sigma^2(kx)}. \tag{98}
$$

The expression (98) introduces the notation $h_\sigma(k)$ for the interaction constant in the lattice representation.

Substituting the splitting (98) into the expression (97), and closing it with the function $q_\sigma^{(+)}(k)$, we obtain the equation with the separable kernel for the upper bound $q_\sigma^{(+)}(k)$. The solution of this equation has a simple analytical form:

$$
q_\sigma(k) \leq q_\sigma^{(+)}(k) = \eta^2 A^{(+)} h_\sigma(k), \quad A^{(+)} = \sum_{\sigma'} \int d\mu(k) h_{\sigma'}(k) e^{-\frac{1}{2} \frac{\eta^2}{1 + \eta^2 A^{(+)} h_\sigma(k)}}. \tag{99}
$$

The first equality in the expression (99) shows that the estimate $q_\sigma^{(+)}(k)$ actually repeats the behavior of the interaction constant in the lattice representation $h_\sigma(k)$ itself. The second equality in the expression (99) gives the equation for determining the coefficient $A^{(+)}$.

4.5.2. Lower Bound

Let us proceed to the derivation of the lower bound $q_\sigma^{(-)}(k)$. First we introduce the following definition for the $(k, \sigma)$ harmonics of the interaction constant in the lattice representation:

$$
\int d^D x g(x) \tilde{\psi}_\sigma^2(kx) \equiv \tilde{g}_\sigma^{(0)}(k). \tag{100}
$$

Now we can write the following chain of inequalities based on Jensen and Hölder inequalities:

$$
q_\sigma(k) = \frac{\eta^2 \tilde{g}_\sigma^{(0)}(k)}{\tilde{g}_\sigma^{(0)}(k)} \int d^D x g(x) \tilde{\psi}_\sigma^2(kx) e^{-\frac{1}{2} \eta^2 \sigma' \int d\mu(k') \tilde{\psi}_{\sigma'}^2(k') \frac{h_{\sigma'}(k')}{1 + \eta^2 A^{(-)} h_{\sigma'}(k')}} \geq \eta^2 \tilde{g}_\sigma^{(0)}(k) e^{-\frac{1}{2} \eta^2 \int d\mu(k') h_{\sigma'}(k') \frac{h_{\sigma'}(k')}{1 + \eta^2 A^{(-)} h_{\sigma'}(k')}} \int d^D x g(x) \tilde{\psi}_\sigma^2(kx) \tilde{\psi}_{\sigma'}^2(k'x) \geq \eta^2 \tilde{g}_\sigma^{(0)}(k) e^{-\frac{1}{2} \eta^2 \int d\mu(k') \frac{h_{\sigma'}(k')}{1 + \eta^2 A^{(-)} h_{\sigma'}(k')}} \tag{101}
$$

The expression (101) allows us to obtain the equation with the separable kernel for the lower bound $q_\sigma^{(-)}(k)$. The solution of this equation has a simple analytical form:

$$
q_\sigma(k) \geq q_\sigma^{(-)}(k) = \eta^2 \tilde{g}_\sigma^{(0)}(k) e^{-\frac{1}{2} \eta^2 A^{(-)} \frac{h_\sigma(k)}{\tilde{g}_\sigma^{(0)}(k)}}. \tag{102}
$$

The value $A^{(-)}$ appearing in the expression (102) is determined by the following equation:

$$
A^{(-)} = \sum_{\sigma'} \int d\mu(k) \frac{h_{\sigma'}(k)}{1 + \eta^2 \tilde{g}_\sigma^{(0)}(k)} e^{-\frac{1}{2} \eta^2 A^{(-)} \frac{h_{\sigma'}(k)}{\tilde{g}_\sigma^{(0)}(k)}}. \tag{103}
$$

At the end of the subsection, we note that, as in the case of the discrete lattice, the estimates $q_\sigma^{(+)}(k)$ and $q_\sigma^{(-)}(k)$ are easier to compute than $q_\sigma(k)$, since there is no explicit integration over $x$ in the corresponding expressions. It remains to derive the simple majorant of $\mathcal{G}$ on the continuous lattice of functions to which the next final subsection is devoted.
4.6. Simple Majorant of $G$ on the Continuous Lattice of Functions

Similarly to the case of simple majorant on the discrete lattice at the beginning, we use the Jensen inequality for the exponent function in the expression for the majorant (93) itself. The following transformations are valid:

$$\int d^Dx g(x)e^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)} \int d^Dx g(x)\phi^2(kx)} \leq -ge^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)}}. \tag{104}$$

The expression (104) allows us to write the expression for the simple majorant $F_{\text{simple}}$:

$$F_{\text{simple}}[q] = \frac{1}{2} \sum_{\sigma} \int d\mu(k) \left( \ln \left( 1 + q_{\sigma}(k) \right) - \frac{q_{\sigma}(k)}{1 + q_{\sigma}(k)} \right) - ge^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)}}. \tag{105}$$

Next, we must derive and solve the equations of the variational principle for $F_{\text{simple}}$ (105).

From the minimum condition, we find the pair of functions $q_{\sigma}(k)$, for which the simple majorant is minimal, in analytic form:

$$\frac{\delta F_{\text{simple}}[q]}{\delta q_{\sigma}(k)} = 0, \quad q_{\sigma}(k) = \eta^2 S_{\sigma}^{(0)}(k)e^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)}}. \tag{106}$$

The value $A^{(+)}$ appearing in the expression (106) is determined by the following equation:

$$A_{\text{simple}} = \sum_{\sigma} \int d\mu(k) \frac{S_{\sigma}^{(0)}(k)}{1 + \eta^2 S_{\sigma}^{(0)}(k)e^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)}}}. \tag{107}$$

Substituting then the solution $q_{\sigma}(k)$ in the form (106) – (107) into the expression (105) for $F_{\text{simple}}$, we obtain the desired simple majorant on the solution:

$$F_{\text{simple}}[q] = \frac{1}{2} \sum_{\sigma} \int d\mu(k) \ln \left( 1 + q_{\sigma}(k) \right) - \left( g + \frac{\eta^2 A_{\text{simple}}}{2} \right)e^{-\frac{1}{2} \sum_{\sigma} \int d\mu(k) \frac{d^D(\phi)}{d\mu(k)}}. \tag{108}$$

This concludes the presentation of the sine-Gordon theory on the continuous lattice of functions. In conclusion, we note that the $S$-matrix of this theory can be investigated by the methods of statistical physics, if we write $S$ in the form of the grand canonical partition function. In this paper, the sine-Gordon theory was chosen as an example to demonstrate the methods developed in the framework of the general approach based on the representation of the $S$-matrix of an arbitrary QFT in terms of basis functions. The study of the sine-Gordon theory in $D$-dimensional spacetime by the methods of statistical physics can be the subject of a separate paper.
5. From $D = 1$ to $D = 26$ and Beyond

5.1. Polynomial Theory $\varphi^4$

In this subsection, we consider the majorant $F_{\text{sep}}$ for the $S$-matrix of the polynomial $\varphi^4_D$ theory on the discrete lattice of basis functions for a particular type of the coupling constant $g(x)$ and the propagator $D(x)$ in the dimension $D = 1$. Both functions will be chosen in the form of the Gaussian function. Such a choice allows us to simplify analytical calculations in the maximal way, since the integrals of the product of the Gaussian function and the Hermite functions are again expressed through themselves, as it is well known from the theory of the Gauss–Weierstrass integral transformation [80]. This happens, for example, for functions $D_s(x)$.

5.1.1. Analytics

Let us choose the coupling constant $g(x)$ as a Gaussian function with amplitude $g(0)$ and (inverse) width $w$:

$$g(x) = g(0)e^{-\frac{1}{2}w x^2}. \quad (109)$$

The parameter $w$ determines how fast the interaction falls, therefore, must be expressed through some infrared length $L$. In the realistic model, the value of $L$ should be the largest of all possible lengths in the system.

Next, we consider the propagator of the theory $D(x)$. We also select it as a Gaussian function with amplitude $D(0)$ and width $\varepsilon$.

$$D(x) = D(0)e^{-\frac{1}{2}\varepsilon x^2}. \quad (110)$$

In the process of calculating the majorant, we need to calculate the functions $D_s(x)$:

$$D_s(x) = \frac{D(0)}{\sqrt{2\pi}} \int dz e^{-(x-z)^2} H_s(z) e^{-\frac{1}{2}z^2}. \quad (111)$$

To calculate the integral in expression (111), we use the following result from the theory of the Gauss–Weierstrass integral transformation [80] (the function $F_u$ is an image of the integral transformation):

$$F_u(z) \equiv \int dy H_n(y) e^{-\frac{1}{2}(z-y)^2} = \sqrt{2\pi u} \sqrt{(1-2u)^n} H_n \left( \frac{z}{\sqrt{1-2u}} \right), \quad 0 \leq u < \frac{1}{2}. \quad (112)$$

For our problem, the application of the expression (112) reads:

$$\int \limits_{-\infty}^{+\infty} dy H_n(y) e^{-\frac{1}{2}y^2} e^{-\frac{1}{2}(z-y)^2} = e^{-\frac{1}{2}\varepsilon^2} F_{\frac{1}{1+\varepsilon}} \left( \frac{x}{1+\varepsilon} \right). \quad (113)$$

Using the expression (113), we can calculate the integral for the functions $D_s(x)$ (111). After substituting the image $F_u$, the result reads as follows:

$$D_s(x) = \frac{D(0)}{\sqrt{2\pi}} \int \limits_{-\infty}^{+\infty} dz e^{-\frac{1}{2}\varepsilon x^2} H_s \left( x \sqrt{\frac{1-\varepsilon}{1+\varepsilon}} \right) e^{-\frac{1}{2}z^2}. \quad (114)$$

In this form, the functions $D_s(x)$ will be used in the numerical calculations.
The integrals for the coupling constant in the lattice representation $h_s = \sqrt{\int dx g(x) D^4_s(x)}$ are calculated numerically. Having determined $h_s$, we use them to find the value of the constant $A$ from the following equation:

$$A = \sum_{s=0}^{\infty} \frac{h_s}{1 + 12Ah_s}.$$  \hspace{1cm} (115)

Thus, having determined the quantities $h_s$ and $A$, we arrive at the final expression for the majorant $F_{\text{sep}}$, which is easily found numerically:

$$F_{\text{sep}} = \frac{1}{2} \sum_{s=0}^{\infty} \ln(1 + 12Ah_s) - 3A^2.$$  \hspace{1cm} (116)

In the following subsection the results of the calculation on the lattice $s_{\text{max}} = 20$ at various values of the model parameters are presented. Let us note that the results obtained on the lattice $s_{\text{max}} = 10$ differ from those given in the present paper insignificantly.

5.1.2. Plots

In this subsection, we present numerical results (plots) for the majorant $F_{\text{sep}}$ for the $S$-matrix of the polynomial theory $\varphi^4_1$ on the discrete lattice of basis functions. We also present plots of the variation function $q_s$.

**Figure 1.** The figures show the dependence of the variational functions $q_s$ on $s$ for different values of the parameters of width $w$ and $\epsilon$. At the same time, we chose the following system of units: the product $\sqrt{g(0)}D^2(0) = 1$, as well as the width of the basis functions $\psi_s(x)$.

**Figure 2.** The figure shows the dependence of the functions $q_s$ on $s$ for different values of the amplitude of the coupling constant $g(0)$. The parameters $w$ and $\epsilon$ are fixed and equal to $w = 100$ and $\epsilon = 0.5$, respectively. The amplitude of the propagator $D(0) = 1$ (in this case, the variation of the product $\sqrt{g(0)}D^2(0)$ means the variation of the $g(0)$).
As one can see from the plots in Fig. 1, 2 the functions \( q_s \) decrease rapidly as \( s \) grows. Thus, we can cut the summation in the expression for the majorant \( F_{\text{sep}} \) (116) when calculating it.
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**Figure 3.** The figures show the dependence of the majorant \( F_{\text{sep}} \) on the width \( w \) of the coupling constant \( g(x) \) for different values of the parameters \( \varepsilon \) and the amplitude of the coupling constant \( g(0) \). Left: \( \sqrt{g(0)}D^2(0) = 1 \). Right: \( \varepsilon = 0.5; D(0) = 1 \).
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**Figure 4.** The figure shows the dependence of the majorant \( F_{\text{sep}} \) on the amplitude of the coupling constant \( g(0) \) for different values of \( \varepsilon \). The width parameter \( w = 100 \), the propagator amplitude \( D(0) = 1 \) (which demonstrates the dynamics with respect to the value \( g(0) \)).

At the end of the subsection let us make one remark. Selected units system is rather a toy system. These units are designed to demonstrate the existence of the nontrivial solutions within the framework of the general theory developed in the paper. The case \( D = 1 \) is also chosen for simplicity of the numerical calculation, since already in the case of \( D = 4 \) the complexity of the calculation increases significantly. However, in the final subsection we will offer an original point of view on the nonlocal theory in an arbitrary dimension of the spacetime \( D \).

5.2. Nonpolynomial Sine-Gordon Theory

In this subsection, we consider the majorant \( F_{\text{simple}} \) for the \( S \)-matrix of the nonpolynomial sine-Gordon theory on the discrete lattice of basis functions. Many values will repeat those of the previous subsection. For this reason, we will focus on the interesting differences that arise in this theory. First consider analytics.

5.2.1. Analytics

We begin the analytical calculations with rescaling of the expressions for the upper \( q_s^{(+)} \) (82) and the lower \( q_s^{(-)} \) (85) bounds of the variational function \( q_s \). Then we rescale the expressions for the
simplified variational function \( q_s \) (90) and the majorant \( F_{\text{simple}} \) (91). Note that this rescaling is possible for any value of the spacetime dimension \( D \).

Let us introduce the dimensionless parameter \( \alpha \) and rescaled values \( \bar{A}^{(\pm)} \) and \( \bar{h}_s \) as follows:

\[
\alpha \equiv \eta^2 G(0), \quad \bar{A}^{(\pm)} \equiv \frac{A^{(\pm)}}{G(0)}, \quad \bar{h}_s \equiv \frac{h_s}{G(0)}.
\] (117)

In terms of (117), an analytical solution for the upper bound \( q_s^{(+)} \) (82) reads:

\[
q_s^{(+)} = \alpha \bar{A}^{(+)} \bar{h}_s, \quad \bar{A}^{(+)} = \sum_{s=0}^{\infty} \bar{h}_s e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}^{(+)} \bar{h}_s}.
\] (118)

Next, we introduce the rescaled values \( \bar{A}^{(-)} \) and \( \bar{g}_s^{(0)} \):

\[
\bar{A}^{(-)} \equiv \frac{A^{(-)}}{G(0)}, \quad \bar{g}_s^{(0)} \equiv \frac{g_s^{(0)}}{G(0)}.
\] (119)

In terms of (119), the analytical solution for the lower bound \( q_s^{(-)} \) (85) reads as follows:

\[
q_s^{(-)} = \alpha \bar{g}_s^{(0)} e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}^{(-)} \bar{h}_s}, \quad \bar{A}^{(-)} = \sum_{s=0}^{\infty} \frac{\bar{h}_s}{1 + \alpha \bar{g}_s^{(0)} e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}^{(-)} \bar{h}_s}}.
\] (120)

For solutions (118) and (120) in the next subsection, numerical results (plots) will be presented.

Now we consider the simplified variational function \( q_s \) (90) and the majorant \( F_{\text{simple}} \) (91). Let us introduce the rescaled value \( \bar{A}_{\text{simple}} \):

\[
\bar{A}_{\text{simple}} \equiv \frac{A_{\text{simple}}}{G(0)}.
\] (121)

The analytical solution for the simplified variational function \( q_s \) (90) reads as follows:

\[
q_s = \alpha \bar{g}_s^{(0)} e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}_{\text{simple}}}, \quad \bar{A}_{\text{simple}} = \sum_{s=0}^{\infty} \frac{\bar{g}_s^{(0)}}{1 + \alpha \bar{g}_s^{(0)} e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}_{\text{simple}}}}.
\] (122)

Finally, we can write the expression for the majorant \( F_{\text{simple}} \) (91) in terms of the values defined in this subsection:

\[
F_{\text{simple}}(q) = \frac{1}{2} \sum_{s=0}^{\infty} \ln \left( 1 + \alpha \bar{g}_s^{(0)} e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}_{\text{simple}}} \right) - \left( \bar{g} + \frac{\alpha \bar{A}_{\text{simple}}}{2} \right) e^{-\frac{1}{2} \frac{\alpha}{\bar{s}} \bar{A}_{\text{simple}}}.
\] (123)

For the solution (122) and majorant (123) in the next subsection, numerical results (plots) will also be given. But first we will make an important remark.

The results obtained are determined by the dimensionless parameter \( \alpha \). This parameter is the ratio of the ultraviolet length parameter from \( G(0) \), and some length parameter from \( \eta \). The parameter \( \eta \) in turn determines the scale of the interaction Lagrangian (the function \( U \), which for the sine-Gordon theory has the form (74)). The latter will also be considered ultraviolet [17]. A beautiful picture appears: the interaction Lagrangian as a function of the field \( U \) is driven by the ultraviolet length scale, but the interaction constant \( g(x) \) is driven by some infrared length scale \( L \) (through \( \omega \)). Such a hierarchy of length scales forms a nontrivial nonpolynomial field theory. Thus, in the future it seems natural to choose the value \( \alpha = 1 \).
5.2.2. Plots

In this subsection, we present numerical results (plots) for the majorant $F_{\text{simple}} + g$ of the $S$-matrix of the nonpolynomial sine-Gordon theory on the discrete lattice of basis functions. The shift $g$ is introduced so that the Lagrangian of the interaction is positive everywhere, which leads to the positivity of the majorant itself by construction (in this case $S < 1$). We also present plots of the variational function $q_s$, estimates $q_s^{(+)}$ and $q_s^{(-)}$. Everywhere accepted $\alpha = 1$.

Figure 5. The figures show the dependence of the variational functions $q_s^{(+)}$ on $s$. Left: $w$ changes, $\epsilon = 0.5$. Right: $\epsilon$ changes, $w = 200$. For both plots $g(0) = 100$.

Figure 6. The figure shows the dependence of the functions $q_s^{(+)}$ on $s$ for different values of the amplitude of the coupling constant $g(0)$. The parameters $w$ and $\epsilon$ are fixed and equal to $w = 200$ and $\epsilon = 0.5$, respectively.

Figure 7. The figures show the dependence of the variational functions $q_s^{(-)}$ on $s$. Left: $w$ changes, $\epsilon = 0.5$. Right: $\epsilon$ changes, $w = 200$. For both plots $g(0) = 100$. 
Figure 8. The figure shows the dependence of the functions $q_s^{(-)}$ on $s$ for different values of the amplitude of the coupling constant $g(0)$. The parameters $w$ and $\varepsilon$ are fixed and equal to $w = 200$ and $\varepsilon = 0.5$, respectively.

Figure 9. The figures show the dependence of the ratios $q_s/q_s^{(-)}$ on $s$. Left: $w$ changes, $\varepsilon = 0.5$. Right: $\varepsilon$ changes, $w = 200$. For both plots $g(0) = 100$.

Figure 10. The figure shows the dependence of the ratios $q_s/q_s^{(-)}$ on $s$ for different values of the amplitude of the coupling constant $g(0)$. The parameters $w$ and $\varepsilon$ are fixed and equal to $w = 200$ and $\varepsilon = 0.5$, respectively.

As one can see from the plots in Fig. 9, 10 simple variational functions $q_s$ practically coincide with lower estimates $q_s^{(-)}$. 
Figure 11. The figures show the dependence of the majorant $F_{\text{simple}} + g$ on the width of the coupling constant $w$ for different values of the parameters $\varepsilon$ and the amplitude of the coupling constant $g(0)$. Left: $g(0) = 100$. Right: $\varepsilon = 0.5$.

Figure 12. The figure shows the dependence of the majorant $F_{\text{simple}} + g$ on the amplitude of the coupling constant $g(0)$ for different values of the parameter $\varepsilon$. The width parameter $w = 200$.

At the end of the subsection let us make one remark. Selected units system is already less toy-like, since the choice of $\alpha = 1$ describes a realistic nonlocal QFT. However, the case $D = 1$ is still chosen for simplicity of the numerical calculation. It is interesting to consider such a theory in the spacetime of high dimension $D$. We discuss the large values of $D$ and their possible role in the nonlocal QFT in the next final subsection.

5.3. Nonlocal QFT and Compactification Process

Revisiting expression for propagator $G$ of the free theory in momentum $k$ representation (24): Function $F$ represents ultraviolet form factor, depending on (ultraviolet) length parameter $l$ and infrared mass $m$. Dimension of propagator $G$ is explicitly shown in terms of length parameter $l$, given dimensionless function $\tilde{G}$ of dimensionless combinations of arguments. Similar equality is written for exact propagator $G^{(2)}$ of the interaction theory (with respect to dimensionless function $\tilde{G}^{(2)}$) as follows:

$$\tilde{G}(k) = \frac{F(l^2 k^2)}{k^2 + m^2} = l^2 \tilde{G}(l^2 k^2, l^2 m^2), \quad G^{(2)}(k) = l^2 \tilde{G}^{(2)}(l^2 k^2, l^2 m^2, ...).$$

(124)

To obtain a complete picture, the $n$ particle Green function of the theory with interaction $G^{(n)}$ is represented in similar way (that is, for dimensionless function $\tilde{G}^{(n)}$) such that $D_n$ determines dimension of corresponding Green function:

$$G^{(n)}(k_1, ..., k_n) = l^{D_n} \tilde{G}^{(n)}(lk_1, ..., lk_n).$$

(125)
Expressions (124) – (125) are the subject of the discussion in this subsection.

In framework of the FRG method [31] for dimensionless functions $\bar{G}^{(n)}$, the corresponding flow is constructed over parameter $\Lambda = 1/l$, such that $\Lambda$ varies from $\Lambda_0$ to 0. But for every fixed value of $l$ (respectively, a fixed $\Lambda$), it is necessary to understand the role played by $l$ amongst observed physical quantities, moreover, to avoid disagreement with the physical theory which contains the ratio of ultraviolet $l$ and infrared $L$ scales ($L \gg l$). While the presented problem is understandable in the traditional way appealing to different renormalization procedures, we offer a rather original look at what is going on.

Traveling back to the general ideas of the string theory [10,11,79], within the framework of this theory, a certain $N$-component $\phi_\alpha$ field is formulated, defined on a two-dimensional manifold $x$, and described by the action of the sigma model. Metrics for both spaces, internal (corresponding to $x$) and external (corresponding to $\phi_\alpha$) are also specified. Since for us the field $\phi$ is one-component, the metric of corresponding spacetime is trivial; however, there may be nontrivial metric on the manifold $x$, but cannot be two-dimensional from the very beginning. In framework of nonlocal QFT, the action is chosen in arbitrary form, not necessarily in the form of sigma model; for instance, considering the sine-Gordon theory in $D$-dimensional spacetime (we repeat, $D \neq 2$ in the general case). The fields are then expanded according to a basis, and the functional integral is derived by methods of nonlocal QFT framework. As a result, there is a discrepancy with standard string theory.

Moreover, in string theory, low-energy effective action (for instance, action of theory of gravity + gauge field + dilaton) is usually derived in $D$-dimensional spacetime first. The building blocks of the theory are then redefined in terms of equivalents, for instance, gravity constant using dilaton vacuum field value. And, finally, classical field configurations, for example, branes, are introduced into the theory, and/or a compactification of $D$-dimensional spacetime, depending on a process.

However, we propose the compactification of $D$-dimensional space of momentum $k$ right after deriving the Green functions in terms of the functional integral. In particular, we propose compactification of the $k$ variable in expressions (124) – (125) right after explicitly deriving the both expressions. That is, for instance, the product $l^2k^2$ changes into $l^2_{\text{eff}}k^2_4$ which corresponds to the four-dimensional spacetime $x_4$; at the same time, $l$ and $l_{\text{eff}}$ can be quite different. Notably, some QFT models proposed in middle of last century violated the Lorentz invariance of the theory, for instance; they were found to have contained a nontrivial metric of momentum $k_4$ space [81]. Using the nontrivial metric of the internal momentum $k$ space, the problem is avoided. Therefore as a metric, the Euclidean anti-de Sitter space metric is recommended, for instance.

Moreover in further development of the theory, exponential behavior of the Green functions, scattering amplitudes, and form factors, for instance, can be modified into power law or other suitable technique, changing the analytical properties of functions. At the same time, the initial theory (to begin with) satisfies all the requirements for nonlocal QFT. In addition, viewing parameters $l$ and $k$ as some internal variables corresponding to when physical variables changes to $l_{\text{eff}}$ and $k_4$, brings about a different concept of nonlocal QFT; the theory of nonlocal interactions in the certain internal space has enormous degrees of freedom to describe the physical world; including attempting to construct noncommutative QFT [81–83], since the theory is in a sense the field theory with the form factor. Finally, the idea of compactification can be useful even for such exotic field theories as Combinatorial QFTs [9], $p$-adic QFTs and $p$-adic strings [84].

In summary, actual redefinition of concepts of original theory is proposed. Nonlocal QFT, noncommutative QFT, like other fascinating mathematical constructions of the mid twentieth century, can play worthy role in description of nature, if interpretation of original concepts is changed alongside non-applicability of original building blocks. There is plan to devote separate publication to study of nonlocal QFT in a certain internal space with subsequent compactification for the physical world.
6. Conclusion

In this paper, presented in the spirit of others [12–14,71,72], we have studied different representations for the $S$-matrix of nonlocal scalar QFT in Euclidean metric, both for polynomial and nonpolynomial interaction Lagrangians. The theory is formulated on the $D$-dimensional coordinate $x$ and momentum $k$ representations, with the interaction constant $g$ chosen as an infrared-smooth function of its argument such that for large values of the spatial coordinate $x$, the interaction Lagrangian vanishes.

In studying different representations for the $S$-matrix of the theory, we gave an expression for the initial representation of $S$ (with respect to the generating functional $Z$) in terms of abstract functional integral over a primary scalar field. The representation for $S$ (with respect to $Z$), in terms of the grand canonical partition function, is then derived from the expression. As indicated in the paper, the grand canonical partition function is a classical series over the interaction constant in the case of a nonpolynomial theory, and at the same time, an abstract (formal) series over the interaction constant in the case of a polynomial QFT. Notably, this derivation is original in the literature.

From the expression for the $S$-matrix in terms of the grand canonical partition function, the representation for $S$ in terms of the basis functions is derived. This derivation is presented twice: first for the case of discrete basis functions, which are Hermite functions on discrete lattice of functions, and then for the case of continuous basis functions, which are trigonometric functions on continuous lattice of functions. Notably, the latter is always made square-integrable by a modulating function, but this part is omitted in all expressions of this paper. Moreover all obtained representations for the $S$-matrix of the theory on discrete and continuous lattices of functions are original.

Obtained expressions for the $S$-matrix were then investigated within framework of variational principle, based on Jensen inequality. That is, majorant of the corresponding lattice integrals were constructed. Equations with separable kernels satisfied by the variational function $q$ were found and solved, yielding the general theory framework results, that were later studied in detail, both in the case of polynomial theory $\phi^4$ (with suggestions for $\phi^6$) and in the case of the nonpolynomial sine-Gordon theory in $D$-dimensional spacetime. In the latter case, a proposal was made for improving the corresponding majorant. All results described are original.

Moreover, we note that, in applying Jensen inequality in the continuous case, additional divergences arise, from internal structure of the Gaussian integral measure $D\sigma$ on continuous lattice of variables. To solve the problem, we drew parallel to the FRG theory, in particular, we note that the FRG flow regulator $R_{\Lambda}$ contains the measure $d\mu$ as its argument. We therefore, formulated a new definition for the $S$-matrix of the theory, and corresponding derivations. In addition, under the newly formulated, the obtained results turned out to be consistent in both the discrete and continuous cases of lattice of basis functions, for both polynomial and nonpolynomial QFTs. Yet, the theory turned out to be mathematically rigorous and closed.

Analytical results obtained (on discrete lattice of functions) were illustrated numerically. Plots of variational functions $q$ and corresponding majorants for $S$-matrices (for $-\ln S$) of scalar nonlocal QFTs discussed in this paper were constructed. For numerical simplicity, we restricted to the case of $D = 1$; however, the analytical results obtained do not require the choice to be $D = 1$, in principle. Moreover, for numerical simplicity also, all numerical results were obtained for the case where the propagator of the free theory $G$ is a Gaussian function, which is typical in the Virton-Quark model.

An original proposal was made to reinterpret the concept of original nonlocal QFT. We suggested to first consider the theory in $D$-dimensional momentum space $k$, a dimension which exceeds (perhaps, even significantly) the dimension of the physical spacetime. We propose the compactification of such $D$-dimensional space into four-dimensional or below, upon obtaining the Green functions, the scattering amplitudes, and correlation functions of composite operators in terms of the functional integral. For a metric of the original $k$ space, the metric of the Euclidean anti-de Sitter space is recommended, for instance. The proposal mirrors those of disagreement with the ultraviolet and infrared parameters ratio in the theory. Moreover, the proposal makes it possible to change the
analytical properties of the Green functions, for instance, if expressed in terms of the compactified (physical) space, where the method of compactification is determined by a process.

To direct further research directions, we note that it is important to consider different methods to improve the variational principle (increasing the accuracy of the majorant), as is a central theme in this paper. We deem it a rightful share to investigate the different generating functionals, the different families of Green functions, and the different composite operators, for new techniques and formulations. Furthermore, in the new direction, there ought to be quest for investigating results obtained in nonlocal QFT framework, for dependency on the ultraviolet parameter \( l \).

An important but challenging research task is the investigation of construction of analytical continuations to Minkowski spacetime, for results obtained in Euclidean nonlocal QFT framework. Another important research area is study of different functional equations associated with the \( S \)-matrix of nonlocal QFT, for instance, the Schwinger–Dyson and Tomonaga–Schwinger equations. The study of inclusions of fermions in nonlocal QFT is also important, with the most important model in this direction being the Yukawa model. There is a plan to devote a separate publication to study of the latter model, in the nearest future. Finally, it is important to investigate the nonlocal quantum theory for scalar field in curved spacetime; the simplest instance of this is the Euclidean anti-de Sitter spacetime; a study on this subject is also planned for future publication.

In conclusion, results obtained in this paper to further directions in nonlocal QFT have been made possible, thanks to Gariy Vladimirovich Efimov who laid such a fundamental contribution in the formation and development of the theory in question. To the extent that we were inspired to help advance the theory initiated by G.V. Efimov, in giving our token of research originality, we only prey upon our credulity without G.V. Efimov grappling with the invisible surface. It is only in the combination of G.V. Efimov’s scientific works which ended with publications [85–88], the nontrivial physical intuition with rigorous mathematical closure, that every point of nonlocal QFT methods described and discussed in this paper is able to take a worthy space in description of nature.
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- QFT Quantum Field Theory
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