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Abstract—We introduce LRT-NG, a set of techniques and an associated toolset that computes a reachtube (an overapproximation of the set of reachable states over a given time horizon) of a nonlinear dynamical system. LRT-NG significantly advances the state-of-the-art Langrangian Reachability and its associated tool LRT. From a theoretical perspective, LRT-NG is superior to LRT in three ways. First, it uses for the first time an analytically computed metric for the propagated ball which is proven to minimize the ball’s volume. We emphasize that the metric computation is the centerpiece of all bloating-based techniques. Secondly, it computes the next reachset as the intersection of two balls: one based on the Cartesian metric and the other on the new metric. While the two metrics were previously considered opposing approaches, their joint use considerably tightens the reachtubes. Thirdly, it avoids the “wrapping effect” associated with the validated integration of the center of the reachset, by optimally absorbing the interval approximation in the radius of the next ball. From a tool-development perspective, LRT-NG is superior to LRT in two ways. First, it is a standalone tool that no longer relies on CAPD. This required the implementation of the Lohner method and a Runge-Kutta time-propagation method. Secondly, it has an improved interface, allowing the input model and initial conditions to be provided as external input files. Our experiments on a comprehensive set of benchmarks, including two Neural ODEs, demonstrates LRT-NG’s superior performance compared to LRT, CAPD, and Flow*.

I. INTRODUCTION

Nonlinear ordinary differential equations (ODEs) are ubiquitous in the modeling of cyber-physical and biological systems [21], [33], [26], [22], [25], [48], [10]. With the advent of Neural ODEs [11], they also became of critical importance in the Machine Learning arena, as the most popular image-recognition architectures have been shown to represent particular integration strategies of Neural ODEs [36]. Unfortunately, exact solutions of ODEs are limited to linear equations. The verification of nonlinear equations requires the computation of an overapproximation of their reachable states (also called a reachtube), in as tight a way as possible.

In principle, this computation is straightforward: one applies interval arithmetic to the Taylor Expansion (TE) in time of the ODEs, starting from a box (a multi-dimensional interval) representing the set of initial states. In practice, however, this approach is too coarse [27], as it leads to a prohibitively large set of false positives (spurious intersections of the reachtube with the unsafe set). Hence, this approach alone is not useful in verifying cyber-physical systems (CPS).

Related work. Various techniques have been developed to tighten the above reachtube construction. Depending on how they approximate the solution set in time and space, they can be classified as follows:

TE in time, VE in space. The variational expansion (VE) tightens the reachtubes by exploiting the deformation gradient (also known as the sensitivity) of the ODE solutions with respect to their initial states [47], [3], [16], [17]. These techniques simultaneously integrate the ODEs (to compute next reachset) and their associated variational ODEs (to compute next deformation-gradient set) [9]. State-of-the-art tools include CAPD [9], [51], [49] and VNode-LP [42], [41]. These tools employ the Lohner method to reduce the wrapping effect [34]. As an alternative to TE the Runge-Kutta method can also be applied [45].

TE in both time and space. These techniques use Taylor Models in order to capture intervals as the sum of a symbolic part (a TE) and a remainder part (an interval). The symbolic part arises from the representation of the initial-states box in a parametric fashion, with space variables. State-of-the-art tools include COSY-Infinity [38], the first to use such techniques with continuous systems, Flow* [12], which extended them to hybrid systems, and CORA [4].

Bloating-based techniques. These techniques avoid the explicit propagation of the reachset by conservatively bloating each state of an execution (which starts from a single initial state) to a ball in some appropriate metric [37], [19]. By bloating we mean increasing the diameter of the current reachset overestimate (e.g. a ball), with the goal of conservatively bounding all reachable states for a given time. Discrepancy-function techniques (tool C2E2) compute the bloating by overapproximating the Jacobian of the ODEs, and compute the metric using semidefinite programming [20], [18], [19]. Lagrangian techniques (tool LRT) compute the bloating by integrating the variational ODEs (with interval arithmetic) and the metric either analytically [14], [23] or by using semidefinite programming [13].

Hamilton-Jacobi based techniques. A completely different set of techniques than the ones we mentioned above are the Hamilton-Jacobi based techniques, which construct conservative reachtubes by iteratively solving the Hamilton-Jacobi partial differential equations [40], [6].

Specific-ODEs techniques. Some techniques are designed for very specific types of nonlinear dynamical systems, e.g., polynomial ODE systems. For these types of ODEs, the state-of-the-art approaches include, as an example, the Piecewise Barrier Tubes (PBT) approach [28], [29].

Contributions. We significantly advance theoretical aspects of bloating-based techniques in general, and Lagrangian techniques in particular. We also considerably advance im-
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plementation aspects of LRT. We call the resulting techniques and tool LRT: The Next Generation (LRT-NG).

The first advance concerns the metric, the centerpiece of all bloating based techniques, as everything else depends on it. Discrepancy-function techniques compute the metric in each step using semidefinite programming. The same is true for the Lagrangian technique in [13]. A suboptimal analytic formula was later on proposed in [14]. Hence, the above techniques lose either time or accuracy, i.e., they fail to scale up to large applications. The analytic formula proposed in this paper is proved to be indeed optimal, minimizing the volume of the reach-ball. Thus, LRT-NG has the advantage of being fast and accurate at the same time. The formula computes the next metric (used for the next bloating) by applying the linearization of the variational ODEs (in the next center-state) to the currently used metric.

The second advance concerns the reachset computation. In previous work, point-state bloating was computed in either Cartesian coordinates (with balls), or in metric-weighted coordinates (with ellipsoids). These approaches were considered opposites of one another, and were compared in terms of accuracy and speed. Due to interval arithmetic, however, the optimal ellipsoid is often not a subset of the ball, although its volume is less than the one of the ball. Consequently, we can conservatively decrease the reachset in LRT-NG by taking it as the intersection of the ball and the ellipsoid. While simple in principle, this approach considerably tightens the reachtubes, and to the best of our knowledge, is new.

The third advance is the validated propagation of the point-states (the centers of the bloating). In previous work, a point was first conservatively propagated as a box, and subsequently solely boxes were propagated. This led to wrapping effects due to interval arithmetic. In LRT-NG, we add the size of the box to the bloating, and always propagate wrapping effects due to interval arithmetic. In LRT-NG, we subsequently solely boxes were propagated. This led to a point was first conservatively propagated as a box, and point-states (the centers of the bloating). In previous work, reachtubes, and to the best of our knowledge, is new.

We add the size of the box to the bloating, and always propagate wrapping effects due to interval arithmetic. In LRT-NG, this led to a point being fast and accurate at the same time. The formula computes the next metric (used for the next bloating) by applying the linearization of the variational ODEs (in the next center-state) to the currently used metric.

In summary, our theoretical contributions resulting in much tighter reachtubes are as follows:

**Metric computation.** We introduce a new analytic method for computing the next-ball (next bloating) metric, and prove that by using this metric we minimize the volume of the resulting next-ellipsoid (Cartesian bloating).

**Reachset computation.** We considerably reduce the wrapping effect in the computation of the next reachset by intersecting the ball resulting in the Cartesian metric with the ellipsoid computed in the optimal metric.

**Center propagation.** We show how to conservatively propagate the bloating-center states, without incurring the infamous wrapping effect due to the interval-arithmetic propagation of boxes (multi-dimensional intervals).

In summary, from a tool-development perspective, LRT-NG offers the following improvements:

**Standalone tool.** LRT-NG is a standalone tool that no longer relies on CAPD to integrate the variational equations.

This also required the implementation of an advanced Lohner’s method, to combat the wrapping effect.

**Runge-Kutta time-integrator.** We base the time-stepping scheme in LRT-NG on the Runge-Kutta method [46].

This results in faster computation and, relatedly, less wrapping effect compared to the Taylor method.

**Improved interface.** We added a general interface to LRT-NG, allowing to input the model and initial conditions as external files. Consequently, it is now easy to run a different model or change parameters for reachtube construction, without recompling the program.

We compared LRT-NG with LRT, CAPD, and Flow* on a comprehensive set of benchmarks, including two Neural ODEs. We could not compare LRT-NG it with C2E2, as this constructs the reachtube with respect to a given set of unsafe states. In future work we plan to compare LRT-NG with CORA, too. For each tool, we checked the tightness of the reachtube, and the time it took to construct it. Our extensive experiments show that LRT-NG is very competitive with both CAPD and Flow* on all of these benchmarks, and that it represents a major advancement of LRT. Moreover, it was the only tool able to handle the NeuralODEs. We will release LRT-NG after appropriately documenting it.

The rest of the paper is organized as follows. Section II reviews the theoretical foundations of LRT. Section III discusses the theoretical advances in LRT-NG, while Section IV considers tool advances. Section V presents the results of our thorough experimental evaluation of LRT-NG and compares it to CAPD, Flow* and LRT. Section VI offers our concluding remarks and directions for future work.

## II. BACKGROUND

**Notation.** We denote by $I$ the identity matrix in $\mathbb{R}^{n \times n}$, and by $\partial_x$ the partial derivative with respect to variable $x$. We denote by $\| \cdot \|_2$ the Euclidean norm with the related Cartesian Coordinates (CC). A similar notation is used for the induced operator norms. Following standard notation, the symbol $\succ 0$ stands for positive definiteness. For a given square matrix $M_0 \succ 0$ with $A_0^T A_0 = M_0$, let $B_{M_0}(x, \delta)$ be the closed ball with center $x$ and radius $\delta > 0$, with respect to the metric $\|x\|_{M_0} = \sqrt{x^T M_0 x} = \|A_0 x\|_2$. Let $M_I \succ 0$ with $A_I^T A_I = M_I$, be another square matrix. We define the metric $\|x\|_{M_0, I} = \|A_I x A_0^{-T}\|_2$. We denote by $B(x, \delta)$ the Euclidean ball $B_1(x, \delta)$. The notation $[x]$ is used for a box in $\mathbb{R}^n$, i.e., a product of compact intervals. We denote by mid($[x]$) and rad($[x]$) the midpoint and the radius of $[x]$, respectively.

We call an $n \times n$ matrix $[F]$ an interval matrix, if for all $1 \leq i, j \leq n$, the entries $[F](i, j)$ of $[F]$ are intervals.

We study a system of nonlinear ODEs in unknown smooth, time-invariant, and at least twice differentiable. As in Eq. (1), suppose we would like to know how sensitive $\chi^f_{t_0}(x_0) = x(t)$ is with respect to $x$. For this purpose, we introduce $\partial_t \chi^f_{t_0}(x)$, called the deformation gradient in [47].
and the sensitivity analysis in [16, 17]. $F$ varies over time according to $\partial_t F = \partial_t (\partial_x \chi^t_i(x))$. Interchanging the differentiation order, we get $\partial_t F = \partial_x (\partial_t \chi^t_i(x)))$, which according to Eq. (1), equals $\partial_t F = \partial_x (f(\chi^t_i(x)))$. By applying the chain rule, one obtains $\partial_t F = (\partial_x f)(\chi^t_i(x)) \partial_x \chi^t_i(x)$. Since $\partial_x \chi^t_i(x) = F(t,x)$, we get the variational equations (2) associated to the system equations (1).

$$\partial_t F(t,x) = (\partial_x f)(\chi^t_i(x)) F(t,x), \quad F(t_0, x_0) = I$$

We define the interval matrix $[F_i] \supseteq \{F(t_i, x) : x \in B_0\}$ as a compact enclosure for the gradients and call it the interval deformation gradient. The conservative computation of $[F_i]$ requires the interval integration of the variational equations (2) starting with the initial value $[F_0] = I$.

LRT starts with a ball $B_0 = B(x_0, \delta_0)$ in CC as the set of initial states, and computes how $B_i$ deforms to become $B_{i+1}$ as time passes. This results in a reachtube $B = B_{k=0,\ldots,i}$ bounding all state-trajectories of the system. Each element of $B$ is an ellipsoid with $B_i = B(x_i, \delta_i)$, with center $x_i$ and radius $\delta_i$, where the positive definite matrix $M_i$ specifies the metric of the associated ball.

Considering $\chi^t_{0,i}(x_0)$ as the center of the ellipsoid at time $t_i$ and after choosing an appropriate metric $M_i > 0$, the task now is to find a radius $\delta_i$ which guarantees that all reachable states are conservatively enclosed by $B_i$. Using the mean value inequality for vector valued functions and considering the change of the metric [13, Lemma 2] it holds that:

$$\max_{x \in B_0} \left\|\chi^t_{i}(x) - \chi^t_{0,i}(x_0)\right\|_{M_{i}} \leq \max_{x \in B_0} \left\|F(t_i, x)\right\|_{M_{0,i}} \max_{x \in B_0} \left\|x - x_0\right\|_{M_0} \leq \left\|[F_i]\right\|_{M_{0,i}, \delta_0}.$$  

Thus the challenge is to find an upper bound $\Lambda_{0,i}$ for the norm of the interval deformation gradients:

$$\left\|[F_i]\right\|_{M_{0,i}} \leq \Lambda_{0,i} \Rightarrow \delta_i = \Lambda_{0,i} \delta_0.$$  

We call $\Lambda_{0,i}$ the stretching factor (SF) associated to the interval gradient tensor. Having the interval gradient $[F_i]$ at time $t_i$, we solve equation (3) using algorithms from [24, 44, 43], and choosing the tightest result available.

The correctness of LRT is rooted in [13, Theorem 1].

### III. Theoretical Advances in LRT-NG

This section presents the theoretical advances of LRT-NG. In particular, Section III-A first states the optimization problem to be solved in order to get the optimal metric, and thus the reachset with minimal volume. We then introduce an analytic solution, prove that it solves the optimization problem, and discuss the intuition behind it. Section III-B focuses on the new reachset computation, as the intersection of an ellipsoid and a ball, and illustrates the results of this computation. Finally, Section III-C shows how to conservatively propagate the center without incurring the infamous wrapping effect of interval arithmetic.

#### A. Computation of the Metric

To obtain an as-tight-as-possible over-approximation, we wish to minimize the volume of the n-dimensional ball $B_i$, that is of $B_{M_i}(\chi^t_{0,i}(x_0), \delta_i)$. This volume is given by [50, recalled below, where $a_j$ denotes the length of the semi-axis $j$ of the ellipsoid associated to $B_i$ in CC ($a_j = \delta_i \lambda_j(M_i)^{-1/2}$ with $\lambda_j(M_i)$ being the $j$-th eigenvalue of $M_i$):

$$\text{Vol}(B_i) = \frac{2}{n} \pi^{\frac{2}{n}} \prod_{j=1}^{n} a_j,$$  

where $\Gamma$ is the Gamma-function. It holds that $\Lambda_{0,i}(M_i) \geq \left\|[F_i]\right\|_{M_{0,i}}$. Given that the set $[F_i]$ is represented by an interval matrix in our algorithm, we pick the $M_i(= A_i^T A_i)$ that minimizes the ellipsoid volume with respect to the gradient $F_i \in [F_i]$ in the midpoint $x_0$.

Thus the optimization problem is given by ($\delta_i = \Lambda_{0,i}(M_i)$ $\delta_i)$:

$$\min_{M_i > 0} \text{Vol} \left( B_{M_i}(\chi^t_{0,i}(x_0), \Lambda_{0,i}(M_i)\delta_0) \right) = \{\emptyset\} \text{ def } B_i$$

$$\min_{M_i > 0} \frac{2}{n} \pi^{\frac{2}{n}} \delta_0^n \prod_{j=1}^{n} \lambda_j(M_i)^{-1/2} = \{\text{outsource Cst : } C(n)\}$$

$$C(n) \min_{M_i > 0} \Lambda_{0,i}(M_i)^n \text{ det}(M_i)^{-1/2}$$

Let us further define $\tilde{F}_{i-1,i} = \partial_x \chi^t_{i-1,i}(x) \big|_{x=\chi^t_{i-1,i}(x_0)}$ as the deformation gradient from time $t_{i-1}$ to $t_i$ at the center of the ball. Using the chain rule it holds that $F_i = \prod_{j=1}^{i} \tilde{F}_{j-1,j}$, where $F_i$ is defined as the deformation gradient at $x_0$.

**Definition 1** (New metric $M_i \succ 0$): Let the gradient-of-the-flow matrices $F_i$ and $\tilde{F}_{i-1,i} \in \mathbb{R}^{n \times n}$ be full rank, and the coordinate-system matrix of the last time-step $A_{i-1} \in \mathbb{R}^{n \times n}$ be full-rank and $A_{i-1} \succ 0$. Define metric $M_i(F_i) = A_i(F_i)^T A_i(F_i)$ with:

$$\tilde{A}_i(F_i) = A_{i-1} \tilde{F}_{i-1,i} = A_0 F_{i-1}^{-1}$$

When $F_i$ is known, we simply abbreviate $\tilde{A}_i(F_i)$ with $\tilde{A}_i$ and $M_i(F_i)$ with $M_i$.

In order to find an optimal metric $M_i$, the theoretical approach of LRT presented in [13], [14], [23] solved the following optimization problem:

$$\min_{M_i > 0} \left\|[F_i]\right\|_{M_i}$$

This is different from (5), and its goal was to find the metric $\tilde{M}_i$ minimizing the $M_i$-SF. In [13], $\tilde{M}_i$ was found through nonlinear optimization, which was time consuming and sub-optimal. In [14], [23], this was improved, by developing a simple explicit analytic formula for $\tilde{M}_i$. But in fact, this was a correct result for the wrong optimization problem.

In this paper, we do not minimize the maximum singular value of the interval gradient, as in (7), but we directly minimize the volume of the n-dimensional ball $B_i$, as in (5), at each time-step. The new analytical formula for the optimal metric $M_i$ in Def. 1 results in considerable tighter bounds, compared to the old $\tilde{M}_i$ in [14, Definition 1], as we prove below in Theorem 1.
The new metric takes into account the previous metric $\bar{M}_{i-1}$, and explicitly minimizes the volume of the resulting ellipsoidal bounds by using a smart choice of $\bar{M}_i$. Intuitively we find a metric $\bar{M}_i$ which describes the shape of the set of reachable states at a certain time, which results in the problem of minimizing the volume of the $n$-dimensional ellipsoid as described in \[5\]. The metric $\bar{M}_i$ optimizing this problem is the one in Definition \[1\] $\bar{M}_i = F_{i-1,i} A_{i-1}^{-1}$. Intuitively, we transform the current shape represented by the coordinate system $A_{i-1}$ using $F_{i-1,i}$, the linearization of the system dynamics. Thus with $\bar{M}_i$, we actually describe the current shape of the set of reachable states. A comparison of the reachsets obtained with LRT metric $\bar{M}_i$ and the one obtained with LRT-NG metric $\bar{M}_i$ is illustrated in Fig. 1. It shows that the LRT metric is by far not an optimal choice, and it also shows how well our new analytically computed metric $\bar{M}_i$ follows the shape of the set of reachable states.

The following theorem states that metric $\bar{M}_i$ minimizes the ellipsoid volume in \[5\], and it is therefore optimal.

**Theorem 1:** Let $F_i \in \mathbb{R}^{n \times n}$ be a gradient having full rank, and $\bar{M}_i$ be defined by \[3\]. Let the $M_{0,i}$-SF be given by (with $M_0$ fixed):
\[
\Lambda_{0,i}(M_i) = \sqrt{\lambda_{\text{max}}(\bar{M}_i)}.
\]
Then, it holds that
\[
\text{Vol}\left( B_{M_i}(\chi_{t_0}(x_0), A_{0,i}(\bar{M}_i) \delta_0) \right) \leq \min_{M_i > 0} \text{Vol}\left( B_{M_i}(\chi_{t_0}(x_0), A_{0,i}(\bar{M}_i) \delta_0) \right).
\]
In other words, the symmetric matrix $\bar{M}_i \succ 0$ minimizes the volume of the ellipsoid $B_{M_i}(\chi_{t_0}(x_0), A_{0,i}(\bar{M}_i) \delta_0)$ as a function of $M_i$.

**Proof:** For an arbitrary matrix $D \in \mathbb{R}^{n \times n}$, $D > 0$ it is straightforward to show that $\lambda_{\text{max}}(D) \geq \det(D)^{\frac{1}{n}}$ holds. Hence:
\[
\Lambda_{0,i}(M_i) \geq \|F_i\|_{M_{0,i}} \geq \left( \frac{\det(F_i)^2}{\det(A_0)^2} \right)^{\frac{1}{2n}}.
\]
Using the volume of an ellipsoid given by Eq. \[4\] it follows:
\[
\text{Vol}(B_i) = C(n) \Lambda_{0,i}(M_i)^n \det(M_i)^{-\frac{1}{2}} \geq C(n) \frac{\det(F_i)}{\det(A_0)}.
\]

We show that this lower bound is attained for $\bar{M}_i$. By Definition \[1\] $\bar{A}_i = A_0 F_{i}^{-1}$ and thus $\Lambda_{0,i}(\bar{M}_i)$ is equal to:
\[
\|F_i\|_{M_{0,i}} = \|A_0 F_{i}^{-1} F_{i} A_0^{-1}\|_2 = 1
\]
Hence, the volume $\text{Vol}(B_i, \bar{M}_i)$ is equal to:
\[
C(n) \det(\bar{M}_i)^{-1/2} = C(n) \frac{\det(F_i)}{\det(A_0)}.
\]
Thus, Theorem \[1\] gives us an analytic solution for the optimal metric, releasing us from either solving an optimization problem with semi-definite programming in every time-step like in \[19\], \[13\], or risking false-positive consequences of using a suboptimal metric as in LRT \[14\], \[23\].

**B. Intersection of the Reachsets**

Another novelty in LRT-NG, is that it defines the next reachset as the intersection of an ellipsoid computed in the optimal metric and a ball computed in the Euclidean metric. This considerably reduces the volume and therefore increases the time horizon of the computed reachtube.

The integration of the interval deformation gradient $[\mathcal{F}_{i+1}]$ is based on the interval enclosure $[\mathcal{X}_i]$ of the current reachset $B_{M_i}(\chi_{t_0}(x_0), \delta_i) \subseteq [\mathcal{X}_i]$, such that the tighter $[\mathcal{X}_i]$, the tighter the next deformation gradient $[\mathcal{F}_{i+1}]$ is. When computing the SF $\Lambda_{0,i+1}$ for time $t_{i+1}$, the singular value of $A_{i+1} F_{i+1}^{-1} A_0^{-1}$ is maximized over all $F_{i+1} \in [\mathcal{F}_{i+1}]$. Hence it is crucial that $[\mathcal{F}_{i+1}]$ and thus also $[\mathcal{X}_i]$ is as tight as possible to decrease not only the volume of the reachset at time $t_{i+1}$, but also the volume of the reachsets at all times $t \geq t_{i+1}$.

An effective way of getting a much tighter conservative bound $[\mathcal{X}_i]$ is taking the intersection of the ellipsoid in the optimal metric $\bar{M}_i$, and the ball in Euclidean metric.

As one can clearly see in Fig. 2, this is a considerable improvement. The blue ellipsoids are already in the optimal metric $\bar{M}_i$ (representing the real shape of the set of reachable states), but we can still get much tighter reachsets by using the intersections technique presented in this chapter, when computing the interval enclosure $[\mathcal{X}_i]$. That new approach is conservative, as proven in the following proposition.

**Lemma 1:** Let ball $\mathcal{B}_0 = B_{M_0}(x_0, \delta_0) \subseteq \mathbb{R}^n$ in $M_0$-norm, with center $x_0$, and radius $\delta_0$, be the set of initial states, at
Let $\Lambda_{0,i}$ be the upper bound of the $M_{0,i}$-SF, and $\Lambda_{1,M_i}$ be the $M_i$-SF at time $t_i$. Let the radius $\delta_i$ be defined as in Eq. \ref{eq:radius} and $\delta_i, M_i$ as below:

$$\delta_{i,M_0} = \Lambda_{i,M_0} \delta_0.$$  

Then, it holds that:

$$\chi^i_{t_0}(x) \in B_i \cap B_{M_0}(\chi^i_{t_0}(x_0), \delta_{i,M_0}), \quad \forall x \in B_0.$$  

The set of reachable states are conservatively enclosed by the intersection of the ellipsoid and the ball, for all $x \in B_0$.

Proving the conservativity of the LRT-NG is independent of the choice of metric. Therefore we can choose $M_i = 0$ and $M_i = M_i$ to be two different metrics at time $t_i$. Using Theorem \ref{thm:proposition1}, we know that $\chi^i_{t_0}(x) \in B_{M_0}(\chi^i_{t_0}(x_0), \delta_i(M_i))$ and that $\chi^i_{t_0}(x) \in B_{M_0}(\chi^i_{t_0}(x_0), \delta_i(M_i))$. Hence $\chi^i_{t_0}(x)$ is also in the intersection of the ellipsoid and the ball, for all $x \in B_0$.

Thus Lemma \ref{lemma:radius} allows us to dramatically reduce the volume of the reachable and combat the wrapping effect in a way that has not been considered before by bloating-based techniques \cite{13, 14, 23, 19, 18, 20}, which is the stretching factor from time $t_{i-1}$ to time $t_i$, only in this small region around the center within the error radius $\sigma_{i-1,M_{i-1}}$. Starting with $\sigma_{0,M_0} = 0$, let the error at time $t_i$ be defined as follows:

$$\sigma_{i,M_i} = \Lambda_{i-1,i} \sigma_{i-1,M_{i-1}} + \epsilon_{i,M_i} \quad \text{(8)}$$

Then it holds that:

$$\chi^i_{t_0}(x_0) \in B_{M_i}(x_i, \sigma_{i,M_i}). \quad \text{(9)}$$

Proof: We prove by induction, that this holds for all $i \in \mathbb{N}$. For time $t_1$:

$$\|\chi^i_{t_0}(x_0) - x_1\|_{M_1} = \|A_1(\chi^i_{t_0}(x_0) - x_1)\|_2 \leq \max_{x \in [y_i]} \|A_1 (x - x_1)\|_2 = \epsilon_{1,M_1} = \sigma_{1,M_1},$$

which is equivalent to $\chi^i_{t_0}(x_0) \in B_{M_1}(x_1, \sigma_{1,M_1})$. Now assuming (9) holds for $t_i$. We show that $\chi^{i+1}_{t_0}(x_0) \in B_{M_{i+1}}(x_{i+1}, \sigma_{i+1,M_{i+1}})$ holds for $t_{i+1}$:

$$\|\chi^i_{t_0}(x_0) - x_{i+1}\|_{M_{i+1}} \leq \{\text{triangle ineq}\}$$

$$\|\chi^i_{t_0}(x_0) - x_{i+1}\|_{M_{i+1}} \leq \|\chi^i_{t_0}(x_0) - \chi^i_{t_0}(x_i)\|_{M_{i+1}} + \|\chi^i_{t_0}(x_i) - x_{i+1}\|_{M_{i+1}} \leq \|\chi^i_{t_0}(x_0) - \chi^i_{t_0}(x_i)\|_{M_{i+1}} + \epsilon_{i+1,M_{i+1}} \leq \max_{x \in \mathcal{B}} \|\partial_x\chi^i_{t_0}(x)\|_{M_{i+1}} \leq \Lambda_{i,i+1} \sigma_{i,M_i} + \epsilon_{i+1,M_{i+1}} = \sigma_{i+1,M_{i+1}}.$$ 

Following theorem proves the correctness of LRT-NG. The center of the ball is the midpoint $x_i$ of the validated interval bound of the propagation $\chi_{t_0}^i(x_i)$, which is close to the real center $\chi^i_{t_0}(x_0)$, and adds the error to the radius.

**Theorem 2**: Let the ball $B_0 = B_{M_0}(x_0, \delta_0) \subseteq \mathbb{R}^n$, be the set of initial states at $t_0$, $\Lambda_{0,i}$ the upper bound of $M_{0,i}$-SF, and the new radius $\delta_i$ be defined as:

$$\delta_i = \Lambda_{0,i} \delta_0 + \sigma_{i,M_i},$$

with $\sigma_{i,M_i}$ as defined in Eq. (9). Then, the propagation error of the center:

$$\chi^i_{t_0}(x) \in B_{M_i}(x_i, \delta_i), \quad \forall x \in B_0$$

can be absorbed in the radius $\delta_i$ of each time-step.
Proof: By triangle inequality  \( \| x_i^t - x_i \|_{M_{0,i}} \leq \| x_i^t(x) - x_i^t(x_0) \|_{M_{0,i}} + \| x_i^t(x_0) - x_i \|_{M_{0,i}} \). By Theorem [13, Theorem 1], the first term is bounded by \( \Lambda_{0,i} \delta_0 \), and by Lemma [2] the second is bounded by \( \sigma_{i,M} \). Thus:  
\[ x_i^t(x) \in B_{M_{i}}(x_i, \delta_i) = B_i, \forall x \in B_0. \]

As one can see in Fig. [3] this method avoids the wrapping effect of the center propagation in interval arithmetic by restarting the center to the midpoint in each time-step and adding an upper bound of the error to the radius.

IV. TOOL ADVANCES IN LRT-NG

LRT-NG also entails several improvements from a tool-development point of view compared to the previous implementation of LRT, presented in [14].

A. Runge-Kutta time integrator using Lohner’s method

To compute the stretching factor \( \Lambda_{0,i} \) needed for Theorem [2] we have to conservatively compute a compact enclosure \( \mathcal{F}_i \) of the deformation gradients \( F(t_i, x) \) for all \( x \in B_0 \). This requires the internal integration of the variational equations (2). In the work on LRT [13], [14], the external CAPD library was used for this purpose, where the algorithm for time-propagation is the Taylor method. In this work, the LRT-NG tool is standalone.

For scalability reasons, we implemented in LRT-NG from scratch a rigorous procedure for time-propagation of the gradient using the Runge-Kutta (RK) time-stepping scheme [45], [30], [8]. Authors of [46] also employ RK with the same motivation as ours, but they utilize zonotopes for wrapping control. We believe that our new approach, results in much lower computational complexity, while maintaining high accuracy. At present, we support only first, second, and fourth order RK methods, as higher orders while slower, considerably suffer from wrapping effects. Thus, they do not really lead to more improvements.

B. New Tool-Interface and Implementation

Other tool-development improvements concern the tool itself, combating wrapping effect, and interface details.

LRT-NG tool is standalone. The only external libraries that we require are the IBEX and the Eigen C++ library [2], [1]. These libraries provide a convenient implementation of interval arithmetic, basic data structures, including vectors and matrices, eigenvalue computation, and symbolic differentiation routines, which we use for computing Jacobians.

To combat wrapping effects in the integration of (2) with RK, we implemented from scratch an advanced Lohner’s QR method [35], [34], [51], [49], [23]. This required the efficient propagation of the gradients, and the removal of the dependencies on any non-fundamental external libraries.

Regarding the LRT-NG interface, to construct a reachtube for a new benchmark the user only needs to provide an external file with a function implementing the differential equations of the studied model and a file with the initial set of states for the reachtube construction. We believe this approach is the most flexible. First, it allows for fast and convenient reachtube construction using different models and parameters like time-step, time-horizon, RK order, without recompiling the program. Secondly, if the user wants to perform a verification of a large system of equations, then usually a simulation code is implemented first. Then, the script performing the simulation can be directly translated to the input to LRT-NG.

V. EXPERIMENTAL EVALUATION

To assess the performance of LRT-NG in terms of accuracy and speed, we applied it to a comprehensive set of available nonlinear ODE benchmarks, and to two Neural ODEs we developed ourselves. The benchmarks are as follows: Brusselator, Van der Pol Oscillator, Robotarm, Dubins Car, Mitchell-Schaeffer Cardiac-cell, linearly controlled Cartpole, Quadcopter, Cartpole controlled with a Neural ODE [36], and a Cartpole controlled with an LTC [31]. For comparison, we applied LRT and the latest versions of Flow* and CAPD to these benchmarks, too. We could not compare LRT-NG with C2E2, as the latter constructs its reachtubes in relation to a given set of unsafe states. In future work we plan to also compare LRT-NG with CORA [4].

All tools were ran on a MacBook Pro macOS Mojave 10.14.5, with a 2.9 GHz Intel Core i5 processor and 16GB memory. For each tool we checked the volume of the reachtube, and the time it took to construct it. The volumes are given for each tool, benchmark, initial states, time increment, and integration orders one, two and four, in Table [1].

LRT-NG with 1st order is clearly tighter than Flow* and CAPD with 2nd order on all benchmarks, except Dubins Car. In the Robotarm, cardiac-cell, cartpole and quadcopter models, we have the best accuracy compared to Flow* and CAPD. Moreover, LRT-NG with RK1 is more accurate than the others using 4th order. Especially on the quadcopter model, and also on the cartpole model, we have by far the tightest reachtube. Flow* has the best accuracy for Brusselator, Van der Pol and Dubins Car, but LRT-NG with RK1 is not far away in terms of accuracy in the first two models.

LRT-NG is moderately faster in all benchmarks than Flow*. However, CAPD is much faster compared to both.
 TABLE I: Performance comparison with Flow*, CAPD and LRT. We use following labels for models M: B(2)- Brusselator, V(2)- Van der Pol oscillator, R(4)- Robotarm, D(3)- Dubins Car, M(2)- Mitchell Schaeffer cardiac-cell, C(4)- controlled cartpole, Q(17)- Quadcopter, C-N(12)- cartpole wt. Neural ODE, C-L(12)- cartpole wt. LTC RNN (number in parenthese denotes dimension). T: time horizon, dt: time step, r: initial radius in each dimension, AV: average volume of reachtubes in T, Fail: Volume blow-up before T; (1), (2) and (4) denotes the integration order. We mark in bold the best performers for low orders (1,2nd) and the higher order (4th).

| M          | dt   | T     | r           | AV             |
|------------|------|-------|-------------|----------------|
|            |      |       |             | LRT-NG         | Flow*          | CAPD          | LRT           |
| B(2)       | 0.01 | 9     | 0.01        | 1.5e-4 (4)     | 5.1e-3 (2)     | 4.3e-4 (2)   | 6.7e-4 (1)   |
|            |      |       |             | 9.8e-5 (4)     | 3.6e-4 (4)     | 6.1e-4 (2, 4)|               |
| V(2)       | 0.01 | 40    | 0.01        | 4.2e-4 (3)     | 5.6e-3 (2)     | 1.5e-3       | 4.1e-3 (1)   |
|            |      |       |             | 4.1e-4 (2, 4)  | 3.5e-4 (4)     |              |               |
| R(4)       | 0.01 | 40    | 0.005       | 8.11e-1 (1, 2)| 1.1e-9 (2)     | 1.1e-9 (2)   | Fail          |
|            |      |       |             | 7.9e-10 (4)    | 8.7e-10 (4)    |              |               |
| D(3)       | 0.00125 | 15    | 0.01        | 0.132 (1)      | 6.603 (2)      | 0.1181       | 390 (1)      |
|            |      |       |             | 0.131 (2, 4)   | 4.5e-2 (4)     |              | 385 (2, 4)   |
| M(3)       | 0.01 | 10    | 10^-4       | 3.8e-9 (1, 2)  | 3.6e-8 (2)     | 4.9e-8 (2)   | 3.2e-8       |
|            |      |       |             | 3.7e-9 (4)     | 1.5e-8 (4)     | 4.4e-8 (4)   |              |
| C(4)       | 0.001 | 10    | 10^-4       | 8.4e-17 (1)    | 1.1e-14 (2)    | 2.6e-13 (2)  | Fail          |
|            |      |       |             | 7.2e-17 (2, 4)| 7e-13 (4)      | 2.6e-13 (4)  |               |
| Q(17)      | 10^-4 | 2   | 0.005       | 3.21e-54 (6)   | 9.31e-56 (2)   |              |               |
|            |      |       |             | 9.7e-25 (2)    | 1.7e-31 (2)    | Fail          | Fail          |
| C-N(12)    | 10^-5 | 1   | 10^-6       | 3.9e-27 (1, 2) | Fail           | Fail          | Fail          |
| C-L(12)    | 10^-6 | 0.35 | 10^-4       | 4.4e-33 (5)    | Fail           | Fail          | Fail          |

CAPD was developed over the past decade, and the current version is incredibly optimized, especially with respect to interval arithmetic. We use instead the public IBEX library [2]. We plan to further optimize LRT-NG in the future.

For the details of all of the used benchmarks, i.e. the system of ODEs and interpretation of the variables, we defer to the appendix.

**Brusselator.** Fig. 4 compares the reachtubes computed by Flow* (in green), CAPD (in orange), and LRT-NG (in violet). Fig. 4(a) illustrates the reachtubes in their entirety while the Fig. 4(b) zooms in at the last portion of the reachtubes. Flow* blows up already before time $t = 10$, while CAPD works up to $t = 19.1$ and LRT-NG up to $t = 22.6$. As clearly shown in these figures, LRT-NG is superior to both Flow* and CAPD on this Brusselator model.

**Van der Pol Oscillator.** The comparison of the reachtubes constructed by Flow*, CAPD, and LRT-NG is shown in Fig. 5. The figure zooms in on the last time-segment of the reachtube, where it is clearly visible that LRT-NG is superior to both Flow* and CAPD on this benchmark.

**Robotarm.** The comparison of the reachtubes constructed by Flow*, CAPD, and LRT-NG is shown in Fig. 6. The figure shows the projection of the last segment onto the $(x_1, x_4)$-plane. As one can see, LRT-NG is superior both to Flow* and to CAPD, and CAPD seems to be superior to Flow*.

Although CAPD and LRT-NG have similar volumes for some time-steps, in other region (e.g. the one on the upper right
Dubins Car. The comparison of the reachtubes constructed by Flow*, CAPD, and LRT-NG is illustrated in Fig. 7. The figure illustrates the projection of the reachtubes onto the \((x_1, x_2)\)-plane. As one can see, Flow* blows up and CAPD seems to beat LRT-NG. Hence, we consider it fair claim that CAPD performs consistently better than Flow* and LRT-NG on this benchmark.

Cardiac-cell model. The comparison of the reachtubes is shown in Fig. 8. In Fig. 8a we illustrate the reachtube for the initial radius 0.001, where LRT-NG is the first one to blow up, followed by CAPD, in contrast to Flow* which stays tight until time \(t = 10\). Fig. 8b illustrates the same model but with the smaller initial radius \(10^{-4}\) and zoomed in on the last segment, where LRT-NG produces the tightest tube, followed by CAPD and Flow*.

Cartpole with linearly-stabilizing controller.

The comparison of the tools until time \(t = 10\) is shown in Fig. 9. The picture illustrates a projection of the reachtubes onto the \((\theta, x)\)-plane, thus the pictures shows the angle of the pole being stabilized by moving the cart position. As one can see, LRT-NG has the tightest reachtubes, followed by CAPD and Flow*.

Quadcopter model. Fig. 10 illustrates the projection of the reachtubes onto the \((p_n, p_e)\)-plane, showing that LRT-NG has by far the tightest reachtubes compared to CAPD and Flow*.

Cartpole with Neural ODEs as controller. We developed and trained two different continuous-time recurrent neural networks to control a cartpole: a Neural ODE [11] and an LTC recurrent neural network [32]. Neural ODE controller: as Flow* and CAPD are not able to construct a reachtube for a longer time horizon than \(t = 0.135\), we show in Fig. 11a only the reachtube constructed by LRT-NG onto the \((x, \theta)\)-plane until \(t = 1\). LTC (Neural ODE) controller: Fig. 11b illustrates the reachtube for the same cartpole system dynamics controlled by an LTC neural network. Our tool was able to run until \(t = 0.57\), Flow* blows up before \(t = 0.29\) with an average volume of \(2.3e-1\) and CAPD blows up before \(t = 0.33\) with an average volume of \(2.6e-18\).

VI. CONCLUSIONS AND FUTURE WORK

We introduced LRT-NG, a significant improvement of LRT in terms of both theoretical underpinning and tool im-
implementation. As our experiments show, LRT-NG is superior to LRT, CAPD, and Flow*. Unlike previous bloating-based reachability analysis tools, LRT-NG uses an explicit analytic solution for the optimal metric, minimizing the ellipsoidal reachset. Also, the reachset computation is based on intersections between balls and ellipsoids, which considerably reduces the wrapping effect. Finally, LRT-NG avoids the wrapping effect occurring in the validated integration of the center of the reachset by optimally absorbing the interval approximation in the radius of the ball. Conservative methods still have a problem with high-dimensional stiff dynamics for long time horizons, this is why an interesting direction for future work is to explore complementary stochastic approaches. The ultimate goal is to scale up to large NeuralODE controllers for complicated CPS or biological tasks.
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APPENDIX I
DETAILS OF THE USED BENCHMARKS

In this appendix we present the details of all of the benchmarks used in the paper, i.e. the system of ODEs and the interpretation of the variables.

A. Brusselator

The Brusselator is a two ODEs theoretical model for autocatalytic reactions, where \( x_1 \) and \( x_2 \) are chemical concentrations:

\[
\begin{align*}
\partial_t x_1 &= 1 + x_1^2 x_2 - 2.5 x_1 \\
\partial_t x_2 &= 1.5 x_1 - x_1^2 x_2 \\
\end{align*}
\]

\( x_1(t_0) = 1 \)

\( x_2(t_0) = 1 \)

B. Van der Pol Oscillator

The two ODEs below describe a non-conservative oscillator with non-linear damping, whose position is \( x_1 \), and velocity is \( x_2 \):

\[
\begin{align*}
\partial_t x_1 &= x_2 \\
\partial_t x_2 &= (x_1^2 - 1)x_2 - x_1 \\
\end{align*}
\]

\( x_1(t_0) = -1 \)

\( x_2(t_0) = -1 \)

C. Robotarm

The Robotarm [5] is described by the four ODEs below, where \( x_1 \) is the angle, \( x_2 \) is the position, \( x_3 \) is the angular velocity and \( x_4 \) the velocity of the robotarm:

\[
\begin{align*}
\partial_t x_1 &= x_3 \\
\partial_t x_2 &= x_4 \\
\partial_t x_3 &= -2x_2x_3x_4 - 2r_1 - 2x_3 + \frac{4}{x_2^2 + 1} \\
\partial_t x_4 &= x_2x_3^2 - x_2 - x_4 + 1 \\
\end{align*}
\]

\( x_1(t_0) = 1.505 \)

\( x_2(t_0) = 1.505 \)

\( x_3(t_0) = 0.005 \)

\( x_4(t_0) = 0.005 \)

D. Dubins Car

The Dubins Car can either go forward, turn fully left, or turn fully right. Its position is given by \( x_1 \) and \( x_2 \), and its pose by \( x_3 \). As the pose is time variant, we added \( t \) as an additional variable. LRT-NG does not include the time variable in the reachtube construction, and it allows the user to explicitly point out the time variable:

\[
\begin{align*}
\partial_t x_1 &= \cos(x_3) \\
\partial_t x_2 &= \sin(x_3) \\
\partial_t x_3 &= x_1 \sin(t) \\
\partial_t x_4 &= \cos(x_3) \\
\partial_t x_5 &= \sin(x_3) \\
\partial_t x_6 &= x_1 \sin(t) \\
\end{align*}
\]

\( x_1(t_0) = 0 \)

\( x_2(t_0) = 0 \)

\( x_3(t_0) = 0.7854 \)

\( x_4(t_0) = 0 \)

\( x_5(t_0) = 0 \)

\( x_6(t_0) = 0 \)

E. Cardiac-cell model

The Mitchell-Schaeffer model [39] is a simplified description of the electrical activity of the cardiac-cells membrane. The model incorporates only two state variables: the electric potential of the cell membrane \( x_1 \), and the gate dynamics of the sodium ion channels \( x_2 \). The continuous version of the model is described by the following two nonlinear ODEs:

\[
\begin{align*}
\partial_t x_1 &= x_2x_1^2 \frac{1 - x_1}{3} - \frac{x_1}{6} \\
\partial_t x_2 &= \sigma(x_1) - \frac{x_2}{150} + (1 - \sigma(x_1)) \frac{1 - x_2}{20} \\
\end{align*}
\]

\( x_1(t_0) = 0.8 \)

\( x_2(t_0) = 0.5 \)

with \( \sigma(x_1) = 0.5(1 + \tanh(50x_1 - 5)) \)

F. Cartpole with linear stabilizing controller

The cartpole model coupled with a stabilizing linear controller is described by the following ODEs.

\[
\begin{align*}
\partial_t \sigma &= \frac{f \cos(\theta) - m \sigma^2 \cos(\theta) \sin(\theta) + (m + M)g \sin(\theta)}{l(M + m \sin^2(\theta))}, \\
\partial_t w &= \frac{f + m \sin(\theta) \ast (-l \sigma^2 + g \cos(\theta))}{M + m \sin^2(\theta)}, \\
\partial_t x &= w, \\
\partial_t \theta &= \sigma, \\
f &= -1.1Mg\theta - \sigma. \\
\end{align*}
\]

We use the standard cartpole model, with an external controller \( f \). The variables have the following interpretation: \( x \) is the position of the cart, \( \theta \) is the angle of the pole with respect to the cart, \( w \) is the velocity of the cart, and \( \sigma \) is the velocity of the pole. The constants \( m, M, l, g \) denote the mass of the pole and the cart, the length of the pole and the gravitation constant respectively. The forcing \( f \) is selected such that it is stabilizing the pole angle (the angle converges to 0 from some initial angle \( \theta_0 \)). As the initial condition we use \( x_0 = 0, w_0 = 0, \theta_0 = 0.001, \sigma_0 = 0 \) (the center of the ball), and set the constants \( M = 1, m = 0.001, g = 9.81, l = 1 \).

G. Quadcopter model

The quadcopter model is described by the following ODEs

\[
\begin{align*}
\partial_t p_n &= 2u(q_2^2 + q_1^2 - 0.5) - 2v(q_0q_3 - q_1q_2) + 2w(q_0q_2 + q_1q_3) \\
\partial_t p_e &= 2v(q_2^2 + q_1^2 - 0.5) + 2u(q_0q_3 + q_1q_2) - 2w(q_0q_1 + q_2q_3) \\
\partial_t h &= 2w(q_0^2 + q_3^2 - 0.5) - 2u(q_0q_2 - q_1q_3) + 2v(q_0q_1 + q_2q_3) \\
\partial_t u &= rv - qw - 11.62(q_0q_2 - q_1q_3) \\
\partial_t v &= pw - ru + 11.62(q_0q_1 + q_2q_3) \\
\partial_t w &= qu - pv + 11.62(q_2^2 + q_1^2 - 0.5) \\
\partial_t q_0 &= -0.5q_2p - 0.5q_2q - 0.5q_3r \\
\partial_t q_1 &= 0.5q_2p - 0.5q_2q + 0.5q_3r \\
\partial_t q_2 &= 0.5q_2p + 0.5q_2q - 0.5q_3r \\
\partial_t q_3 &= 0.5q_2p - 0.5q_2q + 0.5q_3r \\
\partial_t p &= (-40.000632p_1 - 2.8283979285p) - 1.1334074237q \\
\partial_t q &= (-39.998045q_1 - 2.82837525410q) + 1.1320781976p \\
\partial_t r &= (-39.997891r_1 - 2.82841342233r) - 0.0049522p \\
\partial_t q_1 &= q, \partial_t r_1 = r, \partial t h_1 = h \\
\end{align*}
\]

We do not include an external controller in the model. The variables have the following interpretations;
(p_n, p_c, h) is the inertial position, (u, v, w) is the linear velocity, \((q_0, q_1, q_2, q_3)\) is the angular orientation quaternion, \((p, q, r)\) is the angular velocity, and \((p_I, q_I, r_I)\) are the integral states. As the set of initial states we set \(p_n \in [-1, -0.99], p_c \in [-1, -0.99], h \in [9, 9.01], u \in [-1, -0.99], v \in [-1, -0.99], w \in [-1, -0.99], q_0 = 0, q_1 = 0, q_2 = 0, q_3 = 1, p \in [-1, -0.99], q \in [-1, -0.99], r \in [-1, -0.99], p_I = 0, q_I = 0, r_I = 0, h_I = 0. For details refer [15].

H. Cartpole with Neural ODE controller

We used the gym environment to train the neural network controller and thus the cartpole’s dynamic is modelled by the following nonlinear ODEs [7] (considering that there is neither a friction of the cart on the track nor of the pole on the cart):

\[
\begin{align*}
\partial_t \sigma &= \frac{g \sin(\theta) + \cos(\theta) \left( \frac{-F - ml(\dot{\theta})^2 \sin(\theta)}{m_c + m} \right)}{l \left( \frac{2}{3} - \frac{m \cos^2(\theta)}{m_c + m} \right)} \sigma(t_0) = 0 \\
\partial_t w &= \frac{F + ml (\dot{\theta})^2 \sin(\theta) - (\partial_t \sigma) \cos(\theta)}{m_c + m} w(t_0) = 0 \\
\partial_t x &= w x(t_0) = 0 \\
\partial_t y &= \sigma \theta(t_0) = 0.001
\end{align*}
\]

with the constants set to \(g = 9.81\) (acceleration due to gravity), \(m_c = 1\) (mass of cart), \(m = 0.1\) (mass of pole), \(l = 0.5\) (half-pole length) and \(F \in [-10, 10]\) (force applied to cart’s center of mass), which is determined by the chosen action of the Neural ODE controller.

The Neural ODE controller we trained has one layer with eight neurons \(h_i, i \in \{1, \ldots, 8\}\). Let us define the current state of the environment as \(y = (x, w, \theta, \sigma)\) and the current state of the controller as \(h = (h_i)_{i \in \{1, \ldots, 8\}}\). Each neuron is defined by an ODE as follows:

\[
\partial_t h_i = -h_i + \tanh(W y + V h + b)
\]

and the final policy is then obtained by

\[
F = 10 \cdot \tanh(U h + c).
\]

with weighting matrices \(W, V, U\) and biases \(b\) and \(c\), which are learned during the training process.

The LTC recurrent neural network we trained has also one layer with eight neurons as described by the ODE

\[
\begin{align*}
\partial_t v_i &= \frac{1}{c_i} \left( g \text{leak}_i (v_{\text{leak}_i} - v_i) + \sum_{j=1}^{8} w_{ij} (E_{ij} - v_i) \right) \left( 1 + e^{-\sigma_{ij} (v_j + \mu_{ij})} \right), \\
v_i(t_0) &= 0
\end{align*}
\]

for \(i \in \{1, \ldots, 8\}\). The output of the network is computed by

\[
F = 10 \cdot \tanh \left( \sum_{j=1}^{8} a_i v_i + b \right).
\]

The values of the parameters \(c_i, g \text{leak}_i, v_{\text{leak}_i}, w_{ij}, E_{ij}, \sigma_{ij}, \mu_{ij}, a_i\) and \(b\) for \(i, j \in \{1, \ldots, 8\}\) are learned during the training procedure.