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Abstract—Aggregate data often appear in various fields such as socio-economics and public security. The aggregate data are associated not with points but with supports (e.g., spatial regions in a city). Since the supports may have various granularities depending on attributes (e.g., poverty rate and crime rate), modeling such data is not straightforward. This article offers a multi-output Gaussian process (MoGP) model that infers functions for attributes using multiple aggregate datasets of respective granularities. In the proposed model, the function for each attribute is assumed to be a dependent GP modeled as a linear mixing of independent latent GPs. We design an observation model with an aggregation process for each attribute; the process is an integral of the GP over the corresponding support. We also introduce a prior distribution of the mixing weights, which allows a knowledge transfer across domains (e.g., cities) by sharing the prior. This is advantageous in such a situation where the spatially aggregated dataset in a city is too coarse to interpolate; the proposed model can still make accurate predictions of attributes by utilizing aggregate datasets in other cities. The inference of the proposed model is based on variational Bayes, which enables one to learn the model parameters using the aggregate datasets from multiple domains. The experiments demonstrate that the proposed model outperforms in the task of refining coarse-grained aggregate data on real-world datasets: Time series of air pollutants in Beijing and various kinds of spatial datasets from New York City and Chicago.
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1 INTRODUCTION

Aggregate data often appear in various fields such as socio-economics [1], public security [3], [4], ecology [5], agricultural economics [6], [7], epidemiology [8], meteorology [9], [10], public health [11], urban planning [12], and remote sensing [13]. The aggregate data contain a pair of support and attribute. The support is a predefined unit for aggregation, such as a time bin and a spatial region. The attribute value is obtained by aggregating point-referenced data over the corresponding support (see Figure 1). For example, time series of air pollutant concentration gathered by low-cost sensors is associated with coarse-grained time bins (e.g., six hours) because the point-referenced data are averaged over the bin to alleviate possible noise effects. Another example is the city’s poverty rate collected via household surveys; the point-referenced data are aggregated over spatial regions (e.g., districts) to preserve privacy.

In this article, we suppose the situation where various aggregate datasets in multiple domains are available and consider the problem of inferring functions for respective attributes. Here, the domain indicates an input space; for example, the domain is one-dimensional when we are interested in time series, and it is two-dimensional when we consider spatial data obtained from a city. The problem setting for two-dimensional domains is illustrated in Figure 1. The estimated function can be used to make predictions of attributes at any point, which is significant in various applications, such as improving city environments [2], [4]. For instance, analyzing the spatial distribution of poverty in a city allows one to optimize the allocation of resources for remedial action.

This problem is challenging because the aggregated attributes are obtained at supports with various granularities, namely different shapes and sizes (see Figure 1). Learning is difficult, especially when the data are sparse, that is, they are associated with coarse-grained supports. In that case, one promising approach is joint modeling of all attributes; however, it is still not obvious how to establish dependences between aggregated attributes across multiple domains.

Gaussian processes (GPs) are nonparametric distributions over functions, which are widely used as priors to infer unknown functions from data [14]. Multi-output Gaussian processes (MoGPs) are promising to tackle the data sparsity issue, allowing one to learn functions by considering dependences between attributes [15]. However, almost all the GP-based models assume that the samples are obtained at points; they are not straightforwardly applicable to aggregate data observed at supports [16], [17], [18], [19], [20], [21], [22], [23].

This article presents a probabilistic model, called Aggregated Multi-output Gaussian Processes (A-MoGPs), to infer functions for attributes using aggregate datasets in multiple domains. In A-MoGP, the functions for attributes are assumed to be a dependent GP modeled as a linear mixing of independent latent GPs. The covariance functions of the latent GPs are shared among attributes and domains. By introducing a prior distribution of the mixing weights shared among domains, one can obtain appropriate estimates of the covariance functions and the weights via a knowledge
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The problem of refining spatially aggregated data has long been addressed in the geostatistics community under the name of statistical downscaling, spatial disaggregation, and areal interpolation; the problem of predicting point-referenced data from aggregate data is also called the change of support problem [26]. One difficulty in these problems is that the covariance of aggregate data is not equal to that of point-referenced data, which is called the ecological fallacy [27], [28] in the field of statistics. In order to estimate the covariance from aggregate data precisely, it has been indicated that data aggregation processes should be incorporated into the models, as in prior works (e.g., [26], [29]) as well as in our proposal. The following paragraphs describe existing methods for addressing the problem we focus on, which can be roughly categorized into two approaches: Regression approach and multivariate approach.

A regression approach has been adopted frequently for refining coarse-grained aggregate data. This approach distinguishes multiple datasets into one target dataset and the others (auxiliary datasets) and then models the target attribute as a linear or non-linear mapping of the auxiliary attributes [3], [29], [30], [31], [32]. These models have the aggregation process only for the target attribute, encouraging consistency between the fine- and coarse-grained target attribute. The aggregation process is incorporated via block kriging [33] or transformations of Gaussian process (GP) priors [34], [35]. In recent years, regression-based models for aggregate settings have been studied in the field of machine learning [36], [37], [38], [39]. It has been pointed out that this task is a kind of multiple instance learning [36], [38]. The regression-based models assume that all the auxiliary datasets have sufficiently fine granularities (e.g., 5 minutes intervals in the timeline and 1 km × 1 km grid cells in the geographical space); thus they do not consider aggregation constraints for the auxiliary datasets. However, this assumption is not always fulfilled; for example, spatially aggregated datasets from cities are often associated with various geographical partitions such as districts and police precincts; hence, one might not be able to access fine-grained

- We propose A-MoGP, a novel multi-output GP model that incorporates the aggregation process for each attribute in multiple domains.

- We develop a VB algorithm that can learn model parameters by maximizing the ELBO, in which latent GPs are analytically integrated out. This is the first derivation of the predictive distribution given aggregate datasets in multiple domains.

- The experiments on real-world datasets defined in temporal or spatial domains demonstrate the effectiveness of A-MoGP in the task of refining coarse-grained aggregate data.

This article is organized as follows: In Section 2, we describe related works. Section 3 describes aggregate datasets in multiple domains. In Section 4, we propose A-MoGP for inferring functions from aggregate datasets in multiple domains. In Section 5, we present the VB algorithm for learning model parameters and derive the predictive distribution. Section 6 demonstrates the effectiveness of A-MoGP using multiple real-world aggregate datasets. Finally, we describe concluding remarks and a discussion of future work in Section 7.

2 Related work

The problem of refining spatially aggregated data has long been addressed in the geostatistics community under the name of statistical downscaling, spatial disaggregation, and areal interpolation; the problem of predicting point-referenced data from aggregate data is also called the change of support problem [26]. One difficulty in these problems is that the covariance of aggregate data is not equal to that of point-referenced data, which is called the ecological fallacy [27], [28] in the field of statistics. In order to estimate the covariance from aggregate data precisely, it has been indicated that data aggregation processes should be incorporated into the models, as in prior works (e.g., [26], [29]) as well as in our proposal. The following paragraphs describe existing methods for addressing the problem we focus on, which can be roughly categorized into two approaches: Regression approach and multivariate approach.

A regression approach has been adopted frequently for refining coarse-grained aggregate data. This approach distinguishes multiple datasets into one target dataset and the others (auxiliary datasets) and then models the target attribute as a linear or non-linear mapping of the auxiliary attributes [3], [29], [30], [31], [32]. These models have the aggregation process only for the target attribute, encouraging consistency between the fine- and coarse-grained target attribute. The aggregation process is incorporated via block kriging [33] or transformations of Gaussian process (GP) priors [34], [35]. In recent years, regression-based models for aggregate settings have been studied in the field of machine learning [36], [37], [38], [39]. It has been pointed out that this task is a kind of multiple instance learning [36], [38]. The regression-based models assume that all the auxiliary datasets have sufficiently fine granularities (e.g., 5 minutes intervals in the timeline and 1 km × 1 km grid cells in the geographical space); thus they do not consider aggregation constraints for the auxiliary datasets. However, this assumption is not always fulfilled; for example, spatially aggregated datasets from cities are often associated with various geographical partitions such as districts and police precincts; hence, one might not be able to access fine-grained

- We propose A-MoGP, a novel multi-output GP model that incorporates the aggregation process for each attribute in multiple domains.

- We develop a VB algorithm that can learn model parameters by maximizing the ELBO, in which latent GPs are analytically integrated out. This is the first derivation of the predictive distribution given aggregate datasets in multiple domains.

- The experiments on real-world datasets defined in temporal or spatial domains demonstrate the effectiveness of A-MoGP in the task of refining coarse-grained aggregate data.

This article is organized as follows: In Section 2, we describe related works. Section 3 describes aggregate datasets in multiple domains. In Section 4, we propose A-MoGP for inferring functions from aggregate datasets in multiple domains. In Section 5, we present the VB algorithm for learning model parameters and derive the predictive distribution. Section 6 demonstrates the effectiveness of A-MoGP using multiple real-world aggregate datasets. Finally, we describe concluding remarks and a discussion of future work in Section 7.

2 Related work

The problem of refining spatially aggregated data has long been addressed in the geostatistics community under the name of statistical downscaling, spatial disaggregation, and areal interpolation; the problem of predicting point-referenced data from aggregate data is also called the change of support problem [26]. One difficulty in these problems is that the covariance of aggregate data is not equal to that of point-referenced data, which is called the ecological fallacy [27], [28] in the field of statistics. In order to estimate the covariance from aggregate data precisely, it has been indicated that data aggregation processes should be incorporated into the models, as in prior works (e.g., [26], [29]) as well as in our proposal. The following paragraphs describe existing methods for addressing the problem we focus on, which can be roughly categorized into two approaches: Regression approach and multivariate approach.

A regression approach has been adopted frequently for refining coarse-grained aggregate data. This approach distinguishes multiple datasets into one target dataset and the others (auxiliary datasets) and then models the target attribute as a linear or non-linear mapping of the auxiliary attributes [3], [29], [30], [31], [32]. These models have the aggregation process only for the target attribute, encouraging consistency between the fine- and coarse-grained target attribute. The aggregation process is incorporated via block kriging [33] or transformations of Gaussian process (GP) priors [34], [35]. In recent years, regression-based models for aggregate settings have been studied in the field of machine learning [36], [37], [38], [39]. It has been pointed out that this task is a kind of multiple instance learning [36], [38]. The regression-based models assume that all the auxiliary datasets have sufficiently fine granularities (e.g., 5 minutes intervals in the timeline and 1 km × 1 km grid cells in the geographical space); thus they do not consider aggregation constraints for the auxiliary datasets. However, this assumption is not always fulfilled; for example, spatially aggregated datasets from cities are often associated with various geographical partitions such as districts and police precincts; hence, one might not be able to access fine-grained
auxiliary datasets. In such cases, the regression-based approach cannot fully use all the aggregate datasets containing the coarse-grained ones.

An alternative for modeling multiple datasets is a multivariate approach. Unlike the regression approach, this approach does not distinguish multiple datasets; it aims to design a joint distribution of all attributes. Generally, the multivariate approach is expected to alleviate data sparsity issues. Multi-output Gaussian processes (MoGPs) [15] and co-kriging [40] are typical choices for modeling multivariate data that can consider covariances of data points and dependences between attributes simultaneously. Along the research line of MoGPs, there have been several sophisticated methods, including process convolution [18, 22] and latent factor modeling [16, 17, 19, 20, 21, 23], for establishing dependences between attributes. The linear model of coregionalization (LMC) is the general and most widely-used framework for constructing a multivariate function, in which outputs (i.e., attributes) are represented as a linear combination of independent latent functions [41, 42]. The MoGP models based on latent factor modeling are instances of LMC, where the latent functions are defined by GPs. Unfortunately, all the existing MoGP models cannot straightforwardly apply to the aggregate data this study focuses on because they assume point-referenced data. In other words, they do not have an important mechanism, that is, the aggregation constraints, for handling attributes aggregated over supports.

The proposed model is an extension of LMC. To handle the aggregate data, we introduce an observation model with the aggregation process for all attributes; this is represented by the integral of the MoGP over each corresponding support, as in [35]. We also present the variational Bayes algorithm for learning model parameters and derive the predictive distribution, given aggregate datasets in multiple domains. MoGP models for aggregate data have been independently proposed at the same time [13, 25, 43]. The main differences of ours from [13, 43] are as follows: (a) derivation of the predictive distribution given aggregate datasets from multiple domains; (b) knowledge transfer across domains by incorporating the prior distribution of mixing weights; (c) extensive experiments on real-world aggregate datasets gathered from temporal or spatial domains.

3 Aggregate Data

In this section, we introduce mathematical notations of aggregate datasets in multiple domains. Let \( \mathcal{V} \) be a set of domain indices. Let \( \mathcal{X}_v \subset \mathbb{R}^D (v \in \mathcal{V}) \) be a domain of dimension \( D \). In the case of \( D = 1 \), a typical example of the domain is an observation time period; a domain example in the case of \( D = 2 \) is a total region of a city. When we consider multiple domains, i.e., \(|\mathcal{V}| \geq 2\), where \(|\bullet|\) is the cardinality of the set, we regard that different domains do not intersect. Let \( x \in \mathcal{X}_v (v \in \mathcal{V}) \) denote an input variable. Let \( \mathcal{S}_v (v \in \mathcal{V}) \) be a set of attribute indices for each domain. A partition \( \mathcal{P}_{vs} (v \in \mathcal{V}, s \in \mathcal{S}_v ) \) of \( \mathcal{X}_v \) is a collection of disjoint subsets, called supports, of \( \mathcal{X}_v \). Let \( \mathcal{R}_{vs} \subset \mathcal{P}_{vs} \) be an \( n \)-th support in \( \mathcal{P}_{vs} \). The support corresponds to the time bin (\( D = 1 \)), the spatial region (\( D = 2 \)), and so on. A data sample is specified by a pair \((\mathcal{R}_{vs}, y_{vs})\), where \( y_{vs} \in \mathbb{R} \) is an attribute value that is observed by aggregating the point-referenced data over the corresponding support \( \mathcal{R}_{vs} \) (see Figure 1). Here, we assume that the aggregation process (e.g., averaging) for each attribute is known. Suppose that we have the collection of aggregate datasets \( \mathcal{D} = \{ \mathcal{D}_v : v \in \mathcal{V} \} \), where \( \mathcal{D}_v = \{(\mathcal{R}_{vs}, y_{vs}) : s \in \mathcal{S}_v; n = 1, \ldots, |\mathcal{P}_{vs}|\} \). The notations used in this article are listed in Table 1.

| Symbol          | Description |
|-----------------|-------------|
| \( \mathcal{V} \) | set of domain indices |
| \( v \)         | domain index, \( v \in \mathcal{V} \) |
| \( D \)         | dimension of domain, \( D \in \mathbb{N} \) |
| \( \mathcal{X}_v \) | \( v \)-th domain, \( \mathcal{X}_v \subset \mathbb{R}^D \) |
| \( \mathcal{S}_v \) | set of attribute indices for \( v \)-th domain |
| \( s \)         | attribute index, \( s \in \mathcal{S}_v \) |
| \( \mathcal{P}_{vs} \) | partition of \( \mathcal{X}_v \) for \( s \)-th attribute |
| \( n \)         | support index, \( n \in \{1, \ldots, |\mathcal{P}_{vs}|\} \) |
| \( \mathcal{R}_{vs} \) | support, \( \mathcal{R}_{vs} \in \mathcal{P}_{vs} \) |
| \( y_{vs} \)     | attribute value associated with the support \( \mathcal{R}_{vs} \) |

4 Model

We propose A-MoGP (Aggregated Multi-output Gaussian Process), a probabilistic model for inferring functions from aggregate datasets with various granularities in multiple domains. The proposed model when we have two spatial domains is illustrated schematically in Figure 2. For simplicity, we assume that the types of attributes are the same for different domains; namely, we let \( S = S_v \) denote the set of attribute indices for all domains. Notice that one can straightforwardly apply the proposed model to the case where the types of attributes are partially different across domains. In the following, we first construct a multi-output Gaussian process (MoGP) prior by linearly mixing independent latent GPs to establish dependences between attributes (see (a) Linear mixing in Figure 2). We then introduce a prior distribution of the mixing weights to transfer knowledge across domains (see (b) Prior dist. in Figure 2). Lastly, we present an observation model with aggregation processes for respective attributes (see (c) Agg. process in Figure 2), allowing a model learning from aggregate datasets.

MoGP prior. In the proposed model, the functions for attributes on the continuous space are assumed to be a MoGP. We construct the MoGP by linearly mixing some independent latent GPs, which is one of the most widely used approaches for establishing dependences between outputs (i.e., attributes) [15, 17]. Let \( \mathcal{L} \) be an index set of latent GPs. Consider \(|\mathcal{V}|/|\mathcal{L}|\) independent zero-mean GPs,

\[
g_{vl}(x) \sim \mathcal{GP}(0, \gamma_l(x, x')) , \quad v \in \mathcal{V}; \quad l \in \mathcal{L},
\]  

(1)

where \( \gamma_l(x, x') : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R} \) is a covariance function for the \( l \)-th latent GP, which is assumed integrable. It should be noted that the covariance functions \( \gamma_l(x, x') \mid l \in \mathcal{L} \) are shared among all attributes and all domains, which enables us to effectively learn covariances of data points by utilizing dependences between attributes in multiple domains.
From (5), one can see that the covariance functions \( \Gamma \). In this article, we focus on the case for latent GPs are shared by all attributes and all domains. It is assumed to be modeled as a linear combination of the \( f_v \) is assumed to be obtained by integrating the GP \( \int \). The weight matrix whose \( s \)-th entry of \( v \)-th domain, the \(|S|\times|L|\) where \( v \)-th latent GP in the \( v \)-th attribute is assumed to be determined by the product of the latent field \( g_v(x) \) and the weight matrix \( W_v \). For \( y_{vs} \) is assumed to be generated from a Gaussian prior distribution, \( y_{vs} \sim N(\overline{w}_{vs}, \eta_{vs}^2) \), where \( \overline{w}_{vs} \) and \( \eta_{vs}^2 \) are a mean and a variance, respectively. \( \eta_{vs}^2 \) controls the degrees of knowledge transfer across domains. When \( \eta_{vs}^2 \) is close to zero, the weights \( \{w_{vs}\}_{v \in V} \) for all domains are likely to take the same value. This allows the model to learn parameters from the full use of all datasets by appropriately transferring knowledge between domains. This modeling is especially beneficial when some datasets in a domain are too coarse to learn the dependences between attributes.

Observation model for aggregate data. To handle aggregate data, we design an observation model with aggregation processes that are integrals of GPs over corresponding supports. Let \( y_{vs} = (y_{v1s}, \ldots, y_{v|S|s}) \) be a \(|P_v|\)-dimensional vector consisting of the values for the \( s \)-th attribute in the \( v \)-th domain. Let \( y_v = (y_{v1}, \ldots, y_{v|S|})^T \) denote an \( N_v \)-dimensional vector consisting of the values for all attributes in the \( v \)-th domain, where \( N_v = \sum_{s \in S} |P_v| \) is the total number of samples in the \( v \)-th domain. Each attribute value is assumed to be obtained by integrating the GP \( f_v(x) \) over the corresponding support; \( y_v \) is then generated from a Gaussian distribution:

\[
y_v \mid f_v(x), W_v \sim N \left( y_v \middle| \int_{\mathcal{X}_v} A_v(x) f_v(x) \, dx, \Sigma_v \right),
\]

where \( A_v(x) : \mathcal{X}_v \rightarrow \mathbb{R}^{|S|\times|S|} \) is represented by

\[
A_v(x) = \text{diag} \left( a_{v1}(x), \ldots, a_{v|S|}(x) \right),
\]

in which \( a_{vs}(x) = (a_{v1s}(x), \ldots, a_{v|P_v|s}(x))^T \) is a weight function for aggregation over support \( \mathcal{R}_{vns} \). This modeling does not depend on the particular choice of \( \{a_{vns}(x)\} \) as long as they are integrable. If one takes, for support \( \mathcal{R}_{vns} \),

\[
a_{vns}(x) = \frac{1}{|\mathcal{X}_v|} \mathbb{I}(x \in \mathcal{R}_{vns}) \frac{1}{|\mathcal{R}_{vns}|} \int_{x \in \mathcal{R}_{vns}} dx',
\]

where \( \mathbb{I}(\bullet) \) is the indicator function; \( \mathbb{I}(Z) = 1 \) if \( Z \) is true and \( \mathbb{I}(Z) = 0 \) otherwise, then \( y_{vns} \) is the average of \( f_{vs}(x) \) over \( \mathcal{R}_{vns} \). One may also consider other aggregation processes to suit the property of the attribute values, including simple summation and population-weighted averaging over \( \mathcal{R}_{vns} \). \( \Sigma_v = \text{diag} (\sigma_{v1}^2, \ldots, \sigma_{v|S|}^2) I \) is an \( N_v \times N_v \) block diagonal matrix, where \( \sigma_{vs}^2 \) is the noise variance for the \( s \)-th attribute in the \( v \)-th domain, where \( I \) is the identity matrix.

On domains. We here summarize our assumptions of A-MoGP in modeling multiple domains, in order to avoid possible misunderstandings. The field \( f_v(x) \) for attribute values is assumed to be determined by the product of the latent field \( g_v(x) \) and the weight matrix \( W_v \). It should be noted that, for each domain \( v \in V \), \( g_v(x) \)

2. We assume that the integral appearing in (7) is well-defined. Sample paths of a GP are in general not integrable without additional assumptions; the conditions under which the integral is well-defined are discussed in Supplementary Material of [25].
Algorithm 1 Inference procedure for A-MoGP.

**Input:** Aggregate datasets \( D \), the numbers of Monte-Carlo samples \( T_c, T_p \).  

**Output:** Predictive distribution \( p(f^*_v \mid x, D) \)

1. Initialize \( \{ \Sigma_v \}, \Gamma(x, x'), \{ \bar{w}_{sl} \}, \{ \eta^2_{sl} \}, \{ \tilde{w}_{sl} \}, \{ \eta^2_{sl} \} \).
2. /* Parameter learning */
3. repeat
4.  for \( t = 1, \ldots, T_c \) do
5.     for all \( v, s, l \) do
6.         \( \bar{w}_{val}^{(t)} \leftarrow \bar{w}_{val} + \epsilon \cdot \sqrt{\eta^2_{val}} \), where \( \epsilon \sim N(0,1) \).  
7.       end for
8.     end for
9.     Update \( \{ \Sigma_v \}, \Gamma(x, x'), \{ \bar{w}_{sl} \}, \{ \eta^2_{sl} \}, \{ \tilde{w}_{sl} \}, \{ \eta^2_{sl} \} \) by maximizing the ELBO (14).
10. until Convergence
11. /* Prediction */
12. for \( t = 1, \ldots, T_p \) do
13.     for all \( v, s, l \) do
14.         \( \bar{w}_{val}^{(t)} \leftarrow \bar{w}_{val} \sim N(\bar{w}_{val} \mid \bar{w}_{val}, \eta^2_{val}) \) (15).
15.     end for
16. end for
17. Construct the predictive distribution \( p(f^*_v \mid x, D) \) (22) using the estimated parameters.

and \( W_v \) in (2) are assumed to be realizations from the prior distributions of (1) and (6), respectively, so that a single realization of \( W_v \) is shared over the whole domain \( X_v \), as well as a single realization of \( \chi_v \), is shared over the whole domain \( X_v \), to define the field \( f_v(x) \) on \( X_v \) via (2). Another assumption is that \( \{ (g_1(x), W_1), (g_2(x), W_2), \ldots, (g_{|V|}(x), W_{|V|}) \} \) are assumed independent. Due to this assumption we do not have to consider cross-domain covariance \( \Gamma(x, x') \) with \( x \in X_v, x' \in X_{v'}, v \neq v' \). Meanwhile, we assume that the prior distributions for \( g_v(x), W_v \) are shared across domains, which allows domain transfer. In the case where the set of attributes is different across domains, we use the same priors for the same kind of attributes in different domains.

5 Inference

Our aim is to obtain the predictive distribution on the basis of variational Bayesian inference procedures. The model parameters, \( \{ W_v \mid v \in V \}, \{ \Sigma_v \mid v \in V \}, \Gamma(x, x'), \{ \bar{w}_{sl} \mid s \in S; l \in L \}, \) and \( \{ \tilde{w}_{sl} \mid s \in S; l \in L \}, \) are estimated by maximizing the evidence lower bound (ELBO), in which GPs are analytically integrated out. We adopt the reparameterization trick (24) to estimate variational parameters via gradient-based optimization methods. One can subsequently obtain the predictive distribution using the estimated parameters. The inference procedure is shown in Algorithm 1.

ELBO. Given the aggregate datasets in multiple domains \( D \), the marginal likelihood (i.e., evidence) of \( \{ y_v \} \) is given by

\[
p(\{ y_v \}) = \prod_{v \in V} \int p(y_v \mid W_v) p(W_v) dW_v. \tag{10}
\]

Here, the likelihood of \( y_v \) is

\[
p(y_v \mid W_v) = \mathcal{N}(y_v \mid 0, C_v), \tag{11}
\]

where we analytically integrate out the GP prior \( f_v(x) \), and where \( C_v \) is an \( N \times N \) covariance matrix represented by

\[
C_v = \int_{x_v \times x_v} A_v(x) K_v(x, x') A_v(x') \, dx \, dx' + \Sigma_v. \tag{12}
\]

It is an \( |S| \times |S| \) block matrix whose \((s, s')\)-th block \( C_{vss'} \) is a \(|P_{vs}| \times |P_{vs'}| \) matrix represented by

\[
C_{vss'} = \int_{x_v \times x_v} k_{vss'}(x, x') a_{vs}(x) a_{vs'}(x') \, dx \, dx' + \delta_{s, s'} \sigma_{vs}^2 I, \tag{13}
\]

where \( \delta_{s, s'} \) represents Kronecker’s delta; \( \delta_{Z, Z'} = 1 \) if \( Z = Z' \) and \( \delta_{Z, Z'} = 0 \) otherwise. The closed-form expression (12) for \( C_v \) is not trivial for the following reason: One needs to consider averaging with respect to the infinite-dimensional Gaussian \( f_v(x) \) since the attribute values are obtained by aggregating the function values evaluated at an infinite number of points within the corresponding supports. Our works (25, 44) have shown that the integral with respect to \( f_v(x) \) under the integrability conditions mentioned in footnote (2) can be analytically performed by the following procedures: Consider the Riemann sums to define the integral of \( f_v(x) \) using a regular grid covering \( X_v \) with the grid cell volume \( \Delta \); integrate out the GP prior in a similar way to the vanilla GP; take the limit \( \Delta \to 0 \), obtaining the likelihood (11). Details appear in Supplementary Material of (25).

Equation (12) takes the form of the double integral of the covariance function \( K_v(x, x') \) over the respective pairs of supports, which conceptually corresponds to the aggregation of the covariance function values that are calculated at the infinite pairs of points in the corresponding supports; this allows one to evaluate the support-to-support covariances taking into account support size and shape. How to evaluate the integral of the covariance function in (12) is described at the end of this section. In general, it is difficult to evaluate the logarithm of the evidence (10), so that we consider what is called the evidence lower bound (ELBO), defined as

\[
\ln p(\{ y_v \}) \geq \sum_{v \in V} \{ \mathbb{E}_q(W_v)[ \ln p(y_v \mid W_v)] - KL [q(W_v) \parallel p(W_v)] \}, \tag{14}
\]

where \( \mathbb{E}[\bullet] \) is the expectation, KL(\bullet || \bullet) is the Kullback-Leibler (KL) divergence, and \( q(W_v) \) is a variational distribution that approximates the true posterior \( p(W_v \mid \{ y_v \}) \). On the basis of the mean-field approximation (45), we take, for each domain, the variational distribution given by a factorized Gaussian distribution,

\[
q(W_v) = \prod_{s \in S} \prod_{l \in L} N(\bar{w}_{sl} \mid \eta_{vss}^2, \eta_{sSL}^2), \tag{15}
\]

where \( \bar{w}_{sl} \) and \( \eta_{sSL}^2 \) are the element-wise variational parameters. It is, unfortunately, difficult to directly obtain the
ELBO as the expectation in (14) is not tractable; we compute it using Monte-Carlo approximation as follows:

$$
\mathbb{E}_{q(W_v)}[\ln p(y_v | W_v)] \approx \frac{1}{T_v} \sum_{t=1}^{T_v} \ln p(y_v | W_v^{(t)}),
$$

where $W_v^{(t)} \sim q(W_v)$ and $T_v$ is the number of Monte-Carlo samples for evaluating the ELBO. We use the reparameterization trick [24], so that the $t$-th sample $\hat{w}_{vst}$ of $\hat{w}_{vst}$ is given by

$$
\hat{w}_{vst}^{(t)} = \hat{w}_{vst} + \epsilon \cdot \sqrt{\hat{w}_{vst}^2},
$$

where $\epsilon \sim \mathcal{N}(0, 1)$. This technique allows us to use gradient-based optimization methods for estimating the variational parameters. Accordingly, the model parameters and the variational parameters can be obtained by maximizing the ELBO [14].

**Predictive distribution.** Let $f^*_v$ denote the predictive value of $f(x)$ at $x$. We first describe the posterior distribution for $f^*_v$ conditional on $W_v$, obtained in the closed form as

$$
p(f^*_v | x, W_v, D) = \mathcal{N}(f^*_v | m^*_v(x), K^*_v(x, x')), \quad (18)
$$

where $m^*_v(x) : \mathcal{X}_v \to \mathbb{R}^{|S|}$ and $K^*_v(x, x') : \mathcal{X}_v \times \mathcal{X}_v \to \mathbb{R}^{|S| \times |S|}$ are the mean function and the covariance function, respectively, for the conditional posterior. Defining $H_v(x)$ as

$$
H_v(x) = \int_{\mathcal{X}_v} A_v(x')K_v(x', x) dx',
$$

which consists of the point-to-support covariances, the mean function $m^*_v(x)$ and the covariance function $K^*_v(x, x')$ are given by

$$
m^*_v(x) = H_v(x)^\top C_v^{-1} y_v, \quad (20)
$$

$$
K^*_v(x, x') = K_v(x, x') - H_v(x)^\top C_v^{-1} H_v(x'), \quad (21)
$$

respectively. Derivation of the conditional posterior [18] is similar to that of the likelihood [11]. According to variational Bayesian inference procedures, the predictive distribution of $f^*_v$ is given by the expectation of $f^*_v$ with respect to the variational distribution of $W_v$; however, it is intractable; we thus compute it using Monte-Carlo approximation as follows:

$$
p(f^*_v | x, D) = \int p(f^*_v | x, W_v, D)q(W_v) dW_v \approx \frac{1}{T_p} \sum_{t=1}^{T_p} p(f^*_v | x, W_v^{(t)}, D), \quad (22)
$$

where $W_v^{(t)} \sim q(W_v)$, and where $T_p$ is the number of Monte-Carlo samples to approximate the predictive distribution. One can observe that the approximate distribution [22] is the form of a multivariate Gaussian mixture. Then, one can obtain the mean function $\hat{m}_v^*(x)$ and the co-variance function $\hat{K}_v^*(x, x')$ for the approximate predictive distribution, represented by

$$
\hat{m}_v^*(x) = \frac{1}{T_p} \sum_{t=1}^{T_p} m_v^{(t)}(x), \quad (23)
$$

$$
\hat{K}_v^*(x, x') = \frac{1}{T_p} \sum_{t=1}^{T_p} \left( K_v^{(t)}(x, x') + m_v^{(t)}(x)m_v^{(t)}(x')^\top \right) - \hat{m}_v^*(x)\hat{m}_v^*(x')^\top \quad (24)
$$

Here, $m_v^{(t)}(x)$ and $K_v^{(t)}(x, x')$ are the mean function and the covariance function [20], respectively, that are evaluated using the $t$-th sample $W_v^{(t)}$.

**Integral of the covariance function.** In [12] and [19], we need the integrals of the covariance function $K_v(x, x')$ over the domain $\mathcal{X}_v$. If the dimension $D$ of $\mathcal{X}_v$ is one, it can be obtained in a closed form as long as the covariance function is analytically integrable. One can find an example using the squared-exponential kernel as the covariance function in Section 2 of [35], which we adopt in the following experiments. If $D \geq 2$, on the other hand, this integral generally requires a numerical approximation. In the implementation, we approximate these integrals by using sufficiently fine-grained $D$-dimensional square grid cells. We divide domain $\mathcal{X}_v$ into square grid cells, and take $G_{\text{gsm}}$ to be the set of grid points that are contained in support $R_{\text{gsm}}$. Consider the approximation of the integral in the covariance matrix [12]. The $(n, n')$-entry $C_{\text{gsm}}(n, n')$ of $C_{\text{gsm}}$ is approximated as follows:

$$
C_{\text{gsm}}(n, n') = \int_{\mathcal{X}_v} k_{\text{gsm}}(x, x') a_{\text{gsm}}(x) a_{\text{gsm}}(x') dx dx' + \delta_{s,s'} \sigma_{v_s}^2
$$

$$
\approx \frac{1}{|G_{\text{gsm}}|} \sum_{i \in G_{\text{gsm}}} \sum_{j \in G_{\text{gsm}}} k_{\text{gsm}}(i, j) + \delta_{s,s'} \sigma_{v_s}^2,
$$

where we use the formulation of the support-average-observation model [9]. The integrals in [19] can be approximated in a similar way. Letting $|G_v|$ denote the number of all grid points in the $v$-th domain, the computational complexity of $C_{\text{gsm}}$ [12] is $O(|G_v|^2)$. Assuming the constant weight $a_{\text{gsm}}(x) = 1$ (e.g., support-average), the computational complexity can be reduced to $O(|P_v||P_{v'}||E|)$, where $|E|$ is the cardinality of the set of distinct distance values between grid points. Here, we use the property that $k_{\text{gsm}}(i, j)$ in [25] depends only on the distance between $i$ and $j$, which is helpful for saving the computation time and the memory requirement. The average computation time for training was 738.7 seconds for the areal datasets from New York City and Chicago; the experiments were conducted on an NVIDIA Titan RTX GPU.

### 6 Experiments

#### 6.1 Datasets

We evaluated the proposed model, A-MoGP, using real-world datasets defined in one- and two-dimensional domains. The one-dimensional domain is a temporal domain, and the attribute values are obtained by aggregating time series on time bins. The two-dimensional domain is a spatial
domain; the attributes are aggregated on spatial regions. Details of the datasets are described in subsequent paragraphs. In the experiments, the attribute values were centered and normalized so that each attribute in each domain has zero mean and unit variance.

**Time series of air pollutants.** This dataset includes hourly air pollutant concentrations from multiple air quality monitoring stations in Beijing [46]; the observation period is from March 1st, 2013, to February 28th, 2017. For evaluation, we used three pollutants, NO₂, CO, and O₃, which are denoted in the following by NO₂, CO, and O₃, respectively, from three monitoring stations, Changping, Aotizhongxin, and Dingling. The observation period was divided equally into three disjoint parts, each of which was regarded as the domain for each monitoring station. In other words, in the time series datasets we used in the following experiments, there are three domains, that is, three observation periods for respective monitoring stations. We explored the task of refining the time series aggregated on the coarse-grained target attribute via the learned model. We created the coarse- and fine-grained target attributes by aggregating the original data on the coarse-grained partition: Borough (5) in New York City and Side (9) in Chicago.

**Evaluation metric.** Let v’ ∈ V and s’ ∈ S_v be the domain index and the attribute index we targeted, respectively. The evaluation metric is the mean absolute percentage error (MAPE) of the fine-grained target attribute values, represented by

\[
\frac{1}{|P_{v's}|} \sum_{n \in P_{v's}} \left| \frac{y_{v's'n}^{true} - y_{v's'n}^{pred}}{y_{v's'n}^{true}} \right|,
\]

where y_{v's'n}^{true} is the true value associated with the n-th support in the target fine-grained partition; y_{v's'n}^{pred} is its predicted value, obtained by integrating the s'-th posterior mean function of the v'-th domain, \( \hat{m}_{v'}(x) \), over the corresponding target fine-grained support.

### 6.2 Setup of A-MoGP

In the experiments, we used the squared-exponential kernel as the covariance function for the latent GPs, represented by

\[
\gamma_l(x, x') = \alpha_l^2 \exp \left( -\frac{1}{\beta_l^2} \|x - x'|^2 \right),
\]

where \( \alpha_l^2 \) is a signal variance that controls the magnitude of the covariance, where \( \beta_l \) is a scale parameter that determines the covariances of data points, and where \( \| \cdot \| \) is the Euclidean norm. Here, we set \( \alpha_l^2 = 1 \) because the variance can already be modeled by scaling the columns of \( \mathbf{W}_e \) in (4). The model parameters were estimated by maximizing the ELBO (14) using the Adam optimizer [49] with learning rate 0.001, implemented in PyTorch [50]. As described in the last paragraph of Section 5, we need to approximate the integral of kernel over the regions in the areal data setting. We divided the total region of each city into sufficiently fine-grained square grid cells, the size of which was 300 m × 300 m for both cities; the resulting sets of grid points \( \mathcal{G}_c \) for New York City and Chicago include 9,352 and 7,400 grid points, respectively. The number |C| of the latent GPs was chosen from \( \{1, \ldots, S\} \) via leave-one-out cross-validation [45], where \( S = \sum_{C \in \mathcal{C}} |C| \). We obtained the validation error using each held-out coarse-grained attribute value, namely, we did not use the fine-grained target data in the validation process. We set the numbers of Monte-Carlo samples as \( T_c = 1 \) and \( T_p = 100 \), where the choice \( T_c = 1 \) amounts to estimating the variational parameters via stochastic gradient ascent of the ELBO with sample size 1.

### Table 2

Real-world areal datasets.

| Attribute                  | Partition      | #regions | Time range      |
|----------------------------|----------------|----------|-----------------|
| (a) New York City          |                |          |                 |
| Poverty rate               | Community      | 59       | 2009 – 2013     |
| Unemployment rate          | Community      | 59       | 2009 – 2013     |
| PM2.5                      | UHF42          | 42       | 2009 – 2010     |
| Mean commute               | Community      | 59       | 2009 – 2013     |
| Recycle diversion rate     | Community      | 59       | 2009 – 2013     |
| Population density         | Community      | 59       | 2009 – 2013     |
| Crime rate                 | Police precinct| 77       | 2010 – 2016     |
| (b) Chicago                |                |          |                 |
| Poverty rate               | Community      | 77       | 2008 – 2012     |
| Unemployment rate          | Community      | 77       | 2008 – 2012     |
| Crime rate                 | Police precinct| 25       | 2012           |

Areal data in cites. We conducted the experiments using seven and three real-world areal datasets from New York City [47] and Chicago [48], respectively. There are two domains in the areal datasets, where the domain corresponds to the total region of each city. The areal dataset is associated with one of the predefined geographical partitions with various granularities: UHF42 (42), Community (59), and Police precinct (77) in New York City; Police precinct (25), and Community (77) in Chicago, where each number in parentheses denotes the number of spatial regions in the corresponding partition. In the areal datasets, the spatial region corresponds to the support for data aggregation. Details about the real-world areal datasets are shown in Table 2. These datasets were gathered once a year at the time ranges shown in Table 2; thus, we used the datasets by yearly averaging their attribute values. The evaluation procedure is similar to the case of the time series datasets (described in the preceding paragraph). For evaluation, we created the coarse-grained target attributes by aggregating the original data on the coarse-grained partition: Borough (5) in New York City and Side (9) in Chicago.
6.3 Baselines

We compared A-MoGP with Gaussian process regression for binned data [35]. This model is a special case of A-MoGP when only target aggregate dataset in a single domain is available; in this article, we call it aggregated Gaussian process (A-GP) with single-output. Another baseline is one of the standard MoGP models, semiparametric latent factor model (SLFM) [17]. A-MoGP is an extension of SLFM; A-MoGP newly incorporates the observation model with aggregation processes for handling aggregate data. SLFM assumes that samples are observed at location points rather than supports; we thus associate each attribute value with the centroid of the support. Additionally, A-GP and SLFM do not have a mechanism for knowledge transfer across domains.

6.4 Results for time-series data

In this section, we present the experimental results for time-series data of air pollutants. Figure 3 shows MAPE and standard errors for A-GP, SLFM, A-MoGP, and A-MoGP (trans). Here, A-GP, SLFM, and A-MoGP were trained and tested using the aggregate datasets from a single domain; A-MoGP (trans) utilized all the datasets from three domains. As expected, one observes that for all models, MAPE increased with the bin size for creating the coarse-grained target dataset. In many cases, A-MoGP achieved better performance than A-GP and SLFM. This result shows that A-MoGP can effectively utilize multiple aggregate datasets from a single domain. Moreover, A-MoGP (trans) outperformed A-MoGP, especially when the bin size was set to two and four months. This result shows that the refinement performance can be improved by making use of aggregate
databases from other domains even if the target dataset is coarser.

Figures 4, 5, 6, and 7 illustrate the prediction results of the attributes in Aotizhongxin, by A-GP, SLFM, A-MoGP, and A-MoGP (trans), respectively. Here, the target dataset is set to NO\(_2\) in Aotizhongxin. In these figures, the first row is the result for the test dataset (i.e., fine-grained target dataset). In the results of A-GP, A-MoGP, and A-MoGP (trans), the predictive variance (depicted by the red shaded area) was obtained via the double integral of the posterior covariance function \(K_{\tilde{\nu}}(x, x')\) over the corresponding bin. Each column in these figures shows the result when using the coarse-grained target dataset with the corresponding bin size (described by the bold font in the figures). As one can see from Figure 4, A-GP incorporating the aggregation process can effectively interpolate the target aggregated attribute without over-fitting while encouraging consistency between the coarse- and the fine-grained target dataset. However, the performance of A-GP is limited because it does not use multiple datasets to refine the coarse-grained target dataset. Although SLFM can utilize multiple datasets from a single domain, it does not have the observation model for handling aggregate datasets; this might prevent the model from learning properly. In the third column of

Fig. 4. Prediction result of A-GP for the attributes in Aotizhongxin. In the first row, the black and red lines are the true and predicted values, respectively; the red shaded area denotes twice the standard deviation in prediction at each fine-grained bin. The blue and red lines in the second row are the training data and its prediction, respectively; the predictive variance is calculated on a continuous timeline.

Fig. 5. Prediction result of SLFM for the attributes in Aotizhongxin. Further figure details are the same as Figure 4.
Fig. 6. Prediction result of A-MoGP for the attributes in Aotizhongxin. Further figure details are the same as Figure 4.

Fig. 7. Prediction result of A-MoGP (trans) for the attributes in Aotizhongxin. Further figure details are the same as Figure 4.
Figure 5 shows the estimated relationships between attributes when using NO2 in Aotizhongxin as the target dataset. The relationships were visualized by A-MoGP and A-MoGP (trans) for each coarse-grained bin size. In Figure 5(a), the red lines indicate the relationships estimated by A-MoGP, while the blue lines indicate those estimated by A-MoGP (trans). The absolute values of the elements of the coregionalization matrix are shown in Figure 8.

The results show that A-MoGP (trans) captured the useful relationship between attributes, even if the target attribute was only available in a coarse-grained dataset. This is because A-MoGP (trans) can utilize the aggregate datasets in multiple domains and appropriately learn the relationships between attributes and the covariances of data points. To confirm this observation, in Figure 5(a), we show the visualization of the relationships between attributes, estimated by A-MoGP and A-MoGP (trans). Letting $W^v_s$ be a $|S_v| \times |L|$ matrix whose $(s, l)$-entry is the variational posterior mean $\bar{w}^v_{s, l}$ in (15), the relationships between attributes were calculated as follows: $W^v_s W^v_s^T \in \mathbb{R}^{|S_v| \times |S_v|}$, which is known as a coregionalization matrix (15). Figure 8 illustrates the absolute values of the elements of the coregionalization matrix. This result shows that A-MoGP (trans) achieved better performance in refining the coarse-grained target attribute than the baseline models.

### Table 3

MAPE and standard errors for the prediction of fine-grained areal data in New York City and Chicago. The numbers in parentheses denote the number $L$ of the latent GPs estimated by the leave-one-out cross-validation.

#### (a) New York City

|                  | A-GP          | SLFM         | A-MoGP        | A-MoGP (trans) |
|------------------|---------------|--------------|---------------|---------------|
| Poverty rate     | 0.263 ± 0.032 | 0.184 ± 0.019 | 0.186 ± 0.018 | 0.168 ± 0.018 |
| Unemployment rate| 0.215 ± 0.023 | 0.172 ± 0.020 | 0.177 ± 0.021 | 0.151 ± 0.020 |
| PM2.5            | 0.054 ± 0.007 | 0.037 ± 0.005 | 0.037 ± 0.006 | 0.039 ± 0.007 |
| Mean commute     | 0.072 ± 0.009 | 0.072 ± 0.009 | 0.054 ± 0.006 | 0.051 ± 0.006 |
| Recycle diversion| 0.282 ± 0.037 | 0.257 ± 0.029 | 0.180 ± 0.022 | 0.166 ± 0.021 |
| Population density| 0.354 ± 0.039 | 0.386 ± 0.046 | 0.355 ± 0.040 | 0.325 ± 0.052 |
| Crime rate       | 0.601 ± 0.129 | 0.472 ± 0.081 | 0.427 ± 0.105 | 0.426 ± 0.124 |

#### (b) Chicago

|                  | A-GP          | SLFM         | A-MoGP        | A-MoGP (trans) |
|------------------|---------------|--------------|---------------|---------------|
| Poverty rate     | 0.255 ± 0.031 | 0.309 ± 0.030 | 0.243 ± 0.031 | 0.223 ± 0.021 |
| Unemployment rate| 0.414 ± 0.073 | 0.356 ± 0.049 | 0.240 ± 0.025 | 0.268 ± 0.037 |

6.5 Results for areal data

This section presents the experimental results for areal datasets in cities. Table 3 shows MAPE and standard errors for A-GP, SLFM, A-MoGP, and A-MoGP (trans). Here, the experiments for the Crime rate dataset in Chicago have not been conducted because the coarser version for training is not available online. For all datasets, A-MoGP and A-MoGP (trans) achieved better performance in refining the coarse-grained areal dataset than the baseline models. Also, in most cases, A-MoGP (trans) was able to use the aggregate datasets in two cities to improve refinement performance.

Figures 10 and 11 illustrate the visualization of the relationships when setting the Poverty rate dataset in New York City as the target dataset. The relationships were visualized by A-MoGP and A-MoGP (trans). Compared with the true values in Figure 10(b), A-MoGP (trans) yielded more accurate estimates of the fine-grained data than the other models.

We analyzed the relationships between the attributes, estimated by A-MoGP (trans). Figure 11 shows the visualization of the relationships when setting the Poverty rate dataset in New York City as the target dataset, which was illustrated by the same procedure as that described in Section 6.4. In Figure 11, one can see that the poverty rate and the unemployment rate had strong relationships in both...
cities; meanwhile, the strength of the relationship between
the poverty rate and the crime rate was stronger in Chicago
than that in New York City. Comparing these results with
the visualizations of training datasets in Figure 12, we
can confirm that A-MoGP (trans) captures the correlations
between three attributes (i.e., poverty rate, unemployment
rate, and crime rate) appropriately. One advantage of A-
MoGP (trans) is that it has the mechanism for knowledge
transfer across domains, allowing for utilizing datasets from
multiple domains to learn weight parameters defining re-
lationships between attributes. Sharing the prior distribution
(6) for the weight parameters among all domains makes
the knowledge transfer possible; Figure 13 visualizes the
prior (6) and the variational posterior (15), estimated by
A-MoGP (trans). Each tile shows the distribution for the
weight $w_{vl}$ of the $l$-th latent GP in each attribute. One
observes that the prior variances were small in the case of
$l = 1$ and in the case of the Crime rate dataset of $l = 2$ (see
black lines in Figure 13); the variational posteriors for New
York City (blue lines in Figure 13) and Chicago (red lines
in Figure 13) were close to the prior distributions. In these
cases, knowledge transfer is more encouraged. Accordingly,
Table 3 and Figure 13 show that A-MoGP (trans) achieves
performance improvement by using the aggregate datasets
from both cities via the knowledge transfer.

7 Conclusion

In this article, we have proposed the Aggregated Multi-
output Gaussian Process (A-MoGP) that can estimate func-
tions for attributes by utilizing aggregate datasets of respec-
tive granularities from multiple domains. Experiments on
real-world datasets have confirmed that the A-MoGP can
perform better than baselines in refining coarse-grained ag-
gregate data; moreover, the A-MoGP has improved perfor-
ance by using aggregate datasets from multiple domains
via the knowledge transfer across domains.

There are several research directions that can be explored
in the future. First, we can introduce alternative likelihoods
such as the Poisson distribution for count data. Second, we
can speed up the inference using the inducing point tech-
nique, similarly to [51]. Third, incorporating rich additional
data is promising to improve refinement performance. For
example, satellite images are known to be helpful in the
refinement of spatially aggregated data [36]. A powerful
option to leverage such data is to use deep neural networks
as a model component, which would help automatically
extract meaningful representations from data.
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