Modelling atmospheric structure, cloud and their response to CCN in the central Arctic: ASCOS case studies
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\textbf{Abstract.} Observations made during late summer in the central Arctic Ocean, as part of the Arctic Summer Cloud Ocean Study (ASCOS), are used to evaluate cloud and vertical temperature structure in the Met Office Unified Model (MetUM). The observation period can be split into 5 regimes; the first two regimes had a large number of frontal systems, which were associated with deep cloud. During the remainder of the campaign a layer of low-level cloud occurred, typical of central Arctic summer conditions, along with two periods of greatly reduced cloud cover. The short-range operational NWP forecasts could not accurately reproduce the observed variations in near-surface temperature. A major source of this error was found to be the temperature-dependant surface albedo parameterisation scheme. The model reproduced the low-level cloud layer, though it was too thin, too shallow, and in a boundary-layer that was too frequently well-mixed. The model was also unable to reproduce the observed periods of reduced cloud cover, which were associated with very low cloud condensation nuclei (CCN) concentrations ($<1 \text{ cm}^{-3}$). As with most global NWP models, the MetUM does not have a prognostic aerosol/cloud scheme but uses a constant CCN concentration of 100 cm$^{-3}$ over all marine environments. It is therefore unable to represent the low CCN number concentrations and the rapid variations in concentration frequently observed in the central Arctic during late summer. Experiments with a single-column model configuration of the MetUM show that reducing model CCN number concentrations to observed values reduces the amount of cloud, increases the near-surface stability, and improves the representation of both the surface radiation fluxes and the surface temperature. The model is shown to be sensitive to CCN only when number concentrations are less than 10–20 cm$^{-3}$.

\section{1 Introduction}

Arctic temperatures are increasing faster than the global mean (Manabe and Wetherald, 1975; Serreze and Barry, 2011) and this is projected to continue through the 21st century (ACIA, 2004; Holland et al., 2006; Solomon et al., 2007). Sea ice extent and thickness have also decreased (Nghiem et al., 2007; Comiso et al., 2008; Parkinson and Cavalieri, 2008), and the period 2007 to 2011 has seen the lowest September extents in the satellite record (NSIDC, 2011). Processes that occur in the Arctic are linked to both global ocean and atmospheric circulations and thus changes in the Arctic climate system are expected to have an impact at lower latitudes. Sea ice extent has been found to influence weather patterns in the Northern Hemisphere (Alexander et al., 2004; Deser et al., 2007; Bhatt et al., 2008; Overland et al., 2010), such as the Pacific storm track (Chapman and Walsh, 2007) and cold winter weather over Eurasia (Francis et al., 2009). For all these reasons it is important to accurately represent Arctic meteorological processes in global models.
both for weather prediction and to project changes in Arctic climate.

Climate models are used extensively to make projections of future climate. However, there are large differences between individual model predictions, especially related to the magnitude and spatial patterns of the warming and to the extent and timing of the reduction in sea ice (Arzel et al., 2006; Serreze and Francis, 2006). The links between Arctic processes and weather systems at lower latitudes (Deser et al., 2007; Alexander et al., 2004; Bhatt et al., 2008) mean that seasonal and sub-seasonal forecasts for mid-latitudes in the Northern Hemisphere are also currently limited by poor representation of the Arctic. These uncertainties result, at least in part, from the lack of detailed understanding of processes specific to the Arctic region. Many of the physical processes involving the ocean, sea ice, snow cover, clouds and radiation occur on spatial and temporal scales not explicitly resolved by global climate models. They must instead be parameterised as functions of resolved-scale model parameters. The quality and the sensitivity of any climate model is critically dependent on how this is done. Although conditions can differ greatly from those in mid-latitudes, there are few parameterizations specific to the Arctic; largely because it is so difficult to make the extensive in-situ observations necessary to develop new parameterisations.

Clouds have a pronounced influence on the Arctic surface energy budget (Curry et al., 1996; Shupe and Intrieri, 2004; Sedlar et al., 2011) and thus on the melting and freezing of the Arctic perennial sea ice (Kay and Gettelman, 2009; Persson, 2011). In spite of this importance, clouds remain an Achilles heel in our understanding of the climate system and consequently in climate modelling (e.g. Solomon et al., 2007). This is particularly true for Arctic clouds (Walsh et al., 2002; Tjernström et al., 2008; Karlsson and Svensson, 2010). During the summer months a persistent layer of low-level stratiform cloud exists over sea ice in the central Arctic Ocean (Intrieri et al., 2002; Tjernström et al., 2004; Tjernström, 2007). Intrieri et al. (2002) and Shupe et al. (2011) show that the annual cloud fraction peaked at almost 100% during August and September during the Surface Heat Budget of the Arctic (SHEBA) experiment (Uttal et al., 2002). Low-level clouds (<2 km) were the most common during this period, occurring at least 50% of the time. The low-level clouds were most frequently mixed-phase, although a significant number of liquid-only clouds occurred (Shupe, 2011). Similar conditions were also observed at Barrow, Alaska, although the peak in total cloud fraction and low-level cloud occurs approximately one month later in the year.

Since clouds are important in regulating the region’s surface energy budget (Curry et al., 1996; Shupe and Intrieri, 2004; Sedlar et al., 2011), it is essential to understand processes relating to the formation and persistence of these clouds in order to develop parameterisations to accurately represent them. The position of a cloud in a vertical profile is closely tied to the vertical temperature structure of the atmosphere (Norris, 1998). A temperature inversion in the Arctic is common during all seasons between the surface and altitudes of 1–2 km, which has become known as the “Arctic inversion” Kahl, 1990; Kahl et al., 1992; Serreze et al., 1992; Kahl and Martínez, 1996; Tjernström and Graversen, 2009). Sedlar and Tjernström (2009) show that during late summer only 30% of cloud tops are coincident with the temperature inversion base, as found in marine stratocumulus at lower latitudes (Paluch and Lenschow, 1991; Stevens et al., 2007). In the remaining cases cloud top was found well inside the inversion (Sedlar and Tjernström, 2009; Sedlar et al., 2012); a feature that is unique to the Arctic pack ice region and important for cloud persistence (Solomon et al., 2011).

Birch et al. (2009) present a general evaluation of a recent version of the Met Office Unified Model (MetUM) using data from the Arctic Ocean Experiment (AOE) 2001 (Tjernström et al., 2004). They concluded that the occurrence and radiative properties of deeper clouds, which are associated with frontal systems, are represented more accurately than the low-level cloud that is ubiquitous to the summer central Arctic boundary layer. Models generally produce a layer of low-level cloud but there are large inter-model differences and the occurrence of relatively clear periods is underestimated (Tjernström et al., 2008). Model difficulties in simulating low-level Arctic cloud may be related to a model’s inability to resolve the Arctic inversion (Tjernström et al., 2008) or to maintain supercooled liquid water (Morrison and Pinto, 2005; Solomon et al., 2009).

Cloud formation requires both water vapour saturation and the presence of cloud condensation nuclei (CCN), which provide a surface on which water can condense. Lannerfors et al. (1993), Bigg et al. (1996), Bigg and Leck (2001), Leck et al. (2002) and Mauritsen et al. (2011) present observations of summer CCN number concentrations over the Arctic pack ice region from various field campaigns. During the Arctic Summer Ocean Cloud Study (ASCOS), the observed CCN concentrations were usually a few 10 s cm\(^{-3}\), rarely as high as 100 cm\(^{-3}\), and sometimes less than 1 cm\(^{-3}\). This is in contrast to lower latitudes where typical concentrations range from approximately 100 cm\(^{-3}\) to several 1000 cm\(^{-3}\) in the marine environment (Raes et al., 2000). Such low CCN number concentrations mean cloud droplet size spectra, and hence radiative properties, will differ from those at mid-latitudes. Mauritsen et al. (2011) argue that cloud formation is frequently limited by CCN availability in the central Arctic. They use the term “tenuous cloud regime” to describe this circumstance, which occurs between the usual situation where the aerosol needed to form cloud are in abundance, and a hypothetical situation, where there are no aerosol and therefore condensation does not occur except at very high supersaturations (~400% relative humidity).

Here we use observations from the ASCOS field campaign to assess how well a global numerical model (MetUM) represents the low-level temperature structure and cloud observed over the Arctic pack ice. An example of a tenuous cloud
regime is then used to highlight one possible reason why models over-predict low-level cloudiness.

2 ASCOS observations

ASCOS took place on the Swedish icebreaker *Oden* during August and early September 2008. The ship departed Svalbard on 2 August (day of year (DoY) 215) and, after a few short observation periods in the open ocean and marginal ice zone, cruised north until a suitable ice floe was located at 87°21′N and 01°29′W on 12 August (DoY 225) (Fig. 1). The floe was approximately 3 × 6 km and was surrounded by a mixture of open leads and other ice floes of various sizes. The ship was moored to the floe and drifted with it for the duration of the ice research station, which was in operation between 13 August (DoY 226) and 1 September (DoY 245). *Oden* then sailed south, returning to Svalbard on 9 September (DoY 253).

Two meteorological masts were placed on the ice floe during the ice station. Air temperature, pressure, relative humidity and high frequency 3-D wind measurements were made from these masts at multiple heights above the surface. Unobstructed observations of long and shortwave radiation fluxes were made on the ice floe using broadband radiometers, and surface temperature measurements were made with an array of eight thermocouples. A more detailed description of this instrumentation can be found in Sedlar et al. (2011).

Radiosondes (Vaisala RS92), providing profiles of temperature, relative humidity and wind speed and direction, were launched from the helipad of the icebreaker four times a day at approximately 00:00, 06:00, 12:00 and 18:00 UTC for the entire duration of the cruise. This amounted to 86 soundings during the ice drift period and 145 soundings in total. Each profile was subsequently interpolated onto a uniform set of vertical levels that ranged from 5 m vertical resolution in the lowest 1 km of the troposphere to 100 m in the stratosphere.

A suite of remote sensing instruments were installed onboard *Oden* and were operational for almost the entire duration of the cruise. These included a 35-GHz millimeter cloud radar (MMCR; Moran et al., 1998), several laser ceilometers, a scanning 60 GHz radiometer, a dual wavelength (24/31 GHz) microwave radiometer (MWR, Westwater et al., 2001), an S-band cloud and precipitation radar, and a 449 MHz wind profiler. Estimates of cloud liquid and ice water concentrations were derived by combining data from a number of these instruments. The first step was to classify cloud phase using radar reflectivity, mean Doppler velocity and spectral width from the MMCR, vertical temperature profiles from the radiosondes, and liquid water path (LWP) derived from the MWR (Shupe, 2007). LWP can be diagnosed relatively easily from the MWR, with a root mean square error of approximately 25 g m⁻² (Westwater et al., 2001). Liquid cloud properties were then derived from the cloud phase classification, the LWP, the radiosonde vertical temperature profiles, cloud base derived from the ceilometer and cloud top derived from the MMCR. Ice cloud properties were derived using the MMCR radar reflectivity-based retrievals with an Arctic specific retrieval coefficient and the cloud phase classification (Shupe et al., 2005, 2006). The vertical extent of liquid layers (i.e. cloud top and base) and the LWP can be retrieved with reasonable accuracy during periods without precipitation, but the relative vertical distribution within the cloud layers is uncertain and assumed to be adiabatic. In contrast to the liquid properties, the relative vertical distribution of ice within the cloud boundaries is well diagnosed from radar reflectivity, but the total ice water path (IWP) is not. The uncertainty in the magnitude of IWP could be up to a factor of two, and is due to a combination of both systematic and random error. This should be borne in mind during comparisons with the model.

Particle number size distributions and CCN number concentrations were measured in-situ onboard *Oden*. CCN were measured with two identical CCN counters (Roberts and Nenes, 2005). One counter used a constant supersaturation of approximately 0.2 %, while the other cycled between 0.1 and 0.7 %. The former instrument was used to obtain CCN number concentrations relevant for low-level stratocumulus cloud formation and the latter was used to identify cases when the CCN number concentration estimate was particularly sensitive to the choice of supersaturation (Martin et al., 2011). Air for sampling was drawn in via a sampling
manifold located at approximately 25 m above sea level. An Anderson impactor with a 10 µm diameter particle cut size was located at the inlet of the manifold. A pollution sensor prevented direct contamination from the ship exhaust. Particle size distributions with diameters between 3 nm to 10 µm were continuously monitored, with a time resolution of 10 to 20 min. Two differential mobility analyzers (DMAs) were deployed to measure the number size distributions of dry submicrometer particles. The transfer functions of the DMAs and the size-dependent counting efficiencies of both condensation particle counters were calibrated before the campaign. For more details on the sampling manifold, the pollution sensor and on the number particle size distributions see Heintzenberg and Leck (2012).

3 Met Office Unified Model

This study uses the global numerical weather prediction (NWP) version of the Met Office Unified Model (MetUM) (Davies et al., 2005; Staniforth et al., 2006). Since the MetUM can be run on a range of temporal scales, it is well suited for use as a tool to infer systematic errors in the parameterisations of climate models (Phillips et al., 2004) when suitable measurements are available for only short periods of time. The observations can be used to evaluate model processes at the scale of individual weather systems where the large-scale synoptic flow in the model is well constrained by data assimilation.

The first set of model diagnostics used in this study were derived from the operational NWP global forecasts that were generated during the ASCOS field campaign (model cycle G48). Model data sets are comprised of 12-h operational forecasts, updated by 00:00 UTC and 12:00 UTC analyses and sampled at 3-h forecast intervals (t + 15, 18, 21, 24 h). The 3-hourly diagnostic data from every forecast are then concatenated to produce a continuous data series from 13 August to 2 September 2008 (DoY 226 to 246), to cover the entire ice drift period. For each 3-h forecast interval, model diagnostics from the grid box containing the ship’s location were selected for comparison with the observations. This method of analysis involves the evaluation of grid box averaged model data against point observations. Some care must be taken interpreting such comparisons since, for at least some variables, the two may represent rather different physical properties (see Birch et al. (2009) for a more detailed discussion).

A single-column model (SCM) version of the Met Office Unified Model is also utilised in this study. The SCM contains the same physical parameterisations as the global version of the model, but the larger-scale dynamics can be constrained using the ASCOS observations. It is a useful tool for running experiments with different initialisations or model options to compare with the observations. To run a SCM simulation of the entire ice camp period, the advective terms for temperature, humidity and wind need to be known. It is not possible to acquire these terms from single 6-hourly radiosonde profiles. Instead, a separate 6-h SCM run is initialised with wind, temperature, pressure and humidity profiles from each of the 6-hourly radiosondes and additional surface temperature measurements. The advective terms are assumed to be zero over the 6-h runs. The ice-surface albedo is also initialised at $\alpha = 0.75$, which is representative of that observed. This is to reduce the effect of the surface-temperature bias caused by the Unified Model’s temperature-dependent surface albedo parameterisation scheme (see Birch et al., 2009).

Model cycle G48 has semi-Lagrangian, semi-implicit and non-hydrostatic formulations (Davies et al., 2005) and a 4D-Var data assimilation system (Rawlins et al., 2007). The operational global NWP horizontal resolution is 0.375° latitude by 0.5625° longitude. The model resolves variables on a staggered grid, where dynamical (winds and pressure) and thermodynamical variables are at different levels. The lowest thermodynamic levels are at 20, 80, 180, 320 and 500 m. The radiation scheme is based on the two-stream equations in both the longwave and shortwave spectral regions following Edwards and Slingo (1996). It allows for consistency in physical processes that are important in both spectral regions, such as overlapping cloud layers and includes the treatment of the effects of non-spherical ice particles and allows multiple scattering between cloud layers and the surface. The surface-flux scheme is based on Monin-Obukhov similarity theory and surface fluxes are computed following Louis (1979).

The cloud scheme is based on Smith (1990) but includes a cloud/precipitation microphysical scheme with prognostic ice (Wilson and Ballard, 1999), based on Rutledge and Hobbs (1983). Cloud liquid water content and fractional area are determined diagnostically by assuming a triangular probability distribution function of subgrid moisture, with the width given by a prescribed value of relative humidity. Ice cloud fractional area is calculated assuming a similar diagnostic relationship between the ice water content and the ice cloud fraction. As a result there is no direct link between the relative humidity and ice cloud; it is the assumptions in the large-scale precipitation scheme (Wilson and Ballard, 1999) that govern the balance between water vapour and ice. Ice nucleation can only occur at temperatures colder than $-10^\circ$C and ice cloud water content can also be advected. The total volume cloud fraction is calculated assuming minimum overlap between ice and liquid cloud.

Although the MetUM can be run as a fully coupled ocean-atmosphere model, both NWP versions used here have fixed sea ice fractions, derived from satellite observations. At the latitudes relevant to ASCOS, the model assumes 100% sea ice cover and sea ice thickness is also constant, at 2 m. The SCM is run with the same prescribed sea ice characteristics. The effects of surface leads and melt ponds on albedo and
turbulent fluxes are not included in the model parameterizations, though these were both present.

Observations from the ASCOS radiosonde launches were not submitted to the Global Telecommunications System, and hence were not utilised in the MetUM operational forecast and data assimilation cycle. The soundings therefore represent independent validation data, as do the cloud retrievals and surface observations. There are few, if any, in situ observations from the central Arctic Ocean assimilated into the operational forecasts, although satellite retrievals of wind and radiance are assimilated at very low vertical resolution.

4 Overview of conditions observed during ASCOS

Near-surface air temperature, wind speed, pressure and surface albedo observed during the ice drift period of the field campaign and forecast by the MetUM are shown in Fig. 2. There is good agreement between the observed and modelled pressure and wind speed, which suggests the larger-scale dynamics are well represented in the model.

The ice drift period can be split into five regimes using the near-surface air temperature, surface energy budget, vertical structure and synoptic conditions (Tjernström et al., 2012). The observed temperature is close to 0 °C until DoY 234. This initial period, designated as one single regime by Sedlar et al. (2011), can be divided into two regimes; a period that saw high winds and the passage of a large number of frontal systems (1st regime, DoY 226.0 to 229.5), followed by a period of lower wind speeds and fewer frontal passages (2nd regime DoY 229.5 to 234.0). The near-surface air temperature dropped to −7°C in the 3rd regime (DoY 234.0 and 236.4), then increased to between −4 and −2 °C in the 4th regime (DoY 236.4 to 244.75), before dropping rapidly to −13 °C in the 5th (DoY 244.75 to 246.0). The role of cloud and the surface energy budget in this temporal development is described in detail by Sedlar et al. (2011).

The model near-surface air temperature shows less correlation with the observations than the wind speed or pressure. The model is equal to, or warmer than, the observations during all regimes except from a 5-day period in the 4th regime. Even in the 1st and 2nd regimes, the model fails to reproduce the small decreases in temperature associated with passing synoptic features, which is partly due to a known issue with the surface albedo parameterisation in the operational version of the Met Office Unified Model (Birch et al., 2009). The albedo parameterisation is temperature dependent; when the ice surface temperature is at 0 °C, the albedo is set to the minimum value of 0.5. The albedo increases linearly with decreasing surface temperature to a maximum of 0.8 at −10 °C. Birch et al. (2009) show that this causes a significant feedback, where high surface temperatures cause the albedo to be too low, which maintains the bias in surface temperature.

Fig. 2. 3-hourly averaged (a) near-surface air temperature, (b) wind speed, (c) pressure and (d) albedo observations and diagnostics from the MetUM, as a function of time (DoY, day of the year). DoY 226 is 13 August 2008. The dashed line in (d) represents an estimate of the spatially averaged surface albedo. The vertical dashed lines represent the boundaries between the five temperature regimes.

The observations of albedo were made over a small area (~10 m by 10 m) of snow and ice surface and are therefore not representative of a model grid box, which should include an open lead and melt pond fraction. Although the fraction of melt ponds and open leads varied during the ice camp, a rough estimate of the observed minimum albedo for a grid box-size area can be derived using the approximate ice (80%) and open water (20%) surface fractions estimated from aerial photographs that were taken at the beginning of the ice camp, when the ice and melt fraction was at its maximum (not shown). In reality the true albedo will lie somewhere between the observations and the estimated spatial average because the fraction of melt ponds and leads significantly decreased during the observation period. Cogley (1979) show that for direct radiation, the albedo of water increases with increasing solar zenith angle. The solar zenith angle is always relatively large during the summer months in the central Arctic, but because there is a near-persistent cloud layer the amount of direct radiation incident on the surface is small. For these reasons a value of 0.04 is assumed for the open water albedo and is used along with the approximate fractions of ice and open water to compute an estimate of the spatially averaged albedo. The observed surface albedo, the computed “grid box” estimate and the model surface albedo are shown in Fig. 2d. The “grid box” estimate is lower than the observed albedo but both illustrate that the albedo increased during the ice camp period, which was caused by new snowfall onto the older, darker ice. The “grid-box” estimate between DoY 236 and 246 represents an extreme lower limit because by this period of the melt-to-freeze transition, the fraction of open leads and melt ponds was significantly lower than 20%. The model reproduces this trend because the model surface temperature generally decreases over the
ice albedo in the model). However, there is a large negative bias in model albedo. This result holds regardless of whether the comparison is made with the true observations or the estimated spatial average. The bias has an effect on the NWP model diagnostics in Figs. 2, 3, 4, 6 and 7, but particularly on the temperature diagnostics in Figs. 2 and 4. The surface albedo in the SCM runs (Figs. 5 and 9–11) was initialised at 0.75, which significantly reduces the impact of this bias and allows the focus of this study to be clouds, atmospheric stability and CCN.

The bias in model surface albedo is reflected in the positive temperature bias during the 1st and 2nd regimes and also has an influence on the biases in the 3rd and 5th regimes. In the 4th regime there is a transition from a positive to a negative bias in the model temperature on DoY 239. This is caused by a combination of errors in the surface albedo parameterisation scheme and cloud cover. During the second half of DoY 238 the model produces a clear period, which is not seen in the observations (Fig. 3). This allows the surface to cool strongly by the emission of longwave radiation and thus decreases the temperature of the surface, which in turn increases the albedo from its minimum of 0.5. Subsequently, surface temperatures lower than those observed persist until the end of the 4th regime.

Liquid, ice and total cloud water concentrations observed during ASCOS and the equivalent diagnostics from the MetUM are shown in Fig. 3. The passages of a large number of deep frontal systems during the 1st and 2nd regimes, and one at the beginning of the 4th regime, are obvious in the observations. The timing of these periods of deep frontal cloud is reproduced reasonably well in the model. One notable difference during this period is that the liquid in the model clouds extends to only 3 km above the surface, compared to 6 km in the observations. Also, the amount of ice in the deep, frontal clouds appears to be much lower in the model than in the observations. Some, but not all, of this bias may result from the factor of two uncertainty in the magnitude of the retrievals of ice water concentrations.

At the beginning of the 3rd regime, the surface pressure begins to increase (Fig. 2) and there are no frontal systems that pass the observation site. Another front passes the site at the beginning of the 4th regime. This is followed by a low-level layer of cloud for the rest of the 4th regime. Periods of reduced cloudiness occur during the 3rd and 5th regimes. The low-level clouds have a much lower ice water content than the deeper frontal clouds in the first part of the observation period, but have significant liquid water contents. The model reproduces the low-level cloud but it has too low a liquid water content, and is generally both too thin and at too low an altitude. The model does not reproduce the periods of reduced cloud cover in the 3rd and 5th regimes.

5 Atmospheric stability

Figure 4 gives an overview of the observed and modelled temperature structure of the lower atmosphere during each regime. Radiosonde data and equivalent diagnostics from the MetUM were used to compute the static stability, given by the vertical derivative of equivalent potential temperature as a function of height ($\partial \theta_e / \partial z$). Probability distributions are shown for each regime. The observations show that the 1st regime was mostly well-mixed in the lowest 4 km, which was associated with strong winds, numerous fronts and cyclonic systems. The main inversion in the 2nd regime was between 200 and 500 m above the surface and the variability in the lowest 500 m was much greater than in the 1st regime. The 4th regime has a more distinct inversion between 500 m and 1 km, with most often well-mixed conditions below and weakly stable above. In the 3rd and 5th regimes the inversion extends from the surface up to 800 m. There is much less variation in model stability between the 5 regimes (right column in Fig. 4): the main inversion resides between approximately 500 m and 1 km in all cases, and the stability below this is too frequently well-mixed.

The SCM can be used to test whether the MetUM can maintain more accurate stability profiles if given accurate initial conditions. The observations, averaged onto the model vertical grid resolution and SCM results at $t + 6$ h are shown in the first and second columns of Fig. 5. Since the SCM was initialised with the observations, the model diagnostics at $t + 0$ h are identical to the observations. Comparing the observations to the model diagnostics at $t + 6$ h indicates the ability of the model to maintain the observed stability profile. The SCM diagnostics at $t + 6$ h show much more resemblance to the observations than the diagnostics from the operational forecasts (Fig. 4). The height of the main inversion base is much closer to that observed in all regimes except the 5th. However, the lowest 500 m is still too well-mixed relative to the observed profiles. Even when the model is initialised with observed profiles, which represent a range of stabilities in the lowest 500 m, after 6 h of integration the variability has significantly decreased. This is particularly apparent in the 1st, 2nd and 4th regimes. The SCM is initialised with a strong inversion near the surface in the 3rd and 5th regimes and even this strong stability is reduced in the model after 6 h.

The most significant model biases in stability occur within the lowest 1 km of the atmosphere, which corresponds to just 7 vertical levels in the MetUM. It is possible that there are not enough vertical levels in the model to reproduce the surface-based mixed layer, cloud layer and main inversion that are observed. An experiment was performed in which the vertical resolution of the SCM was increased to 50 m throughout the full profile. This allows for 20 vertical levels in the lowest 1 km, compared to 7 in the standard configuration. The radiosonde observations, averaged onto a 50 m vertical grid,
and the results from the SCM simulation are shown in the third and fourth columns of Fig. 5 respectively.

The behaviour of the SCM at 50 m vertical resolution is very similar to that at the standard resolution. The height of the main inversion layers in the 1st, 2nd and 4th regimes are similar to those observed and similar to the SCM runs with standard vertical resolution. The lowest 500 m of the model becomes well mixed within the first 6 h of the simulations, which shows that increasing the vertical resolution of the model from 5 to 10 levels in the lowest 500 m does not improve the vertical structure. The lowest 100 m of the model is well-mixed too frequently during the 3rd regime in the SCM runs with standard vertical resolution because it forms a cloud layer when the observations suggest it is clear (similar to the NWP results in Fig. 3). Increasing the model vertical resolution to 50 m intervals increases the number of levels in the lowest 250 m from 3 to 5. In the SCM runs with increased vertical resolution the cloud layer that develops is deeper (not shown) and the erroneous near-surface well-mixed layer extends up to 250 m rather than 100 m. Similar errors appear in the 5th regime; the increased resolution causes the cloud layer to increase in altitude and the SCM becomes too well-mixed between 150 and 300 m, rather than between 300 m and the surface.
For much of the time, the observed surface-based mixed layer only extends up to approximately 100 m and is therefore below the layer of cloud. This implies that the cloud may be decoupled from the surface. A separate mixed layer ($\partial \theta_e / \partial z \approx 0$) forced by cloud-top radiative cooling (e.g. Fig. 6c and Solomon et al., 2011) is located within the observed cloud. For most of the period, the modelled main inversion base and the top of the surface-based mixed layer coincide (Fig. 6b and example in Fig. 6c), likely resulting from the too low clouds producing a radiatively forced mixed layer that is too close to the surface. Hence, unlike the observations, the model cloud is coupled to the surface.
Fig. 5. Contours of the probability of static stability, given by the vertical derivative of equivalent potential temperature \((\partial \theta_e / \partial z)\), as a function of height for the single-column model run initialised with observed surface temperature. The first and third columns show observations from the 6-hourly soundings for each regime, averaged onto the standard and 50 m vertical resolutions of the SCM respectively. The second and fourth columns show SCM diagnostics at \(t + 6\ h\), run at standard and 50 m vertical resolution respectively. The red and black lines are the mean and median static stability at each vertical level respectively. Note the logarithmic height scale and the change in scale on the x-axis.

6.2 Initialisation and development of the cloud layer

Figure 7a–e shows total cloud water concentrations from six operational forecasts \((t + 3 \text{ to } t + 96\ h)\), initialised at 12:00 UTC each day between DoY 236 and 241 (all within the 4th regime). Comparing these longer-range forecasts with the shorter-range \(t + 15 \text{ to } t + 24\ h\) forecasts in Fig. 6b highlights some further issues. In Fig. 7b–e the cloud develops over the 4-day forecast from being adjacent to the surface to elevated above it. This development is highlighted in Fig. 7h–l, which indicates a general trend of increased cloud-layer height with time. Note that the symbols in Fig. 7h–l mark the heights of the vertical levels in the model; the model cloud resides on only two or three of these levels.

As the model time since initialisation increases we expect the vertical structure of the cloud layer to drift away from that specified by the analysis, towards a model-dependent preferred state. The results in Fig. 7 suggest that the preferred
state of the model at $t + 96\,\text{h}$ is more similar to the observations than the model analyses (indicated by the $t + 15$ to $t + 24\,\text{h}$ forecasts in Fig. 6a). This suggests that something in the model forecast-assimilation-analysis cycle may be reducing the accuracy of the short-term forecasts.

There are few, if any, in-situ observations from the central Arctic available for assimilation into operational forecast models. The only observations that are assimilated by the MetUM are satellite observations of wind and radiance, which are at a very coarse vertical resolution in the lower atmosphere. One would expect that the assimilation of any good quality observations into a model would increase the accuracy of the forecasts. However, the results of this study show that the model forecast-assimilation-analysis cycle actually reduces the accuracy of short-term forecasts, which suggests either that the satellite observations are not of sufficient quality or that the assimilation process itself introduces a bias. An investigation into data assimilation is beyond the scope of this paper but is recommended for future research.

Figure 7m–r shows the model vertical velocity for each of the $t + 3$ to $t + 96$ forecasts. Subsidence of up to 0.03 m s$^{-1}$ occurs above 1 km in all the forecasts between DoY 239 to 242. The height of cloud top is determined by a balance between the subsidence and the entrainment rate (Lenderink and Holtslag, 2000), both of which are relatively small in magnitude. The effect of modifying this balance is illustrated by the change in vertical velocity from negative to positive on DoY 242; the model cloud layer begins to increase in altitude (Fig. 7c–e). There is also an increase in the height of the main inversion base in the observations (DoY 242.75, Fig. 6a), which suggests the ascent that is resolved in the model occurred in reality.

Another example is the period of ascent in the model is between DoY 237.75 to 238.25. During this time a cloud between 2 and 3 km appears in the observations and the main inversion base, as determined by the automatic algorithm, is defined at 3 km rather than within the cloud layer that is situated below 500 m (Fig. 6a). In the model, the height of the main inversion base rises until DoY 238.75 (Figs. 6b and 7a–b), at which point there is an abrupt change to descent in the vertical velocity field. The model cloud disappears (Figs. 6b and 7a–b). Without the cloud the model surface cools, the temperature drops to 4°C below that observed and the surface albedo increases (DoY 239, Fig. 2). The surface temperature does not fully recover to equal that observed until DoY 244, consistent with the increase in albedo. When the model cloud reappears at DoY 239.2 (Figs. 6b and 7a–c) the near-surface layer is stable (not shown) and therefore the cloud is only able to develop in the lowest 200 m of the atmosphere. In the longer-range forecasts (Fig. 7a–c) the cloud
layer mixes upwards but it takes 2 to 3 days for cloud-top to reach 500 m. The upward mixing occurs even during a period of subsidence in the model (DoY 238.5 to 241.0), which means that the entrainment rate must by greater than the subsidence rate. An imbalance of 2 to 3 mm s\(^{-1}\) could cause approximately 200 m day\(^{-1}\) of cloud-top height change. It is not possible to test this with the ASCOS measurements.

7 CCN and cloud: the tenuous cloud regime

Figure 6 shows that the model produced low-level cloud during the 5th regime (DoY 244.75 to 246.0), when the observations show a period of much reduced cloud cover. This error in cloud cover is associated with model biases in near-surface air temperature (Fig. 2) and atmospheric stability (Fig. 4). Even when the SCM is initialised with radiosonde observations, within 6 h of the start of the run the near-surface stable layer becomes well-mixed (bottom row of Fig. 5). Here we examine these biases in more detail.

Figure 8a shows cloud radar reflectivity observations during the 5th regime. The cloud almost entirely disappears at approximately DoY 244.8, returns briefly between DoY 245.4 and 245.7, before clearing again in the evening of DoY 245. Sedlar et al. (2011) discuss this period in detail and show that the reduction in cloudiness causes the surface to
cool via a significant imbalance of the upward and downward longwave radiation fluxes at the surface (Fig. 8b), reducing the surface temperature by about 6 °C and initiating the onset of the autumn freeze-up. The reduction in cloud occurs at the same time as the CCN concentration and accumulation mode aerosol (60 nm < diameter < 800 nm) number concentrations fall below 1 cm\(^{-3}\) (Fig. 8c). Mauritsen et al. (2011) studied this event in detail and argue that the cloud layer is greatly reduced during DoY 245 because the CCN number concentration is too low to maintain it; they term this the “tenuous cloud” regime.

The operational NWP and SCM versions of the MetUM do not have a prognostic aerosol/CCN scheme but assume a constant CCN concentration of 100 cm\(^{-3}\) over all marine environments (including over sea-ice). The summary of observations by Mauritsen et al. (2011) suggests that CCN concentrations in the summertime central Arctic seldom reach this value and are lower than 10 cm\(^{-3}\) for 10–30% of the time. The unrealistically high CCN number concentrations in the model may prevent the observed reduction in cloud cover during the 5th regime and explain the persistence of cloud in the operational forecasts during this period. Additional SCM simulations were performed with standard vertical resolution and constant CCN concentrations of 50, 20, 10, 5, 2 and 1 cm\(^{-3}\) to test this hypothesis.

The results for the control and a selection of the CCN experiments at 23:30 UTC, DoY 244 and 05:40 UTC, DoY 245, are shown in Fig. 9. The mean observed CCN concentrations at these times are 0.50 and 0.35 cm\(^{-3}\) respectively. The minimum value that can be defined in the SCM is 1 cm\(^{-3}\), but this should adequately represent this period. The blue lines show static stability, liquid-water content and relative humidity with respect to water from the SCM runs at the time of initialisation (t + 0), and are representative of the observed values. At the time of both radiosonde launches the sky was almost entirely free of cloud and there was a stable layer throughout the lowest 100 m of the atmosphere.
caused by radiative cooling at the surface. In the control case (CCN = 100 cm\(^{-3}\)) a layer of cloud appears within the first six hours of the simulation and persists for at least 6 h (green lines). Associated with this, the stability close to the surface changes to near-neutral and the relative humidity becomes 100 %. When the CCN concentration is reduced to 20 cm\(^{-3}\), the cloud that evolves in the model contains less liquid water than in the standard model run. The liquid cloud water concentration is even lower in the runs in which the CCN concentration is reduced to 5 cm\(^{-3}\). The lowest 400 m of the atmosphere is more stable and the relative humidity is below 100 %. The best model results are produced when the CCN concentration is reduced to 1 cm\(^{-3}\). The liquid cloud water concentration is very low, the relative humidity is below 100 % and the near-surface stability remains at approximately 0.04 K m\(^{-1}\).

A change in model cloud inevitably alters the long and shortwave radiative fluxes at the surface. Figure 10 compares the observed surface radiative fluxes, averaged between 05:00 and 06:00 UTC, DoY 245, with the diagnostics at \(t + 6\) h from the SCM runs initialised at 23:30 UTC, DoY 244 with CCN concentrations of 100, 20, 5, 2 and 1 cm\(^{-3}\). The observed fluxes suggest that whilst the surface absorbs energy from the shortwave flux, the net flux is negative due to strong longwave cooling. When the model CCN concentration is between 100 and 20 cm\(^{-3}\), the net longwave is almost zero, producing a positive net radiative flux. This explains why the model near-surface air temperature is too high during the 5th regime (Fig. 2). When the CCN concentration is less than 5 cm\(^{-3}\) the cloud layer in the model is significantly reduced, the downward shortwave flux increases and the surface cools through the emission of longwave radiation. As the CCN concentration is reduced from 5 to 1 cm\(^{-3}\), the longwave emission becomes increasingly dominant and the net radiation flux agrees well with that observed.

The effect of improvements to the radiation budget is highlighted in the model surface temperature diagnostic. Figure 11 shows surface temperature observations from each of the 8 thermocouples, along with their mean. The large coloured dots represent the surface temperature in the SCM at \(t + 6\) h for each CCN concentration. The temperatures in the SCM runs with high CCN concentrations are positively biased because longwave cooling of the surface is limited by the cloud layer. Reducing the CCN concentration to 20 cm\(^{-3}\) makes only a small difference to this bias. It appears that the model is only sensitive to the number of CCN when the concentration is less than about 10–20 cm\(^{-3}\). This is consistent with the results of Mauritsen et al. (2011) who found that the longwave cloud forcing is strongly sensitive to CCN concentration below about 10 cm\(^{-3}\). When the CCN number concentration is reduced to 1 or 2 cm\(^{-3}\), which is similar to the concentrations observed during this period, the model is able to maintain the tenuous cloud conditions and the model surface temperature is very close to that observed.

8 Summary and conclusions

Observations made during late summer in the central Arctic Ocean pack ice area as part of ASCOS are used to evaluate the cloud and vertical temperature structure in the global operational NWP version of the Met Office Unified Model (MetUM). The period of observations was split into five regimes, based on the temperature, wind speed, pressure and cloud observations. The model reproduces the deep cloud associated with the passage of frontal systems (1st and 2nd regimes)
with more success than the low-level cloud and intermittent cloud reductions that are ubiquitous to the Arctic pack ice area during summer (3rd, 4th and 5th regimes). The operational NWP forecasts produce cloud in the 4th regime that is too thin and resides in a boundary layer that is too shallow and too well-mixed, and remains coupled to the surface. The observations however, suggest that the cloud is usually decoupled from the surface. Increasing the vertical resolution of the model to 50 m does not reduce these biases, although it is possible that further increasing the vertical resolution in the lowest 500 m would show some improvements. The height of the cloud layer in the model appears to be partly controlled by the large-scale ascent/subsidence; both observed and model cloud-top height increase during periods of model ascent.

The MetUM exhibits the tendency to become rapidly well-mixed and cloudy even when initialised with stably stratified conditions. This error is particularly apparent during the 5th regime; a cloud layer develops which is not observed, the model is too well-mixed near the surface, and the surface and near-surface temperatures are too high. Our results suggest that the model erroneously produces cloud during this period because it has a fixed CCN concentration of 100 cm\(^{-3}\) over all marine environments and is therefore unable to represent the low aerosol and CCN number concentrations that were observed during this period and caused the reduced cloud cover. Experiments with the MetUM single-column model show that reducing the CCN number concentration to 1 cm\(^{-3}\), close to that observed during the 5th regime, greatly reduces the cloud cover and improves the model surface radiative fluxes and temperature during the 5th regime.

It is important to accurately represent the timing of the melt transitions in climate models because they control the length of the melt season, which in turn affects the length of time ice melts in a given year (Perovich et al., 2007; Persson, 2011). This study illustrates two modelling problems that need to be corrected in order for models to be able to realistically capture the end of the summer melt transition. Firstly, the processes changing the surface albedo must be correctly parameterized and large biases in the surface albedo must be removed. Such process errors can produce significant net energy flux errors of tens of W m\(^{-2}\), leading to timing errors in the net surface energy budget and the melt season transition. Secondly, errors affecting the downwelling longwave radiation must be identified and corrected. The results from this study suggest that correct and time-varying CCN number concentrations may be necessary to correctly reproduce the occurrence of Arctic stratocumulus clouds, and hence the downwelling radiation because Arctic CCN concentrations are often low enough to provide a significant sensitivity for cloud generation. Varying the CCN number concentration in the model shows that the model is only significantly sensitive to CCN number concentrations below approximately 10–20 cm\(^{-3}\). The inability of models to capture the low CCN, tenuous cloud regime is one possible explanation for why models the underestimate the occurrence of relatively clear periods (Tjernström et al., 2008).

The CCN observations made during four expeditions to the Arctic pack ice area during summer, summarised in Mauritzen et al. (2011), suggest that the CCN number concentration over the central Arctic Ocean is less than 10 cm\(^{-3}\) 10–30 % of the time during summer. If the tenuous cloud regime always occurs when CCN number concentrations are low, the regime is important during a significant fraction of the summer season. With observations limited to four short expeditions that covered only a small region of the pack ice area, it is currently unclear how significant these events really are for the Arctic climate system. It must however be recognised that even if infrequent, the tenuous cloud event that was observed during ASCOS played a significant role in the transition from the summer melt season to freeze-up (Sedlar et al., 2011), at least within the region in which ASCOS was located.

This study suggests that (a) improving surface albedo parameterisations and (b) implementing prognostic aerosol schemes within global models might improve the representation of Arctic cloud, the surface energy budget, and boundary-layer structure. Recent studies have produced surface-albedo parameterisations that depend on more realistic processes than that represented by just the surface temperature. Some of these schemes consider not only snowfall, but freezing of melt ponds, snow crystal metamorphosis, and spectral variations (e.g. Pedersen et al., 2009; Flocco et al., 2010). We recommend that these types of schemes be tested and incorporated in any model expecting to provide realistic results in the Arctic environment. Given this study uses point observations made over a relatively short period during late summer, it remains unclear how important the low-CCN regime really is for the Arctic region. Apart from extensive field measurements, the only way to address this question is by using a model. The implementation of prognostic aerosol/CCN schemes into global models, such as the Global Model of Aerosol Processes, GLOMAP (Mann et al., 2010) into the MetUM, will provide a useful tool for further research into the CCN-limited regime. When available, it will be possible to assess the frequency and extent of the tenuous cloud regime, its impacts on climate and how it may change in the future.
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