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Abstract—Cloth-changing person re-identification (ReID) is a newly emerging research topic that aims to retrieve pedestrians whose clothes are changed. Since the human appearance with different clothes exhibits large variations, it is very difficult for existing approaches to extract discriminative and robust feature representations. Current works mainly focus on body shape or contour sketches, but the human semantic information and the potential consistency of pedestrian features before and after changing clothes are not fully explored or are ignored. To solve these issues, in this work, a novel semantic-aware attention and visual shielding network for cloth-changing person ReID (abbreviated as SAVS) is proposed where the key idea is to shield clues related to the appearance of clothes and only focus on visual semantic information that is not sensitive to viewpoint changes. Specifically, a visual semantic encoder is first employed to locate the human body and clothing regions based on human semantic segmentation information. Then, a human semantic attention (HSA) module is proposed to highlight the human semantic information and reweight the visual feature map. In addition, a visual clothes shielding (VCS) module is also designed to extract a more robust feature representation for the cloth-changing task by covering the clothing regions and focusing the model on the visual semantic information unrelated to the clothes. Most importantly, these two modules are jointly explored in an end-to-end unified framework. Extensive experiments demonstrate that the proposed method can significantly outperform state-of-the-art methods, and more robust features can be extracted for cloth-changing persons. Compared with multibiometric unified network (MBUNet) (published in TIP2023), this method can achieve improvements of 17.5% (30.9%) and 8.5% (10.4%) on the LTCC and Celeb-reID datasets in terms of mean average precision (mAP) (rank-1), respectively. When compared with the Swin Transformer (Swin-T), the improvements can reach 28.6% (17.3%), 22.5% (10.0%), 19.5% (10.2%), and 8.6% (10.1%) on the PRCC, LTCC, Celeb, and NKUP datasets in terms of rank-1 (mAP), respectively.

Index Terms—Cloth-changing person re-identification (ReID), human semantic attention (HSA), semantic-aware, visual clothes shielding (VCS).

I. INTRODUCTION

THE person re-identification (ReID) task is to explore the usefulness of image retrieval techniques in the public security domain. It is an upstream task of the person detection or person localization tasks, while the ReID task needs to find additional clues about the target person based on the already-acquired person images or video sequences. A typical person ReID system aims to discover matching persons from a gallery library and return the retrieval sequence based on the query probe. Furthermore, as air pollution continues to rise, individuals frequently wear face masks as a precautionary measure in their everyday routines. Additionally, surveillance cameras often capture face images at a noticeably reduced size. Consequently, even advanced face recognition methods often struggle to accurately identify individuals under such circumstances. To solve this issue, researchers [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17] have developed the person ReID technique, which is an important supplement to the face recognition technique [18], [19] and a special case of feature extraction [20], [21], [22], and several person ReID datasets [23], [24], [25] have been released. Moreover, Ye et al. [17] have surveyed the existing person ReID approaches. We can find that these approaches are very effective for the person ReID task with short time spans where the human appearance features are fully used for visual matching, but when the surveillance acquisition period becomes longer, the complexity of clothing changes subsequently increases. Fig. 1 shows some examples of cloth-changing person ReID images, where each row displays the images of the same person wearing different clothes. From them, we can observe that the differences in the visual appearances of the same person with different clothes are very large, and it is also very difficult for humans to identify...
To date, a few researchers [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36] have made useful attempts for the cloth-changing person ReID task. For example, Huang et al. [27] proposed an augmented representation with vector neurons for cloth-changing. Yang et al. [29] proposed human contour information and polar coordinate transformation to obtain the results of pedestrian matching. Qian et al. [30] proposed a shape embedding module and a clothing-eliminating shape-distillation module (SE + CESD). To enrich clothing styles, Zheng et al. [31] proposed a generative adversarial model (GAM) module to expand the training data. Yu et al. [32] proposed a new solution by involving rich clothing templates in training, and in the retrieval, different clothing templates are added into the query in sequence. Jin et al. [33] proposed a framework called GI-ReID that leverages gait recognition as an auxiliary task to learn cloth-agnostic representations for efficient and latency-free person ID matching in surveillance. Yang et al. [34] proposed SirNet-based on positive and negative sample clustering to increase interclass differences and reduce intraclase gaps. These approaches are very good for trying to solve the cloth-changing person ReID problem, but since the human appearance exhibits large variations with different clothes, it is very difficult for existing approaches to extract discriminative and robust feature representations. Moreover, current works mainly focus on body shape or contour sketches, but the human semantic information and the potential consistency of pedestrian features before and after changing clothes are not fully explored or are ignored.

To resolve these issues, in this work, we propose a novel end-to-end SAVS algorithm for the cloth-changing person ReID task to obtain more discriminative and robust features that are irrelevant to clothes. The two key points of the problem to be solved in the field of cloth-changing person ReID: 1) the same person wearing different clothes and 2) different people wearing the same clothes. The SAVS method has already eliminated both effects from appearance simultaneously by attentional weighting and shielding pixels. Extensive experimental results on four cloth-changing person ReID datasets demonstrate that SAVS can outperform state-of-the-art person ReID approaches, and more discriminative and robust features can be obtained that can effectively solve the cloth-changing issue. The main contributions of this article are summarized as follows.

1) We develop a novel end-to-end SAVS network for cloth-changing person ReID that consists of visual semantic encoding and visual semantic decoding. The key idea is to shield clues related to the appearance of clothes and only focus on visual semantic information that is not sensitive to view/posture changes. In this way, the negative effect of the clothing information can be reduced as much as possible.

2) We design a human semantic attention (HSA) module to highlight the human information and reweight the visual feature map that is very helpful for obtaining more discriminative features, and then we develop a visual clothes shielding (VCS) module to extract a more robust feature representation by focusing the model on the visual semantic information unrelated to the clothes. Most importantly, these two modules are jointly explored in an end-to-end unified framework. In this way, more discriminative and robust features can be extracted that are irrelevant to the cloth-changing or pose variants.

3) We systematically and comprehensively evaluate the SAVS algorithm on four public cloth-changing person ReID datasets, and the experimental results demonstrate that the SAVS approach can obtain more discriminative and robust features that are irrelevant to clothes; moreover, it can significantly outperform state-of-the-art cloth-changing person ReID methods in terms of the mean average precision (mAP) and rank-1.

The remainder of this article is organized as follows. Section II introduces the related work, and Section III describes the proposed SAVS method. Section IV describes the experimental settings and the analysis of the results. Section V presents the details of the ablation study, and concluding remarks are presented in Section VI.

II. RELATED WORK

To date, many person ReID approaches have been proposed. According to the person’s visual appearance, these methods can be roughly divided into cloth-changing person ReID and cloth-changing person ReID. In the following, we will separately introduce them.

A. Clothing-Consistent Person ReID

In earlier times, people [31], [37], [38] made efforts to develop related methods for clothing-consistent person ReID where the visual appearance of the clothes was consistent for the same person. For example, Sun et al. [9] proposed...
a part-based convolutional baseline (PCB) module where a base feature map was first obtained and then equally divided into six feature blocks in the horizontal direction. This method is simple but very effective and has become an important benchmark in the field of person ReID. Wang et al. [14] proposed the multiple granularity network (MGN), a multi-branch deep network architecture where one branch is built for the global feature representation and two branches are built for the local feature representation to capture the preference information of the pedestrian ID categories from the whole image. In this way, discriminative information with various granularities can be obtained via an end-to-end feature learning strategy. Gao et al. [16] proposed a deep spatial pyramid-based collaborative feature reconstruction model (DCR) where all blocks of the person were jointly reconstructed; in this way, the issues of occlusion, pose changes, and observation perspective changes can be solved. In addition, some methods employ human skeleton points or human surface texture as a priori knowledge to guide pedestrian ReID. Song et al. [39] proposed a mask-guided contrastive attention model (MGCAM) to learn features separately from the body and background regions; moreover, a novel region-level triplet loss was designed to restrain the features learned from different regions. Miao et al. [40] proposed a novel pose-guided feature alignment (PGFA) method where a pose estimator was utilized to detect key points of the human body in pedestrian images, and then these keypoints were used to decide whether a specific body part was occluded. Gao et al. [5] proposed a novel texture semantic alignment (TSA) approach with visibility awareness for the partial person ReID task, where the occlusion issue and changes in poses were simultaneously explored in an end-to-end unified framework. Zheng et al. [41] proposed for the first time to solve the person ReID problem in 3-D space by learning features from human appearance and 3-D geometric structure in a coherent manner. Wang et al. [15] proposed a novel spatial rescaling (SpARs) layer to help convolutional neural networks (CNNs) to see more, and it introduced spatial relations among the feature map activations back to guide the model to focus on a broad area in the feature map. Hou et al. [2] proposed a novel interaction-aggregation-update (IAU) block to comprehensively leverage the spatial–temporal context information for high-performance person reID. Zhang et al. [1] introduced a unified attribute-guided collaborative learning scheme tailored for partial person ReID. In their work, they proposed an adaptive threshold-guided masked graph convolutional network, which effectively incorporates human attributes and a cyclic heterogeneous graph convolutional network. This integration facilitates the fusion of cross-modal pedestrian information through both intragraph and intergraph interactions. Ye et al. [17] performed a comprehensive examination of closed-world person ReID from three distinct viewpoints, providing an in-depth analysis. They further evaluated the strengths of existing person ReID approaches and proposed a robust attention generalized mean pooling with weighted triplet loss (AGW) baseline method. Although these models are robust to changes caused by poses, lighting, and viewing angles, they are vulnerable to clothing changes, as the models heavily rely on the consistency of the appearance of clothes.

B. Cloth-Changing Person ReID

Since the visual appearance of the pedestrians in the cloth-changing person ReID task changes dramatically after a long period, it is very difficult to extract more discriminative and robust feature representations. If the existing clothing-consistent person ReID methods are directly applied to this task, their performance is unsatisfactory. Therefore, to accelerate the development of cloth-changing person ReID techniques, some cloth-changing person ReID datasets have been built and released, such as LTCC [30], PRCC [29], Celeb-reID [27], and NKUP [42]. Moreover, several researchers [27], [28], [29], [30], [35], [36], [43], [44], [45], [46] have made some attempts to address this problem and then assessed their performance on a certain dataset. For example, Yang et al. [29] proposed a spatial polar transformation (SPT) + angle-specific extractor (ASE) module, where human contour sketching information was used to substitute for human color information. Moreover, an SPT layer was designed to transform the contour sketch image, and then a multistream network was used to aggregate multiple granular features to better discriminate people by changing the sampling range of the SPT layer. In this way, the changes in visual appearance caused by clothing changes could be reduced. Qian et al. [30] proposed an SE + CESD module, where the main idea was to completely delete information related to the appearance of clothes and only focus on body shape information that is not sensitive to changes in perspective and posture. The former was used to encode shape information from human body keypoints, and the latter was utilized to adaptively distill the ID-relevant shape features. Huang et al. [27] designed a ReIDCaps module where a vector neuron concept was proposed. For each vector neuron, its direction was used to represent the changes in clothing information, and its length was utilized to identify the people. In this way, the clothing changes of a specific person can be perceived, and the auxiliary modules can be used to enhance the robustness of the module. Zheng et al. [31] proposed a jointly couples discriminative and generative learning in a unified network (DG-Net) module where a generative model was utilized to automatically generate person images with different appearances regarding clothing. Li et al. [26] and Yu et al. [32] proposed a new solution for changing clothes called clothes-changing person set (COCAS) and COCAS plus (COCAS+), respectively, where rich clothing templates were supplied; thus, in the query, both the clothing template image and an image of the target person wearing other clothes were fed into the module to find the target image. Gao et al. [45] proposed a novel multigranular visual-semantic embedding algorithm (MVSE) for cloth-changing person ReID, where visual semantic information and human attributes are embedded into the network. Hong et al. [44] proposed a fine-grained shape-appearance mutual learning framework that can learn fine-grained discriminative body shape knowledge in a shaped stream and transfer it to an appearance stream to complement the clothing-unrelated knowledge in the appearance features. Shu et al. [46] proposed a semantic-guided pixel sampling approach for the cloth-changing person ReID task which forces the model to automatically learn clothing-irrelevant cues that are irrelevant to upper clothes and pants. Gu et al. [47] proposed a clothes-based adversarial loss (CAL) to mine clothes irrelevant features from the original RGB images by penalizing the predictive power of the ReID model. Yang et al. [36] proposed a causality-based autointervention model (AIM) to mitigate clothing bias for robust cloth-changing person ReID. Yang et al. [43] proposed an Auxiliary-free Competitive IDentification (ACID) model to achieve a win–win situation by enriching the ID-preserving information conveyed by the appearance and structure features while
maintaining holistic efficiency. Zhang et al. [35] proposed a novel multibiometric unified network (MBUNet) for learning the robustness of cloth-changing ReID model by exploiting clothing-independent cues. Since the human appearance with different clothes exhibits large variations, it is very difficult for existing approaches to extract discriminative and robust feature representations, and their performances need to be further improved. Moreover, the human semantic information and the potential consistency of pedestrian features before and after changing clothes are not fully explored or are ignored. Thus, in this work, we fully explore the available visual semantic information and the potential consistency of features and then extract a generalized and robust feature to represent a person wearing different clothes.

III. PROPOSED APPROACH

As shown in Fig. 2, our proposed SAVS method consists of two stages: a visual semantic encoder and a visual semantic decoder. Moreover, the visual semantic decoder mainly consists of the backbone, the HSA module, and the VCS module, where these three modules are jointly explored in an end-to-end unified framework. In addition, the loss function is used to guide the network optimization. Specifically, the foreground image of the human body (with background pixel values of 0), the original image, and the shielding image are fed into the HSA, the backbone, and VCS streams, to obtain the enhanced feature, the original feature, and the shielding feature, respectively, and then the loss functions are further utilized to mine their relationship among these features. Since the clothes information is included in the enhanced feature and the original feature, thus, we invalidate the clothing information by semantic loss through the VCS stream, at this point the only human semantic information left is the cues that are not related to the clothing, such as facial features, body shape, posture, accompanying markers, and other comprehensive information. In other words, the idea of extracting human semantic information is to first eliminate the influence of background changes through HSA to highlight all human features, and then eliminate the influence of cloth-changing through VCS to highlight human features unrelated to clothes, i.e., effective human semantic information for cloth-changing person ReID. Notice that “Human semantic information” is summarized as biometric cues that are helpful in identifying people. In the following, we will introduce the visual semantic encoder, the visual semantic decoder, and the loss function. Algorithm 1 shows the complete procedure of the proposed SAVS model.

A. Visual Semantic Encoder

With the development of deep learning techniques [48], [49], researchers have designed different CNNs for the person ReID task, but since visual appearances are very different in the cloth-changing person ReID task, it is very difficult for an individual feature to extract a generalized and robust feature to represent a person with different clothes. To accommodate clothing variations within the limited data, enriched feature representations for each ID are needed. Thus, in the visual semantic encoder, the foreground image and the shielding image are generated with the help of human semantic segmentation maps. Specifically, for the original image, the pretrained self-correction for human parsing (SCHP) module [50] is employed to obtain the human semantic segmentation information, where the human body is divided into 18 semantic parts. To make it suitable for the cloth-changing person ReID task, these 18 semantic parts are recombined to obtain seven parts, including background, head, torso, pants, arms, legs, and belongings. Fig. 3 shows
the results of the human semantic segmentation maps. In the following, we provide detailed information on how the foreground image and the visual shielding image can be obtained.

1) Foreground Image: Many previous works focus on obtaining the global or local features for each cloth-changing person, but in this work, we pay more attention to the latent association between the foreground and background information, and the foreground image is considered another image representation of the original image. Thus, the key step is to separate the foreground and background for each original image. Based on the human semantic segmentation maps, we perform a binarization process to distinguish between background and nonbackground. All information other than the background is used as the foreground information, such as the torso and legs. Thus, the foreground mask can be obtained. Finally, we associate each body part with its corresponding mask. These pixels inside the mask boundary or outside the mask boundary are considered the foreground image or the background image, respectively. Fig. 3 provides the results of the foreground images.

2) Visual Shielding Image: In the cloth-changing person ReID scenario, the most common change occurs for the upper clothes and pants. To obtain a more discriminative feature for cloth-changing tasks, the visual shielding image is obtained as another new image representation of the original image by covering the clothing regions of the upper clothes and pants. Specifically, unlike separating foreground information, at this step, finer-grained segmentation labels are required to accurately find the local locations of the upper clothes and pants based on the aforementioned semantic segmentation information. In this way, the shielding mask can be obtained where the pixel value is set to one if it belongs to the mask, or its value is set to zero. Finally, we further combine the original image and the shielding mask by matrix multiplication; thus, the visual shielding image can be obtained. Fig. 3 also displays the results of the visual shielding images.
The structure of the HSA module is shown in Fig. 2. In this module, ResNet50 is used as the basic network architecture, and it is first pretrained on the ImageNet dataset. Then, the parameters of ResNet50 are further jointly optimized with other networks. Specifically, in the HSA module, the feature map \( F_A \in \mathbb{R}^{7 \times 7 \times 1024} \) is first obtained by ResNet50, and then it can be further fed into the GAP to obtain the feature vector \( F'_A \in \mathbb{R}^{1024} \). Moreover, the feature vector \( F'_A \) is subsequently passed through two fully connected layers, where the first layer is used to obtain a feature representation with reduced dimensionality (1,024/16) and the second layer is used to increase the feature dimensionality (1, 024). This can be defined as

\[
F' = \sigma \{ W_2 \cdot \delta \{ W_1 \cdot f_2(F_A) \} \}.
\]

where \( \sigma \) denotes the channelwise multiplication between the weight vector \( F'_A \) and the original feature map \( F_A \). Moreover, the GAP operation is used to obtain the feature vector that can describe the persons for subsequent classification training. \( F'_p \in \mathbb{R}^{1,024} \) indicates the enhanced feature, which is the output of the reweight operation and GAP. Since \( F_w \) is obtained from the foreground image that can selectively emphasize the human feature channels, \( F'_p \) can pay more attention to the human semantic information, and the negative effect of the background information can be reduced as much as possible. Therefore, the extracted feature is more discriminative and robust.

2) Visual Clothes Shielding Module: In the cloth-changing person ReID scenario, the clothes of the person often change; thus, it will be very difficult to obtain more discriminative features for cloth-changing tasks. We hope that we can extract clothing-irrelevant features where more attention is given to human semantic information; thus, the VCS module is designed, which focuses the model on visual semantic information unrelated to clothes. Specifically, suppose that there are \( b \) original images and \( b \) corresponding segmentation maps in each batch of the training stage, which can be denoted as \( I = [I_1, I_2, \ldots, I_b] \) and \( M = [M_1, M_2, \ldots, M_1, \ldots, M_b] \), respectively. \( I_i \in \mathbb{R}^{3 \times H \times W} \) and \( M_i \in \mathbb{R}^{3 \times H \times W} \) are the original image and the corresponding semantic segmentation map, respectively, and \( H \) and \( W \) separately denote the height and width. According to these segmentation maps, we can obtain the corresponding clothing regions from the original image; moreover, all pixel values of these clothing regions can also be obtained. To confuse these clothes, we build a shielding pixel pool for each batch where all pixels of these clothing regions are shuffled (the ellipse of Fig. 2 shows the pixel pool). Note that in our VCS, we do not care about the pedestrian’s upper clothes and pants, and all pixels are equally treated. To reduce the negative effect of the clothes, we specifically transform each pixel of the clothing regions in the original image, and its value is replaced by another value randomly obtained from the shielding pixel pool, but the values of other pixels from nonclothing areas are kept the same as the original image. Finally, the visual rendering image can be obtained, and its results can be observed in the last row of Fig. 3. Then, the visual rendering image is further fed into the Swin-T and GAP to obtain the visual shielding feature \( F''_p \in \mathbb{R}^{1,024} \), where the network architecture is the same as the backbone of the SAVS, and the shared network parameters with the backbone are employed. Moreover, to make the module focus on the human nonclothing regions, such as the head, face, legs, and feet, we also seek to ensure that the difference between the visual shielding feature and the original feature is as small as possible. In this way, it is difficult for the learning module to differentiate the clothing regions and nonclothing areas, and the clothing-irrelevant features can be extracted, where more attention is devoted to the human semantic information.

C. Loss Function

The person ReID task is often regarded as a person classification problem; thus, the classification loss is often calculated. To further improve the feature discrimination ability of the proposed method, a metric learning loss is added, and it is used to narrow the intraclass distance and increase the interclass loss. Finally, in the HSA module, the human semantic alignment loss is also utilized. Thus, in total, the loss function of the SAVS can be defined as follows:

\[
L = \lambda_1 L_{id} + \lambda_2 L_{cir} + \lambda_3 L_{sem}
\]

where \( L \) is the total loss function of the SAVS, \( L_{id} \) denotes the classification loss, \( L_{cir} \) represents the metric learning loss, and \( L_{sem} \) is the human semantic alignment loss. \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are the trade-off parameters for balancing the contributions of each term. In our experiments, each term is equally treated; thus, all \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) values are set to 1. Specifically, for the classification loss, the public cross-entropy loss is used as the ID loss to learn discriminative features. To make the feature more discriminative, the circle loss [52] in metric learning is employed to measure the distance between sample pairs. Given a single sample \( I_s \) in the feature space, let us assume that there are \( K \) intraclass similarity scores and \( L \) interclass similarity scores associated with \( I_s \). Moreover, these intraclass similarity scores and interclass similarity scores are denoted as \( s_{ip}' (i = 1, 2, \ldots, K) \) and \( s_{pj}' (j = 1, 2, \ldots, L) \), respectively. To maximize the intraclass similarity \( s_{ip}' \) and minimize the interclass similarity, the metric learning loss can be calculated by

\[
L_{cir} = \log \left[ 1 + \sum_{i=1}^{K} \sum_{j=1}^{L} \exp \left( \gamma (s_{ip}' - s_{pj}') \right) \right]^{-1}
\]

where \( \alpha_i' \) and \( \alpha_j' \) are nonnegative weighting factors for intraclass similarity scores and interclass similarity scores, respectively. \( O_p \) and \( O_n \) indicate the optimization score values for \( s_{ip}' \) and \( s_{pj}' \), respectively. \( \gamma \) indicates the optimization process. \( \gamma \) is the scale factor where the \( \gamma \) values are set to 32 for all similarity scores in our experiments. When a similarity score deviates far from its optimum (i.e., \( O_n \) for
$s_i$ and $O_p$ for $s'_i$), it should obtain a large weighting factor to obtain an effective update with the large gradient. In this way, it can make the learned feature more discriminative to distinguish between different people wearing similar clothing.

The clothing regions in the visual rendering image are shielded, whose pixels are replaced by the shielding pixel pool and are very different from those of the original image, but the ID information is retained. Thus, to make the module focus on the human nonclothing regions, such as the head, face, legs, and feet, we also seek to ensure that the difference between the visual shielding feature and the original feature is as small as possible. In this way, the clothing-irrelevant features can be extracted, where more attention is given to the human semantic information. Therefore, the mean square error between the visual shielding feature and the original feature is utilized as the human semantic alignment loss, which can be calculated by

$$
L_{sem} = \frac{1}{b} \sum_{i=1}^{b} \left( \| F'_o - F_c' \|_2^2 \right)
$$

where $b$ is the batch size and $\| \cdot \|_2$ indicates the $L_2$ normalization. $F'_o \in \mathbb{R}^{1,024}$ and $F'_c \in \mathbb{R}^{1,024}$ denote the original feature and the visual shielding feature, respectively. After optimization, the difference between $F'_o$ and $F'_c$ is very small, and these features focus on the clothing-irrelevant regions of the human. In this way, feature discrimination and generalization can be further improved, and these features can effectively represent people with different clothes.

**IV. EXPERIMENTS AND DISCUSSION**

To evaluate the performance of our proposed SAVS framework, we perform experiments on four public cloth-changing person ReID datasets: LTCC [30], PRCC [29], Celeb-reID [27], and NKUP [42]. Since the cloth-changing person ReID task is a new and challenging research topic, to the best of our knowledge, at present, there are no comprehensive experiments with any cloth-changing ReID algorithms on all four cloth-changing person ReID datasets, and this is the first work that systematically and comprehensively assesses algorithm performance in the context of these four cloth-changing person ReID datasets. The remainder of this section is organized as follows: 1) the competitors in our experiments are listed; 2) the implementation details are described; and 3) the performance evaluations and comparisons based on these four public datasets are described.

**A. Competitors**

Since the cloth-changing person ReID task is a new and challenging research topic, only a few works have been published, including SPT + ASE (TPAMI2021) [29], SE + CESD (ACCV 2020) [30], ReIDCaps (TCSVT 2020) [27], Pixel Sampling (ISPL 2021) [46], fine-grained shape-appearance mutual learning framework (FSAM) (CVPR 2021) [44], CAL [47] (CVPR 2022), AIM [36] (CVPR 2023), ACID [43] (TIP 2023), and MBUNet [35] (TIP 2023). Additionally, in the cloth-changing person ReID task, traditional person ReID algorithms are often employed, such as PCB ( ECCV 2018) [9], high-order information person ReID (HoiReID) (CVPR 2020) [55], MGN (ICM MM 2018) [14], ResNet50 (CVPR 2016) [53], DenseNet121 (CVPR 2017) [54], and Swin-T (ICCV 2021) [51]. Detailed information can be found in the related work.

**B. Implementation Details**

Since the backbone of the SAVS approach is the Swin-T, it is also used as the baseline in our experiments. Note that the VCS module is only used in the training stage to jointly optimize the network parameters of the backbone, and in the test stage, only the backbone and the HSA module are used to extract the feature representation where the backbone only focuses on the clothing-irrelevant regions of the human. Finally, only the enhanced feature is used to describe each person in the query, where the original feature is used to reweight the enhanced feature. Specifically, an RGB image is first fed into the SCHP [50] module to obtain the human semantic information, the foreground image, and the shielding image, respectively, and then the original image, the foreground image, and the shielding image are further fed into the modules of the visual semantic decoder. Note that the enhanced feature, the original feature, and the shielding feature can be obtained in the SAVS, but only the enhanced feature is used in the query. Moreover, as the module focuses on the human semantic information and visual clothing shielding information, thus, the enhanced feature is more discriminative and robust. In addition, the default settings and divisions of these datasets [27], [29], [30], [42] are used. In our experiments, the Swin-T is first pretrained on the ImageNet dataset, and then the training samples of the LTCC, PRCC, Celeb-reID, and NKUP datasets are separately used to fine-tune the modules, including Swin-T and SAVS. In the training procedure, the minibatch size is set to 32, where each ID has four images and the input images are resized to 224 × 224. In the optimization process, stochastic gradient descent (SGD) is applied with momentum 0.9, and 60 epochs are required. Moreover, the initial learning rate is set as 3.5 × 10⁻³ in addition, the learning rate is decreased by a factor of 0.1 after 40 epochs. Finally, the cumulative matching characteristics (CMCs), rank-1, and mAP are often utilized as the evaluation metrics in person ReID tasks [16], [27], [29], [46]; thus, we also strictly follow these metrics in our experiments.

**C. Performance Evaluations and Comparisons**

We first assess the performances of the SAVS method when applied to four public cloth-chaging person ReID datasets, and then we compare it with the abovementioned competitors. Among these approaches, if their codes could be obtained, ImageNet was first used to pretrain their backbones, and then the training samples of the LTCC, PRCC, Celeb-reID, and NKUP datasets were separately used to fine-tune the modules. Finally, the test samples of the four cloth-chaging person ReID datasets were separately employed to assess their performances. If the codes were not available, the results reported by the corresponding references were used. Moreover, for a fair comparison, if the performance of a model trained by the training samples is lower than that in the corresponding reference, the results reported by the corresponding reference are also used. The results are shown in Table I. From Table I, we can obtain the following observations.

1) The SAVS consistently demonstrates exceptional performance across various datasets and approaches, yielding significant enhancements in both mAP and rank-1 values compared to state-of-the-art algorithms (with the exception of mAP on the PRCC dataset). For example, when the PRCC dataset is used, the mAP and rank-1 of the SAVS approach are 57.6% and 69.4%, respectively,
but the corresponding performances of the baseline are 47.6% and 46.9%, and their corresponding improvements can reach 10.0% (mAP) and 22.5% (rank-1). Similarly, the mAP and rank-1 accuracies of the SA VS approach on the LTCC dataset are 32.5% and 71.2%, respectively, but the corresponding mAP and rank-1 of the baseline can reach 15.2% and 42.6%, where the maximum improvements are 17.3% (mAP) and 28.6% (rank-1). Thus, the SA VS can significantly outperform the baseline. The reason for this is that the HSA and VCS modules are embedded into the Swin-T to extract the discriminative and robust features, and then the backbone, HSA, and VCS modules are jointly optimized. In this way, the human semantic information is fully used, and the negative effect of clothing changes is reduced as much as possible. In addition, we also observe that among these approaches, SE + CESD, SPT + ASE, ReIDCaps, FSAM, Pixel Sampling, AIM, ACID, and MBUNet are specially designed for the cloth-changing person ReID task, but their performance is still worse than that of the SAVS (with the exception of mAP on the PRCC dataset). For example, ReIDCaps has obtained good performance (second place) on the Celeb-reID dataset, where the mAP and rank-1 can reach 15.2% and 63%, respectively, but when comparing it with the SAVS, the improvements of the SAVS can achieve 5.5% (mAP) and 2.9% (rank-1), respectively. Similarly, when the Pixel Sampling method and the LTCC dataset are used, the mAP and rank-1 on the LTCC dataset are 16.1% and 42.3%, and the improvements of the SAVS can attain 16.4% and 28.9%, respectively. We also find that when the PRCC dataset is used, the mAP of the SAVS cannot always obtain the best performance, but its rank-1 can obtain the first place. The reason for this is that these specially designed methods mainly focus on body shape or contour sketch, and the complex background and human semantic information are not fully explored or are ignored, but in the SAVS, the HSA and VCS modules are designed to extract clothing-irrelevant features: more attention is given to the human semantic information, and the negative influences of the background and the cloth-changing are reduced as much as possible. Thus, the SAVS experimentally exhibits very good generalization ability, and these experimental results prove the effectiveness and robustness of the SAVS approach.

2) When comparing clothing-consistent person ReID methods with cloth-changing person ReID methods, the latter often achieve significantly better performance. For instance, the HOReID method outperforms the PCB, MGN methods on the LTCC and PRCC datasets, while the MGN method performs best on the Celeb-reID and NKUP datasets. Among the clothing-changing person ReID methods, the SA VS method stands out as the most effective. Therefore, in the following analysis, we will compare SAVS with the MGN and HOReID methods using different datasets. When evaluating the LTCC dataset, SAVS demonstrates remarkable improvements of 17.4% (mAP) and 24.9% (rank-1) compared to HOReID. Similarly, on the Celeb-reID dataset, SAVS exhibits a 10.5% improvement in mAP and a 16.9% improvement in rank-1 compared to MGN. Similar conclusions can be drawn from the remaining two datasets. The reason behind these findings is
that the HOResID and MGN methods are specifically designed for clothing-consistent person ReID, assuming that a person wears the same clothes within a short time interval, resulting in similar visual appearances. However, when clothing changes occur, the person’s appearance varies significantly, leading to a dramatic decline in performance. In contrast, cloth-changing person ReID methods aim to disregard clothing-related clues and focus solely on visual semantic information that remains unaffected by changes in view or posture. As a result, these methods extract clothing-irrelevant features, which greatly enhance their performance compared to the appearance-relevant features extracted by clothing-consistent person ReID methods.

3) ResNet50, DenseNet121, and Swin-T modules are widely used in many machine learning tasks, but they are also often assessed on the cloth-changing person ReID task. Although these modules can achieve good performances in many related tasks, when they are directly applied to the cloth-changing person ReID task, their performances are unsatisfactory and much worse than that of the SAVS. For example, when the PRCC dataset is used, the rank-1 accuracies of ResNet50, DenseNet121, Swin-T, and SAVS are 19.4%, 18.5%, 46.9%, and 69.4%, respectively, and the corresponding improvements achieved by the SAVS method are 50.0%, 50.9%, and 22.5%, respectively. Similarly, the mAP accuracies of ResNet50, DenseNet121, Swin-T, and SAVS on the Celeb-reID dataset are 5.8%, 2.9%, 11.1%, and 21.3%, respectively, and the corresponding improvements achieved by the SAVS method are 15.5%, 18.4%, and 10.2%, respectively. The reason for this is that although these modules are widely used in different tasks, no cloth-changing characteristics are employed in these methods, but in the SAVS, the clothing-irrelevant features are extracted, and the negative influence of the cloth-changing is reduced as much as possible. In addition, from these experiments, we can also observe that the Swin-T can achieve the best performance among the ResNet50, DenseNet121, and Swin-T modules no matter which dataset is used; thus, in our experiments, the Swin-T is also used as the backbone of the SAVS.

V. ABLATION STUDY

An ablation study is performed using the SAVS model to analyze the contribution of each component. In this investigation, four aspects are considered: 1) the effectiveness of the HSA module; 2) the advantages of the VCS module; 3) a convergence analysis; and 4) a qualitative visualization. In the following, we discuss these four aspects separately.

A. Effectiveness of the HSA Module

In the few existing cloth-changing person ReID methods, the global or local features are often extracted to represent the cloth-changing person, but in this section, we assess the effectiveness of the HSA module on four public cloth-changing person ReID datasets where the importance of human semantic information is discussed. Since the Swin-T is the backbone of the SAVS, in our experiments, it is also used as the baseline, where the Swin-T is used to extract features from the original image, and then the Softmax is used as the classification function. To assess the effectiveness of the original image, the foreground image, and the background image, this basic network is also used to extract the feature representations for them, and then these features are employed to find the persons from the gallery dataset. Finally, we name them “O,” “F,” and “B,” respectively. To further evaluate the importance of human semantic information, the human semantic information (the foreground image) is fed into the HSA module, and then its outputs are used to reweight the original feature extracted by the Swin-T and the original image (we name it “O + F”). Similarly, the background image is fed into the HSA module in place of the foreground image, and the reweight operation is also used for the original feature (we call this method “O + B”). Their results are given in Table II and Fig. 4. From them, we can make the following observations.

1) The original image can achieve the best performance when only the baseline is used, and the foreground image and the background image can obtain second and third places, respectively. For example, the mAP and rank-1 accuracies of the original image are 15.2% and 42.6%, respectively, on the LTCC dataset, and the corresponding accuracies of the foreground image are 11.7% and 34.3%, but the corresponding accuracies of the background image are 10.2% and 14.7%, respectively; thus, the performance of the original image can outperform the foreground and background images. Similarly, when the Celeb-reID dataset is used, the rank-1 accuracies of the original, foreground, and background images are 46.4%, 40.0%, and 7.4% and the improvement of “O” can reach 6.4% (“F”) and 39% (“B”),
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respectively. Although person ReID is a cross-scene retrieval task and we usually assume that the background information is useless, the experimental results show that the performance of the foreground image is worse than that of the original image no matter which dataset is used. For example, when the PRCC dataset is used, the mAP accuracies of the former and latter are 47.6% and 40.0%, respectively, whose improvement can reach 7.6%. Thus, these experimental results prove that the foreground image is very useful, but the background information cannot be eliminated in its entirety.

2) The performance of “O + F” can obtain a large improvement when compared with “O” or “F” regardless of the dataset used. For example, on the LTCC dataset, the mAP accuracies of “O + F,” “O,” and “F” are 24.4%, 15.2%, and 11.7%, respectively, whose improvements can be 9.2% and 12.7%. When the PRCC dataset is used, the rank-1 accuracies of “O + F,” “O,” and “F” can reach 60.3%, 46.9%, and 45.2%, respectively, and the improvement of “O + F” can achieve 13.4% and 15.1%. The reason for this is that in “O + F,” the HSA module is used to emphasize the importance of the human semantic information and reweight the visual feature map extracted by the original image. In this way, the negative effect of the background information can be reduced as much as possible, and more discriminative features can be obtained. In addition, we also observe that when the background information is fed into the HSA module, the performance of “O + B” is not stable on different datasets; for example, when the PRCC and NKUP datasets are used, the rank-1 accuracies of “O + B” are worse than those of “O,” but on other datasets, the rank-1 accuracies of “O + B” can obtain little improvement. From Fig. 4, we can also obtain the same conclusions. Thus, these experiments demonstrate that the HSA module is very effective for enriching the feature representation, and the human semantic information is very helpful for feature extraction. In addition, the background information is somewhat useful for the feature representation, but emphasizing background information cannot always obtain a performance increase.

B. Advantages of the VCS Module

To validate the advantages of the VCS module, we perform experiments on the four public cloth-changing person ReID datasets, and their results are given in Table III and Fig. 5. Note that in Table III, when the original image is fed into the Swin-T, the module is considered the baseline. Moreover, when the foreground image (human semantic) is further fed into the HSA module and its results are combined with the backbone, it is called “+HSA.” Finally, when the VCS module is further used, the visual clothing shielding image is further embedded into the “+HSA” module; thus, we name it “+HSA + VCS.” From them, we can see the following observations.

1) When the VCS module is used, the performance of “+HSA + VCS” can be greatly improved over that of the “+HSA” module. For example, when the CelebrityReID dataset is used, the mAP and rank-1 accuracies of “+HSA + VCS” are 21.3% and 65.9%, and the mAP and rank-1 accuracies of “+HSA” are 15.9% and 59.1%, respectively, whose improvements can reach 5.4% (mAP) and 6.8% (rank-1). On the PRCC dataset, the rank-1 accuracies of “+HSA + VCS” and “+HSA” are 60.3% and 69.4%, and the improvement can reach 9.1%. We can draw similar conclusions from the other datasets. In addition, when the CMC curves are used as the metric, we can also observe the same results in Fig. 5. The reason why the VCS module can be successful is that visual clothing shielding makes it difficult for appearance features to be learned, and thus, the model loses its reliance on clothing appearance when extracting features. Through the contrastive learning of the original and visual shielding features, the potential consistency can be explored to effectively solve the cloth-changing problem.

2) In the SAVS module, the original image information, visual shielding information, and human semantic information are jointly learned in a unified framework. These modules are complementary, and they can promote each other. When the HSA module and the VCS module are embedded into the baseline step by step, their combined performance can yield a stable improvement. For example, when the LTCC dataset is used, the mAP (rank-1) accuracies of the baseline, “+HSA,” and “+HSA + VCS” are 15.2% (42.6%), 24.4% (56%), and 32.5% (71.2%), respectively, whose performance can be improved step by step, and the improvement...
of the “+HSA + VCS” can achieve 17.3% (13.4%, baseline) and 9.2% (28.6%, “+HSA”). Similarly, on the PRCC dataset, the corresponding improvements of the “+HSA + VCS” module can reach 6.4% (13.4%, baseline) and 10% (23.5%, “+HSA”), respectively.

3) In the SAVS and Pixel Sampling, both focus on the surface features of clothes; thus, we also compare their performance on two widely used public datasets, including LTCC and Celeb-reID. Since ResNet-50 is the backbone of Pixel Sampling, to obtain a fair comparison, ResNet-50 is also used as the backbone in the SAVS, but the human semantic information is ignored, and we call this approach “ResNet50 + VCS.” Along another line, to assess the advantages of the backbone, the backbone of the SAVS is replaced with the Swin-T based on the “ResNet50 + VCS,” and we name this approach “Swin-T + VCS.” Finally, the HSA module is further assessed, and the human semantic information is embedded into “Swin-T + VCS,” whose name is “Swin-T + VCS + HSA.” Their results are shown in Table IV.

From this, we can observe that when the same backbone and training strategy are used in the Pixel Sampling and the “ResNet50 + VCS,” the performance of the latter is much better than that of the former. For example, the mAP (rank-1) accuracies of the “ResNet50 + VCS” and Pixel Sampling on the LTCC dataset are 18.7% (47.7%) and 16.1% (42.3%), respectively, whose improvement can reach 2.6% (5.4%). We can obtain the same results from the Celeb-reID dataset. The reason why the “ResNet50 + VCS” is much better than the Pixel Sampling is that the latter only focuses on a single item of clothing, but all clothing regions of the person are fully considered in the former. In this way, the negative effect of cloth-changing can be reduced as much as possible, and a more robust feature representation can be extracted by covering the clothing regions and focusing the model on the visual semantic information unrelated to the clothes. Thus, these experiments can further prove that the VCS module is very effective for solving the cloth-changing issue. In addition, when the Swin-T is further used, we can see that the performance can be further improved. For example, on the LTCC dataset, the mAP (rank-1) accuracies of “Swin-T + VCS” and Pixel Sampling are 22.8% (54.9%) and 16.1% (42.3%), respectively, whose improvement can reach 6.7% (12.6%). Thus, it can be proven that the Swin-T is also very efficient, and in our following experiments, it is utilized as the backbone of the SAVS. Finally, when the HSA module is further employed, its performance can significantly outperform the baseline, the Pixel Sampling, “ResNet50 + VCS,” and “Swin-T + VCS” regardless of datasets.

### C. Convergence Analysis

In this section, we evaluate the convergence of the proposed SAVS method on four public cloth-changing person ReID datasets, including LTCC, PRCC, Celeb-reID, and NKUP, and their convergence curves are shown in Fig. 6. From Fig. 6, we can observe that the convergence speeds of the SAVS method are very fast no matter which dataset is utilized. Moreover, in the optimization process, only 30–40 epochs are required for all datasets, and the convergence curves can be stable regardless of the dataset utilized. Thus, this can further prove the effectiveness of the SAVS method.

### D. Qualitative Visualization

To further prove the effectiveness and robustness of the SAVS, in this section, we visualize some results of the proposed SAVS on the different datasets. In this investigation, three aspects are considered: 1) visualization of the attention maps; 2) visualization of the similarity map; and 3) qualitative visualization of the retrieval results. In the following, we discuss these three aspects separately, and their results are given in Figs. 7–10. From them, we can make the following observations.

1) To further illustrate which part of the focused features are learned with the help of different modules in the SAVS, the attention maps are visualized and displayed in Fig. 7. In Fig. 7, the first row indicates the original images from different datasets. The second row (“+HSA”) represents which channels on the feature map are activated by the reweighting operation where the Swin-T and the HSA module are used. The third row (“+HSA + VCS”) denotes which channels between the original features and visual shielding features are more consistently constrained by the semantic alignment loss and the VCS module, where the Swin-T, the HSA, and VCS modules are utilized. From them, we can see that in the second row, the HSA module is utilized; thus, only the human semantic channels are activated where the activated regions focus on the human body, but the background information is largely ignored. Thus,
these channels (corresponding to features that play a major role in later classification) are enhanced, and more discriminative and robust features can be extracted. From the third row, we can observe that the VCS module focuses on human body nonclothing regions, e.g., head, face, legs, arms, shoes, and belongings, and the human clothing regions are ignored; thus, the extracted features are clothing-irrelevant, which can effectively solve the issue of human cloth-changing, and a more discriminative and robust feature representation can be obtained. Thus, these experiments can further prove the effectiveness and advantages of the HSA and VCS modules.

2) To intuitively illustrate the effectiveness of the HSA and VCS modules from another view, the feature similarities between different images are calculated. Specifically, 14 images of the same person wearing different clothes are first selected, and then the features are extracted for each image by the Swin-T (our baseline). Moreover, the cosine similarities between any two images are calculated by the corresponding features. Finally, we repeat the above operation in pairs for all 14 images and visualize their similarities to obtain a $14 \times 14$ similarity map. Similarly, we can also extract these image features by Swin-T + HSA + VCS (our proposed SAVS module), and then the cosine similarities between them and the similarity map are calculated. The results are given in Fig. 8, where the blue and green colors represent the most and the least similar pairs, respectively. From this, we can determine that when only the baseline is utilized, the extracted features are very relative to the clothes, and the features are not discriminative and robust; thus, the similarities between the same person wearing different clothes are very small (the color of most of the squares is green). However, when the HSA and VCS modules are embedded into the baseline, the human semantic information and the clothing-irrelevant clues are fully explored; thus, the extracted features are more discriminative and robust, where similarities between the same person wearing different clothes are added, and the color of most of the squares is blue. We also can observe the similar conclusions from Fig. 9 where different persons wear similar clothes. Thus, these experiments can further prove that the SAVS is very effective, efficient, and robust.
Fig. 10. Qualitative visualization of (a) baseline, (b) baseline + HSA, and (c) baseline + HSA + VCS (SAVS) on the PRCC dataset. The top-left column is a single query image, and the other columns represent the top ten retrieval results. Note that the red boxes indicate the correct results.

Fig. 11. Qualitative visualization of the SAVS on the NKUP dataset. The top-left column is a single query image, and the other columns represent the top ten retrieval results. Note that the red boxes indicate the correct results. (a) and (b) Full-frontal images are given. (c) and (d) Provided image is a back image or the face is obscured.

3) To further prove the effectiveness and robustness of the SAVS method, in this section, the retrieval results of the SAVS on the PRCC and NKUP datasets are given in Figs. 10 and 11, respectively, where each row is a retrieval example including one query image and the top ten most similar images. We notice that in Fig. 10(a)–(c), the effectiveness of different parts of the SAVS, including the baseline, the baseline + HSA, and the baseline + HSA + VCS, is visualized with respect to the PRCC dataset. Fig. 10 demonstrates that since the visual appearance of the cloth-changing person drastically changes, the baseline still has difficulty obtaining the correct retrieval results when only the original feature is extracted. When the human semantic information is further combined, the feature discrimination is improved. Although the number of correct retrieval results is increased significantly, the first correct retrieval result lies in the third position, and the average performance is not unsatisfactory. Finally, when visual shielding information is employed, more correct retrieval results can be returned; moreover, their locations are very close to the front of the images. Thus, these results can further prove that the HSA and VCS modules are very useful for describing cloth-changing persons, and the extracted feature is effective and robust. To further demonstrate the effectiveness of the SAVS modules on difficult samples, we visualize four retrieval results of the SAVS module on the NKUP dataset, where the face information is often covered, and the results are presented in Fig. 11. In the two retrieval cases [see Fig. 11(a) and (b)], the full-frontal image is given, but in the gallery, the facial information of one person is often obscured in Fig. 11(a), and the person is captured with mainly back profile information in Fig. 11(b). Luckily, in this case, the SAVS can still retrieve 4–5 correct results effectively, and these results are also at the top of the returned results. In both retrieval cases [see Fig. 11(c) and (d)], where the provided image is a back image or the face is obscured, the SAVS can still correctly identify persons, but the average result declines dramatically, where only one or two correct results are returned. These experimental results indicate that it is quite challenging to perform cloth-changing person ReID when the provided image lacks visual semantics to a large extent.

VI. CONCLUSION

This work proposed a novel SAVS algorithm for the cloth-changing person ReID task, where the key idea is to shield clues related to the appearance of clothes and only focus on visual semantic information that is not sensitive to view/posture changes. In the SAVS, an HSA module is designed to highlight human information and reweight the visual feature map, and a VCS module is proposed to extract a more robust feature representation for cloth-changing tasks by covering clothing regions and focusing the model on visual semantic information unrelated to clothes. Most importantly, these two modules are jointly explored in an end-to-end unified framework. The results of extensive experiments conducted on four cloth-changing person ReID datasets demonstrate that the SAVS can significantly outperform state-of-the-art cloth-changing person ReID methods in terms of both mAP and rank-1 accuracy, and more discriminative and robust features can be extracted to represent the cloth-changing persons. An ablation study also proves that human semantic information and visual shielding information are very helpful for solving the cloth-changing person ReID task where clothes-independent features can be obtained. Additionally, different qualitative visualizations can further prove the effectiveness and robustness of the HSA and VCS modules.

In the future, we intend to explore how to shield the effects of clothing changes and design approaches based on novel dynamic features such as gait that can also describe static person images.
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