THETA BLOCKS RELATED TO ROOT SYSTEMS
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Abstract: Gritsenko, Skoruppa and Zagier associated to a root system \( R \) a theta block \( \vartheta_R \), which is a Jacobi form of lattice index. We classify the theta blocks \( \vartheta_R \) of \( q \)-order 1 and show that their Gritsenko lift is a strongly-reflective Borcherds product of singular weight, which is related to Conway’s group \( \text{Co}_0 \). As a corollary we obtain a proof of the theta block conjecture by Gritsenko, Poor and Yuen for the pure theta blocks obtained as specializations of the functions \( \vartheta_R \).

1. Introduction

Eichler and Zagier introduced the theory of Jacobi forms in their monograph [EZ85]. Let \( k \) and \( m \) be non-negative half-integers and \( \chi \) a character (or multiplier system) of \( \text{SL}_2(\mathbb{Z}) \). A holomorphic Jacobi form of weight \( k \), character \( \chi \) and index \( m \) is a holomorphic function \( \varphi : \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) which satisfies

\[
\varphi\left(\frac{a\tau + b}{c\tau + d}, \frac{z}{c\tau + d}\right) = \chi\left(\begin{pmatrix} a & b \\ c & d \end{pmatrix}\right) \sqrt{c\tau + d} \ e^{2\pi i m \frac{c^2\tau + d^2}{c\tau + d}} \varphi(\tau, z)
\]

and

\[
\varphi(\tau, z + \lambda \tau + \mu) = (-1)^{2m(\lambda + \mu)} e^{-2\pi i m (\lambda^2 \tau + 2\lambda z)} \varphi(\tau, z)
\]

for all \( \tau \in \mathbb{H}, \ z \in \mathbb{C}, \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and \( \lambda, \mu \in \mathbb{Z} \) and which has a Fourier expansion of the form

\[
\varphi(\tau, z) = \sum_{n \in \mathbb{Q}} \sum_{r \in \mathbb{Z}} c(n, r) q^n e^{2\pi i rz}, \quad q^n = e^{2\pi i n\tau}.
\]

Examples of holomorphic Jacobi forms of small weight and index are the Dedekind eta function

\[
\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n)
\]

of weight 1/2 and index 0 with a multiplier system which we denote by \( \nu_{\eta} \) (note that Jacobi forms of index 0 do not depend on \( z \) and their definition reduces to that of a classical modular form) and the Jacobi theta function of weight and index 1/2 and multiplier system \( \nu_{\eta}^3 \), given by

\[
\vartheta(\tau, z) = \sum_{n=-\infty}^{\infty} \left(\frac{-4}{n}\right) q^{n^2/8} e^{\pi i nz},
\]

or by the triple product identity

\[
\vartheta(\tau, z) = q^{1/8} e^{\pi iz} \prod_{n=1}^{\infty} (1 - q^n)(1 - q^n e^{2\pi iz})(1 - q^{n-1} e^{-2\pi iz}).
\]

For a non-zero integer \( a \) we denote by \( \vartheta_a \) the function

\[
\vartheta_a(\tau, z) = \vartheta(\tau, az).
\]
This is a Jacobi form of weight 1/2 and index $a^2/2$. More generally, to a function $f : \mathbb{Z}_{\geq 0} \to \mathbb{Z}$ with finite support, we associate a theta block

$$
\Theta_f(\tau, z) = \eta^{f(0)}(\tau) \prod_{a=1}^{\infty} (\vartheta_a(\tau, z)/\eta(\tau))^{f(a)},
$$

which is a meromorphic Jacobi form. If the image of $f$ is contained in the non-negative integers, then $\Theta_f$ is called a pure theta block. For more details on the theory of theta blocks, we refer the reader to [GSZ19].

Jacobi forms can be used to construct paramodular forms. These are Siegel modular forms of degree two with respect to the paramodular group

$$
\Gamma_N = \left( \left( \begin{array}{cccc}
* & N* & * & * \\
* & * & * & * \\
* & N* & * & * \\
N* & N* & N* & *
\end{array} \right) \right) \cap \text{Sp}_2(\mathbb{Q}), \quad \text{all } * \in \mathbb{Z}
$$

of some level $N$. One method to construct paramodular forms is the Gritsenko lift, which sends a holomorphic Jacobi form $\varphi$ to a paramodular form $G(\varphi)$ of the same weight. Another method associates to a nearly holomorphic Jacobi form $\psi$ of weight 0 with integral singular Fourier coefficients a meromorphic paramodular form $B(\psi)$. This method is essentially the multiplicative Borcherds lift. In [GPY15], Gritsenko, Poor and Yuen investigated paramodular forms which are simultaneously Borcherds products and Gritsenko lifts. From the shapes of the arising paramodular forms, one sees that if $G(\varphi)$ is a Borcherds product, then $\varphi$ must be a theta block with vanishing order one in $q$.

In [GPY15], the following conjecture, which gives a sufficient condition for $G(\varphi)$ being a Borcherds product, was formulated.

**Conjecture** (Theta Block Conjecture). Let the pure theta block $\Theta_f$ be a holomorphic Jacobi form of weight $k$ and index $m$ with vanishing order 1 in $q$, where $k, m \in \mathbb{Z}_{>0}$. We define the nearly holomorphic Jacobi form $\Psi_f = -(\Theta_f|T_{-}(2))/\Theta_f$ of weight 0 and index $m$, where $T_{-}(2)$ is the index raising Hecke operator. Then

$$
G(\Theta_f) = B(\Psi_f).
$$

In this paper we prove a higher-dimensional analogue of the theta block conjecture for certain Jacobi forms $\vartheta_R$ in many variables. More precisely, to a root system $R$ we can attach a holomorphic Jacobi form $\vartheta_R$ of weight $k = \text{rk}(R)/2$ and lattice index $R$ (see Theorem 2.3). The Borcherds and Gritsenko lifts of a classical Jacobi form are special cases of more general Borcherds and Gritsenko lifts for Jacobi forms of lattice index. Their images are modular forms for orthogonal groups of signature $(2, n)$ (in the case of a classical Jacobi form, $n = 3$ and paramodular forms arise because they can be realized as modular forms for orthogonal groups of signature $(2, 3)$). Our main result is the following theorem.

**Theorem** (Theorem 5.1). Let $R$ be a root system such that $\vartheta_R$ has vanishing order 1 in $q$. Then

$$
G(\vartheta_R) = B\left( \frac{-\vartheta_R|T_{-}(2)}{\vartheta_R} \right).
$$

In particular, $G(\vartheta_R)$ is a Borcherds product. It turns out that this Borcherds product already appears in the work of Scheithauer [Sch06, Sch] and its expansion at a level 1 cusp is a twisted denominator identity of the fake monster algebra corresponding to an element $g$ in Conway’s group $Co_0$.

The theorem is proved by showing that the divisor of the right hand side is contained in the divisor of $G(\vartheta_R)$ for all possible choices of $R$. There are eight such root systems $R$. We remark that
for $R = 8A_1, 3A_2$ and $A_4$ this proof can already be found in the literature (see [Gri18, Theorem 5.2] for $8A_1$, [Gri18, Theorem 5.6] for $3A_2$ and [GW20, Theorem 3.9] for $A_4$).

The specialization $\Theta_x$ of $\vartheta_R$ at a non-zero vector $x \in R$ is defined by $\Theta_x(\tau, z) = \vartheta_R(\tau, xz)$. We only consider vectors $x \in R$ such that $\Theta_x$ is not identically zero and has integral index. Then $\Theta_x$ is a pure theta block and the identity in our main theorem remains true after replacing $\vartheta_R$ with $\Theta_x$. This implies the following corollary, which proves the theta block conjecture for all known infinite families of theta blocks of $q$-order 1.

**Corollary (Corollary 7.6).** The following infinite series of pure theta blocks of $q$-order 1 satisfy the theta block conjecture.

| weight | root system | theta block |
|--------|-------------|-------------|
| 2      | $A_4$       | $\eta^{-6}\vartheta_a\vartheta_b\vartheta_c\vartheta_d\vartheta_{a+b}\vartheta_{b+c}\vartheta_{a+b+c+d}\vartheta_{a+b+c+d}$ |
|        | $A_1 \oplus B_3$ | $\eta^{-6}\vartheta_a\vartheta_b\vartheta_{b+c}\vartheta_{b+2c+2d}\vartheta_{b+c+2d}\vartheta_{b+c+2d}\vartheta_{c+2d}\vartheta_{c+2d}$ |
|        | $A_1 \oplus C_3$ | $\eta^{-6}\vartheta_a\vartheta_b\vartheta_{b+2c+2d}\vartheta_{b+c+2d}\vartheta_{b+c+2d}\vartheta_{c+2d}\vartheta_{c+2d}$ |
|        | $B_2 \oplus G_2$ | $\eta^{-6}\vartheta_a\vartheta_b\vartheta_{a+2b}\vartheta_{b+c}\vartheta_{b+c+d}\vartheta_{b+c+d}\vartheta_{b+c+d}$ |
| 3      | $3A_2$      | $\eta^{-3}\vartheta_a\vartheta_{a+b}\vartheta_{b+2}\vartheta_{a+2}\vartheta_{b+2}\vartheta_{a+2}\vartheta_{a+b}\vartheta_{b+3}$ |
|        | $3A_1 \oplus A_3$ | $\eta^{-3}\vartheta_a\vartheta_{a+b}\vartheta_{a+2}\vartheta_{a+2}\vartheta_{a+3}\vartheta_{a+3}\vartheta_{a+b}\vartheta_{b+3}$ |
|        | $2A_1 \oplus A_2 \oplus B_2$ | $\eta^{-3}\vartheta_a\vartheta_{a+b}\vartheta_{a+2}\vartheta_{a+2}\vartheta_{a+3}\vartheta_{a+3}\vartheta_{a+b}\vartheta_{b+3}$ |
| 4      | $8A_1$      | $\vartheta_a\vartheta_{a+b}\vartheta_{a+2}\vartheta_{a+3}\vartheta_{a+3}\vartheta_{a+3}\vartheta_{a+b}\vartheta_{b+3}$ |

The paper is structured as follows. In Sections 2 and 3 we recall the definitions and some constructions of Jacobi forms of lattice index and modular forms for the Weil representation. In Section 4 we recall the definition of the Gritsenko lift and of the Borcherds lift. In Section 5 we determine those root systems $R$ for which $\vartheta_R$ has vanishing order 1 in $q$ and investigate the corresponding lattices $\bar{R}$. In Section 6 we construct strongly-reflective Borcherds products $\Psi_R$ of singular weight on the maximal even sublattice of $\bar{R}$ and observe that they already appear in the work of Scheithauer. In Section 7 we prove that $G(\vartheta_R) = \Psi_R$ and deduce our main theorem.

## 2. Jacobi Forms of Lattice Index

We denote by $\mathbb{H} = \{ \tau \in \mathbb{C} : \operatorname{Im}(\tau) > 0 \}$ the complex upper-half plane and for a complex number $z$ we write $e(z)$ for $e^{2\pi i z}$ and denote by $\sqrt{z}$ the principal branch of the square root. Let $L$ be an integral positive definite lattice with bilinear form $(\cdot, \cdot)$ and $L^\vee$ its dual lattice. The shadow $L^\bullet$ of $L$ is defined by

$$L^\bullet = \{ y \in \mathbb{Q} \otimes L : (x, x)/2 = (y, x) \mod \mathbb{Z} \text{ for all } x \in L \}.$$

Note that $L^\bullet = L^\vee$ if $L$ is even.

**Definition 2.1.** For $k \in \mathbb{Z}$ and a character (or multiplier system) $\chi : \operatorname{SL}_2(\mathbb{Z}) \to \mathbb{C}^*$ of finite order a holomorphic function $\varphi : \mathbb{H} \times (\mathbb{C} \otimes L) \to \mathbb{C}$ is called a nearly holomorphic Jacobi form of weight $k$, character $\chi$, and index $L$, if it satisfies

$$\varphi \left( \frac{a\tau + b}{c\tau + d}, \frac{3}{c\tau + d} \right) = \chi \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) \sqrt{c\tau + d} e^{\frac{ck}{2(c\tau + d)}} \varphi(\tau, 3), \quad \forall \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \operatorname{SL}_2(\mathbb{Z}),$$

$$\varphi(\tau, 3 + x\tau + y) = e((x, x)/2 + (y, y)/2) e(-\tau(x, x)/2 - (x, \bar{z})) \varphi(\tau, z), \quad \forall x, y \in L,$$

and if its Fourier expansion takes the form

$$\varphi(\tau, z) = \sum_{n \in \mathbb{Q}} \sum_{\ell \in L^\bullet} f(n, \ell) q^n z^\ell,$$

$$q^n = e^{2\pi i n}, z^\ell = e^{2\pi i \ell},$$
for some constant $n_0$. The coefficients $f(n, \ell)$ with $2n - (\ell, \ell) < 0$ are called the singular coefficients. If all singular coefficients vanish, then $\varphi$ is called a holomorphic Jacobi form. We denote the spaces of nearly holomorphic and holomorphic Jacobi forms of weight $k$, character $\chi$ and index $L$ by $J_{k,L}(\chi)$ and $J_{k,L}(\chi)$. If the character is trivial, we omit it.

Remark 2.2. If $L$ has rank 1 and determinant $|L'/L| = m$, then the space of Jacobi forms of index $L$ equals the space of classical Jacobi forms of index $m/2$ introduced in the introduction.

In the introduction we have seen that theta blocks are examples of classical Jacobi forms. Similarly, one can try to obtain Jacobi forms of lattice index as products of a power of $L$.

We recall the definition of a discriminant form. For more details we refer the reader to [Hum72, §9.2] of rank $n$. Let $R^+$ be a system of positive roots of $R$ and let $F$ denote the subset of simple roots in $R^+$. For $r$ in $R^+$ and $f$ in $F$, let $\gamma_{r,f}$ be the (non-negative) integers such that $r = \sum_{f \in F} \gamma_{r,f} f$. The function

$$\vartheta_R(\tau, \zeta) := \eta(\tau)^{n-N} \prod_{r \in R^+} \vartheta(r, \sum_{f \in F} \gamma_{r,f} \zeta_f)$$

defines an element of $J_{n/2, R}(\nu_q^{n+2N})$, where $N = |R^+|$, $\zeta = (\zeta_f)_{f \in F} \in \mathbb{C}^F$, and the lattice $R$ equals $\mathbb{Z}^F$ equipped with the quadratic form $Q(\zeta) = \frac{1}{2} \sum_{r \in R^+} (\sum_{f \in F} \gamma_{r,f} \zeta_f)^2$.

If $\varphi \in J_{k,L}(\chi)$ is a Jacobi form of lattice index, then every non-zero element $x \in L$ can be used to obtain a classical Jacobi form in the following way. Let $K$ be the lattice $\mathbb{Z}$ with bilinear form $(u, v) = muv$, where $m = (x, x)$. We define the embedding $s_x : K \to L$ by $s_x(u) = ux$ and $s_x^* : J_{k,L} \to J_{k,K}$, $\varphi(\tau, \zeta) \mapsto \varphi(\tau, s_x(\zeta))$ ($w \in \mathbb{C} \otimes K$).

The image is a Jacobi form of index $K$ and we recall that this is the same thing as a classical Jacobi form of index $m/2$. We call the classical Jacobi form $s_x^* \varphi$ the specialization of $\varphi$ at $x$. By specializing the functions $\vartheta_R$ at an integer vector $x = (x_f)_{f \in F}$ with $x_f \neq 0$ (if one of the $x_f$ equals zero, then $s_x^* \vartheta_R$ vanishes), we obtain a pure theta block

$$\eta(\tau)^{n-N} \prod_{r \in R^+} \vartheta(r, \sum_{f \in F} \gamma_{r,f} x_f) \in J_{n/2, Q(x)}(\nu_q^{n+2N})$$

in the variables $(\tau, z)$ in $\mathbb{H} \times \mathbb{C}$.

3. Modular forms for the Weil representation

We recall the definition of a discriminant form. For more details we refer the reader to [Sch09, Section 2]. A discriminant form is a finite abelian group $D$ with a $\mathbb{Q}/\mathbb{Z}$-valued non-degenerate quadratic form $q : D \to \mathbb{Q}/\mathbb{Z}$. We denote by $b : D \times D \to \mathbb{Q}/\mathbb{Z}$ the associated bilinear form $b(\gamma_1, \gamma_2) = q(\gamma_1 + \gamma_2) - q(\gamma_1) - q(\gamma_2)$. The level of $D$ is the smallest positive integer $N$ such that $Nq(\gamma) = 0$ mod 1 for all $\gamma \in D$ and the signature $\text{sign}(D) \in \mathbb{Z}/8\mathbb{Z}$ of $D$ is defined by

$$\sum_{\gamma \in D} e(q(\gamma)) = \sqrt{|D|} e(\text{sign}(D)/8).$$

For a positive integer $c$ we define $D_c = \{ \gamma \in D : c\gamma = 0 \}$ and $D^c = \{ c\beta : \beta \in D \}$. Then the sequence

$$0 \to D_c \to D \to D^c \to 0$$
is exact. Let \( k \) be the largest integer such that \( 2^k \mid N \). We define the oddity of \( D \) to be the signature of \( D_{2k} \). If the signature of \( D \) is even, we define a Dirichlet character \( \chi_D \) of conductor \( N \) by

\[
\chi_D(a) = \left(\frac{a}{|D|}\right) e((a - 1) \text{ oddity}(D)/8).
\]

If \( M \) is an even lattice with dual lattice \( M' \), then the reduction \( q \) of the quadratic form \( x \mapsto (x, x)/2 \) on \( M' \) modulo \( \mathbb{Z} \) turns \( D(M) = M'/M \) into a discriminant form and every discriminant form arises in this way for some even lattice \( M \). The level of \( D(M) \) coincides with the level of \( M \) and the signature of \( D \) is equal to the reduction of the signature of \( M \) modulo 8 by Milgram’s formula.

**Definition 3.1.** Let \( D \) be a discriminant form of even signature. Let \( \mathbb{C}[D] \) be the group ring of \( D \) with basis \( \{ e_\gamma : \gamma \in D \} \). Then

\[
\rho_D(T)e_\gamma = e(-q(\gamma))e_\gamma, \quad \rho_D(S)e_\gamma = \frac{e(\text{sign}(D)/8)}{\sqrt{|D|}} \sum_{\beta \in D} e(b(\gamma, \beta))e_\beta
\]

defines a representation of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathbb{C}[D] \). This representation is called the Weil representation associated to \( D \).

**Definition 3.2.** Let \( F(\tau) = \sum_{\gamma \in D} F_\gamma(\tau)e_\gamma \) be a holomorphic function on \( \mathbb{H} \) with values in \( \mathbb{C}[D] \) and \( k \in \mathbb{Z} \). The function \( F \) is called a nearly holomorphic modular form of weight \( k \) for \( \rho_D \) if

\[
F\left(\frac{a\tau + b}{c\tau + d}\right) = (c\tau + d)^k \rho_D(A)F(\tau), \quad \forall A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})
\]

and if \( F \) has a Fourier expansion of the form

\[
F(\tau) = \sum_{\gamma \in D} \sum_{n \in \mathbb{Z}} c_\gamma(n)q^n e_\gamma.
\]

The sum \( \sum_{\gamma \in D} \sum_{n < 0} c_\gamma(n)q^n e_\gamma \) is called the principal part of \( F \). If the principal part vanishes, then \( F \) is called holomorphic.

**Remark 3.3.** The orthogonal group \( \text{O}(D) \) acts on \( \mathbb{C}[D] \) via \( \sigma \left( \sum_{\gamma \in D} a_\gamma e_\gamma \right) = \sum_{\gamma \in D} a_\gamma \sigma(\gamma) e_\gamma \) and this action commutes with that of \( \rho_D \) on \( \mathbb{C}[D] \). Thus \( \text{O}(D) \) acts on modular forms for the Weil representation.

One way to obtain vector-valued modular forms is given by the following proposition.

**Proposition 3.4** ([Sch15, Theorem 3.1]). Let \( f \) be a scalar-valued modular form of weight \( k \) and character \( \chi_D \) for \( \Gamma_0(N) \). Let \( S \) be an isotropic subset of \( D \) which is invariant under \( (\mathbb{Z}/N\mathbb{Z})^* \). Then

\[
F_{\Gamma_0(N), f, S}(\tau) = \sum_{M \in \Gamma_0(N) \backslash \text{SL}_2(\mathbb{Z})} \sum_{\gamma \in S} f(M(\tau))\rho_D(M^{-1})e_\gamma
\]

is a vector-valued modular form of weight \( k \) for \( \rho_D \). The function \( F_{\Gamma_0(N), f, S} \) is invariant under the automorphisms of \( D \) which stabilize \( S \).

Suppose \( L \) is an even positive definite lattice with discriminant form \( D(L) \). The theta series \( \Theta^L_\gamma : \mathbb{H} \times (\mathbb{C} \otimes L) \to \mathbb{C} \) associated to \( L \) and \( \gamma \in D = D(L) \) is defined by

\[
\Theta^L_\gamma(\tau, z) = \sum_{\ell \in \gamma + L} q^{(\ell, \ell)/2} e^{\ell z}, \quad \gamma \in D.
\]
Let $O^+$ be the discriminant form of modular forms of weight $k$ for $\rho_D$ and of nearly holomorphic Jacobi forms of weight $k+\text{rk}(L)/2$ and index $L$. The principal part of $F$ corresponds to the singular Fourier coefficients of the Jacobi form. Hence the map also induces an isomorphism between the subspaces of holomorphic modular forms for $\rho_D$ and holomorphic Jacobi forms of index $L$.

4. Automorphic forms on orthogonal groups

Let $M$ be an even lattice of signature $(2,n)$ with $n \geq 3$. The Hermitian symmetric domain of type IV attached to $M$ is defined as (we choose one of the two connected components)

$$D(M) = \{[[Z]] \in \mathbb{P}(\mathbb{C} \otimes M) : (Z,Z) = 0, (Z, \bar{Z}) > 0\}^+.$$ 

Let $O^+(M) \subset O(M)$ be the index 2 subgroup preserving the component $D(M)$. The discriminant kernel $\bar{O}^+(M)$ is the kernel of the natural homomorphism $O^+(M) \to O(D(M))$. Let $\Gamma$ be a finite index subgroup of $O^+(M)$ and $k \in \mathbb{Z}$. A modular form of weight $k$ and character $\chi : \Gamma \to \mathbb{C}^*$ for $\Gamma$ is a meromorphic function $F : D(M)^* \to \mathbb{C}$ on the affine cone $D(M)^*$ over $D(M)$ satisfying

$$F(tZ) = t^{-k}F(Z), \quad \forall t \in \mathbb{C}^*,
$$

$$F(gZ) = \chi(g)F(Z), \quad \forall g \in \Gamma.$$

If $F$ is holomorphic, then it either has weight $0$ in which case it is constant, or has weight at least $n/2 - 1$ (see [Bor95, Corollary 3.3]). The minimal possible positive weight $n/2 - 1$ is called the singular weight.

For any negative norm vector $v \in M^\vee$, we define the rational quadratic divisor associated to $v$ as

$$D_v(M) = v^\perp \cap D(M) = \{[[Z]] \in D(M) : (Z,v) = 0\}.$$ 

We say that a holomorphic orthogonal modular form $F$ for $\bar{O}^+(M)$ is reflective if its divisor is a union of divisors of the form $D_v(M)$ for roots $v \in M^\vee$ (a root is a primitive vector $v \in M^\vee$ such that the reflection $x \mapsto x - 2(x,v)v/(v,v)$ at $v^\perp$ maps $M$ to $M$) and we say that $F$ is strongly-reflective, if in addition the multiplicities of all zeros are 1.

In his famous paper [Bor98], Borcherds described the following way to construct orthogonal modular forms with zeros and poles on rational quadratic divisors from vector-valued modular forms. Since they have an infinite product expansion at every 0-dimensional cusp, they are called Borcherds products.

**Theorem 4.1** ([Bor98, Theorem 13.3]). Let $M$ be an even lattice of signature $(2,n)$, $n \geq 3$. Let $D$ be the discriminant form of $M(-1)$. Let

$$F = \sum_{\gamma \in D} \sum_{m \in \mathbb{Z} - q(\gamma)} c_\gamma(m)q^m e_{\gamma}$$

be a nearly holomorphic modular form of weight $1 - n/2$ for $\rho_D$ with integral Fourier coefficients $c_\gamma(m)$ for all $m \leq 0$. Then there is a meromorphic function $\Psi : D(M)^* \to \mathbb{C}$ with the following properties.

(1) $\Psi$ is a modular form of weight $c_0(0)/2$ for the group $O(M, F)^+ = \{\sigma \in O^+(M) : \sigma(F) = F\}$ and some multiplier system $\chi$ of finite order. If $c_0(0)$ is even, then $\chi$ is a character.
Remark 4.3. Let \( \ell \) be a non-zero vector in \( L^\vee \) such that \( \varphi \) vanishes on
\[
\{(\tau, z) \in \mathbb{H} \times (\mathbb{C} \otimes L) : (\ell, z) \in \mathbb{Z}\tau + \mathbb{Z}\}.
\]
Then the same is true for \( \varphi|_k T_-(m) \) for every \( m \geq 1 \). Therefore, if \( f(0,0) = 0 \), then \( G(\varphi) \) vanishes on \( D_v(M) \) for every \( v \in M^\vee \) of the form \( v = (0,0,\ell,n,0) \) with \( n \in \mathbb{Z} \).
Remark 4.4. Using (3.1), the Gritsenko lift can also be described in terms of vector-valued modular forms instead of Jacobi forms. In this setting the Gritsenko lift is known as the additive Borcherds lift, which also exists if $M$ does not split two hyperbolic planes (see [Bor98, Theorem 14.3]).

Using the correspondence between Jacobi forms and vector-valued modular forms, we can also describe Theorem 4.1 in terms of Jacobi forms.

Theorem 4.5 ([Gri18, Theorem 4.2]). Let $L$ be an even positive definite lattice. Let

$$\varphi(\tau, z) = \sum_{n, \ell \in L^\vee} f(n, \ell) q^n \zeta^\ell \in J^0_{0, L}$$

with $f(n, \ell) \in \mathbb{Z}$ for all $2n - (\ell, \ell) \leq 0$. There is a meromorphic modular form of weight $f(0, 0)/2$ and character $\chi$ with respect to $\tilde{O}^+(2U \oplus L(-1))$ defined as

$$B(\varphi) = \left( \Theta_{f(0, \ast)}(\tau, z)e^{2\pi i C\omega} \right) \exp (-G(\varphi)),$$

where $C = \frac{1}{2\text{rk}(L)} \sum_{\ell \in L^\vee} f(0, \ell)(\ell, \ell)$ and

$$\Theta_{f(0, \ast)}(\tau, z) = \eta(\tau)f(0, 0) \prod_{\ell > 0} \left( \frac{\vartheta(\tau, (\ell, \ell))}{\eta(\tau)} \right)^{f(0, \ell)}$$

is a theta block. The character $\chi$ is induced by the character of the theta block and by the relation $\chi(V) = (-1)^D$, where $V: (\tau, z, \omega) \mapsto (\omega, \bar{z}, \tau)$, and $D = \sum_{n < 0} \sigma_0(-n)f(n, 0)$.

The poles and zeros of $B(\varphi)$ lie on the rational quadratic divisors $D_v$, where $v \in 2U \oplus L^\vee(-1)$ is a primitive vector with $(v, v) < 0$. The multiplicity of this divisor is given by

$$\text{mult} D_v = \sum_{d \in \mathbb{Z}_{>0}} f(d^2 n, d\ell),$$

where $n \in \mathbb{Z}$, $\ell \in L^\vee$ such that $(v, v) = 2n - (\ell, \ell)$ and $v - (0, 0, \ell, 0, 0) \in 2U \oplus L(-1)$.

Remark 4.6 ([Gri18, Corollary 4.3]). From (4.2), we see that the Fourier-Jacobi expansion of $B(\varphi)$ at the one-dimensional cusp determined by the decomposition $M = 2U \oplus L(-1)$ is given by

$$B(\varphi)(\tau, z, \omega) = \Theta_{f(0, \ast)}(\tau, z)e^{2\pi i C\omega} \left( 1 - \varphi(\tau, z)e^{2\pi i \omega} + \frac{1}{2}\varphi^2(\tau, z) - \varphi_0(T_-(2)(\tau, z))e^{4\pi i \omega} + \ldots \right).$$

In particular, we see that if the Gritsenko lift $G(\vartheta_R) = \vartheta_R e^{2\pi i \omega} + \vartheta_R |T_-(2)e^{4\pi i \omega} + \ldots$ is a Borcherds product $B(\varphi)$, then $C = 1$, $\Theta_{f(0, \ast)} = \vartheta_R$ and

$$\varphi = -\frac{\vartheta_R |T_-(2)}{\vartheta_R}.$$

5. Theta blocks related to root systems

The theta block conjecture mentioned in the introduction states that every pure theta block $\Theta$ with order of vanishing 1 in $q$ satisfies $G(\Theta) = B(-\frac{\Theta |T_-(2)}{\Theta})$. Recall from Section 2 that one way to obtain theta blocks is by specializing the Jacobi forms $\vartheta_R$ from Theorem 2.3. The following theorem, which we prove in Section 7, implies that the theta block conjecture is true for theta blocks obtained in this way.

Theorem 5.1. Let $R$ be a root system and let $\vartheta_R$ be as in Theorem 2.3. Suppose that $\vartheta_R$ has vanishing order 1 in $q$. Then

$$G(\vartheta_R) = B\left( -\frac{\vartheta_R |T_-(2)}{\vartheta_R} \right).$$
We first determine those root systems for which \( \vartheta_R \) has vanishing order 1 in \( q \).

**Proposition 5.2.** Let \( R \) be a root system such that \( \vartheta_R \) has \( q \)-order 1. Then \( R \) is one of the following root systems.

| weight | root systems                               |
|--------|--------------------------------------------|
| 2      | \( A_4, A_1 \oplus B_3, A_1 \oplus C_3, B_2 \oplus G_2 \) |
| 3      | \( 3A_2, 3A_1 \oplus A_3, 2A_1 \oplus A_2 \oplus B_2 \) |
| 4      | \( 8A_1 \)                                  |

**Proof.** Since \( \eta \) has \( q \)-order 1/24 and \( \vartheta \) has \( q \)-order 1/8, the function \( \vartheta_R \) has \( q \)-order \( n/24 + N/12 \). Therefore, we obtain the condition \( n + 2N = 24 \). We see that \( n \) and \( N \) are bounded. The root system \( R \) can be decomposed into irreducible root systems of type \( A_n, B_n, C_n, D_n, E_6, E_7, E_8, F_4 \) and \( G_2 \), so there are only finitely many possibilities for \( R \) which can be checked by hand. \( \square \)

Specializing these Jacobi forms of lattice index yields the infinite series of theta blocks with \( q \)-order 1 given in Table 1.

**Table 1.** Theta blocks of \( q \)-order 1

| weight | root system | theta block |
|--------|-------------|-------------|
| 2      | \( A_4 \)   | \( \eta^{-6} \vartheta_{a+b} \vartheta_d \vartheta_{a+b+c+d} \vartheta_{a+b+c+d} \) |
|        | \( A_1 \oplus B_3 \) | \( \eta^{-6} \vartheta_{a+b} \vartheta_{b+c} \vartheta_{b+c+2d} \vartheta_{b+c+2d} \vartheta_{c+d} \vartheta_{c+d} \vartheta_{c+d} \vartheta_{c+d} \) |
| 3      | \( 3A_2 \)  | \( \eta^{-3} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \vartheta_{a_1} \) |
|        | \( 3A_1 \oplus A_3 \) | \( \eta^{-3} \vartheta_{a_1} \vartheta_{a_2} \vartheta_{a_3} \vartheta_{a_4} \vartheta_{a_5} \vartheta_{a_6} \vartheta_{a_7} \vartheta_{a_8} \vartheta_{a_9} \vartheta_{a_9} \vartheta_{a_9} \) |
| 4      | \( 8A_1 \)  | \( \vartheta_{a_1} \vartheta_{a_2} \vartheta_{a_3} \vartheta_{a_4} \vartheta_{a_5} \vartheta_{a_6} \vartheta_{a_7} \vartheta_{a_8} \) |

**Remark 5.3.** As explained above, we prove the theta block conjecture in the case of a pure theta block \( \Theta \) obtained by specializing one of the functions \( \vartheta_R \). In fact, every pure theta block of \( q \)-order 1 has weight less than 12 and every pure theta block of weight 4 \( \leq k \leq 11 \) is of the form

\[
\eta^{30} \prod_{j=1}^{8-t} \vartheta_{a_j}, \quad 0 \leq t \leq 7,
\]

and is therefore related to the infinite family of type \( 8A_1 \), so the theta block conjecture is true for weights \( k \geq 4 \) without the condition that \( \Theta \) is a specialization of some \( \vartheta_R \) (see [GPY15, Theorem 8.2]). However, for weights 2 and 3 there do exist theta blocks of \( q \)-order 1 not in any of the families given in Table 1, such as the weight 2 theta blocks of index 49 in [GSZ19, Table 7] and the weight 3 theta block \( \vartheta^2 \vartheta^5 \vartheta^5 \vartheta^6 / \eta^3 \).

If the root system \( R \) is irreducible, there is also the following description of the lattice \( \mathbb{R}_R \), which will be more useful for our purposes (cf. [GSZ19, Section 10]).

Let \( R^\vee \) be the dual root system of \( R \), i.e.

\[
R^\vee = \left\{ \frac{2}{(r,r)} r : r \in R \right\}.
\]
The weight lattice of $R^\vee$ is

$$\Lambda(R^\vee) = \{ v \in \mathbb{Q} \otimes R : (v, r) \in \mathbb{Z}, \forall r \in R \}.$$  

With the definition $h = \frac{1}{n} \sum_{r \in R^+} (r, r)$, the identity

$$\sum_{r \in R^+} (r, \tilde{z})^2 = h(\tilde{z}, \tilde{z})$$

holds. Let $\{w_f\}_{f \in F}$ denote the fundamental weights of $R^\vee$, i.e. the dual basis of $F$. We let $L$ be the integral lattice $\Lambda(R^\vee)(h)$, i.e. $L$ is the $\mathbb{Z}$-module $\Lambda(R^\vee)$ with bilinear form $(v, w) = h(v, w)$. Then $v \mapsto \sum v_f w_f$, $v = (v_f)_{f \in F} \in \mathbb{Z}^F$ defines an isomorphism between $R$ and $L$. The function $\vartheta_R$ then takes the form

$$\vartheta_R(\tau, \tilde{z}) = \eta(\tau)^{n-N} \prod_{r \in R^+} \vartheta(\tau, (r/h, \tilde{z}))$$

for all $\tilde{z} \in \mathbb{C} \otimes L$.

If $R$ is reducible, we can decompose $R$ into a direct sum of irreducible root systems and the lattice $R$ is then isomorphic to the direct sum of the corresponding lattices $L$.

The following table gives the lattice $L$ and its maximal even sublattice $L_{ev}$ for all root systems $R$ from Proposition 5.2. We also list the genus of $L_{ev}$. We refer to [CS99] or [Sch06, §3] for the description of genera of lattices.

| weight | $R$ | $L$ | $L_{ev}$ | genus of $L_{ev}$ |
|--------|-----|-----|---------|------------------|
| 2      | $A_4$ | $A_4^\vee(5)$ | $A_4^\vee(5)$ | $II_{4,0}(5^{+3})$ |
|        | $A_1 \oplus B_3$ | $\mathbb{Z} \oplus \mathbb{Z}^3(5)$ | $L_4$ | $II_{4,0}(2^{+2}5^{+3})$ |
|        | $A_1 \oplus C_3$ | $\mathbb{Z} \oplus A_3^\vee(8)$ | $A_1(2) \oplus A_3^\vee(8)$ | $II_{4,0}(2^{-1}4^{-1}18^{-2}H)$ |
|        | $B_2 \oplus G_2$ | $\mathbb{Z}^2(3) \oplus A_2(4)$ | $2A_1(3) \oplus A_2(4)$ | $II_{4,0}(2^{-1}4^{-2}3^{-3})$ |
| 3      | $3A_2$ | $3A_2$ | $3A_2$ | $II_{6,0}(3^{-3})$ |
|        | $3A_1 \oplus A_3$ | $\mathbb{Z}^3 \oplus A_3^\vee(4)$ | $S_6$ | $II_{6,0}(2^{-1}4^{-2}H)$ |
|        | $2A_1 \oplus A_2 \oplus B_2$ | $\mathbb{Z}^2 \oplus A_2 \oplus \mathbb{Z}^2(3)$ | $L_6$ | $II_{6,0}(2^{+2}3^{-3})$ |
| 4      | $8A_1$ | $\mathbb{Z}^8$ | $D_8$ | $II_{8,0}(2^{+2}H)$ |

where $L_4$, $S_6$ and $L_6$ have the following Gram matrices:

$$L_4 = \begin{pmatrix} 4 & 2 & 2 & 2 \\ 2 & 6 & 1 & 1 \\ 2 & 1 & 6 & 1 \\ 2 & 1 & 1 & 6 \end{pmatrix},$$

$$S_6 = \begin{pmatrix} 2 & 0 & 1 & 1 & 1 & 0 \\ 0 & 2 & 1 & 1 & 1 & 0 \\ 1 & 1 & 4 & 2 & 2 & 3 \\ 1 & 1 & 2 & 4 & 0 & 1 \\ 1 & 1 & 2 & 0 & 4 & 1 \\ 0 & 0 & 3 & 1 & 1 & 4 \end{pmatrix}, \quad L_6 = \begin{pmatrix} 4 & 2 & 0 & 0 & -2 & 0 \\ 2 & 4 & 0 & 0 & -1 & 0 \\ 0 & 0 & 2 & -1 & 0 & 0 \\ 0 & 0 & -1 & 2 & 0 & 0 \\ -2 & -1 & 0 & 0 & 2 & 1 \\ 0 & 0 & 0 & 0 & 1 & 4 \end{pmatrix}.$$

For every $L_{ev}$ in the above table, its genus contains only one class. Thus the lattice $M = 2U \oplus L_{ev}(-1)$ has only one model splitting two hyperbolic planes. We view the Gritsenko lifts and Borcherds products in Theorem 5.1 as orthogonal modular forms on $2U \oplus L_{ev}(-1)$.
Remark 5.4. Suppose once again that $R$ is an irreducible root system. The function $\theta_R: \mathbb{H} \times (\mathbb{C} \otimes L) \to \mathbb{C}$ is a Jacobi form of index $L$ and hence also a Jacobi form of index $L_{ev}$. Since the Jacobi theta function $\theta(\tau, z)$ vanishes for $z \in \mathbb{Z}\tau + \mathbb{Z}$, we see that $\theta_R$ vanishes along the divisor
$$\{(\tau, z) \in \mathbb{H} \times (\mathbb{C} \otimes L_{ev}) : \langle r/h, \zeta \rangle \in \mathbb{Z}\tau + \mathbb{Z}\},$$
where $r$ is a positive root in $R$. The element $\lambda = r/h$ is an element of $L' \subset L_{ev}$ and $\langle \lambda, \lambda \rangle = (r, r)/h$. In the following table we list the order of $\lambda$ in $L'/L$ and in $L'_{ev}/L_{ev}$ and the norm $\langle \lambda, \lambda \rangle$. This depends on whether $r$ is a long or a short root of $R$.

| $R$  | long or short root | ord($\lambda$) in $L'/L$ | ord($\lambda$) in $L'_{ev}/L_{ev}$ | $\langle \lambda, \lambda \rangle$ |
|------|-------------------|--------------------------|----------------------------------|-------------------------------|
| $A_1$ | long or short root | 1                        | 2                                | 1                             |
| $A_n(n > 1)$ | short root | $n + 1$ | $n + 1$ | $2/(n + 1)$ |
| $A_n(n > 1)$ | long root | $1 + 2(n - 1)$ | $2 + 4(n - 1)$ | $1/(1 + 2(n - 1))$ |
| $B_n(n > 1)$ | short root | $4 + 2(n - 1)$ | $4 + 2(n - 1)$ | $2/(1 + 2(n - 1))$ |
| $C_n(n > 2)$ | short root | $2 + (n - 1)$ | $2 + (n - 1)$ | $2/(2 + (n - 1))$ |
| $G_2$ | short root | 12            | 12                               | 1/6                           |
| $G_2$ | long root | 4             | 4                                | 1/2                           |

6. Borcherds products related to Conway’s group

Let $R$ be one of the root systems from the previous section and let $L$ and $L_{ev}$ as before. Let $M = 2U \oplus L_{ev}(-1)$. We show that in all of these cases, there exists a strongly-reflective Borcherds product $\Psi_R$ of singular weight on $M$, which can be constructed explicitly as described in the following theorem.

**Theorem 6.1.** Let $R$ be one of the root systems from Proposition 5.2 and $M = 2U \oplus L_{ev}(-1)$. There exists a strongly-reflective modular form $\Psi_R$ of singular weight for the full modular group $\text{O}^+(M)$. This function is the Borcherds product corresponding to the following vector-valued modular form $F$ for the Weil representation $\rho_D$ associated to $D = D(L_{ev})$.

| weight | $R$  | $F$                                                                 |
|--------|------|---------------------------------------------------------------------|
| 2      | $A_1$ | $F_{\Gamma_0(5),5\eta_{1-5,1,0}}$                                  |
| 2      | $A_1 \oplus B_3$ | $F_{\Gamma_0(10),\eta_{1-2-25-3,102,0}}$                           |
| 2      | $A_1 \oplus C_3$ | $F_{\Gamma_0(8),2\eta_{1-2-22-14-3,3,8,0}} + F_{\Gamma_0(8),8\eta_{1-62,14-5,6,6+\eta_{1-2-2-14-3,8,2},D^4}}$ |
| 2      | $B_2 \oplus G_2$ | $F_{\Gamma_0(12),\eta_{1-13-14-2,6-1,2,0}} + F_{\Gamma_0(12),\eta_{1-42-6-2,121,1},D^6}$ |
| 3      | $3A_2$ | $F_{\Gamma_0(3),9\eta_{1-9,3,3,0}}$                                  |
| 3      | $3A_1 \oplus A_3$ | $F_{\Gamma_0(4),4\eta_{1-4,2-6,4,0}} + F_{\Gamma_0(4),-2\eta_{1-4,2-6,4},D^2}$ |
| 4      | $2A_1 \oplus A_2 \oplus B_2$ | $F_{\Gamma_0(6),\eta_{1-12-43-5,6,4,0}}$                           |
| 4      | $8A_1$ | $F_{\Gamma_0(2),16\eta_{1-16,28,0}}$                                 |

We write $F = \sum_{\gamma \in D} F_{\gamma} e_{\gamma}$. If the level $N$ of $M$ is square-free, then the Fourier expansion of $F_{\gamma}$ is given by

$$F_{\gamma} = \begin{cases} \operatorname{rk}(R) + O(q) & \text{if } \gamma = 0, \\ q^{-1/d} + O(q^{-1/d}) & \text{if } \operatorname{ord}(\gamma) = d \text{ and } q(\gamma) = 1/d \mod 1 \text{ for a divisor } d > 1 \text{ of } N, \\ O(1) & \text{in all other cases.} \end{cases}$$
The cases where \( N \) is not square-free are \( R = A_1 \oplus C_3, B_2 \oplus G_2 \) and \( 3A_1 \oplus A_3 \).

In the case \( R = A_1 \oplus C_3 \), the discriminant form \( D \) is given by \( D = 2^{-1} 4^1 8_H^2 \). We let \( x_2 \) and \( x_4 \) be the unique elements of order 2 in \( 2_3^1 \) and \( 4_1^1 \). Then the Fourier expansion of \( F_\gamma \) is given by

\[
F_\gamma = \begin{cases}
4 + O(q) & \text{if } \gamma = 0, \\
q^{-1/2} + O(q^{1/2}) & \text{if } \gamma = x_4, \\
q^{-1/4} + O(q^{3/4}) & \text{if } \gamma \in \{ x_2 + 2\delta : \delta \in D, 2q(\delta) + b(x_2, \delta) = 3/4 \pmod{1} \}, \\
q^{-1/8} + O(q^{7/8}) & \text{if } \text{ord}(\gamma) = 8 \text{ and } q(\gamma) = 1/8 \pmod{1}, \\
O(1) & \text{in all other cases}.
\end{cases}
\]

In the case \( R = B_2 \oplus G_2 \), the discriminant form \( D \) is given by \( D = 2_6^2 4^{-2} 23^{-3} \). We let \( x_2 \) be the unique element with \( q(x_2) = 1/2 \pmod{1} \) in \( 2_6^2 \). Then the Fourier expansion of \( F_\gamma \) is given by

\[
F_\gamma = \begin{cases}
4 + O(q) & \text{if } \gamma = 0, \\
q^{-1/2} + O(q^{1/2}) & \text{if } \gamma = x_2, \\
q^{-1/d} + O(q^{1-1/d}) & \text{if } \text{ord}(\gamma) = d \text{ and } q(\gamma) = 1/d \pmod{1} \text{ for some } d \in \{3, 4, 12\}, \\
q^{-1/6} + O(q^{5/6}) & \text{if } \gamma \in \{ x_2 + \delta : \delta \in 3^{-3}, 3q(\delta) = 2/3 \pmod{1} \}, \\
O(1) & \text{in all other cases}.
\end{cases}
\]

In the case \( R = 3A_1 \oplus A_3 \), the discriminant form \( D \) is given by \( D = 2_6^2 4^{-2} H^2 \). We let \( x_2 \) be the unique element with \( q(x_2) = 1/2 \pmod{1} \) in \( 2_6^2 \). Then the Fourier expansion of \( F_\gamma \) is given by

\[
F_\gamma = \begin{cases}
6 + O(q) & \text{if } \gamma = 0, \\
q^{-1/2} + O(q^{1/2}) & \text{if } \gamma = x_2, \\
q^{-1/4} + O(q^{3/4}) & \text{if } \text{ord}(\gamma) = 4 \text{ and } q(\gamma) = 1/4 \pmod{1}, \\
O(1) & \text{in all other cases}.
\end{cases}
\]

Proof. The Fourier expansion of \( F \) can be calculated using the formula in [Sch15, Theorem 3.2]. The Fourier coefficients of the principal part of \( F \) are non-negative integers, so Theorem 4.1 yields a holomorphic Borcherds product \( \Psi_R \). We note that \( F \) is invariant under \( O(D) \) by construction, hence the modular form \( \Psi_R \) is modular for the full group \( O^+(M) \). In all cases, the constant coefficient of \( F_0 \) is given by \( \text{rk}(R) \), so \( \Psi_R \) has weight \( \text{rk}(R)/2 \), which is the singular weight. The divisor of \( \Psi_R \) is determined by the principal part of \( F \). In all cases, the only contributions to the principal part are terms of the form \( q^{-1/d} \) in components \( F_\gamma \) with \( \gamma \in D \) of order \( d \) and \( q(\gamma) = 1/d \pmod{1} \) for some divisor \( d \) of \( N \). This implies that \( \Psi_R \) is strongly-reflective (cf. [Sch06, Section 9]).

Remark 6.2. The cases where the level of \( M \) is square-free can be found in the table at the end of Section 10 in [Sch06]. We reconstruct them at the standard 1-dimensional cusps in the above theorem.

Borcherds conjectured that each conjugacy class of the automorphism group of the Leech lattice with non-trivial fixed point lattice corresponds to a holomorphic Borcherds product of singular weight. This is proved for classes of square-free level in [Sch04] and [Sch06]. The general case is treated in [Sch]. We show that our Borcherds products \( \Psi_R \) also fit into this picture. We first apply an Atkin-Lehner involution to the lattice \( M \).

**Proposition 6.3.** Let \( R \) be one of the root systems from Proposition 5.2 and let \( M = 2U \oplus L_{ev}(-1) \).

Let \( N \) be the level of \( M \). The lattice

\[
W_N(M) = \sqrt{N} \left( M^\vee \cap \frac{1}{N} M \right) \subset \mathbb{R} \otimes M
\]
can be written as \( U \oplus U(N) \oplus \tilde{L} \) for a negative definite lattice \( \tilde{L} \). Let \( \Lambda \) be the Leech lattice. There exists an element \( g \) in Conway’s group \( \text{Co}_0 = O(\Lambda) \) such that \( \tilde{L}(-1) \) is isomorphic to \( \Lambda_g \), where \( \Lambda_g \) is the lattice of all vectors in \( \Lambda \) that are fixed by \( g \). In the following table we list \( g \) and the genus of \( \Lambda_g \).

| \( R \) | class of \( g \) | cycle shape of \( g \) | genus of \( \Lambda_g \) |
|--------|----------------|-----------------|----------------|
| \( A_4 \) | 5C | \( 1^{-15}5 \) | \( \Pi_{4,0}(5^{+3}) \) |
| \( A_1 \oplus B_3 \) | \(-10D\) | \( 1^{-2}2^33^{-2}10^1 \) | \( \Pi_{4,0}(2^{12}4^{-1}5^{-3}) \) |
| \( A_1 \oplus C_3 \) | \(-8E\) | \( 1^{-2}2^33^24^18^2 \) | \( \Pi_{4,0}(2^{11}4^{-1}18^{12}) \) |
| \( B_2 \oplus G_2 \) | \(-12I\) | \( 1^{-2}2^33^24^112^1 \) | \( \Pi_{4,0}(2^{10}4^{12}3^{+3}) \) |
| \( 3A_2 \) | \( 3C\) | \( 1^{-3}3^9 \) | \( \Pi_{6,0}(3^{+5}) \) |
| \( 3A_1 \oplus A_3 \) | \(-4C\) | \( 1^{-4}2^64^4 \) | \( \Pi_{6,0}(2^{12}4^{+4}) \) |
| \( 2A_1 \oplus A_2 \oplus B_2 \) | \(-6C\) | \( 1^{-4}2^53^46 \) | \( \Pi_{6,0}(2^{10}4^{12}3^{+5}) \) |
| \( 8A_1 \) | \(-2A\) | \( 1^{-8}2^{16} \) | \( \Pi_{8,0}(2^{12}4^{+6}) \) |

**Proof.** Since \( M \) has level \( N \), we have that \( M^p \subset \frac{1}{N} M \), which yields that \( W_N(M) \cong M^p(N) \). The statement that the lattice \( W_N(M) \) is of the form \( U \oplus U(N) \oplus \tilde{L} \) can be checked separately for each \( R \). In all of these cases the genus of \( U \oplus U(N) \oplus \Lambda_g \) contains only one class, so to finish the proof it suffices to prove that the genera of \( \tilde{L}(-1) \) and \( \Lambda_g \) coincide, which can be checked for each of the cases separately. \( \square \)

**Remark 6.5.** In those cases where the level \( N \) of \( M \) is square-free, Scheithauer gave the following natural construction of \( \Psi_R \). Let \( K = U \oplus U(N) \oplus \Lambda_g \) and define \( \eta_g \) by the cycle shape of \( g \), i.e. if \( g \) has characteristic polynomial \( \prod (X^k - 1)^{r_k} \), we define \( \eta_g(\tau) = \prod \eta(b \tau)^{r_k} \). Then the scalar-valued modular form \( 1/\eta_g \) of weight \( -\text{rk} (\Lambda_g) / 2 \) can be lifted to a vector-valued modular form \( F_{\Gamma_0(N),1/\eta_g,0} \) for the Weil representation \( \rho_{D(K)} \). The Fourier coefficients of the principal part of this vector-valued modular form are non-negative integers, hence we obtain a holomorphic Borcherds product \( \Psi_g \) on \( K(-1) \). This Borcherds product \( \Psi_g \) has singular weight. Its expansion at a level \( N \) cusp is the twisted denominator identity of the fake monster algebra corresponding to \( g \).

The constructions of \( \Psi_g \) and \( \Psi_R \) are related in the following way. As explained in the previous paragraph, the function \( \Psi_g \) is given by \( B(F_{\Gamma_0(N),1/\eta_g,0}) \). Similarly, by Theorem 6.1, the function \( \Psi_R \) is given by \( B(F_{\Gamma_0(N),f,0}) \) for a suitable modular form \( f \). It turns out that \( f \) is up to a constant given by the Atkin-Lehner involution \( W_N(1/\eta_g) \). We can therefore say that \( \Psi_R \) is obtained from \( \Psi_g \) by taking the Atkin-Lehner involution of both the lattice \( K(-1) \) and the input function \( 1/\eta_g \).

There is another way to see the relationship between the two modular forms. Since \( K^\vee(N) = U(N) \oplus U \oplus \Lambda_g^\vee(N) \) is isomorphic to \( 2U \oplus L^\vee \), we have

\[
O^+(K(-1)) = O^+(K^\vee(-1)) = O^+(K^\vee(-N)) \cong O^+(M),
\]

and \( \Psi_g \) can be viewed as a modular form for \( O^+(M) \). We then obtain \( \Psi_g = \Psi_R \) by comparing their divisors or their Fourier expansions at suitable 0-dimensional cusps.

**Remark 6.5.** In the three cases where the level \( N \) of \( M \) is not square-free, one can still construct a strongly-reflective Borcherds product \( \Psi_g \) of singular weight whose expansion at a level \( N \) cusp is the twisted denominator identity of the fake monster algebra corresponding to \( g \). However, one has to replace the vector-valued modular form \( F \) on \( D(K) \) by \( F = F_{\Gamma_0(N),1/\eta_g,0} + F_{\Gamma_0(N),h,D^{N/2}} \) for a suitable scalar-valued modular form \( h \) (see \( \text{[Schi]} \)). After identifying \( O^+(K(-1)) \) with \( O^+(M) \) we again obtain \( \Psi_g = \Psi_R \).
7. Proof of the main theorem

By comparing their divisors, we want to prove that the Borcherds product $\Psi_R$ constructed in Theorem 6.1 equals $G(\vartheta_R)$ for all root systems $R$ from Proposition 5.2. In order to do so, we first prove that $G(\vartheta_R)$ is a modular form for the full modular group $O^+(M)$.

**Lemma 7.1.** Let $R$ be one of the root systems from Proposition 5.2. Then $G(\vartheta_R)$ is a modular form for the full group $O^+(M)$ (possibly with a character).

**Proof.** Let $D = D(L_{ev})$ and let $\vartheta_R$ be the modular form of weight 0 for $\rho_D$ corresponding to $\vartheta_R$ under (3.1). Then the Gritsenko lift of $\vartheta_R$ is the additive Borcherds lift $\Phi_R$ of $\vartheta_R$. The additive Borcherds lift is constructed as an integral of the inner product of $\vartheta_R$ and the Siegel theta function (see [Bor98, Section 6]). The Siegel theta function is invariant under $O^+(M)$. This implies that for every automorphism $\sigma \in O^+(M)$, the additive lift of $\sigma(\vartheta_R)$ equals $\sigma(\Phi_R)$, where the action of $\sigma$ on $\vartheta_R$ is given by its action on $D$. Therefore, if $\vartheta_R$ is invariant under $O(D)$ up to a character, then $\Phi_R$ is a modular form for the full group $O^+(M)$ (with character given by the lift of the character of $\vartheta_R$ to $O^+(M)$). The invariance of $\vartheta_R$ under $O(D)$ can be checked for each of the root systems $R$. This is done in the following lemma. \qed

**Lemma 7.2.** Let $R$ be one of the root systems from Proposition 5.2 and let $D = D(L_{ev})$. Let $\vartheta_R$ be the modular form of weight 0 for $\rho_D$ corresponding to one of the functions $\vartheta_R$ under (3.1). Then $\vartheta_R$ is invariant under $O(D)$ up to a character of order 2.

**Proof.** The space of holomorphic modular forms of weight 0 for the Weil representation $\rho_D$ is the space of invariants of $\rho_D$ and can be computed using [ES17, Algorithm 4.2]. If $R$ is one of $A_4, A_1 \oplus C_3, B_2 \oplus G_2, 3A_2$ and $3A_1 \oplus A_3$, then the dimension of this space is 1. It follows that $\vartheta_R$ is invariant under $O(D)$ up to a character. Since the space of holomorphic modular forms of fixed weight $k$ for $\rho_D$ has a basis consisting of modular forms with integer coefficients (see [McG03, Theorem 5.6]), this character must have order at most 2.

In the other cases, the discriminant form $D$ can be decomposed as $D = D_2 \oplus D'$, where $D_2 = 2^{4/2}$ and $D' = 5^{+3}, 3^{-3}$ or $1$. The space of invariants of $\rho_D$ is the tensor product of the spaces of invariants of $\rho_{D_2}$ and $\rho_{D'}$. The first space has dimension 2 and is spanned by $v_1 = e_0 + e_{\gamma_1}$ and $v_2 = e_0 + e_{\gamma_2}$, where $\gamma_1$ and $\gamma_2$ are generators of $D_2$ with $q(\gamma_1) = q(\gamma_2) = 0 \mod 1$. The space of invariants of $D'$ is 1-dimensional for all of the three cases. Therefore, the space of invariants of $\rho_D$ is two dimensional. Let $v$ be the tensor product of $v_1$ and $v_2$ and a generator of the space of invariants of $D'$. Then $v$ is invariant under the action of $O(D)$ up to a character of order 2. It therefore suffices to prove that $\vartheta_R$ is a multiple of $v$.

For all of the three cases, the lattice $L$ is odd. There thus exists a vector $x \in L$ such that $(x, x)$ is odd. The transformation formula for Jacobi forms of lattice index yields $\vartheta_R(\tau, x + x) = -\vartheta_R(\tau, x)$. Since $\vartheta_R$ is given by

$$\vartheta_R(\tau, x) = \sum_{\gamma \in D} (\theta_R)_{\gamma} \sum_{\ell \in \gamma + L_{ev}} q(\ell, \ell)/2 \zeta^{\ell},$$

this condition forces $(\theta_R)_{\gamma} = 0$ unless $(\gamma, x)$ is in $1/2 + \mathbb{Z}$. Therefore, $\gamma$ can not be an element of $D^2$, which implies that $\vartheta_R$ is a multiple of $v$. \qed

Before we can prove Theorem 5.1, we also need the following lemma.

**Lemma 7.3.** Let $\Psi_R$ be one of the strongly-reflective modular forms of Theorem 6.1 and let $v$ and $v'$ be two primitive vectors of $M^\vee$ such that $(v, v) = (v', v')$ and $v$ and $v'$ have the same order in $D(M)$. If $\Psi_R$ vanishes along both divisors $D_v$ and $D_{v'}$, then $v$ and $v'$ are conjugate under $O^+(M)$.

**Proof.** First suppose that $M$ has square-free level. This is the case for all $R$ except $R = A_1 \oplus C_3, B_2 \oplus G_2$ and $3A_1 \oplus A_3$. The elements $v$ and $v'$ have the same norm and the same order in
\[ D = D(M). \] By [Sch15, Proposition 5.1] and the paragraph after [Sch15, Proposition 5.2], there exists an element \( \sigma \in \text{O}(D) \) such that \( \sigma(v) = v' \mod M \). The projection from \( \text{O}(M) \) to \( \text{O}(D) \) is surjective by [Nik80, Theorem 1.14.2]. The reflection at a norm 2 element in one of the hyperbolic planes is an element of \( \text{O}(M) \setminus \text{O}^+(M) \) and has trivial image in \( \text{O}(D) \). Therefore, the images of \( \text{O}(M) \) and of \( \text{O}^+(M) \) in \( \text{O}(D) \) are the same. We therefore find an element \( \sigma' \in \text{O}^+(M) \) such that \( \sigma'(v) = v' \mod M \). The Eichler criterion (see e.g. [GHS09, Proposition 3.3]) then yields that \( v' \) is conjugate to \( \sigma'(v) \) and hence also to \( v \) under \( \text{O}^+(M) \).

If the level of \( M \) is not square-free, we can use the same argument, except that we cannot apply [Sch15, Proposition 5.1] to show that there exists an element \( \sigma \in \text{O}(D) \) with \( \sigma(v) = v' \mod M \). However, it is not difficult to prove this by hand for each of the three remaining cases.

As an example, we do the case \( B_2 \oplus G_2 \). The lattice \( M \) has genus \( \Gamma_{6,2}(2_6^{-2}4_2^{-2}3^{-3}) \). We can decompose \( D = D_4 \oplus D_3 \). The discriminant form \( D_4 \) can be decomposed as \( D_4 = A \oplus B \), where \( A \approx 2_6^{-2} \) is generated by elements \( \gamma_1 \) and \( \gamma_2 \) of order 2 with \( q(\gamma_1) = q(\gamma_2) = 3/4 \mod 1 \) and \( b(\gamma_1, \gamma_2) = 0 \mod 1 \), and \( B \approx 4_2^{-2} \) is generated by elements \( \delta_1 \) and \( \delta_2 \) of order 4 with \( q(\delta_1) = q(\delta_2) = b(\delta_1, \delta_2) = 1/4 \mod 1 \). The modular form \( \Psi_R \) is the Borcherds product corresponding to the vector-valued modular form

\[
F = F_{\Gamma_0(12), \eta_1 - 1/3 \cdot 1_4 - 2_6^{-2} - 2_1^{12} \cdot 0} + F_{\Gamma_0(12), \eta_1 - 4_4^{-1} - 2_1^{12} \cdot D_6^*}.
\]

The Fourier expansion of \( F \) was given in Theorem 6.1. For \( a \in \{1/2, 1/3, 1/4, 1/6, 1/12\} \) we let \( R_a = \{ \gamma \in D : F_\gamma = q^{-a} + O(q^{1-a}) \} \). We need to prove that \( O(D) \) is transitive on \( R_a \).

For \( a = 1/2 \) there is nothing to show because \( R_0 \) consists of a single element. The discriminant form \( D_3 \) has prime level, so we can apply [Sch15, Proposition 5.1] to prove the transitivity of \( O(D_3) \) and hence of \( O(D) \) on \( R_a \) for \( a = 1/3 \) and \( a = 1/6 \).

That \( O(D) \) is transitive on \( R_{1/4} \), i.e. on the set of elements \( \gamma \) of order 4 with \( q(\gamma) = 1/4 \mod 1 \), can be easily checked by hand. Similarly, to prove that \( O(D) \) is transitive on \( R_{1/12} \), we note that \( R_{1/12} \) consists of all elements of the form \( \alpha + \beta \) with \( \alpha \in D_3 \) and \( \beta \in D_4 \) such that \( q(\alpha) = 1/3 \mod 1 \), while \( \beta \) has order 4 with \( q(\beta) = 3/4 \mod 1 \). As remarked above, \( O(D_3) \) is transitive on the set of all such \( \alpha \) and the transitivity of \( O(D_4) \) on all such \( \beta \) can again be easily checked by hand. \( \square \)

With the help of the fact that \( G(\vartheta_R) \) is modular for the full group \( \text{O}^+(M) \), we can prove that the divisor of the Borcherds product \( \Psi_R \) is contained in the divisor of \( G(\vartheta_R) \).

**Proposition 7.4.** For all root systems \( R \) from Proposition 5.2, the divisor of \( \Psi_R \) is contained in the divisor of \( G(\vartheta_R) \).

**Proof.** Let \( N \) be the level of \( M \). From Theorem 6.1, we know that the only possible zeros of \( \Psi_R \) are simple zeros along the divisor \( D_v \) for primitive \( v \in M^\vee \) of norm \( (v, v) = -2/d \) and order \( d \) in \( D = D(M) \) for divisors \( d > 1 \) of \( N \). Moreover, \( \Psi_R \) has a simple zero at such a divisor \( D_v \) if and only if the image of \( v \) in \( D \) is contained in the set \( R_{1/d} \) defined in the proof of Lemma 7.3. In view of Lemmas 7.1 and 7.3 it suffices to prove that for each divisor \( d > 1 \) of \( N \) there is a primitive vector \( v \in M^\vee \) of norm \( (v, v) = -2/d \) whose image in \( D(M) \) is contained in \( R_{1/d} \) and such that \( G(\vartheta_R) \) vanishes on \( D_v \).

First suppose \( R \) is one of the root systems for which \( L_{ev} \) has square-free level \( N \) (as mentioned before, these are all cases, except \( R = A_1 \oplus C_3, B_2 \oplus G_2 \) and \( 3A_1 \oplus A_3 \)). In these cases, \( R_{1/d} \) consists of all elements \( \gamma \in D \) with \( \text{ord}(\gamma) = d \) and \( q(\gamma) = 1/d \mod 1 \). Using Remark 5.4, it is not difficult to see that we can find a root \( r \in R^+ \) such that \( \lambda = r/h \in L_{ev}^\wedge \) (if \( R \) is the direct sum of irreducible root systems \( R_i \), then \( r \in R_i \) for a unique \( i \) and we define \( h = h_i \) has order \( d \) in \( L_{ev}/L_{ev}^\wedge \) and satisfies \( (\lambda, \lambda) = 2/d \). The function \( \vartheta_R(r, \lambda) \) vanishes along the divisor

\[
\{(\tau, \lambda) \in H \times (\mathbb{C} \otimes L_{ev}) : (\lambda, \lambda) \in \mathbb{Z} \tau + \mathbb{Z}\}.
\]
By Remark 4.3, $G(\vartheta_R)$ then vanishes along the divisor $D_v$, where $v = (0, 0, \lambda, 1, 0) \in M^\vee$. Note that $v$ is a primitive vector in $M^\vee$ of norm $(v, v) = -2/d$ and order $d$ in $D$. This completes the proof for these cases.

We now prove the statement for the case of $R = B_2 \oplus G_2$. For $d = 3, 4$ and $12$, the image of every primitive $v \in M^\vee$ of norm $(v, v) = -2/d$ and order $d$ in $D$ is in $R_{1/d}$. For these $d$ the proof can be completed as in the case of square-free level.

We next look at the case $d = 6$. We write $L = L_1 \oplus L_2$, where $L_1 = \Lambda(B_2^\vee)(h_1)$ and $L_2 = \Lambda(G_2^\vee)(h_2)$, where $h_1 = \frac{1}{2} \sum r \in B_2^\vee (r, r)$ and $h_2 = \frac{1}{2} \sum r \in G_2^\vee (r, r)$. Since $L_2$ is already even, we have $L_{ev} = L_{1ev} \oplus L_2$ and $L_{1ev}/L_{ev} = L_{1ev}/L_{1ev} \oplus L_2/L_2$. The discriminant form $L_2/L_2$ is isomorphic to $4^{2-3} \Lambda^2(3)$ and $L_{1ev}/L_{1ev}$ is isomorphic to $2^6 3^{6/2}$. Let $r$ be a short root of $B_2$ and $\lambda = r/h_1$. As before, we see that $G(\vartheta_R)$ vanishes along the divisor $D_v$ for $v = (0, 0, \lambda, 1, 0) \in M^\vee$. But the image of $v$ in $D$ is equal to the image of $\lambda$, which lies in $2^{12} 3^{6/2}$. From the singular part of $G$ given in Theorem 6.1, we see that every element $\gamma \in 2^{12} 3^{6/2}$ of order $6$ with $q(\gamma) = 1/6$ mod $1$ is in $R_{1/6}$. In particular, the image of $v$ in $D$ is in $R_{1/6}$. This completes the proof for $d = 6$.

The case $d = 2$ is more complicated. To prove this case we let $r$ be as above, i.e. a short root of $B_2$. Then $(r, r) = 3$ and $r$ has order $2$ in $L_{1ev}/L_{ev}$. Let $v = (0, 1, r, 1, 0) \in M^\vee$. Then $(v, v) = -1$ and $v$ and $r$ have the same image in $D$, which is the unique element in $R_{1/2}$. We need to show that $G(\vartheta_R)$ vanishes along $D_v$. This is proved in the next lemma.

Lemma 7.5. Let $R = B_2 \oplus G_2$ and let $r$ be a short root of $B_2$. Let $v = (0, 1, r, 1, 0) \in M^\vee$ and let $\sigma \in O^+(M)$ be the reflection along $v^\perp$. Then $\sigma(G(\vartheta_R)) = -G(\vartheta_R)$. In particular, $G(\vartheta_R)$ vanishes along $D_v$.

Proof. Let $D = D(L_{ev})$ and let $\theta_R$ be the modular form of weight $0$ for $\rho_D$ corresponding to $\vartheta_R$ under (3.1). Then $G(\vartheta_R)$ is the additive lift of $\theta_R$. Moreover, $\sigma(G(\vartheta_R))$ is equal to the additive lift of $\sigma(\theta_R)$. It therefore suffices to prove that $\sigma(\theta_R) = -\theta_R$, where the action of $\sigma$ on $\theta_R$ is given by its action on $D$. The space of modular forms of weight $0$ for $\rho_D$ is the tensor product of the spaces of modular forms of weight $0$ for $\rho_{D_1}$ and $\rho_{D_2}$, which both have dimension one. Recall that $D_1 = A \oplus B$, where $A \cong 2^{12} 3^{6/2}$ is generated by two elements $\gamma_1$ and $\gamma_2$ of order $2$ with $q(\gamma_1) = q(\gamma_2) = 3/4$ mod $1$ and $b(\gamma_1, \gamma_2) = 0$ mod $1$, and $B \cong 4^{2-3} \Lambda^2(3)$ is generated by elements $\delta_1$ and $\delta_2$ of order $4$ with $q(\delta_1) = q(\delta_2) = b(\delta_1, \delta_2) = 1/4$ mod $1$. The image of $v$ in $D$ is $\gamma_1 + \gamma_2$. It follows that $\sigma$ acts trivially on $D_1$ and on $B$ and it permutes $\gamma_1$ and $\gamma_2$. Using [ES17, Algorithm 4.2], we can compute a generator $G = \sum_{\gamma \in D_2} G_\gamma e_\gamma$ of the space of modular forms of weight $0$ for $\rho_{D_1}$. We obtain

$$G_\gamma = \begin{cases} 1 & \text{if } \gamma = \{\gamma_1 + \delta_1, \gamma_1 - \delta_2, \gamma_1 - \delta_1 + \delta_2, \gamma_2 - \delta_1, \gamma_2 + \delta_2, \gamma_2 + \delta_1 - \delta_2\}, \\
-1 & \text{if } \gamma = \{\gamma_1 - \delta_1, \gamma_1 + \delta_2, \gamma_1 + \delta_1 - \delta_2, \gamma_2 + \delta_1, \gamma_2 - \delta_2, \gamma_2 - \delta_1 + \delta_2\}, \\
0 & \text{otherwise}. \end{cases}$$

We see that $\sigma(G) = -G$. Since $\theta_R$ is a multiple of the tensor product of $G$ and a modular form of weight $0$ for $\rho_{D_2}$ (which is invariant under $\sigma$), we obtain $\sigma(\theta_R) = -\theta_R$. We can now complete the proof of our main theorem.

Proof of Theorem 5.1. By Proposition 7.4, the divisor of $\Psi_R$ is contained in the divisor of $G(\vartheta_R)$. Therefore, the quotient of $G(\vartheta_R)$ by $\Psi_R$ is a holomorphic modular form of weight $0$ and therefore constant. Comparing the first Fourier-Jacobi coefficient, we see that $G(\vartheta_R) = B(\varphi)$ for some $\varphi$. By Remark 4.6 the Jacobi form $\varphi$ must be equal to $-\vartheta_R/2 \vartheta_R$. This completes the proof.

Corollary 7.6. The theta block conjecture is true for the pure theta blocks from Table 1.
Proof. Let \( x = (x_f)_{f \in F} \in \mathbb{R} \) be an integer vector with \( x_f \neq 0 \) for all \( f \). Let \( K \) be the lattice \( \mathbb{Z} \) with bilinear form \((u, v) = muv, \) where \( m = (x, x) \). Recall that we defined \( s_x : K \to \mathbb{R} \) by \( s_x(u) = ux \) and

\[
s^*_x : J_{k, K} \to J_{k, \mathbb{Z}} = \varphi(\tau, z) \mapsto \varphi(\tau, s_x(z)) \quad (z \in \mathbb{C} \otimes K).
\]

Each of the pure theta blocks from Table 1 is of the form \( s^*_x \vartheta_R \) for such a vector \( x \in \mathbb{R} \). Each of the pure theta blocks of integral index from Table 1 is of the form \( s^*_x \vartheta_R \) for some vector \( x \in L_{\text{ev}} \). For the theta block conjecture, we only care about theta blocks of integral index. Let us assume that \( x \in L_{\text{ev}} \) and \( s^*_x \vartheta_R \) is not identically zero. We also denote by \( s^*_x \) the pullback of a modular form \( F \) on \( \mathcal{D}(2U \oplus L_{\text{ev}}(-1))^* \) to \( \mathcal{D}(2U \oplus K(-1))^* \). From the definition of the Gritsenko lift and the linear action of \( T_-^j(m) \) in the variable \( z \), we see that \( G(s^*_x \varphi) = s^*_x G(\varphi) \) for any \( \varphi \in J_{k, L_{\text{ev}}} \). Similarly, we have \( B(s^*_x \varphi) = s^*_x B(\varphi) \) for any \( \varphi \in J_{0, L_{\text{ev}}} \) with integral singular coefficients, whenever \( s^*_x \varphi \neq 0 \). Since \( T_-^j(2) \) also commutes with \( s^*_x \), this completes the proof.

We end this paper with several remarks.

Remark 7.7. Like the cases \( R = A_4, 3A_2, 8A_1 \), when \( R = 3A_1 \oplus A_3 \), the associated lattice \( L_{\text{ev}} = S_6 \) also satisfies the following norm 2 condition:

\[
\text{norm}^2 : \forall \bar{c} \in L^\vee / L \quad \exists h_c \in \bar{c} \text{ such that } (h_c, h_c) \leq 2.
\]

Thus we can use the much simpler method in [GW20] to prove this case.

Remark 7.8. It is easy to check directly that each \( \vartheta_R \) appears as the first Fourier-Jacobi coefficient of the Borcherds product \( \Psi_R \) constructed in Theorem 6.1. Since \( \Psi_R \) is holomorphic, its Fourier-Jacobi coefficients will be holomorphic Jacobi forms. This provides a new proof that \( \vartheta_R \) is holomorphic at infinity (i.e. Theorem 2.3) for all root systems from Proposition 5.2.

Remark 7.9. When \( R = A_1 \oplus B_3, L_{\text{ev}} = L_4 \) (see §5). There are two different embeddings of \( L_4 \) into \( A_4^\vee(5) \). The associated two pull-backs of \( \vartheta_{A_4} \) from \( A_4^\vee(5) \) to \( L_4 \) give two theta blocks which are Jacobi forms of weight 2 and index \( L_4 \). This gives a basis of \( J_{2, L_4} \) because we know from the proof of Lemma 7.2 that \( \dim J_{2, L_4} = 2 \). Their specializations are as follows.

\[
\begin{align*}
\theta_{A_4}^{(1)} &= \eta^{-6} \partial_a \partial_b \partial_{b+c} \partial_{b+2c+2d} \partial_{a+b+c+2d} \partial_{a-c} \partial_{c+2d} \partial_{a+b+c+2d}, \\
\theta_{A_4}^{(2)} &= \eta^{-6} \partial_{a-c-d} \partial_b \partial_b \partial_{b+2c+2d} \partial_{a+b+c+2d} \partial_{c+2d} \partial_{a+d} \partial_{c+2d} \partial_{a+b+d}.
\end{align*}
\]

The same specialization of \( \vartheta_{A_1 \oplus B_3} \) gives

\[
\theta_{A_1 \oplus B_3} = \eta^{-6} \partial_{2a+b+d} \partial_b \partial_{b+c} \partial_{b+2c+2d} \partial_{b+c+d} \partial_{c+2d} \partial_{c+2d} \partial_{a+b+c+2d} \partial_{a+b+c+2d} \partial_{c+2d} \partial_{a+b+c+2d} \partial_d
\]

and we have the two identities

\[
\begin{align*}
\theta_{A_1 \oplus B_3} &= \theta_{A_4}^{(1)} - \theta_{A_4}^{(2)}, \\
B \left( - \frac{\theta_{A_1 \oplus B_3} | T_-^2(2) \right) &= B \left( - \frac{\theta_{A_4}^{(1)} | T_-^2(2) \right) = B \left( - \frac{\theta_{A_4}^{(1)} | T_-^2(2) \right).
\end{align*}
\]

We get similar results when we embed \( L_6 \) into \( 3A_2 \).

Remark 7.10. As an application, we can construct special orthogonal modular forms using our reflective Borcherds products \( \Psi_R \) of singular weight. We discuss an interesting example in the case \( R = 2A_1 \oplus A_2 \oplus B_2 \). In this case, the lattice \( L_{\text{ev}} = L_6 \) can be decomposed as a direct sum of \( A_2 \) and a lattice \( T_4 \) of rank 4. The quasi pull-back of \( \Psi_R \) from \( \mathcal{D}(2U \oplus L_6(-1)) \) to \( \mathcal{D}(2U \oplus T_4(-1)) \) gives a strongly-reflective cusp form of canonical weight 6 (see [Gri18] for the details of quasi pull-backs). By [Gri18, Theorem 1.5], the corresponding modular variety has geometric genus 1 and Kodaira dimension 0.
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