Collapse of the Josephson emission in a carbon nanotube junction in the Kondo regime
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We probe the high frequency emission of a carbon nanotube based Josephson junction and compare it to its DC Josephson current. The AC emission is probed by coupling the carbon nanotube to an on-chip detector (a Superconductor-Insulator-Superconductor junction), via a coplanar waveguide resonator. The measurement of the photo-assisted current of the detector gives direct access to the signal emitted by the carbon nanotube. We focus on the gate regions that exhibit Kondo features in the normal state and demonstrate that when the DC supercurrent is enhanced by the Kondo effect, the AC Josephson effect is strongly reduced. This result is compared to NRG theory and is attributed to a transition between the singlet ground state and the doublet excited state which is enabled only when the junction is driven out-of-equilibrium by a voltage bias.

The AC Josephson effect [1] is the phenomenon by which a superconducting weak link with a bias voltage \( V \) generates an oscillating current at frequency \( \nu_J = 2eV/h \). It has been used to explore the Andreev Bound States (ABS) spectrum, which determines the supercurrent carried by the junction. For instance, its measurement points towards the topologically protected crossing of ABS in HgTe [2, 3], InAs nanowires [4] and Dirac semimetals [5]. However, when probing the AC Josephson effect, due to the applied voltage bias and the resulting time evolution of the superconducting phase, the junction is driven out-of-equilibrium. This changes the occupation of the Andreev levels and the dynamics of the quasi-particles (QP) in the system [6, 7] and can lead to new physical effects not accessible at equilibrium.

In the present article, we explore this out-of-equilibrium situation in a Josephson junction based on a carbon nanotube (CNT) quantum dot (QD) in the Kondo regime. In such a junction, without Kondo effect, electron-electron interaction results in Coulomb blockade, which gives rise to a doublet spin 1/2 state if there is an odd number of electrons on the dot. This doublet state hinders the flow of supercurrent, which manifests as a reduction of the critical current and a sign reversal of the DC current-phase relation [8–11], called \( \pi \)-junction. However, the spin 0 singlet state can be restored if the Kondo effect [12–14], present in odd-occupancy Coulomb diamonds, has an energy scale larger than the superconducting gap \( \Delta \). The Kondo effect is a many-body interaction between a localized impurity spin and free conduction electrons leading to the screening of the impurity spin and the emergence of a Kondo resonant state at the Fermi energy of the contacts.

This singlet to doublet transition in QDs has attracted a large theoretical interest [15–27]. Experimentally, it is now well established that it can be driven by the gate voltage [28, 29], the magnetic field [30] and the superconducting phase [31, 32]. Here, we explore this transition by using the measurement of the Josephson emission as a probe of the state of the junction and find a range of parameters where this transition is forbidden at equilibrium but enabled when the junction is driven out-of-equilibrium by a voltage bias.

The Josephson emission of the CNT-based Josephson junction is probed using an on-chip detection scheme.

FIG. 1: Sample and normal state characterization. (a) The CNT Josephson junction is coupled to a SIS junction via a coplanar waveguide resonator. (b) Differential conductance \( dI_{\text{SD}}/dV_{\text{SD}} \) as a function of bias voltage \( V_{\text{SD}} \) and gate voltage \( V_G \) for Kondo ridge A and B and zone C. \( dI_{\text{SD}}/dV_{\text{SD}} \) curves taken at gate voltages 14 V, 17.5 V and 21.5 V are shown on top of the colorplot (red curves). (c) Conductance at \( V_{\text{SD}} = 0 \) of Kondo ridges A and B, and for zone C.
In the gate regions that exhibit Kondo features in the normal state, the supercurrent is found to be enhanced by the Kondo effect whereas the Josephson emission is found to be strongly reduced such that the AC emission is not proportional to the DC supercurrent, as it could be naively expected from the Josephson relations. This striking result strongly suggests a dynamical change in the state of the junction, from singlet to doublet, induced by the phase evolution of the junction and the quasiparticle dynamics in the QD.

The CNT Josephson junction is coupled to an on-chip detector, a superconductor-insulator-superconductor (SIS) junction [33–35], via a coplanar waveguide resonator (Fig. 1a). The CNTs are grown by chemical vapor deposition on an oxidized undoped silicon substrate [36]. The contacts to the tube, the detector and the resonant circuit are made using electron beam lithography and metal deposition. The contacts are 400 nm apart and made of Pd (7 nm)/Al (110 nm) (Δ = 50 μeV) or Pd (8 nm)/Nb (110 nm)/Al (500 nm) (Δ = 150 μeV). Pd provides good contact to the CNTs, however reduces Δ compared to bare Al or Nb. Superconductivity in the Pd/Al contact is suppressed by a low magnetic field of 0.1T, without affecting the normal state of the CNT, allowing a good determination of the parameters of the dots. However for the Pd/Nb/Al contacts, the needed magnetic field is at least 1T, thus preventing a reliable extraction of all the dot parameters. The sample is cooled down in a dilution refrigerator of base temperature 50 mK and measured through low pass filtered lines. The differential conductance is probed with a lock-in technique.

When biased by a voltage VSD, the CNT emits photons at the Josephson frequency νJ = 2eVSD/h. The SIS detector absorbs those photons, inducing a photo-assisted tunneling (PAT) current IPAT. The resonant coupling circuit between detector and CNT transmits only at the resonance frequencies, designed to be ν0 = 12.5 GHz and odd harmonics. The IPAT current through the detector, biased at VD such that 2Δ − hν < VD < 2Δ, is proportional to the amplitude of the AC Josephson emission ICAC, following the relation [35]:

\[
IPAT = \frac{1}{(2VSD)^2} \left( \frac{I_{AC}^{2}}{4} \right) Z_L(2eVSD/h)^2 \rho_{AC}^{0}(V_D + 2VSD)
\]

(1)

with \( \rho_{AC}^{0}(V_D) \) the IV characteristic of the detector without irradiation and \( Z_L(\nu) \) the impedance of the resonant circuit at frequency \( \nu \). IPAT is obtained experimentally as the DC current in the SIS detector, and allows to extract \( I_{AC}^{2} \) using equation (1) (see SM).

The CNT with Pd/Al contacts is characterized first in the normal state. The differential conductance dI SD/dV SD of the CNT is measured as a function of the bias voltage (VSD) and the gate voltage (VG) (see Fig 1b). The stability diagram of the QD exhibits Coulomb

![FIG. 2: DC Josephson effect. (a) Differential resistance dVSD/dI SD of the CNT Josephson junction as a function of the bias current I and VG for Kondo ridge A. (b) Differential conductance dI SD/dV SD of the CNT Josephson junction as a function of VSD and VG for Kondo ridge A. (c)-(e) Gate dependence for region A, B and C of the critical current IC (blue curve) and the inverse of the resistance RS (square dots) extracted from the RCSJ model (see text and SM). Gs = dI SD/dV SD at zero bias is plotted as the red line.](image)

![FIG. 3: Josephson emission. (a) PAT current in the detector as a function of VSD and VG for zone A. (b-d) Comparison of the critical current IC and the AC critical current ICAC for zone A, B and C. (e) Same comparison for the sample with Pd/Nb/Al contact and two resonator modes (ν0 = 11 GHz and ν1 = 31 GHz).](image)
TABLE I: Parameters of the CNT QD in the three Kondo regions considered in this work. Because of the high critical field of the Pd/Nb/Al contacts, the Kondo region D could not be fully characterized.

| Kondo | $T_K$ (K) | $U$ (meV) | $\Gamma$ (meV) | $a$ | $\Delta$ (meV) |
|--------|-----------|-----------|---------------|-----|---------------|
| A      | 1.1       | 3.9       | 0.62          | 3.3 | 0.05          |
| B      | 1.7       | 4         | 0.75          | 2.5 | 0.05          |
| D      | $>\Delta$ | 2         |               |     | 0.15          |

To measure the Josephson emission, we voltage bias the detector such that $2A - h\nu_0 < |V_D| < 2\Delta$ and measure simultaneously $dI_{SD}/dV_{SD}$ (Fig. 2b) and the PAT current (Fig. 3a) as a function of $V_G$ and $V_{SD}$. On Fig. 2b, the conductance of the sample shows the onset of QP tunneling at $V_{SD} = \pm 0.1\text{mV}$, corresponding to $\Delta = 50\mu\text{eV}$. There is a strong increase of conductance at zero bias due to the supercurrent branch. Below the superconducting gap, finite conductance features are related to multiple Andreev reflection (MAR) processes.

On Fig. 3a, the PAT current reveals that the emission of the CNT junction has two contributions. One is the AC Josephson effect of the junction, at the Josephson frequency $\nu_J = 2eV_{SD}/\hbar$. The second contribution is broadband and associated to MAR processes and QP tunneling. In the PAT response, we do not detect any signature of harmonics in the AC Josephson effect (expected at voltage $V_{SD} = h\nu_J/(2e)$ for the $n^{th}$ harmonics). Consequently we separate the two processes by attributing the peak at $\nu_J$ to the AC Josephson effect and the remaining baseline to the broadband contribution (SM, Fig. 6). On figure 3b-e the amplitude of the dynamical critical current $I_C^{\text{DC}}$ is plotted, extracted using formula (1) from the peak at $V_{SD} = h\nu/(2e)$ in the PAT current. In the reference region C, where there is neither Coulomb blockade nor Kondo effect, this dynamical critical current follows the DC critical current $I_C$. By contrast close to the center of the Kondo regions A, B and D, there is a strong reduction of $I_C^{\text{DC}}$, in a region where the critical current $I_C$ is enhanced due to the Kondo correlations (Fig. 3b-e). In region D, this effect could be observed as well at the 31 GHz mode of the resonator, and is even enhanced compared to the fundamental frequency (Fig. 3e). This collapse of the AC Josephson emission, enhanced as the Josephson frequency increases and specific to the Kondo regions, is the central result of this work.

We now turn to possible explanations for the reduction of the AC Josephson effect in the Kondo regime. One may think about the decoherence of the Kondo effect due to voltage induced spin relaxation [40–44], or dynamical effects similar to the high-frequency cutoff for the emission of a quantum dot in the normal state [34]. However, because $eV_{SD}/k_BT_K < 1$ and $\nu_J/k_BT_K < 1$, these effects shall remain small.

Another possible process is Landau-Zener (LZ) tunneling, that induces a transition to excited levels with a probability which increases when the phase velocity (and thus the Josephson frequency) is high. This is what happens for a quantum channel junction with high transparency [45] and SM and involves transitions between singlet states, due to parity constrains [46]. However, for the quantum dot, the energy of the excited singlet state is rather close to $\Delta$ (see Fig. 4a). The probability $P_{LZ}$ of this transition, while not completely negligible ($P_{LZ} = 0.43$), depends little on $V_G$ (see SM). This would not account for the suppression of the AC Joseph-

blockade diamonds with the four-fold degeneracy found for clean CNT QDs. In the diamonds with odd number of electrons, the Kondo effect manifests through a high conductance region at zero bias, the Kondo ridge. We focus on two Kondo ridges A and B, with filling $N=1$ and $N=3$, respectively. On figure 1b-c we also show another gate region, called hereafter region C, with a conductance close to the conductance quantum but without Kondo features. We consider as well a similar Kondo ridge in the sample with Pd/Nb/Al contacts, that we call region D (see SM). The different parameters of the QD (see Table I), described with the single impurity Anderson model, are extracted for the Kondo ridges A and B. The charging energy $U$ is deduced from the size of the Coulomb diamond, the asymmetry $a = \Gamma_L/\Gamma_R$ of the contact from the value of the conductance at the particle-hole symmetry point and the coupling to the reservoirs $\Gamma = \Gamma_L + \Gamma_R$ from the gate dependence of the Kondo temperature $T_K$ (see SM).

We now turn to the superconducting regime where a supercurrent can flow through the junction. The differential resistance $dV_{SD}/dI_{SD}$ is measured as a function of the bias current $I_{SD}$ and $V_G$ (Fig. 2a). We use the RCSJ model [10, 28, 37] to model the electromagnetic environment of the junction and account for a dissipative Josephson branch (SM). We extract from this model the value of the critical current $I_c$ and the resistance of the junction $R_J$ (Fig. 2b-d). The three regions A, B and C exhibit a gate modulated critical current and resistance $R_J$ of the contact quite similarly to the measured conductance in the superconducting regime $G_S$. The fact that the critical current in the Kondo regions A and B remains relatively large is a good indicator that the QD stays in the singlet state, leading to a 0-junction behaviour. This is expected from the ratio $k_BT_K/\Delta$ and the asymmetry [26, 27]. The same qualitative behaviour is seen on sample with Pd/Nb/Al contacts (SM).

We have performed numerical renormalization group (NRG) calculations [38, 39] of the energy spectrum and supercurrent (Fig. 4a,c) using the parameters determined in the normal state (table I). They confirm that the ground state of the system for region A and B is always the singlet state. This leads to a supercurrent in the nanoamperes range, consistent with the experiment, with the phase behaviour of a 0-junction.
Landau-Zener tunnelling (PLZ)
QP-assisted singlet/doublet transition
QP ...

\[ I_{\text{in}} \]

Moreover, close to the particle-hole symmetry point, the doublet state is detached from the continuum with a relatively large gap $\Delta_{\text{cont}}$. This keeps the escape rate of QPs relatively low, while the injection rate is increased, such that the probability for the QD to be in the doublet state is expected to be higher in a voltage biased situation. This leads to a decrease of $I_{\text{AC}}^C$, since the critical current of the doublet state is lower than the one of the singlet ground state. Despite a higher gap value, the samples with Pd/Nb/Al contacts exhibit the same phenomenon (Fig. 3c). This can be related to the existence of a soft gap for these samples, inducing a small but finite QP density at energy below the gap.

Moving away from the electron-hole symmetry point, $\Delta_{\text{cont}}$ is reduced significantly (fig. 10 of SM), which increases the probability for a QP present on the dot to escape thanks to Demkov Osherov tunneling processes between the doublet state and the continuum (\[51, 52\] and SM). Concurrently the minimum value of energy of the doublet state, at $\varphi = \pi$, increases, which reduces the rate of QP injection into the QD. These two effects thus restore a high probability for the QD to be in the singlet ground state and increases its effective supercurrent. That is what is measured in the experiment.

From the amplitude of the AC emission, it is possible to extract $P_D$ assuming that the dynamical Josephson current is given by $I_{\text{AC}}^C = P_D J_D + (1 - P_D) J_S$, where $J_S$ is the amplitude of the critical current in the singlet state and $J_D$ the one in the doublet state (Fig. 4c). In an incoherent scenario, where the QP dynamics is not correlated with the phase evolution of the junction, only the absolute value of the amplitude of the singlet and doublet supercurrent is taken into account. With a probability one to be in the doublet state close to the particle-hole symmetry point, one can qualitatively reproduce the reductio of the supercurrent (Fig. 4c-d). Oppositely, in a coherent scenario, where the QP dynamics is correlated with the phase evolution of the junction, the sign of the supercurrent (positive for the singlet and negative for the doublet) has to be considered. This leads to a quantitative agreement with the data (Fig. 4c-d), with a finite probability to be in the doublet state, but puts a strong constrain on the model used to describe the dynamics of the junction.

To conclude we have explored the singlet/doublet transition of an out-of-equilibrium CNT Josephson junction by probing its Josephson emission. It is strikingly reduced in the gate regions where the critical current is enhanced due to the interplay of the Kondo effect and the superconducting proximity effect. We interpret this result as a transition between a singlet ground state and a doublet excited state induced by the dynamics of quasiparticles in the QD. This thus demonstrates the importance of taking into account electron-electron interactions and non-equilibrium processes to understand the dynamics of QD Josephson junctions.

FIG. 4: (a) NRG many-body spectrum as a function of the superconducting phase $\varphi$ at the particle-hole symmetry point for the Kondo ridge A. The ground state is singlet (S), the first excited state a doublet (D, red curve) and the second excited state a singlet (ES, green curve). The arrow illustrates the Landau-Zener process, where the system tunnels from S to ES. (b) Illustration of two QP-assisted processes to excite the doublet state (D), associated with energy exchange with the environment. (c) Calculated amplitude of the first harmonics of the current phase relation for edge A in the singlet and doublet state. (d) Comparison between the data for Kondo ridge A (blue circles) and the calculated amplitude of the AC supercurrent $I_{\text{AC}}^C$ introducing a finite probability $P_D$ for the system to be in the doublet state using incoherent (black solid line) and coherent scenario (red dashed line) (see text) (e) $P_D$ in the incoherent (black solid line) and coherent regime (red dashed line).

The collapse of the Josephson emission is more likely related to transitions from the ground state singlet to the doublet state. This is made possible by the tunneling of QP in the QD thanks energy exchange with the environment, also called QP poisoning (see fig. 4b). We first consider the situation where no bias voltage is applied, and find that the probability $P_D$ for the QD to be in the doublet state is small in a DC current configuration with a current bias varying in the kHz range ([47] and SM). This explains why the measurement of the DC critical current, which happens at the maximum of the supercurrent around $\varphi = \pi/2$, is consistent with a 0-junction and a singlet ground state.

The situation can be quite different when one measures the AC emission. The theory for QD in this regime is not available, except for particular limits [48–50], and we give the following qualitative arguments. Due to the applied bias needed to have Josephson emission, the QP injection rate $I_{\text{in}}$ increases significantly compared to equilibrium.
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KONDO TEMPERATURE AND PARAMETERS OF THE QUANTUM DOT

The Kondo effect is possible only if the temperature is smaller than the Kondo temperature $T_K$. $T_K$ can be well approximated by the expression predicted by the Bethe Ansatz [1, 2]:

$$T_K = \sqrt{\frac{U}{T}} \exp\left[-\frac{\pi}{8U} \left|4e^2 - U^2\right|\right]$$

(1)

where $\epsilon$ is the energy shift measured from the center of the Kondo ridge. Typically, in carbon nanotube quantum dots, the Kondo temperature reaches 1.5-2K [3–5], values similar to the one obtained in InAs nanowires [6, 7].

![Figure 1](image-url)

**FIG. 1:** (a) Temperature dependence of the Conductance of the CNT quantum dot for zone A and B. The agreement with the NRG calculation is not extremely good. As a consequence we took for the Kondo temperature the value of temperature where $G(T = T_K) = G_0/2$, with $G_0$ the value of the conductance at low temperature. (b) Gate dependence of the Kondo temperature extracted from the evolution of the width of the conductance peak as a function of bias voltage. The parameters extracted from the fit are shown in the legend of the figure.

A finite temperature of order $T_K$ results in a reduction of the conductance. The temperature dependence of the conductance can be described by the phenomenological expression:

$$\frac{dI}{dV}(T) = \frac{G_0}{(1 + (2)s - 1)(\frac{T}{2})^2}$$

(2)

with $G_0$ the conductance at very low temperature. NRG calculations have shown that spin-1/2 Kondo effect was best represented by $s = 0.22$ [7, 8]. Fitting the conductance at zero-bias as a function of temperature allows one to extract the Kondo temperature (fig. 1). The agreement of this formula with our data is not completely satisfactory with $s = 0.22$ and a better agreement is found taking $s = 1$. Consequently we define $T_K$ as the value of $T$ where the conductance is divided by a factor 2. Note that this definition is independent of the parameter $s$. The value extracted this way is consistent with the width (half width at half maximum) of the zero-bias conductance peak as a function of bias voltage $V_{SD}$.

The gate dependence of the Kondo temperature (fig. 1b) is then extracted from the width of the zero bias peak. By fitting these data by formula 1, we can then extract the parameters of the quantum dot. The charging energy is in agreement with the one deduced from the stability diagram.

EXTRACTION OF THE CRITICAL CURRENT

For the supercurrent measurement, the device is current biased. We simultaneously use AC and DC bias while measuring the resulting voltage drop across it. From the AC part, we obtain data on the differential resistance. By numerical integration we get I-V curves that show a supercurrent branch and a smooth transition to a resistive branch with higher resistance. The transition between the two regimes is not hysteretic, and the supercurrent part exhibits a non zero resistance $R_S$ even at low bias. This behaviour is common in mesoscopic Josephson junctions that have a high normal state resistance of the order of the resistance quantum $h/e^2$. To extract the supercurrent, we use a theory that explicitly includes the effect of the dissipative electromagnetic environment in the framework of the extended RCSJ-model [9, 10]. The input parameters are the value of the external resistor $R$ and temperature $T$. The critical current $I_c$ and the junction resistance $R_j$ can then be extracted for every
measured gate voltage (Fig. 2(b) and (c)), from a fit to:

\[
I(V_{\text{bias}}) = \left\{ I_c \left[ \frac{I_1 - i \eta (I_c h/2e k_B T)}{I_1 - e \eta (I_c h/2e k_B T)} \right] + \frac{V_{\text{bias}}}{R_j} \right\} \frac{R_j}{R_j + R} \tag{3}
\]

where \( \eta = \frac{h V_{\text{bias}}}{2e R k_B T} \) and \( I_\alpha(x) \) is the modified Bessel function of complex order \( \alpha \) [10]. The value of the critical current and the junction conductance \( 1/R_j \) are plotted on fig. 2c-d of the main article. The parameters used for the fit are \( R = 0.9k\Omega \) and \( T = 100\text{mK} \).

**PAT CURRENT AND AC EMISSION**

**Calibration of the transimpedance**

The usual way for characterizing a resonator, i.e. for determining its resonance frequencies and quality factors, is to measure the frequency dependent reflection coefficient with high frequency electronics. But here, the sample is designed to be addressed by DC measurements, AC signal being confined on-chip. The best way to characterize the resonator (and the detector) seems thus to use an on-chip AC source. A very convenient one is given by the AC Josephson effect of a Josephson junction: when biased by the voltage \( V_s \), there is an AC current \( I(t) = I_C \sin \left( \frac{2e V_s t}{\hbar} \right) \) in the junction. The associated current spectral density is \( S_I(\nu, V_s) = \frac{I_C^2}{4} \left( 4 \nu^2 \frac{2e V_s}{\hbar} + 4 \nu \frac{2e V_s}{\hbar} + \nu^2 \right) \). We assume here a quasi-monochromatic Josephson emission. This gives the emission contribution to the photo-assisted tunnelling current, \( Z_\nu (\nu) \) being the transimpedance defined such that the relation between the current fluctuations \( \delta I \) of the source and the voltage fluctuations \( \delta V \) across the detector is \( \delta V = |Z_\nu(\nu)| \delta I \):

\[
I_{\text{PAT}}(V_d, V_s) = \left( \frac{1}{2V_s} \right)^2 \frac{I_C^2}{4} \left( \frac{2eV_s}{\hbar} \right)^2 \left| Z_\nu \left( \frac{2eV_s}{\hbar} \right) \right|^2 I_{qp}^0(V_d + 2V_s) \tag{4}
\]

Thanks to the estimation of the critical current by the Ambegaokar-Baratoff formula [12] and knowing the \( I(V) \) characteristic in absence of environment \( I_{qp}^0 \), the measurement of \( I_{\text{PAT}} \) at a fixed \( eV_d > 2\Delta - h\nu_0 \) gives access to \( |Z_\nu(\nu)| \). The measurement is presented on fig. 3 right. In case of the Josephson emission with a finite bandwidth, the resonance peak seen in the PAT current results from the convolution of the transimpedance and the finite bandwidth emission.

**Amplitude of the Josephson emission peak**

The Josephson emission is extracted from the amplitude of the PAT current through the detector as a function of the gate \( V_g \) and bias voltage \( V_{SD} \) of the CNT quantum dot. The emission of the carbon nanotube junction has two contributions. The first one is the AC Josephson effect of the CNT junction, at the Josephson frequency given by \( h\nu = 2eV_{SD} \), and depending on the anharmonicity of the current-phase relation some harmonics. The second contribution is the shot-noise associated to MAR processes and quasiparticle tunnelling. In the PAT response, we did not detect any signature of harmonics in the AC Josephson effect. Consequently we separate the two processes by attributing the peak at the Josephson frequency to the AC Josephson effect and the remaining baseline to the shot-noise. This base line is calculated by fitting the data away from the Josephson

**FIG. 2:** (a) Gate dependence of the extracted critical current for Kondo ridge A and B. The parameters of the fit are \( R = 0.9k\Omega \) and \( T = 100\text{mK} \). (b) Data and theoretical curves for three gate voltages of the Kondo ridge A. (c) Data and theoretical curves for three gate voltages of the Kondo ridge B.
FIG. 3: (a) Design of the coplanar waveguide resonator used in this experiment, showing the coupling between the source and the detector. (b) Measured transimpedance $Z_t(\nu)$, such that the relation between the current fluctuations of the source and the voltage fluctuations across the detector is: $\delta V = |Z_t(\nu)|\delta I$.

peak with a polynomial (Fig. 4). This allows to separate the contribution of the AC Josephson effect (Fig. 4c) from the shot-noise (Fig. 4d).

DATA FOR OTHER SAMPLES

Data for the Pd/Nb/Al sample

We show in this part the data on the CNT sample with Pd/Nb/Al. The contacts of the tube are 400 nm apart and made of Pd(8nm)/Nb(11nm)/Al(50nm) trilayer with an effective gap $\Delta = 150 \mu eV$, higher than the one of the Pd/Al sample. The presence of a thin layer of Pd provides good contact on the CNTs, however it reduces the superconducting gap compared to that of Al or Nb. For the Pd/Al/Nb contact one has to apply a magnetic field of more than 1T to suppress superconductivity in the contacts. This strongly affect the Kondo resonance and thus prevent a reliable extraction of all the parameters of the dots. The sample is cooled down in a dilution fridge of base temperature 50 mK and measured through low pass filtered lines. The differential conductance is probed with a lock-in technique.

On figure 5 we show the differential conductance of the CNT quantum dot with a 1T magnetic field applied, with two kondo ridges D and E. Using the same procedure as the one described for the Pd/Al samples, the critical current and the AC Josephson emission are compared and exhibit the same qualitative behaviour: a decrease of the Josephson emission for gate region where the supercur-
rent is maximal, thanks to the Kondo effect.

FIG. 5: Comparison between the AC Josephson amplitudes at 11 and 31 GHz and the critical current in 2 oddly occupied diamonds. The AC amplitudes (11 GHz in black, 31 GHz in blue) are represented in arbitrary unit (right axes), which is the same for the four plots. However, the 31 GHz one is renormalized by a factor written in blue, to compensate the fact that the ratio between $I_{FAT}$ and the amplitude of the Josephson emission depends on the frequency. The critical current is plotted in red, the scale is indicated on the left axes. Below the plot, the differential conductance in presence of a 1T magnetic field is represented as a function of the bias and gate voltages. Horizontal cuts of these color plots are given for $V_s \approx -0.3$ mV, outside from the superconducting dip.

The AC Josephson emission is extracted from the value of the PAT current through the SIS detector (Fig. 6). The superconducting gap of the trilayer Pd/Al/Nb is higher than the one of the bilayer Pd/Al. This allows the detection of the Josephson emission at the first and third resonance frequency of the coupling circuit, i.e. 11GHz and 31GHz.

FIG. 6: (a) Differential conductance of the CNT as a function of its bias voltage $V_s$ in the superconducting state in the gate voltage region investigated above. (b) Derivative of the photo-assisted tunnelling current. (c) Quantity represented on (b) integrated over $V_s$, yielding $I_{FAT}(V_s, V_g)$. Vertical cuts of the three color plots are given on the right at the gate voltages indicated by the dashed color lines.

Data for zone C

We have also measured the Josephson emission in a gate region, called zone C, with a normal state resistance close to the quantum of resistance (Fig. 1 of the main article). This zone does not show any reduction of the Josephson emission, measured via the PAT current through the SIS detector (Fig. 7). For this region the emission behaves as the supercurrent (fig. 3c of the main article). This points towards the different nature of the process involved for zone C and for Kondo regions A and B.

NRG CALCULATION OF THE ANDREEV SPECTRUM AND THE SUPERCURRENT

Numerical renormalization group (NRG) calculations in this work have been performed using the nrgljubljana software [17, 18] and the single-impurity Anderson model. Using the parameters determined in the normal state (table 1 of the main article) for regions A and B, the $\varphi$ and $\varepsilon$ dependent spectra of many-body states and the current-phase relations have been calculated. Fig. 8a is showing the spectrum of excited sub-gap many-body states at half-filling ($\varepsilon = 0$), with the ground-state energy equated to zero. The ground state is always a singlet, confirming both regions A and B stay in the 0-phase in the entire range of $\varphi$. The first excited state is the spin...
doublet, and its energy difference from the ground state corresponds to Andreev bound state energy $E_A$. The second excited state is again a singlet, which is not linked to the ground state by single-particle processes, hence doesn’t produce a pair of ABS. Fig. 8b shows the corresponding current phase relations, which are slightly non-sinusoidal, with the critical current in the nanoampere range. The $\varepsilon$ dependent spectra for $\varphi = 0$ and $\varphi = \pi$ are shown in Fig 10a-b. With increasing distance from the center of the Coulomb diamond the energy of the excited states increases.

**FIG. 7:** Left : Differential conductance $dI/dV$ in the superconducting state for zone A (a) and C (b) as a function of the bias voltage $V_{BG}$ and the gate voltage $V_G$ of the carbon nanotube Josephson junction. Center : PAT current through the SIS detector. Right : Differential resistance $dV/dI$ as a function of bias current $I$ and gate voltage $V_G$.

**FIG. 8:** (a) NRG result for the many-body spectra for Kondo region A (red) and B (black) for $\varepsilon = 0$. The ground state is a singlet, the first excited state is a spin doublet state and the second excited state is singlet. This corresponds to a junction in the 0-phase with one pair of Andreev bound states. (b) NRG results for the supercurrent of the ground state for Kondo ridge A (red) and B (black). (c) Andreev bound state energy for different values of gate-voltages.

**COMPARISON OF QUANTUM DOT AND QUANTUM CHANNEL JOSEPHSON JUNCTIONS**

Quantum dots in the Kondo regime have been sometimes treated like a single quantum channel (or quantum point contact) [19, 20]. The idea is that Coulomb interaction $U$ causes a renormalization of parameters (ABS energies, transmission), but doesn’t produce qualitative differences. As long as the junction remains in the zero phase in the entire range of the superconducting phase difference $\varphi \in (0, 2\pi)$, the structure of many-body levels is indeed similar, in both cases consisting of a singlet ground state, an excited spin doublet and an excited spin singlet. There are however important differences.

For a short quantum channel the ABS energy (the difference in energy between the doublet excited state and the ground state) is $E_A = \Delta \sqrt{1 - \tau \sin^2(\varphi/2)}$ (with $\tau$ the transmission of the junction in the normal state), and the difference between the energy of the excited singlet and the singlet ground state is $2E_A$. With interaction, none of this is true any longer: the ABS detaches from the continium at $\varphi = 0$, the energy of ABS at $\varphi = \pi$ no longer corresponds to the normal state transmission, and the energy difference between the excited singlet and the ground state is significantly higher than $2E_A$. A comparison of the ($\varphi$ dependent) many body spectrum of a quantum point contact vs. NRG data for the interacting quantum dot is shown in Fig. 9. We choose to equate the ABS energy at $\varphi = \pi$, corresponding to a (renormalized) normal state transmission of the quantum channel, $\tau = 1 - (E_A(\varphi = \pi)/\Delta)^2$. NRG calculations also allow to evaluate the evolution of the detachment of the ABS.
FIG. 9: Comparison of the many body spectrum for Kondo ridge A at the particle-hole symmetry point and the spectrum of a quantum channel with the same energy of the Andreev bound state at \( \pi \), as a function of the phase difference \( \varphi \). The dots represent NRG data for the energy difference between the spin doublet and the ground state, corresponding to the ABS energy (blue) and the difference between the excited singlet and the ground state (red), the solid lines represent the same quantities for the quantum point contact. The ABS for the quantum dot detach from the continuum (starting at \( \Delta \)) at \( \varphi = 0 \), and the energy of the excited singlet for the QD is much higher then that of a QC at \( \varphi = \pi \). Note that, due to technical reason, the NRG calculation does not give the energy of the singlet state for values higher than the gap \( \Delta \). Inset: Comparison of the many body spectrum for Kondo ridge A at the particle-hole symmetry point and the spectrum of a quantum channel with the same conductance in the normal state.

from the continuum (Fig 10a) and the value of the ABS at \( \varphi = \pi \) (Fig 10b) with changing level energy \( \epsilon \). In the following subsections, we give two quantum-channel-based interpretations that seem plausible until a closer look.

**Landau-Zener tunnelling**

In a quantum channel the variation of \( I_{AC}^{SD}(V_{SD}) \) at low bias voltage has been attributed to Landau-Zener tunnelling [21]. While this is sometimes pictured as particles tunnelling from one ABS to another, on the many body level, it is a transition from the ground state to the excited singlet state [15]. This transition is forbidden by parity. The probability for this transition to occur is given by:

\[
P_{LZ} = \exp \left( -\pi \frac{(\delta E/2\Delta)^2}{\epsilon V_{SD}} \right).
\]

We denote \( \delta E \) the energy difference between the states involved in LZ tunelling. For the quantum channel \( \delta E = 2E_A(\varphi = \pi) \), and the quantity \( (\delta E/2\Delta)^2 = R = 1 - \tau \) is the reflectivity of the junction. \( V_{SD} \) is the applied voltage, which determines the phase evolution through the Josephson relation \( d\varphi/dt = 2eV_{SD}/\hbar \), and in the experiment \( eV_{SD} \approx \Delta/2 \). With the shape of the ABS pictured in Fig. 9 and Fig. 10b, the Landau-Zener probability for a quantum channel is close to one at half-filling and drops to zero far away from it, see Fig. 10d. Moreover, although the ABS detach from continuum at \( \varphi = 0 \), the emptying of ABS states at \( \varphi = 0 \) still happens through Demkov-Osherov tunnelling processes. The probability \( P_{DO} \) of tunnelling between ABS and the continuum, based on Ref. [15], is pictured on Fig. 10c. Recent work [16] has investigated a quantum dot junction with ABS detached from continuum but still keeping a Markov chain and found that the ratio between \( P_{DO} \) and \( P_{LZ} \) is significant for the occupation of the states in the junction. In our case \( P_{DO} < P_{LZ} \) up to \( \epsilon \approx 1.1 \text{ meV} \), which is where the biggest changes in the experimentally measured current occur. These observations make it very compelling to call Landau-Zener responsible for the measured drop in \( I_{AC}^{SD} \). However, for the quantum dot, one must take \( \delta E \) to be the energy of the excited singlet \( \delta E(\epsilon = 0, \varphi = \pi) = 0.74A \) for the Kondo ridge A at half-filling), leading to a reduced transition probability \( P_{LZ}^{\text{DD}} = 0.43 \). Moreover, this value changes slowly when one goes away from the particle-hole symmetry point (Fig. 10d). Hence at \( \epsilon = 1\text{meV} \), where we see in the experiment that the dynamical supercur-

FIG. 10: (a) NRG calculation of the many-body spectrum (ABS energy) at \( \varphi = 0 \) as a function of the energy level of the QD \( \epsilon \) for for Kondo regions A and B. This measures the detachment of the ABS from the continuum of excitation. (b) Same quantity at \( \varphi = \pi \). (c) Probability for a QP present in the quantum dot to escape after tunnelling into the continuum due to Demkov-Osherov tunnelling. This curve is calculated at a voltage \( eV = \Delta/2 \) and use the result derived in ref.[15]. (d) Landau-Zener probability for a QPC model and a QD, calculated based on the many-body spectrum of Kondo region A (cf. (b)).
rent increases, this Landau-Zener probability is still 0.24 - which makes Landau-Zener tunnelling in and of itself unsuitable to explain the observed data.

Instead of equating ABS energy at $\varphi = \pi$ and thus the renormalized transmission, one could alternatively consider a quantum channel with the same normal state transmission as experimentally measured for the quantum dot (see inset of Fig. 9). With a conductance of $0.71 \times 2e^2/h$ this leads to $\delta E = 1.07\Delta$ and a small transition probability $P_{LZ} = 0.16$, thus making the Landau-Zener probability an even less likely explanation.

A renormalized-quantum-point-contact-based interpretation

While a tunnelling approach gives a simple picture, it is dependent on the validity of the adiabatic theory (assuming that for small enough bias voltage the equilibrium levels are still good quantum levels), which, strictly speaking, is only true for very small voltages. A full microscopic description is called for, but unavailable for the interacting quantum dot, therefore, once again we revert to treating the system like a quantum channel with renormalized transmission.

The full transport theory for a short superconducting quantum channel, has been published in the nineties by Averin and Bardas [21] and Cuevas, Martín-Rodero and Levy Yeyati [22]. These studies feature results for the real and imaginary part of the first Fourier component $I_1^\text{AC}$ of the AC current for several values of transmission. We use their results (read off graphically) for applied bias voltage $V = \Delta/2e$ to construct the $|I_1(\tau)|$ dependence of the AC current on transmission. The renormalized transmission of our setup is given by the energy of the Andreev bound states at $\varphi = \pi$, namely $\tau(\epsilon) = 1 - (E_A(\epsilon, \varphi = \pi)/\Delta)^2$. We obtain equilibrium values of $E_A(\epsilon, \varphi = \pi)$ from the NRG, cf. Fig. 10b. Results for both Kondo ridges A and B are similar and given in Fig. 11, showing a nice semi-quantitative agreement between the renormalized-quantum-point-contact based prediction and measured experimental data. However, this analysis does not take into account the differences in the many-body spectrum of the quantum channel vs. quantum dot (illustrated in equilibrium by the detachment of ABS from the continuum and the raised energy of the excited singlet), which raises significant doubts about its accuracy.

EVALUATION OF THE QUASIPARTICLE DYNAMICS IN THE QD JUNCTION

We discuss here the quasiparticle (QP) dynamics, which may lead to the occupation of the doublet state in the QD Josephson junction. We evaluate the different rates controlling the injection and escape of QP in the dot [14] due to the effect of the electromagnetic environment of the junction. This environment is, in the present experiment, constituted by the resonant coupling circuit of impedance $Z_{\text{env}}$. Following Ref. [14] we consider two processes and their time-reversed versions (figure 12): a) the escape of a QP from the Andreev level to the continuum after absorbing a photon from the environment, and b) the recombination of a QP at the Andreev level with a QP from the continuum into a Cooper pair while emitting excess energy. The probability to absorb energy from the environment is described by $P(E) = D(E)f_{BE}(E, T_{\text{env}})$, where $D(E)$ is the density of states in the environment.
and \( f_{BE}(E, T_{env}) \) the Bose-Einstein distribution at energy \( E \) and temperature \( T_{env} \). The density of states is given by \( D(E) = R_0 \text{Re}(Z_{env}(E)/E)R_Q \), with \( R_Q = h/4e^2 \). Starting with Fermi golden rule, Ref. [14] arrives at the following rates:

- The rate for a QP on the Andreev level with energy \( E_A \) to escape into the continuum at the energy \( E \) after absorbing a photon with energy \( E - E_A \) from the environment:

\[
\Gamma_{\text{out}}^\text{a} = \frac{8\Delta}{\hbar} \int_{\Delta}^{+\infty} dED(E - E_A)g(E, E_A) \\
\times f_{BE}(E - E_A, T_{env})(1 - f_{FD}(E, T_{qp}))
\]

Here \( f_{FD}(E) \) is the Fermi-Dirac function, describing the QP in the continuum at a temperature \( T_{qp} \) and the function \( g(E, E_A) \) is related to the matrix element of the current operator and is approximated by \( g(E, E_A) = \sqrt{(E^2 - \Delta^2)(E^2 - E_A^2)/[\Delta(E - E_A)]} \) (which is precise in the \( \tau \to 1 \) limit).

- The rate for a particle of energy \( E \) to enter the QD and occupy the Andreev level, after emitting energy \( E + E_A \) into the environment:

\[
\Gamma_{\text{in}}^\text{b} = \frac{8\Delta}{\hbar} \int_{\Delta}^{+\infty} dED(E + E_A)g(E, -E_A) \\
\times (1 + f_{BE}(E + E_A, T_{env}))f_{FD}(E, T_{qp})
\]

- The rate for a particle of energy \( E \) to enter the QD and occupy the Andreev level, after emitting energy \( E + E_A \) into the environment:

\[
\Gamma_{\text{in}}^\text{in} = \frac{8\Delta}{\hbar} \int_{\Delta}^{+\infty} dED(E - E_A)g(E, E_A) \\
\times (1 + f_{BE}(E - E_A, T_{env}))f_{FD}(E, T_{qp})
\]

These rates can be evaluated numerically, the results are pictured in Fig. 13a, where we have chosen \( k_BT_{env} = 0.2\Delta \approx 120\text{mK} \) and \( k_BT_{qp} = 0.1\Delta \approx 60\text{mK} \). The probability to be in the doublet state is computed as \( P_D = 2\Gamma_{\text{in}}/\left(3\Gamma_{\text{in}} + \Gamma_{\text{out}}\right) \) with \( \Gamma_{\text{in(out)}} = \Gamma_{\text{in(out)}}^\text{a} + \Gamma_{\text{in(out)}}^\text{b} \), and plotted as a function of the position of the Andreev level \( E_A \) in Fig. 13b). For a energy of the Andreev level higher than \( 0.2\Delta \), the probability is extremely small (below 0.05), thus explaining why there is no sign of the doublet state in the DC supercurrent measurement. As stated in the main text, we expect \( P_D \) to be significantly higher in a voltage-biased situation.

FIG. 13: (a) Numerical evaluation of the rate of the QP injection and escape in the QD junction with \( k_BT_{env} = 0.2\Delta \) and \( k_BT_{qp} = 0.1\Delta \). (b) Probability for the junction to be in the doublet state as a function of the energy \( E_A \) of the Andreev level.
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