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Abstract

A single-photon maximally entangled state is obtained when a photon impinges on a balanced beamsplitter. Its nonlocal properties have been intensively debated in the quantum optics and foundations communities. It is however clear that a standard Bell test made only of passive optical elements cannot reveal the nonlocality of this state. We show that the nonlocality of single-photon entangled states can nevertheless be revealed in a quantum network made only of beamsplitters and photodetectors. In our protocol, three single-photon entangled states are distributed in a triangle network, introducing indeterminacy in the photons’ paths and creating nonlocal correlations without the need for measurements choices. We discuss a concrete experimental realisation and provide numerical evidence of the tolerance of our protocol to standard noise sources. Our results show that single-photon entanglement may constitute a promising solution to generate genuine network-nonlocal correlations useful for Bell-based quantum information protocols.

I. BACKGROUND

Local hidden variables models cannot account for all the predictions of quantum theory. This was formalized in 1964 by J. S. Bell [1], and is now commonly termed nonlocality [2]. Nonlocality is a quantum property with no classical analogue displayed in the so-called Bell tests, defined by the statistics obtained when performing appropriate local measurements on a well-chosen entangled state. Bell tests have been performed in many different systems, from massive particles [3] to photons [4, 5], and using many different degrees of freedom, such as electronic levels, polarization, orbital angular momentum or time bins. In most of these realizations the relevant degrees of freedom used to encode the entanglement are transmitted to each distant observer by a physical carrier, such as, for instance, a photon.

In this work we are interested in the question of whether single-particle quantum states can display nonlocal correlations with no classical analogue. In particular, we consider the question in the context of single-photon entanglement, that is, the state

$$|\psi^+\rangle_{AB} = \frac{1}{\sqrt{2}}(|01\rangle_{AB} + |10\rangle_{AB}), \quad (1)$$

obtained when sending a single photon into a balanced beamsplitter. Here $|01\rangle_{AB}$ (resp. $|10\rangle_{AB}$) represents the situation in which the photon is sent to the right party B (resp. the left party A). The resulting state therefore consists of only one photon and entanglement is encoded in the two optical spatial modes.

Is the state (1) nonlocal? This question has been intensively debated in the quantum foundations and quantum optics community, e.g. [6–19]. In principle, a positive answer is provided by the following simple argument [8–10]: the two optical modes can be transferred to the population of two energy levels of two distant massive particles. Single-photon entanglement is therefore mapped into two-particle entanglement and a Bell test can now be implemented. The question is much subtler when considering only optical means. To obtain a nonlocal behavior, the two observers need to use local active measurements involving local oscillators creating extra local photons [6, 7, 13, 16]: without these active measurements, measuring the information content of the state (1) would allow the observers to deduce if they received the photon sent by the source, destroying the indeterminacy in the photon path, i.e. the coherences in (1). Then, the statistics become classically simulable. One is therefore tempted to conclude that the observation of nonlocal effects in the single-photon entangled state by passive optical means, that is, phase shifters, beamsplitters and photodetectors, is impossible.

The main result of this work is to show that this is not the case and one can indeed reveal the nonlocality of state (1) with only passive measurements. To do so, we go beyond standard Bell tests and consider setups defined by causal networks. These are causal structures involving several independent sources, each being distributed to a subset of the parties involved in the scenario, according
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to a structure defined by a network [20]. It is well understood that these networks offer new possibilities to design quantum experiments with no classical analogue [21–26]. Here, we show that three copies of single-photon entangled states placed in a triangle causal network (cf. Fig. 1) can exhibit non-classical correlations. Our main idea is to exploit the topology of the network to reintroduce indeterminacy in the photon path, necessary to exploit the coherences of these states. Remarkably, the obtained setup is not only passive in terms of the implemented measurements, but also because it does not require any active choice of measurements. That is, in our setup, there are no classical inputs and observers perform a single measurement on their received shares. These characteristics make the proposal, arguably, the simplest experimental demonstration of the nonlocality of the single-photon entangled state, as well as the first experimental proposal for genuine network nonlocality [26].

Beyond the fundamental motivation, our results are also relevant from an applied point of view. Correlations with no classical analogue are the main resource for device-independent applications. For instance, the security of device-independent protocols for quantum random number generation [27, 28] and quantum key distribution [29] is based on the observation of Bell inequality violations. For that, the simplest way of producing entangled states is through Spontaneous Parametric Down Conversion (SPDC). Entanglement can be encoded on different degrees of freedom of the resulting two photons. However, the state produced by SPDC is a mixture of the desired entangled state and vacuum [30]. In fact, a heralded preparation of a two-photon maximally entangled state is quite challenging [31]. In turn, single-photon entanglement can be easily prepared in a heralded way: an arbitrarily good approximation to it can be obtained when detecting photons in one of the two modes resulting from the SPDC process and sending the non-measured mode into a balanced beamsplitter (cf. [32]). Moreover, this form of entanglement does not require the control of any other light degrees of freedom, such as, e.g., polarization or orbital angular momentum. Therefore, the design of simple setups to generate correlations with no classical analogue from this state opens new avenues for the implementation of device-independent protocols.

**II. THE TRIANGLE NETWORK**

The considered Bell-type experiment consists of a triangle causal network where three observers, A, B and C, receive states prepared by three sources, see Fig. 1. These states are measured producing outcomes a, b and c with probability $p(abc)$.

A classical description of the experiment compatible with the causal constraints defined by the network has the form (here $\alpha$, $\beta$ and $\gamma$ are normalized measures)

$$p(abc) = \int d\alpha d\beta d\gamma p_A(a) p_B(b|\alpha) p_C(c|\beta\gamma).$$

(2)

The causal model therefore consists of classical variables $\alpha$, $\beta$ and $\gamma$ distributed by the sources and local response functions $p_X$, with $X = A, B, C$, producing the measurement outcomes. In analogy with standard Bell tests, we define probability distribution $p(abc)$ that can be written as Eq. (2) as causally classical or, simpler, local.

A quantum description of the experiment compatible with the causal network replaces the random variables by quantum states $\rho_\alpha$, $\rho_\beta$ and $\rho_\gamma$, and the local response functions by quantum measurements. Therefore, quantum probabilities compatible with the triangle network have the form

$$p(abc) = \text{Tr} \left[ (\rho_\alpha \otimes \rho_\beta \otimes \rho_\gamma)(M_A^{(a)} \otimes M_B^{(b)} \otimes M_C^{(c)}) \right],$$

(3)

where $M_A^{(a)}$ denote the positive measurement operators defining the Positive-Operator Valued Measure (POVM) for $A$, $\sum_a M_A^{(a)} = 1_A$, and similarly for B and C. We slightly abuse the notation in Eq. (3) by not specifying the tensor products and different Hilbert spaces in which the different operators act, but this is clear from Fig. 1.

We say that a quantum experiment, defined by states and measurements producing the outcome distribution $p(abc)$ according to Eq. (3), is nonlocal whenever this distribution cannot be described by a classical model (2).
The basic idea of the experimental proposal is depicted in Fig. 1: three parties A, B, C share, for each pair AB, BC, CA, the single photon entangled state $|\psi^+\rangle$, see Eq. (1). The initial state is thus

$$|\psi^+\rangle_{A_2B_1} \otimes |\psi^+\rangle_{B_2C_1} \otimes |\psi^+\rangle_{C_2A_1} \equiv |\Psi^+\rangle_{A_1,A_2,B_1,B_2,C_1,C_2}.$$  

(4)

Each party then receives its two optical inputs on modes $X_1,X_2$ ($X = A,B,C$) and mixes them with a beamsplitter, which induces a unitary transformation $B_{X_1,X_2}(t,\phi)$ parametrized by its transmissivity $t$ and phase $\phi$. All parties use the same value for $t$, and the phases are all null for simplicity in the following (cf. [32]).

After passing through the beamsplitters, the photons end up in photodetectors. For each mode $X_t$, the operators describing a perfectly efficient photodetection correspond to the projectors onto the vacuum state $D^+ = |0\rangle\langle 0|_X$ (detector off) and the projector on its orthogonal complement $D^- = 1_X - |0\rangle\langle 0|_X$ (detector firing). Indeed, we assume that the detectors do not resolve the number of photons but only their presence. The measurement obtained by mixing two modes with the beamsplitter and the ideal photodetectors can be accordingly expressed as a POVM for each party (here $B_{X_1,X_2} = B_{X_1,X_2}(t,0)$)

$$
\begin{align*}
\Pi_{t}^{(0)}_{X_1,X_2} &= B_{X_1,X_2} (D_X^- \otimes D_X^-) B_{X_1,X_2}, \\
\Pi_{t}^{(L)}_{X_1,X_2} &= B_{X_1,X_2} (D_X^- \otimes D_X^+) B_{X_1,X_2}, \\
\Pi_{t}^{(R)}_{X_1,X_2} &= B_{X_1,X_2} (D_X^+ \otimes D_X^-) B_{X_1,X_2}, \\
\Pi_{t}^{(2)}_{X_1,X_2} &= B_{X_1,X_2} (D_X^+ \otimes D_X^+) B_{X_1,X_2},
\end{align*}
$$

(5)

where the measurement labels stand respectively for no photon counts (0), a count in the left detector (L), a count in the right detector (R), or counts in both detectors (2). The crucial point is that when $t \neq 0$, the $L$ and $R$ measurements actually detect superpositions of photons in the incoming modes (see details in [32]).

The quantum experiment described here results in the output distribution

$$
\begin{align*}
p_t(abc) &= \text{Tr}[(\psi^+)(\psi^+) (\Pi_t^{(a)} \otimes \Pi_t^{(b)} \otimes \Pi_t^{(c)})]
\end{align*}
$$

(6)

which depends on the transmissivity $t$ of the beamsplitters used by the parties and whose exact expression can be found in the Supplementary Material [32].
proof [32] we had to extend these techniques so that they could be applied to our setup. As part of the proof, we showed that our distribution is nonlocal if and only if the distribution proposed in [26], which we dub \( p_t' \), is nonlocal as well. While finishing this manuscript, we became aware of preliminary unpublished results [34], which prove nonlocality of \( p_t' \) for discrete points in the range \( t \in (0.5, 0.785) \) as well. Nonlocality of \( p_t' \) in such interval has been conjectured already [35]. Given the above mentioned equivalence between the nonlocality of \( p_t \) and \( p_t' \) proven in this work, this would imply that the proposed ideal experiment is nonlocal for all transmissivities except \( t \in \{0.0, 0.215, 0.5, 0.785, 1.0\} \), which are known to have local models (cf. [26, 32]).

IV. NOISE TOLERANCE AND MACHINE LEARNING ANALYSIS

After proving the nonlocality of the outputs of the ideal noiseless experiment, we analyzed the robustness of our results against typical noise errors, by modelling imperfections which occur in experimental realizations of the optical network presented in Fig. 1. Therefore, the resulting output distribution, \( p_{t}^{Q,T,v}(abc) \) depends on additional noise parameters quantifying: the impurity of the generated single-photon entangled state \( (Q) \), the transmissivity of the optical channels \( (T) \) of the network, and the efficiency of the final photodetectors \( (v) \). It follows that

\[
p_{t}^{Q=0,T=1,v=1}(abc) \equiv p_t(abc) ,
\]

that is, with no impurity, and perfect transmission and detection, we recover the idealized experiment. The details of the modelling employed are deferred to the Sup. Mat. [32].

Inevitably, part of the key properties and symmetries of \( p_t(abc) \) disappear as soon as noise is introduced in the network. This makes the analytic approach unworkable in this case. Consequently, in order to estimate the tolerance to the noises introduced above, we resorted to a technique recently introduced in [35]: there, a feed-forward neural network is shaped with the same topology of the causal network under study, and it is then asked to reproduce the target distribution \( p_{t}^{Q,T,v}(abc) \). Each output of the neural network is thus literally an instance of a classical model (which can be therefore described by Eq. (2) in our case) trying to reproduce \( p_{t}^{Q,T,v}(abc) \). For a fixed target distribution, the neural network is trained by minimizing the Euclidean distance from the neural network’s local model to the target. When the target distribution is inside the local set, a sufficiently large neural network should be capable of learning it. Instead, a large distance between the machine’s best guess and the target is taken as an indication of nonlocality. What it means to be "large" enough can be somewhat arbitrary, since some nonlocal behaviors are extremely close to the local set (as is the case here), and additionally the neural network’s model is not guaranteed to converge to the optimal solution as it can get stuck in local minima during training. In order to gain deeper insight into the boundary between locality and nonlocality we examine transitions of the learning algorithm’s behavior when adding noise to the target distribution, and retraining the machine independently for each target distribution. The very noisy case is guaranteed to be local and the machine learning results on those give a reference to which we can compare the nonlocal regime. By definition, this technique does not certify nonlocality in an absolute way, but has been shown to be reliable and efficient from the point of view of computational resources [35].

The results of the analysis are summarized in Figs. 2 and 3, where we consider only \( t \geq 0.5 \) because of the symmetry of the experiment when mirroring the beam-splitters \( t' = 1 - t \). For the noiseless distribution (perfect visibility \( r = 1 \) in Fig. 2), the neural network’s best guess is distant from the experimental output, corroborating the analytical proof of nonlocality for \( t \in (0.785, 1) \). At the same time the neural network hints at the locality of the output distribution for \( t = 0.5 \) and \( t = 1 \), which clearly have local strategies. A local model exists as well for \( t \sim 0.785 \) (cf. [26, 32]) where the neural network struggles to get close; however, note that the distance of 0.003 achieved there is already very close to the local set. Moreover, the same machine indicates (seemingly even stronger) nonlocality in the range \( t \in (0.5, 0.785) \), in line with the conjecture of [35] and the results of [34].

The noise robustness is, however, small. In Fig. 2 an
Artificial noise is considered by adding a Werner state visibility to the source (1) of ideal experiment \( (Q = 0, T = 1, \nu = 1) \). The neural network seems to indicate that the points that are “most nonlocal” are \( t \sim 0.85 \) in the proven region (purple interval in Fig. 2), and \( t \sim 0.65 \) in the conjectured region (blue interval). For these two points we tested the tolerance to the physical noises introduced above, see Fig. 3: choosing \( Q \approx 0 \), \% (cf. [32]), the neural network tries to learn \( p_1^{(Q, T, \nu)} \) for different values of the transmissivity \( T \) and detector efficiency \( \nu \). Results show that nonlocality is more robust for \( t = 0.65 \), where it is lost when \( T \lesssim 95\% \) or \( \nu \lesssim 95\% \).

All data was obtained by representing each of the three response function \( p_A(a|\gamma \beta), p_B(b|\gamma \alpha), p_C(c|\alpha \beta) \) by a multilayer perceptron of depth 4 and width 20 with rectified linear activation functions. For each target distribution we retrained the neural network independently 30 times and kept the smallest distance among those.

V. DISCUSSION

We have proven how single-photon entangled states can be used to generate an outcome distribution with no classical analogue in a triangle network. The considered setup only requires passive optical elements, namely beamsplitters, phase shifters and photodetectors, and involves a single measurement per observer. Our results not only challenge the current understanding of the non-local properties of single-photon entanglement, but also open new perspective for the use of this form of entanglement for quantum information applications, as they provide the first proposal of an experimental demonstration of genuine network nonlocality.

We have shown that the nonlocality of such proposal has (small) noise-tolerance to natural noises that can arise in its implementation, through a machine learning analysis. Such approach is however not exact, and it remains an open question to prove nonlocality in the noisy regime by other means, e.g. certifying it by inflation techniques [36], which would be crucial for an experimental implementation.

Finally, in the Supplementary Material [32] we show that our main result on the nonlocality of the ideal experimental proposal in the triangle network can be extended to any ring network with \( N \geq 3 \) parties, although increasing the number of parties does not improve the detectability of nonlocality in the proposed experiment with our current techniques.
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I. NOISELESS OUTPUT DISTRIBUTION

Here we derive the form of the noiseless output distribution $p_t^{Q=0,T=1,\nu=1}(abc) \equiv p_t(abc)$ produced when all the elements of the optical scheme described in Sec. II are perfect.

The initial state shared among the parties is

$$|\psi^+\rangle\langle\psi^+|_{A_2B_1} \otimes |\psi^+\rangle\langle\psi^+|_{B_2C_1} \otimes |\psi^+\rangle\langle\psi^+|_{C_2A_1}, \quad \text{with} \quad |\psi^+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}}. \quad (S1)$$

The action of a beamsplitter with transmissivity $t$ and phase $\phi$ is described in terms of the input and output optical modes with creation operators $a_i^\dagger$ as

$$\begin{pmatrix} a_2^\dagger \\ a_1^\dagger \end{pmatrix}_{\text{in}} = \begin{pmatrix} \sqrt{t} & -e^{-i\phi}\sqrt{1-t} \\ e^{i\phi}\sqrt{1-t} & \sqrt{1-t} \end{pmatrix} \begin{pmatrix} a_2^\dagger \\ a_1^\dagger \end{pmatrix}_{\text{out}}. \quad (S2)$$

Consequently, the corresponding unitary induced by the transformation can be derived in the Fock basis by expressing $|mn\rangle_{X_2X_1} \equiv \frac{a_1^m a_2^n}{\sqrt{m!} \sqrt{n!}}|00\rangle_{X_2X_1}$, to obtain

$$|10\rangle_{\text{in}} = \sqrt{t}|10\rangle_{\text{out}} - e^{-i\phi}\sqrt{1-t}|01\rangle_{\text{out}}, \quad (S3)$$
$$|01\rangle_{\text{in}} = \sqrt{t}|01\rangle_{\text{out}} + e^{i\phi}\sqrt{1-t}|10\rangle_{\text{out}}, \quad (S4)$$
$$|00\rangle_{\text{in}} = |00\rangle_{\text{out}}, \quad (S5)$$
$$|11\rangle_{\text{in}} = (2t-1)|11\rangle_{\text{out}} - e^{-i\phi}\sqrt{2t(1-t)}|02\rangle_{\text{out}} + e^{i\phi}\sqrt{2t(1-t)}|20\rangle_{\text{out}}. \quad (S6)$$

Accordingly, the POVM (6) can be written as

$$\Pi_t^{(0)} = |00\rangle\langle00|, \quad (S7)$$
$$\Pi_t^{(R)} = |\chi_r\rangle\langle\chi_r| + 2t(1-t)|11\rangle\langle11|, \quad (S8)$$
$$\Pi_t^{(L)} = |\chi_l\rangle\langle\chi_l| + 2t(1-t)|11\rangle\langle11|, \quad (S9)$$
$$\Pi_t^{(2)} = (2t-1)^2|11\rangle\langle11|. \quad (S10)$$

where $|\chi_r\rangle = \sqrt{t}|01\rangle - e^{-i\phi}\sqrt{1-t}|10\rangle$, $|\chi_l\rangle = \sqrt{t}|10\rangle + e^{-i\phi}\sqrt{1-t}|01\rangle$, and where we truncated the Hilbert space considering that the input state consists only of combinations of vacuum and a single-photon excitation. Therefore each party has four possible outputs $a, b, c \in \{0, L, R, 2\}$, standing for no detector counts $\square$, a count in the left detector $\blacksquare$, a count in the right detector $\blacksquare$, or counts in both detectors $\blacksquare$, respectively, described by the POVM above.

The resulting network output

$$p_t(abc) = \text{Tr} \left[ |\psi^+\rangle\langle\psi^+|_{A_2B_1} \otimes |\psi^+\rangle\langle\psi^+|_{B_2C_1} \otimes |\psi^+\rangle\langle\psi^+|_{C_2A_1} (\Pi_t^{(a)}_{A_1A_2} \otimes \Pi_t^{(b)}_{B_1B_2} \otimes \Pi_t^{(c)}_{C_1C_2}) \right] \quad (S11)$$

has multiple constraints due to the cyclic symmetry of the experiment, due to all the parties using the same value for the beamsplitter transmissivity $t$ (S2), as well as photon number conservation. For example, all outputs of the form (here $\chi$ represents any of $L$ or $R$)

$$p_t(000) = 0, \quad p_t(00\chi) = 0, \quad \text{(too few photons would be detected)} \quad (S12)$$
$$p_t(2\chi\chi) = 0, \quad p_t(22\chi) = 0, \quad \text{(too many photons would be detected)} \quad (S13)$$

are null, due to the fact that there are initially 3 photons in the network, of which at most 2 can end up in the same photodetector.

The non-zero probabilities are, modulo the cyclic symmetry, in the form $p(00\chi), p(02\chi), p(0\chi 2), p(\chi\chi\chi)$, and are summarised, in order, in the following.

$$p_t(0L0) = p_t(0R0) = \frac{1}{4}t(1-t), \quad p_t(0RL) = \frac{1}{2}t(1-t)^2, \quad p_t(0LR) = \frac{1}{2}t^2(1-t), \quad (S14)$$
\[ p_t(02R) = \frac{1}{8} (2t-1)^2 t, \quad p_t(02L) = \frac{1}{8} (2t-1)^2 (1-t), \quad (S15) \]
\[ p_t(0R2) = \frac{1}{8} (2t-1)^2 (1-t), \quad p_t(0L2) = \frac{1}{8} (2t-1)^2 t, \quad (S16) \]
\[ p_t(RRL) = \frac{1}{8} t(1-t)(1 + 2 \cos(\Phi) \sqrt{t(1-t)}), \quad p_t(LLR) = \frac{1}{8} t(1-t)(1 - 2 \cos(\Phi) \sqrt{t(1-t)}), \]
\[ p_t(LLL) = \frac{1}{8} (1 - 3t(1-t) + 2t^2 (1-t)^{\frac{3}{2}} \cos(\Phi)), \quad p_t(RRR) = \frac{1}{8} (1 - 3t(1-t) - 2t^2 (1-t)^{\frac{3}{2}} \cos(\Phi)). \quad (S17) \]

where \( \Phi \equiv \phi_A + \phi_B + \phi_C \).

In what follows, we take \( \Phi = 0 \), as the range of values of \( t \) for which the distribution is proven to be nonlocal decreases when \( \Phi \neq 0 \) (that is, the following analysis can be performed for an arbitrary value of \( \Phi \), and the interval of values of \( t \) for which \( p_t \) is nonlocal is maximised when \( \Phi = 0 \)). Also, note that \( \Phi = \phi_A + \phi_B + \phi_C \) can be tuned locally by any of the parties.

II. NONLOCALITY OF THE NOISELESS DISTRIBUTION

To prove the nonlocality of the ideal noiseless distribution \( p_t \) presented above, we take an approach inspired by the one presented in [26]. There, a quantum distribution is proposed, which is based on the same input state in the triangle network (we report it in our notation)

\[ |\psi^+\rangle_{A_2B_1} \otimes |\psi^+\rangle_{B_2C_1} \otimes |\psi^+\rangle_{C_2A_1} \equiv |\Psi^+\rangle_{A_1A_2B_1B_2C_1C_2} \quad (S18) \]

with \( |\psi^+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}} \), and the following POVM on the two modes \( X_2X_1 \) of each party \( X = A, B, C \) (again, we use a notation that makes the comparison easier with the experiment proposed in the present manuscript)

\[ \Pi_t^{(0)} = |00\rangle\langle 00|, \quad \Pi_t^{(R)} = |\chi_r\rangle\langle \chi_r|, \quad \Pi_t^{(L)} = |\chi_l\rangle\langle \chi_l|, \quad \Pi_t^{(2)} = |11\rangle\langle 11|, \quad (S19) \]

where \( |\chi_r\rangle = \sqrt{t} |01\rangle - \sqrt{1-t} |10\rangle \) and \( |\chi_l\rangle = \sqrt{t} |10\rangle + \sqrt{1-t} |01\rangle \) (here we put all the phases \( \phi_x \) to zero, as mentioned above). The output distribution of our experiment is not equivalent to that of [26], as our POVM consists, as described in Sec. I, of

\[ \Pi_t^{(0)} = |00\rangle\langle 00|, \quad \Pi_t^{(R)} = |\chi_r\rangle\langle \chi_r| + 2t(1-t)|11\rangle\langle 11|, \]
\[ \Pi_t^{(L)} = |\chi_l\rangle\langle \chi_l| + 2t(1-t)|11\rangle\langle 11|, \quad \Pi_t^{(2)} = (2t - 1)^2 |11\rangle\langle 11|. \quad (S20) \]

Notice that both POVMs \( \Pi \) and \( \Pi' \) are a coarse graining of the measurement

\[ \Pi_t''^{(0)} = |00\rangle\langle 00|, \quad \Pi_t''^{(R)} = |\chi_r\rangle\langle \chi_r|, \quad \Pi_t''^{(R2)} = 2t(1-t)|11\rangle\langle 11|, \]
\[ \Pi_t''^{(L)} = |\chi_l\rangle\langle \chi_l|, \quad \Pi_t''^{(L2)} = 2t(1-t)|11\rangle\langle 11|, \quad \Pi_t''^{(2)} = (2t - 1)^2 |11\rangle\langle 11|. \quad (S21) \]

The POVM \( \Pi'' \) is the one that would be obtained from the scheme described in the main text if the photodetectors were able to resolve photon numbers, and has thus six possible outputs (cf.\( \text{S7)-(S10)} \)). Accordingly, it is possible to define distributions \( p_t, p_t', p_t'' \), obtained from the state (S18) and applying (respectively) \( \Pi_t, \Pi_t', \Pi_t'' \) at each party modes \( X_2X_1 \), i.e.

\[ p_t(abc) = \text{Tr}[|\Psi^+\rangle\langle \Psi^+|_{A_1A_2B_1B_2C_1C_2} (\Pi_t^{(a)}_{A_1A_2} \otimes \Pi_t^{(b)}_{B_1B_2} \otimes \Pi_t^{(c)}_{C_1C_2})] \quad (S22) \]
\[ p_t'(abc) = \text{Tr}[|\Psi^+\rangle\langle \Psi^+|_{A_1A_2B_1B_2C_1C_2} (\Pi_t^{(a)}_{A_1A_2} \otimes \Pi_t^{(b)}_{B_1B_2} \otimes \Pi_t^{(c)}_{C_1C_2})] \quad (S23) \]
\[ p_t''(abc) = \text{Tr}[|\Psi^+\rangle\langle \Psi^+|_{A_1A_2B_1B_2C_1C_2} (\Pi_t''^{(a)}_{A_1A_2} \otimes \Pi_t''^{(b)}_{B_1B_2} \otimes \Pi_t''^{(c)}_{C_1C_2})] \quad (S24) \]

Surprisingly, we prove that \( p_t, p_t', p_t'' \) have the same range of nonlocality for the parameter \( t \). That is, for a fixed \( t \), if one among \( p_t, p_t', p_t'' \), is classically reproducible in the triangle network, then all of them are. At the same time, the infeasibility of one among \( p_t, p_t', p_t'' \), implies the infeasibility of all of them. From the physical point of view, this means that the possibility of performing perfect number-resolving photodetection does not enhance the “nonlocality” of the output distribution of our ideal experiment, although it may improve its resistance to noise.
To prove the nonlocal equivalence (in the triangle network) of the three distributions \( p_t, p'_t, p''_t \) we proceed as follows:

\[
\text{feasibility } p'_t \Rightarrow \text{feasibility } p''_t \Rightarrow \text{feasibility } p_t \Rightarrow \text{feasibility } p'_t, \tag{S25}
\]

where by “feasibility” we mean the feasibility of classically simulating the distribution with a local model, as from Eq. (2). The first two implications follow immediately, without assumptions on the input state \(|\Psi\rangle\), from simple properties of the POVMs involved. Indeed:

- The POVM \( \Pi'' \) can be obtained as a fine-graining of \( \Pi' \) via a probabilistic splitting of \( \Pi'(2) \) in three outcomes \( \Pi''(L^2), \Pi''(R^2), \Pi''(2) \), which is just a classical local post-processing of the original projector [11](11).

- The POVM \( \Pi \) is a local coarse-graining of \( \Pi'' \) and thus \( p_t \) is classically simulatable whenever \( p''_t \) is.

The last implication requires more effort and we prove it in the following subsections. To do so, we identify constraints on local strategies simulating \( p_t \) and show that these are the same as those needed to simulate \( p'_t \), as from [26] (cf. following derivations and Paragraph II C 0 e).

### A. Constraints on local models simulating \( p_t \)

We start by assuming that there exists a classical model that simulates the output distribution \( p_t \) of the experiment proposed in the main text, and we find the constraints that it has to respect. That is, we assume that indeed \( p_t \) (which is summarised in Sec. I), can be written as

\[
p_t(abc) = \int_0^1 \int_0^1 \int_0^1 \text{d} \alpha \text{d} \beta \text{d} \gamma \ p_A(a|\beta\gamma) p_B(b|\gamma\alpha) p_C(c|\alpha\beta). \tag{S26}
\]

Notice that the classical shared variables \( \{\alpha, \beta, \gamma\} \) can be assumed to be real numbers in the \([0,1]\) interval, and all the randomness of the local statistical responses \( p_X \) can be absorbed in the distribution of \( \{\alpha, \beta, \gamma\} \), meaning that without loss of generality the local response functions can be taken deterministic, i.e.,

\[
p_A(a|\beta\gamma) = \delta(a - A(\beta, \gamma)). \tag{S27}
\]

where \( A(\beta, \gamma) \) is some deterministic response function. Let \( X, Y \) and \( Z \) denote the set of possible \( \alpha, \beta \) and \( \gamma \) respectively. Let us define

\[
X^B = \{\alpha | \exists \gamma : B(\gamma, \alpha) = 0\} \quad X^C = \{\alpha | \exists \gamma : B(\gamma, \alpha) = 2\}
\]

\[
X^C = \{\alpha | \exists \beta : C(\alpha, \beta) = 2\} \quad X^B = \{\alpha | \exists \beta : C(\alpha, \beta) = 0\}
\]

\[
Y^C = \{\beta | \exists \alpha : C(\alpha, \beta) = 0\} \quad Y^C = \{\beta | \exists \alpha : C(\alpha, \beta) = 2\}
\]

\[
Y^A = \{\beta | \exists \gamma : A(\beta, \gamma) = 2\} \quad Y^B = \{\beta | \exists \gamma : A(\beta, \gamma) = 0\}
\]

\[
Z^A = \{\gamma | \exists \beta : A(\beta, \gamma) = 0\} \quad Z^B = \{\gamma | \exists \beta : A(\beta, \gamma) = 2\}
\]

\[
Z^B = \{\gamma | \exists \alpha : B(\gamma, \alpha) = 0\} \quad Z^A = \{\gamma | \exists \alpha : B(\gamma, \alpha) = 2\} \tag{S28}
\]

In short, set \( X^P_i \) is the set of \( \alpha \)’s for which party \( P \) can potentially obtain output \( i \), and similarly for the \( Y^P_i \) and \( Z^P_i \) sets for \( \beta \)’s and \( \gamma \)’s, respectively.

We coarse-grain the possible outcomes by grouping outcomes \( L \) and \( R \) as \( \chi \), which means that the possible outcomes are now \( a, b, c \in \{0, \chi, 2\} \). Then, according to Sec. I, the set of outcomes with nonzero probability in our setup are (up to permutations)

\[
abc \in \{\chi\chi\chi, 0\chi\chi, 0\chi2\}. \tag{S29}
\]

Observe that

- two 0’s never appear at the same time, nor two 2’s,

- 2 only appears together with exactly one \( \chi \) and one 0.

These properties are simply due to the fact that the number of photons is conserved, and that at most two photons can end up in the same photodetector. Already from these observations we obtain some structure on the previously defined sets in three steps. We demonstrate the steps for the \( \{X^P_i\}_{i,P} \) sets, but they can be done with the \( \{Y^P_i\}_{i,P} \) and \( \{Z^P_i\}_{i,P} \) similarly.
FIG. S1. The relation of the sets \( \{X_i^P\}_{i,P} \) to each other.

1. \( X_2^B \cap X_2^C = \emptyset, \ X_0^B \cap X_0^C = \emptyset \)

This is a direct consequence of the previous observation (Eq. S29). There cannot be 4 photons among 4 parties or 0 photons in total for two parties.

2. \( X_0^B \cup X_0^C = X \)

Assume by contradiction that \( \exists \alpha^* \in X \setminus (X_0^B \cup X_0^C) \). Then by definition \( \forall \beta, \gamma : \)

\[ B(\gamma, \alpha^*) \in \{\chi, 2\} , \]
\[ C(\alpha^*, \beta) \in \{\chi, 2\} . \]

Observe that when \( \alpha = \alpha^* \), Alice must not answer \( a = 2 \), due to (S29). However, to do this, since she does not know the value of \( \alpha \), Alice must always not answer \( a = 2 \). A similar conclusion can be drawn for the other parties, due to the cyclic symmetry. This, however, leads to a contradiction since parties can in general output 2, e.g. \( p_t(a = 2) \neq 0 \).

3. \( X_0^B \cap X_2^B = \emptyset, \ X_0^C \cap X_2^C = \emptyset \)

Assume by contradiction that \( \exists \alpha^* \in X_0^B \cap X_2^B \). Then \( \exists \gamma_1, \gamma_2 \) s.t.

\[ B(\gamma_1, \alpha^*) = 0, \]
\[ B(\gamma_2, \alpha^*) = 2. \]

Charlie does not know \( \gamma \), so if \( \alpha = \alpha^* \), he knows he must answer \( \chi \) for any \( \beta \), since that is the only symbol consistent with both 0 and 2. Thus we have that \( \forall \beta : \)

\[ C(\alpha^*, \beta) = \chi. \]

Say Alice receives \( \gamma = \gamma_2 \). Alice does not know whether \( \alpha = \alpha^* \) or not. Thus, her response must be one that is consistent with the scenario that \( \alpha = \alpha^* \). Because of Charlie’s response being \( \chi \), this implies that for any \( \beta \) she must answer \( a = 0 \), i.e.

\[ \forall \beta : \]
\[ A(\beta, \gamma_2) = 0. \]

This means, by definition, that \( Y_0^A = Y \). This implies, after doing steps 1 and 2 for the sets \( \{Y_i^P\}_{i,P} \), that \( Y_0^C = \emptyset \). However, since \( p_t(c = 0) \neq 0 \), we arrive at a contradiction.
FIG. S2. (Left) Classical strategies visualized on a cube. The edges of the cube represent the interval $[0,1]$, on which the hidden variables $\{\alpha, \beta, \gamma\}$ distributed, and the sets (S28) are represented, all having probability $1/2$ due to (S31). The labels on faces are the possible responses of a given party. (Right) The $2, \chi$ part on face B, for example, can be further decomposed using $X^B_2$ and $Z^B_2$.

4. All sets $X^P_0$, $Y^P_0$, $Z^P_0$ have probability $1/2$

The previous constraints II A 1-II A 3 on the sets $X^P_i$ are can be summarized as in Fig. S1. We now give a partial quantitative assessment on the size of these sets. Note that by the definition of the sets $Y^A_0$ and $Z^A_0$ we have

$$1/4 = p(a = 0) \leq p(\beta \in Y^A_0, \gamma \in Z^A_0) = p(Y^A_0)p(Z^A_0),$$

(S30)

where in the last step we used the statistical independence of the hidden variables. At the same time, by using the inequality $ab \leq ((a + b)/2)^2$ we have

$$p(Y^A_0)p(Y^C_0) \leq \left(\frac{p(Y^A_0) + p(Y^C_0)}{2}\right)^2 = \frac{1}{4}.$$

Combining the two we see that $p(Y^C_0) \leq p(Z^A_0)$. Repeating the same argument (cyclically) for the other parties we get

$$p(Y^C_0) \leq p(Z^A_0) \leq p(X^B_0) \leq p(Y^C_0),$$

which implies that they are all equal. Using also (S30) it is clear that all sets with $i = 0$ are equally probable with probability $1/2$, i.e.,

$$p(Y^C_0) = p(Z^A_0) = p(X^B_0) = p(Y^C_0) = p(Y^A_0) = p(Z^B_0) = p(X^C_0) = p(Y^A_0) = \frac{1}{2},$$

(S31)

Equation (S31) combined with (S30) tells us that Alice, when receiving from $Y^A_0$ on one side and from $Z^A_0$ on the other, will deterministically output 0. The same holds for the other parties (Bob when receiving from $X^B_0$ and $Z^B_0$, and Charlie when receiving from $X^C_0$ and $Y^C_0$). This consideration combined with the previous ones and the definition of the sets (S28), yields a constrained picture of all possible classical models that simulate the coarse graining of $p_t$ in the triangle network. This is illustrated in Fig. S2:

- Alice outputs 0 when receiving from $Y^A_0$ and $Z^A_0$.
- Alice outputs $\chi$ when receiving from $Y^A_0$ and $Z^B_0$, or when receiving from $Y^C_0$ and $Z^A_0$ (in both cases Alice cannot output $a = 2$ because of property II A 3).
- Alice outputs either $\chi$ or 2 when receiving from $Y^C_0$ and $Z^B_0$, (further structure can be given using the sets $Z^B_2$ and $X^B_2$).

Bob and Charlie follow similar strategies when cycling the indices.
**B. Breaking up the coarse-graining**

Now, the main idea is the following: If there exists a local model for \( p_t(a, b, c) \) as from Fig. S2, then there should exist a distribution \( q_t(i, j, k, s) \) representing the parties collective response function \((i, j, k = L, R)\) when the hidden variables \( \alpha, \beta, \gamma \) come from \( X^S_0 \times Y^A_0 \times Z^B_0 \) (s=0) or \( S_1 = X^B_0 \times Y^C_0 \times Z^A_0 \) (s=1). We cannot directly derive \( q_t(i, j, k, s) \) from \( p_t(a, b, c) \), however, we can derive its marginals (see below). These marginals will be incompatible for some values of transmissivity \( t \). For these situations, thus, we can deduce that there does not exist a local model for \( p_t(a, b, c) \). Additionally, the marginals constraints on \( q_t(i, j, k, s) \) are the same as in [26] for the distribution \( p'_t \), meaning that the classical feasibility of \( p_t \) implies the classical feasibility of \( p'_t \), as stated in (S25).

To start, consider the two sets \( S_0 = X^C_0 \times Y^A_0 \times Z^B_0 \) and \( S_1 = X^B_0 \times Y^C_0 \times Z^A_0 \). Note that \( S_0 \cap S_1 = \emptyset \) and the events \( \chi\chi\chi \) can happen if and only if \((\alpha, \beta, \gamma) \in S_0 \cup S_1 \). We define
\[
q_t(i, j, k, s) = p(a = i, b = j, c = k, (\alpha, \beta, \gamma) \in S_s \mid (\alpha, \beta, \gamma) \in S_0 \cup S_1),
\]
where the indices \( i, j, k \) are each either \( L \) or \( R \), and the index \( s \) is either 0 or 1. This is a probability distribution, since if \((\alpha, \beta, \gamma) \in S_0 \cup S_1 \), then it must be either in \( S_0 \) or \( S_1 \), and all parties must output either \( L \) or \( R \) (hence normalization and positivity are satisfied). Using the definition of conditional probability and the fact that the sets \( S_0 \) and \( S_1 \) have probability 1/8 (cf. II A 4 and Fig. S2), we see that
\[
q_t(i, j, k, s) = 4p(a = i, b = j, c = k, (\alpha, \beta, \gamma) \in S_s).
\]
Marginalizing over \( s \) gives us
\[
q_t(i, j, k) = 4p_t(a = i, b = j, c = k),
\]
the value of which is given by the parameters of the model, e.g. the transmissivity.

Next we would like to express other marginals, e.g. \( q_t(i, s) \equiv \sum_j q_t(i, j, k, s) \), as a function of the target probability distribution. To do this, first note that if \( b = 0 \) then \( \alpha \in Z^B_0, \gamma \in X^B_0 \) and either \( \beta \in Y^A_0 \) or \( \beta \in Y^C_0 \). Note that next to a 0 output we can only have the other two parties answering \{\chi, 2\} or \{\chi, \}\. For \( q_t(i, s) \) we are, however, interested in the Probabilities of \( a = i \), therefore we break up the \( \chi \) in Alice’s response. In terms of probabilities this means
\[
p_t(a = i, b = 0, c = \chi) + p_t(a = i, b = 0, c = 2) =
\]
\[
= p_t(a = i, (\alpha, \beta, \gamma) \in X^B_0 \times Y^A_0 \times Z^B_0) + p_t(a = i, (\alpha, \beta, \gamma) \in X^B_0 \times Y^C_0 \times Z^A_0)
\]
where we used colors to simplify the reading, separating the sets in a local strategy on which Bob bases his choice (in blue), from those to which he has no access (in red). From now on we use a shorthand for expressions like this, indicating e.g. \((\alpha, \beta, \gamma) \in X^B_0 \times Y^C_0 \times Z^A_0 \) simply as \( X^B_0 Y^C_0 Z^A_0 \).

Next, consider the sum where we force Alice to output \( i \), but Bob and Charlie can either output 0 or \( \chi \). In other words we are focusing on the \( \chi 0 \chi, \chi 02, \chi \chi 0, \chi 20 \) outputs, breaking coarse-graining \( \chi \rightarrow L, R \) only in Alice’s case. Define the quantity \( D^A_t \) as
\[
D^A_t := p_t(a = i, b = 0, c = \chi) + p_t(a = i, b = 0, c = 2) - [p_t(a = i, b = 0, c = 0) + p_t(a = i, b = 2, c = 0)].
\]
A few manipulations show that
\[
D^A_t = p_t(a = i, X^B_0 Y^A_0 Z^B_0) + p_t(a = i, X^B_0 Y^C_0 Z^B_0) - [p_t(a = i, X^C_0 Y^C_0 Z^A_0) + p_t(a = i, X^C_0 Y^C_0 Z^B_0)] =
\]
\[
= p_t(a = i, X^C_0 Y^A_0 Z^B_0) + p_t(a = i, X^C_0 Y^C_0 Z^B_0) - p_t(a = i, X^B_0 Y^C_0 Z^A_0) - p_t(a = i, X^C_0 Y^C_0 Z^B_0) =
\]
\[
= p_t(a = i, S_0) - p_t(a = i, S_1),
\]
where we first used (S35) (and a similar expression for \( c = 0 \)), and then that Alice does not have access to \( \alpha \), so the probabilities stay the same under the swap of \( X^B_0 \) for \( X^C_0 \) and \( X^B_0 \) for \( X^C_0 \). Finally we identified \( S_0 \) and \( S_1 \) in the relevant expressions. Hence, we could express the differences of \( q(i, s = 0) \) and \( q(i, s = 1) \) as an expression of known terms. We also know that the sum is
\[
p_t(a = i, S_0) + p_t(a = i, S_1) = p(a = i, b = \chi, c = \chi) = \sum_{j,k=L,R} p(a = i, b = j, c = k).
\]
(S39)
Combining the two we get that

\[ q(i, s = 0) = 2p_t(a = i, b = \chi, c = \chi) + 2D^t_A \]  
(S40)

\[ q(i, s = 1) = 2p_t(a = i, b = \chi, c = \chi) - 2D^t_A \]  
(S41)

C. Testing \( q_t(i, j, k, s) \) using linear programming

We sum up here the marginal properties (boxed equations in the previous section II.B) of the distribution \( q_t(i, j, k, s) \) found above. These properties are linear constraints on the vector \( q_t(i, j, k, s) \) which are parametrized by the transmissivity \( t \). A linear program can be implemented to verify if a distribution \( q_t(i, j, k, s) \) compatible with these marginals exists.

a. Constraint 0 (normalization). First of all,

\[ q_t(i, j, k, s) \geq 0 \quad \forall i, j, k, s \quad \text{and} \quad \sum_{i,j,k,s} q_t(i, j, k, s) = 1 \]  
(S42)

that is, it truly represents a probability vector.

b. Constraint 1. Then

\[ \sum_s q_t(i, j, k, s) = 4p_t(a = i, b = j, c = k) \]  
(S43)

with (cf. Sec. I)

\[ 4p_t(RRL) = \frac{1}{2}t(1-t)(1+2\sqrt{t(1-t)}), \quad 4p_t(RLL) = \frac{1}{2}t(1-t)(1-2\sqrt{t(1-t)}), \]
\[ 4p_t(LLL) = \frac{1}{2}((1-t)^2 + t^2)^2, \quad 4p_t(RRR) = \frac{1}{2}((1-t)^2 - t^2)^2. \]  
(S44)

and cyclic combinations (meaning only the number of \( Ls \) and \( Rs \) matters).

c. Constraint 2. This constraint is actually a consequence of Constraint 1, but we write it for completeness.

\[ \sum_{s,j,k} q_t(i, j, k, s) = 4p_t(a = i, \chi, \chi) \quad \text{and cyclic cases } i \rightarrow j \rightarrow k \rightarrow i. \]  
(S45)

\[ \sum_{j,k} q_t(i, j, k, s = 0) - q_t(i, j, k, s = 1) = 4[p_t(a = i, 0, \chi) + p(a = i, 0, 2) - p(a = i, \chi, 0) - p(a = i, 2, 0)] \]  
(S46)

and cyclic combinations. This last constraint can be made explicit (cf. Sec. I)

\[ i = L \rightarrow 4[p_t(a = i, 0, \chi) + p_t(a = i, 0, 2) - p_t(a = i, \chi, 0) - p_t(a = i, 2, 0)] = \frac{1}{2} - t, \]  
(S47)

\[ i = R \rightarrow 4[p_t(a = i, 0, \chi) + p_t(a = i, 0, 2) - p_t(a = i, \chi, 0) - p_t(a = i, 2, 0)] = t - \frac{1}{2}. \]  
(S48)

e. Relation to Ref.[26] and equivalence between \( p_t \) and \( p'_t \). The constraints defining the linear program above, can be translated to be the same constraints of a linear program found in Ref. [26], where the distribution \( p'_t \) (S23) is considered (in [26] \( t \) is identified as \( u^2 \)). Specifically, both the distributions \( p_t \) and \( p'_t \) are local if a solution \( \bar{q}_t(i, j, k, t) \) to the same linear program exists and can be generated via a local model (cf. [26]). This proves that the local feasibility of \( p_t \) is equivalent to that of \( p'_t \). At the same time, the existence of \( \bar{q}_t(i, j, k, t) \) is a necessary condition for the local feasibility of \( p_t \). This means that when the linear program fails to find a solution, the nonlocality of \( p_t \) is certified, while if a solution is found, this does not directly imply the locality of \( p_t \).

The Linear Program resulting from the constraint above is infeasible for \( t \in (0, 0.215) \) and \( t \in (0.785, 1) \).
III. NOISY OPTICAL REALISATION

As introduced in the main material, after proving the nonlocality of the idealized experiment, in this section we give the modelling details of the imperfections that can arise in the different elements of the optical network presented in Fig. 1, when realized experimentally. We focused on:

a. the impurity of the generated single-photon entangled state \(|\psi^+\rangle\),

b. the transmissivity of the optical channels (\(T\)) of the network, and
c. the efficiency of the final photodetectors (\(\nu\)).

Our results (see Main Material) indicate that the noise tolerance w.r.t. these parameters is of the order of few percentage points, which makes the proposal very stringent from the experimental point of view, but possible on a table-optical experiment with high-efficient detectors.

### a. Source imperfections

Firstly, we considered a realistic process of creation for the single photon entangled state \(|\psi^+\rangle = ((|01\rangle + |10\rangle)/\sqrt{2}\). This is generated by a single photon sent onto a 50:50 beamsplitter. Typical sources achieve the heralding of single photons from two-photon states created in a SPDC process, followed by the detection of one of the two photons [38, 39].

An externally controlled laser pulses at high frequency on a \(\chi^{(2)}\) non-linear crystal. For each pulse, the crystal consequently outputs a two-mode squeezed vacuum state \(|\Psi\rangle \propto \sum_n q^n|nn\rangle\). Then, photodetection is performed on one of the two modes. Conditioning on a detection allows to isolate a very good approximation of the one-photon Fock state on the unmeasured mode [40]. The trade-off between probability of heralding and quality (fidelity to target) of the heralded state is strongly conditioned by the photodetector efficiency and ability to resolve photon number, as well as the characteristics of the crystal and the laser power, which tune the value of \(q\) [40]. Here we chose typical currently achievable values for the SPDC, which we assume to have \(q = 0.01\) and 10MHz frequency of the pulses [41].

The heralding is simulated by currently available number-resolving photodetectors which we assume to have 8-photon resolution achieved with an array of \(M = 8\) single photon detectors pixels, having each a \(\eta = 70\%\) efficiency, well in the range of present technologies [42, 43]. Conditioning on the firing of a single pixel in the detector, the resulting state in the unmeasured mode can be approximated by

\[
\rho \sim (1 - Q)|1\rangle|1\rangle + Q|2\rangle|2\rangle + \mathcal{O}(Q^2),
\]

where \(Q \propto q\) is the ratio between the chance of obtaining a single pixel firing due to a double-photon hitting the detector, and the chance of obtaining a single pixel fire due to a single photon, i.e.

\[
Q = \frac{q^2}{q\eta} \left( \frac{1}{M} (1 - (1 - \eta)^2) + 2 \frac{M-1}{M} \eta (1 - \eta) \right),
\]

Note that the probability of heralding is \(q\eta\) and thus for the three sources (of the experiment proposed in the main text) to be heralded at the same time, the corresponding total experimental repetition rate is of approximately \(q^3\eta^310\text{MHz} \sim 1\text{Hz}\) [44].

Considering the imperfect state \(\rho\) (S49), propagated through a 50:50 beamsplitter, the resulting true source shared by each couple in the triangle network is

\[
\rho = (1 - Q)|\psi^+\rangle\langle\psi^+| + Q|\varphi\rangle\langle\varphi| + \mathcal{O}(Q^2),
\]

With the above-mentioned values of \(q\), \(\eta\), and \(M\), it results \(Q = 0.006875\).

Notice that the same single-photon preparation could be done with simple, non-number-resolving (NNR) photodetection. In such a case the value of \(Q\) (which we remind, is the ratio between the chance of the detector clicking due to a double-photon, and the chance of a click due to a single-photon), would be

\[
Q^{\text{(NNR)}} = \frac{q^2(1 - (1 - \eta)^2)}{q\eta} = q(2 - \eta),
\]

where \(\eta\) is the efficiency of the detectors. We see that in such a case \(Q\) is bounded to be larger than \(q\), for example with the same values above (\(q = 0.01\), \(\eta = 70\%\)), one obtains \(Q^{\text{(NNR)}} = 0.013\), essentially double what can be obtained with number-resolving detectors. This is not a huge limitation per se, as we can rescale \(q\) to make \(Q^{\text{(NNR)}}\) smaller. At the same time, halving \(q\) makes the total repetition rate of the experiment (\(\propto q^3\eta^3\)) decrease by one order of magnitude.

Finally, let us notice how basing our proposal on the single-photon state \(|\psi^+\rangle \propto |01\rangle + |10\rangle\) is crucial in our scenario. A unitarily equivalent state is the two-photon state \(|\chi\rangle \propto |HV\rangle + |VH\rangle\), which encodes the information in the polarization degree of freedom. However the creation of such state from an SPDC source typically needs the heralding of the 6-photons term [33] from \(\sum_n q^n|nn\rangle\) (and 4 photodetectors per source) [31]. This means that even in an ideal scenario in which all detectors have unit efficiency, the probability of heralding the correct state would be \(\sim q^3\), and for the whole experiment with 3 sources, \(q^3\), compared to \(q^2\) for our single-photon proposal. For a 1% error in the source, we chose \(q = 0.01\), which is translated into 12 orders of magnitude of difference in the heralding rate.
b. Losses in the channels  Secondly, loss might happen during the transmission along the channels that form the sides of the triangle network of Fig. 1, before the local POVM performed by the parties. We denote by $T$ the transmissivity of these optical channels. The resulting correction due to photon loss can be computed as

$$\delta\rho = \sum_{n,X_i} K^{(n)}_{X_i} \rho K^{(n)\dagger}_{X_i}$$  \hspace{1cm} (S53)

where Kraus operators of the form

$$K^{(n)}_{X_i} = \sqrt{(1-T)} \sqrt{n} |n-1\rangle_{X_i} \langle n|,$$  \hspace{1cm} (S54)

act on each of the six modes $X_i$, and the sum is truncated to $n = 1, 2$ (given the support of input state $\langle S51 \rangle$). In fact, as we work in the regime of low losses, we only keep the first-order terms in $1 - T$ in Eq. (S53).

c. Detectors  Finally, the photodetectors used at the vertices of the triangle (Fig. 1) do not resolve photon number, and are assumed to have a finite, high efficiency close to 100%. Notice that high efficiencies close to 100% have been reached by modern photodetection systems [45–49].

IV. GENERALIZATION TO CHAINS OF $N$ PARTIES

In this section, we sketch a generalization of the experiment presented in the main text (which is proposed in the triangle scenario), to a chain of $N$ parties in a circular network. For such case, we generalize the procedure carried out through Sec. II which proves the existence of a range of transmissivities for which the network output is nonlocal.

The generalized experiment is described as follows: $N$ parties $A_i$ share a copy of the single photon state $|\psi^+\rangle = \frac{|01\rangle + |10\rangle}{\sqrt{2}}$ for each couple of neighbouring parties $A_i A_{i+1}$ with $i = 1, \ldots, N$ (the total network is circular and thus we identify $N+1 \equiv 1$). Each party consequently receives two input modes containing at most 1 photon, and performs the same measurement described in the main text (6), and detailed in Sec. I, consisting in a local mixing of the modes with a beamsplitter of transmissivity $t$, followed by photodetection on both modes. All the parties choose the same value for $t$ and the photodetectors do not resolve the number of photons, thus being described by projective measurements on vacuum and its orthogonal complement $M^\square = |0\rangle \langle 0|$, $M^\Box = 1 - |0\rangle \langle 0|$. Consequently, the resulting output distribution is given by

$$p_i(a_1, \ldots, a_n) = \text{Tr} \left[ \bigotimes_{i=1}^{N} \psi_+^{A_i(a_i)} A_i^{(L)} \bigg( \bigotimes_{j=1}^{N} \Pi_{A_j^{(L)} A_j^{(R)}}^{(a_j)} \bigg) \right], \quad a_j = 0, L, R, 2 ,$$  \hspace{1cm} (S56)

where the state $\psi^+ \equiv |\psi^+\rangle \langle \psi^+|$ is shared between each “right mode” of the $i$th party ($A_i^{(R)}$) and the “left mode” ($A_i^{(L)}$) of the following, and each party performs the POVM operationally described above, corresponding to $\Pi_t$ (6) (detailed in Eqs. (S7)-(S10)) on its two modes.

We now put constraints on any possible local strategy aiming at reproducing the same statistical output of $p_i$ in the circular network. That is we assume $p_i$ can be written as

$$p_i(a_1 \ldots a_N) = \int d\alpha_{12} d\alpha_{23} \ldots d\alpha_{N1} p_{A_1} (a_1 |\alpha_{N1} \alpha_{12}) p_{A_2} (a_2 |\alpha_{12} \alpha_{23}) \ldots p_{A_N} (a_N |\alpha_{(N-1)N} \alpha_{1N})$$  \hspace{1cm} (S57)

where $a_j$ is the output of party $A_i$, which is based on a local response on the hidden variables $\{\alpha_{i(i+1)}, \alpha_{(i-1)i}\}$ shared with his left and right neighbours. In the coarse grained scenario, parties can output 0, $\chi$, 2 as before ($\chi$ is the coarse graining of $\{L, R\}$, cf. Sec. II), representing the outcomes with the equivalent of the sets (S28), accompanying the formal definitions with an intuitive notation and explanation of the underlying local model; the sets are represented by arrows that intuitively
FIG. S3. Generalized setting with \( N \) parties \( A_k \), and representation of the sets (S58)-(S61) describing a local strategy that simulates \( p_t \) (cf. Eq.s (S56) and (S57)).

suggest the direction of "classical photons" in a corresponding local hidden variable model. The following definitions are pictured in Figure S3. We have formally, for the set of sources \( \alpha((k-1)k) \) between \( A_{k-1} \) and \( A_k \),

\[
(\leftarrow^k) := \{ \alpha((k-1)k) \mid \exists \alpha_{k(k+1)} : A_k(\alpha((k-1)k), \alpha_{k(k+1)}) = 0 \} \quad (S58)
\]

This is the set allowing \( A_k \) to output 0 for some of the hidden variables that come from the other side. That is, classical photons are not sent to \( A_k \) from the left.

\[
(\leftarrow^{k-1}) := \{ \alpha((k-1)k) \mid \exists \alpha_{(k-2)(k-1)} : A_{k-1}(\alpha((k-2)(k-1)), \alpha_{((k-1)k)}) = 0 \} \quad (S59)
\]

This is the set allowing \( A_{k-1} \) to output 0 for some of the hidden variables that come from the other side. That is, classical photons are not sent to \( A_{k-1} \) from the right.

\[
(\rightarrow^k) := \{ \alpha((k-1)k) \mid \exists \alpha_{k(k+1)} : A_k(\alpha((k-1)k), \alpha_{k(k+1)}) = 2 \} \quad (S60)
\]

This is the set allowing \( A_k \) to output 2 for some of the hidden variables that come from the other side. That is, some classical photons are sent to \( A_k \) from the left.

\[
(\rightarrow^{k-1}) := \{ \alpha((k-1)k) \mid \exists \alpha_{(k-2)(k-1)} : A_{k-1}(\alpha((k-2)(k-1)), \alpha_{((k-1)k)}) = 2 \} \quad (S61)
\]

This is the set allowing \( A_{k-1} \) to output 2 for some of the hidden variables that come from the other side. That is, some classical photons are sent to \( A_{k-1} \) from the right.

**A. Constraints on the sets**

We here derive in this generalized \( N \)-party scenario the constraints on any local model reproducing \( p_t \) corresponding to those obtained for the triangle network (IIA1 to IIA4).

As depicted in Fig. S3 we have, firstly,

\[
(\leftarrow^k) \cap (\rightarrow^{k-1}) = \emptyset , \quad (S62)
\]

because otherwise two neighbouring parties \( A_{k-1}, A_k \), would be allowed to output 0 at the same time, which is in contrast with the output of \( p_t \) (the photon shared between two parties ends up in one of their detectors).

Secondly

\[
(\leftarrow^k) \cup (\rightarrow^{k-1}) = 1 , \quad (S63)
\]

meaning that, together, the two sets form the total set of sources \( \alpha((k-1)k) \) between \( A_{k-1} \) and \( A_k \). This is proven as a consequence of the fact that at least one between \( A_{k-1} \) and \( A_k \) must be allowed to output 0 (otherwise there would
be a non-zero probability of more than $N$ photodetectors firing, as in \( \{a_{k-1} = \chi, a_k = \chi, a_{k+1} = 2, \chi, \chi, \ldots \} \). The initial total number of photons is $N$, therefore this cannot happen.

Thirdly we have

\[
(\rightarrow^k) \subseteq (k-1 \leftarrow \rightarrow), \quad (S64)
\]

\[
(k-1 \leftarrow \rightarrow) \subseteq (\rightarrow^k). \quad (S65)
\]

This is true again because otherwise an event like \( \{a_{k-1} = \chi, a_k = 2, a_{k+1} = \chi, \chi, \ldots \} \) or \( \{a_{k-1} = 2, a_k = \chi, a_{k+1} = 2, \chi, \chi, \ldots \} \) would have nonzero probability. All the above constraints are derived out of photon number conservation (note that in our optical setup, if we do not resolve the number of photons, sometimes we may lose track of some of them when they end up in the same detector, which is why we are not able to say that the above equations are equalities, but just inclusions).

Now, it is also true that

\[
\text{all the } (\rightarrow^k) \text{ and } (k \leftarrow \rightarrow) \text{ sets have probability equal to } \frac{1}{2^N}. \quad (S66)
\]

This can be proven by using the definitions as

\[
(\rightarrow^k) \ast (k \leftarrow \rightarrow) \geq p(a_k = 0) = \frac{1}{4} = \left( \frac{(k \leftarrow \rightarrow) + (\rightarrow^k + 1)}{2} \right)^2 \geq (k \leftarrow \rightarrow) \ast (\rightarrow^k + 1) \quad (S67)
\]

which implies \( (\rightarrow^k) \geq (\rightarrow^k + 1) \), but such inequality can be cycled until obtaining \( (\rightarrow^k) \geq (\rightarrow^k) \), which entails that all the inequalities are actually equalities.

**B. Constraints on the local coarse grained strategy**

Given \( (S66) \), we have that the parties will output deterministically 0 when allowed from both sides, as they have to simulate \( p(0) = \frac{1}{4} \). Summing up we have

\[
(\rightarrow^k)A_k(k \leftarrow \rightarrow) \Rightarrow A_k \text{ outputs 0} \quad (S68)
\]

\[
(k-1 \leftarrow \rightarrow)A_k(k \leftarrow \rightarrow) \quad \text{or} \quad (\rightarrow^k)A_k(\rightarrow^k + 1) \Rightarrow A_k \text{ outputs } \chi \quad (S69)
\]

\[
(k-1 \leftarrow \rightarrow)A_k(\rightarrow^k + 1) \Rightarrow A_k \text{ outputs } \chi \text{ or 2} \quad (S70)
\]

**C. Breaking the coarse-graining and finding linear constraints**

Here we repeat and generalize the scheme presented in II B to give linear constraints on a subset of the local response functions. We define \( q_t(i_1, i_2, ..., i_N, s) \), analogously to \( (S32) \) as the probability of outputting \( \{\chi_{i_1}, \chi_{i_2}, ..., \chi_{i_N}\} \) given sources as coming from left \( (s = 0) \) or right \( (s = 1) \) part of the sets drawn in Fig. S3, i.e.

\[
q_t(i_1, i_2, ..., i_N) = \begin{cases} 
  p_t(a_1 = \chi_{i_1}, a_2 = \chi_{i_2}, ..., a_N = \chi_{i_N}, (\alpha_{12}, \alpha_{23}, ...) \in S_0) & s = 0 \\
  p_t(a_1 = \chi_{i_1}, a_2 = \chi_{i_2}, ..., a_N = \chi_{i_N}, (\alpha_{12}, \alpha_{23}, ...) \in S_1) & s = 1 
\end{cases} \quad (S71)
\]

where we formally define the above mentioned sets as

\[
S_0 := \chi_j(\rightarrow^j) \equiv (\rightarrow^1) \times (\rightarrow^2) \times \cdots \times (\rightarrow^N), \\
S_1 := \chi_j(1 \leftarrow \rightarrow) \equiv (1 \leftarrow \rightarrow) \times (2 \leftarrow \rightarrow) \times \cdots \times (N \leftarrow \rightarrow). \quad (S72)
\]

Given that the configurations of sources \( \chi_j(\rightarrow^j) \) and \( \chi_j(1 \leftarrow \rightarrow) \) are the only ones allowing possible outputs being all \( \chi \), \( q_t \) satisfies the following equality involving one of its marginal distributions

\[
\sum_{s=0,1} q_t(i_1, i_2, ..., i_N, t) = p_t(\chi_{i_1}, \chi_{i_2}, ..., \chi_{i_N}). \quad (S73)
\]

We now consider instead the marginal on \( i_k \) and \( t \)

\[
q_t(i_k, s) = \sum_{i_1, ..., i_{k-1}, i_{k+1}, ..., i_N} q_t(i_1, i_2, ..., i_N, s). \quad (S74)
\]
This satisfies

$$q_t(i_k, 0) - q_t(i_k, 1) = \frac{p_t(a_k = \chi_i, a_{k+1} = 0) - p_t(a_{k-1} = 0, a_k = \chi_i)}{2^{N-3}}.$$  \hspace{1cm} (S74)

The proof of this equation is formalized as follows

$$q_t(i_k, 0) - q_t(i_k, 1)
= p_t(a_k = \chi_i, \chi_j \rightarrow j) - p_t(a_k = \chi_i, \chi_j \leftarrow j)
= p_t(a_k = \chi_i, \chi_j \rightarrow (j \rightarrow k) \times (j \rightarrow k+1) \times (k+1 \rightarrow k) - p_t(a_k = \chi_i, \chi_j \leftarrow (j \leftarrow k-1) \times (k-1 \leftarrow k) \times (k \leftarrow k))
= \frac{1}{2^{N-3}} \left[ p_t(a_k = \chi_i, a_{k+1} = 0) - p_t(a_{k-1} = 0, a_k = \chi_i) \right].$$  \hspace{1cm} (S75)

The first equality above simply follows from the definition of $q_t(i_k, s)$ for $s = 0, 1$. The second equality is obtained by noticing that all sets $(\rightarrow j)$ and $(j \leftarrow)$ have probability $1/2$, and that the output $a_k$ does not depend on the source shared between $A_{k+1}$ and $A_{k+2}$, nor it depends on the source shared between $A_{k-2}$ and $A_{k-1}$. The third equality is obtained by tracing out the probability of $N - 3$ of the sets which were included in the previous lines. Finally the last inequality is implied by property (S68).

The above constraints on $q_t$ coincide with the ones derived in the Appendix C of [26]. There, it is proven that it is always possible to choose the value of the transmissivity $t$ such that no solution can be found for $q_t(i_1, i_2, \ldots, i_N, s)$ satisfying the linear constraints (S73) and (S74). Therefore for those values $t$ the output $p_t$ of the experiment is proven to be nonlocal.