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Abstract—This paper proposes novel approaches to design hierarchical decentralized robust controllers for homogeneous linear multi-agent systems (MASs) perturbed by disturbances/noise. Firstly, based on LQR method, we present a systematic procedure to design hierarchical decentralized optimal stabilizing controllers for MASs without disturbances/noise. Next, a method for deriving reduced-order hierarchical decentralized stabilizing controllers is presented by suitable selections of the weighting matrices in the LQR performance index. Secondly, the hierarchical decentralized robust controller designs in terms of $H_\infty$ and $H_2$ norms are introduced, which include two different scenarios namely general and LQR-based synthesis. For the general synthesis, the robust controller gains are computed as solutions of a distributed convex optimization problem with LMI constraints. On the other hand, for the LQR-based design, the robust controller gains obtained from the general synthesis are further verified as LQR stabilizing gains to be unified with the LQR-based design when there are no disturbances/noise. This results in a hierarchical decentralized inverse optimal control problem, for which we will propose a new method to resolve it. Finally, several numerical examples are presented to illustrate the effectiveness of the proposed approaches.

I. INTRODUCTION

Multi-agent systems (MASs) have gained much attention recently since there are a lot of practical applications, e.g., power grids, wireless sensor networks, transportation networks, systems biology, etc, can be formulated, analyzed, and synthesized under the framework of MASs. A key feature in MASs is the achievement of a global objective by performing local measurement and control at each agent and simultaneously collaborating among agents using those local information. This allows us to design, operate, control, and manage large-scale systems in distributed and/or decentralized manners with significantly reduced time and effort, and improved reliability and security.

One important class of control problems in MASs is the synthesis of distributed controllers to guarantee the MASs robustness to disturbances/noise which can be represented by typical system norms such as $H_\infty$ and $H_2$ norms. For linear MASs, there have been several studies on distributed robust $H_\infty$ and $H_2$ controllers design, e.g. [1]–[4]. In [1], a method was presented to compute the $H_\infty$ norm of MASs in presence of exogenous disturbances and to synthesize the interconnection topology, however the design of control inputs was not considered. The article [2] introduced a synthesis approach for $H_\infty$ and $H_2$ controllers for discrete-time MASs with decomposable structures. The design method in [2] was then extended in [3] for continuous-time MASs, which actually considered one more constraints of letting all eigenvalues of the closed-loop MASs have real parts less than a given negative bound. The authors in [4] investigated the design of $H_\infty$ and $H_2$ controllers for MASs with the same feedback matrix and coupling strength for both local feedback and cooperative terms in the controller.

On the other hand, this paper investigates the hierarchical decentralized stabilization problem for homogeneous linear MASs. Each agent of course can be stabilized by itself, however we consider the context where agents collaborate with others to achieve a cooperative stabilization. The motivations for such a cooperation are as follows. First, by collaborating with others, the transient responses of agents can be improved and the control performance of the whole MAS is hence better [5]. Second, in many practical MASs, there are coordination requirements or global constraints on the inputs, states, and outputs of agents. Examples include stable formation control of agents [6], [7] where agents are required to form and keep a specific shape, and output power coordination among wind turbines in a wind farm [8], just to name a few. Therefore, agents need to exchange information with others to achieve those global requirements or constraints that cannot be fulfilled by fully decentralized control approaches.

Consequently, we propose a framework to design hierarchical decentralized stabilized controller and hierarchical decentralized robust optimal $H_\infty$ and $H_2$ controllers for homogeneous linear MASs based on LQR method. To the best of our knowledge, there has not been any similar framework in literature hitherto. Some previous studies, e.g. [9]–[13] investigated the analysis and synthesis of linear MASs utilizing LQR approach, however none of them considered the robust design with respect to disturbance or noise. On the other hand, robust $H_\infty$ and $H_2$ controllers have also been investigated for large-scale systems, e.g. [14], [15] but in different contexts. The work in [14] considered spatially interconnected systems where the systems’ structures are described by periodic or infinite interconnections, then analyzed and synthesized distributed $H_\infty$ controllers for those special systems. Next, [15] presented a general framework to characterize a broad class of optimal decentralized controllers satisfying a so-called...
quadratic invariance property that made the control design convex. However, the control design problems in this paper do not belong to the classes considered in [14], [15].

The contributions of this paper are threefold. First, this paper proposes an LQR hierarchical decentralized stabilizing control design for homogeneous linear MASs. Furthermore, the order of the derived controller can be reduced by appropriately choosing the LQR weighting matrices. Second, a new LMI-based approach is presented to design hierarchical decentralized control design for homogeneous linear MASs in presence of disturbances or noise. The control designs are formulated as distributed convex optimization problems with LMI constraints. Third, the above approach is then further developed to derive hierarchical decentralized $H_\infty$ and $H_2$ controllers whose gains are optimal in LQR sense so that it is unified with the approach of LQR hierarchical decentralized stabilizing design.

The following notations and symbols will be used in the paper. $1_n$ represents the $n \times 1$ vector with all elements equal to 1, and $I_n$ denotes the $n \times n$ identity matrix. On the other hand, the symbol $*$ is utilized for denoting the complex conjugate transpose. Next, $\text{sym}(A)$ denotes $A + A^T$ for any real matrix $A$. Moreover, $\otimes$ stands for the Kronecker product. Lastly, $>$ and $\geq$ denote the positive definiteness and positive semi-definiteness of a matrix.

II. PROBLEM DESCRIPTION

A. MAS Model

Consider a perturbed MAS having $N$ identical agents whose dynamics is described by the following state space model,

$$\begin{align*}
\dot{x}_i &= Ax_i + Bu_i + B_d d_i, \\
y_i &= C x_i + D u_i, & i = 1, \ldots, N,
\end{align*}$$

where $x_i \in \mathbb{R}^n$ is the state vector, $u_i \in \mathbb{R}^m$ is the control input, $y_i \in \mathbb{R}^p$ is the performance output, and $d_i \in \mathbb{R}^q$ represents the disturbance or noise in the $i$th agent, respectively; $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times m}$, and $B_d \in \mathbb{R}^{n \times q}$. The perturbed MAS without controller can then be represented by

$$\begin{align*}
\dot{x} &= Ax + Bu + B_d d, \\
y &= C x + D u.
\end{align*}$$

where $A = I_N \otimes A, B = I_N \otimes B, C = I_N \otimes C, D = I_N \otimes D, B_d = I_N \otimes B_d, x = [x_1^T, \ldots, x_N^T]^T, u = [u_1^T, \ldots, u_N^T]^T, y = [y_1^T, \ldots, y_N^T]^T, d = [d_1^T, \ldots, d_N^T]^T$. We here assume that all states of agents are measurable then our goal is to design a hierarchical decentralized state feedback controller for stabilizing the given MAS [2] when there are no disturbances, and the effect of disturbances to the system performance when they exist, in the sense of $H_2$ and $H_\infty$ norms, is bounded by certain prescribed quantities.

As mentioned in Section I, the cooperation among agents is required due to some global objectives, e.g., stable formation control, output coordination, or transient response improvement, etc. Denote $G$ the graph representing the information structure required in our MAS, where each node in $G$ stands for an agent and each edge in $G$ represents the interconnection between two agents. In this paper, we assume that $G$ is undirected. Then, the information structure in our MAS can be mathematically characterized by a matrix $K$ which belong to the following class,

$$\mathbb{K}_G \triangleq \{ K = K^T \in \mathbb{R}^{N \times N} \mid K_{ij} = 0 \text{ if } (i, j) \notin E \text{ & } i \neq j, \ K_{ij} = K_{ji} \neq 0 \text{ if } (i, j) \in E \},$$

where $E$ denotes the edge set of $G$.

B. Hierarchical Decentralized Control Design Problems

Hierarchical decentralized control means that there is the higher level interactions combined with fully decentralized locally controlled agents. Note that there are at least two ways to implement the higher level interactions. One is by broadcasting the appropriate aggregated signal to the neighboring agents. Another is by setting an authority which collects the aggregated signals from all the agents and sending out the appropriate signals after some computation. We prefer the former one to the latter one, because we do not need to restrict the communication graph for the latter case. In other words, we consider the case where MASs with a fixed information exchange and the problem setting is on a hierarchical network structure. In this sense, the control input to the MAS have the form

$$u_i = u_{i,1} + u_{i,2}. \tag{4}$$

The first component $u_{i,1} \triangleq F_1 x_i \in \mathbb{R}^m$ is the local feedback control from each agent to itself in order to satisfy the local objective, $F_1 \in \mathbb{R}^{m \times n}$ is the local feedback gain. The second component $u_{i,2} \in \mathbb{R}^m$ is the cooperative control input obtained by exchanging information with other connected agents through its aggregated signal $\zeta_i \triangleq F_2 x_i \in \mathbb{R}^m$ and the aggregated signal $\zeta_j \triangleq F_2 x_j \in \mathbb{R}^m$ from agent $j$, $j = 1, \ldots, N, (i, j) \in E$, to achieve the global objectives in the MAS. $F_2 \in \mathbb{R}^{m \times n}$ is the cooperative gain. This hierarchical decentralized state feedback control structure is illustrated in Figure 1.
where $F \triangleq I_N \otimes F_1 + K \otimes F_2$. Denote $\mathbb{F}_K$ the class composing of all such structured matrix $F$, i.e.,
\[ \mathbb{F}_K \triangleq \{ F \in \mathbb{R}^{(Nn) \times (Nn)} \mid F = I_N \otimes F_1 + K \otimes F_2; \quad F_1, F_2 \in \mathbb{R}^{m \times n}, K \in \mathbb{K}_s \}. \]

Consequently, the hierarchical decentralized stabilizing control design problem is specified as follows.

**Design problem 1 (Hierarchical decentralized stabilizing controller):** For the given MAS (2) with $(A, B)$ controllable and without disturbances or noises, design the hierarchical decentralized controller gain $F \in \mathbb{F}_K$ such that the closed-loop MAS is stabilized and has a desirable information structure. The design problem 1 will be resolved and presented out in Step 1 and Step 3 in the design procedure below.

Next, we investigate the hierarchical decentralized robust stabilizing controllers to minimize the effect of disturbances or noise to the system outputs in the following problems.

**Design problem 2 (Hierarchical decentralized general robust controller):** For the given MAS (2) with $(A, B)$ controllable and let the cooperating gain $K \in \mathbb{K}_s$ be chosen, design the hierarchical decentralized controller gain $F \in \mathbb{F}_K$ such that it satisfies Design problem 1 when there is no disturbances/noise, and its $H_\infty$ or $H_2$ norm is upper bounded by a given positive quantity in presence of disturbances/noise.

Note that for above problem, our purpose is to determine the robust state feedback gain $F$ without an LQR sense. However, if the robust controller with the stabilizing controller found by LQR approach in the design problem 1 is considered, $F \in \mathbb{F}_K$ should be an LQR gain. This challenging design problem is formulated as follows.

**Design problem 3 (Hierarchical decentralized LQR-based robust controller):** For the given MAS (2) with $(A, B)$ controllable and let the cooperating gain matrix $K \in \mathbb{K}_s$ be chosen, find a hierarchical decentralized controller gain $F \in \mathbb{F}_K$ which solves the design problem 2 and simultaneously is an LQR gain with respect to some performance index.

The design problems 2 and 3 will be resolved and presented with details in Section IV and Section V.

### III. HIERARCHICAL DECENTRALIZED LQR-BASED STABILIZING DESIGN FOR UNPERTURBED MASs

#### A. Class of Performance Indices

We here introduce a solution for the design problem 1 based on LQR method with the assumption that all states of agents are measurable. Consider the following performance index
\[ J = J_{x, L} + J_{x, G} + J_u, \]
where
\[ J_{x, L} = \int_0^\infty x^T (I_N \otimes Q_1)x \, dt \quad \text{(local performance index)}, \]
\[ J_{x, G} = \int_0^\infty x^T (K \otimes Q_2)x \, dt \quad \text{(global performance index)}, \]
\[ J_u = \int_0^\infty u^T R u \, dt \quad \text{(control input penalty)}, \]
and
\[ J_{x, L} + J_{x, G} \leq J_u, \]
where $Q_1 \in \mathbb{R}^{n \times n}, Q_2 \in \mathbb{R}^{n \times n}, Q_1 \geq 0, Q_2 \geq 0; \quad R \in \mathbb{R}^{(Nn) \times (Nn)}, R \succ 0; \quad K \in \mathbb{K}_s^+$ which is a class of positive semidefinite cooperation defined as follows,
\[ \mathbb{K}_s^+ \triangleq \{ K \in \mathbb{K}_s \mid K \geq 0 \}. \]

Next, rewriting the performance index $J$ as follows,
\[ J = \int_0^\infty (x^T Q x + u^T R u) \, dt, \]
where
\[ Q = I_N \otimes Q_1 + K \otimes Q_2, \]
we aim at finding $u$ having the form (5) that minimizes the performance index $J$. Employing the following assumptions:

**A1:** $(A, B)$ is controllable, **A2:** $(Q^{1/2}, A)$ is observable, it is shown from the optimal control theory that such an LQR controller is computed by $u = -F x$, $F \in \mathbb{R}^{(Nn) \times (Nn)}$ where
\[ f = R^{-1} B^T P, \]
with $P \in \mathbb{R}^{(Nn) \times (Nn)}$ is the unique positive definite solution of the following Riccati equation
\[ P A + A^T P + Q - P B R^{-1} B^T P = 0. \]

Motivated by the class of distributed feedback gains (6) and the structure of the weighting matrix $Q$, we select the weighting matrix $R$ with the following form
\[ R^{-1} = I_N \otimes R_1 + K \otimes R_2, \]
and
\[ R_1, R_2 \in \mathbb{R}^{m \times m}, R_1 \succ 0, R_2 \succ 0. \]

In the previous works, it was proved that if $A, B, C, R, Q$ belong to some operator algebra [11] or semigroup [12] then the solution $P$ of the Riccati equation [11] also belongs to that algebra or semigroup. As a result, they could prove that the LQR controller gain $F$ has a similar property. However, in our current setting, $A, B, C, R, Q$ do not belong to any operator algebra or semigroup, which leads to the impossibility for showing that with the choice of the weighting matrices as in [10] and [12], $P$ has the same structure. Therefore, in the next subsection, we will propose a method of choosing the weighting matrices $Q$ and $R$ with the forms of [10] and [12], which completely fits our situation and purpose.

On one hand, our method has a disadvantage since $Q$ and $R$ must have some special forms and cannot be arbitrarily as in the standard LQR. Note however that this is reasonable since $Q$ and $R$ are selectable parameters, and in fact we still have some specific degree of freedom to choose them as pointed out in Step 1 and Step 3 in the design procedure below. On the other hand, this is also an advantage since this sacrifice on LQR cost allows us to deal with a broader class of systems where the agents’ dynamics and the class of controllers are less restrictive than those in existing results including operator algebra, semi-group, quadratic invariance, etc.
B. Design Procedure

In this section, we propose a systematic design procedure for state feedback hierarchical decentralized controllers as stated in the design problem 1, which consists of four steps.

- **Step 1 (Local LQR Design):** Select the weighting matrices \( Q_1 \in \mathbb{R}^{n \times n} \) and \( R_1 \in \mathbb{R}^{m \times m} \) for the local objectives, such that \( Q_1 \succeq 0, R_1 \succeq 0, \) and \((Q_1^{1/2}, A)\) is observable, and solve the local Riccati equation

\[
P_1 A + A^T P_1 - P_1 B R_1 B^T P_1 + Q_1 = 0,
\]

(13)

to obtain the unique positive definite solution \( P_1 \in \mathbb{R}^{n \times n} \).

- **Step 2 (Setting Upper Layer Interactions):** Choose a positive semidefinite matrix \( K \in \mathbb{R}^{+} \).

- **Step 3 (Global LQR Setting):** Choose \( R_2 \in \mathbb{R}^{n \times m}, R_2 \succ 0 \) and set \( Q_2 \in \mathbb{R}^{n \times n} \) as follows:

\[
Q_2 = P_1 B R_2 B^T P_1,
\]

(14)

where \( P_1 \in \mathbb{R}^{n \times n} \) is obtained from Step 1.

- **Step 4 (State Feedback Gain Calculation):** Set the state feedback gains \( F_1 \) and \( F_2 \) as follows:

\[
F_1 = R_1 B^T P_1, \quad F_2 = R_2 B^T P_1.
\]

Remark 1: Note that in the Step 2 above, even when the MAS’s information structure is given, i.e., the structure of \( K \) is known, we still can design \( K \) by choosing its elements. This will be illustrated in the numerical example in Section III-C.

The following theorem clearly shows the validation of the design procedure in which the resultant LQR controller belongs to the class \( F_K \) in (6) if the weighting matrices are chosen as in the design procedure.

**Theorem 1:** Consider the MAS with dynamics of agents represented by (1) in which \((A, B)\) is controllable. Let \( K \) be a matrix in the class \( \mathbb{K}_+ \) and the weighting matrices \( Q \) and \( \mathcal{R} \) have the forms (10) and (12) with \( R_2 \in \mathbb{R}^{n \times m}, R_2 \succ 0 \) and \( Q_2 \in \mathbb{R}^{n \times n} \) chosen as in (14). Then the hierarchical decentralized optimal LQR state feedback gain is given by

\[
F = I_N \otimes F_1 + K \otimes F_2,
\]

(15)

where

\[
F_1 = R_1 B^T P_1, \quad F_2 = R_2 B^T P_1.
\]

Proof: Assumption A1 is obvious since it is equivalent to the controllability of \((A, B)\). On the other hand, Assumption A2 holds when \( Q_2 = 0 \). With extra term \( K \otimes Q_2 \) in \( Q \), which is positive semidefinite, the observability condition is not broken, and hence Assumption A2 holds even for any \( Q_2 \succeq 0 \). In addition, \( \mathcal{R}^{-1} = I_N \otimes R_1 + K \otimes R_2 \succ 0, \) i.e., \( \mathcal{R} \succ 0 \). Thus, (11) has a unique positive definite solution.

Next, substituting \( \mathcal{P} = I_N \otimes P_1 \) and \( Q, \mathcal{R} \) back to the Riccati equation (11), we obtain

\[
0 = I_N \otimes (P_1 A + A^T P_1 - P_1 B R_1 B^T P_1 + Q_1) + K \otimes (Q_2 - P_1 B R_2 B^T P_1).
\]

(17)

This is always true with \( Q_2 = P_1 B R_2 B^T P_1 \) and \( P_1 \) is the solution of (13). Hence, \( \mathcal{P} = I_N \otimes P_1 \) is a solution of (11). Since we have obtained the uniqueness of the solution of (11), that matrix \( \mathcal{P} \) is the unique solution. Accordingly, the hierarchical decentralized optimal LQR controller gain is calculated as follows,

\[
F = \mathcal{R}^{-1} \mathcal{P} = \mathcal{R}^{-1} (I_N \otimes P_1) + K \otimes (R_2 B^T P_1).
\]

Thus, \( F_1 \) and \( F_2 \) are determined by (16).

The main advantages of the proposed controller in Theorem 1 are twofold. Firstly, it is hierarchical decentralized, which composes of two components. The first component with the gain \( I_N \otimes (R_1 B^T P_1) \) represents the local feedback of each agent to itself in order to satisfy the local objective of its stability. The second component with the gain \( K \otimes (R_2 B^T P_1) \) shows the cooperation among agents to achieve the global objectives of the whole MAS (e.g. in stable formation control with a desired information structure). More specifically, matrix \( K \), which is selectable as in Step 2 of the design procedure in Section III-B, reflects the communication structure among agents; and the other term \( R_2 B^T P_1 \) shows the form of aggregated signals to be exchanged among agents. Secondly, the proposed controller is globally optimal but its gains are locally calculated by solving just a common local low-dimension Riccati equation (13), which is independent of the number of agents. Therefore, the computation burden as the number of agents largely increases is completely avoided.

On the other hand, it can be seen that the optimal performance index for the whole MAS is equal to

\[
J_{min} = x_0^T P x_0 = \sum_{i=1}^{N} x_{0,i}^T P_i x_{0,i},
\]

(18)

which is sum of minimum local performance indices of individual agents and is independent of the information graph. Therefore, the cost for stabilization is not changed even if the communication structure in the MAS is varied.

Remark 2: Another result of LQR-based hierarchical decentralized stabilizing controllers for heterogeneous MASs has recently been introduced in [5] of which agents have the same input dimension but the state and output dimensions are different. However, the derived controller in [5] restricted the class of the LQR weighting matrices, which resulted in a restricted hierarchical decentralized controller (cf. Theorem 1 in [5]). More specifically, when applying to homogeneous MASs, the controller in [5] becomes less general than the obtained one (15) in the current paper, where \( R_1 \) and \( R_2 \) become multiples of the identity matrix. Furthermore, the designs of reduced-order hierarchical decentralized controllers, robust \( H_\infty \) and \( H_2 \) hierarchical decentralized controllers were not considered in [5].

C. Illustrative example 1

Consider a network of 3 identical unstable agents whose model is described by (1) without disturbances or noise and

\[
A = \begin{bmatrix} 0 & 1 \\ -1 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

(19)
The outputs of agents are \( y_i = Cx_i, i = 1, 2, 3 \) where \( C = [1, 0] \). Then let \( K \) be a Laplacian matrix as follows,

\[
K = \begin{bmatrix}
1 & -1 & 0 \\
-1 & 1 + q & -q \\
0 & -q & q
\end{bmatrix}, q \geq 0.
\] (20)

This matrix \( K \) implies that agents 1 and 2 are connected, agents 2 and 3 may be connected while agents 1 and 3 are not connected. Subsequently, we can rewrite the global performance index as follows,

\[
J_{x,G} = (x_1 - x_2)^T Q_2 (x_1 - x_2) + q (x_2 - x_3)^T Q_2 (x_2 - x_3).
\]

It then can be seen that \( J_{x,G} \) puts a penalty under the form of a quadratic function with a weight matrix \( Q_2 \) for the differences between the states of agents and hence by minimizing \( J \) including \( J_{x,G} \), the gaps between agents’ states are reduced simultaneously with the decrease of the states. As a result, the convergence speed of the agents’ states to zero will be faster as both \( J_{x,C} \) and \( J_{x,G} \) are utilized than when only \( J_{x,C} \) is used. Furthermore, by changing the value of \( q \), the system responses are also changed.

The simulation result in Figure 2 exhibits the output responses of agents without a global performance index and when a global performance index is employed with \( q = 0 \), i.e., agents 2 and 3 are not connected. Obviously, when the global performance index is employed but \( q = 0 \), the output of agent 1 converges to the output of agent 2 before all outputs of agents come to zero. This is because only those agents are connected while agent 3 is not connected to any of them. Next, Figure 3 shows the output responses of agents when \( q = 10 \) and \( q = 20 \). We can observe that the convergence speed in these two cases are faster than in the former ones. Furthermore, the output of agent 2 rapidly converges to the output of agent 3 before all the agents’ outputs come to zero as \( q \) increases. This is because the larger weight is put on the state difference of the 2nd and 3rd agents making them converge to each other faster. In other words, by letting \( q \) larger the network is divided into two groups of agents in which the first group consists of agent 1 and the second group comprises of agents 2 and 3. Thus, the structure of the network is clearly reflected in the interconnection matrix \( K \) and changing the elements of \( K \) can improve the transient responses of agents and the whole MAS’s control performance.

\section*{D. Further Stabilizing Design: Reduced-order Hierarchical Decentralized Controllers}

In this section, we aim at developing a method to reduce the order of the hierarchical decentralized optimal stabilizing controller derived above. Following the idea of selective pole shift proposed in [17]–[20] for single linear systems, we further elaborate on the suitable selection of the LQR weighting matrices to derive the reduced-order hierarchical decentralized stabilizing controllers for linear MASs. The details of our method is presented below.

For simplicity, we assume that the eigenvalues of each agent’s state matrix \( A \) are distinct. Suppose that \( \lambda_1, \ldots, \lambda_q \), \( 0 < q < n \) are unstable or undesirable eigenvalues of \( A \) and \( \nu_1^*, \ldots, \nu_q^* \) are the associated left-eigenvectors. Let us select the weighting matrix \( Q_1 \) under the form

\[
Q_1 = VQ_1V^*,
\] (21)

where \( V = [\nu_1, \ldots, \nu_q] \), \( Q_1 \succeq 0 \). We will show in the following theorem that this selection of \( Q_1 \) gives us a reduced-order hierarchical decentralized controller for the MAS without disturbances or noise.

\textit{Theorem 2:} With \( Q_1 \) selected in (21) such that assumption A2 is satisfied, the controller designed in Theorem 1 has the order of at most \( q < n \), resulting in a reduced-order hierarchical decentralized optimal LQR state feedback controller for the given MAS without disturbances or noise. Moreover, the eigenvalue set the closed-loop system matrix \( \hat{A} \) is characterized as follows,

\[
\sigma(\hat{A}) = \left( \bigcup_{\gamma \in \sigma(K)} \sigma(\Xi_\gamma) \right) \bigcup \{\sigma(A) \setminus \{\lambda_1, \ldots, \lambda_q}\},
\] (22)

where \( \Xi_\gamma \) is defined by

\[
\Xi_\gamma = \Lambda - z (R_1 + \gamma R_2)z^* P_1, \Lambda = \text{diag}\{\lambda_i\}_{i=1, \ldots, q},
\] (23)

with \( z^* \triangleq B^T V \in \mathbb{C}^{q \times m} \).
Proof: Let \( P_1 \in \mathbb{R}^n \times n, P_1 > 0 \) be the solution of the following Riccati equation
\[
P_1 A + \Lambda P_1 - P_1 R_1 P_1 + Q_1 = 0,
\] (24)
where \( R_1 \triangleq V^* BR_1 B^T V \). Then we can easily check that \( P_1 = V P_1 V^*, P_1 > 0 \) is a solution of the Riccati equation \((13)\) by substituting \( Q_1 \) and \( P_1 \) back to \((13)\). Since Riccati equation \((13)\) has a unique positive definite solution, this \( P_1 \) is indeed that unique solution. Hence, instead of solving an \( n \)-th order Riccati equation \((13)\), we only need to resolve a lower dimension, \( q \)-th order Riccati equation \((24)\). As a result, the controller designed in Theorem \((2)\) becomes a reduced-order hierarchical decentralized optimal LQR state feedback controller for the given MAS \((2)\) without disturbances or noise.

Then the eigenvalue spectrum of the closed-loop system matrix \( \Lambda \) can be determined as follows. Suppose that \( \eta_j \in \mathbb{C}^n \) is any right eigenvector of \( A \) corresponding to an eigenvalue \( \lambda_j \in \sigma(A) \setminus \{\lambda_1, \ldots, \lambda_q\} \), \( j = q + 1, \ldots, n \). For \( i = 1, \ldots, N \), denote \( e_i \in \mathbb{R}^N \) the vector whose \( i \)-th element is 1 while all other elements are zero. Then
\[
\begin{align*}
\Lambda(e_i \otimes \eta_j) &= e_i \otimes [(A - BR_1 B^T P_1)\eta_j] \\
&= (K e_i) \otimes (BR_2 B^T P_1 \eta_j), \\
&= \lambda_j (e_i \otimes \eta_j) - e_i \otimes (BR_1 B^T V P_1 V^* \eta_j), \\
&= (K e_i) \otimes (BR_1 B^T V P_1 V^* \eta_j), \\
&= \lambda_j (e_i \otimes \eta_j),
\end{align*}
\] (25)
due to a fact that \( V^* \eta_l = 0 \) since \( \nu_l \eta_l = 0 \) \( \forall l = 1, \ldots, q \). Therefore, \( \lambda_j \) is an eigenvalue of \( \Lambda \) with the associated right eigenvector \( e_i \otimes \eta_j \). This leads to
\[
\sigma(A) \subseteq \sigma(\Lambda),
\] (26)
with the note that each eigenvalue \( \lambda_j, j = q + 1, \ldots, n \) has the multiplicity \( N \). On the other hand,
\[
\begin{align*}
(I_N \otimes V^*) \Lambda &= (I_N \otimes V^*) [I_N \otimes (A - BR_1 B^T P_1) - K \otimes (BR_2 B^T P_1)] \\
&= I_N \otimes (AV^* - z R_1 z^* P_1 V^*) - K \otimes (z R_2 z^* P_1 V^*), \\
&= I_N \otimes (A - z R_1 z^* P_1) - K \otimes (z R_2 z^* P_1)] (I_N \otimes V^*).
\end{align*}
\]
Let \( \rho^* \) be any left eigenvector of \( K \) and \( \gamma \) is the associated eigenvalue. Then multiplying both sides of last equation above with \( \rho^* \otimes \xi^* \), \( \xi \in \mathbb{C}^n \), we obtain
\[
\begin{align*}
(\rho^* \otimes \xi^*) (I_N \otimes V^*) \Lambda &= \rho^* (I_N \otimes V^*), \\
&= \gamma (I_N \otimes V^*),
\end{align*}
\]
where \( \Xi_\gamma \) is defined in \((23)\). Now, letting \( \xi^* \) be a left eigenvector of \( \Xi_\gamma \) with associated eigenvalue \( \alpha \) gives us
\[
(\rho^* \otimes \xi^*) (I_N \otimes V^*) \Lambda = \alpha (\rho^* \otimes \xi^*) (I_N \otimes V^*),
\] (27)
This means that \( \alpha \), is also an eigenvalue of \( \Lambda \) with the associated left eigenvector \( \rho^* \otimes (\xi^* V^*) \). Furthermore, \( \alpha \) has the multiplicity \( N \). Accordingly,
\[
\sigma(\Xi_\gamma) \subseteq \sigma(\Lambda).
\] (28)
Thus, combining \((25)\) and \((28)\) gives us \((22)\).

If the matrix \( A \) has only one unstable eigenvalue \( \lambda \), we can design a hierarchical decentralized optimal controller with order 1 instead of a full-order hierarchical decentralized optimal controller for the MAS. This indeed gives a superior simplicity for hierarchical decentralized controllers design for large-scale MASs. Furthermore, we explicitly know all eigenvalues of the closed-loop system matrix as in Corollary \((1)\), which provides a strong basis for better evaluating the control performance as well as adjusting the design parameters to achieve an expected control performance.

Corollary 1: The MAS \((2)\) without disturbances is cooperatively stabilized by a 1-order hierarchical decentralized optimal state feedback controller \( u = -Fx \) with
\[
F = \frac{\lambda + \sqrt{\lambda^2 + 4r_1}}{2} \left( I_N \otimes (R_1 B^T v v^T) + K \otimes (R_2 B^T v v^T) \right)
\] (29)
Accordingly, the eigenvalues of the closed-loop system matrix are
\[
\bigcup_{\gamma \in \sigma(K)} \left( \frac{-\sqrt{\lambda^2 + 4r_1}}{r_1} - \frac{(\lambda + \sqrt{\lambda^2 + 4r_1})}{r_1} \right) \sigma(\Lambda),
\] (30)
where \( r_1 = v^T B R_1 B^T v, r_2 = v^T B R_2 B^T v, v^T \) is the left eigenvector of \( A \) associated with \( \lambda; Q_1 = v_1 v_1^T, v_1 \geq 0 \).

IV. HIERARCHICAL DECENTRALIZED H_\infty CONTROL

In this section, the main focus is to design hierarchical decentralized controllers for the given MAS \((2)\), which is robust with respect to the presence of the disturbance/noise vector \( d \) in the sense of \( H_\infty \) and \( H_2 \) norms, i.e., \( \| G_{yd}(s) \|_\infty \) and \( \| G_{yd}(s) \|_2 \) are bounded by some given values, where \( G_{yd}(s) \) is the transfer function of the closed-loop system from the disturbance \( d \) to the performance output \( y \).

Substituting the distributed optimal stabilizing controller \( u = -Fx \) where \( F \) belongs to the set \((6)\) into the MAS model \((2)\) gives us the following closed-loop dynamics
\[
\begin{align*}
\tilde{G}(s) &= \tilde{C}[s I_{N_N} - \tilde{A}]^{-1} \tilde{B}_d,
\end{align*}
\] (31)
where
\[
\begin{align*}
\tilde{C} &= I_N \otimes (C - DF_1) - K \otimes (DF_2), \\
\tilde{A} &= I_N \otimes (A - BF_1) - K \otimes (BF_2).
\end{align*}
\]
Since \( K \) is a positive semi-definite matrix, there exists an orthogonal matrix \( U \in \mathbb{R}^{N \times N} \) such that \( K = U^{-1} \Gamma U \), where \( \Gamma = \text{diag}\{\gamma_1, \ldots, \gamma_N\} \) is a diagonal matrix whose diagonal elements are eigenvalues of \( K \). Consequently, denote
\[
\begin{align*}
\tilde{x} &= (U \otimes I_n)x, \tilde{y} = (U \otimes I_n)y, \tilde{d} = (U \otimes I_n)d,
\end{align*}
\]
and multiply both sides of the perturbed closed-loop model of MAS with \( U \otimes I_n \), we obtain
\[
\begin{align*}
\dot{\tilde{x}} &= [I_N \otimes (A - BF_1) - \Gamma \otimes (BF_2)] \tilde{x} + B_d \tilde{d}, \\
\tilde{y} &= [I_N \otimes (C - DF_1) - \Gamma \otimes (DF_2)] \tilde{x}.
\end{align*}
\] (32)
It can be easily observed that \((32)\) is in block-diagonal form which means that the perturbed closed-loop model of MAS is decomposed into \( N \) independent subsystems
\[
\begin{align*}
\dot{\tilde{x}}_i &= [A - B(F_1 + \gamma_i F_2)] \tilde{x}_i + B_d \tilde{d}_i, \\
\tilde{y}_i &= [C - D(F_1 + \gamma_i F_2)] \tilde{x}_i, i = 1, \ldots, N.
\end{align*}
\] (33)
Then it can be shown that \( \|G_{y\delta}(s)\|_{\infty} = \|G_{\tilde{y}\delta}(s)\|_{\infty} = \max_{i=1,\ldots,N} \|G_{\tilde{y},i}(s)\|_{\infty}, \)
\[
\|G_{y\delta}(s)\|_{2} = \|G_{\tilde{y}\delta}(s)\|_{2} = \sum_{i=1}^{N} \|G_{\tilde{y},i}(s)\|_{2}^{2}.
\]
where \( G_{\tilde{y}\delta}(s) \) is the transfer function of the transferred closed-loop system (32), and \( G_{\tilde{y},i}(s) \) is the transfer function from \( \tilde{y}_i \) to \( \tilde{y}_i \).

There are two points to be emphasized here. First, even though the formulas (34) from [2] is adapted, the problem considered in [2] is different from ours. Second, by using the transformation \( U \otimes I_n \), we obtain a new decomposed MAS from the closed-loop MAS equipped with the designed hierarchical decentralized stabilizing controller (15) in which the new agents have same dimensions as the original agents.

Based on (34), the robust controller design for the MAS (4) now can be processed in a hierarchical decentralized manner, by designing the local robust controllers for new agents. This will be presented in details in the next section.

A. General Hierarchical Decentralized \( H_{\infty} \) Controller

As seen above, the perturbed MAS (2) controlled by the hierarchical decentralized stabilizing controller \( u = -(I_N \otimes F_1 + K \otimes F_2)x \) has the \( H_{\infty} \) norm less than a provided bound \( \epsilon > 0 \) if and only if the new agents in (33) have \( H_{\infty} \) norms less than \( \epsilon \). However, to the best of our knowledge, there has been no necessary and sufficient LMI-based design of distributed or hierarchical decentralized \( H_{\infty} \) controllers for linear MASs. Only sufficient conditions for distributed \( H_{\infty} \) and \( H_2 \) controller designs have been derived hitherto, which are all conservative, e.g. [2–4]. Dilated LMI designs of distributed \( H_{\infty} \) and \( H_2 \) controllers were introduced in [2, 3] for discrete-time and continuous-time MASs, which tried to reduce the conservatism by using non-common Lyapunov variables but other common variables were needed. On the other hand, we propose in the following a sufficient condition for synthesis of a hierarchical decentralized \( H_{\infty} \) controller for the perturbed MAS (2) which is formulated as an LMI problem with non-common Lyapunov variables and no additional common variable is needed.

Theorem 3: Suppose that \( K \in \mathbb{R}_{+}^{n \times m} \) is chosen. Then the controller gains \( F_1, F_2 \in \mathbb{R}^{m \times n} \), which let the closed-loop MAS without disturbances stabilized and its \( H_{\infty} \) norm in presence of disturbance/noise less than \( \epsilon \), is calculated by
\[
F_1 = G_1Y^{-1}, \quad F_2 = G_2Y^{-1},
\]
if there exist \( Y = Y^{T} \in \mathbb{R}^{n \times n}, Y > 0 \) and \( G_1, G_2 \in \mathbb{R}^{m \times n} \) satisfy the following set of LMIs,
\[
\begin{bmatrix}
\text{sym}(\alpha_iCY' - \alpha_iB_{C}G_i') + \frac{1}{2}B_{d}B_d^{T} \quad & \alpha_i(CY - D_{G_i})^{T}

\end{bmatrix} \preceq 0,
\]
for all \( i = 1, \ldots, N \), where \( G_i = G_1 + \gamma_iG_2 \), and \( \gamma_i \) are eigenvalues of \( K \), \( \alpha_i \) are chosen positive parameters.

Proof: See Appendix A

B. LQR-based Hierarchical Decentralized \( H_{\infty} \) Controller

In this section, we would like to verify that the controller gains \( F_1, F_2 \) obtained from Theorem 3 could be derived from solution of any local Riccati equation (13) with proper weighting matrices \( Q \in \mathbb{R}^{n \times n}, R \in \mathbb{R}^{m \times m} \) and \( Q \succeq 0, R > 0 \). In other words, we attempt to propose an approach to design hierarchical decentralized robust \( H_{\infty} \) controllers for the perturbed MAS (4), which is unified with the proposed LQR-based approaches in Section III in the scenario of no disturbances or noise. To do so, we need to determine whether \( F_1 \) is a local LQR stabilizing controller gain. This is indeed an inverse optimal control problem for single LTI systems, which is a very classical but not many results have been obtained hitherto. Recently, this problem has gained a significant interest with applications to other control problems, for instance [21, 22]. The article [21] proposed a necessary and sufficient condition for the existence of a solution to the inverse LQR optimal control problem in the frequency domain with one weighting matrix set to be identity matrix. On the other hand, the authors in [22] presented a method to find the solution under the form of LMIs and affine matrix equalities, with application to biological systems analysis.

In this paper, we introduce a new formulation to find the solution to the inverse LQR optimal control problem, which is provided in the following proposition.

Proposition 1: For any stabilizing controller gain \( F \in \mathbb{R}^{m \times n} \) for the agent model (1) with no disturbance and \( D = 0 \), let \( Z = Z^{T} \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{m \times m} \) be the solutions of the following feasible problem
\[
\exists \quad Z > 0, R > 0,
\]
s.t.
\[
\begin{bmatrix}
\text{sym}(AZ - BZF) \quad & \quad ZF^{T}

\end{bmatrix} \preceq 0,
\]
\[
FZ = RB^{T}.
\]
Then \( F \) is an LQR stabilizing controller gain with the associated weighting matrices \( R^{-1} \) and \( Q = -A^{T}Z^{-1} - Z^{-1}A + Z^{-1}RB^{T}Z^{-1} \).

Proof: Suppose that \( F \) is the solution of an inverse LQR optimal control problem with the associated weighting matrices \( Q \in \mathbb{R}^{n \times n}, R \in \mathbb{R}^{m \times m} \), \( Q \succeq 0, R > 0 \) and the associated Riccati equation
\[
A^{T}P + PA - PBRB^{T}P + Q = 0.
\]
Then \( F = RB^{T}P \). Now, let \( Z = P^{-1} \) and multiply both to the left and to the right of (38) with \( Z \), we obtain
\[
ZA^{T} + AZ - BRB^{T} + ZQZ = 0,
\]
\[
\Leftrightarrow Z(A - B^{T})^{T} + (A - B^{T})Z
\]
\[
+ ZF^{T}R^{-1}FZ + ZQZ = 0.
\]
Since \( Q \geq 0 \), we can deduce from (39) that \( Z(A-BF)^T + (A-BF)Z + ZF^TR^{-1}ZF \leq 0 \), which can be reformulated as the following LMI using the Schur complement [23].

\[
\begin{bmatrix}
\text{sym}(AZ-BFZ) & ZF^T \\
ZF & -R
\end{bmatrix} \leq 0.
\] (41)

Therefore, \( Z \) and \( R \) are the solutions of the feasible problem (36). Once they are determined, we can compute \( Q \) from the Riccati equation (39) by \( Q = -A^T Z^{-1} + Z^{-1} A + Z^{-1} B R B^T Z^{-1} \).

Note here that though the optimization problems (36) and (37) can have multiple solutions, and Theorem 3 and Proposition 1 can have multiple solutions, and feasibility problems into a unique one, as in the following theorem, by further noting that the roles of \( Y \) and \( Z \), \( G \) and \( RB^T \) in those problems are similar.

**Theorem 4:** For a given \( \epsilon > 0 \), an interconnection matrix \( K \in \mathbb{K}_+^n \), and \( \alpha_i > 0, i = 1, \ldots, N \), let \( Y = Y^T \in \mathbb{R}^{n \times n}, Y > 0 \) and \( R_1, R_2 \in \mathbb{R}^{m \times m}, R_1 = R_1^T, R_2 = R_2^T, R_1 > 0 \) be the solutions of the set of LMIs (40) where \( \gamma_i, i = 1, \ldots, N \), are eigenvalues of \( K \). Then the distributed controller \( u = -[N \otimes (R_1 B^T Y^{-1}) + K \otimes (R_2 B^T Y^{-1})] \) makes the MAS (2) without disturbances stabilized and its \( H_\infty \) norm in presence of disturbances less than \( \epsilon \). Furthermore, this distributed controller is globally optimal with respect to the LQR performance index (7) with the weighting matrices defined in (10) and (12), where \( Q_1 = -A^T Y^{-1} - Y^{-1} A + Y^{-1} B R B^T Y^{-1} \) and \( Q_2 = Y^{-1} B R B^T Y^{-1} \).

It should be emphasized that the feasibility problems in Theorem 3 and Proposition 1 can have multiple solutions, and hence so is Theorem 4 i.e., there may exist many hierarchical decentralized robust \( H_\infty \) controllers. Thus, in order to derive a unique one, we propose the following convex optimization problem with additional slack variables [24] for minimizing the condition numbers of the matrix variables.

\[
\begin{align*}
\min & \quad t \\
\text{s.t.} & \quad t > 0, s > 0, \\
& \quad Y > 0, R > 0, \\
& \quad I_{m+n} \preceq s \begin{bmatrix} Y & 0 \\ 0 & R \end{bmatrix} \preceq t I_{m+n}, \\
& \quad \text{the set of LMIs (40) is satisfied.}
\end{align*}
\] (42)

**C. Illustrative Example 2**

In this section, we aim at illustrating our hierarchical decentralized robust \( H_\infty \) controller synthesis. Let us consider a network of 30 identical agents whose model is described by (1) with similar system matrices \( A, B \) as that in the illustrative example 1 in Section II-C and \( C = [1, 1]; D = 0.3; B_d = [0, 0.5]^T \). Moreover, the disturbances on the agents’ models are assumed to be a white noise with magnitude 1. Consequently, we assume that the interconnection structure among agents is described by a Cartesian graph product of two chain graphs with 5 and 6 nodes, and choose \( K \) to be a Laplacian matrix corresponding to that topology with all edge weights are equal to 1.

Now, employing our proposed hierarchical decentralized robust \( H_\infty \) controller design in Theorem 5 we solve the LMI feasibility problem (36) with \( \epsilon = 1 \) using MATLAB and CVX [24]. Then we obtain \( F_1 = [2.9904, 2.9187], F_2 = [0.0696, 0.0905] \). The responses of agents with those controller gains are exhibited in Figure 4. Next, we solve a similar LMI problem with (36) but without \( \gamma_i \) and \( G_2 \), i.e., a local LMI problem when the agents are not connected, and obtain \( F_1 = [1.4413, 1.2911] \). This scenario corresponds to the fully decentralized control where there is no cooperation among agents and the agents are independently controlled by identical local controllers \( F_1 \). The simulation result for this fully decentralized robust \( H_\infty \) control is shown in Figure 5.
i7 3.4-GHz CPU is approximately 0.8 s. On the other hand, if the number of agents is 300, 600, and 900 agents, the solving times on the same computer are about 6.3 s, 12.6 s, and 19 s, respectively, which seems to be linearly increased with respect to the increased number of agents. Thus, our proposed approach is promising even with a big number of agents.

V. HIERARCHICAL DECENTRALIZED $H_2$ DESIGN

A. General Hierarchical Decentralized $H_2$ Controller

The synthesis of hierarchical decentralized robust $H_2$ controllers is similar to the derivation of hierarchical decentralized robust $H_\infty$ controllers, which searches for the existence of distributed controller gains $F_1, F_2 \in \mathbb{R}^{m \times n}$ such that the $H_2$ norm of the closed-loop dynamics is lower than a given bound $\epsilon > 0$. The design of such controllers is presented in the following theorem.

Theorem 5: Suppose that $K \in \mathbb{R}^{n \times n}_+$ is chosen. Then the controller gains $F_1, F_2$, which let the closed-loop MAS without disturbances stabilized and its $H_2$ norm less than a given $\epsilon > 0$ in presence of disturbances/noise, is calculated by (33) if there exist $Y = Y^T \in \mathbb{R}^{n \times n}, Y > 0$, $G_1, G_2 \in \mathbb{R}^{m \times n}$, and $W_i = W_i^T \in \mathbb{R}^{p \times p}, W_i > 0$, $i = 1, \ldots, N$ satisfy the following set of LMIs,

$$
\begin{bmatrix}
\text{sym}(\alpha_iAY - \alpha_iB\tilde{G}_i) & B_d \\
\tilde{B}_d^T & -I_p
\end{bmatrix} < 0,
\begin{bmatrix}
\alpha_i(Y) & \alpha_i(CY - D\tilde{G}_i)W_i \\
(CY - D\tilde{G}_i) & W_i
\end{bmatrix} > 0,
\sum_{i=1}^{N} \text{trace}(W_i) < \epsilon^2,
\end{equation}

(43)

for all $i = 1, \ldots, N$, where $\tilde{G}_i = G_1 + \gamma_iG_2$, $\gamma_i$ are eigenvalues of $K$, and $\alpha_i$ are chosen positive parameters.

Proof: See Appendix [B].

B. LQR-based Hierarchical Decentralized $H_2$ Controller

Like in the scenario of hierarchical decentralized $H_\infty$ controller design, we can here combine the $H_2$ design in Theorem 5 and the inverse LQR optimal design in Proposition 1 into a unique LMI problem as in the following theorem.

Theorem 6: For a given $\epsilon > 0$ and a Laplacian matrix $K$, let $Y = Y^T \in \mathbb{R}^{n \times n}, Y > 0$ and $R_1, R_2 \in \mathbb{R}^{m \times m}, R_1 = R_1^T, R_2 = R_2^T, R_1, R_2 > 0$ be the solutions of the following set of LMIs,

$$
\begin{bmatrix}
\text{sym}(\alpha_iAY - \alpha_iB(R_1 + \gamma_iR_2)) & B_d \\
\tilde{B}_d^T & -I_p
\end{bmatrix} < 0,
\begin{bmatrix}
\alpha_i(Y) & \alpha_i(CY - D(R_1 + \gamma_iR_2))W_i \\
(CY - D(R_1 + \gamma_iR_2)) & W_i
\end{bmatrix} > 0,
\sum_{i=1}^{N} \text{trace}(W_i) < \epsilon^2,
\begin{bmatrix}
\text{sym}(AY - BR_1B^T) & BR_1 \\
R_1B^T & -R_1
\end{bmatrix} \preceq 0,
\end{equation}

(44)

for all $i = 1, \ldots, N$, where $\gamma_i$ are eigenvalues of $K$. Then the distributed controller $u = -I_N \otimes (R_1B^TY^{-1}) + K \otimes (R_2B^TY^{-1})$ makes the MAS (2) without disturbances stabilized and its $H_2$ norm in presence of disturbances less than $\epsilon$. Furthermore, this distributed controller is globally optimal with respect to the LQR performance index $J$ with the weighting matrices defined in (10) and (12), where $Q_1 = -A^TY^{-1} - Y^{-1}A + Y^{-1}BR_1B^TY^{-1}$ and $Q_2 = Y^{-1}BR_2B^TY^{-1}$.

To achieve a unique distributed $H_2$ consensus controller, we propose the following convex optimization problem with additional slack variables [23] for minimizing the condition numbers of the matrix variables.

$$
\begin{equation}
\begin{aligned}
\min_t t \\
\text{s.t.} & \quad t > 0, s > 0, \\
& \quad Y > 0, R > 0, \\
& \quad I_{m+n} \preceq s \begin{bmatrix} Y & 0 \\ 0 & R \end{bmatrix} \preceq tI_{m+n}, \\
& \quad \text{the set of LMIs (44) is satisfied.}
\end{aligned}
\end{equation}

(45)

C. Illustrative Example 3

This example demonstrates the design of hierarchical decentralized robust $H_2$ controllers for the same MAS as in the illustrative example 2. Employing the design method in Section VI we solve the LMI feasibility problem (33) as $\epsilon = 1$ using MATLAB and CVX [24] to obtain the robust $H_2$ controller gains $F_1 = [3.2308; 3.2079]$ and $F_2 = [-0.0082; -0.0046]$. On the other hand, if a fully decentralized robust $H_2$ controller is utilized for the given MAS then $F_2 = [0, 0]$ and solving a local LMI problem which is similar to (43) but without $\gamma_i$ and $G_2$ gives us $F_1 = [2.2825, 2.1321]$.

The simulation results for the hierarchical decentralized and fully decentralized robust $H_2$ controllers are then displayed in Figure 6. Obviously, the outputs of agents controlled by the hierarchical decentralized robust $H_2$ controller exhibit much better responses than those controlled by the fully decentralized robust $H_2$ controller. More specifically, both the convergence time and the magnitudes of agents’ outputs in the former case are much smaller than that in the latter case. This
optimization problems with LMI constraints, of which their conservatism is reduced by introducing some scaled parameters resulting in non-common Lyapunov variables. Lastly, the effectiveness and scalability for large-scale MASs of the proposed approaches are clearly illustrated through several numerical examples.

An open problem for the next researches is to derive necessary and sufficient conditions for hierarchical decentralized robust $H_\infty$ and $H_2$ controller designs to completely remove the conservatism of current results.

**APPENDIX A**

**Proof of Theorem 5**

It can be deduced from (43) that $\|G_{\hat{y}d}(s)\|_\infty < \epsilon$ if and only if $\|G_{\hat{y}d_i}(s)\|_\infty < \epsilon \forall i = 1, \ldots, N$. Let

$$\hat{A}_i = A - B(F_i + \gamma_i F_2), \hat{C}_i = C - D(F_i + \gamma_i F_2),$$

then based on the result of the $H_\infty$ controller design for single LTI systems [25], the decomposed system (33) has $\|G_{\hat{y}d_i}(s)\|_\infty < \epsilon$ if and only if there exist $F_1, F_2 \in \mathbb{R}^{m \times n}$ and $Y_i = Y_i^T \in \mathbb{R}^{n \times n}, Y_i > 0, i = 1, \ldots, N$ satisfy the following set of matrix inequalities,

$$\begin{bmatrix} \text{sym}(\hat{A}_i Y_i) + \frac{1}{\alpha_i} B_d B_d^T & (\hat{C}_i Y_i)^T \\ \hat{C}_i Y_i & -I_p \end{bmatrix} < 0. \quad (46)$$

Let $G_{1,i} = F_1 Y_i$ and $G_{2,i} = F_2 Y_i$ for all $i = 1, \ldots, N$ then (46) become LMI{s}, which is solvable. Nevertheless, once we obtain $G_{1,i}, G_{2,i}$ and $Y_i$ by solving those LMI{s}, generally it cannot be guaranteed that $G_{1,i} Y_i^{-1}$ with $i = 1, \ldots, N$ are all equal. The same situation occurs for $G_{2,i} Y_i^{-1}, i = 1, \ldots, N$. One way to overcome that situation is to set $Y_i = \alpha_i Y$ and $G_{1,i} = \alpha_i G_1, G_{2,i} = \alpha_i G_2$ where $G_1 \triangleq F_1 Y, G_2 \triangleq F_2 Y$, $\alpha_i > 0, i = 1, \ldots, N$, and $Y = Y^T \in \mathbb{R}^{n \times n}, Y > 0$, which makes (46) be equivalent to (56) and $F_1, F_2$ can be found as in (55).

**APPENDIX B**

**Proof of Theorem 5**

The formulation (44) shows that $\|G_{\hat{y}d}(s)\|_2 < \epsilon$ if and only if sum of square of $H_2$ norms of decomposed systems (53) is less than $\epsilon^2$. Hence, based on the synthesis of $H_2$ controllers for single LTI systems [25], the design of a distributed $H_2$ controller for the given MAS (2) can be formulated as a feasibility problem with the following set of matrix inequalities,

$$\begin{bmatrix} \text{sym}(\hat{A}_i Y_i) & B_d \\ B_d^T & -I_p \end{bmatrix} < 0,$$

$$\begin{bmatrix} Y_i & (\hat{C}_i Y_i)^T \\ \hat{C}_i Y_i & W_i \end{bmatrix} > 0,$$

$$\sum_{i=1}^{N} \text{trace}(W_i) < \epsilon^2,$$

where $F_1, F_2 \in \mathbb{R}^{m \times n}, Y_i = Y_i^T \in \mathbb{R}^{n \times n}, Y_i > 0, i = 1, \ldots, N$, and $W_i = W_i^T \in \mathbb{R}^{n \times n}, W_i > 0, i = 1, \ldots, N$. Similarly to the case of distributed $H_\infty$ controller design in Appendix A it is reasonable to set $Y_i = \alpha_i Y$ and $W_i = \alpha_i^{-1} W_i$. Therefore, the conservative controller can be found as $\hat{A}_i Y_i^{-1}$, $\hat{C}_i Y_i^{-1}$ with $i = 1, \ldots, N$.
\[ G_{1,i} = \alpha_i G_1, G_{2,i} = \alpha_i G_2 \text{ where } G_1 \triangleq F_1 Y, G_2 \triangleq F_2 Y, \]
\[ \alpha_i > 0, \quad i = 1, \ldots, N, \quad \text{and } Y = Y^T \in \mathbb{R}^{n \times n}, \quad Y > 0. \]
Obviously, this makes (47) be equivalent to (43).

**ACKNOWLEDGMENT**

The authors would like to thank the associate editor and the anonymous reviewers for their valuable comments and suggestions that significantly help improving the paper.

This research is partially supported by Hitech Research Center, projects for private universities, supplied from the Ministry of Education, Culture, Sports, Science and Technology, Japan.

**REFERENCES**

[1] D. Zelazo and M. Mesbahi, “Edge agreement: Graph-theoretic performance bounds and passivity analysis,” *IEEE Transactions on Automatic Control*, vol. 56(3), pp. 544–555, 2011.

[2] P. Massioni and M. Verhaegen, “Distributed control for identical dynamically coupled systems: A decomposition approach,” *IEEE Transactions on Automatic Control*, vol. 54(1), pp. 124–135, 2009.

[3] Z. Li, Z. Duan, and G. Chen, “On \(H_\infty\) and \(H_2\) performance regions of multi-agent systems,” *Automatica*, vol. 47, pp. 797–803, 2011.

[4] D. Tsubakino, T. Yoshioka, and S. Hara, “An algebraic approach to decentralized control,” in *Proc. of IEEE European Control Conference*, pp. 53–58, 2014.

[5] A. Mosebach and J. Lunze, “Synchronization of autonomous agents by an optimal networked controller,” in *Proc. of European Control Conference*, 2014, pp. 208–213.

[6] R. D. Andrea and G. E. Dullerud, “Distributed control design for spatially interconnected systems,” *IEEE Transactions on Automatic Control*, vol. 48(9), pp. 1478–1495, 2003.

[7] N. Kawasaki and E. Shimemura, “Determining quadratic weighting matrices to locate poles in a specified region,” *Automatica*, vol. 19(5), pp. 557–560, 1983.

[8] N. Kawasaki, E. Shimemura, and J.-W. Shin, “On the quadratic weights of an lq-problem shifting only the specified poles,” *Proceedings of the Society of Instrument and Control Engineers*, vol. 25(11), pp. 1248–1250, 1989.

[9] F. Kraus and V. Kucera, “Linear quadratic and pole placement iterative design,” in *Proc. of IEEE European Control Conference*.

[10] I. Cigler and V. Kucera, “Pole-by-pole shifting via a linear-quadratic regulation,” in *Proc. of the 17th International Conference on Process Control*. 

**REFERENCES**

[11] F. Borrelli and T. Keviczky, “Distributed LQR design for identical dynamic systems,” *IEEE Transactions on Automatic Control*, vol. 51(2), pp. 274–286, 2006.

[12] D. H. Nguyen and S. Hara, “Hierarchical decentralized controller design,” in *Proc. of IEEE European Control Conference*, pp. 53–63, 2014.

[13] A. Mosebach and J. Lunze, “Synchronization of autonomous agents by an optimal networked controller,” in *Proc. of European Control Conference*, 2014, pp. 208–213.

[14] R. D. Andrea and G. E. Dullerud, “Distributed control design for spatially interconnected systems,” *IEEE Transactions on Automatic Control*, vol. 48(9), pp. 1478–1495, 2003.

[15] M. Rotkowitz and S. Lall, “A characterization of convex problems in decentralized control,” *IEEE Transactions on Automatic Control*, vol. 51(2), pp. 274–286, 2006.

[16] B. D. O. Anderson and J. B. Moore, *Optimal Control: Linear Quadratic Methods*. Englewood Cliffs, NJ: Prentice Hall, 1990.

[17] N. Kawasaki and E. Shimemura, “Determining quadratic weighting matrices to locate poles in a specified region,” *Automatica*, vol. 19(5), pp. 557–560, 1983.

[18] N. Kawasaki and E. Shimemura, “Determining quadratic weighting matrices to locate poles in a specified region,” *Automatica*, vol. 19(5), pp. 557–560, 1983.

[19] F. Kraus and V. Kucera, “Linear quadratic and pole placement iterative design,” in *Proc. of IEEE European Control Conference*.

[20] I. Cigler and V. Kucera, “Pole-by-pole shifting via a linear-quadratic regulation,” in *Proc. of the 17th International Conference on Process Control*. 

**References**

[11] F. Borrelli and T. Keviczky, “Distributed LQR design for identical dynamic systems,” *IEEE Transactions on Automatic Control*, vol. 51(2), pp. 274–286, 2006.

[12] D. H. Nguyen and S. Hara, “Hierarchical decentralized controller design,” in *Proc. of IEEE European Control Conference*, pp. 53–63, 2014.

[13] A. Mosebach and J. Lunze, “Synchronization of autonomous agents by an optimal networked controller,” in *Proc. of European Control Conference*, 2014, pp. 208–213.

[14] R. D. Andrea and G. E. Dullerud, “Distributed control design for spatially interconnected systems,” *IEEE Transactions on Automatic Control*, vol. 48(9), pp. 1478–1495, 2003.

[15] M. Rotkowitz and S. Lall, “A characterization of convex problems in decentralized control,” *IEEE Transactions on Automatic Control*, vol. 51(2), pp. 274–286, 2006.

[16] B. D. O. Anderson and J. B. Moore, *Optimal Control: Linear Quadratic Methods*. Englewood Cliffs, NJ: Prentice Hall, 1990.

[17] N. Kawasaki and E. Shimemura, “Determining quadratic weighting matrices to locate poles in a specified region,” *Automatica*, vol. 19(5), pp. 557–560, 1983.

[18] N. Kawasaki and E. Shimemura, “Determining quadratic weighting matrices to locate poles in a specified region,” *Automatica*, vol. 19(5), pp. 557–560, 1983.

[19] F. Kraus and V. Kucera, “Linear quadratic and pole placement iterative design,” in *Proc. of IEEE European Control Conference*.

[20] I. Cigler and V. Kucera, “Pole-by-pole shifting via a linear-quadratic regulation,” in *Proc. of the 17th International Conference on Process Control*. 