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Abstract

The Carnegie–Chicago Hubble Program (CCHP) is recalibrating the extragalactic SN Ia distance scale using exclusively Population II stars. This effort focuses on the Tip of the Red Giant Branch (TRGB) method, whose systematics are entirely independent of the Population I Cepheid-based determinations that have long served as calibrators for the SN Ia distance scale. We present deep Hubble Space Telescope imaging of the low surface density and low line-of-sight reddening halos of two galaxies, NGC 1448 and NGC 1316, each of which have been hosts to recent SN Ia events. Provisionally anchoring the TRGB zero-point to the geometric distance to the Large Magellanic Cloud derived from detached eclipsing binaries, we measure extinction-corrected distance moduli of 31.23 ± 0.04stat ± 0.06sys mag for NGC 1448 and 31.37 ± 0.04stat ± 0.06sys mag for NGC 1316, respectively, giving linear distances of 17.7 ± 0.3stat ± 0.5sys Mpc and 18.8 ± 0.3stat ± 0.5sys Mpc. We find agreement between our result and the available Cepheid distance for NGC 1448; for NGC 1316, where there are relatively few published distances based on direct measurements, we find that our result is consistent with the published SN Ia distances whose absolute scales are set from other locally determined methods such as Cepheids. For NGC 1448 and NGC 1316, our distances are some of the most precise (and systematically accurate) measurements with errors at 1.7 (2.8)% and 1.6 (2.7)% levels, respectively.
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1. Introduction

The tension in the value of $H_0$ as determined by astrophysical methods (for a review and recent updates, see Freedman et al. 2012; Riess et al. 2018) and indirect/modeling methods (via the cosmic microwave background; e.g., Komatsu et al. 2011; Planck Collaboration et al. 2018) currently stands at 3.6σ. Uncertainties and possible unknowns in the systematics of the Cepheid-based distance scale, such as the metallicity dependence of the period–luminosity zero-point (e.g., Sakai et al. 2004; Klagyivik et al. 2013; Mager et al. 2013) and the so-called “pervasiveness of source blending in extragalactic studies” (Mochejska et al. 2004; Villard et al. 2007), have motivated the Carnegie–Chicago Hubble Program (CCHP), which aims to recalibrate the SN Ia extragalactic distance scale using an independent path based on Population (Pop) II stars (a summary of the program is given in Beaton et al. 2016, Paper I). Since distances derived from Pop II stars are completely decoupled from the systematics encountered in the Pop I path, they can provide insight into the current divide in the measurement of $H_0$.

Pop II stars are a natural—and, in most cases, the preferred—substitute for Pop I stars as distance indicators. Unlike Pop I stars, which are typically found in the crowded and dusty disks of spiral and irregular galaxies, Pop II stars can be universally found in the uncrowded, metal-poor, and virtually dust-free outer halos of all galaxy types. The Pop II stars of focus for the CCHP are low-mass Red Giant Branch (RGB) stars at the end of the giant-branch evolutionary phase. These stars experience a rapid lifting of core degeneracy, culminating in the He-flash and evolution into stable He-core burning at lower luminosities and bluer colors along the zero-age Horizontal Branch. This abrupt transition is sparked by a critical core mass that is weakly dependent on core metallicity and total star mass (Salaris & Cassisi 2005). Consequently, the tip of the RGB (TRGB) is a sharply defined feature in color–magnitude diagrams (CMDs), especially those of galaxy halos where few other stellar populations are present.

This paper is a continuation in a series that presents TRGB distances to nine nearby galaxies containing a cumulative 12 SN Ia. Previously, we have published a distance to the Local Group galaxy IC 1613 (Hatt et al. 2017, Paper II), which, although it does not have an SN Ia on record, is an invaluable calibrator for the TRGB distance scale. We have further measured a distance to NGC 1365 (Jang et al. 2018, Paper III), host to SN 2012fr, as well as distances to NGC 4424, NGC 4526, and NGC 4536 (Hatt et al. 2018, Paper IV), which are host to SN 2012cg, SN 1994D, and SN 1981B, respectively. The distances to IC 1613 and NGC 1365 represent the
extremes in distances for galaxies studied in the CCHP, approximately 730 kpc and 18.1 Mpc, which were measured to comparable precision owing to careful choice of field placement and the power of the TRGB method.

In this work, we present TRGB distances to a further two SN Ia-host galaxies, NGC 1448 and NGC 1316, using deep Hubble Space Telescope (HST) imaging of their halos. NGC 1448 is an edge-on spiral galaxy that is host to the SN Ia event SN 2001el (Monard et al. 2001), and NGC 1316 is a lenticular galaxy in the Fornax Cluster that is host to the two SN Ia events SN 2006dd and SN 2006mr (Monard 2006; Phillips et al. 2006). These galaxies are believed to be comparable in distance to that of NGC 1365, which makes them extremely valuable test cases for the most distant TRGBs in the CCHP sample.

The paper is organized as follows: Section 2 describes the observations and photometry; Section 3 presents the analysis of the TRGBs, including the estimation of measurement uncertainties and the determination of distances; Section 4 places the distances measured here in context with previously published estimates, including a Cepheid-based determination for NGC 1448; and Section 5 provides a summary and the immediate impact of the results presented in this study.

2. Data

2.1. Observations

We have made use of the HST Advanced Camera for Surveys using the Wide-Field Channel (ACS/WFC; Program #13691, Freedman 2014), whose specifications and field selection criteria are described in Paper I. In short, these include placement along galaxies’ minor axes to maximize the number of halo stars, while avoiding disks and tidal structures. Figure 1 displays the imaging coverage for this study, and Table 1 provides a summary of the observations.

Observations were taken mid-2015 over a span of 8–9 days for each galaxy. For NGC 1448, 4 and 8 orbits were devoted to imaging in the F606W and F814W filters, respectively; for NGC 1316, 6 and 10 orbits were devoted to the respective filters. Exposure durations of ~1200 s for each filter were set in order to achieve a signal-to-noise of 10 at the anticipated magnitude of the TRGB. The images used in the analysis are the FLC type, which are calibrated, magnitude of the TRGB. The images used in the analysis are the FLC type, which are calibrated, CTEm-corrected. We further corrected the images by multiplying them by their Pixel Area Maps10 to account for geometric distortions in the ACS/WFC camera.

2.2. Photometry

Photometry was performed identically to that described in Section 2 of Papers II and III. In brief, photometry was carried out using the DAOPHOT suite of software (Stetson 1987) using point spread functions (PSFs) that were obtained through the HST Tiny Tim PSF modeling software (Krist et al. 2011). Instrumental photometry was filtered for point sources through simple magnitude error and DAOPHOT “chi” and “sharpness” cuts: F814Werr < 0.015 + 0.003 · exp(F814W − 23.75), chi < 1.8, and −0.3 < sharp < 0.2.

---

Note. See also Figure 1 for imaging coverage.

| Target      | Dates        | Filters [No. obs × exptime (s)] | α (2000)  | δ (2000)  | Field Size |
|-------------|--------------|---------------------------------|-----------|-----------|------------|
| NGC 1448    | 2015 Apr 03–12 | F606W [7 × 1200], F814W [15 × 1200] | 03°44′27″ | 44°36′14″ | 3°37’ × 3°37’ |
| NGC 1316    | 2015 Jul 03–11 | F606W [12 × 1200], F814W [20 × 1200] | 03°23′13″ | 37°19′22″ | 3°37’ × 3°37’ |

---

Figure 1. Locations of 3°37’ × 3°37’ HST ACS/WFC imaging (boxes) overlaid on an inverted color DSS image for (a) NGC 1448 and (b) NGC 1316.
The calibration of instrumental magnitudes to the Vegamag system then followed the prescription in Sirianni et al. (2005). We refer the reader to the detailed assessment of possible systematic uncertainties in the calibration process in Section 2 of Paper III, which include considerations of the uncertainty in Encircled-Energies for a given aperture size and in the flux of Vega itself. The photometric zero-points used in the following analysis, subject to change at future dates via the online calculator,11 are 26.405 mag for F606W and 25.517 mag for F814W, accessed on 2018-06-11. While calibration constants like the photometric zero-points are largely unchanged between the works in the CCHP because they belong to a single HST observing cycle, unique here are the measured aperture corrections at 0''5 whose averages we list in Table 2. In practice, these aperture corrections vary between exposures for a given filter at the 0.03–0.05 mag level. As per Sirianni et al. (2005), they are applied in the following analysis on a frame-by-frame basis, but we have found in the previous papers in this series, as well as in the current work, that the TRGB science result is unchanged to within the reported uncertainties if using only the average.

![Table 2](https://acszeropoints.stsci.edu/)

| Target  | CCD1 F606W (No.) | CCD1 F814W (No.) | CCD2 F606W (No.) | CCD2 F814W (No.) |
|---------|------------------|------------------|------------------|------------------|
| NGC 1448  | −0.16 (14)       | −0.14 (33)       | −0.13 (8)        | −0.12 (33)       |
| NGC 1316  | −0.13 (15)       | −0.09 (24)       | −0.13 (26)       | −0.08 (50)       |

Note. Parentheses are the total number of bright, isolated stars used in computing the average aperture corrections. Approximately equal numbers of stars are available in each image for aperture corrections on a frame-by-frame basis.

The calibration of instrumental magnitudes to the Vegamag system then followed the prescription in Sirianni et al. (2005). We refer the reader to the detailed assessment of possible systematic uncertainties in the calibration process in Section 2 of Paper III, which include considerations of the uncertainty in Encircled-Energies for a given aperture size and in the flux of Vega itself. The photometric zero-points used in the following analysis, subject to change at future dates via the online calculator,11 are 26.405 mag for F606W and 25.517 mag for F814W, accessed on 2018-06-11. While calibration constants like the photometric zero-points are largely unchanged between the works in the CCHP because they belong to a single HST observing cycle, unique here are the measured aperture corrections at 0''5 whose averages we list in Table 2. In practice, these aperture corrections vary between exposures for a given filter at the 0.03–0.05 mag level. As per Sirianni et al. (2005), they are applied in the following analysis on a frame-by-frame basis, but we have found in the previous papers in this series, as well as in the current work, that the TRGB science result is unchanged to within the reported uncertainties if using only the average.

### 2.3. Color–Magnitude Diagrams

The calibrated photometry is presented in the form of CMDs in Figure 2. Error bars show sample median color and magnitude uncertainties. Each CMD shows a dominant halo component, i.e., an RGB, mixed with likely Thermally Pulsating Asymptotic Giant Branch (TP-AGB) stars as well as early-type AGB (E-AGB) stars. Hereafter, we often refer to the two AGB classes as a single "AGB" component that spans the full magnitude range of the RGB and extends brighter than the tip of the RGB. In Sections 3.2–3.3, we address the possibility of contamination in our measurement of the TRGB by AGB sources as well as assess the level of photometric completeness and crowding/blending through extensive artificial star tests. In addition to an RGB/AGB component, each CMD contains a muted blue component centered near $F606W - F814W = 0.0$. These objects are possibly young and massive stars, but they also occupy a color–magnitude space populated by components of background galaxies that pass photometry selection criteria. In either case, we explore the use of a color–magnitude selection cut to further isolate the RGB/TRGB in Section 3.5.

Each CMD contains a large enough sample of stars such that the RGB is well-populated. Madore et al. (2009) showed that

![Figure 2](https://acszeropoints.stsci.edu/)

*Figure 2.* Color–magnitude diagrams of the galaxies NGC 1448 and NGC 1316. Likely TP-AGB stars are visible above the Red Giant Branch, although an abrupt jump in the luminosity function of each CMD, shown later in Section 3.5, still clearly marks the location of the TRGB. Median magnitude and color error bars are plotted alongside the CMDs.

---

11 [https://acszeropoints.stsci.edu/](https://acszeropoints.stsci.edu/)

~400 stars were needed in the first magnitude below the TRGB to achieve ±0.1 mag precision in the measurement of the TRGB. For these galaxies, the counts are over an order of magnitude larger, suggesting that the statistical (random) uncertainty in the TRGB measurement will be small. We note, however, that compared to higher signal-to-noise CMDs like that of IC 1613 in Paper II, the TRGB for each galaxy may be not as visually sharp due to larger photometric uncertainties. Then, in the case of distant galaxies such as those presented here, a precise measure of the TRGB magnitude is made possible through large population counts rather than a small number of well-measured, individual stars.

3. The Tip of the Red Giant Branch

3.1. Background

The TRGB is marked by a jump in a galaxy’s luminosity function between the foreground/AGB populations and the RGB. In the $I$-band (or more specifically its $HST$ equivalent, F814W), the observed TRGB is remarkably fixed in brightness for observations of metal-poor stars, such as the galaxy halo imaging presented here. Note also that color–magnitude corrections for higher-metallicity stars have recently been calibrated empirically for ACS/WFC filters by Jang & Lee (2017). In the case of such halo observations, where only AGB and RGB components are expected, it follows that the location of the TRGB is defined by the point of greatest change in the one-dimensional transition in star count (as a function of magnitude) between the two populations.

The simplicity of the TRGB method in the $I$-band allows for the application of basic yet robust tools to measure this point of transition. An overview of the CCHP approach to the TRGB method, as well as comparisons to existing methods, are given in Papers II and III. In brief, an edge-detector measures the first-derivative of finely binned and smoothed foreground/AGB and AGB/RGB luminosity functions, $[-1, 0, +1]$, and returns a maximum response at the location of the TRGB. A common alternate method to measuring the TRGB is the simultaneous fit of the slopes of the AGB and RGB luminosity functions via a Maximum Likelihood estimator (often cited is Makarov et al. 2006). In the appendices of Hatt et al. (2017) and Jang et al. (2018), we compare the performance of the most common edge-detection methods for galaxies IC 1613 and NGC 1365 and find no statistically significant difference in their measured TRGB values. Since IC 1613 and NGC 1365 represent some of the nearest and furthest galaxies in the CCHP sample, the equal performance of the edge-detection methods suggests that the edge-detection methodology applied here is suitable for all other CCHP galaxy targets as well.

In the following subsections, we describe how the parameters for the smoothing of the data are chosen in order to optimize the measurement of the TRGB for each galaxy.

3.2. Artificial Stars and Luminosity Functions

We generate artificial AGB and RGB star populations, consistent with the previous papers in this series, in order to model the observed luminosity function around the TRGB as closely as possible. We adopt AGB and RGB population slopes of 0.1 dex and 0.3 dex, respectively. The RGB luminosity function begins at the input TRGB value and extends 1 magnitude fainter. The input TRGBs have been adjusted for the galaxies at hand, which we have set to the approximate and preliminary TRGB measurements of 27.3 mag and 27.5 mag for NGC 1448 and NGC 1316, respectively. The AGB luminosity function begins 1 mag brighter than the input TRGB and extends the entire range of the RGB luminosity function. The relative counts of RGB:AGB stars is set to 4:1 at the TRGB to be consistent with recently observed population statistics in local galaxies (see, e.g., Rosenfield et al. 2014, among others). Stars were randomly assigned colors from a uniform distribution between $1.0 \leq F606W − F814W \leq 1.5$ to model the approximate widths of the observed CMDs. For a given iteration, 2000 stars are sampled from these distributions and placed into each CCD. Photometry is performed identically to before, and the measured magnitudes are recorded. The process of generating and measuring artificial stars is repeated 250 times for each CCD, resulting in a cumulative 500,000 simulated stars for each galaxy. The input and measured (output) luminosity functions for each galaxy are shown in Figure 3(a).

3.3. Photometric Completeness and Crowding

The large number of artificial stars allows us to assess the quality of our photometry, including completeness (fraction of recovered input stars) as well as accuracy. As with the other galaxies in the CCHP series, we find high completeness in F814W. Specifically, we find ~90% completeness at 0.5 mag below (fainter than) the TRGB and ~80% completeness 1 mag below the TRGB. We also find that there is no significant average deviation from the input magnitude near the TRGB. In other words, although the scatter of measured magnitudes increases with magnitude due to deterioration in signal-to-noise, there is no significant systematic offset at the magnitude range in question.

Beyond the median difference between input and output magnitudes from artificial stars, it is still possible to have blends, which, being shifted systematically brighter, could obscure the TRGB. We evaluated the possibility of blends following the surface brightness arguments in Renzini (1998). In Paper IV, it was found that only ~10% of the NGC 4424 footprint closest to the galaxy had a likelihood of >5% of containing blends of RGB and AGB populations. In both NGC 1448 and NGC 1316, the surface brightnesses are lower (lower surface density of sources) resulting in the probability of blends being negligible (<1%).

3.4. Optimizing the TRGB Edge Detection

We now investigate how a randomly generated subset of our artificial star luminosity functions—comparable in count to the observed luminosity functions—affects the measurement of the TRGB as a function of the smoothing in the binned luminosity function. For this and previous works in the CCHP series, our smoothing function is GLOESS (Gaussian-windowed, Locally Weighted Scatterplot Smoothing), which is a nonparametric interpolation technique. For a single iteration, the luminosity function subset of stars is binned, smoothed, and measured with our edge-detector identically to that of the real data set. For each simulated TRGB detection, we record its location and the level of smoothing, which we label $\sigma_v$. Ten-thousand TRGB simulations were carried out for each smoothing scale in the range of 0.01–0.18 mag in 0.01 mag intervals.

The results of these simulations are given in panels (b) and (c) of Figure 3. Panel (b) displays the dependency of the
average measured location of the TRGB, $\Delta \mu_{\text{TRGB}}$, and the dispersion of measurements, $\sigma_{\text{TRGB}}$, on the level of smoothing of the luminosity function. Panel (c) displays the dispersion of measured TRGB values from the simulations for the chosen "optimal" level of smoothing.

NGC 1448 and NGC 1316 display well-behaved dependencies on smoothing: under-smoothing the luminosity function results in triggering off noise but large levels of smoothing appear to have minimal impact on displacing the location of the input TRGB (low systematic error). For NGC 1448, we have chosen a value of $\sigma_i = 0.12$ mag to minimize the statistical uncertainty associated with the measurement while being cautious not to over-smooth the data, which in cases of less-idealized data sets could cause competing peaks in the edge-detector to merge, resulting in a robust but displaced (systematically offset) TRGB measurement. The predicted systematic uncertainty for the chosen level of smoothing is a negligible $<0.01$ mag, and at this level, the width of the distribution of measured TRGBs (the statistical uncertainty) is $\sim 0.02$ mag (see Figure 3(c)).

In the case of NGC 1316, we have chosen a smaller smoothing scale of $\sigma_i = 0.05$ mag because of competing edge detections in the real data set $\sim 0.2$–0.3 mag fainter within the RGB luminosity function. We revisit this observation later in Sections 3.5 and 4.2 and discuss its possible origin. The smoothing scale chosen here is therefore intended to be small enough to resolve the peaks in the edge-detector while being large enough to suppress the likelihood of a false positive in the TRGB detection. The anticipated systematic effect on the TRGB measurement is $\sim 0.01$ mag, while the statistical uncertainty is estimated to be $\sim 0.03$ mag.

Since AGB stars blur the TRGB edge-detection, fewer AGB stars than the RGB:AGB ratio assumed here will only decrease the expected measurement uncertainty. To test for an extreme abundance of AGB stars, we decreased the ratio of RGB:AGB to 1:1 (a population at the TRGB that is 50% AGB), then reran our TRGB edge-detection simulations for NGC 1316 as a test case. We found that the systematic uncertainty increased to only $\sim 0.02$ mag from virtually no systematic effect. This result suggests that the S/N of the TRGB discontinuity is sufficiently large to retain high measurement precision even in a "worst-case" scenario of RGB:AGB population abundances.

### 3.5. TRGB Measurements and Distances

In order to isolate the RGB and achieve the most accurate measurement of the TRGB, we have tested the effect of a color–magnitude selection filter to remove any possible contamination by blue sources that are distinct from the AGB/RGB sequences. The slope of the selection windows, $-6$ mag/color, are measured from CCHP ACS/WFC observations of the high S/N and high completeness RGB of M31. The left edge of the windows are set to visually rest against the blue edges of the RGB, and we set the red edge of the window to visually encompass the RGB up to F606W – F814W = 2.0, which is the likely maximum extent of metal-poor stars based on the color uncertainties. At the chosen levels of GLOESS smoothing, we find that the value of the TRGB does not differ by more than 0.01 mag from that with no color–magnitude filter. Nevertheless, we apply the color–magnitude selection window for our measurements in the following to ensure any possible systematics are minimized.

The targets of this study were chosen, in part, because of their estimated low foreground extinction (i.e., $E(B - V) \leq 0.02$ (Schlafly & Finkbeiner 2011, obtained via NED). Adopting a Cardelli et al. (1989) reddening law, the predicted foreground
reddening values are $A_{F814W} = 0.02$ mag and $A_{F814W} = 0.03$ mag for NGC 1448 and NGC 1316, respectively. The uncertainty in $E(B-V)$ is estimated to be $\pm 0.03$ mag (Schlegel et al. 1998), which suggests that the foreground extinction for each of these galaxies is statistically consistent with zero. We conservatively include half of the value of the estimated reddening as an additional systematic error in the distance moduli derived below.

Although the foreground reddening is predicted to be very low, it is not yet possible to assess whether there is extinction intrinsic to the halos themselves. One possible test for the presence of halo dust, however, is to observe whether or not the apparent TRGB magnitude changes with increasing distance into the halo. We tested this possibility by dividing the images into two distinct regions having equal numbers of stars. We reran our TRGB simulations with the adjusted star counts for this new test to find the appropriate level of GLOESS smoothing to minimize the combined measurement uncertainties. We found that even with the reduced statistics, the required level of smoothing is comparable to its original value that was found for the full catalogs. In the case of NGC 1448, the measured TRGB for the region closest to the galaxy agreed with the further region to within 0.01 mag. For NGC 1448, we thus conclude that there is insufficient evidence for halo dust within the current observation footprint.

In the case of possible halo reddening for NGC 1316, the difference in measured TRGB widens to $\sim 0.2$ mag, where secondary peaks from the edge-detector (described in Section 3.4) become the dominant signals. This difference could suggest the existence of halo reddening, but by further dividing the imaging into quarters, for example, it is apparent that the measured TRGB values are not a function of radial distance from the galaxy. Instead, the stars contributing to the peaks are spread approximately equally across the entire footprint, and the shift in dominance between the edge detection peaks appears to be due to fluctuations in population counts. In Section 4.2, we discuss the possible origin of the additional peaks within the RGB. Since the additional peaks appear to lie firmly within the RGB itself, we associate only the first (and most prominent peak with the full data set) with the TRGB. In the measurement of NGC 1316 TRGB below, we note that we exclude a small region occupied by a recently discovered dwarf galaxy, Fornax UFD1, belonging to NGC 1316 (Lee et al. 2017), which covers only 0.07% of the footprint.

We turn now to the question of metallicity. At high metallicity, a downward sloping TRGB is observed in color–magnitude space for the reddest stars at optical wavelengths, although this effect is greatly diminished in the $I$-band/$F814W$. In addition, the observations used in this study were specifically crafted to target the metal-poor halos of these galaxies. As a result, given that the TRGBs in our sample of galaxy halos do not show any discernible color–magnitude dependence, we do not apply color–magnitude “rectification” tools (for ACS filters, see Jang & Lee 2017).

Figure 4 displays the results of the TRGB measurement using the optimally selected GLOESS smoothing scales for each galaxy. We find the following $F814W$ ($I$-band equivalent) TRGB magnitudes: for NGC 1448, $I(\text{TRGB}) = 27.26 \pm 0.04$ mag, and for NGC 1316, $I(\text{TRGB}) = 27.40 \pm 0.04$ mag. These uncertainties combine both the statistical and systematic associated with the calibration and measurement. As with previous papers in this series, we adopt a provisional zero-point for the $I$-band/$F814W$ TRGB based on the geometric distance to the Large Magellanic Cloud and an average of published $I$-band TRGB magnitudes in the literature. Adopting $E(B-V) = 0.03 \pm 0.03$ mag for the reddening of the LMC TRGB stars (see Hoyt et al. 2018), we derive $M_I = -4.00$ mag $\pm 0.03_{\text{stat}} \pm 0.05_{\text{sys}}$. A summary of the TRGB measurements and extinction-corrected distances is given in Table 3. In the following section, we compare our findings with previously determined estimates.

In the previous section, we derived measurement uncertainty estimates for anticipated TRGB values of 27.3 and 27.5 mag for NGC 1448 and NGC 1316, respectively, which we note are not identical to those measured with the real data sets. The major driving factor in how well the TRGB is measured for a given amount of data smoothing is the typical photometric uncertainties of stars at the TRGB interface. Since the spread in photometric uncertainties for stars near the anticipated TRGBs is greater than the difference between our simulated and measured TRGB values, we expect no significant change in the estimated TRGB measurement uncertainty should we have generated new artificial stars and simulations.

4. Distance Comparisons

4.1. NGC 1448

Distance estimates for NGC 1448 are based primarily on Tully–Fisher, SN Ia, or SNe II. There are two “modern” (since the year 2000) publications at the time of writing for the Tully–Fisher method (Springob et al. 2009; Tully et al. 2016), and we have used the publications that make use of the most current observations that are part of surveys. The Tully–Fisher relation produces an average distance modulus of 31.35 $\pm$ 0.12 mag. We have taken these published distances at face value and have not adjusted in any way for their assumptions on zero-point, extinction, etc. The Tully–Fisher method is in good agreement with our distance modulus of 31.23 $\pm 0.04_{\text{stat}} \pm 0.06_{\text{sys}}$ mag (1 standard deviation of the average error in distance).

Regarding the supernovae distances, a direct comparison is not entirely suitable here given the SN Ia calibration objectives of the CCHP. Nonetheless, we report their average distance since they are a considerable component of the literature for distances to NGC 1448. Among several publications, there is 1 publication with unique observations of the SN Ia (Krisiunas et al. 2003), which gives an $H$-band distance modulus of 31.04 $\pm$ 0.14 mag and a $BV$ distance of 31.29 $\pm$ 0.08 mag. The $H$-band distance appears to be only in approximate agreement ($\sim 2\sigma$ of their reported uncertainties), but the optical distance in good agreement with our TRGB distance to within the mutual reported errors.

Finally, a single Cepheid-based distance exists for NGC 1448. Riess et al. (2016) quote an “approximate” Cepheid distance of 31.31 $\pm$ 0.05 mag. This distance is in agreement with ours to within 1.3$\sigma$ of their reported uncertainties, and our measurement is in agreement with theirs to within 1$\sigma$. These results are summarized in Figure 5.

4.2. NGC 1316

The variety of distance determinations that exist for NGC 1316 include Tully–Fisher, Faber–Jackson, Surface Brightness Fluctuations (SBFs), Planetary Nebula Luminosity functions (PNLfs), Globular Cluster Luminosity Functions (GCLFs), and Cepheids, among others. The numerous
distances for NGC 1316 are largely derived for the Fornax Cluster, however, not NGC 1316 itself, and are therefore not ideal for a comparison here against our direct measurement of the galaxy. We have endeavored to select only those distances that pertain exclusively to NGC 1316.

Regrettably, attempts with GCLFs have either resulted in poor fits (Villegas et al. 2010) or have been excluded from analysis because of peculiarities in their size distributions (Masters et al. 2010). Modern estimates from PNLFs, on the other hand, yield a distance modulus of $31.26^{+0.9}_{-0.12}$ mag (Feldmeier et al. 2007), which based on their estimated errors is only approximately 1-$\sigma$ from our measurement. Next, SBFs produce an average distance modulus of $31.61 \pm 0.04$ mag (Ajhar et al. 2001; Tonry et al. 2001; Jensen et al. 2003; Cantiello et al. 2007; Blakeslee et al. 2009, 2010; Cantiello et al. 2013), where the median distance and median uncertainty for multiple measurements in a single publication are taken as representative.

The average distance from SBFs is $\sim 0.2$ mag fainter than our reported distance modulus, which is a substantial

---

Table 3: Summary of TRGB Distances to NGC 1448 and NGC 1316

| Galaxy     | $m_{\text{TRGB}}^a$ | $\sigma_m^b$ | $A_{F814W}$ | $(m - M)_0$ | $\sigma_{\text{stat}}$ | $\sigma_{\text{sys}}$ | $D$ (Mpc) | $\sigma_{\text{stat}}$ | $\sigma_{\text{sys}}$ |
|------------|---------------------|--------------|-------------|-------------|-------------------------|-------------------------|-----------|-------------------------|-------------------------|
| NGC 1448   | 27.26               | 0.04         | 0.2         | 31.23       | 0.04                    | 0.06                    | 17.7      | 0.3                     | 0.5                     |
| NGC 1316   | 27.40               | 0.04         | 0.03        | 31.37       | 0.04                    | 0.06                    | 18.8      | 0.3                     | 0.5                     |

Notes. Uncertainties in the above distance moduli and physical distances are dominated by the TRGB zero-point and are comparable at the $\pm 0.01$ mag level of precision.

a F814W.
b Combined statistical and systematic uncertainties from the edge detection method and calibration to the HST flight magnitude system.
c $M_{\text{TRGB}}^c = 4.00 \pm 0.03 \pm 0.05$ mag.

distances for NGC 1316 are largely derived for the Fornax Cluster, however, not NGC 1316 itself, and are therefore not ideal for a comparison here against our direct measurement of the galaxy. We have endeavored to select only those distances that pertain exclusively to NGC 1316.

Figure 4. TRGB edge detection for NGC 1448 and NGC 1316. Panels (a) and (d) display the CMDs. A red arrow in each plot shows the location of the measured TRGB. Panels (b) and (e) show the binned luminosity functions in 0.01 mag intervals in gray and the GLOESS-smoothed luminosity functions in solid green. Panels (c) and (f) show the response function of the $[-1, 0, +1]$ kernel on the smoothed luminosity functions. These functions are scaled so that their peaks align. A dashed line passes through the location of the greatest change in the luminosity functions.
difference, but this average distance is curiously more closely associated with one of the distances that one of the secondary peaks in the edge-detector would yield, $\sim 31.6 - 31.7$ mag, under the assumption that it represents a TRGB measurement. This alignment is perhaps not a coincidence and suggests that different underlying populations along the line of sight of NGC 1316 could be affecting accurate measurements with SBFs where the populations cannot be distinguished, unlike this work where the populations can be distinguished using a CMD. To add weight to the argument of a distinct underlying population, either within NGC 1316 or along its line of sight, the greater distance from SBFs closely aligns with the average distance to the Fornax Cluster via, for example, Cepheids (31.60 ± 0.04 mag, Ferrarese et al. 2000). Although NGC 1316 is at the relative edge of the Cluster, it is bordered by several members that could have played a role in its merger history and may possibly contribute to the stellar populations along the line of sight. Furthermore, evidence of additional stellar populations within NGC 1316, possibly from merger events, have been suggested in recent articles (e.g., the presence of young globular clusters and field stars by Sesto et al. 2018).

The third direct distance measurement to NGC 1316 (i.e., not relying on the Fornax Cluster as a whole) is through its SN Ia. Though not an ideal comparison because of the SN Ia calibration goals of the CCHP, we include a discussion here for a broader reference point to our measurement. The SNe Ia for NGC 1316 produce an average distance modulus of $31.39 \pm 0.01$ mag (the most comprehensive review having been done by Stritzinger et al. 2010), and our distance of $31.37 \pm 0.04_{\text{stat}} \pm 0.06_{\text{sys}}$ mag agrees to within a single standard deviation. The good agreement with the SN Ia distances, whose calibration is set by other methods and galaxies (often Cepheids), is reassuring in light of the large difference with SBFs.

Finally, the fourth estimate of the distance to NGC 1316 comes from the recently discovered dwarf galaxy Fornax UFD1, also using the observations that are analyzed in this work. Its TRGB distance was measured to be $31.35 \pm 0.15$ mag (Lee et al. 2017), where we have adjusted their value for $M_I$ (quoted in Jang & Lee 2017) to ours. The relatively small number of stars contributing to its TRGB inflates the uncertainty in its distance, but there is mutual agreement between the distances to within $1\sigma$ of the quoted errors. The above results are also summarized in Figure 5.

5. Conclusions

We have determined the first Tip of the Red Giant Branch distances for two SN Ia-host galaxies, NGC 1448 and NGC 1316, which are an integral part of an on-going effort by the CCHP to independently establish the SN Ia distance scale using Population II stars.

We find good agreement between these latest (and systematically independent) results in comparison to a variety of previously published distances for each of these galaxies. Moreover, the TRGB distances determined here are higher-precision than most existing estimates. Of publications that report smaller uncertainties in distance, most are derived from the SN Ia themselves that are inherently linked to a zero-point with an indeterminate or unreported systematic uncertainty. For this reason, the results presented here will serve as valuable, independent calibrators for the SN Ia extragalactic distance scale for the foreseeable future.

With future Gaia data releases, the CCHP will be refining the TRGB distance scale locally using Milky Way RGB stars, thereby improving the zero-point accuracy of the TRGB method as a whole and further improving upon the systematics of the distance estimates reported here. Longer-term, with the pending launch of JWST, the galaxies studied here will serve as nearby rungs on the ever-increasing distance scale being built upon the TRGB method.
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