SYMPLECTIC DUALITY FOR TOPOLOGICAL RECURSION
BORIS BYCHKOV, PETR DUNIN-BARKOWSKI, MAXIM KAZARIAN, AND SERGEY SHADRIN

Abstract. We consider weighted double Hurwitz numbers, with the weight given by arbitrary rational function times an exponent of the completed cycles. Both special singularities are arbitrary, with the lengths of cycles controlled by formal parameters (up to some maximal length on both sides), and on one side there are also distinguished cycles controlled by degrees of formal variables. In these variables the weighted double Hurwitz numbers are presented as coefficients of expansions of some differentials that we prove to satisfy topological recursion.

Our results partly resolve a conjecture that we made in [BDBKS21] and are based on a system of new explicit functional relations for the more general \((m, n)\)-correlation functions, which correspond to the case when there are distinguished cycles controlled by formal variables in both special singular fibers. These \((m, n)\)-correlation functions are the main theme of this paper and the latter explicit functional relations are of independent interest for combinatorics of weighted double Hurwitz numbers. We also put our results in the context of what we call the “symplectic duality”, which is a generalization of the \(x - y\) duality, a phenomenon known in the theory of topological recursion.
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1. Introduction

The main results of this paper concern new cases of topological recursion [EO07] and blobbed topological recursion [BS17] that simultaneously generalize the results on topological recursion in the theory of two-matrix model [CEO06, EO08, Eyn16, DBOPS18] (bi-colored maps) and double weighted Hurwitz numbers [ACEH20, BDBKS20], as well as their fully simple analogs [BGF20, BCGF21a, BDBKS21].

Basically, we consider enumeration of double weighted Hurwitz numbers with a possibility that some cycles over 0 and \(\infty\) are not marked and are controlled by extra formal variables. This problem emerged naturally in [BDBKS21], see Conjecture 4.4 there, as a framework for a natural generalization of the so-called \(x - y\) duality in the topological recursion [EO08, EO13, BGF20, BCGF21b, Hoc22]. In the present paper we generalize this \(x - y\) duality to something that we call “symplectic duality” which make sense for general double weighted Hurwitz problems.

We obtain these new cases of topological recursion and blobbed topological recursion and the respective symplectic duality as straightforward corollaries of our study of the so-called \((m,n)\)-point correlators. The main body of our paper is devoted to proving a recursion formula for these \((m,n)\)-point correlators and then proving loop equations and the projection property for them.

In the rest of the introduction we recall the basic definitions related to topological recursion and the context for the \(x - y\) duality which emerges from the theory of two-matrix model and enumeration of maps. Then we introduce the general \((m,n)\)-point functions and describe our results on them, namely the recursion formulas and the loop equations and the projection property for them. After that we describe the implications.
for the new cases of topological recursion, and then we introduce the notion of symplectic duality and discuss certain (partly conjectural) chains of symplectic dualities.

1.1. **Topological recursion and the \( x-y \) duality.** Let us first recall the formulation of topological recursion and some of its basic properties.

1.1.1. **Topological recursion.** Topological recursion of Chekhov, Eynard, and Orantin [CE06, EO07, Eyn16] is a recursive computational procedure. It associates to a small input data that consists of a Riemann surface \( \Sigma \), a symmetric bi-differential \( B \) on \( \Sigma^2 \) (the Bergman kernel), and two functions \( x \) and \( y \) on \( \Sigma \), subject to some conditions, a system of symmetric differentials \( \omega_n^{(\sigma)} \) on \( \Sigma^n \), \( g \geq 0 \), \( n \geq 1 \), as well as some constants \( \omega_0^{(\sigma)} \), \( g \geq 0 \).

We assume that \( dx \) is meromorphic and has isolated simple zeros \( p_1, \ldots, p_N \in \Sigma \), \( y \) is holomorphic near \( p_i \) and \( dy|_{p_i} \neq 0 \), \( i = 1, \ldots, N \). We also assume that \( B \) is meromorphic with the only pole being the order 2 pole on the diagonal of \( \Sigma^2 \) with the bi-residue equal to 1.

The symmetric differentials \( \omega_n^{(\sigma)} \), \( n \geq 1 \), \( 2g - 2 + n \), are produced from the initial unstable differentials \( \omega_1^{(0)} \) and \( \omega_2^{(0)} \) by an explicit recursive procedure:

\[
\omega_{n+1}^{(g)}(z_0, z_{[n]}) := \frac{1}{2} \sum_{i=1}^{N} \text{res}_{w \to p_i} \int_{w} \sigma(w) \omega_1^{(0)}(\sigma(w)) \left( \omega_{n+2}^{(g-1)}(w, \sigma(w), z_{[n]}) + \sum_{g_1 + g_2 = g, I_1 \cup I_2 = [n]} \omega_{|I_1|+1}^{(g_1)}(w, z_{I_1}) \omega_{|I_2|+1}^{(g_2)}(\sigma(w), z_{I_2}) \right).
\]

Here \( \sigma_i \) is a deck transformation of \( x \) near the point \( p_i \), \( i = 1, \ldots, N \), by \( [n] \) we denote the set \( \{1, \ldots, n\} \), and \( z_I \) denotes \( \{z_i\}_{i \in I} \) for any \( I \subseteq [n] \). If \( g = 0 \), then we assume that \( \omega_{n+2}^{(g-1)} = 0 \). Here and everywhere below, if not specified otherwise, a sum of the form \( \sum_{I_1 \cup I_2 = \Lambda} \) is understood as a sum over ordered collections of sets which are allowed to be empty. The initial differentials are typically chosen as \( \omega_1^{(0)} = ydx \) and \( \omega_2^{(0)} = B \). Note however that there is a variety of choices of \( \omega_1^{(0)} \) and \( \omega_2^{(0)} \) which do not affect the recursion (1) that we discuss below.

The constants \( \omega_0^{(g)} \) are defined by the inversion of the boundary insertion operator, and in the simplest cases for \( g \geq 2 \) the definition is

\[
\omega_0^{(g)} := \frac{1}{2 - 2g} \sum_{i=1}^{N} \text{res}_{w \to p_i} \omega_1^{(g)}(w) \int_{w} \omega_1^{(0)},
\]

but it is different in genera 0 and 1, see [EO07, Section 4.2] and needs a correction in some cases, see a discussion in [EO13] for the case of algebraic curves.

1.1.2. **Possible choices for \( x, y \), and unstable differentials.** In general, the choice of \( \omega_0^{(0)} \) and \( \omega_2^{(0)} \) and even the functions \( x \) and \( y \) is just a matter of convention. Assume we want to let the given \( \omega_n^{(g)} \), \( 2g - 2 + n > 0 \), satisfy the recursion (1), and we allow any choice of \( x, y, \omega_1^{(0)} \) and \( \omega_2^{(0)} \) such that Equation (1) is satisfied.

The function \( x \) is used only to determine the points \( p_1, \ldots, p_N \), and the same points can be recovered quite often as the critical points of \( x^{-1} \), \( \log x \), \( e^x \), or any other holomorphic function in \( x \). In these cases, \( y \) can be changed accordingly such that \( \omega_0^{(0)} \) is preserved. For instance, \( ydx = (-y)d(-x) = ye^{-x}de^x = yxd\log x = -yxdx^{-1} \) gives in some situations (always, if we stick to the chosen critical points \( p_1, \ldots, p_N \) alternative choices for \( x, y \) that preserve \( \omega_0^{(0)} = ydx \), the involutions \( \sigma \), and thus the recursion (1).
But most important for this paper is that the convention $\omega_1^{(0)} = y(z)dx(z)$ is not necessary, and often inconvenient. We can change $y$ to $y + F(x)$ for any function $F(x)$, and the recursion (1) is still satisfied for $\omega_1^{(0)} = (y(z) + F(x(z)))dx(z)$. One can consider it either as a change of $y$ with a subsequent change of $\omega_1^{(0)}$ such that the convention $\omega_1^{(0)} = ydx$ is preserved, or, alternatively, one can think that $y$ is fixed but $\omega_1^{(0)}$ is chosen to be $(y(z) + F(x(z)))dx(z)$ instead of $y(z)dx(z)$.

A similar freedom exists in a choice of $\omega_1^{(0)}$. It can be deformed by any holomorphic bi-differential in the variables $x(z_1)$ and $x(z_2)$ without affecting the result of the recursion. It is convenient sometimes to chose it in the form $\omega_1^{(0)} = x(z_1)dx(z_2)/(x(z_1) − x(z_2))^2$ instead of just $\omega_1^{(0)} = B(z_1, z_2)$.

Final remark concerns the rescaling $y → ay$ with a nonzero constant $a$. This implies the corresponding rescaling $\omega_n^{(g)} → a^{2g-n}\omega_n^{(g)}$ for all $g, n ≥ 0$.

1.1.3. Loop equations and blobbed topological recursion. The differential obtained by (1) and considered as a differential in the first argument is a global meromorphic 1-form on $\Sigma$. Moreover, all its possible poles are at $p_1, \ldots, p_N$. The principal parts of the poles are determined by the so called linear and quadratic loop equations which are essentially an equivalent form of (1). Assume that $\Sigma = \mathbb{C}P^1$ is rational. In this case, the requirement that $\omega_n^{(g)}$ has no poles other than $p_1, \ldots, p_N$ is called projection property. If it is satisfied then $\omega_n^{(g)}$ being a rational 1-form is uniquely recovered from the principal parts of its poles, and the residual expression (1) is intended to realize the recovery procedure in a closed form, see [BS17, BEO15], and also a short exposition in [BDBKS20, Section 1.1.3].

One can consider a situation when for a given system of differentials $\omega_n^{(g)}$ the loop equations are satisfied but the projection property fails. These conditions taken together are called the blobbed topological recursion [BS17]. Remark that the blobbed topological recursion is not formally speaking a recursion: there is no control on the principal parts of the poles of these forms outside $p_1, \ldots, p_N$, so that $\omega_n^{(g)}$ is not uniquely determined by the imposed restrictions.

1.1.4. Classical $x − y$ duality. One of the recurring topics in the literature on topological recursion is the so-called $x − y$ duality. Namely, one can replace functions $x$ and $y$ by $\tilde{x} = y$ and $\tilde{y} = -x$, and use the same $\Sigma = \Sigma$ and $\tilde{B} = B$ to compute via the same procedure the differentials $\tilde{\omega}_n^{(g)}$, $g ≥ 0$, $n ≥ 1$, as well as the constants $\tilde{\omega}_0^{(g)}$, $g ≥ 0$.

Under some conditions, see [EO07, EO08, EO13], the statement on the $x − y$ duality reads $\omega_n^{(g)} = \tilde{\omega}_n^{(g)}$. In this form, it is often presented as a statement on “symplectic invariance” of the constants $\omega_0^{(g)}$. The latter interpretation refers to the “symplectic structure” $\Omega = dy ∧ dx = d\tilde{y} ∧ d\tilde{x}$, for which two different ways to integrate it to a 1-differential are chosen: $ydx$ and $\tilde{y}d\tilde{x}$. Note that these two choices for the 1-differentials integrating $\Omega$ determine two choices of the setup for topological recursion mentioned above.

One more often occurring addendum to the theory of topological recursion in the context of the $x − y$ duality is the so-called $(m, n)$-differentials, unifying the systems of differentials constructed above: $\omega_{m,n}^{(g)}$ are $(m + n)$-differentials on $\Sigma^{m+n}$, $g, m, n ≥ 0$, with $\omega_m^{(g)} = \omega_{m,0}^{(g)}$, $m ≥ 1$, $\omega_{0,n}^{(g)} = \tilde{\omega}_n^{(g)}$, $n ≥ 1$, and $\omega_0^{(g)} = \omega_0^{(g)} = \tilde{\omega}_0^{(g)}$. These $(m + n)$-differentials are subject to a system of loop equations and play a crucial role in connecting the two sides of the $x − y$ duality. See more details below.

1.1.5. Example: $\text{bi-colored maps and the two-matrix model}$. Let $t = (t_1, \ldots, t_d, 0, 0, \ldots)$ and $s = (s_1, \ldots, s_e, 0, 0, \ldots)$ be two sets of formal parameters. Consider the partition
Define the operators \( J \) the charge 0 Fock space

\[ \int_{\mathcal{H}_N} dM_1 dM_2 e^{-N(Tr(M_1 M_2) - TrV_1(M_1) - TrV_2(M_2))} \]

Here \( \mathcal{H}_N \) is the product of two spaces of Hermitian \( N \times N \) matrices, \( dM_1 \) and \( dM_2 \) are the properly normalized Haar measures, and \( V_1(M_1) := \sum_{i=1}^d \frac{1}{i} M_1^i \) and \( V_2(M_2) := \sum_{i=1}^e \frac{s_i}{i} M_2^i \) are two polynomials. See e.g. [EO08] for more details.

The logarithm of the partition function of this matrix model enumerates bi-colored maps on genus \( g \) surfaces (the genus is controlled by the parameter \( N^2 - 2g \)), that is, the ways to glue a genus \( g \) surface out of black and white polygons along their sides, such that each edge of the resulting embedded graph is bounding a black and a white polygon. Each black (resp., white) \( p \)-gon carries the variable \( t_p, p = 1, \ldots, d \) (resp., \( s_p, p = 1, \ldots, s \)), and black (resp., white) \( p \)-gons with more than \( d \) (resp., \( e \)) sides are forbidden. Each of the resulting polygonal decompositions of a genus \( g \) surface is considered up to isomorphisms and is counted with the weight equal to the inverse order of its automorphism group.

Define \( \omega_{m,n}(\xi_1, \ldots, \xi_m, \zeta_{m+1}, \ldots, \zeta_{m+n}) \) as the cumulants of this matrix model by

\[ \omega_{m,n} := \frac{\int_{\mathcal{H}_N} \prod_{i=1}^m Tr_{\xi_i}^{-d \xi_i} \prod_{j=1}^n Tr_{\zeta_{m+j}}^{-d \zeta_{m+j}} dM_1 dM_2 e^{-N(Tr(M_1 M_2) - TrV_1(M_1) - TrV_2(M_2))}}{\int_{\mathcal{H}_N} dM_1 dM_2 e^{-N(Tr(M_1 M_2) - TrV_1(M_1) - TrV_2(M_2))}} \]

These \( \omega_{m,n}^{(g)} \) are the expansions of some \((m, n)\)-differentials as above corresponding to one of the possible choices of the \( x - y \) duality in this case. They have a clear combinatorial interpretation: we consider bi-colored maps on possibly disconnected surfaces (the parameter \( N \) controls the Euler characteristic), with \( m \) (resp., \( n \)) distinguishable white (resp., black) polygons. Distinguished polygons are ordered, one of their sides is marked (so these are the so-called rooted polygons), and the \( i \)-th distinguished \( p \)-gon is white and labeled by \(-d \xi_i / \xi_i^{p+1}\) for \( i = 1, \ldots, m \) (resp., is black and labeled by \(-d \zeta_i / \zeta_i^{p+1}\) for \( i = m + 1, \ldots, m + n \)) instead of \( t_p \) (resp., \( s_p \)).

The connected two-matrix model cumulants (with a sign twist), \((-1)^n \omega_{m,n}^{(g)}\), are exactly the system of \((m, n)\)-differentials for a certain particular \( x - y \) duality [EO08, CEO06, Eyn16, DBOPS18]. In this case, we have

\[ x = \xi; \quad y = -\zeta; \quad \omega_1^{(0)} = y dx + \left( \frac{1}{x} + \sum_{i=1}^d t_i x^{-i-1} \right) dx; \]

\[ \tilde{x} = -\zeta \quad \tilde{y} = -\zeta \quad \tilde{\omega}_1^{(0)} = \tilde{y} d\tilde{x} - \left( -\frac{1}{\tilde{x}} + \sum_{i=1}^e s_i (-\tilde{x})^{i-1} \right) d\tilde{x}, \]

where \( x \) and \( y \) are some global rational functions on \( \mathbb{CP}^1 \).

1.2. Results of the paper. To introduce the objects studied in this paper, we pass to the language of vacuum expectation values and KP integrability (see Sect. 2.4 below for more details; see also Section 2.1 for the definitions directly in terms of Schur polynomials, from which the relation to Hurwitz numbers is clear).

1.2.1. Vacuum expectation values and hypergeometric type correlator functions. Consider the charge 0 Fock space \( \mathcal{V}_0 \) whose bosonic realization is presented as \( \mathcal{V}_0 \cong \mathbb{C}[[q_1, q_2, q_3, \ldots]] \). Define the operators \( J_k, k \in \mathbb{Z} \), acting on \( \mathcal{V}_0 \) as \( J_k = k \partial_{q_k} \), \( J_{-k} = q_k \) (the operator of multiplication by \( q_k \)) if \( k > 0 \), and \( J_0 = 0 \). Given a formal power series \( \hat{\psi}(\theta, \hbar) \) in \( \theta \) and \( \hbar^2 \) such that \( \hat{\psi}(0, 0) = 0 \), we introduce also the operator \( D_{\tilde{\psi}} \) acting diagonally in the basis
of Schur functions indexed by partitions $\lambda$, $|\lambda| \geq 0$,
\begin{equation}
D_\psi: s_\lambda \mapsto e^{\sum_{i,j \in \lambda} \hat{\psi}(j - i) \hbar^2} s_\lambda.
\end{equation}
Let $|0\rangle$ denote $1 \in \mathcal{V}_0$ and let $\langle 0|: \mathcal{V}_0 \to \mathbb{C}$ be the extraction of the constant term.

In these terms, the disconnected $(m,n)$-point functions $H^*_{m,n}$, and differentials $\omega^*_{m,n}$ of our interest are defined as the following vacuum expectation values (VEVs):
\begin{equation}
H^*_{m,n} = \langle 0| \prod_{i=1}^{m} \left( \sum_{k=1}^{\infty} \frac{X^k_{i} J_k}{k} \right) e^{\sum_{i=1}^{\infty} \frac{\nu_i}{i \hbar} \sum_{j=1}^{\infty} \frac{\nu_j}{j \hbar}} \prod_{j=m+1}^{\infty} \left( \sum_{k=1}^{\infty} \frac{Y^k_{j} J_k}{k} \right) |0\rangle,
\end{equation}
\begin{equation}
\omega^*_{m,n} = d_1 \ldots d_{m+n} H^*_{m,n}
= \langle 0| \prod_{i=1}^{m} \left( \sum_{k=1}^{\infty} \frac{X^k_{i} J_k}{k} \right) e^{\sum_{i=1}^{\infty} \frac{\nu_i}{i \hbar} \sum_{j=1}^{\infty} \frac{\nu_j}{j \hbar}} \prod_{j=m+1}^{\infty} \left( \sum_{k=1}^{\infty} \frac{Y^k_{j} J_k}{k} \right) |0\rangle \prod_{i=1}^{m} \frac{dX_i}{X_i} \prod_{j=m+1}^{\infty} \frac{dY_j}{Y_j}.
\end{equation}

Using inclusion-exclusion formulas one can pass to the so-called connected VEVs denoted by $\langle 0| \cdots |0\rangle^c$, which are related to connected correlator functions $H_{m,n}$ (resp., forms $\omega_{m,n}$) in exactly the same way. There are automatic restrictions on the exponent of $\hbar$ entering the connected functions so that they admit the genus expansion, $H_{m,n} = \sum_{g \geq 0} \hbar^{2g-2+m+n} H^{(g)}_{m,n}$, and we have
\begin{equation}
\sum_{g \geq 0} \hbar^{2g-2+m+n} H^{(g)}_{m,n} = \langle 0| \prod_{i=1}^{m} \left( \sum_{k=1}^{\infty} \frac{X^k_{i} J_k}{k} \right) e^{\sum_{i=1}^{\infty} \frac{\nu_i}{i \hbar} \sum_{j=1}^{\infty} \frac{\nu_j}{j \hbar}} \prod_{j=m+1}^{\infty} \left( \sum_{k=1}^{\infty} \frac{Y^k_{j} J_k}{k} \right) |0\rangle^c
\end{equation}
\begin{equation}
\omega^{(g)}_{m,n} = d_1 \ldots d_{m+n} H^{(g)}_{m,n}
\end{equation}

The functions $H^{(g)}_{m,n}$ and the forms $\omega^{(g)}_{m,n}$ are the main objects of our research. These are formal power series in the variables $X_1, \ldots, X_m, Y_{m+1}, \ldots, Y_{m+n}$, while the quantities $t_1, t_2, \ldots, s_1, s_2, \ldots$, as well as the coefficients of the series $\hat{\psi}$ are regarded as parameters of the problem.

The cumulants of the matrix model (4) correspond to the special case $\hat{\psi}(\theta) = \log(1+\theta)$ and $t_i = 0$, $i > d$, $s_j = 0$, $j > e$ (with the substitution $\xi = X^{-1}$, $\zeta = Y^{-1}$, and $N = \hbar^{-1}$), see [GJ08, GPH15, HO15, KL15, ALS16]. In general, the coefficients of $H^{(g)}_{m,n}$ have the combinatorial meaning, dual to that of mentioned in Section 1.1.5, of generalized weighted double Hurwitz numbers enumerating ramified coverings of the sphere. The coverings in question have two distinguished ramification points, zero and infinity. There are $m$ marked preimages of 0 and $n$ marked preimages of $\infty$ whose ramification orders correspond to the exponents of $X$ and $Y$ variables, respectively. Besides, there are unmarked preimages of 0 and $\infty$ whose ramification orders correspond to the indices of $t$ and $s$ variables, respectively. The ramification type over the points different from 0 and $\infty$ is encoded in the coefficients of the series $\hat{\psi}$. This relation to counting ramified coverings becomes clear when the definitions are rephrased directly in terms of Schur polynomials, see Section 2.1.

1.2.2. The results on $(m,n)$-functions and topological recursion. Let us impose certain restrictions on the parameters of the problem. Namely, we assume that the $t$ and $s$ parameters are specialized such that they have only finitely many nonzero entries, $t = (t_1, \ldots, t_d, 0, 0, \ldots)$, $s = (s_1, \ldots, s_e, 0, 0, \ldots)$. Besides, we assume that $\partial_{\theta} \hat{\psi}(\theta, 0)$ and the coefficient of every positive power of $\hbar$ in $\hat{\psi}$ are rational. With these assumptions we introduce the notion of spectral curve of the problem (see Sect. 4.1) which is $\Sigma = \mathbb{C}P^1$
with an affine coordinate \( z \) and holomorphic functions \( X, Y \) on it possessing the following properties: \( X \) is a local coordinate at \( z = 0 \), \( Y \) is a local coordinate at \( z = \infty \), and the forms \( dX/X \) and \( dY/Y \) extend as global meromorphic (i.e., rational) 1-forms on \( \Sigma \). We assume that the parameters are chosen in a generic way so that the forms \( dX/X \) and \( dY/Y \) have only simple zeroes. In fact, the spectral curve is determined by the restriction \( \psi(\theta) = \tilde{\psi}(\theta, 0) \) only. We may think, therefore, of \( \tilde{\psi} \) as an \( h^2 \)-deformation of the function \( \psi \) that does not affect the equation of the spectral curve.

We prove that for any triple \((g, m, n)\) with \( 2g - 2 + m + n > 0 \) the form \( \omega_{m,n}^{(g)} \), written at the corresponding local coordinates and regarded as an \((m + n)\)-differential on \( \Sigma^{\prime} \) extends as a global meromorphic \((m + n)\)-differential (Theorem 4.5).

Moreover, we prove certain equalities relating these forms for different triples of \((g, m, n)\) and show that these equalities allow one to compute \( \omega_{m,n}^{(g)} \) inductively in a closed form (Theorems 3.7 and 3.9). As an example, let us demonstrate here a simplified version of this relation for the case \( g = 0 \). It relates the functions \( H_{m+1,n}^{(g)} \) and \( H_{m,n+1}^{(g)} \) through the change between the variables \( X = X_{m+1} \) and \( Y = Y_{m+1} \) entering these functions implied by the spectral curve equation. Denote

\[
DH_{m,n+1}^{(g)} = Y \partial_Y H_{m,n+1}^{(g)}, \quad m + n > 1,
\]

and in the exceptional cases \( m + n = 1 \) we set explicitly

\[
DH_{0,2}^{(g)}(Y, Y_2) = \frac{Y(z)}{Y(z)} \frac{1}{z^2}, \quad DH_{1,1}^{(g)}(X_1, Y) = \frac{Y(z)}{Y(z)} \frac{1}{z^2}.
\]

Denote \( M = \{1, \ldots, m\} \), \( N = \{m + 2, \ldots, m + n + 1\} \). For \( J = \{j_1, \ldots, j_k\} \subset M \) we set \( X_J = (X_{j_1}, \ldots, X_{j_k}) \), and we treat \( Y_J \) in a similar way. Then, for \( m + n \geq 2 \) we have

\[
H_{m+1,n}^{(g)} + H_{m,n+1}^{(g)} = -\sum_{r=2}^{m+n} \frac{1}{r!} \sum_{j=0}^{r-2} (X \partial_X)^j \left( \frac{X \, dY}{dX} \frac{dY}{Y} \left[ \theta^{e^{-\psi(\theta)}} \theta^{-1} \right] \right)_{\theta = \Theta} \sum_{I_1 \cap \cdots \cap I_r \neq \emptyset} \prod_{k=1}^{I_r} \prod_{J_i} D H_{[I_i]}^{(g)}(X_{I_i}; X; Y_{J_i}) + \text{const}.
\]

Here \( \Theta = \Theta(z) \) is a certain Laurent polynomials entering (along with \( X = X(z) \) and \( Y = Y(z) \)) the equation of spectral curve and const is a certain function in \( X_M, Y_N \) but independent of \( z \).

In order to apply this formula we observe that \( e^{-\psi(\theta)} \partial_{\theta}^{-1} e^{\psi(\theta)} \) is a polynomial of degree \( r - 1 \) in \( v \) without free term. We will show that this relation actually determines both \( H_{m+1,n}^{(g)} \) and \( H_{m,n+1}^{(g)} \) as rational functions in \( z \).

We prove also that under certain explicitly formulated additional assumptions on \( \tilde{\psi} \) (which are satisfied in the special case (14)–(15) discussed below) the forms \( \omega_{m,n}^{(g)} \) can be integrated so that \( H_{m,n}^{(g)} \)'s are also rational for all \( g \geq 0 \).

The form \( \omega_{m,n}^{(g)} \) has poles at zeroes of \( dX/X \) with respect to each of the first \( m \) arguments and it has poles at zeroes of \( dY/Y \) with respect to each of the last \( n \) arguments. We prove that the principal parts of these poles satisfy a series of loop equations, including the linear and quadratic ones (Theorem 3.8 and Corollary 4.8).

The last assertion directly implies that the forms \( \omega_{m,0}^{(g)} \) satisfy the blobbed topological recursion, and also the forms \( \omega_{0,n}^{(g)} \) satisfy (another) blobbed topological recursion.

The last step in establishing the true topological recursion is the projection property. We can reformulate the problem in the following way. Assume we are given the function \( \psi(\theta) \) such that \( \psi(\theta) \) is rational. It defines the spectral curve, and thus, two topological recursions on it, one with the poles at the critical points of \( X \), and another one with the
poles at the critical points of $Y$. The question is whether there exists an $\hbar^2$-deformation $\hat{\psi}$ of $\psi$ such that the forms obtained by the topological recursions coincide with the forms $\omega_{m,0}$ and $\omega_{0,n}$ respectively, defined as the corresponding VEV’s? We answer this question positively in [BDBKS20] for a large variety of cases in the situation when all $t$-parameters are equal to zero. In this paper, we show that the answer obtained in [BDBKS20] can be extended to the setting of the present paper. Namely, we show that the projection property is satisfied (and thus, both topological recursions holds true) if $\hat{\psi}$ is chosen in the following form

$$ e^{\hat{\psi}(\theta, \hbar)} = R(\theta) e^{P(\theta + \hbar/2) - P(\theta - \hbar/2)} $$

where $R$ is a rational function and $P$ is a polynomial (Theorem 5.1). This function is an $\hbar^2$-deformation of $\psi(\theta)$ defined by

$$ e^{\psi(\theta)} = R(\theta) e^{P'(\theta)}. $$

The requirement that $\psi'$ is rational is satisfied since $\psi' = R'/R + P''$. A choice of $\psi$ in this form covers most of the known cases of enumerative problems for different kinds of special Hurwitz numbers (ordinary, monotone, strictly monotone, $r$-spin Hurwitz numbers, Bousquet-Mélou–Schaeffer numbers, enumeration of maps, hypermaps, etc., see [BDBKS20]). It also demonstrates the importance of $\hbar^2$-deformations (it is crucial, for example, for the study of $r$-spin Hurwitz numbers, see [DBKPS19, BDBKS20]). The only reasonable case which is not covered by our considerations is the one when the polynomial $P'$ is replaced by a rational function.

Remark that the concept of topological recursion was initially introduced in order to simplify explicit computation of correlator functions. However, even if it works its practical use in the cases considered in the present paper is quite restrictive, because in order to apply it one needs the knowledge of explicit positions of all critical points of the $x$ function, and they are given usually by complicated algebraic equations. In opposite, recursions of Theorems 3.7 and 3.9 provide an efficient way to compute $H_{m,n}^{(g)}$ explicitly in a closed form for small particular values of $(g, m, n)$ and without any restrictive assumption on the initial data of the problem.

Remark also that even for those cases when the projection property is satisfied this property along with the loop equations is not sufficient to determine uniquely $\omega_{m,n}^{(g)}$ in the case when both $m > 0$ and $n > 0$. This is due to the fact that this form still has additional poles on the diagonals $z_i = z_j$ where $i \in \{1, \ldots, m\}$ and $j \in \{m + 1, \ldots, m + n\}$, and we have no control on the principal parts of these poles at the moment. That is one of the reasons why the general theory of topological recursion at its present stage does not cover the case of $(g, m, n)$ differentials with arbitrary $m$ and $n$.

1.2.3. Formal vs analytic setups. The $n$-point functions $H_{m,n}^{(g)}$ and differentials $\omega_{m,n}^{(g)}$ regarded as formal power series are defined by (7)–(10) with no restriction on the sets of $(t, s)$-parameters and the series $\hat{\psi}$. The restrictions of the previous section are needed to guarantee the analytic properties of the extension of these functions to the spectral curve. Without these analytic properties the very discussion of topological recursion and loop equations has no meaning. However, the recurrence relations of Theorem 3.9 and even the equation of the spectral curve make sense in the formal case. In fact, we first prove these relations in the setting of formal series in Sect. 2–3 with no restrictions imposed on the set of parameters. Then, we analyze in Sect. 4–5 the analytic properties of these function, and this requires to impose certain restrictions on the set of parameters formulated at the beginning of the previous section.
1.2.4. Specializations. In Section 6 we discuss various specializations and examples of the results of the present paper. In particular, Section 6.1 is devoted to the $t = 0$ specialization. In this case we do not get any new topological recursion results, as all the respective results for the respective $H_{m,0}^{(g)}$ functions are already proved in [BDBKS22, BDBKS20] (while $H_{0,n}^{(g)}$ functions are identically zero). However, this $t = 0$ case is still interesting, as in this case we can write explicit closed formulas for the $H_{m,n}^{(g)}$ functions (not just a recurrence relation).

1.3. A variety of $x - y$ dualities and the symplectic duality. It would be useful to put the results formulated in the previous section to the general context of the $x - y$ duality for topological recursion and its extension that we call the symplectic duality.

1.3.1. A variety of $x - y$ dualities and setups for topological recursion. Let the forms $\omega_n^{(g)}$ be defined by topological recursion with some initial data. Recall that adding to $y$ an arbitrary function of $x$ does not change any $\omega_n^{(g)}$ for $2g - 2 + n \geq 0$ (and $\omega_1^{(0)}$ is not produced by the recursion, it is merely a convenient convention that it should be equal to $ydx$). Thus, $y \to y + F(x)$ does not change the topological recursion, but it substantially changes the other side of the $x - y$ duality, since now $\tilde{x} = y + F(x)$ and $\tilde{y} = -x$. Note that despite the shift $y \to y + F(x)$ the invariant “symplectic form” $\Omega$ is still the same, $dx \wedge dy$.

This leads to a natural question whether there are reasonable, i.e. non-artificial examples of chains of several setups for topological recursion related by $x - y$ dualities with suitable shifts of $y$’s as above. Non-artificial here means that we want the resulting $\omega_n^{(g)}$’s to have an enumerative meaning in some expansions. The only known example of this type in the literature with two different possible choices of the dual problem comes from the theory of maps / fully simple maps / the Hermitian two-matrix model, which we briefly recall below.

Remark that the authors of many papers on topological recursion (including those of the present paper) usually introduce some artificial corrections to the unstable functions (and to speculate on the philosophic meaning of these corrections), in order to represent studied relations in a shorter form. However, for the rest of this section, in order to avoid confusion with the variables to be exchanged by duality, we shall always list explicitly $x$, $y$, and $\omega_1^{(0)}$ as well as $\tilde{x}$, $\tilde{y}$, and $\tilde{\omega}_1^{(0)}$, and we never assume the convention $\omega_1^{(0)} = ydx$ by default; instead, we will always represent the forms $\omega_1^{(0)}$ and $\tilde{\omega}_1^{(0)}$ in their original unmodified forms.

1.3.2. Fully simple maps. One of the instances of $x - y$ dualities for maps is given by (5) as discussed above. Another example of an $x - y$ duality for maps, for a different choice of $y$, is given by the enumeration of the so-called fully simple maps. A fully simple map is a bi-colored map with all distinguished polygons of just one fixed color and with all polygons of the other color being 2-gons, with an extra condition that the distinguished polygons do not have common vertices (which implies that at least some $t_i \neq 0$ for $i \geq 3$). See e.g. [BGF20] for more details. The corresponding $n$-point generating function is given by

$$W_n^* = \langle 0 \prod_{i=1}^{n} \left( \sum_{j=1}^{\infty} J_j w_j^i \right) D_{- \log(1+\theta)} e^{\sum_{i=1}^{d} \frac{t_i J_i}{\hbar}} D_{- \log(1+\theta)} e^{J_{-2}/2\hbar} | 0 \rangle$$

(16)
With this new definition, we obtain a new \( x - y \) duality statement for enumeration of maps. The corresponding (disconnected) \((m, n)\)-differentials are given by

\[
\omega_{m,n}^\bullet = \langle 0 \prod_{i=1}^m (\sum_{j=1}^\infty J_j w_{m+i}^j) D_{\log(1+\theta)} \prod_{i=1}^m \left( \sum_{j=1}^\infty J_j X_i^j \right) e^{\sum_{i=1}^d \frac{t_i x_i}{\hbar} D_{\log(1+\theta)} e^{-\frac{J_r - 2}{2\hbar}}} |0\rangle \cdot \prod_{i=1}^m \frac{dX_i}{X_i} \prod_{i=1}^n \frac{dw_{m+i}}{w_{m+i}}.
\]

In this case, the data for the \( x - y \) duality is as follows:

\[
x = \frac{1}{X}; \quad y = -w; \quad \omega_1^0 = y dx + \frac{dx}{x};
\]
\[
\tilde{x} = w; \quad \tilde{y} = \frac{1}{X} \quad \omega_0^0 = \tilde{y} d\tilde{x} - \frac{d\tilde{x}}{\tilde{x}},
\]

where \( x \) and \( y \) are some global rational functions on \( \mathbb{C}P^1 \), and the function \( x \) and the differential \( \omega_1^0 \) are exactly the same as in Equation (5) for the choice of parameters \( s_i = \delta_i,2 \).

1.3.3. Summary of two \( x - y \) dualities. Let us resume the observations made above. For a non-trivial choice of the parameters \( t = (t_1, \ldots, t_d, 0, 0, \ldots) \) (with at least one \( t_i \neq 0 \) for \( i \geq 3 \)) and the fixed choice of the parameters \( s = (0, 1, 0, 0, \ldots) \), we consider the system of \( \omega_n^{(g)} \)'s given by

\[
\omega_n^\bullet = \langle 0 \prod_{i=1}^m \left( \sum_{j=1}^\infty J_j X_i^j \right) e^{\sum_{i=1}^d \frac{t_i x_i}{\hbar} D_{\log(1+\theta)} e^{-\frac{J_r - 2}{2\hbar}}} |0\rangle \prod_{i=1}^m \frac{dX_i}{X_i}.
\]

They satisfy the topological recursion for the input data given by the curve \( \mathbb{C}P^1 \), the Bergman kernel \( B = dz_1 dz_2 / (z_1 - z_2)^2 \) in some global coordinate \( z \), some global rational function \( x = x(z) \) such that \( x(z)^{-1} \) can serve as a local coordinate at \( z = \infty \) and such that Equation (19) gives the expansion at \( z = \infty \) in this local coordinate \( X = x(z)^{-1} \), and some choice of function \( y \). The enumerative meaning of the coefficients of the expansions of \( \omega_n^{(g)} \) in \( X \) at \( z_1 = \cdots = z_n = \infty \) in the local coordinates, \( X_i = x(z_i)^{-1} \) is given by the count of the ordinary maps, that is, the bi-colored maps with \( n \) distinguished white polygons such that all black polygons are two-gons.

The choice of \( y \) allows ambiguity, \( y = \omega_1^{(0)} / dx + F(x) \), and for at least two different choices of \( F(x) \) the \( x - y \) dual topological recursion produces the differentials whose expansions have meaningful enumerative interpretation. These two choices are \( F_1(x) = -x^{-1} - \sum_{i=1}^d t_i x^{i-1} \) and \( F_2(x) = -x^{-1} \).

The first \( x - y \) dual topological recursion produces \( n \)-differentials \( \tilde{\omega}_n^{(g)} \) whose expansions in some local coordinate \( Y \) at \( z = 0 \) are given by

\[
\tilde{\omega}_n^\bullet = (-1)^n \langle 0 e^{\sum_{i=1}^d \frac{t_i x_i}{\hbar} D_{\log(1+\theta)} e^{-\frac{J_r - 2}{2\hbar}}} \prod_{i=1}^n \left( \sum_{j=1}^\infty J_{-j} Y_i^j \right) |0\rangle \prod_{i=1}^n \frac{dY_i}{Y_i},
\]

and the enumerative meaning of these expansions is the count of bi-colored maps such that the white polygons are controlled by the variables \( t = (t_1, \ldots, t_d, 0, 0, \ldots) \), the distinguished black polygons by the variables \( Y_1, \ldots, Y_n \), and all non-distinguished black polygons are two-gons.
The $x-y$ dual topological recursion obtained by the second choice produces $n$-differentials $	ilde{\omega}_n^{(g)}$ whose expansions in some local coordinate $w$ at $z = \infty$ are given by

$$\tilde{\omega}_n^* = \langle 0 | \prod_{i=1}^{n} \left( \sum_{j=1}^{\infty} J_j w_i^d \right) D_{-\log(1+\theta)} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} D_{\log(1+\theta)} e^{J_j w_i}} | 0 \rangle \prod_{i=1}^{n} \frac{dw_i}{w_i},$$

and the enumerative meaning of these expansions is the count of fully simple maps.

1.3.4. 2d Toda tau functions and weighted double Hurwitz numbers. It is conjectured (see [BCGF+21b, Conjecture 3.13] and also [Hoc22] for a genus 0 result under some extra conditions) that the $n$-point functions or differentials for the two topological recursions related by the $x-y$ symmetry are subject to certain universal functional relations, obtained from the operator $D_{\pm \log(1+\theta)}$ in the VEV formalism derived in [BDBKS21].

However, from the point of view of weighted Hurwitz enumerative problems and hypergeometric KP or 2d Toda tau functions it is more natural to consider $D_{\psi}$ for any reasonable function $\hat{\psi} = \hat{\psi}(\theta, \hbar^2)$ (for the sake of introduction we can assume that $\hat{\phi} := \exp(\hat{\psi})$ is a polynomial with the constant term 1 that does not depend on $\hbar^2$, but the actual assumptions on $\psi$ are much weaker: see Definition 4.1 below). To this end, the authors conjectured in [BDBKS21, Conjecture 4.4] the topological recursion of the following two systems of disconnected $n$-differentials:

$$\langle 0 | \prod_{i=1}^{n} \left( \sum_{j=1}^{\infty} J_j X_i^d \right) e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} D_{\psi} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} X_i}} | 0 \rangle \prod_{i=1}^{n} \frac{dX_i}{X_i},$$

and

$$\langle 0 | \prod_{i=1}^{n} \left( \sum_{j=1}^{\infty} J_j w_i^d \right) D_{\psi} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} D_{\psi} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} w_i}} | 0 \rangle \prod_{i=1}^{n} \frac{dw_i}{w_i},$$

with $\hat{\psi}_1 = -\hat{\psi}$, which have enumerative meaning of enumeration of particular double weighted Hurwitz numbers and/or constellations on genus $g$ surfaces. Of course, this conjecture extends to the adjoint cases

$$\langle 0 | e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} D_{\psi} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} Y_i}} | 0 \rangle \prod_{i=1}^{n} \frac{dY_i}{Y_i},$$

and

$$\langle 0 | e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} D_{\psi} e^{\sum_{i=1}^{n} \frac{\theta_j}{\theta} v_i}} | 0 \rangle \prod_{i=1}^{n} \frac{dv_i}{v_i},$$

with $\hat{\psi}_2 = -\hat{\psi}$ and the same enumerative meaning as above (up to sign and interchange $s \leftrightarrow t$). In the present paper we prove topological recursion for the cases (22) and (24), and in [ABBB+23] (using the results of the present paper as a foundation) the topological recursion is proved for the case (25) (and, by extension, (23) as well). And it is not even necessary to assume that $\hat{\psi}_1 = -\hat{\psi}$ and $\hat{\psi}_2 = -\hat{\psi}$, these results regarding the topological recursion hold when all of these three functions can be mutually different.

Note that in order to have all four systems of $n$-differentials non-trivial, we must have $t \neq (0, 0, 0, \ldots)$ and $s \neq (0, 0, 0, \ldots)$. 
1.3.5. **Symplectic duality.** It appears that these four instances of topological recursion (two proved in the present paper, two in [ABDB+23]) mentioned above (22)-(25) are related by a chain of the so-called *symplectic dualities* generalizing the usual $x - y$ duality discussed above.

Let us define it. Assume we have two topological recursions, with some given $x, y$, and $\omega_1^{(0)} = y dX/X$, where $X = \exp(x)$ for the first one, and $\tilde{x}, \tilde{y}$, and $\omega_1^{(0)} = \tilde{y} d\tilde{X}/\tilde{X}$, where $\tilde{X} = \exp(\tilde{x})$. We say that these two topological recursions are symplectic dual to each other, if

- there exist a function $\Lambda(x)$ such that $y(z) = -\Lambda(z) + F(X(z))$, $\tilde{y}(z) = \Lambda(z) + \tilde{F}(\tilde{X}(z))$ for some $F, \tilde{F}$;
- there exist a function $\phi$ such that $X(z)\tilde{X}(z)\phi(\Lambda(z)) = 1$.

The term “symplectic duality” refers here to the fact that on a surface $S$ with the coordinates $X, \tilde{X}, \Lambda$ by equation $X\tilde{X}\phi(\Lambda) = 1$, the restrictions of the differentials $(-\Lambda + F(X))dX/X$ and $(\Lambda + \tilde{F}(\tilde{X}))d\tilde{X}/\tilde{X}$ satisfy $d(-\Lambda + F(X))dX/X = d(\Lambda + \tilde{F}(\tilde{X}))d\tilde{X}/\tilde{X}$.

Of course, this definition is ad hoc, as it is dictated by an attempt to summarize the relations between the topological recursions (22)-(25). Let us show, however, that it indeed reduces to the $x - y$ duality in the simplest case. Let $\phi(\Lambda) = \Lambda$. Then $\omega_1^{(0)}$ can be equivalently replaced by $\Lambda(z)X(z)dX(z)^{-1} = \tilde{X}(z)^{-1}dX(z)^{-1}$ and $\omega_1^{(0)}$ can be equivalently replaced by $-\Lambda(z)\tilde{X}(z)d\tilde{X}(z)^{-1} = X(z)^{-1}d\tilde{X}(z)^{-1}$.

1.3.6. **Examples of symplectic dualities.** We define a global rational function $\Theta(z)$ on $\mathbb{CP}^1$ such that $\omega_1^{(0)}$ is given in all these four cases as

$$
(26) \quad \text{Case (23): } \quad w\omega_1^{(0)} = -\left(\Theta(z) - \sum_{k=1}^d \frac{t_k}{X(z)^k}\right) \frac{dw^{-1}(z)}{w^{-1}(z)};
$$

$$
(27) \quad \text{Case (22): } \quad X\omega_1^{(0)} = \left(\Theta(z) - \sum_{k=1}^d \frac{t_k}{X(z)^k}\right) \frac{dX(z)}{X(z)};
$$

$$
(28) \quad \text{Case (24): } \quad Y\omega_1^{(0)} = \left(\Theta(z) - \sum_{k=1}^e \frac{s_k}{Y(z)^k}\right) \frac{dY(z)}{Y(z)};
$$

$$
(29) \quad \text{Case (25): } \quad v\omega_1^{(0)} = -\left(\Theta(z) - \sum_{k=1}^e \frac{s_k}{Y(z)^k}\right) \frac{dv^{-1}(z)}{v^{-1}(z)}.
$$

The relations between these functions are as follows:

$$
(30) \quad w^{-1}(z)X(z)\rho_1^{-1}\left(\Theta(z) - \sum_{k=1}^d \frac{t_k}{X(z)^k}\right) = 1;
$$

$$
(31) \quad X(z)Y(z)\phi\left(\Theta(z)\right) = 1;
$$

$$
(32) \quad Y(z)v^{-1}(z)\rho_2^{-1}\left(\Theta(z) - \sum_{k=1}^e \frac{s_k}{Y(z)^k}\right) = 1,
$$

where $\rho_1$ and $\rho_2$ are defined as:

$$
\rho_1 = \left(\sum_{k=1}^d \frac{t_k}{X(z)^k}\right) \frac{dx}{x}, \quad \rho_2 = \left(\sum_{k=1}^e \frac{s_k}{Y(z)^k}\right) \frac{dy}{y}.
$$
where \( \rho_1 = \exp(\psi_1) \) and \( \rho_2 = \exp(\psi_2) \). This gives us a chain of symplectic dualities, though, to have the right sign change in the second symplectic duality, we might re-define (24) and (25) multiplying the corresponding \( \omega^{(g)}_n \)'s by \((-1)^n\), as we did in the example (20) above.

As the authors remarked in [BDBKS21, Remark 4.5], even a proof of the topological recursion for the cases (22) and (24) is not available in the literature. Only the case (22) for \( t = (0, 0, 0, \ldots) \) is proved in [ACEH20] for polynomial \( \phi \) and in [BDBKS20] for much more general families of choices of \( \phi \) and \( s \) (and, therefore, the case 24 for \( s = (0, 0, 0, \ldots) \) for some general families of choices of \( \phi \) and \( t \)). But the only known case for both \( t \) and \( s \) being nontrivial is the case of \( \phi = 1 + \theta \) covered by the two-matrix model, see e.g. [Eyn16, DBOPS18]. In this paper we prove the topological recursion for (22) and (24) for any choice of parameters \( t = (t_1, \ldots, t_d, 0, 0, \ldots) \) and \( s = (s_1, \ldots, s_e, 0, 0, \ldots) \) and for a large family of possible choices for \( \phi \).

As for the case (23), the topological recursion was known only for \( \rho_1 = 1 + \theta \) and \( s = (0, 1, 0, 0, 0, \ldots) \) due to [BCGF21a, BDBKS21] (and, therefore, the symmetric case (25)) has been proved for any choice of parameters \( t = (t_1, \ldots, t_d, 0, 0, \ldots) \) and \( s = (s_1, \ldots, s_e, 0, 0, \ldots) \) and for a large family of possible choices for \( \phi \) and \( \rho_1 \) (and the respective statement is implied for the symmetric case (25)).
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2. Recursion formula for \((m, n)\)-point functions: the case of formal series

2.1. \((m, n)\)-point functions. Let \( t = (t_1, t_2, \ldots) \), \( s = (s_1, s_2, \ldots) \) be two infinite sets of formal parameters and let \( \hat{\phi}(\theta) := e^{\hat{\psi}(\theta)} \), where \( \hat{\psi}(\theta) \) is an arbitrary formal power series in \( \theta \) and also in \( \hbar^2 \) such that \( \hat{\psi}(0)\big|_{\hbar=0} = 0 \); also let \( \hat{\psi}(\theta) = \hat{\psi}(\theta)\big|_{\hbar=0} = \hat{\psi}(\theta)\big|_{\hbar=0} = e^{\psi(\theta)} \).

The hypergeometric-type KP tau function \( Z \) and the corresponding potential \( F = \log Z \) are defined [KMMM95, OS01] by the following explicit expansion in the Schur functions

\[
Z(t, s) = e^{F(t, s)} = \sum_{\lambda} \left( \prod_{(i,j) \in \lambda} \hat{\phi}(\hbar(j-i)) \right) s_{\lambda}(t_1/\hbar, t_2/\hbar, \ldots) s_{\lambda}(s_1/\hbar, s_2/\hbar, \ldots).
\]

The potential admits automatically the genus expansion \( F = \sum_{g=0}^{\infty} \hbar^{2g-2} F_g \) (that is, \( \hbar \) enters \( F \) with even exponents greater or equal to \(-2\) and the \( g \)-correlator functions \( H_{m,n}^{(g)} \).
are defined by

\[
H_{m,n}^{(g)}(X_1, \ldots, X_m, Y_{m+1}, \ldots, Y_{m+n}) = \sum_{k_1, \ldots, k_{m+n+1}=1}^{\infty} \frac{\partial^{m+n} F_g}{\partial t_{k_1} \cdots \partial t_{k_m} \partial s_{k_{m+1}} \cdots \partial s_{k_{m+n}}} \prod_{i=1}^{m} X_{i}^{k_{i}} \prod_{i=m+1}^{n} Y_{i}^{k_{i}}.
\]

More explicitly, if we treat \( F_g \) as the generating function for its Taylor coefficients, the ‘correlators’,

\[
F_g = \sum_{m,n=1}^{\infty} \frac{1}{m! n!} \sum_{k_1, \ldots, k_{m+n+1}=1}^{\infty} f_{g,(k_1, \ldots, k_m),(k_{m+1}, \ldots, k_{m+n})} t_1 \cdots t_{k_m} s_{k_{m+1}} \cdots s_{k_{m+n}},
\]

then the functions \( H_{m,n}^{(g)} \) pack the same correlators in a different way,

\[
H_{m,n}^{(g)} = \sum_{m',n'=1}^{\infty} \frac{1}{m'! n'!} \sum_{k_1, \ldots, k_{m'+n'+1}=1}^{\infty} f_{g,(k_1, \ldots, k_m,l_1, \ldots, l_{m'}) (k_{m+1}, \ldots, k_{m+n},l_{m'+1}, \ldots, l_{m'+n'})} \prod_{i=1}^{m} X_{i}^{k_{i}} \prod_{j=m+1}^{m+n} Y_{j}^{k_{j}} \prod_{i=1}^{m'} t_{i} \prod_{j=m'+1}^{m'+n'} s_{j},
\]

In a more conceptual way, the tau function can be represented as the vacuum expectation value

\[
Z(t, s) = e^{F(t,s)} = \langle 0 | e^{\sum_{k=1}^{\infty} \frac{t_k J_k}{k}} D_\psi e^{\sum_{k=1}^{\infty} \frac{s_k J_k}{k}} | 0 \rangle
\]

where \( J_k \) and \( D_\psi \) are certain operators acting on the Fock space, see above Section 1.2.1; for the complete introduction to the topic see [BDBKS22]. Then \( H_{m,n}^{(g)} \) could be represented equivalently as the corresponding connected vacuum expectation value:

\[
\sum_{g \geq 0} h^{2g-2+m+n} H_{m,n}^{(g)}(X_1, \ldots, X_m, Y_{m+1}, \ldots, Y_{m+n}) = \langle 0 | \left( \prod_{i=1}^{m} \sum_{k=1}^{\infty} \frac{X_{i}^{k}}{k} J_k \right) e^{\sum_{k=1}^{\infty} \frac{t_k J_k}{k}} D_\psi e^{\sum_{k=1}^{\infty} \frac{s_k J_k}{k}} \left( \prod_{i=m+1}^{m+n} \sum_{k=1}^{\infty} \frac{Y_{i}^{k}}{k} J_k \right) | 0 \rangle^0.
\]

See also (7). The last treatment can be especially useful if we consider certain specializations of \( t \) and \( s \) variables, since for the specializations the partial derivatives are not available. Some relations on \( H_{m,n}^{(g)} \) look nicer if they are reformulated in terms of \((m,n)\) point differentials defined by

\[
\omega_{m,n}^{(g)} = d_1 \ldots d_{m+n} H_{m,n}^{(g)}
\]

These forms can be regarded as yet another convenient way to pack correlators into generating series. The functions \( H_{m,n}^{(g)} \) and the forms \( \omega_{m,n}^{(g)} \) are the main objects of our research. These are formal power series in the variables \( X_1, \ldots, X_m, Y_{m+1}, \ldots, Y_{m+n} \), while the quantities \( t_1, t_2, \ldots, s_1, s_2, \ldots \), as well as the coefficients of the series \( \psi \) are regarded as parameters of the problem.

2.2. Formulation of the recursion (preliminary version). Theorem below provides a formula relating the correlator functions \( H_{m+1,n}^{(g)} \) and \( H_{m,n+1}^{(g)} \) modulo similar functions with smaller values of indices \((g,n,m)\) with respect to certain natural ordering. We will see that this formula can actually be used to compute both \( H_{m+1,n}^{(g)} \) and \( H_{m,n+1}^{(g)} \). The two functions have a common set of variables \((X_1, \ldots, X_m, Y_{m+2}, \ldots, Y_{m+n+1})\) that we will denote by \((X_M, Y_N)\), where \( M = \{1, \ldots, m\} \), \( N = \{m+2, \ldots, m+n+1\} \). Besides, there
is one extra variable $X_{m+1}$ for the function $H_{m+1,n}^{(g)}$ and the variable $Y_{m+1}$ for $H_{m,n+1}^{(g)}$, respectively. In order to simplify manipulations with these distinguished variables we set

$$X = X_{m+1}, \quad Y = Y_{m+1}. \tag{35}$$

To state the formula we introduce some new functions. Set

$$H_{m,n} = \sum_{g=0}^{\infty} \hbar^{2g} H_{m,n}^{(g)}, \quad S(u) = \frac{e^{u/2} - e^{-u/2}}{u}, \tag{36}$$

$$\mathcal{T}_{m,n+1}^{Y}(u; X_{M}; Y_{1}; Y_{N}) := \sum_{k=1}^{\infty} \frac{h^{2(k-1)} u^{k}}{k!} \left( \prod_{i=1}^{k} |Y_{i} = 1 S(u \hbar Y_{i} \partial Y_{i}) \right) \left( \prod_{i=1}^{k} Y_{i} \partial Y_{i} \right) H_{m,k+n}(X_{M}; Y_{1}, \ldots, Y_{k}), \tag{37}$$

$$\mathcal{W}_{m,n+1}^{Y}(u; X_{M}; Y_{1}; Y_{N}) := \frac{1}{u S(u \hbar)} \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{M=1}^{\infty} \sum_{N=1}^{\infty} \prod_{i=1}^{k} \mathcal{T}_{a_{i}(I_{i}), |J_{i}|, |I_{i}|+1}^{Y}(X_{I_{i}}; Y_{I_{i}}) \tag{38}$$

The functions $\mathcal{T}_{m,n+1}^{Y}, \mathcal{W}_{m,n+1}^{Y}$ depend on an additional variable $u$ as a formal power series. Remark that $\mathcal{W}_{m,n+1}^{Y}$ contains nonnegative powers of $u$ only with an exception for $m = n = 0$: the series $\mathcal{W}_{0,1}^{Y}$ starts with $\frac{1}{u}$.

Next, for $p \in \mathbb{Z}$ we set

$$\hat{\phi}_{p}(\theta) = \begin{cases} \prod_{i=-1}^{p+1} \phi(\theta + i \hbar), & p > 0, \\ 1, & p = 0, \\ 1/\hat{\phi}_{-p}(\theta), & p < 0. \end{cases} \tag{39}$$

**Theorem 2.1.** The following relation holds for all $(g, m, n)$ with $2g - 2 + m + n > 0$

$$X \partial X H_{m+1,n}^{(g)}(X_{M}; X_{1}; Y_{N}) = [h^{2g}] \sum_{p=-\infty}^{\infty} X^{p} \sum_{r=0}^{\infty} \partial_{\theta} \hat{\phi}_{p}(\theta) \big|_{\theta=0} [Y^{-p} u^{r}] \mathcal{W}_{m,n+1}^{Y}(u; X_{M}; Y_{1}; Y_{N}). \tag{40}$$

By the symmetry between $X$ and $Y$ variables, we also have

$$Y \partial Y H_{m+1,n}^{(g)}(X_{M}; Y_{1}; Y_{N}) = [h^{2g}] \sum_{p=-\infty}^{\infty} Y^{p} \sum_{r=0}^{\infty} \partial_{\theta} \hat{\phi}_{p}(\theta) \big|_{\theta=0} [X^{-p} u^{r}] \mathcal{W}_{m,n+1}^{X}(u; X_{M}; X_{1}; Y_{N}). \tag{41}$$

where $\mathcal{W}_{X}, \mathcal{W}_{Y}$, and also $\mathcal{T}_{X}$ are defined in a similar way, with the exchange of the role of $X$ and $Y$ variables and also $t$ and $s$ parameters.

We will need also the following extension of the last theorem. Set

$$\tilde{\phi}_{p}(\theta, w) = \hat{\phi}_{p}(\theta) e^{w \theta}. \tag{42}$$
Theorem 2.2. The following relation holds for all $(m, n)$ with no exceptions
\begin{equation}
\mathcal{W}^X_{m+1,n}(w; X_M; X; Y_N) = \sum_{p=-\infty}^{\infty} X^p \sum_{r=0}^{\infty} \partial_\theta^r \partial_p(\theta, w) \big|_{\theta=0} [Y^{-p}u^r] \mathcal{W}^Y_{m,n+1}(u; X_M; Y; Y_N).
\end{equation}

By the symmetry between $X$ and $Y$ variables, we also have
\begin{equation}
\mathcal{W}^Y_{m,n+1}(u; X_M; Y; Y_N) = \sum_{p=-\infty}^{\infty} Y^p \sum_{r=0}^{\infty} \partial_\theta^r \partial_p(\theta, u) \big|_{\theta=0} [X^{-p}w^r] \mathcal{W}^X_{m+1,n}(w; X_M; X; Y_N).
\end{equation}

By definition of the function $\mathcal{W}^X_{m+1,n}(w; X_M; X; Y_N)$, its coefficient of $w^0$ is
\begin{equation}
[w^0] \mathcal{W}^X_{m+1,n} = \sum_{g=0}^{\infty} h^g \partial_X H_{m+1,n}^{(g)} (\theta, w) \sum_{k=1}^{\infty} \frac{t_k}{X^k} + \frac{\delta(m,n),(0,0)}{X}. \frac{X_1}{X - X_1}.
\end{equation}

This shows that Theorem 2.1 is a specialization of Theorem 2.2. It also explains why relations of Theorem 2.1 fail in the unstable cases and how they should be corrected. The proof of Theorems 2.1 and 2.2 are given below, in Sect. 2.4. But now we provide certain comments on the structure of the terms entering their relations.

2.3. The structure of the formulas (40)–(41), (43)–(44), graph presentation, and genus count. First of all, let us explain the meaning of the singular correction in (37). The first correction term means that the summand $Y_1 \partial_{\bar{Y}} H^{(0)}_{0,1}$ should be replaced by
\begin{equation}
Y_1 \partial_{\bar{Y}} H^{(0)}_{0,1} + \sum_{k=1}^{\infty} \frac{s_k}{Y^k}
\end{equation}
which involves negative powers of $Y_1$. The second correction term means that the summand $Y_1 \partial_{\bar{Y}} H^{(0)}_{0,2}(Y_1, Y_2)$ should be replaced by
\begin{equation}
Y_1 \partial_{\bar{Y}} H^{(0)}_{0,2}(Y_1, Y_2) + \frac{Y_2}{Y_1 - Y_2} = Y_1 \partial_{\bar{Y}} H^{(0)}_{0,2}(Y_1, Y_2) + \sum_{k=1}^{\infty} \frac{Y_2^k}{Y_1^k}
\end{equation}
which also involves negative powers of $Y_1$. Remark, however, that a similar term
\begin{equation}
Y_1 Y_2 \partial_{\bar{Y}} \partial_{\bar{Y}} H^{(0)}_{0,2}(Y_1, Y_2)
\end{equation}
appearing for $(m, n, k) = (0, 0, 2)$ and intended to be restricted to the diagonal $Y_1 = Y_2$ is left in its original regular form. As a result, the series $\mathcal{W}^Y_{m,n+1}$ contains arbitrary large positive or negative exponents of the variable $Y$. This series is well defined since the coefficient of any particular monomial in the remaining variables $(t_i, s_i, X_i, Y_i, u, h)$ is a finite Laurent polynomial in $Y$. Remark that the left hand side in (40) is regular in $X$. It follows that the most essential terms of $\mathcal{W}^Y_{m,n+1}$ that contribute to the left hand side of (40) are exactly those with negative exponents of $Y$ while the contribution of terms with nonnegative exponents of $Y$ cancel out.

Next, let us make a comment on the definition of $\mathcal{W}^Y_{m,n+1}$. The subsets $I_i, J_i$ participating in (38) are allowed both being empty. By that reason the sum in (38) is infinite. It is useful to treat the factors with $I_i = J_i = \emptyset$ separately and to represent the expression for $\mathcal{W}^Y_{m,n+1}$ in the following form
\begin{equation}
\mathcal{W}^Y_{m,n+1}(X_M; Y; Y_N) = \frac{e^{T_{\gamma_1}(u;Y)}}{u^S(uh)} \sum_{M \cup N = \emptyset, K_a \neq \emptyset} \prod_{J_a = K_a \cap M, J_b = K_b \cap N} T^Y_{I_a, |J_a| + 1}(X_{I_a}; Y; X_{J_a})
\end{equation}
where the summation carries over the set of all partitions of the set $M \cup N$ into *unordered* collection of disjoint *nonempty* subsets $K_\alpha$, and where we denote $I_\alpha = K_\alpha \cap M$, $J_\alpha = K_\alpha \cap N$. This sum has finitely many terms.

In order to understand better the structure of the function $W_{m,n+1}^Y$, it is convenient to represent all the terms entering to its definition by graphs of special kind. These are bipartite graphs with $m + n + 1$ white vertices labeled by indices $1, 2, \ldots, m + n + 1$, and some number of black unmarked vertices. The white vertex labeled by $m + 1$ is distinguished. It is connected by edges with all black vertices, moreover, multiple edges are allowed. Besides, every remaining white vertex is connected with exactly one black vertex by a single dashed edge as in the picture below.

\[
\begin{array}{c}
m + 1 \\
\includegraphics[width=0.5\textwidth]{graph.png} \\
M \cup N
\end{array}
\]

The contribution of the graph is computed as the product of the weights of its black vertices defined in the following way. Consider one of the black vertices. Consider all white vertices connected to it by dashed edges and denote by $I$ and $J$ the sets of labels of these vertices from the ranges $M = \{1 \ldots m\}$ and $N = \{m + 2 \ldots m + n + 1\}$, respectively. Let $k$ be the number of edges connecting this black vertex to the white vertex labeled by $m + 1$. Then the weight of this black vertex is equal to

\[
\left( \prod_{i=1}^{k} \left| \gamma_i = Y u S(uhY \delta \gamma_i) Y \delta \gamma_i \right| H_{|I|,|J|}(X_I; Y_{\{1,\ldots,k\}}, Y_J) \right)
\]

with an appropriate singular correction for $k = 1$, $I = \emptyset$, and $|J| = 0$ or 1.

Let $\gamma$ be a graph. Its genus $g(\gamma)$ is defined as the number of its edges (both filled and dashed) minus the number of vertices (both black and white) plus one. In other words, it is the minimal number of edges that can be removed such that the graph remains connected.

Then $W_{m,n+1}^Y$ is computed as the sum over all isomorphism classes of graphs of the described type; the summand corresponding to a given graph $\gamma$ is equal to the product of weights of all its black vertices multiplied by $h^{2g(\gamma)}$ and divided by the order of automorphism group of the graph. Finally, the obtained sum is multiplied by an overall factor $\frac{1}{u S(uh)}$.

One of the sources of the automorphisms of the graph are permutations of its multiple edges. These automorphisms are accounted in the factor $\frac{1}{k!}$ in (37). Another source of automorphisms are possible black leaves that is black vertices connected with the distinguished white vertex $m + 1$ only. These automorphisms are accounted in the factorial factors appearing in the expansion of the exponent in (49).

Thus, the total genus (the exponent of $h^2$) corresponding to the contribution of a particular graph to the right hand side of (40) or (43) is computed as the sum of the following nonnegative integers:

- the indices $g'$ corresponding to the functions $H_{m',k+n'}^{g'}$ assigned to the black vertices;
• the exponent of \( h^2 \) in the differential operators \( \mathcal{S}(uhY_i \partial Y_i) \) applied to these functions;
• the genus of the graph itself;
• the exponent of \( h^2 \) in the overall factor \( \frac{1}{u \mathcal{S}(u h)} \);
• the exponent of \( h^2 \) in the expansion of the functions \( \hat{\phi}_p \) and \( \hat{\phi}_p \) entering the right hand side of the formulae.

For example, in the case \( g = 0 \) all the graphs that contribute to the computation of \( H_{m+1,n}^{(0)} \) are trees.

2.4. Operator formalism and the computation of \( \mathcal{W}_{m+1,n}^X \) as a series. The proof of Theorems 2.1 and 2.2 is based on the formalism of vertex operators and VEVs. Recall that the bosonic Fock space of charge 0 introduced in Sect 1.2.1 can be identified with the space of infinite power series in countably many variables, \( \mathcal{V}_0 = \mathbb{C}[[q_1, q_2, \ldots ]] \). There is a remarkable action on this space of the Lie algebra \( \widehat{\mathfrak{gl}}(\infty) \), a one-dimensional central extension of the Lie algebra of infinite matrices whose rows and columns are labeled by half-integers. Let \( E_{i,j}, \ i, j \in \mathbb{Z} + \frac{1}{2} \) be the matrix unit. Then, for example, the shift operator \( J_k = \sum_{i \in \mathbb{Z} + \frac{1}{2}} E_{i-k,i} \) corresponding to a matrix with one nonzero diagonal filled by units and situated on the distance \( k \) from the principal one acts as \( J_k = k \partial q_k \), \( J_{-k} = q_k \) (operator of multiplication by \( q_k \)) if \( k > 0 \), and \( J_0 = 0 \). Another example is the operator \( D_\psi \) entering the definition (7) of correlator functions. It corresponds to the diagonal matrices of the form

\[
D_\psi = \exp \left( \sum_{k \in \mathbb{Z} + \frac{1}{2}} d_k E_{k,k} \right),
\]

where the entries \( d_k \) are defined by

\[
d_{k+\frac{1}{2}} - d_{k-\frac{1}{2}} = \hat{\psi}(k h),
\]

see [BDBKS22]. These equalities determine the components \( d_k \) up to a common additive constant which is not important since the constant matrices from \( \widehat{\mathfrak{gl}}(\infty) \) act trivially. In general, the elements of \( \widehat{\mathfrak{gl}}(\infty) \) act on \( \mathcal{V}_0 \) as differential operators in \( q \)-variables. This action can be described as follows. Consider the operators \( \sum_{p \in \mathbb{Z} + \frac{1}{2}} (p - \frac{k}{2})^r E_{p-k,p} \) and collect them to the following generating series

\[
\mathcal{E}(u, z) = \sum_{p \in \mathbb{Z}} z^p \sum_{k \in \mathbb{Z} + \frac{1}{2}} e^{u(k \frac{1}{2})} E_{k-p,k},
\]

Then we have, explicitly (see for example [BDBKS22, Section 2] for the details):

\[
\mathcal{E}(u, z) = \frac{e^{\sum_{i=1}^{\infty} u \mathcal{S}(u i) J_{i,-i} z^{-i}} - 1}{u \mathcal{S}(u)}.
\]

We define now the functions \( \mathcal{W}_{m+1,n}^X(u; X_M; X; Y_N) \) and \( \mathcal{W}_{m,n+1}^Y(u; X_M; Y; Y_N) \) as the following connected vacuum expectation values

\[
\mathcal{X}_i = \sum_{k=1}^{\infty} X_k e^{\frac{i h k}{k}} J_k, \quad \mathcal{Y}_j = \sum_{k=1}^{\infty} Y_k e^{\frac{i h k}{k}} J_{-k},
\]

\[
\mathcal{W}_{m+1,n}^X = \langle 0 | \mathcal{X}_1 \ldots \mathcal{X}_m e^{\sum_{k=1}^{\infty} \frac{i h k}{k} \mathcal{E}(h w, X)} D_\psi \sum_{k=1}^{\infty} \frac{X_k J_k}{k} \mathcal{Y}_{m+2} \ldots \mathcal{Y}_{m+n+2} | 0 \rangle_0,
\]

\[
\mathcal{W}_{m,n+1}^Y = \langle 0 | \mathcal{X}_1 \ldots \mathcal{X}_m e^{\sum_{k=1}^{\infty} \frac{i h k}{k} D_\psi \mathcal{E}(h u, Y^{-1})} \mathcal{E}(h u, Y^{-1}) \sum_{k=1}^{\infty} \frac{\mathcal{Y}_k J_k}{k} \mathcal{Y}_{m+2} \ldots \mathcal{Y}_{m+n+2} | 0 \rangle_0.
\]
Then we observe that $\mathcal{W}^{Y}_{m,n+1}$ is given explicitly by (37)–(38) and $\mathcal{W}^{X}_{m+1,n}$ is given by similar expression with the exchange of the role of $X$ and $Y$ variables. Namely, the positive $J$-operators entering $\mathcal{E}(hu, Y^{-1})$ while commuting with $e^{k_1 \ell_{j_1}}$ and $Y_j$ produce the singular terms in (37), and the negative $J$-operators entering $\mathcal{E}(hu, Y^{-1})$ produce the regular summands in (37). In fact, exactly this computation serves as the motivation for introducing singular terms in (37). The combinatorics behind this computation and also behind the inclusion/exclusion principle relating connected and disconnected correlators is the same as in [BDBKS22, BDBKS21] and we do not reproduce the details here.

Next, we conjugate $\mathcal{E}(hw, X)$ in (56) by the operator $D _{\psi}$ and obtain
\begin{equation}
\mathcal{E}(hw, X) D _{\psi} = D _{\psi} \mathcal{E}(hw, X)
\end{equation}
where
\begin{align}
\mathcal{E}(hw, X) &= D _{\psi}^{-1} \mathcal{E}(hw, X) D _{\psi} = \sum_{p \in \mathbb{Z}} z^{p} \sum_{k \in \mathbb{Z} + \frac{1}{2}} \frac{e^{d_{k}}}{e^{d_{k-\frac{1}{2}}}} e^{w h (k-\frac{5}{2})} E_{k-p,k} \\
&= \sum_{p \in \mathbb{Z}} z^{p} \sum_{k \in \mathbb{Z} + \frac{1}{2}} \tilde{\phi}_{p} (h (k - \frac{5}{2})) e^{w h (k-\frac{5}{2})} E_{k-p,k} \\
&= \sum_{p \in \mathbb{Z}} z^{p} \sum_{k \in \mathbb{Z} + \frac{1}{2}} \tilde{\phi}_{p} (h (k - \frac{5}{2}), w) E_{k-p,k} \\
&= \sum_{p = -\infty}^{\infty} \sum_{r = 0}^{\infty} \partial_{\theta}^{r} \tilde{\phi}_{p} (\theta, w) \bigg|_{\theta = 0} [Y^{-p} u^{r}] \mathcal{E}(hu, Y^{-1})
\end{align}
Comparing with (57) we obtain the desired relation of Theorem 2.2. Picking the coefficient of $w^{0}$ on both sides of the obtained relation we get that of Theorem 2.1.

3. The formal spectral curve and Lagrange Inversion

3.1. Formal spectral curve. The variables $X$ and $Y$ entering relations of Theorems 2.1 and 2.2 are considered in these theorems as two independent variables having no relationship to one another. Equations (40) and (43) express the coefficients of the Laurent expansion of the left hand sides in $X$ in terms of the coefficients of the Laurent expansion of $\mathcal{W}^{Y}_{m,n+1}$ in $Y$. Our next step is to relate $X$ and $Y$ by a change of variables and to interpret (40) and (43) in terms of this change. The change will involve both positive and negative powers of the variables, and in order to assign a meaning to such a change we introduce the following definition.

Definition 3.1. We denote by $R$ the ring of regular power series in the ‘basic’ variables $t_{k}$, $s_{k}$, whose coefficients are Laurent polynomials in one additional variable denoted by $z$ (or $X$ or $Y$).

The whole series lying in $R$ may contain arbitrary large positive or negative powers of $z$ but the exponents of $z$ entering a particular monomial in $(t, s)$-variables are bounded. Note that any series in $R$ of the form
\begin{equation}
X(z) = z^{\pm 1} + o(1),
\end{equation}
where the summand $o(1)$ belongs to the ideal generated by $(t, s)$-variables provides an invertible change in the ring $R$ so that any series in $R$ rewritten in terms of the new variable $X$ also belongs to $R$.

Let $t = (t_{1}, t_{2}, \ldots)$, $s = (s_{1}, s_{2}, \ldots)$ be as before, and $\phi(\theta) = e^{\psi(\theta)}$ be an arbitrary power series with the constant term 1.
Proposition 3.2. There exist series $X(z), Y(z), \Theta(z)$ in $R$ possessing the following properties.

- The three series satisfy
  \[
  X(z) Y(z) \phi(\Theta(z)) = 1.
  \]

- The series $X(z)$ contains positive powers of $z$ only, its coefficient of $z$ is invertible as a series in $(t, s)$, and we have
  \[
  \Theta(z) = \sum_{k=1}^{\infty} t_k X(z)^k + O(z)
  \]
  where the term $O(z)$ contains positive powers of $z$ only.

- The series $Y(z)$ contains negative powers of $z$ only, its coefficient of $z^{-1}$ is invertible as a series in $(t, s)$, and we have
  \[
  \Theta(z) = \sum_{k=1}^{\infty} s_k Y(z)^k + O(z^{-1})
  \]
  where the term $O(z^{-1})$ contains negative powers of $z$ only.

The series $X, Y, \Theta$ are determined by these requirements uniquely up to a multiplication of $z$ by a constant (an invertible series in $(t, s)$ variables).

Remark that the functions $X(z)$ and $Y(z)$ provide invertible changes in $R$, and the dependence between $X$ and $Y$ implied by these changes is independent of the freedom in a choice of the coordinate $z$. The actual rescaling of $z$ is not so important, but it can be fixed, if needed, for example, by an additional requirement

\[
X(z) = z + O(z^2).
\]

Definition 3.3. By a formal spectral curve associated with the data $(t, s, \phi)$ we mean the projective line $\Sigma = \mathbb{C}P^1$ with affine coordinate $z$ and a triple of functions $X, Y, \Theta$ in $R$ satisfying requirements of Proposition 3.2.

Proof of Proposition 3.2. Let us write

\[
\Theta(z) = \sum_{k=-\infty}^{\infty} \alpha_k z^k.
\]

We will show that the coefficients of $\Theta(z)$ obey certain equation allowing one to express $\alpha_0$ as a function in the remaining $\alpha$-parameters. So we can take the coefficients $\alpha_k$, $k \neq 0$, as a new independent set of parameters of the problem (instead of $t$ and $s$). We express $t_i, s_j$ as functions in these parameters. Then, we apply the inverse function theorem to express $\alpha$-coordinates as functions in $t$ and $s$ parameters.

Taking the formal logarithm of $\phi$ we write

\[
\log \phi(\Theta(z)) = A(z) + B(z)
\]

where $A$ and $B$ involve nonnegative and nonpositive exponents of $z$, respectively. There is an ambiguity in a choice of the constant terms in $A$ and $B$. This ambiguity exactly corresponds to an ambiguity in a possible rescaling of $z$ coordinate in the proposition. We just require that the constant terms in $A$ and $B$ are certain series in $\alpha$-parameters such that $A|_{\alpha=0} = B|_{\alpha=0} = 0$. Set

\[
X = ze^{-A(z)}, \quad Y = z^{-1}e^{-B(z)}.
\]
Then the equation $XY \phi(\Theta) = 1$ and the requirement that $X$ and $Y$ are regular changes at $z = 0$ and $z = \infty$, respectively, are satisfied. Applying these changes in $R$ we can represent $\Theta$ as an infinite Laurent series in the corresponding coordinate:

$$
(68) \quad \Theta|_{z=z(X)} = \sum_{k=1}^{\infty} \frac{t_k}{X^k} + t_0 + O(X), \quad \Theta|_{z=z(Y)} = \sum_{k=1}^{\infty} \frac{s_k}{Y^k} + s_0 + O(Y).
$$

The coefficients $t_k, s_k$ of these expansions are expressed as functions (formal power series) in $\alpha$-parameters. Expansions (68) differ from (62), (63) by the presence of the constant terms $t_0, s_0$. Vanishing of $t_0$ and $s_0$ provides functional relations between parameters $\alpha_k$. In fact, these two equations are equivalent to one another due to the following identity:

$$
(69) \quad t_0 = s_0.
$$

This identity is proved below. The equation $t_0 = 0$ (or an equivalent one $s_0 = 0$) allows one to express $\alpha_0$ as a function in the remaining $\alpha$-parameters. Inverting the obtained dependence of $(t, s)$ variables in $\alpha$ variables we resolve the equations of spectral curve.

In order to justify application of implicit function theorem one should add the computation of these equations in the linear approximation. Up to the terms of order greater than 1 in $\alpha$-coordinates these equations read

$$
(70) \quad \alpha_k = t_{-k} \quad (k < 0), \quad \alpha_k = s_k \quad (k > 0), \quad \alpha_0 = 0.
$$

and so they are obviously solved in $(t, s)$-variables.

Let us prove finally the identity (69). For that we involve into consideration formal meromorphic differentials of the form $f(z) \, dz, \, f \in R$.

**Definition 3.4.** The residue of a formal meromorphic differential $f(z) \, dz, \, f \in R$, is defined as its coefficient of $\frac{dz}{z}$ and denoted by $\operatorname{Res} f(z) \, dz$.

The invariance of residues implies, in particular,

$$
(71) \quad \operatorname{Res} \frac{dX(z)}{X(z)^k} = \begin{cases} 1, & k = 1 \\ 0, & k \neq 1, \end{cases} \quad \operatorname{Res} \frac{dY(z)}{Y(z)^k} = \begin{cases} -1, & k = 1 \\ 0, & k \neq 1, \end{cases}
$$

where we denote $dX(z) = X'(z) \, dz$ and $dY(z) = Y'(z) \, dz$.

In these terms, the equations relating $\alpha$ and $(t, s)$ parameters can be written as

$$
(72) \quad t_k = \operatorname{Res} \Theta(z)X(z)^{k-1} \, dX(z), \quad s_k = - \operatorname{Res} \Theta(z)Y(z)^{k-1} \, dY(z), \quad k \geq 0.
$$

Remark that the identity $XY \phi(\theta) = 1$ implies $\frac{dX}{X} + \frac{dY}{Y} + \frac{\phi'(\theta)}{\phi(\theta)} \, d\theta = 0$. Therefore, we have

$$
(73) \quad t_0 - s_0 = \operatorname{Res} \Theta \frac{dX}{X} + \operatorname{Res} \Theta \frac{dY}{Y} = - \operatorname{Res} \Theta \frac{\phi'(\theta)}{\phi(\theta)} \, d\Theta.
$$

The series $\theta \frac{\phi'(\theta)}{\phi(\theta)}$ can be integrated as a formal power series in the variable $\theta$. Therefore, the form $\frac{\Theta \phi'(\theta)}{\phi(\theta)} \, d\Theta$ is a differential of an element of $R$, and hence, its residue is equal to zero. This completes the proof of (69), and hence that of Proposition 3.2. \qed

3.2.** Unstable functions.** Consider the spectral curve defined above. Since $X(z)$ is a regular formal change of variables at the point $z = 0$ and $Y(z)$ is a regular formal change of variables at the point $z = \infty$, we can substitute $X_i = X(z_i), \, Y_j = Y(z_j)$ to $H_{m,n}^{(g)}$ and to treat this function as a series in $z_1, \ldots, z_m, \frac{1}{z_{m+1}}, \ldots, \frac{1}{z_{m+n}}$, that is, as a function on $\Sigma^{m+n}$ expanded as a formal power series at the point $z_1 = \cdots = z_m = 0$, $z_{m+1} = \cdots = z_{m+n} = \infty$. Our goal is to rewrite recursion of Theorem 2.1 it terms of these changes. The following result serves as a motivation for considering these changes.
Proposition 3.5. The unstable correlator functions written in terms of the coordinates \( z_i \) of the (formal) spectral curve are determined explicitly by the following relations

\[
X_i \partial_{X_i} H_{1,0}^{(0)} + \sum_{k=0}^{\infty} \frac{t_k}{X_i^k} = Y_i \partial_{Y_i} H_{0,1}^{(0)} + \sum_{k=0}^{\infty} \frac{s_k}{Y_i^k} = \Theta(z_1),
\]

\[
d_1 d_2 H_{2,0}^{(0)} + \frac{dX_1 dX_2}{(X_1 - X_2)^2} = -d_1 d_2 H_{1,2}^{(0)} = d_1 d_2 H_{0,2}^{(0)} + \frac{dY_1 dY_2}{(Y_1 - Y_2)^2} = \frac{d_1 d_2}{(z_1 - z_2)^2}.
\]

For the proof see Sect. 3.4 below. Remark that the expressions in (75) can be integrated and we obtain, more explicitly,

\[
H_{2,0}^{(0)} = \log \left( \frac{z_1^{-1} - z_2^{-1}}{X_1^{-1} - X_2^{-1} \gamma_1^{-1}} \right),
\]

\[
H_{1,1}^{(0)} = -\log \left( 1 - \frac{z_1}{z_2} \right),
\]

\[
H_{0,2}^{(0)} = \log \left( \frac{z_1 - z_2}{Y_1^{-1} - Y_2^{-1} \gamma_2^{-1}} \right),
\]

where the constants \( \gamma_1 \) and \( \gamma_2 \) are determined by the requirement that \( H_{2,0}^{(0)} \) is vanishing for \( z_1 = z_2 = 0 \) and \( H_{0,2}^{(0)} \) is vanishing for \( z_1 = z_2 = \infty \), namely,

\[
X(z) = \gamma_1 z + O(z^2), \quad Y(z) = \gamma_2 z^{-1} + O(z^{-2}).
\]

3.3. Formulation of the recursion (final version). In order to rewrite relation of Theorem 2.1 in terms of the change implied by the spectral curve equation we first make the following observation. Define \( L_r(p, \theta) \) through the equality

\[
\partial_{\theta}^{\hat{p}} \phi_p^{(\hat{p})} = L_r(p, \theta) \phi(\theta)^\hat{p}.
\]

Then we have, explicitly (see [BDBKS22, Section 4]),

\[
L_r(v, \theta) = e^{-v \phi(\theta)} \partial_{\theta}^{\hat{p}} e^{\frac{S(\theta \phi(\theta))}{\hbar}} \psi(\theta) = (\partial_{\theta} + v \psi^r(\theta)) e^{\frac{S(\theta \phi(\theta))}{\hbar}} \psi(\theta)^{-v \psi^r(\theta)},
\]

where \( S \) is defined in (36). This shows that the coefficient of any power of \( \hbar^2 \) in \( L_r(v, \theta) \) is polynomial in \( v \).

Let \( f(u, Y) \) be a function which is polynomial in \( u \) and a Laurent series in \( Y \). Denote by \( U^X \) the transformation of Theorem 2.1 sending \( f \) to the series in \( X \) defined by

\[
(U^X f)(X) = \sum_{p=-\infty}^{\infty} X^p \sum_{r=0}^{\infty} \partial_{\theta}^{\hat{p}} \phi_p^{(\hat{p})} \big|_{\theta=0} \left[ Y^{-p} u^r \right] e^\left( Y \partial_Y H_{0,1}^{(0)}(Y) + \sum_{s=1}^{\infty} \frac{\hbar^s}{s!} \right) f(u, Y)
\]

the formulation of Theorem 2.1 requires also to extend the transformation \( U^X \) to the case when \( f = \frac{1}{u} \).

Proposition 3.6. The transformation \( U^X \) acts on monomials in \( u \) as the following differential operator

\[
U^X (u^r f) = -\sum_{j=0}^{\infty} (X \partial_X)^j \left( \frac{X}{X} \frac{dY}{v^j} [v^j] L_r(v, \Theta) f \right), \quad r \geq 0
\]

\[
U^X \left( \frac{1}{u} \right) = \Theta + \sum_{j=1}^{\infty} (X \partial_X)^{-1} \left( [v^j] L_0(v, \Theta) X \partial_X \Theta \right).
\]

where \( f \) is any Laurent series in \( Y \) and where we assume that \( X, Y, \) and \( \Theta = \Theta(z) \) are related by the equation of spectral curve.
As an immediate corollary of this Proposition combined with the statement of Theorem 2.1 we obtain the following principal form of our recursion.

**Theorem 3.7.** With notations of Theorem 2.1, the following relation holds for all \((g, m, n)\) with \(2g - 2 + m + n > 0\)

\[
X \partial_X H^{(g)}_{m+1,n} = [\hbar^{(2g)}] U^X e^{-u \Theta} W^{Y}_{m,n+1}(u)
\]

\[
= -[\hbar^{2g}] \sum_{j=0}^{\infty} (X \partial_X)^j \left( \frac{X}{dX} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u \Theta} W^{Y}_{m,n+1}(u) \right)
\]

\[- \delta_{m+n,0} [v^{j+1}] L_0(v, \Theta) X \partial_X \Theta,
\]

where we assume that \(X = X_{m+1}, Y = Y_{m+1}, \) and \(\Theta = \Theta(z_{m+1})\) are related by the equation of spectral curve. By the symmetry between \(X\) and \(Y\) variables, we also have

\[
Y \partial_Y H^{(g)}_{m,n+1} = [\hbar^{(2g)}] U^Y e^{-u \Theta} W^{X}_{m,n+1}(u),
\]

where \(W^X\) and \(U^Y\) are defined in a similar way, with the exchange of the role of \(X\) and \(Y\) variables and also \(t\) and \(s\) parameters.

The main advantage of this form of recursion comparing with that of Theorem 2.1 is that the right hand sides of (85) and (86) contain only finitely many nonzero summands for any particular triple \((g, m, n)\). Indeed, it follows from (74) that the genus 0 component of \(T_{0,1}^Y(u; Y)\) defined by (37) when written in \(z\) coordinate coincides with \(u \Theta(z), \) i.e. \(T_{0,1}^Y(u; Y) = u \Theta(z) + O(\hbar^2)\). This implies (by (49), for example) that the coefficient of any particular power of \(h\) in \(e^{-u \Theta(z)} W^{Y}_{m,n+1}\) is polynomial in \(u\) and involves a finite polynomial combination of functions of the form \(H^{(g')}_{m', n'}\) and their derivatives.

A similar treatment in terms of the spectral curve equation can be applied to the equality of Theorem 2.2. Define \(\tilde{L}_r(p, \theta, w)\) through

\[
\partial_{\tilde{\theta}}^p \phi_p(\theta, w) = \tilde{L}_r(p, \theta, w) \phi(\theta)^p,
\]

or, equivalently,

\[
\tilde{L}_r(v, \theta, w) = e^{-\psi(\theta)} \partial_{\tilde{\theta}} e^{\frac{S(v \tilde{\theta} \theta)}{S(v \tilde{\theta} \theta)} \psi(\theta) + w \theta} = (\partial_{\tilde{\theta}} + v \psi(\theta))^r e^{\frac{S(v \tilde{\theta} \theta)}{S(v \tilde{\theta} \theta)} \psi(\theta) + w \theta - v \psi(\theta)}.
\]

Similarly to Proposition 3.6, we consider the transformation \(\tilde{U}^X\) defined by

\[
(\tilde{U}^X f)(X) = \sum_{p=-\infty}^{\infty} \sum_{r=0}^{\infty} \partial_{\tilde{\theta}}^p \phi_p(\theta, w) \big|_{\theta=0} \left[ Y^{-p} u^r \right] e^u \left( Y \partial_Y H_{0,1}^{(0)}(Y) + \sum_{k=1}^{\infty} \frac{Y}{X} \right) f(u, Y).
\]

Then we have, through the change implied by the spectral curve equation,

\[
\tilde{U}^X(u^r f) = -\sum_{j=0}^{\infty} (X \partial_X)^j \left( \frac{X}{dX} \sum_{r=0}^{\infty} [v^j] \tilde{L}_r(v, \Theta, w) f \right), \quad r \geq 0
\]

\[
\tilde{U}^X \left( \frac{1}{u} \right) = e^{\frac{w \Theta}{w}} + \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \left( \sum_{r=0}^{\infty} [v^j] \tilde{L}_0(v, \Theta, w) X \partial_X \Theta \right).
\]

where \(f\) is any Laurent series in \(Y,\) and we arrive at the following form of relation of Theorem 2.2.
Theorem 3.8. The following relation holds for all \((m, n)\)
\[
\mathcal{W}_{m+1,n}^X(w) = \tilde{U}^X e^{-u \Theta} \mathcal{W}_{m,n+1}^Y(u)
\]
\[
= -\sum_{j=0}^{\infty} \left( X \partial_X \right)^j \left( \frac{X}{dX} \frac{dY}{Y} \sum_{r=0}^{\infty} [u^r] \hat{L}_r(v, \Theta, w)[u^r] e^{-u \Theta} \mathcal{W}_{m,n+1}^Y(u) \right)
\]
\[
- \delta_{m+n,0} [v^{j+1}] \hat{L}_0(v, \Theta, w) X \partial_X \Theta + \delta_{m+n,0} \frac{e^{w \Theta}}{w},
\]
where we assume that \(X = X_{m+1}, Y = Y_{m+1}, \text{ and } \Theta = \Theta(z_{m+1})\) are related by the equation of spectral curve.

3.4. Lagrange inversion formula and principal identity. This section is devoted to the proofs of relations of the previous section. Our computations are based on Lagrange Inversion Theorem and Principal Identity used in [BDBKS22]. The invariance of residues implies that these tools can be applied to the situation when all considered functions belong to the ring \(R\). Thus, for the proof of (90) we follow step by step the computations made in [BDBKS22, Corollary 4.4]:
\[
\tilde{U}^X(u^r f) = \sum_{p=-\infty}^{\infty} \sum_{k=0}^{\infty} \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \left[ Y^{-p} u^k \right] e^{u \Theta} u^r f(Y)
\]
\[
= \sum_{p=-\infty}^{\infty} X^p \sum_{k=0}^{\infty} [Y^{-p}] \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \frac{\Theta^k}{k!} f(Y)
\]
\[
= \sum_{p=-\infty}^{\infty} X^p \sum_{r=0}^{\infty} [Y^{-p}] \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} f(Y)
\]
\[
= -\sum_{p=-\infty}^{\infty} X^p \operatorname{Res} \frac{dY}{Y} Y^p \phi(\theta)^p \hat{L}_r(p, \Theta) f(Y)
\]
\[
= -\sum_{p=-\infty}^{\infty} X^p \operatorname{Res} \frac{dY}{Y} X^{-p} \hat{L}_r(p, \Theta) f(Y)
\]
\[
= -\sum_{p=-\infty}^{\infty} X^p \sum_{r=0}^{\infty} [X^r] \frac{dY}{Y} \frac{X}{dX} \hat{L}_r(p, \Theta) f(Y)
\]
\[
= -\sum_{j=0}^{\infty} \left( X \partial_X \right)^j \left( \frac{dY}{Y} \frac{X}{dX} [u^r] \hat{L}_r(v, \Theta) f(Y) \right).
\]
This proves (90). In the case (91), denoting
\[
G(X) = \tilde{U}^X \left( \frac{1}{u} \right) = \sum_{p=-\infty}^{\infty} \sum_{r=0}^{\infty} \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \left[ Y^{-p} u^r \right] e^{u \Theta} \frac{1}{u},
\]
we have
\[
X \partial_X G(X) = \sum_{p=-\infty}^{\infty} \sum_{r=0}^{\infty} \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \left[ Y^{-p} u^r \right] e^{u \Theta} \frac{1}{u}
\]
\[
= -\sum_{p=-\infty}^{\infty} \sum_{r=0}^{\infty} \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \left[ Y^{-p} u^r \right] Y \partial_Y e^{u \Theta} \frac{1}{u}
\]
\[
= -\sum_{p=-\infty}^{\infty} \sum_{r=0}^{\infty} \partial^r_\theta \tilde{\phi}_p(\theta) \bigg|_{\theta=0} \left[ Y^{-p} u^r \right] e^{u \Theta} Y \partial_Y \Theta
\]
\[= -\tilde{U}^X(Y\partial_Y\Theta)\]
\[= \sum_{j=0}^{\infty} (X\partial_X)^j \left( \frac{dY}{X} \frac{X}{dX} [v^j] \tilde{L}_0(v, \Theta) Y\partial_Y\Theta \right)\]
\[= e^{w\Theta} X\partial_X \Theta + \sum_{j=1}^{\infty} (X\partial_X)^j \left( [v^j] \tilde{L}_0(v, \Theta) X\partial_X \Theta \right)\]
\[= X\partial_X \left( \frac{e^{w\Theta}}{w} + \sum_{j=1}^{\infty} (X\partial_X)^j \left( [v^j] \tilde{L}_0(v, \Theta) X\partial_X \Theta \right) \right).\]

Integrating both sides we obtain (91) up to an additive constant. The integration constant can be obtained by taking the residues of both sides of the obtained equality multiplied by \(\frac{dX}{X}\).

Theorem 3.8 follows from Theorem 2.2 by the proven Eqs. (90)–(91). Taking the coefficient of \(w^0\) in (90), (91), and (85) we obtain equalities of Proposition 3.6 and Theorem 3.7, respectively.

Let us prove finally Proposition 3.5. Remark that the above computations do not use its statement, but it is needed to be assured that the right hand side of (85) has finitely many nonzero summands. Let us denote
\[
\Theta^X(X) = X\partial_X H_{1,0}^{(0)}(X) + \sum_{k=1}^{\infty} \frac{t_k}{X^k}, \quad \Theta^Y(Y) = Y\partial_Y H_{0,1}^{(0)}(Y) + \sum_{k=1}^{\infty} \frac{s_k}{Y^k}
\]

Taking the coefficient of \(w^0h^0\) on both sides of (43) for \(m = n = 0\) we get
\[
\Theta^X(X) = \sum_{p=\infty}^{\infty} X^p \sum_{r=0}^{\infty} \partial^p_\theta \phi(\theta)^p \mid_{\theta=0} [Y^{-p}w^r] \frac{e^{w\Theta^X(Y)}}{w}.
\]

Repeating the computations similar to those above we obtain that the right hand side is equal to \(\Theta^Y(Y)\) with the substitution inverse to the change \(X(Y) = \frac{1}{\frac{1}{X\partial_X} \phi(\Theta^X(X))}\). In other words, the following relation holds true
\[
\Theta^X \left( \frac{1}{\frac{1}{X\partial_X} \phi(\Theta^X(X))} \right) = \Theta^Y(Y).
\]

The change \(X(Y) = \frac{1}{\frac{1}{X\partial_X} \phi(\Theta^X(X))}\) involves the terms with both positive and negative arbitrary large exponents of \(Y\), and in order to attain a meaning to this change we consider it as a change in the ring \(R\). We conclude that the functions \(\Theta^X\) and \(\Theta^Y\) are identified by this change and the inverse change is given by \(Y = \frac{1}{\frac{1}{X\partial_X} \phi(\Theta^X(X))}\). Indeed,
\[
\frac{1}{X(Y) \phi(\Theta^X(X(Y)))} = \frac{1}{X(Y) \phi(\Theta^Y(Y))} = Y.
\]

We observe now that the function \(\Theta^X\) possesses the following properties.

- It has an expansion of the form
\[
\Theta^X(X) = \sum_{k=1}^{\infty} \frac{t_k}{X^k} + O(X).
\]

- The same function rewritten in the variable \(Y\) related to \(X\) by the change inverse to \(Y = \frac{1}{\frac{1}{X\partial_X} \phi(\Theta^X(X))}\) has an expansion of the form
\[
\Theta^X(X(Y)) = \sum_{k=1}^{\infty} \frac{s_k}{Y^k} + O(Y).
\]
It is easy to see that these two conditions determine the series $\Theta^X$ uniquely: this is yet another application of implicit function theorem similar to that one used in the proof of Proposition 3.2. The function $\Theta(z)$ entering the definition of the spectral curve and rewritten in the coordinate $X$ does satisfy these conditions. Therefore, the functions $\Theta^X(X)$ and $\Theta^Y(Y)$ coincide with the function $\Theta(z)$ rewritten in the coordinates $X$ and $Y$ of the spectral curve, respectively. This proves Eq. (74) of Proposition 3.5.

Eqs. (75) of Proposition 3.5 corresponds to the coefficient of $w^0h^0$ on both sides of (43) or (85) for the case $m + n = 1$. The only graph that contributes to the sum on the right hand side in these cases is a single tree with one black vertex connected with two white vertices. Taking into account the singular corrections entering (37) we obtain (for the cases $(m, n) = (1, 0)$ and $(0, 1)$, respectively)

\begin{align}
X_2 & \partial X_2 H^{(0)}_{2,0} + \frac{X_1}{X_2 - X_1} = -\frac{X_2}{dX_2} Y_2 \partial Y_2 H^{(0)}_{1,1}, \\
X_1 & \partial X_1 H^{(0)}_{1,1} = -\frac{X_1}{dX_1} (Y_1 \partial Y_1 H^{(0)}_{0,2} + \frac{Y_1}{Y_1 - Y_2}).
\end{align}

Where we assume that $X_1$ is related to $Y_1$ by the equation of spectral curve. Differentiating the first line in $X_1$ and the second one in $X_2$ we obtain

\begin{align}
d_1 d_2 H^{(0)}_{2,0} + \frac{dX_1 dX_2}{(X_1 - X_2)^2} = -d_1 d_2 H^{(0)}_{1,1} = d_1 d_2 H^{(0)}_{0,2} + \frac{dY_1 dY_2}{(Y_1 - Y_2)^2}.
\end{align}

Let us rewrite the obtained 2-differential in $z$ coordinates of the spectral curve. Using the fact that $X(z)$ is a regular change of coordinates at $z = 0$, we get by local computations from the first equality that it has the form

\begin{align}
\frac{dz_1 dz_2}{(z_1 - z_2)^2} + \text{(regular series in } z_1, z_2 \text{)} d z_1 d z_2.
\end{align}

On the other hand, from the last equality we get by similar local computations using the fact that $Y(z)$ is a regular change at $z = \infty$ that this 2-differential has the form

\begin{align}
\frac{dz_1 dz_2}{(z_1 - z_2)^2} + \text{(regular series in } z_1^{-1}, z_2^{-1} \text{)} \frac{dz_1 dz_2}{z_1^2 z_2^2}.
\end{align}

This is only possible if the correction terms in both presentations are equal to zero. This proves Eq. (75) of Proposition 3.5.

3.5. Reduced recursion, splitting of poles, and the strategy of computation of $H^{(g)}_{m,n}$'s. The right hand side in (85) has finitely many nonzero summands only, and each summand is a polynomial combination of the functions of the form $H^{(g)}_{m,n}$ and their derivatives. The function $H^{(g)}_{m,n+1}$ also contributes to the right hand side of (85), namely, to the summand with $j = 0$: we have from (85) and (81)

\begin{align}
[h^{2g}]W^{(g)}_{m,n+1} = Y \partial Y H^{(g)}_{m,n+1} + O(u), \\
L_0(v, \theta) = 1 + O(v), \\
L_r(v, \theta) = O(v), \quad r \geq 1.
\end{align}

It follows that the summand of (85) with $j = 0$, disregarding the $\delta_{m,n,0}$-part, is equal to

\begin{align}
- \frac{X}{dX} \frac{dY}{Y} Y \partial Y H^{(g)}_{m,n+1} \frac{dY}{Y} = -X \partial X H^{(g)}_{m,n+1}.
\end{align}

All the summands with $j > 0$ as we as the $\delta_{m,n,0}$-contribution involve only those functions $H^{(g)}_{m',n'}$ satisfying $2g' - 2 + m' + n' < 2g - 2 + m + n + 1$, so that we may assume that they
are already computed in the previous steps of computations. It follows that the formula can be rewritten in the form

\[(108) \quad X \partial_X H^{(g)}_{m+1,n} + X \partial_X H^{(g)}_{m,n+1} =
\]

\[- \hbar^2 g \sum_{j=1}^{\infty} (X \partial_X)^j \left( \frac{X}{dY} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u^{\Theta}} \mathcal{W}_Y^{m,n+1}(u) \right)
\]

\[- \delta_{m+n,0} [v^{j+1}] L_0(v, \Theta) X \partial_X \Theta \right) + \delta_{m+n,0} [\hbar^2 g v^1] L_0(v, \Theta) X \partial_X \Theta.
\]

Let us study the last term in the above expression:

\[(109) \quad [\hbar^2 g v^1] L_0(v, \Theta) X \partial_X \Theta = [\hbar^2 g v^1] \left( e^{\psi(S/\hbar \theta)} \right) \left|_{\theta=\Theta} \right. \left( \frac{1}{\Theta} \right) \frac{\partial}{\partial X} \Theta.
\]

Integrating (108) with (109) substituted, we obtain our following main relation, which considerably simplifies the inductive computation of the \((m,n)\)-point functions:

**Theorem 3.9.** For any triple \((g, m, n)\) with \(2g - 2 + m + n \geq 0\) we have

\[(110) \quad H^{(g)}_{m+1,n} + H^{(g)}_{m,n+1} =
\]

\[- \hbar^2 g \sum_{j=1}^{\infty} (X \partial_X)^j \left( \frac{X}{dY} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u^{\Theta}} \mathcal{W}_Y^{m,n+1}(u) \right)
\]

\[- \delta_{m+n,0} [v^{j+1}] L_0(v, \Theta) X \partial_X \Theta \right) + \delta_{m+n,0} \int [\hbar^2 g] \left( \frac{1}{\Theta} \right) \phi \left( \frac{1}{\Theta} \right) d\theta \right|_{\theta=\Theta} + \text{const},
\]

where \(X = X_{m+1}, Y = Y_{m+1}, \) and \text{const} is certain function in \(X_M, Y_N\) and independent of \(X\).

Remark that there is a formally different expression for the right hand side due to the symmetry between \(X, Y\) variables,

\[(111) \quad H^{(g)}_{m+1,n} + H^{(g)}_{m,n+1} =
\]

\[- \hbar^2 g \sum_{j=1}^{\infty} (Y \partial_Y)^j \left( \frac{Y}{dX} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u^{\Theta}} \mathcal{W}_X^{m+1,n}(u) \right)
\]

\[- \delta_{m+n,0} [v^{j+1}] L_0(v, \Theta) Y \partial_Y \Theta \right) + \delta_{m+n,0} \int [\hbar^2 g] \left( \frac{1}{\Theta} \right) \phi \left( \frac{1}{\Theta} \right) d\theta \right|_{\theta=\Theta} + \text{const}.
\]

Let us look more closely on the right hand side of (110) at the coordinate \(z = z_{m+1}\) on the spectral curve. We observe that \(H^{(g)}_{m+1,n}\) involves positive powers of the variable \(z\) only, and \(H^{(g)}_{m,n+1}\) involves negative powers of \(z\) (and the constant term in \(z\) vanishes: exactly this requirement provides the choice of the constant const on the right hand side). We conclude that (110) can be regarded as a recursion relation: it allows one not only to
relate $H_{m+1,n}^{(g)}$ and $H_{m,n+1}^{(g)}$ but also to compute both of them! Namely, we compute $H_{m+1,n}^{(g)}$ and $H_{m,n+1}^{(g)}$ as the regular and the polar parts, respectively, of the right hand side in (110) with respect to $z$ coordinate.

Remark 3.10. Relation of Theorem 3.9 treats both its sides as formal power series in $(t, s)$ variables and also $X_1, \ldots, X_m, Y_{m+2}, \ldots, Y_{m+n+1}$ whose coefficients are Laurent polynomials in $z$. In fact, one can see by induction that there is a stronger rationality assertion: $H_{m,n}^{(g)}$ can be represented in $z$-coordinates as a power series in $(t, s)$ variables whose coefficients are rational functions in $z_1, \ldots, z_{m+n}$ with only possible poles at $z_i = \infty$, $z_j = 0$, and on the diagonals $z_i = z_j$ for $i \in \{1, \ldots, m\}$, $j \in \{m+1, \ldots, m+n\}$. In other words, it can be represented as a ratio of a polynomial in $z_1, \ldots, z_m, z_{m+1}, \ldots, z_{m+n}$ and a product of factors of the from $1 - z_i z_j^{-1}$. The degree of the denominator is uniformly bounded for each particular $(g, m, n)$ and the degree of the numerator grows with the growth of the degree of $(t, s)$-monomial. We use exactly this form of the functions $H_{m,n}^{(g)}$ in our numerical computer experiments.

4. Rationality of $(m, n)$-point functions and loop equations

Up to this moment, in Sect. 2 and 3, we regarded all $n$-point functions as formal power series and no restrictions on the initial data $(t, s, \psi)$ of the problem have been assumed. We now impose certain natural analytic assumptions on the initial data ensuring rationality of all $n$-point functions on the spectral curve. The rationality is crucial for the study of topological recursion and loop equations. Without this property the very discussion of topological recursion is senseless: it analyses the behavior of the analytic extension of the functions to the points different from the point of the expansion of these functions regarded as generating series.

4.1. Rational spectral curve. We say that the formal spectral curve introduced in Sect. 3.1 is algebraic if the forms $\frac{dX}{Y}$ and $\frac{dY}{X}$ extend as global meromorphic forms on $\Sigma$ and $\Theta(z)$ is a Laurent polynomial. Moreover, we wish that its dependence in $(t, s)$ parameters is also algebraic. It means that the coefficients of the rational forms $\frac{dX}{Y}$ and $\frac{dY}{X}$ and the Laurent polynomial $\Theta$ are defined not only as formal power series but also as true algebraic functions and their specializations at arbitrary complex numbers with sufficiently small absolute values are well defined. For the convenience of the reader we provide the definition of the spectral curve in the algebraic case which is independent of the formal case of Sect. 3.1.

Let $t = (t_1, \ldots, t_d, 0, 0, \ldots)$, $s = (s_1, \ldots, s_e, 0, 0, \ldots)$ be two sets of complex parameters such that only a finite number of them are nonzero. Let $\phi(\theta) = e^{\psi(\theta)} = 1 + \sum_{k=1}^{\infty} c_k \theta^k$ be a power series satisfying the property that $\psi'(\theta) = \phi'(\theta)/\phi(\theta)$ is rational. A typical example is when either $\phi$ or $\psi$ is a polynomial (or a rational function).

**Definition 4.1.** The spectral curve associated with the data $(t, s, \phi)$ is $\Sigma = \mathbb{C}P^1$ with global affine coordinate $z$ and three functions $X, Y, \Theta$ on (some open domains of) $\Sigma$ satisfying the following relations.

- We have

\begin{equation}
X Y \phi(\Theta) = 1.
\end{equation}

- $X$ is defined and holomorphic in a neighborhood of the disk $|z| \leq 1$, has a simple zero at $z = 0$ and no other zeroes in that disk. In other words, $X$ forms a global holomorphic coordinate on the disk $|z| \leq 1$. Similarly, $Y$ is defined and holomorphic in a neighborhood of the disk $|z| \geq 1$, has a simple zero at $z = \infty$...
and no other zeroes in that disk. In other words, \( Y \) forms a global holomorphic coordinate on the disk \(|z| \geq 1\).

- The 1-forms \( \frac{d}{dX} \) and \( \frac{d}{dY} \) extend as global rational 1-forms on the whole spectral curve.
- \( \Theta(z) \) is a Laurent polynomial. Moreover, its Laurent expansions at \( z = 0 \) and \( z = \infty \) in the corresponding local coordinates are given by

\[
\Theta(z) = \sum_{k=1}^{d} t_k X^{-k} + O(z), \quad z \to 0, \tag{113}
\]
\[
\Theta(z) = \sum_{k=1}^{e} s_k Y^{-k} + O(z^{-1}), \quad z \to \infty. \tag{114}
\]

**Proposition 4.2.** For a given \( \phi \), if the absolute values of \((t, s)\)-parameters are small enough then the requirements on the spectral curve define it uniquely up to a multiplication of the coordinate \( z \) by a nonzero constant.

A choice for a rescaling of \( z \) is not important, since it does not change the analytic dependence between \( X, Y, \) and \( \Theta \) functions. However, it can be fixed, if needed, by an additional relation

\[
X(z) = z + O(z^2). \tag{115}
\]

**Proof.** We see from (113) and (114) that \( \Theta \) has a pole of order \( d \) at \( z = 0 \) and a pole of order \( e \) at \( z = \infty \), i.e. it has the form

\[
\Theta(z) = \sum_{-d \leq k \leq e} \alpha_k z^k. \tag{116}
\]

We will show that the coefficients of \( \Theta(z) \) obey certain polynomial equation allowing one to express \( \alpha_0 \) as a function in the remaining \( \alpha \)-parameters. So we can take the coefficients \( \alpha_{-d}, \ldots, \alpha_{-1}, \alpha_1, \ldots, \alpha_e \) as an independent set of parameters of the problem. We express \( t_i, s_j \) as (algebraic) functions in these parameters. Then, we apply the inverse function theorem to express \( \alpha \)-coordinates as functions in \( t \) and \( s \) parameters.

Having in mind the necessity to apply the inverse function theorem, we assume that the coefficients \( \alpha_k \) are small enough. An explicit estimate on the absolute values of these coefficients will be clear from the arguments below. Taking the logarithmic derivatives of the two sides of (112) we obtain the following equality of meromorphic 1-forms on the spectral curve,

\[
\frac{dX}{X} + \frac{dY}{Y} = -\frac{d\phi(\Theta)}{\phi(\Theta)}. \tag{117}
\]

The two summands on the left hand side can be recovered as the contributions of the poles of the right hand side outside the unit circle and inside it, respectively. So, we define

\[
\frac{dX(z)}{X(z)} = \frac{dz}{z} - \sum_{a: \phi(\Theta(a)) = 0, |a| > 1} \text{res}_{z=a} \frac{d\phi(\Theta(z))}{\phi(\Theta(z))} \frac{dz}{z - z}, \tag{118}
\]
\[
\frac{dY(z)}{Y(z)} = -\frac{dz}{z} - \sum_{a: \phi(\Theta(a)) = 0, |a| < 1} \text{res}_{z=a} \frac{d\phi(\Theta(z))}{\phi(\Theta(z))} \frac{dz}{z - z}. \tag{119}
\]

Equivalently, these relations can be written as follows

\[
-\frac{1}{2\pi i} \int_{|z|=1} \frac{d\phi(\Theta(z))}{\phi(\Theta(z))} \frac{dz}{z - z} = \begin{cases} \frac{dz}{z} - \frac{dX(z)}{X(z)}, & |z| < 1, \\
\frac{dz}{z} + \frac{dY(z)}{Y(z)}, & |z| > 1, \end{cases} \tag{120}
\]
where the integration contour \(|z| = 1\) is oriented counterclockwise. The forms \(\frac{dX}{X}\) and \(\frac{dY}{Y}\) determine the functions \(X\) and \(Y\) themselves uniquely up to multiplicative constants,

\[
X = e^{\int \frac{dX}{X}}, \quad Y = e^{\int \frac{dY}{Y}}.
\]

The integration constants can be fixed by (112) and, for example, (115).

Next, we observe that \(X\) is a local coordinate at \(z = 0\) and \(Y\) is a local at \(z = \infty\). Expanding \(\Theta\) in these coordinates, we get

\[
(122) \quad \Theta(z) = \sum_{k=1}^{d} \frac{t_k}{X^k} + t_0 + O(z), \quad z \to 0,
\]

\[
(123) \quad \Theta(z) = \sum_{k=1}^{e} \frac{s_k}{Y^k} + s_0 + O(z^{-1}), \quad z \to \infty.
\]

The coefficients \(t_k, s_k\) of these expansions are expressed as functions in \(\alpha\)-parameters. More explicitly, we have

\[
(124) \quad t_k = \text{res}_{z=0} \Theta(z) X(z)^{k-1}dX(z), \quad s_k = \text{res}_{z=\infty} \Theta(z) Y(z)^{k-1}dY(z)
\]

Expansions (122), (123) differ from (113), (114) by the presence of the constant terms \(t_0, s_0\). Vanishing of \(t_0\) and \(s_0\) provides algebraic relations between parameters \(\alpha_k\). In fact, these two equations are equivalent to one another due to the following identity:

\[
(125) \quad t_0 - s_0 = \text{res}_{z=0} \Theta(z) \frac{dX(z)}{X(z)} - \text{res}_{z=\infty} \Theta(z) \frac{dY(z)}{Y(z)}
= \frac{1}{2\pi i} \int_{|z|=1} \Theta(z) \frac{dX(z)}{X(z)} + \frac{1}{2\pi i} \int_{|z|=1} \Theta(z) \frac{dY(z)}{Y(z)}
= -\frac{1}{2\pi i} \int_{|z|=1} \Theta(z) \frac{d\phi(\Theta(z))}{\phi(\Theta(z))}
= -\frac{1}{2\pi i} \int_{\Gamma} \theta \frac{d\phi(\theta)}{\phi(\theta)} = 0,
\]

where the integration contour \(\Gamma\) is the image of the unit circle \(|z| = 1\) under the map \(\Theta\). Since the coefficients of the Laurent polynomial \(\Theta(z)\) are small, we may assume that the contour \(\Gamma\) belongs a small disk centered at the origin in the \(\theta\)-plane. Moreover, since \(\phi(0) = 1\), we may assume that this disk is small enough such that \(\theta \frac{d\phi(\theta)}{\phi(\theta)}\) is holomorphic inside the disk and hence its integral along any closed contour in the disk vanishes.

Thus, regarding (124) as implicit algebraic equations on the \(\alpha\)-parameters along with the equation \(t_0 = 0\) (or an equivalent one \(s_0 = 0\)) we express by implicit function theorem \(\alpha\)-parameters as holomorphic functions in \((t, s)\)-parameters. This resolves the equation of spectral curve.

\(\square\)

Remark 4.3. It follows from the above arguments that if \((t, s)\) parameters tend to zero, all the poles of \(\frac{dX}{X}\) except that at \(z = 0\) converge to the point \(z = \infty\), and all poles of \(\frac{dY}{Y}\) except that at \(z = \infty\) converge to the point \(z = 0\).

Remark 4.4. If \(\phi\) is rational then \(X\) and \(Y\) are also rational functions. Namely, if we represent \(\phi(\Theta(z))\) as the product of linear factors of the form \((z - a_i)^{\pm 1}\) multiplied by a monomial in \(z\), then \(X\) and \(Y\) in the product \(XY = 1/\phi(\Theta)\) absorb those factors with \(|a_i| > 1\) and \(|a_i| < 1\), respectively. In the general case, however, \(\frac{dX}{X}\) and \(\frac{dY}{Y}\) might have nonzero residues and the holomorphic extension of \(X\) and \(Y\) functions may meet logarithmic singularities.
4.2. Rationality of $(m, n)$-point functions. Let the data $(t, s, \psi)$ of the spectral curve satisfy the analytic properties of the previous section, namely, $t = (t_1, \ldots, t_d, 0, 0, \ldots)$, $s = (s_1, \ldots, s_e, 0, 0, \ldots)$, and $\psi(\theta)$ is rational. Assume that an $\mathcal{H}^2$-deformation $\hat{\psi}$ of $\psi$ is chosen such that the coefficient of any positive power of $h$ in $\hat{\psi}$ is a derivative of a rational function. This implies, in particular, that the last summands of (110) and (111) are rational. We refer everywhere below to the assumptions made as the natural analytic assumptions on the data $(t, s, \hat{\psi})$ of the problem.

Let us treat $X_i = X(z_i)$ and $Y_j = Y(z_j)$ as the local coordinates at the corresponding points $z_i = 0$ or $z_i = \infty$, respectively, on the $i$th copy of the spectral curve. In that way we regard $H_{m,n}^{(g)}$ as a function on $\Sigma^{m+n}$ expanded as a formal power series at the point $z_1 = \cdots = z_m = 0$, $z_{m+1} = \cdots = z_{m+n} = \infty$. The following theorem describes the properties of analytic extension of $H_{m,n}^{(g)}$ to the spectral curve.

**Theorem 4.5.** Assume that the parameters $t_i, s_j$ are chosen small enough. Then for any triple $(g, m, n)$ satisfying $2g - 2 + m + n > 0$ the function $H_{m,n}^{(g)}$ extends as a global rational function to $\Sigma^{m+n}$ and Equations (110) and (111) hold true as equalities of rational functions.

Moreover, $H_{m,n}^{(g)}$ is holomorphic in the multidisk $|z_i| < 1$, $i = 1, \ldots, m$, $|z_j| > 1$, $j = m+1, \ldots, m+n$. In fact, if we regard $H_{m,n}^{(g)}$ as a rational function in the domain $z_i = z_j = 1$, then we might have poles on the diagonals, $z_i = z_j = 1$, $j = m+1, \ldots, m+n$ (this does not contradict the above assertion). All the other poles converge to $\infty$ as the parameters $t_k, s_k$ tend to zero. Similarly, if we regard $H_{m,n}^{(g)}$ as a rational function in the domain $z_j = 1$, $j = m+1, \ldots, m+n$, then it might have poles on the diagonals, $z_i = z_j = 1$, and all the other poles converge to zero as the parameters $t_k, s_k$ tend to zero.

In the unstable cases $2g - 2 + m + n \leq 0$ the correlator functions are determined explicitly by (74)–(75).

**Proof.** We argue by induction in $g$ and $m + n$. Consider Eq. (110) as an equality in the ring $R$. By induction hypothesis, every term on the right hand side is rational in $z$ coordinates. Since the right hand side contains finitely many terms, we conclude that the whole right hand side is rational as a function in $z_1, \ldots, z_{m+n+1}$.

Let us look more closely at the dependence of all the terms on the right hand side of (110) in each particular variable $z_i$. Every term is holomorphic in $z_i$ in the domain $|z_i| \leq 1$ for $i \in M$, and holomorphic in the domain $|z_i| \geq 1$ for $i \in N$. Hence, the same holds true for the whole right hand side. The dependence in $z_{m+1}$ is more complicated. The terms might have poles both for $|z_{m+1}| < 1$ and for $|z_{m+1}| > 1$.

Let us denote by $F(z)$ the right hand side of (110) regarded as a rational function in $z = z_{m+1}$ and represent it as $F(z) = F^+(z) + F^-(z) + c$ where $F^+$ is holomorphic in $|z| \leq 1$ and $F^-$ is holomorphic in $|z| \geq 1$, with the normalization $F^+(0) = F^-(\infty) = 0$, and $c$ is a constant. More explicitly, we have

$$F^+(z) = \frac{1}{2\pi i} \int_{|\tilde{z}|=1} f(\tilde{z}) \frac{d\tilde{z}}{\tilde{z} - z}, \quad |z| < 1,$$

$$F^-(z) = -\frac{1}{2\pi i} \int_{|\tilde{z}|=1} f(\tilde{z}) \frac{d\tilde{z}}{\tilde{z} - z}, \quad |z| > 1.$$  

This integral representation shows that both $F^+$ and $F^-$ depend regularly in $t$ and $s$ as these parameters tend to zero. This implies that the Laurent expansion of $F^+$ ($F^-$) in the ring $R$ contain only positive (respectively, negative) powers of $z$. This implies the equalities $F^+ = H_{m+1,n}^{(g)}$ and $F^- = H_{m,n+1}^{(g)}$ as it is explained at the discussion after Theorem 3.9. This proves Theorem 4.5. □
Remark that the arguments above provide not only the proof of rationality of the functions $H^{(g)}_{m+1,n}$ and $H^{(g)}_{m,n+1}$ but also an explicit inductive procedure for their computations: $H^{(g)}_{m+1,n}$ regarded as a rational function in \( z = z_{m+1} \) absorbs the principal parts of the poles of the right hand side of (110) situated in the domain \(|z| > 1\) (including those at \( z_i \) for \( i \in N \)), while $H^{(g)}_{m,n+1}$ absorbs the principal parts of the poles situated in the domain \(|z| < 1\) (including those at \( z_i \) for \( i \in M \)).

It is also useful to note that the contour integral used in the proof above is the analytic analogue of the operator Res applied in the formal case of the ring \( R \) in Sect 3.

4.3. Possible poles and linear loop equations. It is sometimes convenient to represent the equalities of Theorem 3.7 as equalities between meromorphic differential forms rather than functions. Consider the following operators acting in the space of meromorphic 1-forms on \( \Sigma \):

\[
(127) \quad D_X : \omega \mapsto d \left( \frac{\omega}{dX/X} \right), \quad D_Y : \omega \mapsto d \left( \frac{\omega}{dY/Y} \right).
\]

They are the counterparts of the corresponding operators \( X \partial_X \) and \( Y \partial_Y \) acting in the space of functions. Then (85) can be rewritten in yet another equivalent form

\[
(128) \quad dH^{(g)}_{m+1,n} = -[h^g] \sum_{j=0}^{\infty} D_X^j \left( \sum_{r=0}^{\infty} [v^r] L_r(v, \Theta)[u^r] e^{-u\Theta} \mathcal{W}_{m,n+1}(u) \frac{dY}{Y} \right.
- \left. \delta_{m+n,0} [v^{j+1}] L_0(v, \Theta) d\Theta \right).
\]

where the differential on the left hand side is taken with respect to the variable \( X = X_{m+1} \).

The operator \( D_X \) acting in the space of meromorphic differentials on \( \Sigma \) has poles at zeroes of the form \( dX/X \), that is, at the critical points of \( X \).

**Definition 4.6.** We denote by \( \Xi^X \) the space of meromorphic differentials defined in a neighborhood of the zero locus of \( dX/X \) on \( \Sigma \) and spanned by the differentials of the form \( D_X^k \omega \) where \( k = 0, 1, 2, \ldots \) and \( \omega \) is holomorphic. We denote by \( \Xi^Y \) the space of meromorphic differentials defined in a neighborhood of the zero locus of \( dY/Y \) and spanned by the differentials of the form \( D_Y^k \omega \) where \( k = 0, 1, 2, \ldots \) and \( \omega \) is holomorphic.

The condition \( \alpha \in \Xi^X \) implies restriction on the principal part of the poles of \( \alpha \). For example, assume that the \( dX/X \) has a simple zero at the given point. Then we may choose a local holomorphic coordinate \( \zeta \) at this point such that \( dX/X = \zeta \, d\zeta \). Then \( \Xi^X \) is spanned by the forms holomorphic at \( \zeta = 0 \) and the forms \( \frac{d\zeta}{\zeta^k} \), \( k > 0 \). In other words, for any form from the space \( \Xi^X \), the principal part of its pole at a simple zero of \( dX/X \) should be odd with respect to the deck transformation for the function \( X \) regarded locally as ramified covering of order two at the considered point.

The very form of (128) along with the symmetry with respect to the \( X-Y \)-variables implies

**Corollary 4.7.** The differential of \( H^{(g)}_{m+1,n} \) with respect to any \( X \)-variable belongs to \( \Xi^X \) and its differential with respect to any \( Y \)-variable belongs to \( \Xi^Y \):

\[
(129) \quad d_i H^{(g)}_{m,n} \in \Xi^X_i, \quad i = 1, \ldots, m,
\]

\[
\quad d_j H^{(g)}_{m,n} \in \Xi^Y_j, \quad j = m+1, \ldots, m+m.
\]

The relations of the corollary are called (or are equivalent to what is known as) the linear loop equations.
Consider the differential $dH^{(g)}_{m+1,n} = d_{m+1}H^{(g)}_{m+1,n}$ as a 1-form in $X = X_{m+1}$. We know a priori that it might have poles on the diagonals $z = z_j$, $j = m + 2, \ldots, m + n + 1$, where $z = z_{m+1}$, and all remaining poles belong to the domain $|z| > 1$. Among those poles there are the zeroes of $dX/X$. We consider them as expected poles. Eq. (128) implies that there could be some other poles that we call unwanted poles. These are the poles of the function $\psi'/(\Theta(z))$, that is, preimages of the poles of $\psi'$ under the mapping $\Theta$. To be exact, we consider those preimages only that belong to the domain $|z| > 1$. In fact, if the parameters $(t, s)$ are chosen small enough then the image of the circle $|z| = 1$ under the map $\Theta$ belongs to a small neighborhood of the origin in the $\theta$ plane and we may assume that $\psi$ is holomorphic in this neighborhood. It follows that the unit circle separates indeed the poles of $\psi'/(\Theta(z))$. Moreover, as the $(t, s)$ parameters tend to zero, both expected and unwanted poles of $d_{m+1}H^{(g)}_{m+1,n}$ converge to infinity.

The linear loop equations at the expected poles are satisfied independently of the presence or absence of the unwanted poles. We list certain cases in Section 6 when the unwanted poles cancel out. But, in general, they are present and we have no control at the moment on their principal parts.

4.4. Higher loop equations. The following result is an immediate consequence of Theorem 3.8:

**Corollary 4.8.** For any $g$ and $r$ the coefficient of $\hbar^r w^{r-1}$ of $W^{X}_{m+1,n}(w) \frac{dX}{X}$ considered as a differential form in $X = X_{m+1}$, belongs to the space $\Xi^X$,

\begin{equation}
[h^g w^{r-1}] W^{X}_{m+1,n}(w) \frac{dX}{X} \in \Xi^X
\end{equation}

The relation of this corollary is called the $r$-loop equation for the correlator functions $H^{(g)}_{m,n}$. In order to write explicitly the loop equations for small $r$, let us introduce the following notations. For two finite sets of indices $I, J$ we denote

\begin{equation}
DH^{(g)}_{I_k,j}(X_1, \ldots, X_{\bar{k}}) = d_1 \ldots d_{\bar{k}} H^{(g)}_{|I|+k,|J|}(X_1, X_1, \ldots, X_{\bar{k}}, Y_J)
\end{equation}

with the exceptions

\begin{align}
DH^{X,(0)}_{\emptyset,1,\emptyset}(X) &= \Theta \frac{dX}{X}, \\
DH^{X,(0)}_{\{i\},1,\emptyset}(X) &= \frac{z_i}{z - z_i} \frac{dz}{z}.
\end{align}

With this notation, the linear, quadratic, and cubic loop equations corresponding to $r = 1$, 2, and 3, respectively, are

\begin{equation}
DH^{X,(g)}_{M,N}(X) \in \Xi^X
\end{equation}

\begin{equation}
\frac{X}{dX} \left( DH^{X,(g-1)}_{M,2,N}(X, X) + \sum_{l_1l_2 = g, j_1j_2 = N} DH^{X,(g_1)}_{l_1,1,j_1}(X) DH^{X,(g_2)}_{l_2,1,j_2}(X) \right) \in \Xi^X
\end{equation}
The last summand of the last expression itself belongs to $\Xi^X$. However, we include it to the cubic loop equation just in the way it appears in $[\hbar^{2g}w^2]W_{m+1,n}(w)dX$. Note that the linear and quadratic loop equations imply the blobbed topological recursion for, separately, the $H_{m,0}^g$ functions, and the $H_{0,n}^g$ functions (under the assumptions of meromorphy and generality).

5. Projection property and topological recursion

5.1. Projection property. In this section we assume that

\begin{align}
\phi(\theta) &= e^{\psi(\theta)} = \hat{\phi}(\theta)|_{h=0} = R(\theta)e^{P(\theta)}, \\
\hat{\phi}(\theta) &= e^{\hat{\psi}(\theta)} = R(\theta)e^{S(h\theta_k)P(\theta)},
\end{align}

where $R$ is a rational function and $P$ is a polynomial. We also further assume the generality condition, i.e. that all zeroes and poles of $R(\theta)$ and all zeroes of $P(\theta)$ are simple.

We prove here the following theorem

**Theorem 5.1.** For $\hat{\phi}$ as in (138), under the generality condition,

\begin{align}
H_{m,n}^g(X(z_1), \ldots, X(z_m), Y(z_{m+1}), \ldots, Y(z_{m+n}))
\end{align}

has no poles in $z_i$ for $1 \leq i \leq m$ apart from the poles at the zeroes of $dX(z_i)$ and apart from the diagonal poles at $z_i = z_j$ where $m + 1 \leq j \leq m + n$; and it has no poles in $z_j$ for $m + 1 \leq j \leq m + n$ apart from the poles at the zeroes of $dY(z_j)$ and apart from the diagonal poles at $z_j = z_i$ where $1 \leq i \leq m$.

The proof will go by induction in $g$ and $m + n$. Let us assume the induction hypothesis (we refer to it as IH below), i.e. that this statement holds for all $H_{m',n'}^g$ such that either $g' < g$ or simultaneously $g' = g$ and $m' + n' < m + n$.

**Proposition 5.2.** Under the above assumption, the expression

\begin{align}
H_{m+1,n}^g((X(z_1), \ldots, X(z_{m+1}), Y(z_{m+2}), \ldots, Y(z_{m+n+1})) \\
+ H_{m,n+1}^g((X(z_1), \ldots, X(z_m), Y(z_{m+1}), \ldots, Y(z_{m+n+1})))
\end{align}

has no poles in $z = z_{m+1}$ apart from the poles at the zeroes of $dX(z)$ or the zeroes of $dY(z)$, or the diagonal poles at $z = z_i$, $i \neq m + 1$.

In order to proceed with the proof of Proposition 5.2, let us prove several technical statements first.
Recall equation (110):

\begin{equation}
H_{m+1,n}^{(g)} + H_{m,n+1}^{(g)} =
\end{equation}

\begin{align*}
& - \left[ \hbar^{2g} \sum_{j=1}^{\infty} (Y \partial_Y)^{j-1} \left( \frac{Y}{dY} \frac{dX}{dY} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u^r \Theta} \mathcal{W}^X_{m+1,n}(u) \right) \\
& \quad - \delta_{m+n,0} \left[ v^{j+1} \right] L_0(v, \Theta) Y \partial_Y \Theta \right)
+ \delta_{m+n,0} \int \left[ \hbar^{2g} \left( \frac{1}{S(\hbar \partial_u)} \hat{\psi}(\theta) - \psi(\theta) \right) \right] \bigg|_{\theta = \Theta} \partial_Y \Theta \, dY + \text{const.}
\end{align*}

where $X = X(z)$ and $Y = Y(z)$.

Recall formula (81) and substitute the expressions (137) and (138) for $\psi$ and $\hat{\psi}$ respectively:

\begin{equation}
L_r(v, \theta) = (\partial_\theta + v \psi'(\theta))^r e^{\frac{S(v \hbar \partial_u)}{\hbar} \psi(\theta) - v \psi(\theta)} = (\partial_\theta + v \psi'(\theta))^r e^{\frac{S(v \hbar \partial_u)}{\hbar} (\theta - 1)} \log \mathcal{R}(\theta) e^{v(S(v \hbar \partial_u) - 1)P(\theta)}.
\end{equation}

Denote

\begin{equation}
\sigma_{m,n}^{(g)} := \left[ \hbar^{2g} \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \left( \frac{X}{dX} \frac{dY}{dX} \sum_{r=0}^{\infty} [v^j] L_r(v, \Theta)[u^r] e^{-u^r \Theta} \mathcal{W}^Y_{m,n+1}(u) \right) \\
= \left[ \hbar^{2g} \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \frac{d \log Y}{d \log X} \sum_{r=0}^{\infty} [v^j] \left( \partial_\theta + v \psi'(\theta) \right)^r e^{\frac{S(v \hbar \partial_u)}{\hbar} (\theta - 1)} \log \mathcal{R}(\theta) e^{v(S(v \hbar \partial_u) - 1)P(\theta)} \right] \bigg|_{\theta = \Theta(z)} [u^r] e^{-u^r \Theta} \mathcal{W}^Y_{m,n+1}(u)
\end{equation}

and

\begin{equation}
\tilde{\sigma}_{0}^{(g)} := \left[ \hbar^{2g} \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \left[ v^{j+1} \right] L_0(v, \Theta) X \partial_X \Theta \right)
= \left[ \hbar^{2g} \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \left[ v^{j+1} \right] \left( e^{\frac{S(v \hbar \partial_u)}{\hbar} (\theta - 1)} \log \mathcal{R}(\theta) e^{v(S(v \hbar \partial_u) - 1)P(\theta)} \right) \right] \bigg|_{\theta = \Theta(z)} X \partial_X \Theta
\end{equation}

and

\begin{equation}
\tilde{\sigma}_{00}^{(g)} := \int \left[ \hbar^{2g} \left( \frac{1}{S(\hbar \partial_u)} \hat{\psi}(\theta) - \psi(\theta) \right) \right] \bigg|_{\theta = \Theta} \partial_Y \Theta \, dY
= \int \left[ \hbar^{2g} \left( \frac{1}{S(\hbar \partial_u)} - 1 \right) \log \mathcal{R}(\theta) \right] \bigg|_{\theta = \Theta} \partial_Y \Theta \, dY
= \left[ u^{2g} \frac{1}{S(u)} \right] \left( \partial_\theta^{2g-1} \log \mathcal{R}(\theta) \right) \bigg|_{\theta = \Theta(z)}.
\end{equation}

Then we have

\begin{equation}
H_{m+1,n}^{(g)} + H_{m,n+1}^{(g)} = \sigma_{m,n}^{(g)} - \delta_{m+n,0} \left( \tilde{\sigma}_{0}^{(g)} + \tilde{\sigma}_{00}^{(g)} \right) + \text{const.}
\end{equation}
Since $\Theta(z)$ has the form (116), we see that, apart from the “allowed” poles, $\sigma_{m,n}^{(g)}$ and $\sigma_0^{(g)}$ (and thus $H_{m+1,n}^{(g)} + H_{m,n+1}^{(g)}$) can only possibly have poles at $z = 0, z = \infty$ or at the zeroes or poles of $R(\Theta(z))$.

**Lemma 5.3.** $\sigma_{m,n}^{(g)}$ is regular at the zeroes and poles of $R(\Theta(z))$ which are not equal to $\infty$ and lie outside the unit circle on the $z$-plane.

**Proof.** The proof is similar to the proof of [BDBKS, Lemma 4.4].

Let $B$ be a zero of $R(\Theta(z))$, $B \notin \{0, \infty\}$, and furthermore let $|B| > 1$. The proof for the case of a pole (not coinciding with 0 and $\infty$) of $R(\Theta(z))$ is analogous.

Note that in this case we can write $\sigma_{m,n}^{(g)}$ as

$$\sigma_{m,n}^{(g)} = [h^{2\sigma}] \sum_{j \geq 0} \left( X \partial_X \right)^{j-1} \left( \frac{d \log Y}{d \log X} \right) \times \left[ v \right] \left( \partial_\theta + v \psi'(\theta) \right)^r e^{\left( S(v, h \partial_\theta) - 1 \right) \log R(\theta) e^{v(S(v, h \partial_\theta) - 1)P(\theta)} \bigg|_{\theta = \Theta(z)} \right) \cdot \text{reg}_r,$$

where $\text{reg}_r$ is some expression regular in $z$ at $z = B$.

From the conditions of generality there exists exactly one root $A$ of the numerator of $R(\theta)$ such that $B$ is a root of equation $\Theta(z) = A$. Then note that

$$e^{v\left( S(v, h \partial_\theta) - 1 \right) \log R(\theta) e^{v(S(v, h \partial_\theta) - 1)P(\theta)} = e^{v\left( S(v, h \partial_\theta) - 1 \right) \log(\theta - A) \cdot \text{reg}},$$

where $\text{reg}$ is regular in $\theta$ at $A$, and the pole in $z$ at $B$ in the whole expression for $\sigma_{m,n}^{(g)}$ can only come from the $e^{v\left( S(v, h \partial_\theta) - 1 \right) \log(\theta - A)}$ part (after the substitution $\theta = \Theta(z)$). According to [BDBKS, Lemma 4.1], we can then rewrite

$$(\partial_\theta + v \psi'(\theta))^r e^{v\left( S(v, h \partial_\theta) - 1 \right) \log R(\theta) e^{v(S(v, h \partial_\theta) - 1)P(\theta)}$$

$$= (\partial_\theta + v \psi'(\theta))^r \left( \sum_{k=1}^{\infty} h^{2k} v^{v - 1}(v - 2) \cdots (v - 2k + 1) \frac{p_k(v)}{(\theta - A)^{2k}} + \text{reg} \right),$$

where $p_k(v)$ are some polynomials in $v$ and $\text{reg}$ is regular in $\theta$ at $A$. Note that

$$\psi'(\theta) = \frac{1}{\theta - A} + \text{reg}_A,$$

where $\text{reg}_A$ is regular in $\theta$ at $A$. Thus

$$(\partial_\theta + v \psi'(\theta))^r \frac{1}{(\theta - A)^{2k}} = (v - 2k) \frac{1}{(\theta - A)^{2k + 1}} + O\left( \frac{1}{(\theta - A)^{2k}} \right).$$

This means that we can rewrite (149) as

$$\sum_{k=1}^{\infty} h^{2k} \sum_{l=1}^{\infty} v^{v - 1}(v - 2) \cdots (v - l + 1) \frac{\tilde{p}_{k,l}(v)}{(\theta - A)^{l}} + \text{reg},$$

where $\tilde{p}_{k,l}(v)$ are some polynomials in $v$ and $\text{reg}$ is regular in $\theta$ at $A$. Now let us plug $\theta = \Theta(z)$ into this expression and substitute it into (147). Note that for $z \to B$

$$\frac{1}{(\Theta(z) - A)^l} = \frac{C}{(z_1 - B)^l} + O\left( \frac{1}{(z_1 - B)^{l-1}} \right)$$

for some constant $C$. 

Since $|B| > 1$, $d\log X(z)$ has a simple pole at $B$, while $d\log Y(z)$ is regular at $B$, according to (118) and (119) respectively. Thus, $d\log Y/d\log X$ has a simple zero at $z_1 = B$.

This means that Equation (147) can be rewritten as

\begin{equation}
\sigma_{m,n}^{(g)} = [\hbar^{2g}] \sum_{r=0}^{\infty} \sum_{j=1}^{\infty} (X\partial_X)^{j-1} [v^j] \left( v \sum_{k=2}^{\infty} \hbar^k \sum_{l=1}^{\infty} (v - 1)(v - 2) \cdots (v - l + 1) - \frac{q_{r,k,l}(v)}{(z - B)^{l-1}} + \bar{\text{reg}}_r \right),
\end{equation}

where $q_{r,k,l}$ are some expressions polynomial in $v$ and $\bar{\text{reg}}_r$ is regular in $z$ at $B$. Taking the sum over $j$ we can rewrite this expression as

\begin{equation}
\sigma_{m,n}^{(g)} = [\hbar^{2g}] \sum_{r=0}^{\infty} \left( \sum_{k=2}^{\infty} \hbar^k \sum_{l=0}^{\infty} q_{r,k,l}(X\partial_X) \cdot (X\partial_X - 1)(X\partial_X - 2) \cdots (X\partial_X - l + 1) \frac{1}{(z - B)^{l-1}} + \bar{\text{reg}}_r \right).
\end{equation}

Now note that, since $X\partial_X = (d\log X/dz)^{-1} \partial_z$ and $|B| > 1$, then, again according to (118),

\begin{equation}
X\partial_X = (- (z - B) + O((z - B)^2)) \partial_z
\end{equation}

at $z \to B$, and, therefore, by an easy inductive argument,

\begin{equation}
(X\partial_X - 1)(X\partial_X - 2) \cdots (X\partial_X - l + 1) \frac{1}{(z - B)^{l-1}}
\end{equation}

is regular at $z \to B$ for any $l \geq 1$. This implies that (155) is regular at $z \to B$.

**Lemma 5.4.** $\tilde{\sigma}_0^{(g)} + \tilde{\sigma}_0^{(g)}$ is regular at the zeroes and poles of $R(\Theta(z))$ which are not equal to $\infty$ and lie outside the unit circle on the $z$-plane.

**Proof.** As in the proof of Lemma 5.3, let $B$ be a zero of $R(\Theta(z))$, $B \notin \{0, \infty\}$, and furthermore let $|B| > 1$. The proof for the case of a pole (not coinciding with 0 and $\infty$) of $R(\Theta(z))$ is analogous.

Note that the expression $\tilde{\sigma}_0^{(g)} + \tilde{\sigma}_0^{(g)}$ has a pole at $z = B$ if and only if $X\partial_X(\tilde{\sigma}_0^{(g)} + \tilde{\sigma}_0^{(g)})$ has a pole there. Indeed, recall (156):

\begin{equation}
X\partial_X = (- (z - B) + O((z - B)^2)) \partial_z \quad \text{for } z \to B,
\end{equation}

which directly implies that the operator $X\partial_X$ preserves the degree of the pole at $B$ for any function. We have:

\begin{equation}
X\partial_X(\tilde{\sigma}_0^{(g)} + \tilde{\sigma}_0^{(g)}) = [\hbar^{2g}] \sum_{j=0}^{\infty} (X\partial_X)^{j} [v^{j+1}] \langle \partial_0(\partial_0) \rangle X\partial_X \Theta
\end{equation}

\begin{equation}
= [\hbar^{2g}] \sum_{j=0}^{\infty} (X\partial_X)^{j} [v^{j+1}] \left( e^v \frac{S(\log \hbar)}{\Theta(z)} \right) \left( e^{v(S(\log \hbar) - 1)} \log R(\theta) e^{v(S(v) - 1)} P(\theta) \right)_{\theta = \Theta(z)}
\end{equation}

From that point the proof becomes analogous to the proof of Lemma 5.3. Just note that while the term $d\log Y/d\log X$ (which had a simple zero at $z \to B$) is absent, we have an extra $X\partial_X$ which accounts for the same effect.

**Lemma 5.5.** $\tilde{\sigma}_0^{(g)} + \tilde{\sigma}_0^{(g)}$ is regular at $z \to \infty$.

**Proof.** It is clear that $\tilde{\sigma}_0^{(g)}$ is regular at $z \to \infty$. Let us prove that $\tilde{\sigma}_0^{(g)}$ is regular there as well.
We recall from (143) that \( \tilde{\sigma}_0^{(q)} \) is equal to the coefficient of \( R^{2q} \) in the expansion of
\[
(160) \quad \sum_{j=1}^{\infty} (X \partial_X)^{j-1} \left[ v^j \right] \left( \frac{1}{v} e^{v(S(v \hbar \partial_{v}) - 1) \log R(\theta) e^{v(S(v \hbar \partial_{v}) - 1) P(\theta)}} \right)_{\theta = \Theta(z)} \]
and count the order of pole of this expression at \( z \to \infty \).

We begin with a few observations:

- The factor \( e^{v(S(v \hbar \partial_{v}) - 1) \log R(\theta) e^{v(S(v \hbar \partial_{v}) - 1) P(\theta)}} \) has no pole at \( z \to \infty \).
- Note that \( d \log \phi / dz = R'(\Theta(z)) \Theta'(z) / R(\Theta(z)) + P'(\Theta(z)) \Theta'(z) \) has a pole of order \( (e \deg P - 1) \) at \( z \to \infty \). Thus, taking into account (117) and the fact that \( Y(z) \) has a simple zero at \( z \to \infty \), we can conclude that each application of \( X \partial_X = (d \log X / dz)^{-1} \partial_z \) decreases the degree of the pole at \( z \to \infty \) by \( e \deg P \).

The total effect of the operator \( (X \partial_X)^{j-1} \) and of the separate occurrence of \( X \partial_X \) is the decrease of the order of pole by \( je \deg P \).

Hence, the order of pole of (160) at \( z \to \infty \) is equal to the order of pole at \( z \to \infty \) of the following expression:
\[
(161) \quad \left( \frac{1}{v} e^{v(S(v \hbar \partial_{v}) - 1) P(\theta)} \right)_{\theta = \Theta(z)}' \bigg|_{v = z^{-e \deg P}},
\]
where by \( |' \) we mean that we only select the terms with \( \deg v \geq 2 \) before the substitution \( v = z^{-e \deg P} \). Note also that

- Since \( \Theta(z) \) has a pole of order \( e \) at \( z \to \infty \), each application of \( \partial_\theta \) decreases the order of pole in the resulting expression by \( e \) (until the total number of \( \partial_\theta \) exceeds \( \deg P \)).

Note that \( S(z) \) is an even series starting with 1, and the first terms of the expansion of \( e^{v(S(v \hbar \partial_{v}) - 1) P(\theta)} \) in \( v \) have the following form:
\[
(162) \quad 1 + \frac{1}{24} v^2 \hbar^2 \partial_\theta^2 P(\theta),
\]
with all the other terms having only lower degree of the pole at \( z \to \infty \). Since \( \Theta(z) \) has a pole of order \( e \) at \( z \to \infty \), after the substitution \( v = z^{-e \deg P} \) the term
\[
(163) \quad \frac{1}{24} v^2 \hbar^2 P''(\Theta) \Theta
\]
becomes regular at \( z \to \infty \), and all the other terms as well (we disregard the term 1 from (162) due to the \( \deg v \geq 2 \) requirement).

So, (161) is regular at \( z \to \infty \), and, therefore, \( \tilde{\sigma}_0^{(q)} \) is regular at \( z \to \infty \) as well. \[ \square \]

**Lemma 5.6.** \( \sigma_{m,n}^{(q)} \) is regular at \( z \to \infty \).

**Proof.** The proof is similar to the proof of Lemma 5.5.

We recall from (143) that \( \sigma_{m,n}^{(q)} \) is equal to the coefficient of \( \hbar^{2q} \) in the expansion of
\[
(164) \quad \sum_{j \geq 1, r \geq 0} (X \partial_X)^{j-1} \frac{d \log Y}{d \log X} \times [v^j] \left( (\partial_\theta + v \psi'(\theta)) e^{v(S(v \hbar \partial_{v}) - 1) \log R(\theta) e^{v(S(v \hbar \partial_{v}) - 1) P(\theta)}} \right)_{\theta = \Theta(z)} [u^r] e^{-u \Theta} \mathcal{W}_{m,n+1}(u)
\]
and count the order of pole of this expression at \( z \to \infty \).
We begin with a few observations:

- Similar to what happened in the previous Lemma, the factor $e^{-u \Theta} W_{m,n+1}^Y(u)$ has no pole at $z \to \infty$.
- The factor $e^v \left( \frac{S(\partial Y)}{S(\partial Y)} \right)^{-1} \log R(\theta) |_{\theta = \Theta(z)}$ has no pole at $z \to \infty$ and cannot acquire one when acted upon by further operators $\partial_\theta$. This follows from the generality condition.
- Note that $d \log \phi / dz = \dot{R}(\Theta(z)) \Theta'(z) / R(\Theta(z)) + P'(\Theta(z)) \Theta(z)$ has a pole of order $(e \deg P - 1)$ at $z \to \infty$. Thus, taking into account (117) and the fact that $Y(z)$ has a simple zero at $z \to \infty$, we can conclude that the factor $d \log Y / d \log X$ has zero of order $e \deg P$ at $z \to \infty$ and each application of $X \partial_X = (d \log X / dz)^{-1} \partial_z$ decreases the degree of the pole at $z \to \infty$ by $e \deg P$. The total effect of the factor $d \log Y / d \log X$ and of $(X \partial_X)^{-1}$ is the decrease of the order of pole by $j e \deg P$.

Hence, the order of pole of (164) at $z \to \infty$ is equal to the order of pole at $z \to \infty$ of the following expression:

$$
\sum_{r=0}^{\infty} \left( \partial_\theta + v \psi'(\theta) \right)^r e^{v(S(e \Theta \partial_\theta) - 1) P(\theta)} |_{\theta = \Theta(z)}^r,
$$

where by $\mid^r$ we mean that we only select the terms with $\deg v \geq 1$ before the substitution $v = z^{-e \deg P}$. Note also that

- Since $\Theta(z)$ has a pole of order $e$ at $z \to \infty$, each $\partial_\theta$ decreases the order of pole in the resulting expression by $e$.
- Multiplication by $\psi'(\theta)$ increases the order of pole by $e (\deg P - 1)$.

Taking into account these two observations and that each $v$ factor decreases the order of pole by $e \deg P$, we see that each application of the operator $\partial_\theta + v \psi'(\theta)$ decreases the order of pole in the resulting expression by $e$.

Since $P(\theta)$ comes together with at least one power of $v$, and any further application of $\partial_\theta$ or $\partial_\theta + v \psi'(\theta)$ only decreases the order of the pole, we see that this expression is regular at $z \to \infty$.

Let us proceed to the proof of Proposition 5.2.

**Proof of Proposition 5.2.** Lemmas 5.3–5.6, proved with the help of Equation (110), imply that the expression

$$
H_{m+1,n}(z_1, \ldots, z_{m+n+1}) + H_{m,n+1}^g(z_1, \ldots, z_{m+n+1})
$$

has no “unwanted” poles outside the unit disk.

In a completely analogous way, using Equation (111) instead of Equation (110), one can prove that there are no “unwanted” poles inside the unit disk.

This completes the proof of the proposition.

Finally we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1.** The reasoning given in Section 4.2 implies that if (as given by Proposition 5.2)

$$
H_{m+1,n}^g(X(z_1), \ldots, X(z_{m+1}), Y(z_{m+2}), \ldots, Y(z_{m+n+1})) + H_{m,n+1}^g(X(z_1), \ldots, X(z_m), Y(z_{m+1}), \ldots, Y(z_{m+n+1}))
$$

has no “unwanted” poles in $z = z_{m+1}$ and can only have diagonal poles and poles at the zeroes of $dX(z)$ and $dY(z)$, then $H_{m+1,n}^g$ can only have poles at the zeroes of $dX(z)$.
and diagonal poles at \( z = z_j \) for \( j \geq m + 2 \); similarly for \( H_{m,n+1}^{(g)} \). Due to the symmetry between the \( X \)-arguments and (separately) the \( Y \)-arguments of \( H_{m+1,n}^{g} \) (and \( H_{m+1,n}^{g} \) as well), we have thus proved the induction step of Theorem 5.1.

This completes the proof of the theorem. \( \square \)

5.2. **Topological recursion.** Projection property together with the linear and quadratic loop equations imply the spectral curve topological recursion for, separately, the set of functions \( H_{m,0}^{(g)} \) and the set of functions \( H_{0,n}^{(g)} \):

**Theorem 5.7.** For \( \hat{\phi} \) as in \((138)\), under the generality condition, the functions \( H_{m,0}^{(g)} \) satisfy the spectral curve topological recursion on the spectral curve

\[
x(z) = 1/X(z), \quad y(z) = -X(z) \Theta(z),
\]

i.e. with \( \omega_1^{(0)} = y \, dx = \Theta \frac{dX}{X} \) and the functions \( H_{0,n}^{(g)} \) satisfy the spectral curve topological recursion on the spectral curve

\[
x(z) = 1/Y(z), \quad y(z) = -Y(z) \Theta(z)
\]

i.e. with \( \omega_1^{(0)} = y \, dx = \Theta \frac{dY}{Y} \).

**Remark 5.8.** The generality condition can actually be lifted, but one has to replace the topological recursion with the Bouchard-Eynard recursion of \([BE13]\). This can be done in a completely analogous way to how it is discussed in \([BDBKS20, \text{Section 5.1}]\).

6. **Specializations and examples**

6.1. **Specialization** \( t = 0 \). The above computations are applied for arbitrary choices of \((t, s, \psi)\) (both in the formal and analytic settings). We wish now to compare our general results with some special cases known in the literature. In the case \( t = 0 \) the equation of the spectral curve reduces to the following:

\[
Y = z^{-1}, \quad \Theta(z) = \sum_{i=1}^{\epsilon} s_i z^i, \quad X(z) \phi(\Theta(z)) = z.
\]

This is exactly the spectral curve that was considered in \([ACEH20]\) in the case when \( \phi \) is a polynomial and in \([BDBKS22, BDBKS20]\) for more general \( \phi \).

Remarkably, the correlator functions \( H_{0,n}^{(g)} \) in this case are known explicitly: they are all identically equal to zero! The only nonzero terms that contribute to the inductive formula \((110)\) for \( m = 0 \) are the singular corrections in \((37)\). Applying the induction starting from the known \( H_{0,n}^{(g)} = 0 \), we obtain subsequently \( H_{1,n-1}^{(g)} \), \( H_{2,n-2}^{(g)} \), and so on, and finally \( H_{n,0}^{(g)} \). This computation of \( H_{n,0}^{(g)} \) with all steps collected into a single expression coincides with that of \([BDBKS22]\) where it is formulated as a summation over the set of all connected graphs with \( n \) labeled vertices. We just haven’t mentioned in \([BDBKS22]\) that these ‘intermediate’ functions obtained in the course of computations have the meaning of correlator functions \( H_{m,n}^{(g)} \) with both \( m \) and \( n \) positive.

Remark that even for this case \( t = 0 \) the relation of Theorem 3.9 provides an alternative (and even probably more efficient) way of computing these correlator functions. Namely, let us apply just one step of induction in the inverse direction, in order to express \( H_{n,0}^{(g)} \) and \( H_{n-1,1}^{(g)} \) by \((111)\) in terms of the functions \( H_{n',0}^{(g')} \) with smaller values of \((g', n')\). Then, applying the procedure of separating poles described at the end of Sect. 4.2 we find \( H_{n-1,1}^{(g)} \) and also \( H_{n,0}^{(g)} \) as a byproduct.
Let us provide an explicit formula for (the derivative of) $H_{m,n}^{(g)}$ for this $t = 0$ case. We have

**Proposition 6.1.** Consider the case $t = 0$. Recall that in this case

\begin{equation}
Y = z^{-1}, \quad \Theta(z) = \sum_{i=1}^{e} s_i z^i, \quad X(z) \phi(\Theta(z)) = z.
\end{equation}

Let

\begin{equation}
W_{m,n}^{(g)} := \prod_{i=1}^{m} (X_i \partial X_i) \prod_{j=m+1}^{n} (Y_j \partial Y_j) \, H_{m,n}^{(g)}.
\end{equation}

Then for $2g - 2 + m + n > 0$, $m + n > 1$ we have

\begin{equation}
W_{m,n}^{(g)}(X(z_1), \ldots, X(z_m), Y(z_{m+1}), \ldots, Y(z_{m+n})) = [h^{2g}] U_m \ldots U_1 \sum_{\gamma \in \Gamma_{m,n}} \prod_{\{v_i, v_j\} \in E_{\gamma}} \prod_{\{u_i, u_j\} \in \tilde{E}_{\gamma}} \tilde{w}_{i,j},
\end{equation}

where the sum is over all connected simple graphs $\gamma$ on $m$ labeled vertices $v_1, \ldots, v_m$ with $n$ additional leaves (i.e. 1-valent vertices) $\tilde{v}_1, \ldots, \tilde{v}_n$; $E_{\gamma}$ is the set of normal edges (i.e. connecting the vertices $v_1, \ldots, v_m$), $\tilde{E}_{\gamma}$ is the set of edges for which one of the endpoints is an additional leaf,

\begin{align}
w_{k,l} &:= e^{u_k u_l S(u_k h \, z_k \partial_{z_k}) S(u_l h \, z_l \partial_{z_l}) \frac{z_k z_l}{(z_k - z_l)^2}}, \\
\tilde{w}_{i,j} &:= u_i S(u_i h \, z_i \partial_{z_i}) \frac{z_i z_j}{(z_i - z_j)^2},
\end{align}

and $U_i$ is the operator acting on a function $f$ in $u_i$ and $z_i$ by

\begin{equation}
U_i f = \sum_{j,r=0}^{\infty} (X_j \partial X_j)^j \left( \frac{L_{r,i}^j}{Q_i} u_i \frac{e^{u_i S(u_i h \, z_i \partial_{z_i}) - 1} \Theta(z_i)}{u_i S(u_i h)} f(u_i, z_i) \right),
\end{equation}

where

\begin{equation}
L_{r,i}^j := \left[ [v^j] e^{-v \psi(\theta)} \partial_{\theta} e^{v \psi(\theta)} \right]_{\theta = \Theta(z_i)} \left[ [v^j] (\partial_{\theta} + v \psi'(\theta)) e^{v \psi(\theta) - \psi(\theta)} \right]_{\theta = \Theta(z_i)}
\end{equation}

and $Q_i = Q(z_i)$, where

\begin{equation}
Q(z) := -\frac{Y(z)}{dY(z)} \frac{dX(z)}{X(z)} = 1 - z \Theta'(z) \psi'(\Theta(z)).
\end{equation}

For $m = 1, n = 0$ there is an additional term in the formula, but we do not write this case here for brevity, as it is completely covered by [BDBKS22, BDBKS20]. It is also straightforward to write an explicit formula for the $H_{m,n}^{(g)}$ function itself (rather than $W_{m,n}^{(g)}$), but it is bulkier and we do not list it here for brevity.

It is also useful to consider an even deeper specialization $t = 0, s = 0$. In this case $\Theta = 0$ and the above formulas get simplified. The spectral curve becomes $Y = z^{-1}$, $X = z$. All $H_{0,n}^{(g)}$ and $H_{m,0}^{(g)}$ vanish, but $H_{m,n}^{(g)}$ where $m$ and $n$ are both nonzero are interesting, since they correspond to the weighted double Hurwitz numbers with all preimages of 0 and $\infty$ being marked (which is equivalent to absence of any markings at all), and this way we get a rather simple formula for their generating functions.
6.2. Specialization $\phi(\theta) = 1 + \theta$. Specialization $\phi(\theta) = 1 + \theta$ or $\psi(\theta) = \log(\phi(\theta)) = \log(1+\theta)$ corresponds to enumeration of maps/bicolored maps, see discussion in Sect. 4.2.

In the case of just maps we have further specialization $s = (0, 1, 0, \ldots)$ i.e. $s_k = \delta_{2,k}$. One of the ways to write the equation of spectral curve for this case that can be found in the literature (see, for example, [CEO06, Eyn16]) is

$$x(z) = a + c \left( z + \frac{1}{z} \right),$$

$$y(z) = \left[ x(z) - \sum_{k=1}^{d} t_k x(z)^{k-1} \right]_{\leq 0},$$

where $[\cdot]_{\leq 0}$ denotes the polar part of the corresponding Laurent polynomial in $z$. The constants $a$ and $c$ are functions in $t$ parameters determined by two implicit algebraic equations that can be written in the form

$$[z^0] y(z) = 0, \quad [z^{-1}] y(z) = \frac{1}{c}, \quad a|_{t=0} = 0, \quad c|_{t=0} = 1. \quad (180)$$

The generating series enumerating maps is the power expansion of the corresponding correlator functions in the local coordinate $X = x^{-1}$ at the point $z = 0$ on the spectral curve. In this case, that is for $\phi(\theta) = 1 + \theta$, $s_k = \delta_{2,k}$ the above equations produce the same spectral curve as the one introduced in Sect. 4.1 with the identifications

$$X = \frac{1}{x}, \quad Y = \frac{1}{x-y}, \quad \Theta = \frac{1}{XY} - 1 = x \left( x - y \right) - 1. \quad (181)$$

It is an exercise to check that all requirements of Definition 4.1 are satisfied. Remark that with this identification we have

$$\Theta \frac{dX}{X} = y \, dx + \left( \frac{1}{x} - x \right) dx = dH_{1,0}^{(0)} - \sum_{k=1}^{d} t_k x^{k-1} \, dx. \quad (182)$$

We conclude that $\Theta \frac{dX}{X}$, $y \, dx$, and $dH_{1,0}^{(0)}$ are three possible equivalent choices for the form $\omega_1^{(0)}$ of topological recursion, since they differ by meromorphic differentials in $x$.

In the case of bicolored maps the parameters $s_k$ are chosen arbitrarily. The equation of the spectral curve for this case can be found in [Eyn16]. With a small change of notation it can be formulated by saying that $x = \frac{1}{X}$ and $y = \frac{1}{Y}$ are Laurent polynomials of the form

$$x(z) = gy^{-1} + \sum_{k=0}^{e-1} \alpha_k z^k,$$

$$y(z) = \gamma z + \sum_{k=1}^{d-1} \beta_k z^{-k} \quad (183)$$

uniquely determined by the requirements

$$- \sum_{k=1}^{d} t_k x(z)^k = -x(z) \, y(z) + 1 + O(z), \quad \text{and}$$

$$- \sum_{k=1}^{e} s_k y(z)^k = -x(z) \, y(z) + 1 + O(z^{-1}).$$
We see that these conditions become equivalent to those of Definition 4.1 if we set \(x y = \Theta - 1\) which exactly corresponds to the case \(\phi(\theta) = 1 + \theta\). Remark that our choice of the form \(\omega^{(0)} = \Theta \frac{dX}{X}\) of topological recursion becomes in this case

\[(185)\]

\[\Theta \frac{dX}{X} = -(1 + x y) \frac{dx}{x} = -y \frac{dx}{x} + \frac{dx}{x}.\]

The second summand does not affect the recursion and the first summand differs from the conventional form \(y \frac{dx}{x}\) by a sign. Therefore, the recursions for both choices for \(\omega^{(0)}\) produce the same differentials, up to a sign convention.

**Remark 6.2.** In most of the sources devoted to topological recursion for (bicolored) maps the authors make an additional restriction \(t_1 = t_2 = 0\) forbidding 1-gons and 2-gons for the maps. This restriction comes from the matrix models where these terms are usually absorbed via a suitable change of variables in the matrix integrals. Nevertheless, the combinatorial problem itself is well posed with the presence of 1 and 2-gons, the equation of the spectral curve is resolved independently of the values of \(t_1\) and \(t_2\) and the topological recursion holds. In fact, with the approach of the present paper based on the VEVs and operator formalism the role of \(t_1\) and \(t_2\) variables does not differ from the role of any other \(t\)-variable.

### 6.3. Computations for small \(g\) and \(n\).

#### 6.3.1. \((0, 3)\)-case.

In the case \(g = 0\), \(m + n + 1 = 3\) both \((110)\) and \((111)\) applied to functions \(H^{(0)}_{3,0}(X(z_1), X(z_2), X(z_3)), \ldots, H^{(0)}_{0,3}(Y(z_1), Y(z_2), Y(z_3))\) give

\[H^{(0)}_{0,3} + H^{(0)}_{1,2} = f(z_1) \frac{z_1 z_3}{(z_2 - z_1)(z_3 - z_1)} + c_1(z_1, z_3),\]

\[H^{(0)}_{1,2} + H^{(0)}_{2,1} = -f(z_2) \frac{z_1 z_2}{(z_2 - z_1)(z_2 - z_3)} + c_2(z_1, z_3),\]

\[H^{(0)}_{2,1} + H^{(0)}_{3,0} = f(z_3) \frac{z_1 z_2}{(z_3 - z_1)(z_3 - z_2)} + c_3(z_1, z_2),\]

where

\[(186)\]

\[f(z) = -\psi'(\Theta(z)) \frac{X(z)}{\partial z, X(z)} \frac{Y(z)}{\partial z, Y(z)}.\]

Let us represent

\[(187)\]

\[f(z) = f^+(z) + f^-(z) + c\]

where \(f^+\) is holomorphic in \(|z| < 1\), \(f^-\) is holomorphic in \(|z| > 1\), and \(f^+(0) = f^-(\infty) = 0\). Then, applying the procedure of splitting of poles to either of the above three formulas we obtain, explicitly,

\[H^{(0)}_{3,0} = f^+(z_1) \frac{z_2 z_3}{(z_1 - z_2)(z_1 - z_3)} + f^+(z_2) \frac{z_3 z_1}{(z_2 - z_3)(z_2 - z_1)} + f^+(z_3) \frac{z_1 z_2}{(z_3 - z_1)(z_3 - z_2)},\]

\[H^{(0)}_{2,1} = -f^+(z_1) \frac{z_1 z_2}{(z_1 - z_2)(z_1 - z_3)} - f^+(z_2) \frac{z_3 z_1}{(z_2 - z_3)(z_2 - z_1)} + (f^-(z_3) + c) \frac{z_1 z_2}{(z_3 - z_1)(z_3 - z_2)},\]

\[H^{(0)}_{1,2} = (f^+ + c)(z_1) \frac{z_1^2}{(z_1 - z_2)(z_1 - z_3)} - f^-(z_2) \frac{z_3 z_1}{(z_2 - z_3)(z_2 - z_1)} - f^-(z_3) \frac{z_1 z_3}{(z_3 - z_1)(z_3 - z_2)},\]

\[H^{(0)}_{0,3} = f^-(z_1) \frac{z_1^2}{(z_1 - z_2)(z_1 - z_3)} + f^-(z_2) \frac{z_3 z_1}{(z_2 - z_3)(z_2 - z_1)} + f^-(z_3) \frac{z_1^2}{(z_3 - z_1)(z_3 - z_2)}.

#### 6.3.2. \((1, 1)\)-case.

Let \(\hat{\psi}(\theta) = \psi(\theta) + \psi_1(\theta) h^2 + O(h^4)\). Denote

\[(188)\]

\[W^{(0)}_{2,0}(X, X) = X' \partial X' (X \partial X) H^{(0)}_{2,0}\]

\[\text{as } X' = X = \left(\frac{X(z)}{\partial X(z)}\right)^2 \lim_{z' \to z} \left(\frac{dz dz'}{(z - z')^2} - \frac{dX(z) dX(z')}{(X(z) - X(z'))^2}\right) = \frac{X(z)^2 (3X''(z)^2 - 2X'''(z)X'(z))}{12X(z)^4}.\]
Then, in the notations of Theorem 3.9, we have

\[ e^{-u \Theta} W_{1,0}^X(u, X) = \frac{1}{u} + \left( \frac{u}{2} W_{2,0}^{X,(0)}(X, X) - \frac{u^2}{24} (X \partial_X)^2 \Theta \right) h^2 + O(h^4). \]

We have also

\[ L_0(v, \theta) = 1 + v \left( \frac{v^2 - 1}{24} \psi''(\theta) + \psi_1(\theta) \right) h^2 + O(h^4), \]

\[ L_1(v, \theta) = v \psi'(\theta) + O(h^2), \]

\[ L_2(v, \theta) = v \psi''(\theta) + v^2 \psi'(\theta)^2 + O(h^2). \]

Therefore, applying (111), for example, we obtain in this case

\[ H_{1,0}^{(0)} + H_{0,1}^{(0)} = \sum_{j=0}^2 (Y \partial_Y)^j [v^j] \left( \frac{Y}{2Y} dX \left( v \psi'(\Theta) \left( \frac{1}{2} - \frac{1}{2} W_{2,0}^{X,(0)}(X, X) \right) \right) \right.

\[ - \frac{1}{24} \left( v^2 \psi'(\Theta)^2 + v \psi''(\Theta) \right) (X \partial_X)^2 \Theta + \frac{v^2 - 1}{24} \psi'(\Theta) + \int \psi_1(\theta) d\theta \bigg|_{\theta=\Theta} \]

As usual, the two summands on the left hand side are identified by the separating poles procedure.

6.4. One more example. Along with the cases \( t = 0 \) and \( \phi(\theta) = 1 + \theta \) known in the literature and discussed above let us consider just the next simplest (apparently new) case when \( \phi \) is quadratic and only \( t_1 \) and \( s_1 \) are different from zero. Namely, let

\[ t = (t, 0, 0, \ldots), \]

\[ s = (s, 0, 0, \ldots), \]

\[ \phi(\theta) = 1 + c \theta + \theta^2. \]

Then we obtain, explicitly,

\[ \frac{1}{X} = \frac{1}{1-st} (z^{-1} + cs + s^2 z), \]

\[ \frac{1}{Y} = \frac{1}{1-st} (z + ct + t^2 z^{-1}), \]

\[ \Theta = \frac{1}{1-st} (sz + cst + t z^{-1}) \]

(our choice for the normalization of the coordinate \( z \) differs here from (115)). Indeed, one checks by direct substitution that with this choice of \( \Theta \) the Laurent polynomial \( \phi(\Theta) \) factorizes as (112), and, moreover,

\[ \Theta = tX^{-1} + sz = sY^{-1} + tz \]

which agrees with (113)–(114). We have

\[ X \partial_X = \frac{1 + csz + s^2 z^2}{(1 - sz)(1 + sz)} z \partial_z, \]

\[ Y \partial_Y = - \frac{z^2 + ctz + t^2}{(z - t)(t + z)} z \partial_z. \]

The first operator has poles at \( z = \pm s^{-1} \). These poles are zeroes of the form \( \frac{dX}{X} \) and they converge to infinity as the \( (s, t) \)-parameters tend to zero. The second operator has poles at \( z = \pm t \). These poles are zeroes of the form \( \frac{dY}{Y} \) and they converge to zero as the \( (s, t) \)-parameters tend to zero. This observation allows one to single out the summands on the
left hand sides of (110) and (111). Applying computations for the cases \((g, m+n) = (0, 3)\) and \((1, 1)\) above we find explicitly, for example,

\[
H_{3,0}^{(0)} = \frac{(1 + c/2)s^3z_1z_2z_3}{(1 - s_1)(1 - s_2)(1 - s_3)} + \frac{(1 - c/2)s^3z_1z_2z_3}{(1 + s_1)(1 + s_2)(1 + s_3)},
\]

(196)

\[
H_{0,3}^{(0)} = \frac{(1 + c/2)t^3}{(z_1 - t)(z_2 - t)(z_3 - t)} + \frac{(1 - c/2)t^3}{(t + z_1)(t + z_2)(t + z_3)},
\]

(197)

\[
H_{1,0}^{(1)}(X) = \frac{1}{24} X \partial_X \left( \frac{s^3}{1 - s^3} \right) - \frac{(1 + c)s^3}{1 - s^3} - \frac{(1 - c)s^3}{1 + s^3},
\]

(198)

\[
H_{0,1}^{(1)}(Y) = \frac{1}{24} Y \partial_Y \left( \frac{t^3}{z^3 - t} + \frac{t^3}{z^3 + t} \right) - \frac{(1 + c)t^3}{z^3 - t} - \frac{(1 - c)t^3}{z^3 + t}.
\]

(199)

Remark that the topological recursion is applicable as well and leads to the same answers.
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