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Abstract

Recurrent neural networks (RNNs) have gained a great deal of attention in solving sequential learning problems. The learning of long-term dependencies, however, remains challenging due to the problem of a vanishing or exploding hidden states gradient. By exploring further the recently established connections between RNNs and dynamical systems we propose a novel RNN architecture, which we call a Hamiltonian recurrent neural network (Hamiltonian RNN), based on a symplectic discretization of an appropriately chosen Hamiltonian system. The key benefit of this approach is that the corresponding RNN inherits the favorable long time properties of the Hamiltonian system, which in turn allows us to control the hidden states gradient with a hyperparameter of the Hamiltonian RNN architecture. This enables us to handle sequential learning problems with arbitrary sequence lengths, since for a range of values of this hyperparameter the gradient neither vanishes nor explodes. Additionally, we provide a heuristic for the optimal choice of the hyperparameter, which we use in our numerical simulations to illustrate that the Hamiltonian RNN is able to outperform other state-of-the-art RNNs without the need of computationally intensive hyperparameter optimization.
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1 Introduction

Recurrent neural networks (RNNs) have recently achieved remarkable results in sequential learning problems, e.g. in speech recognition [11][12][26], computer vision [3][19][33] and time series prediction [7][9][25]. In this paper we focus on multiclass sequential learning problems, i.e. multiclass learning problems with time dependencies. Such learning problems can be formulated mathematically in the following way: Let \( x_1, x_2, \ldots, x_M \in \mathbb{R}^N \) be the training set of \( M \) time-dependent sequences \( x_i = (x_i^0, x_i^1, \ldots, x_i^N) \) of length \( N \). Additionally, labels \( y_1, y_2, \ldots, y_M \in \{1, \ldots, m\} \) are given for each \( x_i \) representing the class of the corresponding sequence. The goal is to learn a
function $\Phi : \mathbb{R}^N \to [0,1]^m$, where the $j$-th entry of $\Phi(x_i)$ represents the likelihood of sequence $x_i$ belonging to class $j$, which minimizes a given functional on the training set (also known as the cost function). As we assume a-priori that there exist time dependencies in the training samples $\{x_i, y_i\}_{i=1}^N$, feedforward methods (such as convolutional neural networks [10,30] or support vector machines [8]) will probably fail to produce convincing solutions for this learning problem as they generally neglect time dependencies or autocorrelations in the underlying training sequences.

One approach to naturally include these time-dependencies in the learning procedure is through the use of RNNs, where recurrent weights exist between layers of the neural network. However, training RNNs on sequences with long-term dependencies remains a challenging problem. The issue hereby is that the gradient of the hidden states can go to zero or blow up to infinity exponentially, i.e. a vanishing or exploding gradient; see, e.g. [4, 27, 28] for a detailed description of that problem. As this gradient represents the influence of perturbations of a hidden state (and thus of an input) on the objective cost function, both a vanishing as well as an exploding gradient denotes a loss of information in the subsequent learning process.

Several approaches have been devised to solve this issue at least for very long sequences. One famous example in particular is the use of gating units in so-called Gated Neural Networks (GNNs) such as the Long Short-Term Memory (LSTM) [15] or the Gated recurrent unit (GRU) [6]. The gating mechanism controls the information which flows through a so-called memory cell and prevents therewith a vanishing gradient. However, an LSTM as well as a GRU can still suffer from exploding gradients [18]. Additionally, GNNs are computationally expensive, as they require more parameters than a plain RNN in general.

One very recent approach for analyzing the vanishing or exploding gradient problem is given in [13]. The authors derive a connection between deep neural networks and dynamical systems by interpreting a numerical approximation of an ordinary differential equation (ODE) as an architecture for a feedforward neural network. Each layer of the feedforward network is then described by the approximated solution of the ODE at a corresponding time level. Hence, solving the ODE for many time levels will result in very deep neural networks. Having established this link, the authors analyze the vanishing or exploding gradient problem using stability theory for the underlying dynamical system. This connection together with stability theory has already been used to construct an RNN architecture, the so-called Antisymmetric recurrent neural network (Antisymmetric RNN) [5]. The authors constrain the parameter space such that the underlying dynamical system will be stable by using antisymmetric matrices as the weight matrices of the RNN.

We base our analysis on the same connection between deep neural networks and dynamical system. However, we construct novel RNN architectures using theory of Hamiltonian systems instead of stability theory. Therefore, since the underlying dynamical system of our RNN denotes a Hamiltonian system, we call it the Hamiltonian recurrent neural network (Hamiltonian RNN). Consequently we approximate this system with symplectic integrators in order to almost preserve its corresponding Hamiltonian at least for very long time intervals [14]. Based on this Hamiltonian model we are able to state an upper bound for the norm of the hidden states gradient which is causing the vanishing or exploding gradient. We subsequently show that the hidden states gradient can thus be controlled by a hyperparameter of the Hamiltonian RNN for a given sequential learning problem. Finally, in order to show the applicability of the proven upper bound of the hidden states gradient, we solve an inverse problem where we search for optimal hyperparameters of the Hamiltonian RNN for varying sequence lengths based on a simple exemplary learning problem. This supports the theoretical findings, which show that the hidden states gradient is of order $O(1)$ (i.e. no vanishing or exploding gradient), if we choose the hyperparameter of the Hamiltonian RNN as the inverse of the sequence lengths.

The remainder of the paper is structured as follows. In Section 2 we discuss the problem
of vanishing or exploding gradients for vanilla RNNs, as well as discussing the connections between numerical integrators of ordinary differential equations and RNNs. Then, in Section 3, we analyze the continuous time properties of a Hamiltonian system similar to the one proposed in [13], and prove a bound for the sensitivity of the solution on the initial condition. We then propose an RNN based on the symplectic discretization of this Hamiltonian system and show numerically that it inherits the favorable long time properties of the continuous system. In particular, we show that the size of the hidden states gradient is controlled by a hyperparameter. This is explored further in Section 4, where we also provide a heuristic for the optimal choice of the hyperparameter. Numerical experiments using this choice of the hyperparameter are presented in Section 5, and clearly show the benefits of our approach when compared with state-of-the-art methods. We conclude in Section 6 with a summary and a discussion of future research directions.

2 Preliminaries

2.1 Vanishing or exploding gradient in vanilla RNNs

A plain (or vanilla) RNN can generally be defined in terms of the recursion of its hidden states. In the following we will consider RNNs with one hidden layer in which we have also recurrent connections. Hence, the RNN can be formulated by

\[ h_n = \sigma(W h_{n-1} + V x_{n-1} + b), \quad h_i, b \in \mathbb{R}^d, W \in \mathbb{R}^{d \times d}, x_i \in \mathbb{R}^n, V \in \mathbb{R}^{d \times n}, \quad (1) \]

where \( d \) is the number of neurons in the hidden layer and \( n \) is the dimension of the input, i.e. the number of features. We call \( h_i \) the hidden state at time \( i \), \( W \) is the hidden weights matrix, \( V \) is the input weights matrix and \( b \) is the bias. The initial hidden state \( h_0 \) is normally set to be the zero vector. As the hidden states are computed recursively, the standard backpropagation method cannot be applied for the subsequent learning process. However, a standard adaption of the backpropagation scheme for RNNs is the backpropagation through time (BPTT) method, where the hidden states are unfolded in time. Hence the RNN is treated as a feedforward network, where its number of hidden layers equals the length of the input sequences. For detailed motivation and description of the BPTT scheme we refer to [29, 32]. However, vanilla RNNs are generally avoided when it comes to sequential learning problems, as they tend to suffer from a vanishing or exploding gradient, e.g. numerical results in [2] and [21].

In order to define the vanishing or exploding gradient problem mathematically, let \( C \) be a suitable cost function of a given learning problem which we want to solve using RNNs. The gradient \( \frac{\partial C}{\partial h_i} \) then represents the dependence of the cost function on the hidden state \( h_i \). Furthermore, as the hidden state \( h_i \) depends on some input \( x_i \) at time \( t_i \), the gradient also represents the dependence on the \( i \)-th input. However, if this gradient is (almost) zero, or tends to infinity, the information of input \( x_i \) and, because of the recursion, every previous input gets lost. The remaining question is now why the gradient typically goes to zero or to infinity. To answer this, is really useful to rewrite the gradient as

\[ \frac{\partial C}{\partial h_i} = \frac{\partial C}{\partial h_N} \frac{\partial h_N}{\partial h_i} = \frac{\partial C}{\partial h_N} \prod_{j=i}^{N-1} \frac{\partial h_{j+1}}{\partial h_j}. \]

We can then see that the gradient \( \frac{\partial C}{\partial h_i} \) can be represented as the product of \( N - i + 1 \) other gradients. If these are mostly bigger than 1 it will blow up, or it will go to zero if most of them are smaller than 1. Therefore, one is interested in RNNs where \( \frac{\partial h_N}{\partial h_0} \) is a suitable constant \( c \approx 1. \)
2.2 Connection between dynamical systems and RNNs

The following connection between dynamical systems and neural networks is based on the theoretical concept provided by [13]. Note that the authors showed this connection for deep feedforward networks only. We recall that the learning of RNNs can be reformulated as a forward problem using the BPTT scheme. Hence, the connection between dynamical systems and feedforward networks can also be applied to the recurrent case. As an example, [5] have recently used this link to construct novel RNN architectures. The cornerstone of connecting dynamical systems theory and neural networks is to interpret numerical approximations of a dynamical system as an RNN. To this end, let us examine the following differential equation:

\[
\frac{dh}{dt} = \sigma(W h(t) + b), \quad \text{with } h(0) = h_0, \tag{2}
\]

where \( h(t) \in \mathbb{R}^d, W \in \mathbb{R}^{d \times d}, b \in \mathbb{R}^d \), and \( \sigma \) is a sufficiently smooth and increasing function. Solving the differential equation (2) using a simple numerical integrator, for example the forward Euler method, yields the approximation

\[
h_{n+1} = h_n + \epsilon \sigma(W h_n + b), \tag{3}
\]

where \( \epsilon > 0 \) is the time step of the numerical method. If we now interpret \( \sigma \) as an activation function, \( W \) as weights, and \( h_n \) as the hidden state at time \( t_n \), equation (3) becomes an architecture for a specific RNN with an additional hyperparameter \( \epsilon \). This RNN has no input, as the underlying ODE (2) is autonomous. Also, in contrast to the standard (or vanilla) RNN, equation (3) has an additional feedback of the last computed hidden state \( h_n \) at every time step \( t_{n+1} \). Note that this approach resembles the residual RNNs presented by [34]. The similarity is the skipping behavior, where the hidden state of the previous step gets fed back into the new hidden state. However, this architecture is based on a completely different idea and only the skipping part is the same.

One major benefit of this established connection is that we can now analyze the vanishing or exploding gradient problem in a continuous, dynamical systems set-up. We assume in the following that we can resemble the true dynamics of the system (2) using appropriate numerical integrators and rewrite the solution \( h \) of ODE (2) as \( h(t, h_0) \) to emphasize the dependence of the solution on the initial value \( h_0 \). Additionally, we recognize that the initial value \( h_0 \) of the ODE (2) also denotes the initial hidden state of the RNN. Hence, differentiating \( h(t, h_0) \) with respect to the initial value \( \frac{\partial h(t)}{\partial h_0} \) denotes the continuous version of the hidden states gradient \( \frac{\partial h_n}{\partial h_0} \) where \( n = t/\epsilon \). As this gradient tends to go to zero or blows up to infinity, our goal is now to bound the continuous gradient \( \frac{\partial h(t)}{\partial h_0} \) to overcome the problem of a vanishing or exploding gradient.

3 RNN with Controllable Hidden States Gradient

The basis of our novel RNN architecture is the following second-order equation:

\[
\ddot{y}(t) = \sigma(W y(t) + b), \quad \text{with } y(t_0) = y_0, \tag{4}
\]

where \( y(t) \in \mathbb{R}^d, W \in \mathbb{R}^{d \times d}, b \in \mathbb{R}^d \) and \( \sigma \) is a sufficiently smooth and increasing function as before. We can easily check that equation (4) is a Hamiltonian system with the corresponding Hamiltonian

\[
H(z, y) = \frac{1}{2} z^\top z + f(y), \quad \text{with } (z, y) \in Z \times Y \subseteq \mathbb{R}^d \times \mathbb{R}^d. \tag{5}
\]
This can be done by simplifying the associated differential equations of Hamiltonian (5):

\[
\frac{d\mathbf{z}}{dt} = -\nabla_y H(\mathbf{z}, y) = -\nabla_y f(y),
\]
\[
\frac{dy}{dt} = \nabla_z H(\mathbf{z}, y) = \mathbf{z},
\]

to the second-order differential equation

\[
\ddot{y} = -\nabla_y f(y). \tag{6}
\]

Assuming \(\sigma(Wy(t) + b)\) is in \(L^1(Y)\), we can rewrite the right-hand side of equation (6) as the second-order equation (4), where

\[
\nabla_y f(y) = -\int_Y \sigma(Wy(t) + b) \, dy.
\]

This Hamiltonian formulation allows to analyze the sensitivity of the solution with respect to the initial condition. In particular, if we consider \(d = 1\), we can obtain an explicit bound on the growth of \(\frac{\partial y}{\partial y_0}(t)\), where \(y_0\) is the initial condition. This, again, yields a qualitative statement regarding the hidden states gradient of the corresponding RNN, which corresponds directly to the vanishing or exploding gradient problem.

We begin the sensitivity analysis by bounding the time derivative \(\dot{y}(t)\).

**Lemma 3.1.** Let \(I = [0, T] \subset \mathbb{R}\) be a bounded interval. Additionally, let \(y \in C^2(I; \mathbb{R})\) and \(\sigma \in L^2(\mathbb{R})\) is bounded by \(\sigma(x) \in [-1, 1]\) for all \(x \in \mathbb{R}\). Consider the differential equation

\[
\ddot{y}(t) = \sigma(Wy(t) + b), \quad t \in I,
\]

where \(W, b \in \mathbb{R}\). The time derivative of \(y\) is then bounded by

\[-t + \dot{y}(0) \leq \dot{y}(t) \leq t + \dot{y}(0).\]

**Proof.** The proof is straightforward. Since \(\sigma\) is bounded by \(-1\) and 1, we obtain the inequalities for \(\dot{y}\):

\[-1 \leq \dot{y} \leq 1. \tag{7}\]

As the integral is a monotone operator we arrive at the following inequality by integrating both sides of (7):

\[
\int_0^t -1 \, ds \leq \int_0^t \dot{y}(s) \, ds \leq \int_0^t 1 \, ds
\]

\[
\Leftrightarrow -t \leq \dot{y}(t) - \dot{y}(0) \leq t.
\]

Having proved this statement we are now able to state a bound for the norm of the solution to the Hamiltonian system (4) differentiated with respect to the initial solution in terms of the time variable. This denotes how the sensitivity of solution to (4) on the initial state \(y(0)\) changes in time. We obtain this bound by deriving an equation which models the previously described sensitivity and bounding the norm of its solution afterwards.
Theorem 3.2. Consider the same second-order differential equation as in Lemma 3.1 with its corresponding Hamiltonian

\[ H(\dot{y}, y) = \frac{1}{2} \dot{y}\dot{y} + f(y), \quad f(y) = -\int_Y \sigma(Wy + b)dy \]

with initial values \( y(0) = y_0 \) and \( \dot{y}(0) > T \). The norm of the partial derivative \( \frac{\partial y}{\partial y_0}(t) \) is then of order

\[ \left\| \frac{\partial y}{\partial y_0}(t) \right\| = O(t). \]

Proof. Using the Hamiltonian property of preservation we obtain

\[ H(\dot{y}, y) = \frac{1}{2} \dot{y}\dot{y}(t) + f(y(t)) = \frac{1}{2} \dot{y}(0) + f(y(0)). \]

Plugging in the definition for \( f(y(t)) \) yields

\[ \frac{1}{2} \dot{y}(t) - \int_Y \sigma(Wy(t) + b)dy = \frac{1}{2} \dot{y}(0) + f(y(0)). \]  
(8)

Differentiating both sides of equation (8) with respect to the initial state \( y_0 \) leads to

\[ \dot{y}\partial_t \frac{\partial y}{\partial y_0}(t) - \sigma(Wy(t) + b) \frac{\partial y}{\partial y_0}(t) = f'(y_0) \]

\[ \iff \partial_t \frac{\partial y}{\partial y_0}(t) - \frac{\dot{y}(t)}{\dot{y}(t)} \frac{\partial y}{\partial y_0}(t) = \frac{f'(y_0)}{\dot{y}(t)} \]

\[ \iff \partial_t \frac{\partial y}{\partial y_0}(t) - \partial_t \log(\partial_t y(t)) \frac{\partial y}{\partial y_0}(t) = \frac{f'(y_0)}{\dot{y}(t)}. \]  
(9)

Using variation of parameters, we obtain the solution to (9):

\[ \frac{\partial y}{\partial y_0}(t) = \dot{y}(t) \left( f'(y_0) \int_0^t \frac{1}{y^2(s)} ds + \tilde{C} \right), \]

where \( \tilde{C} \in \mathbb{R} \) is a constant. The norm of the gradient \( \frac{\partial y}{\partial y_0}(t) \) can then be bounded by

\[ \left\| \frac{\partial y}{\partial y_0}(t) \right\| \leq \|\tilde{C}\dot{y}(t)\| + \|f'(y_0)\dot{y}(t)\| \int_0^t \frac{1}{y^2(s)} ds. \]  
(10)

Using again that \( \sigma \) is bounded by \(-1\) from below and thus \( \dot{y}(t) \) is bounded by \(-1\) from below, we obtain the following lower bound on \( \dot{y}(t) \):

\[ \dot{y}(t) \geq -t + \dot{y}(0) \]

\[ \Rightarrow \frac{1}{\dot{y}(t)^2} \leq \frac{1}{(\dot{y}(0) - t)^2}, \]

since \( \dot{y}(0) > T \) and hence \( \dot{y}(0) > t \) for all \( t \in [0, T] \). Plugging in this upper bound on \( \dot{y}(t)^{-2} \) into the integral of (10) yields

\[ \int_0^t \frac{1}{\dot{y}(s)^2} ds \leq \int_0^t \frac{1}{(\dot{y}(0) - s)^2} ds = \frac{1}{\dot{y}(0) - t} - \frac{1}{\dot{y}(0)} \leq \frac{1}{\dot{y}(0) - t}. \]
Therefore, using Lemma 3.1 we obtain the bound
\[
\left\| \frac{\partial y}{\partial y_0}(t) \right\| \leq \| \tilde{C} \| \left( t + \dot{y}(0) \right) + \| f'(y_0) \| \left( t + \dot{y}(0) \right)
\]
This concludes the claim that
\[
\left\| \frac{\partial y}{\partial y_0}(t) \right\| = O(t).
\]
We can now use Theorem 3.2 to estimate the hidden state gradient of the corresponding RNN architecture which is causing the vanishing or exploding gradient problem. To this end we first need to derive the RNN architecture corresponding to the Hamiltonian system (4). When it comes to reasonably approximating Hamiltonian systems, special attention must be paid to the choice of numerical integrators. A natural such choice is the use of symplectic methods which are able to almost preserve the Hamiltonian at least for very long time intervals [4]. We will restrict ourselves to the standard second-order Leapfrog method to approximately solve the Hamiltonian system (4). However, higher-order splitting schemes can also be applied. Using the Leapfrog method yields the approximation
\[
y_1 = y_0 + \epsilon \dot{y}_0 + \frac{\epsilon^2}{2} \sigma(Wy_0 + b),
\]
\[
y_{i+1} = 2y_i - y_{i-1} + \epsilon^2 \sigma(Wy_i + b), \quad i = 1, \ldots, N - 1,
\]
where \( \epsilon > 0 \) is the time step of the method and \( y_0, \dot{y}_0 \) are the initial values \( y(0) \) and \( \dot{y}(0) \). We interpret approximation (11) as an RNN with an additional hyperparameter \( \epsilon \) and call it the Hamiltonian recurrent neural network (Hamiltonian RNN).
Using Theorem 3.2 we obtain
\[
\left\| \frac{\partial y_N}{\partial y_0} \right\| = O(N \epsilon),
\]
This means for a given learning problem (i.e. a fixed \( N \)) we can linearly adjust the gradient \( \left\| \frac{\partial y_N}{\partial y_0} \right\| \) with the hyperparameter \( \epsilon \) such that the gradient will not vanish or explode. Note that the above estimation is independent of the RNN parameters, such as weights and bias, and thus holds also throughout the whole learning process.

**Example 1.** We compute numerically the hidden states gradient \( \| \frac{\partial y_N}{\partial y_0} \|_2 \) for state space dimensions \( d = 1, 10, 100 \). In order to provide a general framework we initialize the Hamiltonian RNN parameters \( \{ w_{ij} \}_{i,j=1}^d \) and \( \{ b_i \}_{i=1}^d \) randomly using the standard initialization, i.e. \( U([0, 1]) \) distributions. Additionally we set \( y(0) = 0 \) to be the zero vector, as this will also be the initial state for the corresponding RNN at the next step. The sequence length is set constantly to \( N = 1000 \). Using this parameter set-up Theorem 3.2 states that the hidden states gradient is of order \( O(1000 \epsilon) \), where \( \epsilon \) is the step-size of the numerical integrator used to solve the Hamiltonian system [4]. Figure 1 shows the three resulting norms of the hidden states gradients for logscaled
values of $\epsilon$ between $10^{-3}$ and 1. For $d = 1$ we can see the same behavior we proved in Theorem 3.2, i.e. the hidden states gradient scales linearly in $\epsilon$. Additionally, even for much higher state space dimensions, the linear scalability of the hidden states gradient remains the same.

A natural question could be now what happens if we consider not the second-order system (4), but its first-order analogue instead:

$$\dot{y}(t) = \sigma(Wy(t) + b), \quad \text{with } y(0) = y_0.$$ (12)

We investigate this numerically in the subsequent example.

**Example 2.** We interpret the Euler integration of the first-order system (12) again as an RNN architecture (Euler RNN). Figure 2 shows the numerically computed norm of the hidden states gradient $||\frac{\partial y}{\partial y_0}||_2$ of the Euler RNN for the same values of the RNN parameters as in the case of the Hamiltonian RNN. We can see that the gradient is unbounded and blows up exponentially with increasing values of $\epsilon$, which would lead to an exploding gradient in the subsequent training process. Additionally, as we are generally not able to bound the exploding gradient, we cannot provide any heuristics of choosing the right hyperparameter $\epsilon$. Nevertheless, [5] based their RNN architecture (Antisymmetric RNN) on the first-order system (12) but with a solution approach to the exploding (or possibly vanishing) gradient in Figure 2. The authors connected the vanishing or exploding gradient to stability theory using the same link between RNNs and dynamical systems that we apply here. Their Antisymmetric RNN is based on the following system:

$$\dot{y}(t) = \sigma((W - W^\top - \gamma I)y(t) + b), \quad \text{with } y(0) = y_0,$$
where $\mathbf{I}$ is the identity matrix and $\gamma > 0$ is a diffusion rate. This leads to an RNN with two additional hyperparameters, i.e. $\epsilon$ and $\gamma$. Figure 3 shows the similarly computed hidden states gradient as in Figure 2 but based on the Antisymmetric RNN for different values of the diffusion rate $\gamma$. We can see that for specific values of $\gamma$ the gradient does not blow up exponentially. However, to our knowledge there exist no heuristics about the right choice of the two hyperparameters $\epsilon$ and $\gamma$ such that the Antisymmetric RNN does not suffer from exploding or vanishing gradients. Moreover, the choice of the hyperparameters is tremendously sensitive to the subsequent learning success. Hence, a grid search algorithm with a very dense discretization has to be used in order to find suitable hyperparameters.

4 Optimal Trainability of the Hamiltonian RNN

So far the Hamiltonian RNN is not able to process any input as the underlying Hamiltonian system (4) is autonomous. To change this we have to add some weighted external force to (4) which makes it time dependent:

$$\ddot{y}(t) = \sigma(Wy(t) + Vx(t) + b), \quad \text{with } y(0) = y_0,$$

where $y(t), W, b$ and $\sigma$ are exactly as in (4). However, $x(t) \in \mathbb{R}^n$ is now the additional external force with weighting $V \in \mathbb{R}^{d \times n}$. Applying the Leapfrog method to the time-dependent system (13) yields now the complete recursion formula for the Hamiltonian RNN:

$$y_1 = y_0 + \epsilon \dot{y}_0 + \frac{\epsilon^2}{2} \sigma(Wy_0 + Vx_1 + b),$$

$$y_{i+1} = 2y_i - y_{i-1} + \epsilon^2 \sigma(Wy_i + Vx_{i+1} + b), \quad i = 1, \ldots, N - 1,$$

where $x_i = x(t_i)$ is the RNN input at time step $i$.

Having established the connection between the hyperparameter $\epsilon$ of the Hamiltonian RNN and the hidden states gradient $\|\frac{\partial \dot{y}}{\partial y_0}\|$, we are now interested in the learning performance of the Hamiltonian RNN depending on $\epsilon$. We will base the subsequent numerical experiment on the following simple sequential learning problem. The Hamiltonian RNN reads in sequences $x = \{x_i\}_{i=1}^N$ of length $N > 0$ and generates a binary output after it processes the whole sequence.

Figure 2: Exploding gradient of the first-order RNN.

Figure 3: Influence of diffusion rate $\gamma$ on the first-order RNN exploding gradient.
A sequence $x$ consists of independent standard Gaussian random variables $x_i \in \mathcal{N}(0, 1)$ for all $i = 1, \ldots, N$. The Hamiltonian RNN has to classify the sequences based on its mean, i.e. the mapping which has to be learned is

$$
\Phi(x) = \begin{cases} 
0 & \text{if } \mu(x) < 0, \\
1 & \text{if } \mu(x) \geq 0,
\end{cases}
$$

with $\mu(x) = \frac{1}{N} \sum_{i=1}^{N} x_i$.

The benefit of this experimental set-up is that we can easily adjust the length $N$ of the given sequences. We are now interested in the optimal choice of the hyperparameter $\epsilon$ of the Hamiltonian RNN architecture for different lengths of the sequences which have to be learned.

However, before we start solving this inverse problem we first need to define optimality of the hyperparameter $\epsilon$: Given a discretized interval $\mathcal{E} = 0 < \epsilon_1 < \epsilon_2 < \cdots < \epsilon_M$ with $M \in \mathbb{N}$ we call

$$
\max_{\epsilon_i \in \mathcal{E}} \text{acc}(\tilde{\Phi}_{\epsilon_i})
$$

optimal, where acc is the accuracy of the Hamiltonian RNN approximation $\tilde{\Phi}_{\epsilon_i}$ of $\Phi$ using hyperparameter $\epsilon_i$. In this case the number of weights and biases of the Hamiltonian RNNs are fixed, as well as their initialization. Additionally, the same training and test set is used as well as the same optimization method. Therefore this problem can be seen as inversely searching for an $\epsilon_i$ such that it maximizes the accuracy.

We solved this inverse problem with $M = 100$ equidistant values of $\epsilon$ between 0.01 and 1. We used the standard Adam optimization method ([20]) with a step size of 0.001 based on a stochastic mini-batch approach with mini-batch sizes of 100 and a training set (similarly test set) consisting of 1000 randomly generated sequences. Figure 4 shows the numerical results for sequence lengths between 10 and 320. We can see that the optimal choice of $\epsilon$ scales linearly
with the length of the sequences $N$. We already proved that the choice $\epsilon = N^{-1}$ results in
$\frac{\partial \rho_{NN}}{\partial y_{ps}} = O(1)$ and thus no vanishing or exploding gradient is observed. Moreover, Figure 4
supports this numerically and shows that the optimal choice of the hyperparameter $\epsilon$ of the
Hamiltonian RNN is given by
$\epsilon = O(N^{-1}).$  \hfill (14)

5 Numerical Examples

The following experiments are implemented in the programming language Python, using NumPy
\cite{31} to represent the several RNNs. The differentiation of the code is done using the auto-
differentiation library autograd \cite{24}. The code is almost completely vectorized (besides the
sequential functionality of RNNs) in order to increase performance. Additionally, the code is
parallelized for efficient hyperparameter optimization methods using the Python library multi-
processing. The training of all RNNs is done similarly using mini-batch optimization together
with the standard optimization routine Adam \cite{20}. The plots are done using the Python graphics
environment matplotlib \cite{16}. We benchmark in the following experiments the Hamiltonian
RNN against the Antisymmetric RNN as well as against the LSTM.

5.1 Normally distributed shock preservation

The goal of the first experiment is to measure how long information can be stored in an RNN.
To this end, we construct a sequential learning problem where the RNN has to label some
given sequences. These sequences are based on a straight line which is perturbed using normal
distributions. In particular, sequences of class 0 are perturbed with a standard normal distribu-
tion only, but sequences of class 1 are heavily perturbed in the first few entries and perturbed
using a standard normal distribution in all subsequent entries. Mathematically speaking, let

$$x^j = \left\{ x^j_i \right\}_{i=1}^N$$

be a sequence of class $j \in \{1, 2\}$. Then, $x^0_i \in \mathcal{N}(0, 1)$ for all $i = 1, \ldots, N$. Addi-
tionally, $x^1_k \in \mathcal{N}(0, 1)$ for all $i = k + 1, \ldots, N$, but $x^1_i \in \mathcal{N}(0, 10)$ for all $i = 1, \ldots, k$. We choose
$k = 5$ in the following experiments. Figure 5 shows representative sequences for each individ-
ual class. Since the beginning of class 1 looks like a shock in the otherwise slightly perturbed

![Figure 5: Exemplary sequences of both classes from the normal distributed shock preserving
experiment.](image)

Figure 5: Exemplary sequences of both classes from the normal distributed shock preserving
experiment.
sequence, we call this experiment the normal distributed shock preservation. The objective for our RNNs is to correctly classify such sequences. This is done by feeding in one entry at a time to the RNN and generating one output after the RNN has seen the whole sequence. To speed up convergence a softmax layer is used for the output of the RNN. The minimization is done by using the cross-entropy cost function. We therefore define the accuracy of an RNN method as the percentage of correctly classified sequences in the test set.

We assume that an RNN has learned the problem when the accuracy is over 90%. We stop the learning process after it reaches this threshold. In order to fairly compare the different RNN architectures, we use a standard grid search algorithm to find a number of hidden neurons in combination with a learning rate for the optimization routine, which yield the fastest convergence to the accuracy threshold of 90%. However, only a further hyperparameter optimization has to be done for the Antisymmetric RNN, as we use the estimation \( \epsilon \) for an optimal choice of the hyperparameter \( \epsilon \) of the Hamiltonian RNN.

Table 1: Number of hidden parameters for the shock preserving experiment.

| Length | LSTM   | Anti. RNN | Ham. RNN |
|-------|--------|-----------|----------|
| 100   | 10000  | 210       | 100      |
| 500   | 22500  | 210       | 100      |
| 2000  | /      | 210       | 100      |
| 5000  | /      | /         | 100      |

Table 1 shows the number of hidden parameters for each RNN architecture which yields the fastest convergence for the shock preserving experiment. Neglecting the bias, \( d \) neurons in the hidden states correspond to \( 4 \times d^2 \) parameters in the LSTM, \( d(d + 1)/2 \) parameters in the Antisymmetric RNN and \( d^2 \) parameters in the Hamiltonian RNN. Note that the missing numbers of hidden parameters in Table 1 denote the cases where no convergence is achieved for any combination of hyperparameters and for very long optimization processes. This is not to say that the RNNs would not eventually converge but more that for the given computational budget they fail to do so. In addition, we can conclude that the Hamiltonian RNN needs significantly less parameters than the other two RNNs and especially several orders of magnitude less than the LSTM.

Figure 6 shows the learning results for the shock preserving experiment for four different sequence lengths: \( N = 100 \), \( N = 500 \), \( N = 2000 \), and \( N = 5000 \). We plot the accuracy (based on the test set) against the learning iterations. Note that for visualization reasons the learning iterations are plotted using a log scale. We can see that for \( N = 100 \) the Hamiltonian RNN converges almost an order of magnitude faster than the Antisymmetric RNN. The LSTM needs an additional order of magnitude of iterations in order to converge. This behavior is reasonably similar for \( N = 500 \). The only difference here is that the LSTM needs even more parameters to converge at all. For \( N = 2000 \) only the Hamiltonian RNN and the Antisymmetric RNN demonstrate convergent behavior, and again the Hamiltonian RNN converges much earlier than the Antisymmetric RNN. Finally, for \( N = 5000 \) the Hamiltonian RNN is the only RNN architecture able to learn the underlying problem for the given computational budget. It is remarkable that the Hamiltonian RNN needs almost the same number of learning iterations to converge for every sequence length \( N \) as well as the exact same small number of hidden neurons, i.e. \( d = 10 \).
5.2 Disturbed sequential XOR problem

In order to analyze how the different RNNs are able to solve non-trivial problems and preserve these outcomes for a long time, we introduce the following sequential learning problem. A sequence in the data set has length $N = 2 + \hat{N}$, where the first two entries are randomly initialized with 0 or 1 based on a discrete uniform distribution. The following $\hat{N}$ entries are uniform random numbers in $(0, 1)$. The goal of the learning algorithm is to correctly classify a
sequence based on the XOR output of the first 2 entries. Hence, let $x^j = \{x^j_i\}_{i=1}^N$ be a sequence of class $j \in \{1, 2\}$. Then, for the first two entries $x^j_1, x^j_2 \in \mathcal{U}(\{0, 1\})$ of sequences of class $j$ holds

$$x^j_1 + x^j_2 \mod 2 = j.$$ 

Additionally, $x^j_i \in \mathcal{U}([0, 1])$ for all $j = 1, 2$ and $i = 3, \ldots, N$. As the last $\hat{N}$ entries are only there to distract the RNN, the learning problem can be seen as solving a sequential learning problem and then storing the results for a long time (i.e., for time length $\hat{N}$) in the RNN. This is in contrast to the first experiment, where only information had to be stored. Table 2 shows the number of hidden parameters which yields the fastest convergence for each RNN. This time all RNN architectures are able to learn the underlying problem for every sequence lengths: $N = 50$, $N = 100$, $N = 200$, and $N = 500$. However, while the number of parameters for the Hamiltonian RNN and the Antisymmetric RNN are comparable and very small, the number of parameters required by the LSTM is enormous.

Figure 7 shows the training results (in terms of accuracy) of the three RNN architectures for the four sequence lengths. We see that the Hamiltonian RNN and the Antisymmetric RNN behave very similarly, while the LSTM seems to have much more trouble to converge for $N \geq 200$. The learning iterations are plotted in linear scale here. We see that the LSTM needs approximately four times the number of iterations to converge for the sequence length of $N = 200$. Furthermore, it needs five times the number of learning iterations to converge compared to the RNN and Antisymmetric RNN for a sequence length of $N = 500$. Hence, we can conclude this experiment by pointing out that both the Hamiltonian RNN and the Antisymmetric RNN similarly outperform the LSTM in terms of the learning iterations required for convergence, as well as in terms of required number of parameters.

### 5.3 Sequential MNIST

The following experiment is based on the standard MNIST problem [22] in deep learning. The goal is to classify handwritten digits which are given as $28 \times 28$ grey-scale matrices. The training set consists of 60000 examples, and the test set consists of 10000 examples which vary in the difficulty of the classification. This problem was reformulated as a sequential learning problem in [21], where the $28 \times 28 = 784$ entries of one data sample are fed to an RNN one at a time. The feeding is done in scan-line order beginning at the top left of the matrix.

We train again the Hamiltonian RNN, the LSTM as well as the Antisymmetric RNN on this data set. Additionally, a simple grid search algorithm on suitable learning rates and number of hidden neurons is used for each RNN. However, only for the Antisymmetric RNN additional hyperparameter optimization is needed. The step-size hyperparameter $\epsilon$ of the Hamiltonian RNN is chosen accordingly to the estimation (14), i.e., inversely to the sequence length $N = 784$.

For the Antisymmetric RNN we do not beat the 90% line and obtain a maximum accuracy of 87%. Additionally, we obtain the same accuracy by using the LSTM as in [21], i.e., only
The Hamiltonian RNN clearly outperforms both RNNs by reaching an accuracy of 94%. It is worth noting that our training procedure represents a plain optimization approach without any heavy fine-grid hyperparameter optimization or regularization of the RNNs to enhance performance. This is done in order to obtain a fair benchmark of the different architectures against each other. However, both methods the Antisymmetric RNN as well as the LSTM can perform notably better when more effort is put into the training process; see results in \[2,5\].

Figure 7: Learning results of the sequential XOR experiment for four different sequence lengths.
6 Summary and Conclusion

In this paper we have addressed the issue of vanishing or exploding hidden states gradients for RNNs by constructing an RNN architecture where we can directly control the hidden states gradient. Using the link provided in [13] between deep neural networks and dynamical systems the new RNN was constructed by approximating a specific Hamiltonian system with symplectic integrators. Based on the Hamiltonian formulation we were able to demonstrate that the norm of the hidden states gradient is bounded linearly in time under certain assumptions on the initial values. Therefore, given a sequential learning problem (i.e. a fixed sequence length $N$), the gradient can then be linearly controlled by the step-size $\epsilon$ of the symplectic integrator. This means, however, in order to keep the hidden states gradient constant, the hyperparameter $\epsilon$ has to be chosen inversely to the sequence length. This consequently implies an estimation for the norm of the hidden states of $O(1)$, and thus no vanishing or exploding gradient. To support this estimation numerically, we inversely solved for optimal $\epsilon$ values given a sequential learning problem with varying sequence lengths. It turned out that the optimal choice of the hyperparameter $\epsilon$ is indeed given by the estimation $\epsilon = O(N^{-1})$. Additionally, we showed that using a first-order formulation of the same problem yields hidden states gradients which may blow up exponentially. Even though the Antisymmetric RNN in [5] fixes this problem by constraining the parameter space and adding an additional hyperparameter, a computationally heavy grid search algorithm has to be performed in order to find suitable hyperparameters.

In order to show the applicability of the Hamiltonian RNN we solved two exemplary sequential learning problems of academic nature based on self-generated training and test sets. We benchmarked the results to that of other state-of-the-art RNN architectures, i.e. the Antisymmetric RNN and the LSTM. Throughout all experiments the Hamiltonian RNN strictly outperformed the other RNNs by requiring less parameters for the optimization process. In particular, compared to the LSTM the Hamiltonian RNN required several orders of magnitude fewer parameters. Furthermore, we solved the MNIST problem which is widely used for benchmarking in deep learning. The Hamiltonian RNN again achieved a remarkably high accuracy compared to the LSTM and also to the Antisymmetric RNN.

In summary, using a plain optimization benchmarking framework, the Hamiltonian RNN strictly outperforms the other presented state-of-the-art RNN architectures. This, however, correlates with the provided heuristic of an optimal choice for the step-size hyperparameter of the Hamiltonian RNN.

Although the energy conserving property of Hamiltonian systems sounds attractive when it comes to constructing RNNs which do not suffer from information loss, complete conservation of information should still be avoided due to random noise in the underlying data sets. Therefore, one important future research topic is to analyze the Hamiltonian RNN applied to very noisy data sets. Additionally, we observed that Hamiltonian RNNs work surprisingly well in a data poor regime, i.e. having more network parameters than training samples. Using deep learning in the context of scientific computing leads often to a data poor regime, as generating data points is computationally highly expensive. Nevertheless, high accuracies still need to be obtained in these cases, see [23] for a detailed description and example of that problem. Building up on already presented work on generalization bounds for RNNs ([1][17]), another important future research topic is to incorporate the special Hamiltonian design of the Hamiltonian RNN to explain its good generalization property even when having only few training samples.
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