Classical approaches to prethermal discrete time crystals in one, two, and three dimensions
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We provide a comprehensive account of prethermal discrete time crystals within classical Hamiltonian dynamics, complementing and extending our recent work [A. Pizzi, A. Nunnenkamp, and J. Knolle, Phys. Rev. Lett. 127, 140602 (2021)]. Considering power-law interacting spins on one-, two-, and three-dimensional hypercubic lattices, we investigate the interplay between dimensionality and interaction range in the stabilization of these nonequilibrium phases of matter that break the discrete time-translational symmetry of a periodic drive.
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I. INTRODUCTION

Many-body systems made of a large number $N \gg 1$ of interacting elementary constituents can exhibit emergent collective phenomena, in which the whole can behave very differently from the sum of its parts [1]. Some of these phenomena can only be described by a quantum theory, whereas others can also be captured by a classical treatment. Examples of the former are quantum phase transitions like that between a Mott insulator and a superfluid (captured by a quantum Bose-Hubbard model) [2,3], whereas examples of the latter are finite-temperature phase transitions like the one between a ferro- and a paramagnet (captured by a classical Ising model) [4]. The same distinction holds away from equilibrium: phenomena like many-body localization (MBL) necessitate a quantum theory, whereas others like thermalization can already be accounted for classically [5,6].

Thermalization can occur in many-body systems undergoing nondissipative dynamics after a sudden quench (that is, change) of their Hamiltonian. According to this phenomenon, local observables [7] take under very general circumstances a steady-state value uniquely determined by the (conserved) energy of the system. Although classical and quantum mechanisms can capture different flavors of the phenomenon, the rough physical intuition behind it is the same in the two descriptions: scrambling and energy redistribution among many interacting elementary constituents make the system act as a large bath for its own small subparts.

If the physical intuition and phenomenology of thermalization is similar in classical and quantum dynamics, the two respective underlying mathematical mechanisms are not. Classical dynamics consists of $O(N)$ nonlinear ordinary differential equations (ODEs) and can account for thermalization through chaos and ergodicity in phase space. Quantum dynamics consists instead of $O(e^{O(N)})$ linear ODEs, and captures thermalization through a peculiar spectral structure according to the so-called eigenstate thermalization hypothesis (ETH) [5].

Understanding how the same phenomenon can be explained by theories with so strikingly different mathematical structures is very insightful. In this sense, the major credit of the ETH is perhaps to have resolved the seemingly paradoxical emergence of thermalization from a linear theory, rather than having discovered the phenomenon of thermalization itself [8]. This is in line with the natural way forward of science: phenomena are generally first described/discovered within the simplest theoretical framework that can account for them, and their understanding is later refined with more and more accurate and complicated theories.

Curiously enough, if this natural course from a classical to a quantum description was followed for thermalization, it was not followed for prethermalization. The latter is the phenomenon for which, under a drive at high frequency $\omega$, a many-body system takes an exponentially long time $\approx e^{\omega c}$, with $c$ a constant, to heat up to an infinite-temperature state [9–16]. Such a slow heating emerges from the mismatch between the large drive frequency $\omega$ and the smaller local energy scales, which provides an intuition for prethermalization both for quantum and classical systems. In the prethermal regime, before the ultimate heating, the system undergoes an approximate (almost energy conserving) thermalization with respect to an effective static Hamiltonian. Perhaps because of the literature on quantum Floquet engineering, prethermalization has first been discussed within a quantum framework, and only recently within a classical one [17–20].

This unusual order of developments also holds for the application of prethermalization for the realization of prethermal discrete time crystals (DTCs), exotic extensions of the notion of phase of matter to the nonequilibrium domain [21–24]. Prethermal DTCs are systems that break the discrete time-
II. MODEL

Here, we present the model that generalizes our work on short-range interacting systems in three dimensions [45] to any dimension and interaction range. This section is organized in four subsections, discussing the systems’ Hamiltonian, the respective dynamical equations, the observables of interest, and the initial condition.

A. Hamiltonian

Consider a hypercubic lattice with linear size \( L \) and in dimension \( D = 1, 2, \) or 3. Each of the \( N = L^D \) lattice sites, henceforth indexed with an index \( i = 1, 2, \ldots, N \), hosts a classical spin \( S_i = (S_i^x, S_i^y, S_i^z) \). The spins undergo driven Hamiltonian dynamics, according to the following periodic, binary, classical Hamiltonian:

\[
H(t) = \frac{1}{N^2} \sum_{i,j=1}^{N} \frac{S_i^x S_j^y}{r_{ij}^6} + \hbar \sum_{i=1}^{N} S_i^z \quad \text{if } \text{mod}(t, T) < \frac{T}{2},
\]

\[
= 0 \quad \text{if } \text{mod}(t, T) \geq \frac{T}{2},
\]

with

\[
N_a = \sum_{i=1}^{N} \frac{1}{(r_{i,1})^6}
\]

a Kac-like normalization factor ensuring that the magnitude of the interaction term in Eq. (1) does not depend on \( \alpha \). To avoid an unphysical self-interaction of the spins we set \( r_{i,i} = \infty \), whereas for \( i \neq j \) we take

\[
r_{i,j} = \sqrt{\sum_{x,y,z} L^{-1} \tan \left( \frac{\pi}{L} (v_i - v_j) \right)^2}.
\]

For \( |x_i - x_j| \ll L, |y_i - y_j| \ll L, \) and \( |z_i - z_j| \ll L, \) the distance in Eq. (1) reduces to the familiar Euclidean one, \( r_{i,j} \approx \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \).

The power-law exponent \( \alpha \) controls the range of the interactions. As a limit case, \( \alpha = \infty \) corresponds to contact (nearest-neighbor) interactions. Henceforth, we shall consider values of \( \alpha \) larger than the lattice dimensionality \( D \), so that the sums in Eqs. (1) and (2) converge in the thermodynamic limit \( N \to \infty \). Indeed, even though the two divergences would compensate in Eq. (1), ensuring a well-defined extensive Hamiltonian [48], one might expect that for \( \alpha \leq D \) fluctuations are suppressed, rendering the physics effectively single-body. In turn, this might prevent the explicit observation of the prethermal to thermal transition, that is of prime interest for our paper.

B. Dynamics

The system undergoes classical Hamiltonian dynamics. This is obtained from the Poisson brackets between the spin components and the Hamiltonian, \( \{S^x_i, H(t)\}, \)

\[
\{S^y_i, H(t)\}, \]

\[
\{S^z_i, H(t)\},
\]

\[
\{S^x_i + S^y_i + S^z_i, H(t)\} = 0.
\]

Finally, let us make a remark on nomenclature. Strictly speaking, the concept of “higher order” as introduced in Ref. [47] only makes sense in relation to a system of spin 1/2, for which the DTC period \( nT \) has \( n \) larger than the size 2 of the local Hilbert space. Here, we extend this notion of higher order to classical spins (for which one might say that the size of the Hilbert space is infinity) under the assumption that our findings are relevant for systems of quantum spin 1/2, an idea that we support with numerics and discussion.
order break, with the nucleation and proliferation of domains of opposite magnetizations. The infinite-temperature state with random spin

straightforwardly computed from \( \{S_i^x, S_i^y\} = \delta_{i,j}\epsilon_{\alpha,\beta,\gamma}S_j^\alpha \), with \( \delta_{i,j} \) the Kronecker delta, \( \epsilon_{\alpha,\beta,\gamma} \) the Levi-Civita antisymmetric symbol, and \( \alpha, \beta, \) and \( \gamma \) in \( \{x, y, z\} \).

The resulting set of \( 3N \), coupled, nonlinear, ordinary differential equations reads

\[
\frac{dS_i}{dt} = \begin{cases} k_i z \times S_i & \text{if } \text{mod}(t, T) < \frac{T}{2}, \\ 2\omega g x \times S_i & \text{if } \text{mod}(t, T) \geq \frac{T}{2}, \end{cases}
\]

where \( k_i \) is an effective field along \( z \) accounting for both the original longitudinal field \( h \) and the interaction of \( S_i \) with the other spins:

\[
k_i = h + \frac{1}{N^2} \sum_{j=1}^{N} \sum_{l=1}^{N} \frac{S_j^z}{(r_{i,j})^p}.
\]

Generalizing the one-dimensional short-range model considered by Howell and collaborators [20], we can integrate the two halves of Eq. (4), getting

\[
S_i(nT + T) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_{2,i} & -s_{2,i} \\ 0 & s_{2,i} & c_{2,i} \end{pmatrix} \begin{pmatrix} c_{1,i} & -s_{1,i} & 0 \\ s_{1,i} & c_{1,i} & 0 \\ 0 & 0 & 1 \end{pmatrix} S_i(nT)
\]

with \( c_{1,i} = \cos(k_i T/2), s_{1,i} = \sin(k_i T/2), c_{2,i} = \cos 2\pi g, \) and \( s_{2,i} = \sin 2\pi g \). The matrix on the right in Eq. (6) accounts for the first half of the period and performs a rotation around the \( z \) axis under the action of the effective field \( k_i z \). The left matrix performs instead the rotation around the \( x \) axis due to the field \( 2\omega g x \). Iteratively applying the map in Eq. (6) we can efficiently evolve the system for stroboscopic times \( t = 0, T, 2T, \ldots \).

C. Observables

The first observable of interest is the energy averaged over one period, that is,

\[
H_T = \frac{1}{2N\alpha} \sum_{i,j=1}^{N} \frac{S_i^z S_j^z}{(r_{i,j})^p} + \sum_{i=1}^{N} \left( \frac{h}{2} S_i^z + \omega g S_i^x \right).
\]

Since the dependence on \( H_T \) on \( \omega \) might be disturbing when performing scaling analysis on \( \omega \) itself, it is convenient to also consider a \( \omega \) independent Hamiltonian. The obvious choice in this direction is that of \( H(t) \) during the first half of the drive, that is,

\[
H_t = \frac{1}{N\alpha} \sum_{i,j=1}^{N} \frac{S_i^z S_j^z}{(r_{i,j})^p} + h \sum_{i=1}^{N} S_i^z.
\]

Further, we consider the magnetization of the system along the \( z \) direction,

\[
m = \frac{1}{N} \sum_i S_i^z,
\]

and its Fourier transform,

\[
m' = \frac{1}{M} \sum_{n=0}^{M-1} m(nT)e^{-in\omega T},
\]
computed over a number of periods $M$. The choice of $M$ will stem from a tradeoff between having the desired frequency resolution ($M$ high enough) and not sampling the beyond prethermal regime ($M$ small enough). Furthermore, being interested in diagnosing chaos in the dynamics, we introduce a measure of the distance between two initially very close copies of the system, $\{S_i\}$ and $\{S'_i\}$ with $S_i(t) \approx S'_i(t)$:

$$d(t) = \frac{1}{N} \sum_{i=1}^{N} [S_i(t) - S'_i(t)]^2. \tag{11}$$

This measure, that we shall henceforth call “decorrelator” [49,50], directly probes the hallmark of chaos: sensitivity to the initial condition. In spherical coordinates, the copy of the system $\{S'_i\}$ is initialized as

$$\theta'_i(0) = \theta_i(0) + 2\pi \Delta \delta_{\theta,r}, \tag{12}$$

$$\phi'_i(0) = \phi_i(0) + 2\pi \Delta \delta_{\phi,r} \tag{13}$$

with $\delta_{\theta,r}$ and $\delta_{\phi,r}$ Gaussian random numbers with zero mean and standard deviation 1. The parameter $\Delta \ll W$, 1 therefore controls the initial distance between the two copies of the system $\{S_i\}$ and $\{S'_i\}$ [see also Fig. 1(c)].

The initial value of the decorrelator is small and set by the perturbation strength, $d(0) \sim \Delta$. At short times, $d$ is expected to grow exponentially, $d \sim d(0)e^{\omega t}$, with the rate of the growth being controlled by some Lyapunov exponent $\lambda$. At very long times, $d$ is expected to take its infinite-temperature value $d_\infty = \sqrt{2}$, corresponding to completely random spin orientations for the two system copies. The focus of this paper is the intermediate times, at which $1 \sim d < d_\infty$.

To reduce the temporal fluctuations in the results, these global observables are possibly averaged over $R \gg 1$ independent realizations of the initial condition. Note that, anyway, we expect the fluctuations in the global observables of interest to vanish in the thermodynamic limit $N \to \infty$, even for a single realization.

### D. Initial condition

The initial condition is schematically shown in Fig. 1(c), and built as follows. We start from spins all aligned in the $z$ direction, corresponding to polar angles $\theta_i = 0$. To bring the many-body character into play, we perturb the polar angles with Gaussian noise with zero mean and standard deviation $2\pi W$, while the azimuthal angles $\phi_i$ are taken as uniformly distributed in the entire range from zero to $2\pi$. In formulas, we have

$$\theta_i(0) \sim \text{Gauss}(0, 2\pi W), \quad p(\theta) = \frac{e^{-\frac{1}{2}\left(\frac{\pi \theta}{2\pi W}\right)^2}}{2\pi W \sqrt{2\pi}}, \quad \tag{14}$$

$$\phi_i(0) \sim \text{Unif}(0, 2\pi), \quad p(\phi) = \frac{1}{2\pi} \mathbb{1}_{[0 < \phi < 2\pi]} \quad \tag{15}$$

with $p$ denoting the probability density function and $\mathbb{1}_{[0 < \phi < 2\pi]}$ the indicator function equal to 1 when $0 < \phi < 2\pi$ and to zero otherwise. Because the perturbation has an azimuthal symmetry with respect to the $z$ axis, for $N \to \infty$ we have $\frac{1}{N} \sum_{i=1}^{N} S_i^z = 0$. The magnetization $m = \frac{1}{N} \sum_{i=1}^{N} S_i^z$ along $\zeta$ instead goes from 1 for $W = 0$ to zero for $W = \infty$. In this sense, $W$ can be thought of as a sort of temperature of the initial condition.

### III. RESULTS

This section is organized as follows. First, in Sec. III A we present in qualitative terms the key dynamical behavior of interest: the prethermal DTC. Second, in Sec. III B we focus on one-dimensional systems to perform a close comparison between the phenomenology of a prethermal DTCs obtained in the classical and quantum domains, show that the two are remarkably similar, and suggest that prethermal DTCs can be studied regardless of quantum fluctuations. With the latter idea in mind, in Sec. III C we present a comprehensive study of prethermal DTCs for various interaction ranges and in dimension 1, 2, and 3.

#### A. Prethermal discrete time crystals

The phenomenology of a prethermal DTC is illustrated in Fig. 1(d) for a single realization of a two-dimensional lattice of spins with short-range nearest-neighbor interactions ($\alpha = \infty$, $R = 1$). To unambiguously visualize the state of all the spins at a given time, we perform a one-to-one mapping between the unit sphere and a colormap, so that every possible spin orientation corresponds to a unique color. In particular, the principal spin orientations $+x$, $-x$, $+y$, $-y$, $+z$, and $-z$ correspond to the colors white, black, blue, yellow, red, and green, respectively. For $g = 0.255 \approx 1/4$, the spins are rotated at every period of an angle $\approx \pi/2$. At short times $t = 0, T, 2T, 3T, 4T, \cdots \ll \tau_{\text{preth}}$, this intuitively results in a sequence of spin orientations $\approx +z, -y, -z, +y, +z, \cdots$ resulting in predominant red, yellow, green, blue, red, decision, respectively. What is more remarkable is that this period four-tupled subharmonic response persists for very long times $\tau_{\text{preth}} \ll t \ll \tau_{\text{th}}$; a prethermal 4-DTC. The times $t = 1000T, 1001T, 1002T, 1003T,$ and $1004T$ are shown as representative for the prethermal regime. At a longer time $t/T = 10^5 \gg \tau_{\text{th}}$, the spins start depolarizing with the formation of domains with opposite magnetizations, giving rise to a speckled coloration. At very long times $t = 10^7 \gg \tau_{\text{th}}$, the system has reached the infinite-temperature state in which each spin has a completely random orientation.

More generally, a prethermal n-DTC is characterized by two well-separated prethermalization and thermalization timescales, $\tau_{\text{preth}} \sim 1/\lambda$ and $\tau_{\text{th}} \sim e^{\omega^*}$, respectively. For $t \ll \tau_{\text{preth}}$, the system exhibits a subharmonic response but has not yet equilibrated to the effective Hamiltonian $H_{\text{eff}}$ that governs the dynamics at stroboscopic times $t = T, nT, 2nT, \cdots$. This is witnessed by a $d \ll 1$, meaning that the sensitivity to initial conditions has not been expressed yet. For $\tau_{\text{preth}} \ll t \ll \tau_{\text{th}}$, the system at stroboscopic times $t = nkT$ has equilibrated to the effective Hamiltonian $H_{\text{eff}}$ while the dynamics has remained subharmonic with periodicity $nT$, the distinctive feature of the prethermal n-DTC. Sensitivity to initial conditions has now fully come into play ($d \sim 1$), and yet the system remains correlated with its initial condition ($d < d_\infty$) thanks to the time-translational symmetry breaking. At later times $t \gg \tau_{\text{th}}$, the system has ultimately reached the infinite-temperature state, in which the spins have completely random
FIG. 2. Quantum vs classical: phenomenology of a prethermal discrete time crystal. We show that the phenomenology of a prethermal DTC is essentially the same in classical and quantum systems by drawing a close analogy with Fig. 1 in Ref. [22]. As observables, we consider (a) the energy $H_T$, averaged over one period, (b) the decorrelator $D$ measuring the distance between two initially very similar copies of the system (renormalized by its infinite-temperature value $D_{\infty} = \sqrt{2}$), and (c) the magnetization $m = \langle \hat{s}_i \rangle$, averaged over one period, (b) the decorrelator $D$, and (c) the magnetization $m$. By making the association decorrelator $\rightarrow$ entanglement entropy, the full phenomenology of the quantum prethermal 2-DTC described in Ref. [22] is recovered: (i) for a short-range model ($\alpha = \infty$, left column) heating occurs—over an exponentially long (in frequency) timescale—the signature of "standard" prethermalization; (ii) for a long-range model and "cold" initial condition ($\alpha = 1.5$ and $W = 0.1$, central column), prethermalization comes with the realization of a nontrivial time-crystalline (subharmonic) response of the magnetization $m$; (iii) with long-range interactions, standard prethermalization is recovered for a "hot" initial condition ($\alpha = 1.5$ and $W = 0.2$, right column). Here, we used $N = 100, R = 100, h = 0.1, g = 0.515, \Delta = 0.01$.

orientations and memory of the initial condition has been completely lost ($d = d_{\infty}$).

We emphasize that a key element for a prethermal DTC is that the separation between the timescales $\tau_{\text{preth}}$ and $\tau_{\text{th}}$ can be increased by simply increasing $\omega$. We also note that similar arguments hold in the case of fractional $n$-DTCs with fractional $n$.

B. One-dimensional chain: Quantum vs classical

In this subsection we wish to answer the question to what extent prethermal DTCs are due to quantum fluctuations. To this end, we consider the phenomenon that is the most accessible to numerics: a 2-DTC in dimension $D = 1$. In one dimension, a model analogous to that in Eq. (1) but for quantum spins $1/2$ and focusing on 2-DTCs has indeed been analyzed both numerically and analytically in Ref. [22]. In that work, the key phenomenology of the quantum prethermal 2-DTC is perhaps best exemplified in Fig. 1. Thus, we build in Fig. 2 here the classical analog of Fig. 1 in Ref. [22]. We show that the main qualitative features of the prethermal 2-DTC almost do not change when going classical, suggesting that these nonequilibrium phenomena should be thought as robust to quantum fluctuations, rather than dependent on them.

The core idea for the investigation of prethermalization and prethermal phases of matter is, almost by definition, to check how the dynamics of observables changes as a function of the drive frequency $\omega$. In Fig. 2, we perform this analysis for the average energy $H_T$, magnetization $m$, and decorrelator $d$, in the top, middle, and bottom rows, respectively. One might think of the latter in analogy to the entanglement entropy considered in Ref. [22], although entanglement is of course a quantum concept with no strict classical counterpart. To target the 2-DTC, we set $g = 0.515 \approx 1/2$. Furthermore, in each column we consider three different combinations of interaction range (controlled by $\alpha$) and temperature of the initial condition (controlled by $W$). The scenarios of interest are the following.

(i) Short range. For nearest-neighbor interactions in one dimension ($\alpha = \infty, D = 1$) we observe standard prethermalization. This is observed in the scaling with $\omega$ of the average energy $H_T$, that takes a time $\tau_{\text{th}} \approx e^{(c)}$ to decay to its infinite-temperature value zero. Prethermalization also leaves its signature in the decorrelator $d$, that plateaus to
a finite-temperature value \( \approx 0.94%d_{\infty} \) before reaching the infinite-temperature value \( d_{\infty} \) at times \( t \sim \tau_0 \) (to see the plateau more clearly, in the inset we show a closeup of the data and average them over a moving time window that is short compared to the timescales of interest). This prethermalization is however of standard type, meaning that it does not realize a nontrivial prethermal DTC. Indeed, the period-doubled subharmonic response of the magnetization \( m \) has a short lifetime that does not scale with \( \omega \), as the thermalization time does. Rather, \( m \) reaches the infinite-temperature value zero before the infinite-temperature state is reached, and discrete time-translational symmetry is not broken, not even in a prethermal fashion. As long as the interactions are short ranged, this fate of trivial prethermalization is true regardless of the temperature of the initial condition, including the considered low temperature \( (W = 0.1) \).

(ii) Long range, cold. For long-range interactions \( (\alpha = 1.5) \) and a “cold” initial condition \( (W = 0.1) \) we observe a prethermal 2-DTC. Prethermalization is again diagnosed by the energy \( H_{\text{f}} \) needing a time \( \tau_0 \) to decay to its infinite-temperature value zero, as well as by the decorrelator \( d \) correspondingly plateauing at a finite-temperature value \( \approx 0.65%d_{\infty} \). In contrast to (i), however, prethermalization now comes along with a subharmonic response of the magnetization \( m \). Discrete time-translational symmetry is broken for exponentially long \( (\infty) \) times: a prethermal 2-DTC.

(iii) Long range, hot. For long-range interactions \( (\alpha = 1.5) \) and a “hot” initial condition \( (W = 0.2) \) we observe standard prethermalization. Indeed, the increase in temperature in the initial condition is sufficient to reestablish the discrete time-translational symmetry already at times \( \approx 10^2 \ll \tau_0 \), in a way similar to (i) and despite the long-range interaction. Indeed, a necessary condition for a prethermal DTC in the absence of disorder is that the temperature of the initial condition is low enough [22], which is not the case here.

Making the association decorrelator ↔ entanglement entropy, we have therefore shown that the phenomenology of a prethermal 2-DTC barely changes when going from quantum to classical. This leads us to conjecture that the core underlying physics of prethermal DTCs is not “genuinely quantum,” in analogy with many finite-temperature phase transitions in equilibrium statistical mechanics, that are captured by classical physics while describing systems that are intrinsically quantum (e.g., the magnetic transition of the Heisenberg model). In fact, this analogy is more than an evocative speculation, because of the strong one-to-one correspondence between prethermal DTCs and equilibrium finite-temperature transitions outlined in Refs. [21,22].
If it is true that the essence of prethermal DTCs is captured by classical mechanics, the way forward is then clear: use the Hamiltonian dynamics in Eq. (6) to study scenarios that are numerically hardly accessible with a many-body quantum-mechanical approach. Let us therefore identify the most ambitious setting for the application of this paradigm. On the one hand, in Ref. [47] we showed that, in contrast to 2-DTCs, quantum higher-order n-DTCs with $n > 2$ are subject to very stringent finite-size constraints, as their signatures emerge only for system sizes exceeding by a factor $\approx 2$ those within the reach of exact diagonalization techniques. On the other hand, a major open challenge for quantum many-body systems is higher dimensionality $D > 1$, for which finite-size effects become even more severe. This sets the goal for the following subsection: the study of higher-order DTCs in dimension $D = 1, 2, 3$.

### C. Interplay of interaction range and dimensionality

We now study the interplay between dimensionality $D$ and interaction range (controlled by $\alpha$) in the stabilization of prethermal DTCs. With focus on the higher-order 4-DTC obtained for $g \approx 1/4$, we showcase a comprehensive exploration of the parameter space.

To begin with, in Fig. 3 we investigate the effect of the interaction range by varying the power-law exponent $\alpha$ for a fixed drive frequency $\omega = 2.2$. As observables of interest, we focus on the Hamiltonian $H_1$ (first row), magnetization $m$ (second row), and decorrelator $d$ (third row). The first two are measured at stroboscopic times $t = 4kT$ according to the periodicity of the 4-DTC (note, this is in contrast to Fig. 2, where stroboscopic times $t = kT$ have been considered instead). In the fourth, bottom row we instead plot the times $t_{\text{th}}$ and $t_{\text{preth}}$, defined as the times at which the decorrelator $d$ crosses the values $10%d_\infty$ and $90%d_\infty$. In dimension $D = 1$ (left column), we observe that the separation between these two timescales is more prominent for $\alpha \approx 2$, for which the prethermal plateau of the decorrelator at value $\approx 60%d_\infty$ signaling a 4-DTC starts to emerge, accompanied by a plateau of the stroboscopic $m(4kT)$. This is in agreement with the equilibrium phase transition at $\alpha = 2$, that we expect to be dual to the prethermal DTC [21,22]. In dimensions $D = 2$ and 3 (mid and right columns, respectively), we again observe that a longer-range interaction (that is, smaller $\alpha$) facilitates a prethermal time-crystalline response. In contrast to the $D = 1$ case, however, this persists all the way to $\alpha = \infty$, that is, for a short-range (nearest-neighbor) interaction as, again, one would expect from the duality with equilibrium. The prethermal 4-DTC for $\alpha = \infty$ is actually not fully appreciated here for $D = 2$, but this is just because the considered frequency is not large enough, and a clearer time-crystalline response appears for the parameters considered in Fig. 3(d).
FIG. 5. Phase diagrams. We investigate the stability of the prethermal 4-DTC for dimensionality $D = 1$ (left), 2 (center), and 3 (right). As a diagnosis for the 4-DTC we use the subharmonic spectral function, that is, the Fourier transform $\tilde{m}$ of the magnetization at frequency $\omega/4$, computed over the first $10^4$ periods. (a–c) Phase diagrams in the plane of the transverse field strength $g$ and power-law exponent $\alpha$. In one and two dimensions (a, b) the 4-DTC is stable for interactions that are sufficiently long range, that is, for $\alpha < \alpha_c$, with $\alpha_c \approx 2$ and 6 for $D = 1$ and 2, respectively. In striking contrast, in $D = 3$ dimensions (c) the 4-DTC extends all the way up to $\alpha = \infty$, that is, to the short-range (nearest-neighbor) limit. (d, e) Phase diagrams in the plane of transverse field $g$ and drive period $T = 2\pi/\omega$. The phase diagram looks qualitatively the same in all dimensions: the frequency should be large enough for the 4-DTC to be stable (in a prethermal fashion), but the larger the frequency and the smaller the range of $g$ over which the 4-DTC is stable. Here, we used $N = 150, 144,$ and $216$ in $D = 1, 2,$ and 3, respectively; $T = 2.5$ in (a)–(c); $\alpha = 1.5, 4,$ and inf in (d)–(f), respectively; $R = 50$; $h = 0.1$; and $W = 0.1$.

For the same set of observables, we then move on to consider in Fig. 4 the scaling with $\omega$ for a fixed interaction range $\alpha$. For the considered $\alpha = 1.5, 4,$ and $\infty$ in $D = 1, 2,$ and 3, respectively, we observe the defining features of a prethermal 4-DTC. The energy $H_I$ does not decay to its infinite-temperature value zero for a very long prethermal regime (a), during which the magnetization exhibits a period four-tupled subharmonic dynamics (b), and the decorrelator $d$ plateaus at a finite-temperature value $\approx 60\%d_\infty$. The increase of the separation between the timescales $\tau_{\text{preth}}$ and $\tau_h$, within which the prethermal 4-DTC lives, is fully appreciated in the bottom row of Fig. 4(d).

In Fig. 5 we use the subharmonic spectral response $|\tilde{m}(-\omega/4)| + |\tilde{m}(+\omega/4)|$ at subharmonic frequency $\omega' = \omega/4$ as an order parameter to sketch some representative phase diagrams for the 4-DTC. Again, dimensionality $D = 1, 2,$ and 3 are considered in the left, mid, and right columns. In the top row we explore the plane of the magnetic field strength $g$ and the power-law exponent $\alpha$. For $D = 1$, the stability region of the 4-DTC embraces $g = 1/4$ and extends up to $\alpha \approx 2$, that we have already noted as the likely upper critical value in agreement with the analog equilibrium transition. To be more precise, the critical $\alpha$ is likely slightly smaller than 2, because the initial condition is at finite (rather than zero) temperature, being $W = 0.1$. For $D = 2$ and 3 we expect the prethermal 4-DTC to be stable all the way to $\alpha = \infty,$ that is, for short-range (nearest-neighbor) interactions. As in Fig. 3, the persistence of the 4-DTC to $\alpha = \infty$ for $D = 2$ is actually not easily appreciated just because the considered frequency $\omega = 2.51$ is too low. In the bottom row we consider instead the plane of magnetic field strength $g$ and drive period $T = 2\pi/\omega$. Again, the stability region of the 4-DTC develops around $g = 1/4$. For too large periods $T$ (too small frequency $\omega$), the subharmonic response lasts for a time much shorter than the time window used to compute the Fourier transform $\tilde{m}$ (first $10^4$ periods of the drive), and the order parameter does not detect the 4-DTC. This changes for $T \lesssim 3$, corresponding to a high-enough frequency for the prethermal regime to extend over a range larger than that used to compute $\tilde{m}$, thus allowing the emergence and detection of a prethermal 4-DTC. For increasing large frequencies ($T \to 0$), we observe that the region of stability of the 4-DTC decreases, while...
investigate the stability of the prethermal 4-DTC with respect to per-
lattices, we provided a comprehensive account of prethermal
dynamics of interacting classical spins on hypercubic
fluctuations are a finite-size effect. Here, we used
CLASSICAL APPROACHES TO PRETHERMAL DISCRETE … PHYSICAL REVIEW B
artifact of the finite system size, as can be verified with simple
intensive numerics that goes beyond the scope of this paper.
condition, we vary the strength of the initial noise
tively change the temperature (that is, energy) of the initial
4-DTC against perturbations of the initial condition. To effec-
Eq. (15)]. As expected, we find a finite critical
value of the noise strength
ω/
Fig. 5, we compute the subharmonic spectral function at frequency
ω=
4 over the first 5000 periods, and use it as an order parameter for
subharmonic response: for each point in the parameter space,
should have actually focused on the scaling properties of the
equilibrium finite-temperature transitions [21,22].
We note that, for both Figs.5 and 6, a more careful analysis
we find a finite critical
ω/4 as an order parameter to verify the stability of the
4-DTC against perturbations of the initial condition. To effect-
tively change the temperature (that is, energy) of the initial
condition, we vary the strength of the initial noise W [see
Eq. (15)]. As expected, we find a finite critical
ω/4 above which the subharmonic response disappears, which confirms the expectations on the relation between prethermal DTCs and
equilibrium finite-temperature transitions [21,22].
We note that, for both Figs. 5 and 6, a more careful analysis
should have actually focused on the scaling properties of the
subharmonic response: for each point in the parameter space,
one should repeat the simulations at various frequencies ω and
fit the resulting thermalization times
τ th to extract the
scaling coefficient c, which should then itself be used as an
order parameter. This analysis would however require some
intensive numerics that goes beyond the scope of this paper.
As well, we emphasize that the results shown here are not an
artifact of the finite system size, as can be verified with simple
scaling analysis [45].

IV. DISCUSSION AND CONCLUSION
By simulating the many-body Hamiltonian (nondissipa-
tive) dynamics of interacting classical spins on hypercubic
lattices, we provided a comprehensive account of prethermal
DTCs in dimension 1, 2, and 3. By varying the exponent
α of the power-law coupling, we investigated the interplay of interaction range and dimensionality. We found that the
duration of the prethermal time-crystalline response increases with frequency as \( \approx \omega^\alpha \) but also with interaction range. We
provided numerical evidence that prethermal DTCs are possible for
\( \alpha > 2 \) in dimension 1, and for any \( \alpha \) in dimension 2 and 3, including the short-range limit \( \alpha = \infty \). Our paper
puts forward classical Hamiltonian dynamics as a prime tool
for the numerical investigation of prethermalization-related
phenomena, with virtually no constraint on the system’s
geometry, size, and underlying Hamiltonian, and therefore of
direct applicability to experiments.

The lesson that a rich structure of eigenstates in an expo-
nentially large Hilbert space can account for complex
scrambling phenomena even in a linear quantum theory had
first been appreciated in the context of thermalization with
the ETH [5], but naturally extended to prethermalization and
prethermal phases of matter [21,22]. Having learned this im-
portant lesson, our paper now suggests that, to describe many
key aspects of these phenomena, we can take a step back and
adopt the much simpler classical models. Indeed, the compar-
ison between Fig. 2 here and Fig. 1 in Ref. [22], together with
physical intuition, suggests that the phenomena studied here
should be thought of as robust to quantum fluctuations, rather
than dependent on them.

For this reason, we expect that the higher-order prethermal
DTCs described here should be observable in a wide range
of experimental platforms, both inherently quantum and not.
In the first group are the setups already adopted to investi-
gate time-crystalline behaviors, such as nitrogen-vacancy spin
impurities in diamond [42], trapped atomic ions [43], or
\(^{31}\)P nuclei in ammonium dihydrogen phosphate [44], whereas
the second group should be relevant in the context of spintronics
and magnonics [51,52].

We would like to make a remark on nomenclature. To
convey the idea that both classical and quantum models can be
used to shed light on the physical phenomena of prether-
malization and prethermal DTCs, irrespective of their “true”
(classical or quantum) nature, we prefer to talk of classical
and quantum approaches to the prethermal DTCs, rather than
classical and quantum prethermal DTCs [53]. For this reason,
here we did not use the word “classical” as an adjective
for the phenomenon of prethermalization, but rather for
the theoretical approach used (e.g., in the title).

As a brief outlook for future research, an insightful ques-
tion regards the assessment of the exact functional form of
\( \tau_{\text{th}} \). We note that, numerically, this is a hard enterprise because it
requires probing thermalization over a broad range of frequen-
cies \( \omega \gg 4 \), when the \( \tau_{\text{th}} \sim 10^6T \) for \( \omega = 3.5 \) is already
remarkably long and computationally demanding (see Figs. 3
and 4). Nonetheless, even if a precise characterization of
\( \tau_{\text{th}} \) is interesting on its own, we emphasize that what really matters
here is the existence of a clear separation of timescales (\( \tau_{\text{preth}} \)
and \( \tau_{\text{th}} \)) leaving time for the emergence of prethermal DTCs.
It would then be desirable to clarify to what extent quantum
fluctuations affect our findings, as to some extent addressed in
one dimension [22,47]. An important open question regards the
existence of genuinely quantum (that is, with no classical
counterpart) prethermal phases of matter. Finally, on a more
open end, future research should aim at applying classical
Hamiltonian dynamics to study other dynamical phenomena,
both related to prethermalization and beyond it.
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