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Abstract: Nowadays, since large amounts of energy are consumed for a variety of applications, more and more emphasis is placed on the conservation of energy. Recent investigations have experienced the significant advantages of using metaheuristic algorithms. Given the importance of the thermal loads’ analysis in energy-efficiency buildings, a new optimizer method, i.e., the teaching–learning based optimization (TLBO) approach, has been developed and compared with alternative techniques in the present paper to predict the heating loads (HLs). This model is applied to the adaptive neuro–fuzzy interface system (ANFIS) in order to overcome its computational deficiencies. A literature-based dataset acquired for residential buildings is used to feed these models. According to the results, all the applied models can appropriately predict and analyze the heating load pattern. Based on the value of $R^2$ calculated for both testing and training (0.98933, 0.98931), teaching–learning-based optimization can help the adaptive neuro–fuzzy interface system to enhance the results’ correlation. Also, the high $R^2$ value means that the model has high accuracy in the HL prediction. In addition, according to the estimated RMSE, the training error of TLBO–ANFIS in the testing and training stages was 0.07794 and 0.07984, respectively. The low value of root–mean–square error (RMSE) indicates that the TLBO–ANFIS method acts favorably in the estimation of the heating load for residential buildings.
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1. Introduction

In general, the realization of energy efficiency is interpreted as consuming as little energy as possible while managing to provide comfortable, healthy, and optimum heating, cooling, lighting, as well as other utilities, which are considered critical to the building residents [1–4]. Besides the reduction in greenhouse gas emissions produced by functional buildings, making them more energy efficient provides their operations with a variety of economic and environmental benefits–costs [5]. A great number of developed and developing nations consider energy efficiency as the most effective solution to overcome and address their ever-increasing energy demands [6,7].

Given that their task is to regulate the indoor air conditions, heating, ventilating, and air conditioning (HVAC) systems [8] serve as key elements for newly constructed buildings [9]. From another viewpoint, given the increasing tendency of the individuals residing in energy-efficiency buildings, having reliable prescience of the required heating loads’ amount may provide them with an insight into the proper selection of heating, ventilating, and air conditioning systems [10]. Numerous attempts have concentrated on the optimization of the heating, ventilating, and air conditioning systems via a variety of analytical and mathematical techniques thus far [11–13].

In the meantime, recent investigations have indicated the advantage of employing machine-learning approaches (namely, inverse modeling) to predict the energy performance of buildings [14].
To estimate the performance of energy in a building in the course of the design phase of a project, one should estimate and analyze its heating and cooling loads on the basis of the physical characteristics of the structure \[10,15,16\]. One should also consider other factors, such as level of activity, occupation, global location, and the purpose of the designed building \[17\]. To enhance the accuracy value of such simulations and estimates, it is necessary to select the computational tools intelligently. For instance, a 3D model was developed in \[18\] that considered the ventilation, architecture, occupancy, and heating of the building \[19\]. Two stages of calibration were considered in the final model, and the realized monthly energy savings were as high as 20–27% \[20\].

Although simulation tools are very beneficial and even fascinating, their operation necessitates multidisciplinary and comprehensive user knowledge, which may constrain their conventionality during the design stage of a project cycle \[21\]. In addition, such tools may entail noticeable costs while the results may vary in accordance with the special software which is being utilized \[22\]. In order to decide the characteristics accurately with the maximum impact on the energy performance of the building \[23\], adjust the structure design appropriately, and install suitable systems featuring optimized parameters, building such models by employing precisely calculated cooling (CL) and heating loads (HL) is necessary \[24–26\].

Prediction of heat load has received the increasing attention of scholars, and the number of studies conducted on the methods used for the prediction of heat load has constantly increased. Most of these investigations develop their prediction models from the two aspects of improvement of the prediction algorithm and optimization of the model input.

In accordance with the abovementioned items, a great number of engineers have attempted to develop a variety of evaluative and predictive tools with the primary objective of presenting an optimal estimation of the energy consumption of buildings \[27–29\]. Several attempts have been made thus far to model the building energy \[30–32\]. In general, two common techniques are used to evaluate EPB: inverse modeling and forward modeling \[33\]. The tools in the latter are utilized for the simulation of the energy efficiency by considering the true characteristics of the building (such as geometry) \[34,35\]. Given that applying these simulators involves control over specific parameters, which are set difficultly in practice, a number of associated disadvantages may remain \[36\]. Nonetheless, the main challenge associated with forwarding modeling is the fact that forwarding modeling is not suitable for the evaluation of the EPB for the buildings with occupants \[37\]. Furthermore, such a technique is time-consuming and necessitates much accuracy because it involves many parameters. In addition, the utilization of a variety of simulation programs may result in evaluations with varying accuracies \[38\]. However, such programs may serve reliably in the evaluation of the contributions of a single parameter to EPB while keeping other parameters unaffected. Among the recognized computer software packages employed for the same purpose, one can refer to DOE-2 \[39\], Energy Plus \[40\], and Designer’s Simulation Toolkit (DeST) \[41\].

A great number of scholars have resorted to inverse modeling \[42\] to prevent the drawbacks associated with packages of simulation when assessing EPB. In this regard, if an adequate number of paradigms are ready for use, one can estimate the contribution of influential parameters (such as roof area, orientation, and relative compactness) to EPB \[43,44\]. The primary advantages of the utilization of artificial intelligence (AI) are its ease of implementation and high-performance speed \[45,46\]. In addition, the optimum structures of machine learning techniques are capable of easily handling the changes in variables (in this case, changes in building design parameters) as a difficult challenge for architects and designers \[47–49\]. The following is a comprehensive report of the earlier attempts that studied the applicability of a variety of artificial intelligence approaches in EPB. Particularly, even though the artificial intelligence-based approaches have been efficiently utilized in optimization and estimation of the energy efficiency of buildings \[50–52\], only a few scholars have concentrated on the improvement of the effectiveness of the
conventional predictive models [53]. As a result, the present study is focused on designing an ANN algorithm in order to enhance the estimation accuracy of ANNs in the field of heating loads of residential buildings [54–57]. For the same purpose, an extensive error and trial procedure was implemented after the provision of the appropriate dataset in order to reach the optimum structure of the suggested models, i.e., the combination of the teaching–learning based optimization algorithm and artificial neural network (TLBO–ANN). Li et al. [58] synthesized an ANFIS with the genetic algorithm (GA) to enhance its validity in the estimation of energy utilization of buildings [59,60]. They discovered that such a synthesis could provide a reliable method and better efficiency than the artificial neural network model. Furthermore, the random forest (RF) approach has been used to predict energy efficiency quantitatively [61]. Likewise, multiple linear regression may result in $R^2$ value of 0.987 when estimating the heating load demands [47,62,63].

The main purpose of this study is to evaluate the accuracy level of the TLBO method combined with ANFIS in forecasting the heating load of residential buildings. With the proposed model, the heating load can be predicted. The contribution of this research is to apply a hybrid technique which is a traditional algorithm of artificial intelligence, for predicting the heating load. In order to predict the heating load, the current study offers a tailored strategy based on a learning approach of teaching–learning based optimization (TLBO). Properties of 768 buildings are collected for this research. The information is then trained using the TLBO–ANFIS. The results of the mentioned method are presented by utilizing three performance criteria and recognize the accuracy of this method in predicting heating load of residential buildings.

The present paper is organized as follows. The second section describes the dataset. In the third section, the ML technique and a model selection procedure to measure the performance is applied. The fourth section is aimed at analyzing and validating the overall performance of the model, compares the simulation results, and discusses the method performance. The study has been concluded in the last section.

### 2. Established Database

The present research evaluated a dataset found in the study carried out by Tsanas and Xifara [61] and utilized in Duarte et al. [64]. The dataset is collected through the simulation of a number of buildings via Ecotec software, which is an analytical package used for environmental purposes and fully compatible with general building information modeling software packages, like Autodesk Revit Architecture. Ecotec carried out a complex preliminary analysis of the performance and energy demand of the building with an interactive, highly visual interface and a wide selection of analytical functions that provide the user with the capability of presenting the acquired data directly within the model context. The dataset is composed of eight input variables and one output variable, presented in Table 1. On the basis of a model of an elementary cube ($3.5 \text{ m} \times 3.5 \text{ m} \times 3.5 \text{ m}$), a modular geometric system is obtained.

| No. | Variable                           |
|-----|-----------------------------------|
| 1   | Relative Compactness (-)          |
| 2   | Surface Area ($\text{m}^2$)       |
| 3   | Wall Area ($\text{m}^2$)          |
| 4   | Roof Area ($\text{m}^2$)         |
| 5   | Overall height (m)               |
| 6   | Orientation (-)                  |
| 7   | Glazing Area ($\text{m}^2$)      |
| 8   | Glazing Area Distribution        |

The four most distinctive orientations selected in these experiments were north, south, east, and west (see Figure 1). The three utilized percentages of glazing area to floor area
ratios were 10%, 25%, and 40%. Furthermore, five contrasting models of glazing distribution were simulated by the experiments:

(a) Uniform: 25% glazing of each of the faces;
(b) East: 55% of the east + 15% of each remaining face;
(c) North: 55% of the north + 15% of each remaining face;
(d) West: 55% of the west + 15% of each remaining face;
(e) South: 55% of the south + 15% of each remaining face.

Figure 1. Graphical view of data preparation.

3. Methodology

This subsection presents the enhancement and construction of the new model. The following topics are discussed in this subsection: (1) ANFIS and (2) teaching–learning based optimization (TLBO).

3.1. Adaptive Neuro–Fuzzy Interface System (ANFIS)

In recent years, researchers have paid much attention to the fuzzy theory, which is ascribable to its capability of illustrating complicated procedures using the if–then rules and concepts [65]. The source of inspiration for the fuzzy theory is the decision-making concept in human life [66]. Nonetheless, it is noteworthy that this algorithm does not present preferred results for unanticipated circumstances [67]. Therefore, in order to reach the self-learning feature, an artificial neural network (ANN) [68,69] has been used for the optimization of the fuzzy theory as an adaptive neuro–fuzzy interface system [70,71]. Jang [72] has suggested an adaptive neuro–fuzzy interface system as a combination of a fuzzy system and an artificial neural network. It is noteworthy that the adaptive neuro–fuzzy interface system presents better results in comparison with a fuzzy inference system (FIS) when solving nonlinear problems. In accordance with the adaptive neuro–fuzzy interface system, a fuzzy inference system is used for training of a multilayer network [73]. By combining backpropagation gradient descent and least-squares techniques, the parameters of the membership function (MF) of the fuzzy inference system can be trained by training the input data through the adaptive neuro–fuzzy interface system. The layers in the ANFIS model are of the following structure [74]:

The adaptive nodes contained in each node in layer 1 are:

\[ O_{1,i} = \mu_{Ai}(x) \] (1)
\[ O_{1,i} = \mu_{Bi}(y) \]  
\[ O_{2,i} = W_i = \mu_{Ai}(x)\mu_{Bi}(y), \ i = 1,2 \]

in which \( y \) and \( x \) stand for the input nodes. \( B \) and \( A \) stand for the linguistic variables, and \( \mu_{Bi}(y) \) and \( \mu_{Ai}(x) \) indicate the membership functions of the suggested node. In the second layer, the output of each node is expressed by Equation (3), that is the output of the whole signals of input to the suggested node [75].

The normalized outcome of the second layer is regarded as the third layer’s nodes.

\[ O_{3,i} = \overline{w}_i = \frac{w_i}{w_1 + w_2}, \ i = 1,2 \]

A function of a node is utilized for the layer 4 in order to associate each node as below:

\[ O_{4,i} = \overline{w}_i f_i = \overline{w}_i (p_i x + q_i y + r_i) \]

in which \( \overline{w}_i \) stands for the normalized the firepower of the third layer, and \( p_i, q_i, \) and \( r_i \) represent the parameters of the node. The parameters in layer 4 are regarded as parameters of the result.

The summation of the entire signals of the input is regarded as a single node of the fifth layer.

\[ O_{5,i} = \sum \overline{w}_i f_i = \sum \overline{w}_i f_i / \sum \overline{w}_i, \ i = 1,2 \]

3.2. Teaching–Learning Based Optimization (TLBO)

The teaching–learning based optimization algorithm (TLBO), which was presented by Rao et al. [76–78], is an algorithm inspired by the teaching–learning procedure. TLBO acts on the basis of the effect of a teacher’s influence on the learners’ output in a class [79]. This algorithm imitates the teaching–learning capability of learners and a teacher in a classroom [80]. The two key elements of the algorithm are learners and a teacher [81]. The algorithm expresses two basic learning modes: learning from a teacher (called the teacher phase) and learning through interactions with other learners (called the learner phase). The output of the teaching–learning based optimization algorithm is the learners’ grades or results, which are dependent on the teacher’s quality. As a result, the teacher is generally regarded as a highly educated individual who attempts to train learners so that they become capable of obtaining better results with respect to their grades or marks. Furthermore, learners can additionally learn from the interactions amongst themselves, which is also helpful in the improvement of their results.

Teaching–learning based optimization is a population-based technique. A group of learners is regarded as the population in the TLBO algorithm, and various design variables are regarded as various subjects presented to the learners, and the result of the learners is similar to the ‘fitness’ value of the optimization problem. The best solution available among the whole population is regarded as the teacher. The work of teaching–learning based optimization is dividable into two parts of the ‘Learner’ and the ‘Teacher’ stages.

The tasks of both stages are expressed as follows.

(a) Teacher stage

This is the first stage of the TLBO algorithm in which learners are trained by the teacher. In the course of the same phase, the teacher aims to improve the mean result of the classroom from any value \( M_1 \) to his/her own level (i.e., \( T_A \)). However, this is impossible in practice, and depending on his/her capabilities, a teacher is capable of moving the mean of the classroom \( M_1 \) to any other value \( M_2 \), which is better than \( M_1 \). If \( M_j \) stands for the mean and \( T_i \) represents the teacher at any iteration \( i \), \( T_i \) will endeavor to enhance the existing mean \( M_j \) toward it. Thus, the new mean will be \( T_i \) designated as \( M_{new} \), and
the difference between the new mean and the current mean is expressed by the following equation [78].

\[
\text{Difference}_i = r_i (M_{\text{new}} - T_F M_i)
\]

in which \(r_i\) represents the random number within the [0,1] range, and \(T_F\) stands for the teaching factor that determines the value of the mean to be changed. \(T_F\) can adopt a value of 2 or 1, which is a heuristic step decided in a random manner with equal probability as:

\[
T_F = \text{round}[1 + \text{rand}(0, 1)(2 - 1)]
\]

The teaching factor is randomly created in the course of the algorithm execution within the 1–2 range, where 1 indicates no advancement in the knowledge level, while 2 means the complete knowledge transfer. Thus, the in-between values reflect the knowledge transfer level, which may assume any value depending on the capabilities of the learner. The attempts in this study were made by considering the values within the 1–2 range; however, no improvement was observed in the results. As a result, to streamline the network, it is proposed that the factor of teaching may assume either value of 2 or 1 according to the rounding-up criteria. Nonetheless, any value of \(T_F\) within the 1–2 range can be considered.

On the basis of the same Difference_Mean, the current solution is updated in accordance with the following equation:

\[
X_{\text{new},i} = X_{\text{old},i} + \text{Difference}_i
\]

(b) Learner stage

The second stage of the TLBO algorithm is the learner stage, in which the learners’ wisdom is increased through the interactions among themselves. In order to improve his/her knowledge, a learner interacts with other learners randomly, and if the knowledge of the other learner is more than him/her, the learner learns new things. One can mathematically express the learning phenomenon of this phase as below.

Considering two different learners \(X_i\) and \(X_j\), where \(i \neq j\), at any given iteration \(i\),

\[
X_{\text{new},i} = X_{\text{old},i} + r_i (X_i - X_j) \quad \text{if } f(X_i) < f(X_j)
\]

\[
X_{\text{new},i} = X_{\text{old},i} + r_i (X_j - X_i) \quad \text{if } f(X_j) < f(X_i)
\]

If \(X_{\text{new}}\) presents a better function value, accept it. One can summarize the implementation steps of the teaching–learning based optimization as the following:

Step 1: Through random generation, initialize design variables of the optimization problem and the population (namely, learners) and then estimate them.

Step 2: Consider the best learner in each subject as a teacher for the same subject. Then, compute the learners’ mean result in each subject.

Step 3: Determine the discrepancy between the best mean result and the present mean result in accordance with Equation (7) using the teaching factor \((T_F)\).

Step 4: Upgrade the wisdom of learners with the help of the teacher’s wisdom in accordance with Equation (9).

Step 5: Upgrade the wisdom of learners using the wisdom of another learner in accordance with Equations (10) and (11).

Step 6: Repeat the process from steps 2 to 5 until meeting the termination criterion.

4. Results and Discussion

In accordance with Section 1, the present paper studies the capabilities of a novel optimization algorithm based on the ANFIS network for approximation of heating load using the MATLAB programming software package (version 14.0). Such an objective is satisfied through the synthesis of the algorithms using an adaptive neuro-fuzzy interface system. Thanks to a particular search scheme, the algorithm is aimed at finding the most suitable values for the computed weights pertaining to the adaptive neuro-fuzzy interface
system. Particularly, in order to generate the spatial database, eight HL factors were considered (i.e., surface area, relative compactness, roof area, wall area, orientation, overall height, glazing area distribution, and glazing area). In addition, while 80% of the dataset was assigned to the training procedure, the extant 20% was allocated to the validation process of the performance of the TLBO–ANFIS model.

4.1. Accuracy Indexes

The mean absolute error (MAE) and root mean square error (RMSE) are described to measure the prediction and learning errors. MAE and RMSE formulations are presented by Equations (12) and (13). In addition, Equation (14) defines the coefficient of determination ($R^2$), which is employed for the calculation of the compatibility between the predicted and measured heating loads [63]:

\[
\text{MAE} = \frac{1}{U} \sum_{i=1}^{U} |S_{\text{Observed}}^i - S_{\text{Predicted}}^i| \tag{12}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{U} \sum_{i=1}^{U} (S_{\text{Observed}}^i - S_{\text{Predicted}}^i)^2} \tag{13}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{U} (S_{\text{Predicted}}^i - S_{\text{Observed}}^i)^2}{\sum_{i=1}^{U} (S_{\text{Observed}}^i - \overline{S}_{\text{Observed}})^2} \tag{14}
\]

In these equations, $S_{\text{Predicted}}^i$ and $S_{\text{Observed}}^i$ stand for the predicted and measured heating loads, respectively. In addition, $\overline{S}_{\text{Observed}}$ represents the average of the observed heating loads, and $U$ stands for the number of records.

4.2. Incorporated FIS with Optimizers

An ensemble of TLBO–ANFIS is generated as soon as the metaheuristic algorithms are synthesized with the adaptive neuro–fuzzy interface system. The training samples feed such an ensemble in order to validate the dependency between the heating load and its associated parameters. Considering the optimization performance of the models, a number of 1000 iterations are carried out for the model in order to complete the process of optimization. In order to report the objective function, the root mean square error of the results is determined at each repetition. It is noteworthy that given that this stage is allocated to pattern recognition, the root mean square error of the training data is reported.

One of the key factors in the TLBO–ANFIS algorithm is the number of the concerned population. The present study has tested a number of ten different population sizes (50–500) for the model, among which the size giving the minimum RMSE is chosen as the optimum complexity. Figure 2 shows the root mean square errors. In accordance with the figure, the minimum value of RMSE (2.3838) is obtained for a population of 50 for the TLBO–ANFIS.

The ranking system developed on the basis of the estimated values for RMSE and $R^2$ is reported in Table 2. As the table shows, a total ranking score (TRS) is obtained for each population size of the predictive model, which indicates the final rank for each population size. In this regard, a total score of 40 obtained for a population size of 100 in the TLBO–ANFIS technique indicates that the combination of the ANFIS and TLBO algorithm brings about a high accuracy technique for the prediction of HL. According to the results, the combination of the evolutionary algorithm and the employed fuzzy-based tool shows efficient performance for HL prediction purposes. Moreover, given the high-speed
convergence of the TLBO–ANFIS, one can mention the speed of this model as its advantage over the alternative statistical-based and intelligent techniques.

Figure 2. Alteration of MSE versus iterations for the TLBO–ANFIS.

Table 2. Obtained results for the TLBO–ANFIS having different population sizes.

| Swam Size | Training Dataset | Testing Dataset | Scoring | Total Score | Rank |
|-----------|------------------|-----------------|---------|-------------|------|
|           | RMSE             | R²              | RMSE    | R²          |       |
| 50        | 0.09886          | 0.98356         | 0.09151 | 0.98525     | 7     |
| 100       | 0.07964          | 0.98931         | 0.07794 | 0.98933     | 10    |
| 150       | 0.11304          | 0.97845         | 0.10279 | 0.98136     | 6     |
| 200       | 0.12544          | 0.9734          | 0.12137 | 0.97391     | 3     |
| 250       | 0.14365          | 0.96497         | 0.13708 | 0.9666      | 2     |
| 300       | 0.0855           | 0.98773         | 0.08355 | 0.98772     | 9     |
| 350       | 0.11656          | 0.97708         | 0.10472 | 0.98064     | 5     |
| 400       | 0.09258          | 0.9856          | 0.08464 | 0.9874      | 8     |
| 450       | 0.12428          | 0.9739          | 0.11653 | 0.97597     | 4     |
| 500       | 0.14549          | 0.96405         | 0.14471 | 0.9627      | 1     |

To anticipate the HL, two advanced computational techniques are developed. First, the model is trained using the training data. The performance of the developed model in the prediction of HL on the basis of the variables affecting the testing and training datasets of buildings is shown in Figure 3.

At the same time, the values obtained for R² show a consistency higher than 96% for the output and target heating loads. In addition, the calculated training R²’s (0.98356, 0.98931, 0.97845, 0.9734, 0.96497, 0.98773, 0.97708, 0.9856, 0.9739, and 0.96405) and testing R²’s (0.98525, 0.98933, 0.98136, 0.97391, 0.9666, 0.98772, 0.98064, 0.9874, 0.97597, and 0.9627) for ten population sizes of 50, 100, 150, 200, 250, 300, 350, 400, 450, and 500, respectively, present a high accuracy in HL prediction.

This section compares the outputs (namely, the anticipated heating loads) with the target values (namely, the measured heating loads) in order to evaluate the performance of the applied model. Figures 4–8 present the results of the testing and training phases and the difference between each set of the target and output heating loads. For the training phase, the acquired error values are within the [−0.0005572, 0.079956], [0.0067801, 0.12941], [0.00041716, 0.085609], [−0.0060323, 0.092914], and [0.024064, 0.1464] range for the predictions of the TLBO–ANFIS for five population sizes of 100, 200, 300, 400, and 500, respectively.
Figure 3. Cont.
Figure 3. The accuracy performance of testing and training dataset for TLBO–ANFIS. (a) TLBO–ANFIS Np = 50; (b) TLBO–ANFIS Np = 100; (c) TLBO–ANFIS Np = 150; (d) TLBO–ANFIS Np = 200; (e) TLBO–ANFIS Np = 250; (f) TLBO–ANFIS Np = 300; (g) TLBO–ANFIS Np = 350; (h) TLBO–ANFIS Np = 400; (i) TLBO–ANFIS Np = 450; (j) TLBO–ANFIS Np = 500.

As stated in the previous section, the values of root–mean–square error for the training are 0.07948, 0.12544, 0.0855, 0.09258, and 0.14549 for the five population sizes of 100, 200, 300, 400, and 500, respectively. In addition, the calculated MAEs (0.057572, 0.088625, 0.063508, 0.063385, and 0.10723) indicate a low value of training error for all swarm sizes.

In the testing phase, the RMSEs (0.07794, 0.12137, 0.08355, 0.08464, and 0.14471) demonstrate that the weights (and biases) tuned via the TLBO algorithm are capable of constructing an ANFIS. In addition, the mean absolute errors of 0.05836, 0.086274, 0.061333, 0.054956, and 0.10469 show a reasonable generalization error for all five population sizes.
Figure 4. Error value and Frequency in TLBO–ANFIS-100 best fit structure. (a) Training dataset; (b) Testing dataset.
Figure 5. Error value and Frequency in TLBO–ANFIS-200 best fit structure. (a) Training dataset; (b) Testing dataset.
Figure 6. Error value and Frequency in TLBO–ANFIS-300 best fit structure. (a) Training dataset; (b) Testing dataset.
Figure 7. Error value and Frequency in TLBO–ANFIS-400 best fit structure. (a) Training dataset; (b) Testing dataset.
Figure 8. Error value and frequency in TLBO–ANFIS-500 best fit structure. (a) Training dataset; (b) Testing dataset.

5. Discussion

Generally speaking, a great number of engineering measurements have approved the superiority of intelligent models over experimental and traditional techniques. Besides the satisfactory accuracy of these models, one of the deterministic benefits of their application is their ease of implementation. For instance, when analyzing the energy efficiency, some
drawbacks may remain, which are related to the use of forward modeling techniques (poor capability for buildings with residents [37]) and commonly used simulation packages (varying simulation accuracies [38]). As a result, indirect evaluative models, in particular the models provided by the present paper, are more satisfactory compared to destructive and costly approaches [83]. This issue is more emphasized when an optimum methodology is presented using metaheuristic approaches [84–86]. To put it another way, the application of optimization algorithms constructs the ensembles capable of operating at optimal conditions [87].

From the practical viewpoint, their application is definable for the presented methodologies. We can refer to the following two examples:

(a) For the upcoming construction projects, the models presented above are capable of providing accurate early measurements of the necessary TL with regard to the building specifications and dimensions. Such models can provide the owners and engineers with effective assistance in the provision of appropriate heating, ventilating, and air conditioning systems.

(b) An alternative form of early-stage assistance in reconstruction projects could be the appropriate building design and modifying its network via the input variables (RC, RA, WA, GA, SA, OH, GAD, and OR). In this regard, one can study the result of input parameters independently in order to understand the thermal behavior. Nonetheless, the TLBO–ANFIS can predict it satisfactorily. As a result, such an algorithm is also capable of providing reliable estimations for buildings.

In this sense, it is also noteworthy that the presented model was provided as an explicit mathematical expression, which is used more conveniently in comparison with the GUI form in MATLAB.

In spite of a variety of advantages provided after solving an optimization problem, it is necessary to spend an adequate period of time on finding a global solution. As a result, keeping a balance between the model accuracy and time effectiveness can affect the selection of the most effective model. Nonetheless, according to the belief of authors, conducting feature validity analysis and also setting the hyper-parameters of the optimizers appropriately may create a less sophisticated problem space and, thereby, result in more efficient solutions. Results show that the teaching–learning based optimization algorithm combined with ANFIS is the model with high accuracy (Figures 2–8). This entails choosing a suitable methodology with regard to both accuracy and time. For instance, in projects in which time is not a priority, it is reasonable to use the most accurate mode (namely, it does not matter how time-consuming it is); however, for time-sensitive purposes, one can allow tolerance for the accuracy in order to find a faster solution. Nonetheless, it is noteworthy that, in general, the models were not much different in terms of their performance, and all of them could be appropriately used for practical applications.

6. Conclusions

New models have been developed in recent years in order to present an accurate estimation of the energy consumption of buildings. A fuzzy algorithm was utilized in the present paper in order to eliminate the drawbacks associated with the backpropagation algorithms. In this regard, through teaching–learning based optimization (TLBO), a typical adaptive neuro–fuzzy interface system (ANFIS) was synthesized (TLBO–ANFIS) in order to predict the heating load (HL) of an occupied residential building. For the same purpose, eight influential energy parameters, i.e., surface area, relative compactness, area of the wall, area of the roof, orientation, overall height, glazing area distribution, and area of glazing, were included as the inputs of the developed networks. Given the four glazing areas, twelve buildings, four orientations, and five distribution modes, 768 scenarios were analyzed and modeled within the Ecotect environment. While 80% (614 records) of the dataset was allocated to the TLBO–ANFIS model, their efficiency was estimated using the remaining 20%. The suggested model is used in its optimum circumstances, and in order to estimate the accuracy of each technique, three recognized statistical indices, i.e., mean
absolute error (MAE), the coefficient of determination ($R^2$), and root mean square error (RMSE), were used. The following results were obtained in the present research:

The estimated $R^2$ for both testing and training (0.98933, 0.98931) phases indicated that TLBO helps the ANFIS to enhance the accuracy of the results, and a high value of $R^2$ indicates the high accuracy of this model in forecasting the heating load.

According to the estimated root mean square error, the training error of TLBO–ANFIS was 0.07984 and 0.07794 in the training and testing stages, respectively. Considering the low value of RMSE, it can be concluded that the TLBO–ANFIS model is suitable for the estimation of the heating load in residential buildings.
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