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Abstract. The traditional single-channel speech enhancement algorithm has many unreasonable assumptions, which limit the performance of the algorithm. The speech enhancement based on deep neural network can effectively eliminate the problems such as "music noise" in the traditional methods, thus achieving better results than the traditional single-channel speech enhancement. However, the DNN-based speech enhancement model does not perform well at low SNR. In order to improve the robustness of the model, we used voice activity detection (VAD) to process the training data to obtain a new VAD-DNN speech enhancement model. We added 100 kinds of noise in the training set to improve the ability of the model to deal with the unseen noise. At the same time, in order to prevent the occurrence of overfitting problem, we introduced dropout technology to process the network, and improved the generalization ability of the model by using noise awareness training (NAT). Through experiments, we found that the speech enhancement model based on VAD-DNN improved PESQ index by 0.02 and STOI index by 0.01 on average under the condition of low SNR.

1. Introduction

In the traditional speech enhancement algorithm, spectral subtraction [1] obtains an estimated clean speech by subtracting the estimated short-term noise spectrum. However, these traditional methods will produce a kind of perceived interference named "music noise" [2]. Due to the non-linear relationship between noise and clean speech, the method of using neural network modeling was proposed [3]. Scholars proposed to use shallow neural network as a non-linear filter, but the trained models performed poorly [2-4]. In addition, random initialization of shallow neural networks often suffers from local minima or stagnation [5]. In 2006, Hinton started deep network training and proposed a layered unsupervised learning algorithm based on greedy [6]. A speech enhancement framework based on the regressive deep neural networks (DNN) model was proposed, which could remove the residual “music noise” [7]. But traditional speech enhancement methods have a disadvantage that it is difficult to improve the intelligibility of speech [8]. Xu proposed a speech enhancement algorithm based on regression DNN, which can train DNN networks to estimate clean target speech signals from noisy speech [9-10]. Due to the problems of "music noise", speech loss in low SNR conditions, how to improve the performance of speech enhancement model in low SNR environment is still an urgent problem to be studied.
At the same time, we note that a common problem of the speech enhancement model based on neural network is the performance degradation in the environment of invisible noise. The simplest and most effective solution is to add a variety of different noise types to the training set [11-12]. Yuan proposed the NoiseGAN model based on Generative Adversarial Networks (GAN), this model can generate a new noise type, have the ability to improve the noise type diversity training set [13]. In subsequent studies, we found that the VAD can effectively extract necessary speech fragments under the condition of high SNR, but the performance will decline sharply in low SNR [14]. The DNN-based voice activity detection method can solving the difficulty that VAD method needs to design separate models for different noises. This paper proposes a deep neural network learning model based on VAD. We added 100 different noise types into the training set, through experiments, we found that this training set was very effective in dealing with invisible noise types, especially non-stationary noise. At the same time, we introduced dropout technology to prevent the emergence of network overfitting problems. Dropout is a strategy to train the neural network, a certain proportion of neurons are randomly selected from the input layer and hidden layer nodes of the network to set zero, which can avoid the occurrence of overfitting problem [15]. Although not designed to reduce noise, dropout is proved useful to improve the performance of speech recognition in a noisy environment [16]. Meanwhile, we also use noise awareness training (NAT) method to improve the performance of the model. We both input the noise and its estimate, this way can be regarded as the characteristic vector of the speaker in speech recognition at the input end of the model [17]. The rest of the paper is organized as follows. In Section II, we introduce the architecture of speech enhancement model. Section III describes the training process of deep neural network. Section IV introduces the experiment we did. We summarize our findings in Section V.

2. VAD-DNN Model

Figure 1 shows a training data in 0dB environment. Figure 1(a) is pure speech and figure 1(b) is noisy speech. Through comparison, it can be found that the target speech marked in the box in figure 1(b) is completely submerged in the noise. If there is no corresponding pure speech comparison in figure 1(a), it is difficult to find that there is a speech segment in this segment. Under the condition of very low signal-to-noise ratio, the DNN-based model will produce misjudgment, and regard the speech segment submerged in the noise as noise removal, thus resulting in speech distortion and even speech loss.

Voice activity detection is a method to identify speech signals and non-speech signals from a piece of speech and determine the starting and ending points of speech signals [18]. Based on the analysis of the training data in figure 1, we introduce VAD to process the training data. Here, we regard VAD as a classifier. Since the VAD network is a binary classification network, voice and non-voice can be trained respectively through VAD. In order to solve the problem of speech loss of DNN-model under low SNR environment, we use VAD to process the training set, removed the non-speech segments in the training set, and only retained the speech segments to train the enhancement model, so that the new model could better retain the target speech. However, the model is trained only using speech data and the ability to reduce the noise of non-speech segments in noisy speech is limited. Therefore, we introduced NAT to improve the model's ability to deal with noise.
Figure 1. Comparison between pure speech and noisy speech in 0dB environment.

Figure 2. A block diagram based on VAD-DNN voice enhancement framework, including two phases of training and testing. In the training stage, prepare the clean speech database and noise database, and make the training set by artificially adding noise. We used VAD to remove the non-speech segments in the training set, and only retained the fragments of speech to train the enhancement model. Since noisy speech and clean speech in the enhancement model occur in pairs [19], energy-based VAD can be used to detect non-speech segments on clean speech. The training data of the non-speech segment is used to train the new enhancement model, which is denoted as VAD-DNN, and it can better retain target speech.

During the testing phase, the DNN network is used to train a regression model to estimate the LPS features of clean speech from the LPS features of noisy speech. We consider the prediction of noise LPS in the network as a regular term in the network training to prevent the network from falling into local optimization. Simultaneous estimated speech and noise LPS can be used for post-processing of enhancement results. And we use dropout technology and noise awareness training to improve the generalization ability of the model in the model enhancement stage. Overfitting problem means that the model has good fitting ability for the training set, but poor fitting ability for the test set. By discarding a certain proportion of neurons in the input layer, the interdependence between different dimensions can...
be reduced, thus improving the performance of the model on the mismatched test set, especially for the unseen non-stationary noise. Noise awareness training is a simple and effective method to improve the performance of neural network. Although this method assumes that speech and noise are independent of each other, a large number of scholars have found that the performance of this algorithm is not worse than that of the algorithm using MLP to directly estimate LPS [20]. In the network training, we regard the first 6 frames of each speech as noise signals, which are averaged and then spliced into the input features of the model as the pre-estimation of the current noise signals.

3. Network Training

3.1. DNN Network Training

The DNN network structure is used to predict the LPS features of clean and noise from the LPS features of noisy speech. Among them, the prediction of LPS features of noise can be regarded as the regular term in network training. Minimum mean square error (MMSE) and mini-batch stochastic gradient descent (MSGD) are used to update network parameters:

$$E_r = \frac{1}{N} \sum_{n=1}^N \{ \beta \| \hat{X}_n^s - X_n^s \|_2^2 + (1 - \beta) \| \hat{X}_n^e - X_n^e \|_2^2 \}$$  \hspace{1cm} (1)$$

Among them, the $\hat{X}_n^s$ is clean speech estimation and $X_n^s$ is the speech target feature to be learned. $\hat{X}_n^e$ and $X_n^e$ is characteristic of noise estimation and noise goal for learning characteristics. $N$ is the sample number at the time of update, and $\beta$ is used to adjust the impact of target estimation on network training, where $\beta$ is set to 0.7.

3.2. VAD-DNN Training

In the training phase, we use DNN structure to train the VAD model, because the VAD network is a two-class network, one is speech and the other is non-speech, we use the Softmax activation function replace the linear function as the output layer of the network, the LPS features of noisy speech is also used as input. Supervised training of DNN networks is based on the following Cross-Entropy (CE):

$$C = - \sum_{j=1}^Q q_j \ln p_j$$  \hspace{1cm} (2)$$

Where $C$ represents the objective function of cross entropy, $p_j$ is the network output, $q_j$ is the learning objective, and $Q$ is the number of categories of classification network, where $Q=2$.

We regard the first 6 frames of each speech as noise signals, and take the average as input features of the model, which is regarded as the pre-estimation of the current noise signal:

$$\hat{Z}_n = \frac{1}{M} \sum_{m=1}^M Y_m$$  \hspace{1cm} (3)$$

After training, the LPS features of the input noisy speech can be used to obtain the LPS estimation of clean and noise through the model. The ideal time-frequency masking value of DNN learning target is defined as follows [21]:

$$IRM_n(d) = \frac{\exp(x_n^s(d))}{\sqrt{\exp(x_n^s(d)) + \exp(x_n^e(d))}}$$  \hspace{1cm} (4)$$

Where $n$ means the frame and $d$ means the feature dimension. DNN for the IRM is designed as a regression model in which the output can be considered as the probability of the presence of speech at each moment. The input of DNN is the noise LPS features of the current frame and adjacent frames. We use $IRM$ estimate of the clean speech for post-processing [8]:
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\[
\hat{X}_n(d) = \begin{cases} 
  Y_n(d), & \text{if } \hat{IRM}_n(d) > \gamma \\
  \hat{X}_n^s(d), & \text{if } \hat{IRM}_n(d) < \lambda \\
  (\hat{X}_n^s(d) + Y_n(d))/2, & \text{otherwise}
\end{cases}
\] (5)

The \( \hat{X}_n(d) \) is the post-processing estimate of clean speech, \( Y_n(d) \) is LPS features of the original speech with noise. \( \gamma \) and \( \lambda \) are adjustable threshold parameter, and \( \gamma \) set to 0.75 and \( \lambda \) set to 0.1.

4. Experiment

4.1. Experimental Configuration

The clean voice data comes from TIMIT database, and the noise library mainly adopts the noise library recorded by G.HU (HU,2014), covering 100 noise types. During the training phase, we use artificial noise addition to mix clean and noisy speech. From the TIMIT test set, we randomly selected 200 speeches and add noise to form a noisy training set. In the test phase, three noise types from real noise library were selected: Factory, Mess hall, Bus station, which did not appeared in the training set. The sampling frequency of the file is 16kHz, the DFT coefficient is calculated by Short-Time Fourier Transform (STFT) according to the frame length of 512 sampling points and the frame shift of 256 sampling points, and then get the 257-dimensional LPS features.

In the network configuration, use three hidden layers, each hidden layer has 2048 nodes, use Sigmoid as the activation function of the hidden layer, and the input features are spliced with contextual information of about 3 frames. Dropout drops 0.1 for the input layer, 0.2 for the hidden layer, and nothing for the output layer. The learning rate of DNN was set to 1, the initial impulse was 0.5, and it gradually increased to 0.9 over the first ten iterations.

In the evaluation of speech enhancement results, PESQ and STOI were used as evaluation indicators. PESQ is the P.862 standard recommended by the International Telecommunication Union. It is an indicator used to measure the listening quality of a piece of speech in speech enhancement. It is also one of the most important goals of speech enhancement. The value range is -0.5 to 4.5, and larger value indicates better performance. STOI measures the intelligibility of speech, which ranges from 0 to 1. There is a larger relationship between speech intelligibility and speech distortion and speech loss. The higher the distortion, the lower the STOI value.

4.2. Analysis and Comparison

Table 1 shows the results of PESQ and STOI in three noise types of VAD-DNN based speech enhancement system. Among them, Noisy represents the original Noisy speech, DNN represents the DNN-based speech enhancement system, and VAD-DNN represents the combined VAD-DNN speech enhancement system proposed in this paper. We can see that compared with the DNN speech enhancement system, the VAD-DNN based speech enhancement system can effectively improve the performance under the condition of low SNR. It can be seen that under three noise types, VAD-DNN model has a stable enhancement effect compared with DNN model, which means that the enhancement effect of VAD-DNN model at low SNR is due to DNN model. Meanwhile, according to the mean values of the three noises, PESQ increased by 0.07 and STOI increased by 0.05 respectively at -5dB.On 0dB, PESQ improved by 0.03; On 5dB, PESQ improved by 0.02 and STOI by 0.01.
Table 1. Comparison of PESQ and STOI results for three types of noise not seen.

| Noise Type | SNR | PESQ |  | STOI |  |
|---|---|---|---|---|---|
|   |   | Noisy | DNN | VAD-DNN | Noisy | DNN | VAD-DNN |
| Factory | -5dB | 0.97 | 1.54 | 1.55 | 0.53 | 0.59 | 0.65 |
|       | 0dB  | 1.31 | 2.02 | 2.02 | 0.65 | 0.75 | 0.76 |
|       | 5dB  | 1.68 | 2.45 | 2.40 | 0.77 | 0.84 | 0.86 |
| Mess hall | -5dB | 1.13 | 1.54 | 1.55 | 0.53 | 0.59 | 0.63 |
|         | 0dB  | 1.31 | 2.03 | 2.02 | 0.65 | 0.77 | 0.76 |
|         | 5dB  | 1.67 | 2.40 | 2.45 | 0.77 | 0.86 | 0.86 |
| Bus station | -5dB | 1.08 | 1.40 | 1.58 | 0.51 | 0.60 | 0.63 |
|         | 0dB  | 1.35 | 1.98 | 2.08 | 0.65 | 0.76 | 0.77 |
|         | 5dB  | 1.72 | 2.40 | 2.43 | 0.76 | 0.87 | 0.88 |
| Average | -5dB | 1.06 | 1.49 | 1.56 | 0.52 | 0.59 | 0.64 |
|        | 0dB  | 1.32 | 2.01 | 2.04 | 0.65 | 0.76 | 0.76 |
|        | 5dB  | 1.69 | 2.41 | 2.43 | 0.77 | 0.86 | 0.87 |

Figure 3 shows a voice enhancement sample of VAD-DNN model under Mess hall noise scenario on -5dB. (a) is clean speech, (b) is noisy speech, (c) is enhanced speech based on DNN system, (d) is enhanced speech based on VAD-DNN system. It can be found that (d) is no obvious speech loss, and the background noise in (d) is obviously suppressed. This proves that the speech enhancement model based on VAD-DNN can effectively reduce speech loss and improve the enhancement effect under the condition of low SNR.

5. Conclusion
Aiming at the problem of speech distortion and speech loss caused by DNN-model under low SNR, we proposed a VAD-DNN model. The model analysed data of speech signal under the condition of low SNR, and proposes improvement strategies from the training set. On the one hand, add a variety of different noise types to improve the generalization ability of the model. On the other hand, VAD is used to classify the training set. In the meantime, in order to improve the model's ability to adapt to noise, we introduced dropout to avoid network overfitting and noise awareness training to enhance the model's
ability to analysis unseen noise. The experimental results show that the new model obtained from the training set processed by VAD algorithm can effectively reduce the occurrence of speech distortion. Through the tests of three types of mismatched noise, the speech enhancement model based on VAD-DNN improves PESQ index by 0.02 on average and STOI index by 0.01 on average under the condition of low SNR.
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