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Abstract

Applying the Casimir operator to four-point functions in CFTs allows us to find the conformal blocks for any external operators. In this work, we initiate the program to find the superconformal blocks, using the super Casimir operator, for $4D \mathcal{N} = 1$ SCFTs. We begin by finding the most general four-point function with zero $U(1)_R$-charge, including all the possible nilpotent structures allowed by the superconformal algebra. We then study particular cases where some of the operators satisfy shortening conditions. Finally, we obtain the super Casimir equations for four point-functions which contain a chiral and an anti-chiral field. We solve the super Casimir equations by writing the superconformal blocks as a sum of several conformal blocks. Studying the s-channel of the $\langle O \Phi \Phi^\dagger O \rangle$ correlator, we find that solutions to the super Casimir equations impose one of the four three-point function coefficients to vanish.
1 Introduction

In a general CFTs, it is possible to write the product of two primary operators as a sum of conformal families, given by primary operators and their descendants. This information is encoded in the OPE expansion. The only unknown variable in the OPE is the three-point function coefficient. The fact that conformal symmetry completely fixes the three-point function up to a constant is possible thanks to the absence of conformal invariant structures for any three-point function. Although it is natural to expect a similar statement when supersymmetry enters the game, this is not true in general. The existence of superconformal invariant structures in a generic three-point function was established long ago in the case of four dimensional $\mathcal{N} = 1$ SCFTs [1,2]. Those structures prevent, in general, to write the product of two superconformal primaries as a sum of superconformal families$^1$. Take, for example, the three-point function of a general scalar multiplet $O_1$, with superconformal charges $q$ and $\bar{q}$, with its conjugated

$^1$For a similar discussion see [3].
and another scalar long multiplet $\hat{O}^{(\ell)}$ in an $\mathcal{N} = 1$ SCFT. Superconformal symmetry fixes the three-point function up to four unrelated constants:

$$
\left\langle \hat{O}^{(p,\bar{p})}(z_1) \hat{O}^{(p,\bar{p})\dagger}(\Delta/2,\Delta/2)(z_2) \right\rangle = \frac{1}{(13)^p(31)^p(23)^p(32)^\bar{p}} \frac{1}{(X \cdot \bar{X})^{p + \bar{p} - (\Delta - \ell)/2}} \times \left[ \lambda_+^{(1)} \ell_1^+(\ell) + \lambda_-^{(2)} \ell_2^-(\ell) + \lambda_-^{(3)} \ell_3^-(\ell) + \lambda_4^{(4)} \ell_4^+(\ell) \right],
$$

(1.1)

see (4.57) and (4.58).

Although supersymmetry completely fixes the relation between the superprimary operator of $\hat{O}$ and its super-descendants, the fact that the $\lambda_i$ coefficients are unrelated implies that there are four distinct conformal families appearing the sOPE of $\hat{O} \times \hat{O}^{\dagger}$ instead of one single superconformal family. If instead of a long multiplet $\hat{O}$ we study a short-one, for example a chiral multiplet, the shortening condition will imply relations among the $\lambda_i$ coefficients $[4–7]$, but even in those cases it is not always possible to fix all the coefficients, see for example $[3, 8–12]$.

Furthermore, if one wishes to study the $\lambda_2$, $\lambda_3$ and $\lambda_4$ coefficients in (1.1) with, for example, bootstrap techniques $[13]$, one has to start with a four-point function which includes all the superconformal invariant terms, otherwise, it would not be possible to perform a complete conformal partial wave expansion. The proliferation of such superconformal invariants for general N-point function in SCFTs has prevented the study of such four-point functions. As we will see, a four dimensional $\mathcal{N} = 1$ four-point function of scalars with vanishing total $U(1)_R$-charge has 35 nilpotent structures. Therefore, one has a total of 36, and not just one, independent functions of the conformal invariant cross ratios. This is different from the non-supersymmetric case, where there is only one function of the conformal invariant cross ratios in the four-point function of scalar operators, and it is, as we will see, more closely related to the case where there are spinning correlators $[14]$.

A crucial step before we can implement the bootstrap program is to write the four-point function as a sum of conformal blocks (or conformal partial waves.) This has been achieved with great success for CFTs in several dimensions and for several external operators $[15–23]$. In supersymmetric theories, this expansion has mostly been obtained at the level of the lowest component of the multiplet, see for example $[3,5,6,8–10,24–33]$, except in two dimensions where the super Casimir approach was used to find the block expansion for the superconformal invariant structures $[28,34]$.

The aim of this article is to initiate the program for constructing the superconformal partial waves for general four dimensional $\mathcal{N} = 1$ SCFTs using the super Casimir operator. We begin this program by working out the most general four-point function for scalar with total zero $U(1)_R$-charge. Since such four-point function consists of 36 functions of the supersymmetry cross-ratios in the most general case, we look at four-point functions where at least two of the external operators correspond to short multiplets, in this case, a chiral superfield, $\Phi$, and a current multiplet, $\mathcal{J}$. Imposing the shortening conditions, we find that the four-point functions with a chiral and an anti-chiral only depend on three independent functions. Acting with the super Casimir operator on such four-point functions we find a system of coupled eigenvalue equations in the s-channel, while in the t-channel we also find a constraint. In order to solve the super Casimir
equations we study the three-point functions, which tell us which operators are being exchange between the lowest components and the first $Q(\bar{Q})$ descendants. This allows us to give an ansatz which solves the super Casimir equations. When studying the s-channel of the $\langle O\bar{O}\Phi \bar{\Phi} \rangle$ correlator, unlike the non-supersymmetric case, the solutions to the super Casimir equations tell us that one of three-point function coefficients in (1.1), $\lambda_4$, is zero.

This article is structured as follows. In section 2 we find all the four-point function superconformal invariants, which consists on two supersymmetric cross-ratios and 35 nilpotent invariants. This allows us to write down the most general four-point function with zero $U(1)$-charge in (2.60). In section 4 we study the cases where some of the operators correspond to a chiral or a current multiplet. The shortening conditions coming from such multiplets imposes several constraints to the four-point functions. In section 5 we apply the super Casimir operator on four-point functions where one of the external operators is a chiral and another an anti-chiral and we solve the super Casimir equations by decomposing the superconformal blocks as a sum of conformal blocks. We finish in section 5 with discussions and outline future lines of research.

2 Constructing the Four-Point Function

The most general four-point function with zero $U(1)$-charge is given by

$$\langle O_1(z_1) O_2(z_2) O_3(z_3) O_4(z_4) \rangle = \frac{\langle 1 \rangle^{q_1} \langle 2 \rangle^{q_2} \langle 3 \rangle^{q_3} \langle 4 \rangle^{q_4}}{\langle 1 \rangle^{\bar{q}_1} \langle 2 \rangle^{\bar{q}_2} \langle 3 \rangle^{\bar{q}_3} \langle 4 \rangle^{\bar{q}_4}} \times F(z_1, z_2, z_3, z_4), \quad (2.1)$$

with

$$a = -q_1 + \bar{q}_2 + \bar{q}_3 + q_4, \quad \sum_{i=1}^{4}(q_i - \bar{q}_i) = 0. \quad (2.2)$$

The function $F(z_1, z_2, z_3, z_4)$ is a only a function of the superconformal invariants. In this section, we first briefly review our notation, then we devote ourselves to find the superconformal invariants. We will heavily rely on the results of [2].

2.1 Notation

Our notation and conventions will mostly follow [1,2] (see also [35]). Given the standard supercoordinates $z^A = (x^a, \theta^a, \bar{\theta}_a) \in \mathbb{R}^{4|4}$, we can split between the chiral and anti-chiral coordinates,

$$z^A_+ = (x^a_+, \theta^a), \quad z^A_- = (x^a_-, \bar{\theta}_a), \quad (2.3)$$

where

$$x^a_\pm = x^a \pm i\theta^a \bar{\theta}. \quad (2.4)$$
These coordinates satisfy $\bar{D}_{\dot{\alpha}} z_+ = D_{\alpha} z_- = 0$, where the superderivatives are given by

$$D_{\alpha} = \frac{\partial}{\partial \theta^\alpha} + i \sigma^m_{\alpha \dot{\alpha}} \bar{\theta}^\dot{\alpha} \partial_m, \quad \bar{D}_{\dot{\alpha}} = - \frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}} - i \theta^\alpha \sigma^m_{\alpha \dot{\alpha}} \partial_m.$$

(2.5)

The rule for raising and lowering spinor indices is, as usual,

$$\tilde{\theta}_\alpha = \epsilon_{\alpha \beta} \theta^\beta, \quad \bar{\tilde{\theta}}^{\dot{\alpha}} = \epsilon^{\dot{\alpha} \dot{\beta}} \bar{\theta}^{\dot{\beta}}.$$  

(2.6)

Finally, we can write any four-vector as a $2 \times 2$ matrix with the help of the Pauli matrices,

$$x_{\alpha \dot{\alpha}} = x^\alpha (\sigma^i_{\alpha \dot{\alpha}}),$$

(2.7)

and now the chiral coordinates read

$$x_{\pm} = x \mp 2 \tilde{i} \tilde{\theta}, \quad \bar{x}_{\pm} = \bar{x} \pm 2 \tilde{i} \tilde{\bar{\theta}}.$$  

(2.8)

The supersymmetric version of the distance of two points, $x_{ij} = x_i - x_j$ is

$$\bar{x}_{i j} = \bar{x}_{i+} - \bar{x}_{i-} + 4 \tilde{i} \tilde{\bar{\theta}}_{i j}, \quad \theta_{ij} = \theta_i - \theta_j, \quad \tilde{\theta}_{ij} = \tilde{\theta}_i - \tilde{\theta}_j.$$  

(2.9)

These coordinates transform under the superconformal group as,

$$\begin{align*}
\delta \bar{x}_{i j} &= (\hat{\omega} (z_{i-}) + \hat{\sigma} (z_{i-}) \delta) \bar{x}_{i j} + \bar{x}_{i j} (\hat{-} \hat{\omega} (z_{j+}) + \hat{\sigma} (z_{j+}) \delta), \\
\delta \theta_{ij} &= \theta_{ij} (\hat{-} \hat{\omega} (z_{j+}) + \hat{\sigma} (z_{j+}) \delta) + 2 (\hat{\sigma} (z_{i+}) - \sigma (z_{i+}) \delta) - \frac{i}{2} \hat{\tau} (z_{i+}) \bar{x}_{i j}, \\
\delta \tilde{\theta}_{ij} &= (\hat{-} \hat{\omega} (z_{i-}) + \hat{\sigma} (z_{i-}) \delta) \tilde{\theta}_{ij} - 2 (\hat{\sigma} (z_{j-}) - \sigma (z_{j+}) \tilde{\theta}_{ij} \delta) + \frac{i}{2} \bar{x}_{i j} \hat{\tau} (z_{j-})
\end{align*}$$

(2.10a, b, c)

being $\hat{\omega}, \hat{\sigma}, \hat{\tau}$ and $\hat{\tilde{\tau}}$ the parameters of the infinitesimal superconformal transformations. Note that the parameters have the following constraints

$$\hat{\omega}_{\alpha} = \hat{\sigma}^{\dot{\alpha}} = 0, \quad D_{\alpha} \sigma = - \frac{1}{3} D_{\beta} \hat{\omega}_{\alpha} = \tau_\alpha, \quad \bar{D}_\dot{\alpha} \bar{\sigma} = \frac{1}{3} \bar{D}_\beta \hat{\bar{\omega}}^{\dot{\alpha}} = \bar{\tau}_\dot{\alpha}.$$  

(2.11)

It is also useful to define

$$\begin{align*}
(x_{ij})_{\alpha \dot{\alpha}} &= - \epsilon_{\alpha \beta} \epsilon_{\dot{\alpha} \dot{\beta}} (\bar{x}_{ij})^{\dot{\beta} \beta}, \\
x_{ij} &= x_{i+} - x_{i-} + 4 \tilde{i} \tilde{\bar{\theta}}_{i j},
\end{align*}$$

(2.12)

such that,

$$\bar{x}_{i j}^{-1} = \frac{1}{(i,j)} x_{ij}.$$  

(2.13)

where $(i,j) = x_{ij}^2$.

For $N \geq 3$ points, $z_1, z_2, \cdots, z_N$ it is convenient to define the supersymmetric coordinate $Z = (X, \Theta, \bar{\Theta})$, where the four-vectors $X$ and its conjugated $\bar{X}$ are given by

$$X_{r(s,t)} = \frac{x_{rf} \bar{x}_{sf} x_{r\bar{f}}}{\langle s \bar{r} \rangle \langle \bar{f} t \rangle}, \quad \bar{X}_{r(s,t)} = -X_{r(t,s)}.$$  

(2.14)
and the Grassmann variables are defined as
\[
\Theta_{r(s)} = i \left( \frac{1}{\langle s \, r \rangle} \tilde{\theta}_{r,s} \tilde{x}_{s} - \frac{1}{\langle r \, t \rangle} \tilde{\theta}_{t,r} \tilde{x}_{t} \right), \quad \bar{\Theta}_{r(s)} = i \left( \frac{1}{\langle r \, s \rangle} \bar{\theta}_{r,s} \bar{x}_{s} - \frac{1}{\langle t \, r \rangle} \bar{\theta}_{t,r} \bar{x}_{t} \right),
\]
(2.15)
which transform homogeneously at \( z_r \), as can be checked using (2.10):
\[
\begin{align*}
\delta X_{r(s)} &= (\hat{\omega} (z_r +) - \sigma (z_r +) \delta) X_{r(s)} + X_{r(s)} \left( -\hat{\omega} (z_r -) - \bar{\sigma} (z_r -) \delta \right), \\
\delta \Theta_{r(s)} &= \Theta_{r(s)} \left( -\hat{\omega} (z_r +) + \sigma (z_r +) \delta - 2 \bar{\sigma} (z_r -) \delta \right), \\
\delta \bar{\Theta}_{r(s)} &= \left( \hat{\omega} (z_r -) + \bar{\sigma} (z_r -) \delta - 2 \sigma (z_r +) \right) \bar{\Theta}_{r(s)},
\end{align*}
\]
(2.16)

As mentioned in the introduction, unlike the non-supersymmetric case, we can construct a superconformal invariant for the three-point function
\[
Q = \Theta_{1(2\, 3)} \tilde{X}_{1(2\, 3)}^{-1} \bar{\Theta}_{1(2\, 3)},
\]
(2.17)
where
\[
\tilde{X}_{1(2\, 3)}^{-1} = \frac{X_{1(2\, 3)}}{X_{2(2\, 3)}}.
\]
(2.18)
As expected, (2.17) vanishes in the bosonic limit. This superconformal invariant was first written by Park [1] with a different notation
\[
I = \frac{1}{2} \left( \frac{X_{1}^2}{X_{1}^2} + \frac{\tilde{X}_{1}^2}{\tilde{X}_{1}^2} \right) - 1 = \frac{1}{2} Q^2, \quad J = \frac{1}{2} \left( \frac{X_{1}^2}{X_{1}^2} - \frac{\tilde{X}_{1}^2}{\tilde{X}_{1}^2} \right) = -Q.
\]
(2.19, 2.20)
As we will see in the next section, \( Q \) and \( Q^2 \) are the only spinless superconformal invariant that can be written in the three-point function.

2.2 Four-Point Function Invariants

In flat space we can always go from point \( i \) to point \( j \) by first passing through a third point \( k \):
\[
x_{ij} = x_{ik} + x_{kj}.
\]
A similar statement holds for the supersymmetric version of the distance \( x_{ij} \),
\[
x_{ij} = x_{ik} + x_{kj} - 2i \theta_{ik} \sigma \theta_{jk}.
\]
(2.21)
We can further extend this notion to the vectors given in (2.14)
\[
X_{r(s)} = X_{r(s \, u)} + X_{r(u \, t)} - 4i \tilde{\Theta}_{r(s)} \tilde{\Theta}_{r(t \, u)},
\]
(2.22)
and the Grassmann coordinates (2.15),
\[
\Theta_{r(s)} = \Theta_{r(s \, u)} + \Theta_{r(u \, t)}, \quad \bar{\Theta}_{r(s)} = \bar{\Theta}_{r(s \, u)} + \bar{\Theta}_{r(u \, t)}.
\]
(2.23)
At first sight, one might think that there are six four-vectors that transform homogeneously at a given point, say \(z_1\). But, from (2.22) and using that \(X_r(s,t) = 0\), we end up with only two at every point. The same is true for the Grassmann coordinates. In general \(N\)-point functions, there will be \(N - 2\) vectors and Grassmann coordinates \([1,36]\).

For the moment, we will work on the basis \(r(st) = \{1(23), 1(43)\}\). Later, we will see that every superconformal invariant can be written in this basis. This also shows that \(Q\) and \(Q^2\), as given in (2.17) and below, are the only three-point function invariants.

In non-supersymmetric theories, there are two conformal invariant functions

\[
u = \langle 1 \ 2 \rangle \langle 3 \ 4 \rangle \langle 1 \ 3 \rangle \langle 2 \ 4 \rangle, \quad v = \langle 1 \ 4 \rangle \langle 2 \ 3 \rangle \langle 1 \ 3 \rangle \langle 2 \ 4 \rangle\]

(2.24)

The supersymmetric extension of these cross-ratios are given by

\[
\begin{align*}
\nu_{rs,tu} &= \langle \bar{r} t \rangle \langle \bar{s} u \rangle \langle \bar{r} t \rangle \langle \bar{s} t \rangle, \\
v_{rs,tu} &= \frac{1}{2} \text{tr} \left( \hat{x}_t \hat{x}_t \bar{x}_u \hat{x}_u \right). 
\end{align*}

(2.25)

Since their \(\theta_i \rightarrow 0\) limit is non-vanishing, every other nilpotent superconformal invariant that we write will be multiplied by an arbitrary function of these \(\nu\) and \(v\) terms.

Using (2.21) we can relate any \(u_{rs,tu}\) and \(v_{rs,tu}\) with any other pair \(u_{r's',t'u'}\) and \(v_{r's',t'u'}\) plus some \(\theta^2\) term. The simplest way to do so is by using the \(X\) and \(\Theta\) coordinates. In terms of the \(X\)s we have

\[
\begin{align*}
\frac{X^2}{X^2} &= \frac{x_{a3}^2 x_{b1}^2}{x_{a1}^2 x_{b3}^2} = u_{ab,31}, \\
\frac{\text{tr} \left( X_a \cdot \hat{X}_b \right)}{X^2} &= \frac{\text{tr} \left( x_{1a} \hat{x}_{a3} x_{3b} \hat{x}_{b1} \right)}{x_{a1}^2 x_{b3}^2} = 2 v_{b, a, 13},
\end{align*}

(2.26)

where we have defined,

\[X_a \equiv X_{1(a3)}\]

(2.27)

One might think that terms such as

\[
\frac{X^2}{X^2},
\]

(2.28)

are new superconformal invariants, but from (2.14) and (2.22) it is easy to see that

\[\hat{X}_a = X_a - 4i \hat{\Theta}_a \hat{\Theta}_a,\]

(2.29)

therefore

\[
\frac{X^2}{X^2} = \frac{X^2}{X^2} \left( 1 - 4i \hat{\Theta}_b X_b \hat{\Theta}_b \right),
\]

(2.30)

and a similar relation holds for \(\text{tr} \left( \hat{X}_a \cdot \hat{X}_b \right) / X^2\). If instead of \(X_{1(a3)}\), we take \(X_{i(aj)}\) for \(i = 2, 3, 4\) we find,

\[
\begin{align*}
\frac{X^2}{X^2} &= u_{ab, i j}, \\
\frac{\text{tr} \left( X_{i(aj)} \cdot \hat{X}_{i(bj)} \right)}{X_{i(bj)}^2} &= 2 v_{b, a, i j}.
\end{align*}
\]

(2.31)
Terms such as \( X_{i}^{2}/X_{j}^{2} \) are superconformal invariants only if \( i = j \). A trace with more than two \( X \) terms, \( \text{tr} \left( X^{2n} \right) \) can always be rewritten as a sum of the cross-ratios by using

\[
\left( \sigma^{a} \tilde{\sigma}^{b} \sigma^{c} + \sigma^{c} \tilde{\sigma}^{b} \sigma^{a} \right)_{\alpha\beta} = 2 \left( \eta^{a} \sigma^{b} - \eta^{a} \sigma^{c} - \eta^{c} \sigma^{b} \right)_{\alpha\beta}, \quad (2.32a)
\]

\[
\left( \sigma^{a} \tilde{\sigma}^{b} + \sigma^{b} \tilde{\sigma}^{a} \right)_{\alpha} = -2 \eta^{a} \delta_{\alpha}, \quad (2.32b)
\]

since we only have two \( X \)-terms that can appear in such expression.

We can now easily relate \( u_{ab,ij} \) with \( u_{ij,ab} \)

\[
u_{ij,ab} = \frac{X_{a}^{2}}{X_{b}^{2}} = \frac{X_{a}^{2}}{X_{b}^{2}} + \mathcal{O} \left( \Theta \bar{\Theta} \right) = u_{ab,ij} + \cdots, \quad (2.33)
\]

where \( \cdots \) means terms proportional to \( \theta \bar{\theta} \). A similar relations hold for the \( v \)'s defined in (2.31). Finally, note that,

\[
\left\langle \bar{1} \ 3 \right\rangle \left\langle \bar{2} \ 4 \right\rangle = \frac{X_{i(42)}^{2}}{X_{i(32)}^{2}} = \frac{\left( X_{i(23)} - X_{i(43)} \right)^{2}}{X_{i(32)}^{2}} + \mathcal{O} \left( \Theta \bar{\Theta} \right) = 1 - v_{24,13} + u_{42,31} + \cdots. \quad (2.34)
\]

We can perform a similar exercise for any other combination. This shows that any arbitrary function \( f \left( u_{ab,cd}, v_{ij,kl} \right) \) can be written as \( f \left( u_{24,31}, v_{42,13} \right) \) up to fermionic terms, as already mentioned.

Therefore, our first term of the \( \Theta \)-expansion of \( F(z_{1}, z_{2}, z_{3}, z_{4}) \) is just an arbitrary function of the cross-ratios, as expected,

\[
F(z_{1}, z_{2}, z_{3}, z_{4}) = A \left( u, v \right) + \mathcal{O} \left( \Theta \bar{\Theta} \right). \quad (2.35)
\]

At the first \( \Theta \) level, the only scalar we can construct with zero \( U(1) \)-charge are

\[
\frac{\Theta_{i(a,j)} X_{i(b,j)}^{n+1} \tilde{\Theta}_{i(c,j)}}{X_{i(d,j)}^{n+1}}, \quad (2.36)
\]

for \( i = 1, 2, 3, 4 \). Using \( (2.32) \), we can write any of those terms as a function of

\[
\Theta_{i(a,j)} \tilde{X}_{i(b,j)}^{-1} \tilde{\Theta}_{i(c,j)} \quad (2.37)
\]

times an arbitrary function of the cross-ratios. We now show that we can write any term in \( (2.37) \) as a function of,

\[
(a \ b \ c) = \Theta_{a} \tilde{X}_{k}^{-1} \tilde{\Theta}_{c}, \quad (2.38)
\]

times an arbitrary function of the cross-ratios up to \( \mathcal{O} \left( \Theta^{2} \tilde{\Theta}^{2} \right) \). In order to do so, we need to generalize the relation (2.52) and (2.53) in \[2\]:

\[
\tilde{x}_{j} X_{i(j,k)} \tilde{x}_{i} = \frac{1}{X_{i(k,j)}^{2}} \tilde{x}_{k(j,i)}, \quad (2.39a)
\]

\[
\frac{x_{i}^{2}}{x_{j}^{2}} \Theta_{i(j,k)} x_{i} = \frac{1}{X_{j(k,i)}^{2}} \Theta_{j(k,i)} X_{j(k,i)}, \quad (2.39b)
\]
\[
x_{i j}^{-1/2} x_{j i}^i \Theta_{i (j k)} = \frac{1}{x_{j (k i)}} x_{j (k i)} \Theta_{j (k i)},
\]
which can be easily verified using
\[
x_{\tilde{a} b}^{(i)} = \bar{x}_{\tilde{a} c} + \bar{x}_{\tilde{a} b} + 4 i \bar{\Theta}_{a c} \theta_{b c}.
\]

For example,
\[
\Theta_{1(3)} \tilde{X}_{1(b)}^{-1}(3) \tilde{\Theta}_{1(c)} = \Theta_{1(3)} \tilde{X}_{1(b)}^{-1}(3) \tilde{\Theta}_{1(c)} + \cdots.
\]

At the \( \Theta, \bar{\Theta} \) level, we can have either
\[
\tilde{x}_{\tilde{a} b} = \bar{x}_{\tilde{a} c} + \bar{x}_{\tilde{a} b} + 4 i \bar{\Theta}_{a c} \theta_{b c}.
\]
Using the Fierz identities, we can relate any of these superconformal invariants with \((abc)(def)\). First, we can check that

\[
\left( \Theta_a \tilde{\Theta}_b \right) \left( \tilde{\Theta}_c \Theta_d \right) = \frac{1}{\text{tr} (x \cdot y)} \left( (\Theta_a x \tilde{\Theta}_c) (\Theta_b y \tilde{\Theta}_d) + (a \leftrightarrow b) + (c \leftrightarrow d) \right),
\]

for any two vector \(x\) and \(y\), which we can choose as \(X_{1(23)}\) and \(X_{1(43)}\). Thus, these terms reduce to the \((abc)(def)\) type of terms.

Note that we can write any \(\left( \Theta_a X_b \tilde{X}_c \tilde{\Theta}_d \right)\) as a function of \(\left( \Theta_a \tilde{\Theta}_d \right)\) and \(\left( \Theta_a X_2 \tilde{X}_4 \tilde{\Theta}_d \right)\) using \((2.32)\), and similarly for the \(\bar{\Theta}\) situation. Now we can check that

\[
\left( \Theta_a X_2 \tilde{X}_4 \tilde{\Theta}_d \right) \left( \tilde{\Theta}_c \bar{\Theta}_d \right) = \left[ (a \leftrightarrow 2c) (b \leftrightarrow 4d) + (a \leftrightarrow 2d) (b \leftrightarrow 4c) \right] \left( X_2^2 X_4^2 \right),
\]

\[
\left( \Theta_a \tilde{\Theta}_b \right) \left( \tilde{\Theta}_c X_2 \tilde{X}_4 \bar{\Theta}_d \right) = \left[ (a \leftrightarrow 2c) (b \leftrightarrow 4d) + (a \leftrightarrow 4d) (b \leftrightarrow 2c) \right] \left( X_2^2 X_4^2 \right).
\]

The \(\left( \Theta_a X_b \tilde{X}_c \tilde{\Theta}_d \right) \left( \tilde{\Theta}_e X_f \tilde{X}_g \bar{\Theta}_h \right)\) terms are trivially reduced to the previous cases except for \(a = e = 2\) and \(d = h = 4\). In those cases, one can finally show that

\[
\left( \Theta_a X_2 \tilde{X}_4 \tilde{\Theta}_d \right) \left( \tilde{\Theta}_c X_2 \tilde{X}_4 \tilde{\Theta}_d \right) = X_2^2 (2 \ 2 \ 4 \ 4 \ 2 \ 4 \ 2) + \frac{\text{tr} (X_2 \cdot \tilde{X}_4)}{X_2^2 X_4^2} (2 \ 2 \ 2 \ 4 \ 4 \ 4 \ 4 \ 4)
\]

\[
- X_4^2 (2 \ 4 \ 2 \ 4 \ 4 \ 4) .
\]

Thus, at the second order in \(\Theta \bar{\Theta}\) we can write everything as a function of the \((abc)(def)\) terms. But not all of those 64 terms are linearly independent. Everything can be written in terms of 18 independent terms. We can choose the following basis

\[
\{(2 \ 2 \ 2)^2\},
\]

\[
\{(2 \ 4 \ 4) (2 \ 2 \ 4)\},
\]

\[
\{(2 \ 4 \ 2) (2 \ 2 \ 4 \ (2 \ 2 \ 4) (2 \ 4 \ 4)\},
\]

\[
\{(2 \ 2 \ 4) (2 \ 4 \ 2) (2 \ 4 \ 2) (2 \ 4 \ 2)\},
\]

\[
\{(2 \ 4 \ 4) (2 \ 4 \ 2) (2 \ 4 \ 2) (2 \ 4 \ 2) (2 \ 2 \ 4) (2 \ 4 \ 4) (2 \ 2 \ 4) (2 \ 4 \ 4)\},
\]

\[
\{(2 \ 4 \ 2) (2 \ 4 \ 2)\},
\]

\[
\{(2 \ 2 \ 4) (2 \ 4 \ 4)\},
\]

\[
\{(2 \ 4 \ 4) (2 \ 4 \ 2)\},
\]

\[
\{(4 \ 2 \ 2) (4 \ 4 \ 2)\},
\]

\[
\{(4 \ 4 \ 2) (4 \ 2 \ 2)\},
\]

\[
\{(4 \ 4 \ 4) (4 \ 4 \ 4)\}.
\]

We can write any of the remaining 45 terms as a linear combination of \((2.51)\). This can be verified by with the help of the following relations

\[
\frac{(a \ m \ b) (a \ n \ b)}{(X_m \cdot X_n)} = \frac{(a \ p \ b) (a \ q \ b)}{(X_p \cdot X_q)},
\]
\[
\frac{2(amb)(amc)}{X_m^2} = \frac{(amb)(anc) + (anc)(amb)}{(X_n \cdot X_m)}, \tag{2.52b}
\]
\[
\frac{2(amb)(cmb)}{X_m^2} = \frac{(amb)(cnb) + (anc)(cmb)}{(X_n \cdot X_m)}, \tag{2.52c}
\]
\[
\frac{(amb)(cmd) + (amb)(cmb)}{X_m^2} = \frac{(amb)(cnb) + (anc)(cmb)}{X_n^2}. \tag{2.52d}
\]

From what we learned from the previous case, we can rotate our basis and reach any \(\{i (j k)\}\) basis. Thus, we have exhausted all the possibilities at order \(\Theta^2 \bar{\Theta}^2\). Therefore, our \(f\) function is,

\[
F(z_1, z_2, z_3, z_4) = A + \sum_{a,b,c=2,4} B_{a,b,c} (a b c) + \sum_{a_i=2,4} C_{a_i} (a_1 a_2 a_3) (a_4 a_5 a_6) + \mathcal{O}(\Theta^3 \bar{\Theta}^3),
\]

where the \(C_{a_i}\) are arbitrary function of the cross-ratios and non-zero only for the cases listed in (2.51).

The \(\Theta^3 \bar{\Theta}^3\) case is now almost straightforward. From the previous discussion, we know that we can only have structures of the type

\[
(a_1 b_1 c_1) (a_2 b_2 c_2) (a_3 b_3 c_3). \tag{2.54}
\]

The only question is, which structures are independent. Since our basis 1 \((a 3)\) can only take two values, \(a = 1, 2\), we have only two types of terms

\[
(\psi X \bar{\chi}) (\psi Y \bar{\chi}) (\eta Z \bar{\xi}) = \frac{1}{4} (\psi^2) (\bar{\chi}^2) (\eta Z \bar{\xi}) \left( \text{tr} \bar{X} Y \right), \tag{2.55a}
\]
\[
(\psi X \bar{\chi}) (\eta Y \bar{\chi}) (\psi Z \bar{\xi}) = - \frac{1}{4} (\psi^2) (\bar{\chi}^2) (\eta Y \bar{X} Z \bar{\xi}). \tag{2.55b}
\]

Therefore, since

\[
X_a \bar{X}_b X_c = \int \frac{X_a X_b^2}{\left[ X_a (X_b \cdot X_a) + X_b (X_a^2) \right]} \quad \text{if} \quad b = c \quad a = c, \tag{2.56}
\]

the only terms that we can have are

\[
(\Theta_2^2) (\bar{\Theta}_2^2) (4 a 4), \tag{2.57a}
\]
\[
(\Theta_2^2) (\bar{\Theta}_4^2) (4 a 2), \tag{2.57b}
\]
\[
(\Theta_4^2) (\bar{\Theta}_2^2) (2 a 4), \tag{2.57c}
\]
\[
(\Theta_4^2) (\bar{\Theta}_4^2) (2 a 2). \tag{2.57d}
\]

which can be arranged as,

\[
(2 2 2)^2 (4 a 4), \quad (2 2 2) (4 4 4) (4 a 2), \tag{2.58a}
\]
\[
(4 4 4)^2 (2 a 2), \quad (2 2 2) (4 4 4) (2 a 4). \tag{2.58b}
\]
Finally, now it is easy to see that the $\Theta^4 \bar{\Theta}^4$ term is unique,

$$(2.2.2)^2 (4.4.4)^2,$$ (2.59)

and higher order in $\Theta \bar{\Theta}$ vanish. Thus, the most general solution for $F(z_1, z_2, z_3, z_4) = F(Z_a)$ is given by

$$F(Z_a) = A_1 + 4iB_1 (222) + 4iB_2 (242) + 4iB_3 (224) + 4iB_4 (244) + 4iB_5 (422)$$

$$+ 4iB_6 (442) + 4iB_7 (424) + 4iB_8 (444) + C_1 (222) (222) + C_2 (244) (224)$$

$$+ C_3 (242) (224) + C_4 (222) (244) + C_5 (222) (442) + C_6 (242) (422)$$

$$+ C_7 (244) (222) + C_8 (242) (444) + C_9 (222) (424) + C_{10} (222) (444)$$

$$+ C_{11} (224) (442) + C_{12} (242) (424) + C_{13} (244) (424) + C_{14} (224) (444)$$

$$+ C_{15} (422) (444) + C_{16} (424) (442) + C_{17} (442) (242) + C_{18} (444) (444)$$

$$+ 4iD_1 (222) (222) (424) + 4iD_2 (222) (222) (444) + 4iD_3 (222) (444) (242)$$

$$+ 4iD_4 (244) (444) (424) + 4iD_5 (444) (444) (222) + 4iD_6 (444) (444) (242)$$

$$+ 4iD_7 (222) (444) (244) + 4iD_8 (222) (444) (244) + E_1 (222)^2 (444)^2.$$ (2.60)

The form of (2.60) allows to change $X_1(23)$ by $X_1(43)$ in (2.1), and this will only imply a shift in the $f(u, v)$ functions. Furthermore, we can also make a change of basis, as we will later do, by following the same procedure as in (2.44). This will allow us to impose constrains at any point of the four point function.

### 3 Imposing Constraints to the Four-Point Function

Plugging (2.60) into (2.1) give us the most general four-point function, but, as we already know from experience with the three-point functions, shortening conditions impose relations among the different structures. In this section we will study such constraints in the case of the four-point function. We will study three systems of increasing complexity. The simplest system consist only on chiral and anti-chiral fields

$$\langle \Phi(z_1) \bar{\Phi}(z_2) \Phi(z_3) \bar{\Phi}(z_4) \rangle.$$ (3.1)

Such fields satisfy

$$\bar{D}_a \Phi = D_a \bar{\Phi} = 0.$$ (3.2)

We are also interested in a mixed system of chirals and current-multiplets,

$$\langle J(z_1) J(z_2) \Phi(z_3) \bar{\Phi}(z_4) \rangle,$$ (3.3)

where the current-multiplets satisfy

$$D^2 J = \bar{D}^2 J = 0.$$ (3.4)

Finally, we will study a system with only conserved currents

$$\langle J(z_1) J(z_2) J(z_3) J(z_4) \rangle.$$ (3.5)
3.1 From Superderivatives to Superconformal Covariant Derivatives

In order to understand the constraints (3.2) and (3.4) we first need to see how the super-derivatives acts on $Z_{a(bc)}$ coordinates. It is not hard to generalize the action of the super-derivatives on the $Z_{a(bc)}$ given in [2]:

$$D_{ja} X^a_{i(jk)} = 0, \quad D_{ja} \Theta^a_{i(jk)} = 0, \quad D_{ja} \bar{\Theta}^a_{i(jk)} = 0,$$

$$D_{ka} X^a_{i(jk)} = i \frac{1}{i \langle j \ i \rangle} (x_{ij})_{\alpha \dot{\alpha}} \epsilon^{\alpha \beta}, \quad D_{ka} \bar{\Theta}^a_{i(jk)} = 0.$$

By inspecting (3.6) it is natural to define the superconformal covariant derivatives:

$$\mathcal{D}_a = \frac{\partial}{\partial \Theta^a_{i(jk)}} - 2i (\sigma^a_{\dot{\alpha}} \bar{\Theta}^a_{i(jk)})_{\alpha \dot{\alpha}} \frac{\partial}{\partial X^a_{i(jk)}}, \quad \bar{\mathcal{D}}_a = - \frac{\partial}{\partial \Theta^a_{i(jk)}},$$

$$\bar{Q}_{\dot{a}} = \frac{\partial}{\partial \Theta^a_{i(jk)}} + 2i (\Theta^a_{i(jk)} \sigma^a_{\dot{\alpha}})_{\dot{\alpha}} \frac{\partial}{\partial X^a_{i(jk)}}, \quad Q_{a} = - \frac{\partial}{\partial \Theta^a_{i(jk)}}.$$

As we will see later, the shortening conditions (3.2) and (3.4) acting on the four-point function take a simpler form as a superconformal covariant derivative (3.7) acting on $F(Z_a)$.

3.2 $\langle \Phi \tilde{\Phi} \Phi \tilde{\Phi} \rangle$

The simplest four-point function that we can solve is

$$\langle \Phi(z_1) \tilde{\Phi}(z_2) \Phi(z_3) \tilde{\Phi}(z_4) \rangle = \frac{1}{\langle 21 \rangle^q \langle 43 \rangle^q} F(Z_a),$$

where $F(Z_a)$ is given by (2.60).

The most straightforward way to solve (3.5) is by using a system which is explicitly chiral at $z_{1,3}$ and anti-chiral at $z_{2,4}$. A basis with such behavior is

$$X_a = X_{a(b)}^1, \quad \Theta_a = \Theta_{a(b)}^1, \quad \bar{\Theta}_a = \bar{\Theta}_{a(b)}^1.$$
Although the cross-ratios $U$ and $V$,

$$U = \frac{X_2^2}{X_4^2} = \frac{\langle 23 \rangle \langle 41 \rangle}{\langle 43 \rangle \langle 21 \rangle}, \quad V = \frac{(X_2 \cdot X_4)}{X_4^2} = -\frac{1}{2} \text{tr} \left( \frac{X_{12} X_{24}}{\langle 21 \rangle \langle 43 \rangle} \right).$$

(3.10)

have the right chirality for every $z_i$, they do not reduce to the standard cross-ratios in the bosonic case. Thus, we will use

$$u = \frac{1}{1 + U - 2V}, \quad v = \frac{U}{1 + U - 2V},$$

(3.11)

which in the bosonic limit are

$$u|_{\theta, \bar{\theta} \to 0} = \frac{\langle 12 \rangle \langle 34 \rangle}{\langle 13 \rangle \langle 24 \rangle}, \quad v|_{\theta, \bar{\theta} \to 0} = \frac{\langle 14 \rangle \langle 23 \rangle}{\langle 13 \rangle \langle 24 \rangle},$$

(3.12)

as desired.

Using (3.6), we can write the constraints to the four-point function as differential equations acting on the $F$ function in (3.8). Explicitly,

$$D_4 \alpha \tilde{\Phi}(z_4) = 0 \Rightarrow Q_{4\alpha} F(Z) = 0,$$

(3.13a)

$$D_2 \alpha \tilde{\Phi}(z_2) = 0 \Rightarrow Q_{2\alpha} F(Z) = 0,$$

(3.13b)

$$\bar{D}_3 \alpha \Phi(z_3) = 0 \Rightarrow (\bar{D}_{2\alpha} + \bar{D}_{4\alpha}) F(Z) = 0,$$

(3.13c)

It is simple to see that the first two constraints totally fix $F(Z_a)$ setting all the $B$s, $C$s and $E_1$ functions to vanish. Therefore,

$$\langle \Phi(z_1) \tilde{\Phi}(z_2) \Phi(z_3) \tilde{\Phi}(z_4) \rangle = \frac{1}{\langle 21 \rangle^q \langle 43 \rangle^q} A_1(u, v),$$

(3.14)

with $u$ and $v$ given above.

Since we never used the chirality property of the $\Phi$s, one might wonder what happens when the chiral fields are replaced by arbitrary scalar multiplets. Taking the scalar fields $\mathcal{O}_1$ and $\mathcal{O}_2$ with $U(1)_R$-charges $(q_1, \bar{q}_1)$ and $(q_2, \bar{q}_2)$ respectively, we find

$$\langle \mathcal{O}_1(z_1) \tilde{\Phi}(z_2) \mathcal{O}_2(z_3) \tilde{\Phi}(z_4) \rangle = \frac{(X_2^2)^{\bar{q}_1 - q_1}}{\langle 21 \rangle^q \langle 41 \rangle^q \langle 13 \rangle^q \langle 31 \rangle^q} A_1(u, v),$$

(3.15)

with $q_1 + q_2 = \bar{q}_1 + \bar{q}_2 + 2\bar{q}$. Note that the fact that (3.14) and (3.15) do not depend on any nilpotent structure simplified the computation of the super Casimir acting on the four-point function [27, 34].

### 3.3 $\langle J J \Phi \bar{\Phi} \rangle$

More interesting is the case where the first two fields are replaced by two current-multiplets,

$$\langle J(z_1) J(z_2) \Phi(z_3) \bar{\Phi}(z_4) \rangle = \frac{1}{\langle 12 \rangle \langle 21 \rangle \langle 43 \rangle^q} F(Z_a).$$

(3.16)
Again, we first set, as in the previous computation, a basis which is explicitly chiral at \(z_3\) and anti-chiral at \(z_4\), which as before is given by
\[
X_a = X_{1(a3)}, \quad \Theta_a = \Theta_{1(a3)}, \quad \bar{\Theta}_a = \bar{\Theta}_{1(a3)}.
\]
(3.17)

We define the cross-ratios as in (3.11).

A short computation shows
\[
\begin{align*}
D_2^2 \frac{1}{(12)} \langle 21 \rangle F (Z_{1(23)}) &= \frac{1}{(21)^3} \bar{D}_2 F (Z_{1(23)}) , \\
\bar{D}_2^2 \frac{1}{(12)} \langle 21 \rangle F (Z_{1(23)}) &= \frac{1}{(21)^3} D_2 F (Z_{1(23)}) ,
\end{align*}
\]
(3.18)
(3.19)

with \(\mathcal{D}\) and \(\bar{\mathcal{D}}\) defined as in (3.7). The constraints at \(z_3\) and \(z_4\) are the same as in (3.13). Thus, the constraints at points 2, 3 and 4 take a simple form:
\[
\begin{align*}
D_{4a} \Phi(z_4) = 0 &\quad \Rightarrow \quad \mathcal{D}_{4a} F (Z_a) = 0 , \quad (3.20a) \\
\bar{D}_{3a} \Phi(z_3) = 0 &\quad \Rightarrow \quad (Q_{3a} + Q_{4a}) F (Z_a) = 0 , \quad (3.20b) \\
\bar{D}_2^2 J(z_2) = 0 &\quad \Rightarrow \quad \bar{D}_2^2 F (Z_a) = 0 , \quad (3.20c) \\
\bar{D}_2^2 J(z_2) = 0 &\quad \Rightarrow \quad D_2^2 F (Z_a) = 0 , \quad (3.20d)
\end{align*}
\]

with
\[
\begin{align*}
\mathcal{D}_{\alpha a} &= \frac{\partial}{\partial \Theta_{a}^{\alpha}} - 2i (\sigma^c \bar{\Theta}_{a})_{\alpha} \frac{\partial}{\partial X_{b}^{c}} , & \bar{\mathcal{D}}_{\bar{a} \bar{a}} &= - \frac{\partial}{\partial \bar{\Theta}_{a}^{\bar{a}}} , \\
\bar{Q}_{a \bar{a} \bar{a}} &= \frac{\partial}{\partial \bar{\Theta}_{a}^{\bar{a}}} + 2i (\Theta_{a}^{\bar{a}} \sigma^c) \frac{\partial}{\partial X_{b}^{c}} , & Q_{a \alpha} &= - \frac{\partial}{\partial \Theta_{a}^{\alpha}} .
\end{align*}
\]
(3.21)
(3.22)

Note that we haven’t written the constraints coming from the conservation of \(J(z_1)\). In order to find a simple set of equations for those constraints, we will rotate the basis for the \(Z\)s in \(F (Z_a)\).

The simplest constraint to solve is (3.20a), which implies \(B_i = C_i = D_i = E_i = 0\) except for \(B_1, B_2, B_5, B_6, C_1, C_5, C_6\) and \(C_{17}\), which remain unconstrained. Chirality at \(z_3\), (3.20b), relates the \(B\) terms
\[
B_5 = - B_1 \quad \text{and} \quad B_6 = - B_2 ,
\]
(3.23)
and sets to zero the remaining \(C\) terms. (3.20d) does not impose any new constraints, while (3.20c), give us one differential equation
\[
0 = \frac{1}{2} \left( u^2 (v + 1) \partial_u \partial_v A_1 - \frac{1}{2} u^2 v \partial_u A_1 - \frac{1}{2} u^2 \partial_v A_1 - \frac{1}{2} v (u - v + 1) \partial_v A_1 + \frac{1}{2} u (u - v - 1) \partial_u B_1 + \frac{1}{2} v (u - v + 1) \partial_u B_2 + \frac{1}{2} v (u - v + 1) \partial_v B_1 + \frac{v}{2u} (u(v + 1) - (v - 1)^2) \partial_v B_2 + B_1 .
\]
(3.24)
In order to apply the constraints coming from the conservation of \( \mathcal{J}(z_1) \), we rewrite our coordinates and the correlator. We first note that

\[
\Theta_{1(a3)} X_{1(b3)} \Theta_{1(c3)} = - \frac{1}{X^2_{3(a1)} X^2_{3(b1)} X^2_{3(c1)}} \left( \Theta_{3(a1)} X_{3(b1)} \Theta_{3(c1)} \right), \tag{3.25}
\]

and also

\[
U = \frac{X^2_{1(23)}}{X^2_{1(43)}} = \frac{x_{23}^2 x_{41}^2}{x_{21}^2 x_{43}^2} = \frac{X^2_{3(41)}}{X^2_{3(21)}}, \tag{3.26}
\]

\[
V = \frac{X^2_{1(23)} \cdot X^2_{1(43)}}{X^2_{1(42)}} = \frac{X^2_{3(21)} \cdot X^2_{3(41)}}{X^2_{3(21)}}. \tag{3.27}
\]

Thus, now we can write our correlator as,

\[
\langle \mathcal{J}(z_1) \mathcal{J}(z_2) \Phi(z_3) \Phi(z_4) \rangle = \frac{1}{\langle 2 \rangle \langle 3 \rangle \langle 2 \rangle \langle 4 \rangle \langle 1 \rangle \langle 3 \rangle \langle 1 \rangle} \left( \frac{F(Z_{3(a1)})}{X^2_{3(12)} X^2_{3(21)}} \right). \tag{3.28}
\]

The constraints coming from \( \mathcal{J}(z_1) \) now read

\[
D_1^2 \mathcal{J}(z_1) = 0 \quad \Rightarrow \quad (\bar{Q}_2 + \bar{Q}_4)^2 \left( \frac{F(Z_{3(a1)})}{X^2_{3(12)} X^2_{3(21)}} \right) = 0, \tag{3.29a}
\]

\[
\bar{D}_1^2 \mathcal{J}(z_1) = 0 \quad \Rightarrow \quad (Q_2 + Q_4)^2 \left( \frac{F(Z_{3(a1)})}{X^2_{3(12)} X^2_{3(21)}} \right) = 0. \tag{3.29b}
\]

It is not hard to check that \( (3.29b) \) does not give any new equation, and \( (3.29a) \) just gives us \( (3.24) \) again. Therefore, finally have the four-pint function

\[
\langle \mathcal{J}(z_1) \mathcal{J}(z_2) \Phi(z_3) \Phi(z_4) \rangle = \frac{1}{\langle 1 \rangle \langle 2 \rangle \langle 1 \rangle \langle 3 \rangle \langle 4 \rangle} \left( A_1 + 4i [(222) - (422)] B_1 + 4i [(242) - (442)] B_2 \right), \tag{3.30}
\]

with \( (3.24) \) relating the terms.

As seen above, the chirality constraints \( (3.20a,3.20b) \) are very restrictive. Indeed, we can replace the currents for general operators \( O_1 \) and \( O_2 \)

\[
\langle O_1(z_1) O_2(z_1) \Phi(z_3) \Phi(z_4) \rangle = \frac{(X_2^2 X_4^2)^{2q_1 - q_2}}{\langle 1 \rangle^{q_1} \langle 2 \rangle^{q_2} \langle 1 \rangle \langle 4 \rangle} \left( A_1 + 4i [(222) - (422)] B_1 + 4i [(242) - (442)] B_2 \right), \tag{3.31}
\]

such that the total \( U(1)_R \)-charge is zero, i.e., \( q_1 + q_2 = \bar{q}_1 + \bar{q}_2 \).

It is easy to see that \( (3.30) \) and \( (3.31) \) corresponds to the s-channel four-point function. In order to bootstrap this system, we also need the t-channel propagator. In the Bosonic limit, this propagator is given by

\[
\langle \mathcal{J}(z_1) \Phi(z_2) \Phi(z_3) \mathcal{J}(z_4) \rangle \bigg|_{\delta_1 = \delta_2 = 0} = \frac{1}{\langle 1 \rangle^{(q+2)/2} \langle 3 \rangle^{(q+2)/2}} \left( \frac{2}{4} \right)^{(2-q)/2} \left( \frac{1}{4} \right),
\]
In order to write the full supersymmetric propagator, we first need to define a basis. In this case, we will work with $\mathbf{Z}_{4(02)}$. In this basis, the cross-ratios which have the right bosonic limit are given by

$$u = \frac{U}{V}, \quad v = \frac{1}{V}, \quad U = \frac{X_1^2}{X_3^2}, \quad V = 1 + \frac{X_1^2}{X_3^2} - 2 \frac{X_1 \cdot X_3}{X_3^2}.$$  

The right four-point function should have the right $\langle 1 4 \rangle \langle 4 1 \rangle$ factor and the right (anti-)chirality for $(z_1)z_3$. Thus, the full supersymmetric four point function in the t-channel is given by

$$\langle \mathcal{J}(z_1) \Phi(z_2) \Phi(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{\langle 1 4 \rangle \langle 4 1 \rangle \langle 3 2 \rangle} u^{-\frac{(q+2)}{2}} v^q F (Z_a),$$  

with $F(Z_a)$ given by (2.60) with $2 \rightarrow 1, 4 \rightarrow 3$. The constraints now read

$$D_{3a} \Phi(z_3) = 0 \quad \Rightarrow \quad \bar{D}_{3a} F (Z_a) = 0,$$  

$$\bar{D}_{2a} \Phi(z_2) = 0 \quad \Rightarrow \quad (Q_{1a} + Q_{3a}) F (Z_a) = 0,$$  

$$\bar{D}_1^2 \mathcal{J}(z_1) = 0 \quad \Rightarrow \quad \bar{D}_1^2 F (Z_a) = 0,$$  

$$\bar{D}_1^2 \mathcal{J}(z_1) = 0 \quad \Rightarrow \quad \bar{D}_1^2 \left( u^{-\frac{(q+2)}{2}} v^q F (Z_a) \right) = 0,$$

where again, we will compute the constraints at $z_4$ after rotating the basis. Just as before, $\mathbf{(3.36a)}$ set to zero all the $\mathbf{B}_1, \mathbf{C}_1, \mathbf{D}_1$, and $\mathbf{E}_1$, except for $\mathbf{B}_1, \mathbf{B}_2, \mathbf{B}_5, \mathbf{C}_1, \mathbf{C}_5, \mathbf{C}_6$ and $\mathbf{C}_{17}$. $\mathbf{(3.36b)}$ set to zero the remaining $\mathbf{C}_i$, while imposing $\mathbf{B}_5 = -\mathbf{B}_1$ and $\mathbf{B}_5 = -\mathbf{B}_2$. No new constraints come from $\mathbf{(3.36c)}$, while $\mathbf{(3.36d)}$ impose a differential equation,

$$0 = 4u((q-1)(u-1) - v)\partial_u \mathbf{A}_1 - 2v(q(-3u + v - 1) + 2(u + v - 1))\partial_v \mathbf{A}_1 + 4u^2v\partial_u^2 \mathbf{A}_1 + 4uv(u + v - 1)\partial_u \partial_v \mathbf{A}_1 + 4u(u - v - 1)\partial_u \mathbf{B}_1 + (2(q-1)((q-2)u + q + 2) - (q^2 - 4)v) \mathbf{A}_1 + 4u(u - v - 1)\partial_v \mathbf{B}_2 + \frac{4u}{v} ((u-1)^2 - (u+1)v) \partial_v \mathbf{B}_2 + 4v(u - v + 1)\partial_v \mathbf{B}_1 + \frac{1}{v} (+4(u + 1)v - 2q(u - 1)(u - v + 1) - 4(u - 1)^2) \mathbf{B}_2 + 2q(u - v + 3) - 4(u - v + 1)) \mathbf{B}_1,$$

Finally, imposing the constraints at $z_4$ will not give us any new constraint.

Our final four-point function is

$$\langle \mathcal{J}(z_1) \Phi(z_2) \Phi(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{\langle 1 4 \rangle \langle 4 1 \rangle \langle 3 2 \rangle} u^{-\frac{(q+2)}{2}} v^q \left( \mathbf{A}_1 + 4i[(111) - (311)] \mathbf{B}_1 + 4i[(131) - (331)] \mathbf{B}_2 \right),$$

with $\mathbf{(3.37)}$ relating the functions of the cross-ratios.
If we replace the currents for long-multiplets, the four-point function is

$$\langle O(z_1) \Phi(z_2) \Phi(z_3) O(z_4) \rangle = \frac{(X_2^2 X_3^2)^{\frac{1}{2}(\tilde{q}_1 - q_2)}}{(14)^{q_2} (41)^{q_2} (32)^q} \frac{u^{\frac{q_1 + q_2 + q_3}{2}} v^{q}}{(A_1 + 4i [111] - (311)] B_1 + 4i [(131) - (331)] B_2),}$$

with $q_1 + q_2 = \tilde{q}_1 + \tilde{q}_2$.

### 3.4 $\langle \mathcal{J} \mathcal{J} \mathcal{J} \mathcal{J} \rangle$

For a system solely composed of current multiplets $\mathcal{J}$, which are not necessarily the same current, we choose our basis to be $Z_{1(a3)}$, with the cross-ratios given by (3.11). Naively, one would write the four-pint function as

$$\langle \bar{1}_2 \rangle \langle \bar{2}_1 \rangle \langle \bar{3}_4 \rangle \langle \bar{4}_3 \rangle F(Z_a),$$

which has the right s-channel limit. But the relations (3.18) and (3.19) tell us that we should have only $\langle \bar{1}_2 \rangle \langle \bar{2}_1 \rangle$ terms. Thus, the supersymmetric four-point function has to be

$$\langle \mathcal{J}(z_1) \mathcal{J}(z_1) \mathcal{J}(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{(12) \langle 21 \rangle \langle 34 \rangle \langle 43 \rangle} F(Z_a),$$

with $F(Z_a)$ given by (2.60). We can check that (3.41) has the right conformal weights, and it also reduces in the bosonic limit to the usual s-channel four-point function.

Imposing $D_4^2 \mathcal{J}(z_4) = 0$ implies $\bar{D}_2^2 F(Z_a) = 0$, which implies

$$C_2 = C_{13} = C_{14} = C_{18} = D_5 = D_6 = D_7 = D_8 = E_1 = 0.\hspace{1cm}(3.42)$$

Imposing $D_2^2 \mathcal{J}(z_2) = 0$ implies $\bar{D}_2^2 F(Z_a) = 0$, which implies

$$C_1 = C_5 = C_6 = C_{17} = D_1 = D_2 = D_3 = D_4 = 0.\hspace{1cm}(3.43)$$

The conservation equation at $z_2$, $\bar{D}_2^2 \mathcal{J}(z_2) = 0$ now reads $(Q_2 + Q_4) F(Z_a) = 0$, which imposes two relations among the remaining $C_i$ terms,

$$C_3 = -C_{11} - C_{12} - C_{16} - \frac{uC_8 + vC_9}{u + v - 1}, (3.44)$$

$$C_{15} = -C_4 - C_7 - C_{10} - \frac{uC_8 + vC_9}{u + v - 1}. (3.45)$$

In order to impose the constraints at $z_1$, we need to rotate our basis. Following the same procedure as above, we rotate to $Z_{3(a1)}$. The four-point function now reads

$$\langle \mathcal{J}(z_1) \mathcal{J}(z_1) \mathcal{J}(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{(13) \langle 31 \rangle \langle 23 \rangle \langle 32 \rangle \langle 43 \rangle \langle 34 \rangle} X_2^2 X_3^2 X_4^2 F(Z_{3(a1)}),$$

$$\text{(3.46)}$$
which can be written as
\[
\langle \mathcal{J}(z_1) \mathcal{J}(z_2) \mathcal{J}(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{\langle 13 \rangle \langle 31 \rangle \langle 23 \rangle \langle 32 \rangle \langle 43 \rangle \langle 34 \rangle} \times (1 - 4i(222)) (1 - 4i(444)) \frac{F(Z_{3(4)})}{(X^2)^2} .
\]

(3.47)

Imposing \( D_1^2 \mathcal{J}(z_1) = 0 \) implies \((Q_2 + Q_4)^2 F(Z_a) = 0 \) in the new basis, which gives us two more relations
\[
(1 + u - v)C_{10} = 16uvA_1 + 16u^2B_2 + 16uvB_1 + 16uvB_1 + 16u(v - 1)B_4 + 16uvB_6
\]
\[
+ 16uvB_7 + 16uvB_8 + 16(v - 1)vB_5 + ((u + 1)v + u + v^2)C_4
\]
\[
+ u(u - v)C_{11} + uC_{12} + u(u - v)C_{16} - \frac{u(v - 1)(u - v)C_8}{u + v - 1}
\]
\[
+ (u + v - 1)C_7 + \frac{(v - 1)u(v - v)C_9}{u + v - 1} , \quad (3.48)
\]

The remaining constraint give us 16 long differential equations, see below. Finally, the four-point function is given by
\[
\langle \mathcal{J}(z_1) \mathcal{J}(z_2) \mathcal{J}(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{\langle 12 \rangle \langle 21 \rangle \langle 13 \rangle \langle 31 \rangle \langle 14 \rangle \langle 41 \rangle} \frac{F_{\mathcal{J}\mathcal{J}\mathcal{J}\mathcal{J}}(Z_a)}{(X^2)^2} ,
\]

(3.50)

with
\[
F_{\mathcal{J}\mathcal{J}\mathcal{J}\mathcal{J}}(Z_a) = A_1 + 4iB_1(222) + 4iB_2(242) + 4iB_3(224) + 4iB_4(244) + 4iB_5(422)
\]
\[
+ 4iB_6(442) + 4iB_7(424) + 4iB_8(444) + C_3(242),
\]

(3.51)

and
\[
v(u - v + 1)C_{10} = 16uvA_1 + 16u^2B_2 + 16uvB_1 + 16uvB_1 + 16u(v - 1)B_4 + 16uvB_6
\]
\[
+ 16uvB_7 + 16uvB_8 + 16(v - 1)vB_5 + u(v - u)C_3 + u(v - u)C_8
\]
\[
- u(u - v)C_{12} + (v - 1)(u - v)C_4 + (u + v - 1)C_7 + v(v - u)C_9 , \quad (3.52a)
\]

\[
v(u - v + 1)C_{11} = 16uvA_1 + 16u^2B_2 + 16uvB_1 + 16u(v - 1)B_2 + 16uvB_3 + 16uvB_5
\]
\[
+ 16uvB_7 + 16uvB_8 + 16(v - 1)vB_5 - u(u - v)C_4 + u(-u + v + 1)C_7
\]
\[
+ uC_8 - (v - 1)(u - v)C_3 + vC_9 + (u + v - 1)C_{12} , \quad (3.52b)
\]

\[
v(u - v + 1)C_{15} = -16uvA_1 - 16u^2B_2 - 16uvB_1 - 16uvB_3 - 16u(v - 1)B_4 - 16uvB_6
\]

(3.52c)
\[-16uv \mathcal{B}_7 - 16uv \mathcal{B}_8 - 16(v-1)v \mathcal{B}_5 + \frac{u^2(u-v-1)\mathcal{C}_8}{u+v-1} + u(u-v)\mathcal{C}_3 \]
\[-u\mathcal{C}_4 + \frac{uv(u-v-1)\mathcal{C}_9}{u+v-1} + u(u-v-1)\mathcal{C}_{12} + ((v-1)^2 - u(v+1))\mathcal{C}_7, \quad (3.52c)\]
\[v(u-v+1)\mathcal{C}_{16} = -16uv\mathcal{A}_1 - 16u^2\mathcal{B}_4 - 16uv\mathcal{B}_1 - 16u(v-1)\mathcal{B}_2 - 16uv\mathcal{B}_3 - 16uv\mathcal{B}_5 \]
\[= -16uv\mathcal{B}_5 - 16uv\mathcal{B}_8 - 16(v-1)v\mathcal{B}_7 - u\mathcal{C}_3 + u(u-v)\mathcal{C}_4 \]
\[+ u(u-v-1)\mathcal{C}_7 + \frac{((v-1)^2 - u(v+1))}{u+v-1} (u\mathcal{C}_8 + v\mathcal{C}_9) \]
\[+ ((v-1)^2 - u(v+1))\mathcal{C}_{12}. \quad (3.52d)\]

We also have several differential equations, for example
\[0 = -(u+v-1)\mathcal{C}_3 - 16u^2v\partial_e\mathcal{B}_4 - 16uv^2\partial_e\mathcal{B}_1 - 16uv^2\partial_e\mathcal{B}_3 \]
\[= -16(v-1)v^2\partial_e\mathcal{B}_3 - 16v\mathcal{B}_3, \quad (3.53a)\]
\[0 = -(u+v-1)\mathcal{C}_4 + 16u(u^2-2u-v+1)\partial_e\mathcal{B}_4 + 16uv^2\partial_e\mathcal{B}_3 + 16(u-1)uv\partial_e\mathcal{B}_4 \]
\[+ 16(u-1)uv\partial_e\mathcal{B}_3 - 16v\mathcal{B}_3, \quad (3.53b)\]

plus several other differential equations involving derivatives, which can be find in the attached Mathematica file. The equation involving the $\mathcal{C}_i$ terms are the supersymmetric generalization of the ones found in [22].

4 Casimir

Having the full supersymmetric four-point functions, we are ready to apply the super Casimir operator to them. First we write the $\mathcal{N} = 1$ superconformal algebra following the conventions of [3]. The bosonic part of the algebra is given by
\[[M_{\mu \nu}, P_\mu] = i(\eta_{\mu \rho} P_\nu - \eta_{\nu \rho} P_\mu), \quad [M_{\mu \nu}, K_\rho] = i(\eta_{\mu \rho} K_\nu - \eta_{\nu \rho} K_\mu), \quad (4.1a)\]
\[[M_{\mu \nu}, M_{\rho \sigma}] = i(\eta_{\mu \rho} M_{\nu \sigma} - \eta_{\nu \rho} M_{\mu \sigma} + \eta_{\mu \sigma} M_{\rho \nu} - \eta_{\rho \sigma} M_{\mu \nu}), \quad (4.1b)\]
\[[D, P_\mu] = -i P_\mu, \quad [D, K_\mu] = iK_\mu, \quad [K_\mu, P_\nu] = 2i(\eta_{\mu \nu} D - M_{\mu \nu}), \quad (4.1c)\]

while the anti-commutators are
\[\{Q_\alpha, \tilde{Q}_\alpha\} = 2\sigma^{\mu \alpha}_{\beta} P_\mu, \quad \{S^\alpha, \tilde{S}^\alpha\} = 2\bar{\sigma}^{\mu \alpha \beta} K_\mu, \quad (4.2a)\]
\[\{Q_\alpha, S^\beta\} = -2i(\sigma^{\mu \nu})_{\alpha}^{\beta} M_{\mu \nu} + \delta^\beta_{\alpha} (2iD + 3R), \quad (4.2b)\]
\[\{\tilde{Q}_\dot{\alpha}, \tilde{S}^\dot{\beta}\} = -2i(\bar{\sigma}^{\mu \nu})_{\dot{\alpha}}^{\dot{\beta}} M_{\mu \nu} - \delta_{\dot{\beta}}^{\dot{\alpha}} (2iD - 3R), \quad (4.2c)\]

finally, the remaining of the algebra is given by
\[[D, Q_\alpha] = -\frac{i}{2} Q_\alpha, \quad [D, \tilde{Q}_{\dot{\alpha}}] = -\frac{i}{2} \tilde{Q}_{\dot{\alpha}}, \quad (4.3a)\]

\footnote{Several other conventions for the $\mathcal{N} = 1$ superconformal algebra can be found in the literature, see for example [15][27].}
\[ [D, S^\alpha] = \frac{i}{2} S^\alpha, \quad [D, \bar{S}^{\dot{\alpha}}] = \frac{i}{2} \bar{S}^{\dot{\alpha}}, \quad (4.3b) \]
\[ [R, Q_\alpha] = - Q_\alpha, \quad [R, \bar{Q}_{\dot{\alpha}}] = \bar{Q}_{\dot{\alpha}}, \quad (4.3c) \]
\[ [R, S^\alpha] = - S^\alpha, \quad (4.3d) \]
\[ [K^{\mu}, Q_\alpha] = - \sigma^{\mu}_{\alpha} \bar{S}^{\dot{\alpha}}, \quad [\bar{K}^{\dot{\mu}}, \bar{Q}_{\dot{\alpha}}] = \sigma^{\dot{\mu}}_{\dot{\alpha}} S^\alpha, \quad (4.3e) \]
\[ [P^{\mu}, \bar{S}^{\dot{\alpha}}] = \bar{\sigma}^{\mu \dot{\alpha}} \bar{Q}_{\dot{\alpha}}, \quad (4.3f) \]
\[ [M_{\mu \nu}, Q_\alpha] = - i (\sigma_{\mu \nu})^{\beta}_{\alpha} Q_\beta, \quad [M_{\mu \nu}, \bar{Q}_{\dot{\alpha}}] = i (\bar{\sigma}_{\mu \nu})^{\dot{\beta}}_{\dot{\alpha}} \bar{Q}_{\dot{\beta}}, \quad (4.3g) \]
\[ [M_{\mu \nu}, S^\alpha] = - i (\sigma_{\mu \nu})^{\beta}_{\alpha} S_\beta, \quad [M_{\mu \nu}, \bar{S}^{\dot{\alpha}}] = i (\bar{\sigma}_{\mu \nu})^{\dot{\beta}}_{\dot{\alpha}} \bar{S}_{\dot{\beta}}, \quad (4.3h) \]

and the rest of the (anti-)commutators vanish. We can represent the operators in the algebra with differential operators acting on the coordinates. Following \[3\],

\[ P_a = - i \partial_a, \quad (4.4a) \]
\[ Q_a = \frac{\partial}{\partial \theta^a} - 2i (\sigma^a \bar{\theta})_a \partial_a, \quad (4.4b) \]
\[ \bar{Q}_{\dot{a}} = - \frac{\partial}{\partial \bar{\theta}^\dot{a}} + 2i (\theta \sigma^a)_{\dot{a}} \partial_a, \quad (4.4c) \]
\[ \mathcal{R} = \theta^a \frac{\partial}{\partial \theta^a} - \bar{\theta}^\dot{a} \frac{\partial}{\partial \bar{\theta}^\dot{a}} - \frac{2}{3} (q - \bar{q}), \quad (4.4d) \]
\[ \mathcal{D} = i \left( x^a \partial_a + \frac{1}{2} \theta^a \frac{\partial}{\partial \theta^a} + \frac{1}{2} \bar{\theta}^\dot{a} \frac{\partial}{\partial \bar{\theta}^\dot{a}} + q + \bar{q} \right), \quad (4.4e) \]
\[ \mathcal{K}_a = - i \left( x^a \partial_a - 2x_a x^b \partial_b - 2\bar{x}_{-a} - 2\bar{q}_{-a} + 2i (\theta \sigma_a \bar{\theta})(\theta \sigma_b \bar{\theta}) \partial_b + (\theta \sigma_a \bar{x}_+) \sigma^a \frac{\partial}{\partial \theta^a} \right) \]
\[ +(\bar{x}_- \sigma_a \theta) \bar{\sigma}^a \frac{\partial}{\partial \bar{\theta}^\dot{a}} + 2i \left( x_+ \delta^a_{bc} - 2i (\theta \sigma_a \sigma_{bc} \bar{\theta}) \right) s_{bc}, \quad (4.4f) \]
\[ \mathcal{M}_{ab} = - i \left( x_a \partial_b - x_b \partial_a - (\sigma_{ab})_{\gamma} \theta^\gamma \frac{\partial}{\partial \theta^\gamma} + (\bar{\sigma}_{ab})^{\dot{\gamma}} \bar{\theta}^{\dot{\gamma}} \frac{\partial}{\partial \bar{\theta}^{\dot{\gamma}}} + is_{ab} \right), \quad (4.4g) \]
\[ S^\alpha = - i \left( (\theta \sigma^a \bar{x}_+) \partial_a + i \bar{x}_+ \frac{\partial}{\partial \theta^a} + 4\theta^a \theta^\beta \frac{\partial}{\partial \theta^\beta} - 4q \theta^a + 2q^a \right), \quad (4.4h) \]
\[ \bar{S}^{\dot{\alpha}} = - \left( (\bar{x}_- \sigma^a \theta) \bar{\sigma}^a \partial_a + i \bar{x}_- \frac{\partial}{\partial \bar{\theta}^\dot{a}} + 4\bar{\theta}^{\dot{\alpha}} \bar{\theta}^{\dot{\beta}} \frac{\partial}{\partial \bar{\theta}^{\dot{\beta}}} - 4q \bar{\theta}^{\dot{\alpha}} - 2q \bar{\theta}^{\dot{\beta}} \right), \quad (4.4i) \]

where \( q = \frac{1}{2} (\Delta + \frac{3}{2} r), \quad \bar{q} = \frac{1}{2} (\Delta - \frac{3}{2} r) \), with \( \Delta \) being the scaling dimension and \( r \) the \( U(1)_R \)-charge of the operator where the generators act upon, \( s_{ab} \) is the proper rotation matrix and \( s_{a\dot{b}} \) and \( s_{a\dot{b}} \) are the proper projections.

The quadratic super Casimir for this algebra is

\[ C^{(2)} = \frac{1}{2} M_{ab} M_{ab} - D^2 - \frac{1}{2} P^a K_a - \frac{1}{2} K^a P_a - \frac{3}{4} R^2 - \frac{1}{4} S^a Q_a + \frac{1}{4} Q_a S^a \]
\[ + \frac{1}{4} \bar{S}^{\dot{a}} \bar{Q}_{\dot{a}} - \frac{1}{4} \bar{Q}_{\dot{a}} \bar{S}^{\dot{a}}, \quad (4.5) \]

which for our generators reads

\[ C^{(2)} = \frac{1}{2} M_{ab} M_{ab} - D^2 - \frac{1}{2} P^a K_a - \frac{1}{2} K^a P_a - \frac{3}{4} R^2 + \frac{1}{4} S^a Q_a - \frac{1}{4} Q_a S^a \]
\[ - \frac{1}{4} \bar{S}^{\dot{a}} \bar{Q}_{\dot{a}} + \frac{1}{4} \bar{Q}_{\dot{a}} \bar{S}^{\dot{a}}. \quad (4.6) \]
The eigenvalue of a supermultiplet under (4.6) is
\[ \lambda = \frac{1}{2} j(j + 2) + \frac{1}{2} \bar{j}(\bar{j} + 2) + (q + \bar{q})(q + \bar{q} - 2) - \frac{1}{3} (q - \bar{q})^2. \] (4.7)

When acting on two different points, (4.6) acts as a differential operator (see (4.4)). Explicitly, when acting on two scalar supermultiplets, (4.6) reads
\[
C_{ij}^{(2)} = \frac{1}{2} \bar{x}^a j_{ia} \bar{D}_{ia} + \frac{1}{2} \bar{x}^a j_{ia} \bar{D}_{ia} - 2 \theta^a \bar{\theta}^a D_{j\alpha} D_{\alpha} - 2 \bar{\theta}^a \theta^a D_{j\alpha} D_{\alpha} + 2 x^a \bar{\theta}^a \bar{\theta}^a D_{j\alpha} D_{\alpha} \\
- 2 x^a \bar{\theta}^a \bar{\theta}^a D_{j\alpha} D_{\alpha} - 2 x^a \bar{\theta}^a \bar{\theta}^a D_{j\alpha} D_{\alpha} + (\bar{\sigma}^a x_{ij} \sigma^a) \bar{\theta}_{i\alpha} \bar{D}_{j\alpha} + (\sigma^a x_{ij} \sigma^a) \theta_{i\alpha} \bar{D}_{j\alpha} \\
+ 2i (\theta_{ij} \sigma^a x_{ij} \sigma^a \bar{\theta}_{i\alpha} \bar{D}_{j\alpha}) \bar{\theta}_{i\alpha} \bar{D}_{j\alpha} - 2 x^a \bar{x}^a \sigma^a \theta_{i\alpha} \bar{D}_{j\alpha} + \bar{\sigma}^a x_{ij} \bar{\sigma}^a \theta_{i\alpha} \bar{D}_{j\alpha}
\]
(4.8)

Although it would be nice to write (4.8) in term of derivatives acting on \( Z \) (see (3.41)) we found that this is not as systematic nor straightforward as one might expect. Instead, it is simpler to use the superconformal transformations and send one coordinate to \( z_j = (\infty, 0, 0) \). In this frame, the pair of \( Z_a \) coordinates is easily written as a pair of \( z_{ij} \) coordinates.

As mentioned above, we will study the simplest four-point functions with non-zero nilpotent invariants, which are (3.30), (3.31), (3.38) and (3.39). Before we proceed, it is instructive to study the \( \langle \Phi \bar{\Phi} \Phi \bar{\Phi} \rangle \) propagator. We already know that the propagator is given by
\[
\langle \Phi(z_1) \bar{\Phi}(z_2) \Phi(z_3) \bar{\Phi}(z_4) \rangle = \frac{1}{(21)^9 (43)^7} A_1(u,v).
\] (3.14)

Expanding \( A_1 \) as a sum of superconformal blocks, now it reads
\[
A_1 = \sum_{\sigma} |\lambda_{\Phi\Phi\Phi\Phi}|^2 G_{0,\sigma}^0 (u,v).
\] (4.9)

When acting with the quadratic super Casimir (4.8) on it, we find the eigenvalue equation
\[
\lambda G_{0,\sigma}^0 = \left( -2(2uv + u + v(3 - 2v) - 1) \partial_u + 2v ((v - 1)^2 - u(v + 1)) \partial_u^2 \\
- 4u(1 + u - v) \partial_u - 4w(u - v + 1) \partial_u \partial_v + 2u^2 (-u + v + 1) \partial_u^2 \right) G_{0,\sigma}^0,
\] (4.10)
with \( \lambda \) given in (4.7). This equation was already found in [41] using the super-embedding formalism\(^4\). In order to solve this equation, we look at the three-point function [5].
only solution for the three-point function consistent with the constraints is
\[
\langle \Phi(z_1) \bar{\Phi}(z_2) O(z_3) \rangle^{(\ell)} = \frac{\lambda_{\Phi O}}{(31)^q (23)^q} \frac{X_{3(21)}^\ell}{(2q + \ell - \Delta)/2},
\]
where \(X^\ell\) denotes symmetric-traceless and \(\Delta\) is the dimension of \(O\). Looking at (3.14), we see that \(A_1\) is proportional to the \(\langle \phi \phi^* \phi \phi^* \rangle\) four-point function. (4.11) tell us which components of the \(O^{(\ell)}\) supermultiplet appear in the \(\phi \phi^*\) OPE:
\[
\phi \times \phi^* \sim A_\Delta^{(\ell)} + B_{\Delta+1}^{(\ell+1)} + C_{\Delta+1}^{(\ell-1)} + D_{\Delta+2}^{(\ell)}.
\]

With this information, we can make an ansatz for \(G_{0, O}^{0,0}\):
\[
G_{0, O}^{0,0}(u,v) = g_{\Delta, \ell}(u,v) + c_1 g_{\Delta+1, \ell+1}(u,v) + c_2 g_{\Delta+1, \ell-1}(u,v) + c_3 g_{\Delta+2, \ell}(u,v),
\]
where \(g_{\Delta, \ell}(u,v)\) are the conformal blocks with
\[
g_{\alpha, \beta}(u,v) = g_{0,0}^{0,0}(u,v),
\]
and
\[
g_{\alpha, \beta}^{\gamma, \rho}(u,v) = (-1)^{\beta} \frac{z \bar{z}}{z - \bar{z}} \left( k_{\alpha+\beta}^{\gamma, \rho}(z) k_{\alpha-\beta}^{\gamma, \rho}(\bar{z}) - k_{\alpha+\beta}^{\gamma, \rho}(\bar{z}) k_{\alpha-\beta}^{\gamma, \rho}(z) \right),
\]
\[
k_{\alpha}^{\gamma, \rho}(x) = x^{\alpha/2} F_1 \left( \frac{1}{2} (\alpha - \gamma), \frac{1}{2} (\alpha - \rho), \alpha; x \right),
\]
with \(u = z \bar{z}\) and \(v = (1 - z)(1 - \bar{z})\).

Plugging this ansatz into (4.10), we can fix the \(c_i\) coefficients:
\[
c_1 = -\frac{\Delta + \ell}{2(\Delta + \ell + 1)},
\]
\[
c_2 = -\frac{\Delta - \ell - 2}{8(\Delta - \ell - 1)},
\]
\[
c_3 = c_1 c_2,
\]
which agrees with the results found originally in [5]. We stress that in (4.13), the cross-ratios are the supersymmetric cross ratios and not just the bosonic limit.

4.1 \(\langle J J \Phi \bar{\Phi} \rangle\)

s-channel

More interesting is the case of mixed operators. We begin studying
\[
\langle J(z_1) J(z_2) \Phi(z_3) \Phi(z_4) \rangle = \frac{1}{(12) (21) (43)^q} \langle \mathcal{A}_1 + 4i [(222) - (422)] \mathcal{B}_1
\]
\[
+ 4i [(242) - (442)] \mathcal{B}_2 \rangle.
\]
As mentioned before, this propagator corresponds to the supersymmetric version of the s-channel.

In order to solve the super Casimir equations, we first expand our four-point functions as a sum of superconformal blocks

$$A_1 = \sum_\mathcal{O} \lambda_{\mathcal{J}} \lambda^*_{\mathcal{O}} \mathcal{O}_1^1 \mathcal{O}_0^1(u, v), \quad (4.18a)$$

$$B_1 = \sum_\mathcal{O} \lambda_{\mathcal{J}} \lambda^*_{\mathcal{O}} \mathcal{O}_1^1 \mathcal{O}_0^1(u, v), \quad (4.18b)$$

$$B_2 = \sum_\mathcal{O} \lambda_{\mathcal{J}} \lambda^*_{\mathcal{O}} \mathcal{O}_2^1 \mathcal{O}_0^1(u, v). \quad (4.18c)$$

Applying the super Casimir \( \text{[4.8]} \) we find three eigenvalue equations:

$$\lambda \mathcal{O}_0^1 = 2u^2(-u + v + 1) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_0^1 - 2(2uv + u - 2v^2 + 3v - 1) \partial_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_0^1 - 4u(u - v + 1) \partial_\mathcal{O} \partial_v \mathcal{O}_1^1 \mathcal{O}_0^1 + 2v ((v - 1)^2 - u(v + 1)) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_0^1 - 4v^2 \partial_\mathcal{O} \partial_v \mathcal{O}_2^1 \mathcal{O}_0^1 - 2(u + v - 1) \mathcal{O}_1^1 \mathcal{O}_0^1$$

$$\lambda \mathcal{O}_1^1 = 2u^2(-u + v + 1) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_1^1 - 4u^2 \partial_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_1^1 - 4uv \partial_\mathcal{O} \partial_v \mathcal{O}_1^1 \mathcal{O}_1^1 + 2(-2uv + u - v - 1) \partial_\mathcal{O} \partial_v \mathcal{O}_1^1 \mathcal{O}_1^1 + 2v ((v - 1)^2 - u(v + 1)) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_1^1 - 4v^2 \partial_\mathcal{O} \partial_v \mathcal{O}_2^1 \mathcal{O}_1^1 - 2(u + v - 1) \mathcal{O}_1^1 \mathcal{O}_1^1$$

$$\lambda \mathcal{O}_2^1 = 2u^2(-u + v + 1) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_2^1 - 4u^2 \partial_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_2^1 - 4uv \partial_\mathcal{O} \partial_v \mathcal{O}_1^1 \mathcal{O}_2^1 + 2(-2uv + u - v - 1) \partial_\mathcal{O} \partial_v \mathcal{O}_1^1 \mathcal{O}_2^1 + 2v ((v - 1)^2 - u(v + 1)) \partial^2_\mathcal{O} \mathcal{O}_1^1 \mathcal{O}_2^1 - 4v^2 \partial_\mathcal{O} \partial_v \mathcal{O}_2^1 \mathcal{O}_2^1 - 2(u + v - 1) \mathcal{O}_1^1 \mathcal{O}_2^1.$$

Before we proceed, we point out that Casimir equations where different structures mix were first found when studying seed blocks \([21]\). Unlike them, we do not find a nice “nearest-neighbor interaction” interpretation. The only differential operators in the \( \mathcal{O}_1^1 \mathcal{O}_0^1 \) eigenequation acts on \( \mathcal{O}_1^1 \mathcal{O}_0^1 \) itself, while there is no \( \mathcal{O}_1^1 \mathcal{O}_0^1 \) term in the \( \mathcal{O}_1^1 \mathcal{O}_1^1 \) and \( \mathcal{O}_1^1 \mathcal{O}_2^1 \) eigenvalue equations. The absence of the \( \mathcal{O}_1^1 \mathcal{O}_0^1 \) function in the \( \mathcal{O}_1^1 \mathcal{O}_1^1 \) and \( \mathcal{O}_1^1 \mathcal{O}_2^1 \) eigenequations is particular to this channel, as we will see later.

Just as we did in the previous section, in order to solve these equations, we will look at the three-point functions of various descendants. The superfields \( \mathcal{J}, \Phi \) and an external long multiplet \( \mathcal{O}(p, \tilde{p}) \) can be expanded as

$$\mathcal{J} = J + i \theta j - i \tilde{\theta} \tilde{j} + \cdots, \quad (4.20a)$$

$$\Phi = \phi + \theta \psi + \cdots, \quad (4.20b)$$

$$\Phi^\dagger = \phi^* + \tilde{\theta} \tilde{\psi} + \cdots, \quad (4.20c)$$

$$\mathcal{O}(p, \tilde{p}) = m_{p+\tilde{p}} + i \epsilon_{(p+\tilde{p}+1/2)\alpha} + i \epsilon_{(p+\tilde{p}+1/2)\alpha} + \cdots. \quad (4.20d)$$

---

As we mentioned above, the simplest way to obtain the super Casimir equations is to send one coordinate to \((\infty, 0, 0)\). In this case, we choose to send \( z_2 \) to this particular point and we act with the super Casimir at \( z_3 \) and \( z_4 \).
The contribution for the $G_{1,0}$ and $G_{2,0}$ superblocks can be read from the $\langle J_{j_a} \phi \bar{\psi}_a \rangle$ correlator:

$$\langle J_{j_a} \phi \bar{\psi}_a \rangle = 4 \frac{u^{1/2}}{v} \left( -(B_2 + B_4) T_{\alpha a}^2 - B_4 T_{\alpha a}^1 \right), \quad (4.23)$$

where

$$T^1 \equiv K_{i4}^{12}, \quad T^2 \equiv K_{i4}^{12}_{31}, \quad K_4 = \frac{\langle 13 \rangle^{1/2}}{(24) \langle 12 \rangle^5 \langle 34 \rangle^{2q+1})^{1/2}}. \quad (4.24)$$

Since the only operator that can be exchanged is an $O(\ell)$, see (4.11), the only three-point function for the current multiplet that we need to study is $\langle J(z_1) J(z_2) O(z_3) \rangle$.

$$\langle J(z_1) J(z_2) O(z_3) \rangle = \frac{1}{\langle 31 \rangle \langle 13 \rangle \langle 23 \rangle \langle 32 \rangle} \left[ \lambda_{J,J,O}^{(+) t_+} + \lambda_{J,J,O}^{(-) t_-} \right], \quad (4.25)$$

with

$$t_+^{(\ell)} = \frac{X_+^{(\ell)}}{(X \cdot X)^{2-(\Delta - \ell)/2}} \left( 1 - \frac{1}{4} (\Delta - \ell - 4)(\Delta + \ell - 6) \frac{(\Theta \cdot \bar{\Theta}^0)}{X \cdot X} \right), \quad (4.26a)$$

$$t_-^{(\ell)} = \frac{X_-^{(\ell-1)}}{(X \cdot X)^{2-(\Delta - \ell)/2}} \left( X^{(1)} - \frac{(\Delta - \ell - 4) X_+ \cdot X_-}{\Delta - 2} \frac{X_+ \cdot X_-}{X \cdot X} X^{(1)} \right), \quad (4.26b)$$

and

$$X_+ = \frac{1}{2} \left( X_{3(12)} + \bar{X}_{3(12)} \right), \quad X_- = i \left( X_{3(12)} - \bar{X}_{3(12)} \right). \quad (4.27)$$

Note that under the exchange $z_1 \leftrightarrow z_2$, $t_+^{(\ell)} \rightarrow \pm (-)^\epsilon t_+^{(\ell)}$. For simplicity, we will only consider the case where the current multiplets are the same. Thus, for even spin, only $t_+$ contributes, while for odd spin only $t_-$ contributes.

Looking at (4.25), we know that the OPEs between the lowest components of $J$ are

$$J \times J \sim A_{\Delta}^{(\ell)} + D_{\Delta+2}^{(\ell)}; \quad \ell \text{ even}, \quad (4.28a)$$

$$J \times J \sim B_{\Delta+1}^{(\ell+1)} + C_{\Delta+1}^{(\ell-1)}; \quad \ell \text{ odd}. \quad (4.28b)$$

---

---

We can also read the contribution from other correlators, any choice will be related by supersymmetry. For example, one could also use

$$\langle j_\alpha j_\beta \phi_\alpha^* \rangle = 4 \left[ \left( \frac{1}{u^{1/2}} B_2 + \frac{v^{1/2}}{v} B_4 \right) T_{\alpha \alpha}^2 + \frac{u^{1/2}}{v} B_4 T_{\alpha \alpha}^1 \right], \quad (4.21)$$

with

$$T^3 \equiv K_{3}^{113}, \quad T^1 \equiv K_{4}^{113}, \quad K_5 = \frac{(24)^{1/2}}{(13) \langle 12 \rangle^5 \langle 34 \rangle^{2q+1})^{1/2}}. \quad (4.22)$$
We can now make an ansatz for \(A_1\). Looking at (4.12) and (4.28) we have
\[
G_{0,\mathcal{O}}^1 = g_{\Delta, \ell} + c_1 g_{\Delta+2, \ell}, \quad \ell \text{ even},
\]
\[
G_{0,\mathcal{O}}^1 = g_{\Delta+1,\ell+1} + c_2 g_{\Delta+1,\ell-1}, \quad \ell \text{ odd}.
\]

What about the \(G_{1,\mathcal{O}}^1\) and \(G_{2,\mathcal{O}}^1\) functions? From (4.23) we know that the first \(Q\) descendant of \(J\) and \(\Phi\) will give us an ansatz for them. From (4.12), we can read those OPEs
\[
\psi_\alpha \times \phi^* \sim \xi_{\Delta+1/2}^{(\ell+1, \ell)} + \chi_{\Delta+1/2}^{(\ell, \ell+1)} + \chi_{\Delta+3/2}^{(\ell, \ell-1)}.
\]

A similar expression can be obtained from (4.28)
\[
J \times j_\alpha \sim \xi_{\Delta+1/2}^{(\ell+1, \ell)} + \chi_{\Delta+1/2}^{(\ell, \ell+1)} + \chi_{\Delta+3/2}^{(\ell, \ell-1)},
\]
for both even and odd spin.

The exchange of an operator in the \(\{\Delta, (\ell + p, \ell)\}\) representation of the conformal group will generate a \(W_{\Delta,\ell,p}^{\text{seed}}\) seed block, while an operator in the \(\{\Delta, (\ell, \ell + p)\}\) representation, which has the same Casimir eigenvalue, will generate the corresponding \(W_{\Delta,\ell,p}^{\text{dual seed}}\) dual seed block [21] (see also [23]). Thus, the OPEs (4.30) and (4.31) together with (4.23) tell us
\[
4a_0 \left[ \left( \frac{1}{u^{1/2}} G_{\mathcal{O}}^2 + \frac{u^{1/2}}{v} G_{\mathcal{O}}^1 \right) \mathcal{T}_{\alpha \dot{\alpha}} + \frac{u^{1/2}}{v} G_{\mathcal{O}}^1 \mathcal{T}_{\alpha \dot{\alpha}} \right] = c_3 W_{\Delta,\ell+1/2,\ell,1}^{0,\text{seed}} + c_4 W_{\Delta+1/2,\ell-1,1}^{0,\text{dual seed}} + c_5 W_{\Delta+3/2,\ell-1,1}^{0,\text{dual seed}},
\]
with
\[
W_{\Delta,\ell,1}^{0,\text{seed}} = W_{\Delta,\ell,1}^{\text{seed}} (J_{j_\alpha} C_{\Delta,\ell+1/2}) (\mathcal{O}_{\Delta}^{(\ell+1, \ell)} \phi^{-\alpha}), \quad (4.33a)
\]
\[
W_{\Delta,\ell,1}^{0,\text{dual seed}} = W_{\Delta,\ell,1}^{\text{dual seed}} (J_{j_\alpha} C_{\Delta,\ell+1/2}) (\mathcal{O}_{\Delta}^{(\ell+1, \ell)} \phi^{-\alpha}). \quad (4.33b)
\]
We have introduced an arbitrary normalization constant \(a_0\) (which for our case is \(a_0 = i\)), since it is possible to find different normalizations for the \(Q\) descendant of the supermultiples in the literature. This constant does not affect our results.

Plugging (4.29a) and (4.32) in (4.19), we find
\[
c_1 = -\frac{(\Delta - 2)(\Delta - \ell - 2)(\Delta + \ell)}{16\Delta(\Delta - \ell - 1)(\Delta + \ell + 1)}, \quad (4.34a)
\]
\[
c_3 = ia_0(\Delta + \ell), \quad (4.34b)
\]
\[
c_4 = \frac{ia_0(\ell(\Delta + \ell + 2)}{\ell + 1}, \quad (4.34c)
\]
\[
c_5 = -\frac{ia_0(\Delta - 2)\ell(\Delta - \ell - 2)(\Delta + \ell)}{4(\Delta - 1)(\ell + 1)(\Delta - \ell - 1)} \quad (4.34d)
\]

\footnote{We implement the seed blocks using the Mathematica package provide by [23], which can be found in https://gitlab.com/bootstrapcollaboration/CFTs4D}
\[ c_6 = \frac{ia_0(\Delta - 2)(\Delta - \ell - 2)(\Delta + \ell)}{4(\Delta - 1)(\Delta + \ell + 1)}. \]  

(4.34c)

If we plug the ansatz for odd spin, (4.29b), instead of the even spin ansatz, we find

\[ c_2 = -\frac{(\ell + 2)(\Delta - \ell - 2)(\Delta + \ell + 1)}{\ell(\Delta - \ell - 1)(\Delta + \ell)}, \]  

(4.35a)

\[ c_3 = 4ia_0(\Delta + \ell + 1), \]  

(4.35b)

\[ c_4 = -\frac{4ia_0(\ell + 2)(-d + \ell + 2)(\Delta + \ell + 1)}{(\ell + 1)(\Delta + \ell)}, \]  

(4.35c)

\[ c_5 = -\frac{ia_0(\ell + 2)(\Delta - \ell - 2)(\Delta + \ell + 1)}{(\Delta - 1)(\ell + 1)(\Delta - \ell - 1)}, \]  

(4.35d)

\[ c_6 = -\frac{ia_0(\Delta - \ell - 2)}{\Delta - 1}. \]  

(4.35e)

The \( c_1 \) and \( c_2 \) terms agree with [31].

A few comments are in order before we proceed. First, we set the norm of the first block always as one. The super Casimir equations are independent of such normalization. In order to properly fix it, one can, for example, use the techniques from [9]. Second, in order to find either (4.34) or (4.35), we only needed to solve the eigen equations for \( G_{0,\mathcal{O}}^{1} \) and \( G_{1,\mathcal{O}}^{1} \). The equation for \( G_{2,\mathcal{O}}^{1} \) was automatically satisfied. Third, as we mentioned before, the blocks coming from the lowest component of the multiplets are independent of the \( a_0 \) normalization.

t-channel

Now we turn our attention to the t-channel superblocks. We already computed the four-point function in the previous section,

\[
\langle \mathcal{J}(z_1) \Phi(z_2) \bar{\Phi}(z_3) \mathcal{J}(z_4) \rangle = \frac{1}{(14) \langle 41 \rangle} \langle 32 \rangle \frac{u^{-x_2^2} v^y}{(A_1 + 4i[(111) - (311)] B_1 + 4i[(131) - (331)] B_2). \]  

(3.38)

We expand this correlator as a sum of blocks,

\[ A_1 = \sum_{\mathcal{O}} \lambda_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} \lambda^*_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} G_{0,\mathcal{O}}^2(u, v), \]  

(4.36a)

\[ B_1 = \sum_{\mathcal{O}} \lambda_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} \lambda^*_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} G_{1,\mathcal{O}}^2(u, v), \]  

(4.36b)

\[ B_2 = \sum_{\mathcal{O}} \lambda_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} \lambda^*_{\mathcal{J} \Phi \bar{\Phi} \mathcal{O}} G_{2,\mathcal{O}}^2(u, v). \]  

(4.36c)

As before, we apply (4.8) to (3.38), and we find three eigen equations

\[ \lambda G_{0,\mathcal{O}}^2 = +2 \left( g ((v - 1)^2 - u(v + 1)) + u + v - 1 \right) \partial_v G_{0,\mathcal{O}}^2 - 4uv(u - v + 1)\partial_u \partial_v G_{0,\mathcal{O}}^2 \]

\[ + 4i \left( [(111) - (311)] B_1 + [(131) - (331)] B_2 \right). \]  

We could have also used \( G_{2,\mathcal{O}}^1 \) instead of \( G_{1,\mathcal{O}}^1 \).
\(- \frac{2(u + v - 1)G_{2,0}^2}{v} - 2qu(u - v + 1)\partial_v G_{0,0}^2 + 2u^2(-u + v + 1)\partial_v^2 G_{0,0}^2
\)
\(+ \frac{1}{6} q(-3qu + 3(q - 2)v - 5q + 6u + 6)G_{0,0}^2 - 4G_{1,0}^2 + 2v ((v - 1)^2
\)-u(v + 1)) \partial_v^2 G_{0,0}^2
\)
\(\lambda G_{1,0}^2 = 2u^2 \partial_v G_{0,0}^2 + 2uv \partial_v G_{0,0}^2 + (q - 2)u G_{0,0}^2 - 2u(q(u - v + 1) - 2u + 1)\partial_v G_{1,0}^2
\)+ 2(q ((v - 1)^2 - u(v + 1)) + 2uv + u + v - 1) \partial_v G_{2,0}^2
\)+ 2u(2v - 3)\partial_v G_{2,0}^2 - 4uv(u - v + 1)\partial_v \partial_v G_{1,0}^2 + 2u^2(-u + v + 1)\partial_v^2 G_{1,0}^2
\)+ 2v ((v - 1)^2 - u(v + 1)) \partial_v^2 G_{1,0}^2 + 2\frac{(q - 2)u(v - 1)G_{2,0}^2}{v}
\)+ \left( -\frac{1}{6} q^2(3u - 3v + 5) + q(3u - v + 2) - 4u + 2 \right) G_{2,0}^2 ,
\)
\(\lambda G_{2,0}^2 = -2uv \partial_v G_{0,0}^2 - 2(v - 1)v \partial_v G_{0,0}^2 - (q - 2)v G_{0,0}^2 - 4uv \partial_v G_{1,0}^2
\)+ (2q ((v - 1)^2 - u(v + 1)) + 8u - 4(v - 2)(v - 1)) \partial_v G_{2,0}^2
\)- 4uv(u - v + 1)\partial_v \partial_v G_{2,0}^2 - 2u(q(u - v + 1) + 2v - 3)\partial_v G_{2,0}^2
\)+ 2v ((v - 1)^2 - u(v + 1)) \partial_v^2 G_{2,0}^2 + 2u^2(-u + v + 1)\partial_v^2 G_{2,0}^2
\)- 2(q - 2)v G_{1,0}^2 + \left( -\frac{1}{6} q^2(3u + 5) + \frac{2(q - 4)(u - 1)}{v} + q(u + 6)
\)+ \frac{1}{2} (q - 4)(q - 2)v - 12 \right) G_{2,0}^2 + 2v(1 - 2v)\partial_v G_{1,0}^2 .
\)

The three-point function between \( J \) and \( \Phi \) is given by
\[
\langle \Phi(z_1) J(z_2) O_I(z_3) \rangle = \frac{1}{(3^1)^2 (3^2) (2^3)} t_I (Z_{3(21)}) .
\]

Imposing (3.2) and (3.4)\(^9\), we find three possible operators that can be exchanged in the t-channel:
\[
O_I : \quad t_I \quad \frac{X^{(\ell)}}{(X^2)^{1+\frac{1}{2}}} ,
\]
\[
O_{\ell,\ell}^{(\ell+1)}(\frac{3+2\ell-2q}{4},\frac{3+3\ell-2q}{4}) : \quad \frac{\Theta^{(\ell)} X^{(\ell)}}{(X^2)^{\ell+q+3/2-\Delta/2}} ,
\]
\[
O_{\ell+1,\ell}^{(\ell+1)}(\frac{3+2\ell-2q}{4},\frac{3+3\ell-2q}{4}) : \quad \frac{\Theta^{(\ell+1)} X^{(\ell)}}{(X^2)^{\ell+q+1/2-\Delta/2}} .
\]

Note that in (4.39a), the dimension of the exchanged operator is \( \Delta = q - \ell \), which for \( \ell = 0 \) is a known short multiplet \( O = \Phi \). Regardless of this, we will solve the super Casimir operator for an operator with arbitrary dimension.

Just as before, we will look at the OPEs between \( \phi \times J \), \( \psi_a \times J \) and \( \phi \times j_a \) and from there make an ansatz for the \( A_1 \), \( B_1 \) and \( B_2 \) functions. Taking the term proportional to

\(^9\)In order to impose those constraints, we use (3.4), just as we did with the four-point functions.
in the LHS of (3.38), we find
\[ \langle J \psi_\alpha \phi^* \bar{J}_\alpha \rangle = 4i \left[ \left( \frac{B_1}{u^{1/2}} + \frac{u^{1/2}}{v} B_2 \right) T^4_{\alpha \bar{\alpha}} + \frac{u^{1/2}}{v} B_2 T^2_{\alpha \bar{\alpha}} \right], \quad \text{(4.40)} \]
where \[ T^1 \equiv K_4 I^{42}, \quad T^2 \equiv K_4 I^{32}, \quad K_4 = \langle 12 \rangle^{-\frac{3}{2}} - \frac{3}{2} \langle 13 \rangle \langle 14 \rangle^{\frac{1}{2}} - \frac{3}{2} \langle 24 \rangle \langle 34 \rangle^{-\frac{3}{2}} \frac{1}{2}. \quad \text{(4.41)} \]

For (4.39a), we find the following OPEs
\[ J \times \phi \sim A^{(\ell, \ell)} + B^{(\ell+1)}_{\Delta+1/2} + C^{(\ell+1)}_{\Delta+1} + D^{(\ell)}_{\Delta+2}, \quad \text{(4.42a)} \]
\[ j_\alpha \times \phi \sim \xi^{(\ell+1, \ell+1)}_{\Delta+1/2} + \xi^{(\ell+1, \ell)}_{\Delta+1} + \chi^{(\ell, \ell+1)}_{\Delta+1} + \chi^{(\ell, \ell)}_{\Delta+1} + \eta^{(\ell, \ell)}_{\Delta+2}. \quad \text{(4.42b)} \]

For (4.39b), we find the following OPEs
\[ J \times \phi \sim A^{(\ell+1)}_{\Delta+1/2} + B^{(\ell+1)}_{\Delta+3/2}, \quad \text{(4.43a)} \]
\[ j_\alpha \times \phi \sim \xi^{(\ell+1, \ell+1)}_{\Delta+1/2} + \chi^{(\ell+1, \ell)}_{\Delta+1} + \chi^{(\ell, \ell+1)}_{\Delta+1} + \chi^{(\ell, \ell)}_{\Delta+1} + \eta^{(\ell+1, \ell)}_{\Delta+2}. \quad \text{(4.43b)} \]

Finally, for (4.39c), we find the following OPEs
\[ J \times \phi \sim A^{(\ell)}_{\Delta+1/2} + B^{(\ell+1)}_{\Delta+3/2}, \quad \text{(4.44a)} \]
\[ j_\alpha \times \phi \sim \xi^{(\ell, \ell+1)}_{\Delta+1/2} + \chi^{(\ell+1, \ell+1)}_{\Delta+1} + \chi^{(\ell, \ell+1)}_{\Delta+1} + \chi^{(\ell, \ell)}_{\Delta+1} + \eta^{(\ell, \ell+1)}_{\Delta+2}. \quad \text{(4.44b)} \]

In all three cases, $\psi_\alpha \times J \sim j_\alpha \times \phi$. The reader should keep in mind that although $A$ and its $Q \bar{Q}$ descendants have the same $U(1)_R$-charge as the supermultiplet in (4.42), this is no longer true in (4.43) and (4.44).

Thus, in the case the exchange operator is $O^{(\ell, \ell)}_{(q-\ell/2,-\ell/2)}$, we have
\[ G^2_{\alpha \phi}(u, v) = g_{\Delta, \ell}^{2-q,q-2} + c_1 g_{\Delta+1, \ell+1}^{2-q,q-2} + c_2 g_{\Delta+1, \ell-1}^{2-q,q-2} + c_3 g_{\Delta+2 \ell}^{2-q,q-2}, \quad \text{(4.45)} \]
and
\[ 4a_0 \left[ \left( \frac{G^2_{\alpha \phi}}{u^{1/2}} + \frac{u^{1/2}}{v} G^2_{\alpha \phi} \right) T^4_{\alpha \bar{\alpha}} + \frac{u^{1/2}}{v} G^2_{\alpha \phi} T^2_{\alpha \bar{\alpha}} \right] = c_4 W^{1,\text{seed}}_{\Delta+1/2, \ell, 1} + c_5 W^{1,\text{dual seed}}_{\Delta+1/2, \ell-1, 1} + c_6 W^{1,\text{dual seed}}_{\Delta+3/2, \ell, 1} + c_7 W^{1,\text{seed}}_{\Delta+3/2, \ell-1, 1}, \quad \text{(4.46)} \]
with
\[ W^{1,\text{seed}}_{\Delta, \ell, 1} = W^{\text{seed}}_{\langle J \psi_\alpha O^{(\ell, \ell)}_{\Delta} \rangle \langle \bar{J}_\alpha \phi \bar{J}_\alpha \rangle}, \quad \text{(4.47a)} \]

\[ ^{10} T^1 \] here should not be confused with the ones used in the s-channel.
\[ W_{\Delta, \ell, 1}^{1, \text{dual seed}} = W_{\text{seed}}^{\ell+1, \ell} \langle \phi_{\Delta, \ell, 1} \rangle_{\mathcal{O}_{\Delta}^{(\ell+1, \ell)}(\mathcal{O}_{\Delta}^{(\ell, \ell+1)} \phi_{\Delta, \ell, 1})} . \] (4.47b)

Plugging this ansatz in (4.37) gives us

\[ c_1 = \frac{(<\Delta - q + \ell)(\Delta + q + \ell - 2) - 2)}{4(\Delta + q + \ell)(\Delta + q + \ell + 1)(\Delta + q + \ell + 2)}, \] (4.48a)

\[ c_2 = \frac{(<\Delta - q + \ell - 2)(\Delta + q + \ell - 4) - 2)}{4(\Delta - q + \ell - 2)(\Delta + q + \ell - 1)(\Delta + q + \ell - 2)}, \] (4.48b)

\[ c_3 = \frac{(<\Delta - q + \ell - 2)(\Delta + q + \ell - 4)^2 + (\Delta + q + \ell)(\Delta + q + \ell - 2) - 2)}{16(\Delta - q + \ell - 2)(\Delta + q + \ell + 1)(\Delta + q + \ell + 2)}, \] (4.48c)

\[ c_4 = \frac{-4i a_0(\Delta + q + \ell - 2)}{\Delta + q + \ell}, \] (4.48d)

\[ c_5 = \frac{-4i a_0(\Delta + q + \ell + 4)}{(\ell + 1)(\Delta - q + \ell + 2)}, \] (4.48e)

\[ c_6 = \frac{-i a_0(\Delta + q + \ell - 4)(\Delta + q + \ell)(\Delta + q + \ell - 2)^2}{(\Delta - 1)(\Delta + q + \ell + 1)(\Delta + q + \ell - 2)(\Delta + q + \ell - 2)}, \] (4.48f)

\[ c_7 = \frac{-i a_0(\Delta + q + \ell - 4)(\Delta + q + \ell - 2)(\Delta + q + \ell - 2)^2}{(\Delta - 1)(\ell + 1)(\Delta - q + \ell - 2)(\Delta - q + \ell - 2)(\Delta + q + \ell)}, \] (4.48g)

When exchanging an \( \mathcal{O}_{\Delta}^{(\ell+1, \ell)}(\mathcal{O}_{\Delta}^{(\ell, \ell+1)} \phi_{\Delta, \ell, 1}) \) operator, we have

\[ G_{\Delta, \ell}^2 = g_{\Delta+1/2, \ell+1}^2 + c_1 g_{\Delta+3/2, \ell}^2, \] (4.49)

and

\[ 4a_0 \left[ \left( \frac{G_{\Delta, \ell}^2}{u^{1/2}} + \frac{u^{1/2}}{v} G_{\Delta, \ell}^2 \right) T_{\alpha \alpha} + \frac{u^{1/2}}{v} G_{\Delta, \ell}^2 T_{\alpha \alpha} \right] = c_2 W_{\Delta, \ell, 1}^{1, \text{seed}} + c_3 W_{\Delta+1, \ell+1, 1}^{1, \text{seed}} + c_4 W_{\Delta+1, \ell, 1}^{1, \text{dual seed}} + c_5 W_{\Delta+1, \ell-1, 1}^{1, \text{seed}} + c_6 W_{\Delta+2, \ell, 1}^{1, \text{seed}}. \] (4.50)

Plugging this ansatz in (4.37) gives us

\[ c_1 = \frac{(2\Delta - 3)(\ell + 2)(2\Delta - 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 9)}{4(2\Delta - 1)(\ell + 1)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)}, \] (4.51a)

\[ c_2 = -i a_0(2\Delta - 2q + 2\ell + 3), \] (4.51b)

\[ c_3 = -i a_0(2\Delta - 2q + 2\ell + 7)(2\Delta + 2q - 2\ell - 1)^2}{4(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)}, \] (4.51c)

\[ c_4 = -i a_0(2\Delta - 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 9)(4\Delta + 1 + 6\Delta - 2q - 4\ell - 3)}{4(2\Delta - 3)(2\Delta - 1)(\ell + 1)(\ell + 2)}, \] (4.51d)

\[ c_5 = -i a_0(2\Delta - 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 9)(4\Delta + 1 + 6\Delta - 2q - 4\ell - 3)}{4(2\Delta - 3)(2\Delta - 1)(\ell + 1)(\ell + 2)}, \] (4.51e)

\[ c_6 = \frac{i a_0(2\Delta - 3)(2\Delta + 1)(2\Delta - 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 9)(2\Delta - 2q + 2\ell + 7)}{16(2\Delta - 1)^3(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)} \times (2\Delta + 2q + 2\ell - 1)^2. \] (4.51f)
Finally, for the exchange of an $\mathcal{O}^{(\ell+1)}_{((-3+2\Delta-2q)/4,\Delta)}$ operator, we have

$$
\mathcal{G}_{\Delta,\mathcal{O}}^2 = g_{\Delta+1/2,\ell}^{2-q,q-2} + c_1 g_{\Delta+3/2,\ell+1}^{2-q,q-2},
$$

(4.52)

and

$$
4a_0 \left[ \left( \frac{g_{\Delta,\mathcal{O}}^2}{u^{1/2}} + \frac{g_{2,\mathcal{O}}^2}{v} \right) T_{\alpha}^{\beta} + \frac{u^{1/2}}{v} g_{2,\mathcal{O}}^2 T_{\bar{\alpha}}^{\bar{\beta}} \right] = c_2 W_{\Delta,\ell,1}^{\text{dual seed}} + c_3 W_{\Delta+1,\ell+1,1}^{\text{dual seed}} + c_4 W_{\Delta+1,\ell,1}^{\text{seed}} + c_5 W_{\Delta+1,\ell-1,1}^{\text{dual seed}} + c_6 W_{\Delta+2,\ell,1}^{\text{dual seed}}.
$$

(4.53)

Plugging this ansatz in (4.37) gives us

$$
c_1 = -\frac{(2\Delta - 3)(\ell + 1)(2\Delta - 2q + 2\ell + 5)(2\Delta + 2q + 2\ell - 3)}{4(2\Delta - 1)(\ell + 2)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)},
$$

(4.54a)

$$
c_2 = -\frac{i a_0 (\ell + 1)(2\Delta + 2q + 2\ell + 3)}{\ell + 2},
$$

(4.54b)

$$
c_3 = -\frac{i a_0 (\ell + 1)(2\Delta - 2q - 2\ell - 3)(2\Delta - 2q + 2\ell + 5)(2\Delta + 2q + 2\ell - 3)}{4(\ell + 2)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)},
$$

(4.54c)

$$
c_4 = -\frac{i a_0 (2\Delta - 2q + 2\ell + 5)(2\Delta + 2q + 2\ell - 3)(4\Delta \ell + 6\Delta + 2q - 4\ell - 9)}{4(2\Delta - 3)(2\Delta - 1)(\ell + 2)^2},
$$

(4.54d)

$$
c_5 = \frac{i a_0 (2\Delta - 2q - 2\ell - 1)(2\Delta + 2q - 2\ell - 7)^2}{4(\ell + 1)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)},
$$

(4.54e)

$$
c_6 = -\frac{i a_0 (2\Delta - 3)(\ell + 1)(2\Delta + 2q - 2\ell + 1)(2\Delta + 2q - 2\ell - 7)^2}{16(2\Delta - 1)^2(\ell + 2)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)} \times (2\Delta - 2q + 2\ell + 5)(2\Delta + 2q + 2\ell - 3).
$$

(4.54f)

We point out that the superconformal blocks for the lowest components agree with the results found in [31]. Just as before, the normalization $a_0$ is irrelevant for the blocks of the lowest components, as expected. Again, we only needed to solve two eigenvalue equations and the third was identically satisfied. In the case of (4.42) we could have used either $\mathcal{G}_{1,\mathcal{O}}^2$ or $\mathcal{G}_{2,\mathcal{O}}^2$. In the case where the lowest component of the exchanged long multiplet was not present in the OPE, things were different: for (4.43), the eigenequation for $\mathcal{G}_{2,\mathcal{O}}^2$ we were able to fix all the $c_i$ coefficients but one, which was fixed using $\mathcal{G}_{1,\mathcal{O}}^2$, while $\mathcal{G}_{1,\mathcal{O}}^2$ did not give us any new information; the converse statement is true for (4.44), where we used $\mathcal{G}_{1,\mathcal{O}}^2$ to fix the remaining constant, while $\mathcal{G}_{2,\mathcal{O}}^2$ was identically satisfied.

### 4.2 $\langle \mathcal{O} \mathcal{O} \Phi \bar{\Phi} \rangle$

So far, we have studied a special case where we only have short multiplets. As we saw in the previous section, we can replace the current multiplet and still have a simple four-point function. In (3.31) and (3.39) we replaced the current multiplet for two arbitrary long multiplets such that the total $U(1)_R$-charge is zero. We will now work in the special case where $q_1 = \bar{q}_2$ and $q_2 = \bar{q}_1$. We will assume $q_1 \neq \bar{q}_1$. The special case where the
long multiplet has zero $U(1)_R$-charge is very similar to the case of two current multiplets and it was studied in detail in \[31\]. Since the lowest component of the long multiplet is a complex field, we cannot make a distinction between even and odd spin cases, as in \[4.29\]. Therefore, the ansatz for the $A_1$ function will be very similar to the one given for the chiral case, see \[4.13\]. In the t-channel, we will study the same long multiplets being exchanged as in \[4.39\] and we will obtain very similar results to \[4.48\], \[4.51\] and \[4.54\].

**s-channel**

In the case where we replace the current multiplets by a long and its conjugated, \[33\] now reads

$$\langle O_{p,p}(z_1) O_{\bar{p},p}^\dag(z_1) \Phi(z_3) \bar{\Phi}(z_4) \rangle = \frac{1}{(12)^p(21)^p(43)^q} (A_1 + 4i [(222) - (422)] B_1 + 4i [(242) - (442)] B_2) . \quad (4.55a)$$

First, we expand the correlator

$$A_1 = \sum_\mathcal{O} \lambda_\mathcal{O} \Phi^* \mathcal{O}^3_0(u,v) , \quad (4.56a)$$

$$B_1 = \sum_\mathcal{O} \lambda_\mathcal{O} \Phi^* \mathcal{O}^3_1(u,v) , \quad (4.56b)$$

$$B_2 = \sum_\mathcal{O} \lambda_\mathcal{O} \Phi^* \mathcal{O}^3_2(u,v) . \quad (4.56c)$$

Acting with super Casimir \[4.8\] on the chirals, unsurprisingly, we find the same eigen equations as in \[4.19\].

Again, we look at the three-point functions in order to make an ansatz for $A_1$ and the $B_i$ functions. We know that the only contribution to the super blocks comes from a $O^{(\ell)}_{(\Delta/2,\Delta/2)}$ multiplet \[4.11\]. The three-point function between the longs and such operator was already written in the introduction,

$$\langle O_{(p,\bar{p})}(z_1) O_{(p',\bar{p})}^{\dag}(z_2) O^{(\ell)}_{(\Delta/2,\Delta/2)}(z_3) \rangle = \frac{1}{(13)^p(31)^p(23)^p(32)^p} (X \cdot \bar{X})^{p+p-(\Delta-\ell)/2} \times \left[ \lambda_+^{(1)} t_{1+}^{(1)} + \lambda_-^{(2)} t_{2-}^{(1)} + \lambda_-^{(3)} t_{3-}^{(2)} + \lambda_+^{(4)} t_{4+}^{(2)} \right] , \quad (4.57)$$

with

$$t_{1+}^{(1)} = X_+^{(2)} , \quad t_{4+}^{(1)} = X_+^{(2)} \frac{\Phi^2}{X \cdot \bar{X}} , \quad (4.58a)$$

$$t_{2-}^{(1)} = X_+^{(2)} X_+^{(1)} , \quad t_{3-}^{(2)} = X_+^{(2)} \frac{X_-}{X \cdot \bar{X}} . \quad (4.58b)$$

The subscript $t_i^{\ell}$ means that under $z_1 \leftrightarrow z_2$, $t_i^{\ell} \rightarrow \pm (-1)^i t_i^{\ell}$. The structures appearing in \[4.57\] are the same as the ones appearing in \[4.25\], but since there are no constraints that can be imposed to the long multiplets, there is no equation relating them.
The \( m_{p+\bar{p}} \times m_{p+\bar{p}}^* \) OPE, being \( m_{p+\bar{p}} \) the lowest component of the long multiplets, is of the same form as the \( \phi \times \phi^* \) OPE, \((4.12)\). Thus, the ansatz for \( A_4 \) is given by \((4.13)\).

For the \( B_i \) functions, we again look at the term proportional to \( \theta_2 \bar{\theta}_4 \). This turns out to be again \((4.23)\), replacing the dimension of the current multiplet by \( p + \bar{p} \). The \( m_{p+\bar{p}} \times n_{(p+\bar{p})a} \) OPE, being \( n_{(p+\bar{p})a} \) the first \( Q \) descendant of the long multiplet, is of the same form as the \( J \times j_\alpha \) OPE, \((4.31)\). Thus, our ansatz for the \( B_i \)'s is given by \((4.32)\).

Summarizing, our ansatz for \( G_{0,\mathcal{O}}^3 \) is
\[
G_{0,\mathcal{O}}^3(u, v) = c_1 g_{\Delta, \ell} + c_2 g_{\Delta+1, \ell+1} + c_3 g_{\Delta+1, \ell-1} + c_4 g_{\Delta+2, \ell},
\]
and for \( G_{1,\mathcal{O}}^3 \) and \( G_{2,\mathcal{O}}^3 \) is
\[
4a_0 \left[ \left( \frac{1}{u^{1/2}} G_{2,\mathcal{O}}^3 + \frac{u^{1/2}}{v} G_{1,\mathcal{O}}^3 \right) T_{\alpha\alpha} + \frac{u^{1/2}}{v} G_{1,\mathcal{O}}^3 T_{\alpha\alpha} \right] = c_5 W_{\Delta+1/2, \ell, 1}^{2, \text{seed}} + c_6 W_{\Delta+3/2, \ell-1, 1}^{2, \text{seed}} + c_7 W_{\Delta+1/2, \ell-1, 1}^{2, \text{dual seed}} + c_8 W_{\Delta+3/2, \ell, 1}^{2, \text{dual seed}}.
\]

With
\[
W_{\Delta, \ell, 1}^{2, \text{seed}} = W^{\text{seed}}_{\Delta+1/2, \ell, 1} \mathcal{O}_{(\ell+1)}^{(\Delta, \ell, \ell+1)} \mathcal{O}_{(\Delta+1)}^{(\ell+1, \ell)} \bar{\psi}_{\alpha},
\]
\[
W_{\Delta, \ell, 1}^{2, \text{dual seed}} = W^{\text{seed}}_{\Delta+3/2, \ell, 1} \mathcal{O}_{(\ell+1)}^{(\Delta, \ell, \ell+1)} \mathcal{O}_{(\Delta+1)}^{(\ell+1, \ell)} \bar{\psi}_{\alpha}.
\]

Solving the eigenvalue equations with these ansatz, we obtain
\[
c_4 = \frac{c_1 (\Delta - 2) (-\Delta - 2) \Delta + \ell^2 + 2\ell)}{16\Delta (\Delta^2 - \ell^2 - 2\ell - 1)} - \frac{c_2 (\Delta - 1) (\ell + 2) (-\Delta + \ell + 2)}{4\Delta (\ell + 1) (-\Delta + \ell + 1)},
\]
\[
c_5 = \frac{i a_0 c_1 (\Delta + \ell) + 4ia_0 c_2 (\Delta + \ell + 1)},
\]
\[
c_6 = \frac{-i a_0 c_2 (\ell + 2) (-\Delta^2 + \Delta + \ell^2 + 2\ell)}{(\ell + 1)^2 (-\Delta + \ell + 1)} - \frac{i a_0 c_1 (\Delta - 2) (\ell - (\Delta - 2) \Delta + \ell^2 + 2\ell)}{4(\Delta - 1) (\ell + 1) (-\Delta + \ell + 1)}
+ \frac{ia_0 c_3 (\Delta + \ell)^2}{(\Delta - 1) (\ell + 1)^2},
\]
\[
c_7 = \frac{i a_0 c_1 (\ell - \Delta + \ell + 2)}{\ell + 1} + 4ia_0 c_2 (\ell + 1),
\]
\[
c_8 = \frac{-i a_0 c_3 (\ell - \Delta + \ell + 2)}{(\ell + 1) (\Delta + \ell + 1)} + \frac{i a_0 c_1 (\Delta - 2) (\ell + 2)}{4(\Delta - 1) (\Delta + \ell + 1)}
+ \frac{ia_0 c_2 (\Delta + \ell + 2)^2}{(\Delta - 1) (\ell + 1)}.
\]

This result shows us that the super Casimir equation \((4.8)\) fixes a coefficient of the three-point function! If we look at the contribution coming from \( t_4^{(i)} \) in \((4.58)\), we see that the only operator which is being exchanged between the superprimaries is the \( D_{\Delta+2}^{\Delta+2} \) in \((4.12)\). Setting coefficients \( c_1, c_2 \) and \( c_3 \) to zero in \((4.59)\) while giving the most general
form for the other $G^4_{t,\mathcal{O}}$ superblocks, \(4.60\), and solving the super Casimir equations, tell us that the only possible solution is \(c_4 = 0\), which implies $\lambda_+^{(4)} = 0$. Looking only at the superconformal primaries, one would have never been able to fix this coefficient \(10\). This is a very striking and unexpected result. As we will see later, acting on the t-channel, the super Casimir will also fix the three-point function coefficients for a large family of long multiplets.

It is also worth noting that the super Casimir equations do not fix the coefficients $c_1$, $c_2$ and $c_3$. This is also to be expected: from the three-point function we see three different three-point function coefficients which will enter in the $c_1$, $c_2$ and $c_3$ coefficients, see \(10\), leaving, effectively, three unconstrained coefficients.

**t-channel**

For the t-channel, the four-point function \(3.39\) reads

\[
\langle \mathcal{O}(p,p)(z_1) \Phi(z_2) \bar{\Phi}(z_3) \mathcal{O}^\dagger(p,p)(z_4) \rangle = \frac{1}{\langle 14 \rangle^p \langle 41 \rangle^p \langle 32 \rangle^q \langle 24 \rangle^q} e^{-\frac{4i}{\sqrt{3}} + \frac{4i}{\sqrt{3}} v^q} \left( \mathcal{A}_1 + 4i \left[ (111) - (311) \right] \mathcal{B}_1 + 4i \left[ (131) - (331) \right] \mathcal{B}_2 \right).
\]

(4.63)

Expanding the correlator\(^{11}\)

\[
\mathcal{A}_1 = \sum_{\mathcal{O}} (-1)^{\ell} \langle \lambda_{\mathcal{O} \Phi \bar{\Phi}} \rangle^2 G^4_{0,\mathcal{O}}(u,v),
\]

(4.64a)

\[
\mathcal{B}_1 = \sum_{\mathcal{O}} (-1)^{\ell} \langle \lambda_{\mathcal{O} \Phi \bar{\Phi}} \rangle^2 G^4_{1,\mathcal{O}}(u,v),
\]

(4.64b)

\[
\mathcal{B}_2 = \sum_{\mathcal{O}} (-1)^{\ell} \langle \lambda_{\mathcal{O} \Phi \bar{\Phi}} \rangle^2 G^4_{2,\mathcal{O}}(u,v).
\]

(4.64c)

The super Casimir equations are now more complicated than the ones involving the current multiplet \(1.37\). Applying \(1.8\) we obtain three eigenvalue equations

\[
\lambda G^4_{0,\mathcal{O}} = 2u^2(u - v - 1)\partial_u G^4_{2,\mathcal{O}} + 2uv(u - v + 1)\partial_u G^4_{1,\mathcal{O}} + 2uv(u - v + 1)\partial_v G^4_{2,\mathcal{O}}
\]

\[
+ 2v(u(v + 1) - (v - 1)^2)\partial_v G^4_{1,\mathcal{O}} + uG^4_{2,\mathcal{O}}((p + \bar{p} - q)(-u + v + 1) + 4)
\]

\[
- v(u - v + 1)(p + \bar{p} - q)G^4_{1,\mathcal{O}},
\]

(4.65a)

\[
\lambda G^4_{1,\mathcal{O}} = \partial_u G^4_{0,\mathcal{O}} \left( (2u(v + 1) - 2(v - 1)^2) (p + \bar{p} - q + 1) - 2u(3v + 2) + 6v^2 - 10v + 4 \right)
\]

\[
+ 2u(u - v + 1)(p + \bar{p} - q - 2)\partial_u G^4_{0,\mathcal{O}} + 2u^2(-u + v + 1)\partial_v G^4_{0,\mathcal{O}}
\]

\[
- 4uv(u - v + 1)\partial_u \partial_v G^4_{0,\mathcal{O}} + 2v((v - 1)^2 - u(v + 1))\partial_v^2 G^4_{0,\mathcal{O}}
\]

\[
- \frac{2(u + v - 1)G^4_{2,\mathcal{O}}}{v} - 4G^4_{1,\mathcal{O}} + G^4_{0,\mathcal{O}} \left( \frac{2}{3} (p + \bar{p} - q + 1)(2p + 3u - 3v + 4)
\]

\[
- (3u + 3v - 5)(p + \bar{p} - q + 1)^2 + \frac{1}{6}(-8p(p + 1) - 9u + 9v - 11) \right),
\]

(4.65b)

\(^{11}\)Unfortunately, we have run out of letters for the exchanged long multiplet.
\[
\lambda G^4_{2,\tilde{O}} = 2pu^2\partial_u G^4_{0,\tilde{O}} + 2puv\partial_v G^4_{2,\tilde{O}} - pu(p + \tilde{p} - q)G^4_{1,\tilde{O}} + 2u^2(-u + v + 1)\partial^2_u G^4_{1,\tilde{O}} \\
+ \partial_v G^4_{1,\tilde{O}} \left( (2u(v + 1) - (v - 1)^2) \right) + (p + \tilde{p} - q + 1) - 2u(v + 2) \\
+ 6u^2 - 10v + 4 + 2u\partial_u G^4_{1,\tilde{O}}((u - v + 1)(p + \tilde{p} - q - 1) - (u - 3v + 4)) \\
+ 4u^2\partial_u G^4_{2,\tilde{O}} + 2u(2v - 3)\partial_u G^4_{2,\tilde{O}} - 4uv(u - v + 1)\partial_u \partial_v G^4_{1,\tilde{O}} \\
+ 2v((v - 1)^2 - u(v + 1)) \partial^2_v G^4_{1,\tilde{O}} + G^4_{1,\tilde{O}} \left( \frac{1}{6}(-8p^2 + 4p + 3u + 9v + 7) \\
+ \frac{1}{6}(-3u + 3v - 5)(p + \tilde{p} - q + 1)^2 + \frac{1}{3}(4p - 6v + 5)(p + \tilde{p} - q + 1) \right) \\
- \frac{2u(v - 1)(p + \tilde{p} - q)G^4_{2,\tilde{O}}}{v} \right)
\]

and one constraint\footnote{We have on purpose not written the constraint as a function of the superconformal blocks, but as a sum of the functions of the cross-ratios.}

\[0 = (p - 1) \left[ -2puv\partial_u A_1 - 2p(v - 1)v\partial_v A_1 + pv(p + \tilde{p} - q)A_1 - 4uv\partial_u B_1 \\
+ \partial_v B_2 \left( (2u(v + 1) - (v - 1)^2) \right) - 3uv + u + v^2 - 1) \\
+ 2u\partial_u B_2((u - v + 1)(p + \tilde{p} - q + 1) - 3u + v) + 2u^2(-u + v + 1)\partial^2_u B_2 \\
- 4uv(u - v + 1)\partial_u \partial_v B_2 + 2v((v - 1)^2 - u(v + 1)) \partial^2_v B_2 + 2v(1 - 2v)\partial_v B_1 \right]
\]

It is easy to see that there is no constraint for the current multiplet case, since there \( p = 1 \). Although the constraint seems surprising, it is easy to understand. First we note that (4.66) is proportional to

\[
(\theta_{13} x_{21} \bar{\theta}_{13})^2, \quad (\theta_{13} x_{21} \bar{\theta}_{13})(\theta_{23} x_{23} \bar{\theta}_{13}), \quad (\theta_{13} x_{23} \bar{\theta}_{13})(\theta_{23} x_{21} \bar{\theta}_{13}), \quad (\theta_{23} x_{21} \bar{\theta}_{13})(\theta_{23} x_{23} \bar{\theta}_{13}).
\]

All these structures have the property to be chiral at \( z_2 \). Therefore, we see that the super Casimir operator mixes all the possible structures allowed by the symmetries of the operators on which it acts on, just like in the seed blocks case. The difference now is that shortening conditions coming from the remaining operators in the four-point functions are invisible to the super Casimir. Those shortening conditions also impose relations between the different terms in the four-point function, unlike the seed block case, where the structures are fixed and there is no condition which will kill their contribution, therefore, there will never be a constraint.

The next step can be guessed by the reader: we will look at the three-point functions and see which operators are being exchanged. Most of the work was already done in (4.39), where we note that now (4.39a) does not have a fixed power in the denominator, and since there is no conservation equation for the long multiplet, there is another structure. The three-point function is

\[
\left\langle \Phi(z_1) \tilde{O}(p, \tilde{p})(z_2) O(z_3) \right\rangle = \frac{1}{(31)^q (32)^p (23)^p} t_I \left( Z_{3(21)} \right).
\]

\[12\text{We have on purpose not written the constraint as a function of the superconformal blocks, but as a sum of the functions of the cross-ratios.}\]
The long multiplet version of (1.39) reads

\[ \mathcal{O}_I : \]

\[
\hat{\mathcal{O}}^{(\ell,\ell)}_{((\Delta-p+\bar{p}-q)/2,(\Delta-p-\bar{p}+q)/2)} : \]

\[
\frac{X^{(\ell)}}{(X^2)^{(\Delta+p+\bar{p}+q+\ell)/2}} ,
\]

(4.69a)

\[
\hat{\mathcal{O}}^{(\ell+1,\ell+1)}_{((\Delta-p+\bar{p}-q+3/2)/2,(\Delta-p-\bar{p}+q-3/2)/2)} : \]

\[
\frac{\tilde{\Theta}^\alpha X^{(\ell)}}{(X^2)^{(\Delta+p+\bar{p}+q+\ell+1)/2}} ,
\]

(4.69b)

\[
\hat{\mathcal{O}}^{(\ell+1,\ell)}_{((\Delta-p+\bar{p}-q+3/2)/2,(\Delta-p-\bar{p}+q-3/2)/2)} : \]

\[
\frac{(X\tilde{\Theta})^\alpha X^{(\ell)}}{(X^2)^{(\Delta+p+\bar{p}+q+\ell+3/2)/2}} .
\]

(4.69c)

We will make an ansatz for \( \mathcal{G}^4_{0,\hat{\cal{O}}} \) by inspecting the OPEs between the lowest component of the multiplets of \( \mathcal{O} \) and \( \Phi \). The ansatz for the \( \mathcal{G}^4_{1,\hat{\cal{O}}} \) and \( \mathcal{G}^4_{2,\hat{\cal{O}}} \) functions will come from the OPEs of the \( \mathcal{Q} \)-descendants of the lowest component of the multiplets and \( (4.40) \), where we only need to change the dimension of the current multiplet for the dimension of the long multiplet. Since \( (4.39a), (4.39b) \) and \( (4.39c) \) have the same structures as \( (4.69a), (4.69b) \) and \( (4.69c) \), respectively, the OPEs for those cases are the same as the ones given in \( (4.42), (4.43) \) and \( (4.43) \), and we only need to replace the \( J \) and its \( \mathcal{Q} \) and \( \bar{\mathcal{Q}} \) descendants by \( m_{p+\bar{p}} \) and its \( \mathcal{Q} \) and \( \bar{\mathcal{Q}} \) descendants.

When exchanging an \( \hat{\mathcal{O}}^{(\ell,\ell)}_{((\Delta+p+\bar{p}+q)/2,(\Delta-p+\bar{p}-q)/2)} \) long multiplet, the ansatz are similar to \( (4.45) \) and \( (4.46) \), and we have

\[
\mathcal{G}^4_{0,\hat{\cal{O}}} = g^{p+\bar{p}-q-p-\bar{p}} + c_1 g^{p+\bar{p}-q-q-p-\bar{p}} + c_2 g^{p+\bar{p}-q-q-p-\bar{p}} + c_3 g^{p+\bar{p}-q-q-p-\bar{p}} ,
\]

(4.70)

and

\[
4a_0 \left[ \left( \frac{G^4_{1,\hat{\mathcal{O}}}}{u^{1/2}} + \frac{u^{1/2}}{v} G^4_{2,\hat{\mathcal{O}}} \right) T^{\alpha\beta} + \frac{u^{1/2}}{v} G^4_{2,\hat{\mathcal{O}}} T^{\alpha\beta} \right] = c_1 W^{3,seed}_{\Delta+1/2,\ell,1} + c_5 W^{3,dual seed}_{\Delta+1/2,\ell-1,1} + c_6 W^{3,dual seed}_{\Delta+3/2,\ell,1} + c_7 W^{3,seed}_{\Delta+3/2,\ell-1,1} ,
\]

(4.71)

with

\[
W^{3,seed}_{\Delta,\ell,1} = W^{seed}_{(m_{p+\bar{p}})\mathcal{O}^{(\ell+1)}(\mathcal{O}^{(\ell+1)})(\mathcal{O}^{(\ell+1)})(\mathcal{O}^{(\ell+1)})\phi^\alpha n_{p+\bar{p}+1/2,\alpha}^1} ,
\]

(4.72a)

\[
W^{3,dual seed}_{\Delta,\ell,1} = W^{seed}_{(m_{p+\bar{p}})\mathcal{O}^{(\ell+1)}(\mathcal{O}^{(\ell+1)})(\mathcal{O}^{(\ell+1)})(\mathcal{O}^{(\ell+1)})\phi^\alpha n_{p+\bar{p}+1/2,\alpha}^1} ,
\]

(4.72b)

Using the super Casimir equations we find

\[
c_1 = - \frac{(\Delta - q + p + \bar{p} + \ell) (\Delta + q - p - \bar{p} + \ell - 2)^2}{4(\Delta + \ell)(\Delta + \ell + 1)(\Delta + q - p - \bar{p} + \ell)} ,
\]

(4.73a)

\[
c_2 = - \frac{(\Delta - q + p + \bar{p} - \ell - 2) (\Delta + q - p - \bar{p} - \ell - 4)^2}{4(\Delta - \ell - 2)(\Delta - \ell - 1)(\Delta + q - p - \bar{p} - \ell - 2)} ,
\]

(4.73b)

\[
c_3 = c_1 c_2 ,
\]

(4.73c)

\[
c_4 = - \frac{4ia_0 (\Delta + q - p + \bar{p} + \ell - 2)}{\Delta + q - p + \bar{p} + \ell} ,
\]

(4.73d)
\[ c_5 = \frac{4a_0\ell(\Delta + q - p - \bar{p} - \ell - 4)}{(\ell + 1)(\Delta + q - p - \bar{p} - \ell - 2)}, \quad (4.73e) \]

\[ c_6 = -\frac{i a_0(\Delta - q - p + \bar{p} - \ell - 4)(\Delta - q + p + \bar{p} + \ell)(\Delta + q - p - \bar{p} + \ell - 2)^2}{(\Delta - 1)(\Delta + \ell)(\Delta + \ell + 1)(\Delta + q - p - \bar{p} - \ell - 2)(\Delta + q - p - \bar{p} + \ell)}, \quad (4.73f) \]

\[ c_7 = \frac{a_0\Delta(\Delta - q + p + \bar{p} - \ell - 2)(\Delta + q - p - \bar{p} - \ell - 4)^2(\Delta + q - p - \bar{p} + \ell - 2)}{(\Delta - 1)(\ell + 1)(\Delta - \ell - 2)(\Delta - \ell - 1)(\Delta + q - p - \bar{p} - \ell - 2)(\Delta + q - p - \bar{p} + \ell)}, \quad (4.73g) \]

When the exchanged operator is a \( \tilde{O}^{(\ell+1,\ell)}((\Delta + p - \bar{p} + q - 3/2)/2,(\Delta - p + \bar{p} - q + 3/2)/2) \) the ansatz now corresponds to, see (4.49) and (4.50).

\[ G_{0,\tilde{O}}^4 = g_{\Delta+1/2,\ell+1}^{2-q,q-2} + c_1 g_{\Delta+3/2,\ell}^{2-q,q-2}; \quad (4.74) \]

and

\[ 4a_0 \left[ \left( \frac{G_{1,\tilde{O}}^4}{u^{1/2}/v} + \frac{u^{1/2}/v}{G_{2,\tilde{O}}^4} \right) T_{\alpha \dot{\alpha}}^4 + \frac{u^{1/2}/v}{G_{2,\tilde{O}}^4} T_{\alpha \dot{\alpha}}^4 \right] = c_2 W_{3,seed}^{3,seed} \Delta_{\ell,1} + c_3 W_{3,seed}^{3,seed} \Delta_{\ell+1,\ell+1}, \]

\[ + c_4 W_{3,dual seed}^{3,dual seed} \Delta_{\ell+1,\ell+1} + c_5 W_{3,seed}^{3,seed} \Delta_{\ell+1,\ell-1}, \]

\[ + c_6 W_{3,seed}^{3,seed} \Delta_{\ell+1,\ell+1}. \quad (4.75) \]

The solutions for the \( c_i \) coefficients are

\[ c_1 = -\frac{(2\Delta - 3)(\ell + 2)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 9)}{4(2\Delta - 1)(\ell + 1)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)}, \quad (4.76a) \]

\[ c_2 = -\frac{i a_0(2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 3)}{4(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 1)^2}, \quad (4.76b) \]

\[ c_3 = -\frac{i a_0(2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 7)(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 1)^2}{4(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 9)}, \quad (4.76c) \]

\[ c_4 = -\frac{i a_0(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 9)}{4(2\Delta - 3)(2\Delta - 1)(\ell + 1)(\ell + 2) \times (4\Delta \ell + 6\Delta - 2q + 2p - 2\bar{p} - 4\ell - 3)}, \quad (4.76d) \]

\[ c_5 = \frac{i a_0(\ell + 2)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 9)}{4(\ell + 1)^2(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3) \times (2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 3)}, \quad (4.76e) \]

\[ c_6 = \frac{i a_0(2\Delta - 3)(2\Delta + 1)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 9)}{16(2\Delta - 1)^2(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3) \times (2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 7)(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 1)^2}. \quad (4.76f) \]

Finally, for an \( \tilde{O}^{(\ell+1,\ell)}((\Delta + p - \bar{p} + q - 3/2)/2,(\Delta - p + \bar{p} - q + 3/2)/2) \) our ansatz are, see (4.52) and (4.53),

\[ G_{0,\tilde{O}}^4 = g_{\Delta+1/2,\ell}^{2-q,q-2} + c_1 g_{\Delta+3/2,\ell+1}^{2-q,q-2}, \quad (4.77) \]

and

\[ 4a_0 \left[ \left( \frac{G_{1,\tilde{O}}^4}{u^{1/2}/v} + \frac{u^{1/2}/v}{G_{2,\tilde{O}}^4} \right) T_{\alpha \dot{\alpha}}^4 + \frac{u^{1/2}/v}{G_{2,\tilde{O}}^4} T_{\alpha \dot{\alpha}}^4 \right] = c_2 W_{3,dual seed}^{3,dual seed} \Delta_{\ell,1} + c_3 W_{3,dual seed}^{3,dual seed} \Delta_{\ell+1,\ell+1}. \]
The solutions are

\[ c_1 = -\frac{(2\Delta - 3)(\ell + 1)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 3)}{4(2\Delta - 1)(\ell + 2)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)}, \]  

\[ c_2 = \frac{i a_{0}(\ell + 1)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 3)}{\ell + 2}, \]  

\[ c_3 = -\frac{i a_{0}(\ell + 1)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell - 3)(2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 5)}{4(\ell + 2)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)} \times (2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 3), \]  

\[ c_4 = -\frac{i a_{0}\ell(2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 5)(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 3)}{4(2\Delta - 3)(2\Delta - 1)(\ell + 2)^2} \times (4\Delta\ell + 6\Delta + 2q - 2p - 2\bar{p} - 4\ell - 9), \]  

\[ c_5 = \frac{i a_{0}\ell(2\Delta - 2q + 2p - 2\bar{p} - 2\ell + 1)(2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 7)^2}{4(\ell + 1)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)} \times \frac{i a_{0}(2\Delta - 3)(2\Delta + 1)(\ell + 1)(2\Delta - 2q + 2p - 2\bar{p} - 2\ell + 1)}{16(2\Delta - 1)^2(\ell + 2)(2\Delta - 2\ell - 5)(2\Delta - 2\ell - 3)(2\Delta + 2\ell + 1)(2\Delta + 2\ell + 3)} \times (2\Delta - 2q + 2p - 2\bar{p} + 2\ell + 5)(2\Delta + 2q - 2p - 2\bar{p} + 2\ell - 3) \times (2\Delta + 2q - 2p - 2\bar{p} - 2\ell - 7)^2. \]

For all three cases, we find exactly (4.48), (4.51) and (4.54) respectively, with the change \( \Delta - q \rightarrow \Delta - q + p - \bar{p} \) and \( \Delta + q \rightarrow \Delta + q - p - \bar{p} \).

So far, we have not attempted to solve the constraint (4.66) Unlike the eigenvalue equations, we cannot expect to solve the constraint by each individual superconformal block, rather, we expect this constraint to fix the sum over all possible constraints, which in turn will imply relation among the crossing equations [22]. We expect this constraint to play a similar role as the constraints coming from the shortening conditions of the current multiplet, see (4.21) and (4.37).

### 5 Conclusions

In this article we have initiated a systematic way of computing the superconformal blocks for general four dimensional \( \mathcal{N} = 1 \) SCFTs using the super Casimir operator. After constructing the most general four-point function with total vanishing \( U(1)_R \) charge, we were able to compute and solve the super Casimir equations for correlators with one chiral and one anti-chiral field. Our results are in agreement with previous results involving only the superconformal blocks coming from the lowest component of the multiplets. Surprisingly, we have found that solutions to the s-channel super Casimir equations of the \( \langle \mathcal{O}\mathcal{O}^1\Phi\Phi \rangle \) correlator do not allow certain solutions to the three-point functions, setting their three-point function coefficient to zero, see (4.62) and the discussion below.
It was already known that studying the superconformal blocks of certain extended four-dimensional SFCTs imposed analytical constraints to some parameters of the theory, for example the central charge and the flavor central charge [11,38,39], but as far as we are aware of, this is the first time where consistency of the (super)conformal blocks implies restrictions to the three-point function coefficients of the theory. As we have mentioned above, a study of the superblocks for the lowest components is not enough to study the consistency of the super Casimir equations.

There are several interesting generalization of the present work. For example, we can study correlators with non-trivial \( C_i \) functions. This will allow us to study the \( \langle J J J J \rangle \) four-point function (3.50). The three-point function of two currents have, among other multiplets, an \( O_\Delta^{(\ell, \ell+2)} \) and an \( O_\Delta^{(\ell+2, \ell)} \) long multiplets, whose superblocks are identical if one only studies the superprimaries [8]. A complete analysis of the four point function will distinguish the contributions coming from the descendants. Including the \( C_i \) functions will also allow us to check if the vanishing of \( \lambda_4^{(4)} \) in the three-point function of long multiplets (4.57) is a general feature, or if it is particular to the \( \langle O \ O \ O \ \Phi \bar{\Phi} \rangle \) correlator. Finally, including the \( D_i \) and \( E_1 \) functions will allow us to study a four-point function solely composed by long multiplets. Another interesting generalization is to include non-trivial spin representations in our four point function. This will be a first step to write the superconformal blocks of the R-current multiplet [12]. Including long multiplets with non-zero spin might also impose constraints to the spectrum of the theory when including chiral fields.

Furthermore, most of our techniques are readily generalized to both extended supersymmetries and general dimensions. For example, in the case of extended supersymmetry, the four point functions \( \langle \Phi \bar{\Phi} O_1 O_2 \rangle \) will depend only on \( B_i \) type of functions for any four dimensional SCFT. This is due to the strong restriction imposed by the shortening conditions which will only be satisfied for the \( A_1 \) and \( B_i \) functions. This statement will also be true when studying the four-point function for general dimensions, after taking care of the spinor indices for general dimensions, see [27,32] for a working example of this. We also point out that the stress-tensor multiplet in \( N = 2 \) theories, \( J_{N=2} \), satisfies similar constrains as the current multiplet here studied [11,33,37], thus, we argue that the techniques presented in this article are easily generalized to include this multiplet in four-point functions. As has been shown in previous articles, four point functions including at least two stress-tensor multiplets yield strong bounds to the central charge and the flavor central charge [11,38]. Recently the superconformal blocks for the lowest component of the stress-tensor were found in [33]. We propose to use the super Casimir in order to obtain all the superblocks for this correlator and also for mixed systems including the moment map operators.

Finally, as we mentioned, it is possible to write \( G^0_{0, O} \) (4.9) as one superblock instead of a sum of several conformal blocks [10]. In order to do so, it is necessary to study the asymptotic behavior of the superconformal partial waves using, for example, the super-shadow formalism [3,40,42]. To find such simple expression for the \( G^{1,2,3,4}_{O, O} \) superconformal blocks would greatly simplify computations, allowing for a more straightforward tool to solve the super Casimir equations.

---

13 A similar analysis was used in order to make an ansatz for the seed blocks [21] using the shadow formalism [3,41,44].
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