Quantifying prognosis severity of COVID-19 patients from deep learning based analysis of CT chest images
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Abstract
The COVID-19 pandemic has affected all the countries in the world with its droplet spread mode. The colossal amount of cases has strained all the healthcare systems due to the serious nature of infections especially for people with comorbidities. A very high specificity Reverse Transcriptase-Polymerase Chain Reaction (RT-PCR) test is the principal technique in use for diagnosing the COVID-19 patients. Also, CT scans have helped medical professionals in patient severity estimation & progression tracking of COVID-19 virus. In study we present our own extensible COVID-19 viral infection tracking prognosis technique. It uses annotated dataset of CT chest scan slice images created with the help of medical professionals. The annotated dataset contains bounding box coordinates of different features for COVID-19 detection like ground glass opacities, crazy paving pattern, consolidations, lesions etc. We qualitatively identify the severity of the patient for later prognosis stages in our study to assist medical staff for patient prioritization. First we detected COVID-19 positive patients with pre-trained Siamese Neural Network (SNN) which obtained 87.6% accuracy, 87.1% F1-Score & 95.1% AUC scores. These metrics were achieved after removal of 40% quantitatively highly similar images from the COVID-CT dataset. This reduced dataset was further medically annotated with COVID-19 features for bounding box detection. After this we assigned severity scores to detected COVID-19 features and calculated the cumulative severity score for COVID-19 patients. For qualitative patient prioritization with prognosis clinical assistance information, we finally converted this score into a multi-classification problem which obtained 47% weighted-average F1-score.
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1 Introduction

There are a handful of coronavirus strains known that cause infections in humans [41]. For example, severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) coronavirus strains. The former originated in China and resulted in 774 deaths out of 8,098 infections and the latter originated in Saudi Arabia liable for 848 deaths among 2,458 infected individuals [2, 22]. Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) virus is responsible for causing COVID-19. This virus originated in China and in the matter of months was declared a global pandemic by the World Health Organization (WHO). Respiratory transmission and physical contact were the prime reason for its widespread infection base. Also, the fact that 60% of total infected subjects demonstrated either mild or no symptoms. Because of which they ended up infecting others by acting as carriers and made this disease even harder to control [3].

Fever, dry cough and dyspnoea are symptoms of the most common symptoms of the infection whereas in more critical cases it can lead to septic shock, organ failure, pneumonia and even death [14, 17, 40]. With a huge number of cases raking in at such a short period of time, there is no doubt that healthcare of all countries are strained up to the maximum limit if not broken. RT-PCR is used for diagnosing the patients that are suffering from COVID-19. With its improved sensitivity and very high specificity this is the principal technique of choice [36]. Along with that CT and X-ray images have served as a supplement tool for prognosis with vast consensus regarding the features of COVID-19 as the virus progresses in on a given patient [4, 11, 30]. CT chest scans clearly overpowers X-ray scans with their high end image quality and capabilities to detect COVID-19 related features relatively early. These COVID-19 lung disorder features definitely serve as an indicator for analyzing severity of the patient. With ground glass opacity, a type of opacity that appears in initial stages of contraction of COVID-19 by a patient. Later, it mostly transforms into chunks of consolidation patches or crazy paving patterns even accompanied by lesions causing more serious respiration issues and probable requirement for breathing aid. But, these imaging methods do not have reliable specificity as the features of COVID-19 do overlap with a large number of respiratory diseases like influenza A & B, pneumonia & HSV pneumonia, atypical bacterial pneumonia, interstitial lung disease, pulmonary edema etc. This indicates that diagnosis with reliable certainty may be lacking for COVID-19 from radiological findings only. With this argument we focus our efforts on evaluating the severity of a COVID-19 patient after the diagnosis of the disease is done with RT-PCR.

This paper is aimed at expounding on a severity estimation approach of COVID-19 patients which leverages the feature detection and localization in CT chest scan slice images. Based on the proposed severity metric we can assist medical professionals to prioritize the patients for the required vital resources. Which would in turn help to allocate resources with maximum utilization and cater to the maximum number of patients. We specifically focus on detection and localization of ground glass opacities, crazy paving pattern, reverse halo effect, vascular dilatation, subpleural band, bronchiectasis, traction bronchiectasis, consolidations and lesions. Based on these features we classify the severity of the patient. An earlier clinical study also uses a severity estimation approach [38]. It is done by manually accumulating scores over the different segment regions of lungs in a CT scan image slice instead of directly focusing on detecting COVID-19 features. But, this manual analysis from medical experts consumes vital human resources which is not good for medical facilities under stress while handling large numbers of patients.

We also tackle the issue of availability of quality dataset annotations for both CT chest scan images and provide medically validated annotations for CT chest scan dataset [39].
The annotations provided in the dataset are reviewed by medical professionals for creating good quality annotation dataset. Our data is biased towards few COVID-19 features because of their frequent recurrence with other COVID-19 features in the dataset. Hence, our model performance is also skewed towards predicting better results for those features. Also, we acknowledge the imbalanced & biased nature of data and the negative effects on the predictions caused by it [6]. We try to limit these effects by using few shot learning techniques with hyperparameter optimizations and data augmentation that deliver best results out of smaller datasets. The CT chest scan dataset contains images of the same patient multiple times with different slices only reiterating similar COVID-19 features for training. Hence, we take a subset of training dataset images that captures most variance amongst the whole dataset and performs best for our test dataset. This in turn minimizes our manual annotation efforts for labelling the images on the reduced version of the original dataset. Our image variance capture approach combined with extensive data augmentation techniques helps us maximize prediction throughput from our annotated data of chest CT scan images.

For calculating patient extremity estimation, we develop a two step deep learning pipeline where the first step is for detecting positive COVID-19 cases with the N-shot learning approach of SNNs. This step filters out negative COVID-19 images and feeds only COVID-19 positive images for our second feature localization and detection model, as shown in Fig. 1. Also, COVID-19 negative images constitute multiple lung diseases except COVID-19 having similar lung disorders and regular lung CT scan slice images that are disease free. First step, in this figure demonstrates the preprocessing pipeline for selecting images with high variance features eliminating quantitatively similar images. Second step,
defines our deep learning pipeline to detect COVID-19 positive images and provide prognosis severity analysis accordingly. In this figure, \( C_i \) \& \( \text{NC}_i \) represents high variance subset of image datasets \( C_i \) \& \( \text{NC}_i \) for COVID-19 positive and negative cases respectively. First detection step is also complementary to our annotation effort for designing a better quality dataset where we are specifically focused on labelling false positives and negative slice images from our detection step. Hence, we reorganized our labelling efforts more around the miss-classified images from the first step for creating a better severity analysis model and annotated dataset.

We utilized the data reduction step to minimize our annotation efforts without compromising much on prediction performances of both models in our deep learning pipeline. This preprocessing step reduces the volume of quantitatively similar data by comparing the images with cosine similarity metric instead of qualitative features like blur, brightness, sharpness etc. We deployed a VGG16 [34] like similarity measurement neural network that measures variance of an image with respect to all dataset images for both COVID-19 positive and negative dataset split respectively. The high variance metric qualitatively serves as a measure for capturing maximum numbers peculiar features of an image with respect to other images in the dataset. These features can be COVID-19 features in COVID-19 positive dataset and some other distinctive features in case of COVID-19 negative images dataset. We were able to maintain our accuracy for our SNN model with minimum training images. As even after removal of 41.35 % highly similar images from the training dataset the performance of the model is not compromised beyond 1.5 %. Because their contribution is limited to model accuracy improvement and is majorly compensated with data augmentation techniques. Also, this variance maximization approach allowed us to capture a significant number of different instances per class for our localization model training.

Our contributions in this paper are summarized in this paragraph. In this research paper we provide a newly annotated dataset that captures features of COVID-19 in CT chest scans image slices. The annotations are presented in Pascal VOC and csv format in two different image resolutions of 300x300 and 500x500 pixels. Second, we introduce image similarity based data reduction methodology that omits unnecessary images that are not valuable to model accuracy improvement. Third, we propose a two step deep learning pipeline that is tuned to work well even on smaller datasets. Both steps are independent of one another and can be utilized individually with first being employed for diagnosis and second one for prognosis. Here, we have utilized the diagnosis and data reduction steps to minimize our labelling effort for the prognosis dataset. But, these efforts can be skipped for calculating severity metric if bounding box annotations are available. The clinical motivation behind this study is to propose a prognosis deep learning pipeline that is robust & extensible even on a small volume of data. This approach would also assist medical professionals to prioritize resources for more severe patients and would give assisting metric data to informatively supplement their decision.

2 Related work

The detection and isolation of SARS-Cov-2 was done via bronchoalveolar-lavage samples from Wuhan Jinyintan Hospital with negative-stained electron micrographs of SARS-Cov-2 particles. The structure of the virus was analyzed with its morphology and cytopathic effects [41]. Multiple studies in the past have analyzed and collated their findings of COVID-19 CT chest scans features of patients from offset to recovery phase [4, 11]. From these studies it has been agreed upon that ground glass opacities, vascular dilation, crazy
paving pattern, reverse halo and consolidation opacities are amongst the most common features when diagnosed with COVID-19. Most bilateral ground glass opacities appear in the initial stages of infection and that later transforms into consolidation blots \[30\]. Increase in ground glass lesions is associated with increased severity of patient’s condition and future oxygen aid requirement \[11\]. Also, occurrence of these lung disorders is quite common amongst many lung related diseases which results in difficulty while determining the root cause as SARS-CoV-2.

A baseline CT chest severity score study \[38\] divided both lungs into 20 regions which were then subjectively evaluated and given scores based on their parenchymal opacification. The final score was then defined over summation of individual scores across these 20 regions. Our study is inspired from this similar concept of detection and localization of COVID-19 features or lung disorders. But, instead of focusing on calculating segmented lung region severity, we estimate the severity of the whole CT chest scan by detecting and localizing COVID-19 features only. In our study we developed an annotated dataset containing multiple COVID-19 related lung disorder features, labelled completely onto in focused sliced CT chest scans images as shown in Fig. 2 for detection. In this figure, the first row demonstrates some sample images of COVID-19 positive patients with different severity from the dataset. While in the second row their corresponding annotated images demonstrate labelled COVID-19 features in increasing order of severity from yellow to red colored bounding boxes. The green bounding boxes highlight negative samples or background class for hard negative mining by the model. The feature or lung disorder list for COVID-19 identification in the annotated dataset is decided after collation of information from multiple clinical studies \[23, 25\].

There are several deep learning architectures already that explore diagnostic capabilities of Convolutional Neural Network (CNNs) with X-ray and CT images \[5, 7, 27, 32\]. X-ray scan image analysis with data augmentation and transfer learning for COVID-19 detection from multiple CNN architectures have also demonstrated the efficacy in COVID-19 diagnosis predictions \[29\]. For dataset imbalance and noise removal, Generative Adversarial Networks (GANs) and Principal Component Analysis (PCA) combined with transfer learning modelling approaches have also demonstrated promising results \[15\]. Even though X-ray modalities have more availability as compared to CT modalities, their sensitivity and specificity is found rather low medically while diagnosing earlier stages of COVID-19.

Studies using Fourier-Bessel series expansion-based decomposition (FBSED) method for CT scan & X-ray images and Fourier-Bessel series expansion-based dyadic

---

**Fig. 2** Sample images demonstrating different COVID-19 lung disorders with different associated colors from bounding box dataset
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decomposition (FBD) method for X-ray images have also shown promising diagnosis
eresults for COVID-19 \[ 8, 9 \]. These methods obtain respective sub-band images (SBIs) from
the X-ray and CT-scan images either in separated or merged state, post which these SBIs
are fed into the main CNN network for final softmax based classification of COVID-19
images. Also, multiple studies have used COVID-CT as their dataset for diagnosis analysis
because of its high patient count of CT chest scan slice images. And these studies have used
transfer learning, capsule networks, AutoML, self-supervision and novel cross validation
approaches to achieve better results in comparison to baseline solutions \[ 12, 16, 26, 28, 33 \].
But, most of the above stated studies haven’t employed extensive techniques to remove data
related biases in predictions and also haven’t analyzed limitations of the data quality. With
the primary goal of these studies being improving accuracy and sensitivity of the models.
The limited focus on achieving high specificity and no efforts on providing interpretability
of their disease diagnostics for clinical validity the results from these studies are rather
convoluted \[ 6 \].

The base dataset under consideration in this paper is biased in nature with most CT
chest scans belonging to mid-30s & mid-60s age group patients and approximately 60% of
patients under consideration being biologically male. With no specifically detailed meta-
data, prior comorbidities information and quality control for given CT scan images slices in
the dataset, the results would be tampered and unreliable in nature. Hence, we rely on our
methodology that minimizes above stated biases in the dataset and captures maximum vari-
ation in the provided dataset to give fair generalizations. SNN exploits a unique architecture
to rank similarity between input images and achieves good performance even on smaller
datasets \[ 21 \]. With fine-tuning from Bayesian optimization technique \[ 35 \], good discrimi-
native prediction performance is achieved from this model architecture. Also, triplet loss
based methods have shown good performance in ranking similarity amongst the images \[ 1, 37 \].
These latter stated approaches are good for determining the similarity between images
but not for classifying them unlike SNN. Hence, we use the first above stated approach to
evaluate and classify the COVID-19 positive & negative images. And employ the second
similarity approach for data reduction during the model training step.

For localization and detection of an instance, SSDs are often used considering their sim-
plexity and high frames-per-second (FPS) processing speed \[ 24 \]. We limit our study to 2D
CT chest scan sliced representation of images in this paper. But, also while scanning across
3D CT chest scan volumes in video like formats, these architectures would yield very high
performance as well. Hence, it would have been even better model architecture to localize
and detect dynamic bounding boxes per frame. SSDs fundamental idea is to use bounding
boxes of different scales and aspect ratios per feature map for localization and remove region
proposal network steps like Fast RCNN \[ 13 \]. At prediction time, the network combines pre-
dictions from multiple feature maps to handle different size objects and generates a presence
score based on intersection over union (IoU) method to create adjustments for matching
the box better to instance shape. In our study we utilized the SSD approach for detecting
COVID-19 lung disorders in a more granular manner for better medical interpretability.

3 Datasets for experiments

In this section we first describe the properties associated with our base COVID-CT dataset
on which we have built our annotation dataset. And we also describe the methodology that
was used for collection of these CT chest scan slice images. Second, we describe properties
associated with our annotated dataset for COVID-19 positive and negative patients. And we
Fig. 3 First and second row demonstrates samples of CT chest scan of COVID-19 positive and negative patients respectively

also describe methodology that was used for annotating our dataset with the bounding box coordinates.

3.1 Base dataset description

The COVID-19 dataset images collected are resized into standard sizes of 300x300 and 500x500 pixels [39]. This dataset is originally created from medRxiv and bioRxiv available preprint images on COVID-19 patients. Metadata information like gender, age, location, offset time period, severity of COVID-19 and radiology is also provided. Whereas negative COVID-19 images constituting of healthy & non-COVID-19 lung disorders CT scan slices are added from sources like MedPix, LUNA, Radiopaedia and PubMed Central. The patient data used from these sources is completely anonymized as per the privacy regulations and compliance procedures. Multiple images of a single patient are available that are visually very similar in nature are also present in this dataset. This dataset is already split into 349 images of 216 COVID-19 positive patients and 397 images of negative COVID-19 samples. Also, the COVID-19 patient dataset is skewed in nature with relatively more cases of male gender and older age groups. Specifically, 62.77% of the COVID-19 positive patients are biologically male in this dataset. And the patient data contains a relatively large number of samples for middle-aged (32 to 51 years) & older age groups (62 to 81 years). The Fig. 3 highlights some sample COVID-19 positive and negative images for a facile review of COVID-19 opacities and lung disorders. This figure demonstrates the similarity of features in both COVID-19 positive and negative samples. Demonstrating that without specific COVID-19 related domain knowledge of Chest CT scan it is a very hard task to classify these images and provide diagnosis information.1

1Base dataset repository: https://github.com/UCSD-AI4H/COVID-CT
3.2 Annotated dataset description

After completion of the data reduction preprocessing step we created annotations of our reduced dataset of 175 COVID-19 positive and 175 COVID-19 negative images. The criteria for elimination is high cosine similarity of image with respect to other images. And second, the systematic removal of such images doesn’t cause a greater than 1.5 % decrease in model detection performance. This new dataset is again skewed, containing a larger number of CT scan slices belonging to male gender and older infected age groups. Each image on an average is having approximately around 15 bounding box annotations in this dataset. We annotated these training images with the listed COVID-19 disorders stated in Table 1. Also, we annotated the test dataset images to evaluate model performance in terms of mAP, average recall and precision. The annotations contain labels for specifically nine classes and one negative sampling background class. These labels are stated in Table 1 for reference and we have also associated a specific severity score & color code for a given class of COVID-19 feature manually. The color code’s warmness expresses the severity of that corresponding COVID-19 lung disorder.

For creating bounding boxes we used an open source tool called labelImg which saves the annotations in Pascal VOC format. We also converted these annotations into CSV format as well with Python3 scripts. With this GUI tool we have created bounding boxes in CT chest scan image slices for all the classes corresponding to COVID-19 features. These annotations are added by two experienced radiologists from PGIMER, Chandigarh with the same professional exposure in COVID-19 diagnosis domain expertise. In any given annotation group the bounding box corresponding to an instance of each class completely captures the COVID-19 features in whole. Also, different features bounding boxes do partially overlap in annotations because of close vicinity of these features but complete overlap is generally avoided at all costs. For creating a bounding box, we made sure that the bounding box contained important traits associated with a feature instead of creating a complete bounding box over the whole feature. The reasoning for adopting this labelling technique is to avoid overlaps amongst multiple features and background class. We got these annotations medically reviewed for qualitative validation from practicing medical professionals for establishing standardized quality control over our dataset.

We created two variants of the annotation dataset that are subsets of base dataset having image resolution as 300x300 and 500x500 pixels respectively for SSD300 and SSD512.

| Cls. | COVID-19 Disorder          | Sever. | BGR Code       |
|------|----------------------------|--------|----------------|
| 1    | ground glass opacity       | 1      | (65, 255, 238) |
| 2    | vascular dilatation        | 1      | (118, 241, 255)|
| 3    | subpleural band            | 1      | (59, 235, 255) |
| 4    | bronchiectasis             | 2      | (0, 255, 255)  |
| 5    | traction bronchiectasis    | 2      | (77, 183, 255) |
| 6    | crazy paving pattern       | 2      | (0, 145, 255)  |
| 7    | reverse halo               | 2      | (0, 61, 255)   |
| 8    | consolidation              | 3      | (68, 23, 255)  |
| 9    | lesion                     | 3      | (0, 0, 255)    |
| 0    | Negative samples           | 0      | (0, 255, 0)    |
models respectively. In Fig. 4, different classes of annotations are highlighted in isolation in given sample images with their respective color code. We specifically present only a single class per image for more concise comprehension of our annotation methodology. For maintaining the annotation standard across multiple images we also cross-referenced the metadata associated with each image while annotating each feature. Along with that we have associated severity metric data for each COVID-19 positive image manually from the metadata file with review feedback from medical professionals. This was done to finally evaluate severity calculation performance of the model in the form of a multi-class classification problem categorizing COVID-19 patients into three categories (Initial, Intermediate & Severe) based on their severity score.

4 Experimentation methodology

Our experimentation methodology broadly focuses on two tasks: first detection of COVID-19 patients and second is measuring the severity of the COVID-19 positive personnel. In our preprocessing step, we first measured the variance of each image with respect to every other image on the dataset. It assisted in eliminating similar images of probably the same patients that aren’t assisting in improving accuracy of the diagnostic SNN model of COVID-19 on the test dataset. This reduction in dataset size without compromise in diagnostic model’s accuracy helped us in saving time for creating annotation dataset that contained labels of all important images. Our base CT chest scan dataset was divided into standard 70:30 train-test split having equal number of COVID-19 positive and negative images for evaluation of our diagnostic model.

First, we created a 70:30 split for each data subset for COVID-19 positive and negative patients from our base dataset that contains these two classes separately already. Then we independently passed these images in different MobileNet [19] models for determining the similarities amongst different COVID-19 positive and negative images separately. As shown in Fig. 5’s Step 1: Variance Calculation, each MobileNet similarity network evaluated the similarity of each image under consideration with respect to all the other images. The tuples $\left( W_i,x, b_i,x \right)$ and $\left( W'_i,x, b'_i,x \right)$ represents the weight values of the corresponding COVID-19 positive and negative image similarity calculator network. We measured similarity of each

![Fig. 4 Isolated single class annotated labelled examples in sample images from the bounding box annotated dataset](image)
image with respect to every other image as a cosine similarity value ranging from [-1, 1] and stored all the values in 2D matrix. These stored values in 2D matrix are represented in the Fig. 5 with $C_+\sigma^2$ and $C_-\sigma^2$ respectively for COVID-19 positive and negative image data subsets. For evaluating cosine similarity we transformed output of MobileNet from keras package with \texttt{GlobalAveragePooling2D()} operation. After that we evaluated the respective mean and variance value of each image from (1) and (2) with respect to the whole dataset from the cosine similarity values obtained from similarity calculator model predictions. The variance was calculated for both COVID-19 positive and negative dataset splits separately with two different similarity calculator models.

In the current context, variance ($\sigma^2$) measures the spread of features or deviations in an image with respect to all the other images. It measures how far the features of the current image are from every other image in the dataset. Here, $N$ represents the total number of images under consideration in the dataset from which the distance of the current image is evaluated. And $x_i$ represents the cosine similarity score of a given image with respect to other images taken from the dataset.

$$\mu = \frac{1}{N} \sum_{i=1}^{N} x_i \quad (1)$$

$$\sigma^2 = \frac{\sum_{i=1}^{N} (x_i - \mu)^2}{N} \quad (2)$$
Second, we trained our diagnostic SNN model for separating COVID-19 positive images from negative ones. We used Bayesian optimization for optimizing hyperparameters like learning rate, momentum, momentum slope, convolutional layer multipliers and L2 regularization. We also executed another experiment after hyperparameter optimization in which we kept on removing images having least variance in random batch sizes of [3,4,5] most similar images having almost equal variance values. It was iteratively executed till the point when sharp decrease in accuracy arrived and then we halted the experiment at optimum dataset size.

The hyperparameter optimization and dataset reduction experiments were executed separately for reducing computation footprint. Methodology steps are stated in the form of algorithm 1 for reference and visual illustration of the algorithm 1 is presented in Fig. 5 for better comprehension. In Fig. 5’s Step 3: Data Reduction, $D_R$ represents the final reduced training dataset for the diagnostic SNN model with $(W_{i,y}, b_{i,y})$ parameters which predicts with $\text{Acc}_i$ which is slightly smaller than $\text{Acc}_{\text{max}}$ by a number $\varphi$ (1.5 %). $C_{\text{pred}^+}$ and $C_{\text{pred}^-}$ represent image subsets of dataset containing COVID-19 positive and negative images that are predicted by the diagnostic model. For final performance evaluation of the diagnostic SNN model we carried out 5-fold cross-validation in compliance with the imbalance dataset validation protocols in order to avoid overoptimistic and overfitted results [31].

Thereafter, we added annotations for the final data subset of COVID-19 positive and negative patient images which were derived from data reduction experimentation in the diagnostic network’s performance capping step. We labelled the different COVID-19 features as described in Table 1 for all the 175 COVID-19 positive and negative images in our final data subset. We also labelled the distinctive features in the negative images with necessary domain knowledge for hard negative mining in SSD models. After that, we created a 60:15:25 split for training, validation and test set from our total 350 annotated images obtained after the data reduction step. The background class probability used for negative hard mining was not expressed independently for an image containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes. Hence, our model raises an exception when such images containing only background classes are under analysis to calculate intersection of union (IoU) values. We handled these exceptions in model predictions by nullifying all predictions and don’t proffer insights on COVID-19 negative images containing only background classes.

We reviewed performance of our two-step deep learning pipeline both in terms of discrimination abilities of COVID-19 positive patients from negative ones and determining severity of the patient from bounding boxes annotations. For both the stated tasks performance evaluation metrics are independent of one another. For determining the performance of the diagnostic step, we only used the accuracy of the SNN model on the test dataset. For avoiding overoptimistic performance results we used 5-fold cross-validation with three different evaluation strategies: Random, Slices & Voting. First approach splitted the data randomly for training and test sets. The ”Slice” strategy evaluated performance by creating a dataset test-train split at patient level, meaning that model performance was always evaluated on unknown individuals. The ”Voting” cross-validation methodology considered
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All patient images for arriving at a diagnosis decision instead of relying on a single slice of CT scan.

**Algorithm 1** Diagnosis modelling experiment pipeline: COVID-19 detection, hyperparameter optimization and data reduction process.

**Inputs:** Dataset $C_+$ and $C_-$ representing COVID-19 positive and negative dataset splits.

Deep Learning model graph declaration for siamese_neural_network and mobile_net architectures with their respective model parameters.

**Pre-requisites:**

70-30, Test-Train split: $T_{0.7, t_{0.3}} = \text{test_train_split(merge}(C_+, C_-))$, Random Split: fixed seed(16)

**Similarity analysis network graph declaration:** pooling_average_2d(mobile_net(I_1, I_2)), Outputs values in between [-1, 1].

**Detection network graph declaration:** siamese_neural_network(hyperparameters, $T_{0.7, t_{0.3}}$), Outputs a similarity score in range [0,1].

**Result:** $C_{\text{pred}^+}$, $C_{\text{pred}^-}$, $D_R$

Where, $C_{\text{pred}^+}$ and $C_{\text{pred}^-}$ represents COVID-19 positive and negative predictions on final reduced dataset $D_R$.

**for** $I_i$ in $I_{\text{total}}$ **do**

**for** $I_j$ in $I_{\text{total}}$ **do**

$C_+ \sigma^2_{i, x, j} = \text{pooling average}_2d(\text{mobile_net}(I_i, I_j))$

**end**

$C_+ \sigma^2 = \text{var}_\text{calc}(C_+ \sigma^2)$ /*2D variance matrix.*/

**for** $I_i$ in $I_{\text{total}}$ **do**

**for** $I_j$ in $I_{\text{total}}$ **do**

$C_* \sigma^2_{i, x, j} = \text{pooling average}_2d(\text{mobile_net}(I_i, I_j))$

**end**

$C_* \sigma^2 = \text{var}_\text{calc}(C_* \sigma^2)$ /*2D variance matrix.*/ opt_hyperparameters = bayes_optimization(hyperparameters, $T_{0.7, t_{0.3}}$, siamese_neural_network)

max_accuracy = siamese_neural_network(opt_hyperparameters, $T_{0.7, t_{0.3}}$)

sort_increase($C_* \sigma^2$) /* Removing least variance images.*/

Removing least variance images.*/

**while** $\text{round(max}\text{.accuracy)} - \text{round(curr}\text{.accuracy)} \geq \phi$ **do**

$T_{0.7}C_+ = T_{0.7}C_+ - \text{data_reduction}(T_{0.7}C_+, C_+ \sigma^2, \text{rand}\_\text{img\_num}([3:5]))$

$T_{0.7}C_* = T_{0.7}C_* - \text{data_reduction}(T_{0.7}C_*, C_* \sigma^2, \text{rand}\_\text{img\_num}([3:5]))$ /* Only train dataset is reduced not test.*/

curr_accuracy = siamese_neural_network(opt_hyperparameters, $T_{\text{new 0.7}^*, t_{0.3}}$)

**end**

$C_{\text{pred}^+}$, $C_{\text{pred}^-} = \text{siamese}\_\text{neural}\_\text{network}(\text{opt}\_\text{hyperparameters}, T_{\text{new 0.7}^*, t_{0.3}})$

$D_R = T_{\text{new 0.7}^*}$

And with respect to performance evaluation of SSD models we evaluated mean average precision (mAP), average recall and average precision. To determine the exact severity parametric value, we analyzed the top 36 feature class predictions from the SSD models that have IoU value greater than 0.36. We calculated and determined the affected area from

Springer
the summation of predicted bounding box coordinates for each class feature. After that we multiplied the affected area score with the severity weight associated with class features of COVID-19. And carried out a summation over all predicted features by the model with IoU value greater than 0.36. We normalized these calculated scores in the end by dividing the whole quantity by total image dimensions as shown in (3).

$$\Lambda = \sum_{y=1}^{Y} \left( A_f \ast W_f \right)$$

(3)

$Y$ denotes the number of features predicted by the SSD model under consideration. $\Lambda$ signifies the severity score calculated over top $Y$ features detected for different classes in a COVID-19 positive case. $A_f$ is the area of that feature predicted which is multiplied by $W_f$ which sums over most predominant $Y$ features. Finally, $A_i$ is the normalizing factor which is the total dimensional area of the image under analysis.

5 Diagnostic experiment and results

First step of this experiment was to evaluate the similarity amongst the images from the base CT chest scan dataset for COVID-19 positive and negative patients independently. For calculating this similarity metric of images, we used the *MobileNet* model implementation in keras. After that, we pipelined model output to *GlobalAveragePooling2D* layer and finally evaluated cosine similarity of the two input images. All these cosine similarity values were stored in a 2D matrix of $N by N$ size, where $N$ is the size of COVID-19 positive and negative image dataset respectively. Finally, we evaluated the variance of each image with respect to the dataset by using (2). The histogram distribution plot of the actual and normalized variance values is presented in Fig. 6. We then normalized the value distribution of variance metric in images with square root normalization function and finally employed standard deviation as final metric to remove low variance images from the dataset.

We also used the base dataset as input to our diagnosis SNN model. This twin network with tied weights to ensure the correct mapping of images in feature space. For implementation of this network in keras, 3 *Conv-RELU-MaxPool* blocks were used which were then connected to *Conv-RELU* block feeding the fully connected sigmoid layer. The feature vectors from this layer were fused with the L1 weighted layer and its output was fed to the final layer that makes predictions. L2 regularization was used for every layer with stochastic gradient descent with specific earlier momentum of 0.5. We also used Bayesian optimization to assess the best architecture hyperparameters like learning rate, momentum, momentum slope, convolutional layer multiplier and layer penalization for regularization of the network. Table 2 shows the model hyperparameters and their respective optimization intervals. Specifically, we divided these intervals into four equal width bins including the end interval values to obtain five unique values for each optimized hyperparameter. We used *GPyOpt* library to optimize on these set of parameters as our domain. Our sample model training function trained these prototype models upto 100,000 iterations with accuracy and F1-score evaluations for performance comparison. The Table 2’s highlights the best hyperparameters for the SNN model that were used to train the final similarity detection diagnostic network.

The dataset for training was split into a 80:20 train and validation split. In this implementation we decayed the learning rate by 0.01% after 500 iterations and Glorot initialization
was used for default weight value initialization for the network. We also employed callback keras method to early stop the model after achieving maximum accuracy with a patience parameter of 5 epochs. First, we trained our network on the base dataset to find the optimum hyperparameters for the model. Our initial model performance measurement was our baseline diagnosis accuracy and it was used for determining the best hyperparameters on the given base dataset. After that, we iteratively removed the subset of images having least variance in a random group size of 3 to 5 from the base training dataset of both positive and negative COVID-19 patients as stated in the algorithm 1. We executed this process iteratively until the accuracy started decreasing at a rapid rate and surpassed a specific threshold $\varphi$ of 1.5 % relatively.

We observed the beginning of sharp decline after 130th iteration at an accuracy value of 87.6% from the accuracy-iteration data reduction graph in the Fig. 7. Hence, we created a snapshot of the dataset at that particular iteration which contained a list of all the COVID-19 positive and negative images to reproduce that diagnostic performance for given hyperparameters. Table 3 compares the global maximum diagnostic performance with previous studies and we can see that proposed approach outperforms the existing approaches. Table 4 provides the cross-validated evaluation outputs on the test dataset. This also demonstrates the importance of using ‘Slice’ and ‘Voting’ strategies for more qualitatively accurate performance representation by our model.

Further, the reduced version of the dataset was used as the original training and validation dataset for the SSD models. We plotted the iterative process in the Fig. 7 to observe this steep decline which only happened after large chunks of similar images were removed.
from our N-shot learning experiment. From this experiment we observed that the diagnostic performance of the model is not altered when low variance images are removed from the training dataset. Hence from our results, we confirm that even after removal of 40%
of the training dataset the performance of the network is only slightly affected in terms of diagnostic power.

We have reduced our training data by a total of 41.35% percent by removing low variance images which in turn reduced our labelling efforts for the next experiment. After that we fed the resultant training and test dataset to our next prognostic model on which we carried out the severity analysis experiment.

### 6 Prognosis experiment and results

We used the training set images from the detection experiment as input images for training the severity estimation SSD networks. From these images COVID-19 features were detected and localized in the first step of the network. We pipelined multiple data augmentation techniques for performance improvements in our SSD models, as shown in Fig. 8. Red color represents the background class whereas blue and green color represents COVID-19 feature classes in the given image demonstrating three sample data augmentation transformations. The predictions for different feature classes and bounding box coordinates on COVID-19 positive images were made by serving batches of these data augmented images as input to our SSD networks. From which effective area of each predicted attribute class was calculated and we selected the top 36 predicted classes excluding the background class. Which was then fed into (3) for severity estimate value calculation. Finally, we divided the derived severity estimates from test images into three classes known as initial, intermediate & severe. From multiclass categories derived on these three severity types, we measure the prognosis capabilities of our best SSD network.

In SSDs each set of feature layers produces a fixed set of predictions with convolutional filters. Bounding boxes of different aspect ratios and sizes are associated with each feature map of the network. Which are relatively fixed to a corresponding cell over which they are tiled. Hence, for each feature map cell offset relative to the default box shape is predicted for the given cell. And scores specific to a given class marks the presence of class instances in that box. The objective loss function is the weighted sum of localization & confidence

| Approach                  | Acc(%) | F1(%)  | AUC(%) |
|---------------------------|--------|--------|--------|
| Yang et al. [38]          | 85.0   | 85.9   | 92.8   |
| Silva et al. [33]         | 87.6   | 86.19  | 90.5   |
| Mobiny et al. [28]        | 87.6.0 | 87.1   | 96.1   |
| He et al. [16]            | 86.0   | 85.0   | 94.0   |
| Ewen et al. [12]          | 86.2   | 87.0   | 86.1   |
| Mantas et al. [26]        | 88.3   | 85.0   | 94.0   |
| Proposed Approach         | **89.3** | **88.7** | **95.6** |

### Table 4  5-fold cross-validation result summarization

| Approach | Acc(%)      | F1(%)   | AUC(%)   |
|----------|-------------|---------|----------|
| Random   | 88.88±0.42  | 88.02±0.68 | 94.17±1.43 |
| Slicing  | 77.62±7.51  | 76.19±8.43 | 85.52±4.3  |
| Voting   | 80.60±4.39  | 79.11±6.57 | 88.74±5.92  |
loss combined together. Where localization loss is smooth L1 loss regressing predicted and ground truth boxes. And confidence loss is softmax loss over multiple classes’ confidence values.

Our base network was VGG16 based and the fc6 & fc7 were converted to convolutional layers. After that, sub-sampling of parameters was done from these two layers. Changes

Fig. 8 Three sample transformations from data augmentation with corresponding resized bounding boxes

Fig. 9 Abstract representations of SSD models trained in this experiment with their respective architecture details
were also made in pool5 layer from 2x2-s2 to 3x3-s1 convolutional operation and ”holes” were filled with a trous algorithm [18].

In our training experiment, we trained six model variants at two different resolutions of 300x300 and 500x500 pixels. First we trained a small and light model of SSD7 with four predictor and seven convolutional layers network on both the stated resolutions. We primarily utilized this simple architecture of SSD7 for prototyping models to determine optimum value of hyperparameters like aspect ratios, scale values, IoU threshold for non-maximum suppression etc. This was done to get a qualitative sense of the baseline mAP performance, estimating basic hyperparameters and also qualitatively comparing training time of this relatively small network with heavier SSD networks. Also, we trained baseline SSD300 and SSD512 networks on the above two resolutions respectively [24] and based our hyperparameters from prototyping information derived with the SSD7 network modelling. The architectural differences qualifying different convolutional and prediction layers used by each network are stated in Fig. 9. The baseline SSD models are more than 100 times larger than SSD7 in terms of trainable parameters resulting in a greater than 3 times larger computational training footprint. Table 5 demonstrates the computational and inference time for respective architectures under analysis.

We trained our models with Adam optimizer having learning rate = 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-08}$ and decay = 0.0001. We employed techniques like plateau learning rate reduction and early stopping with a patience parameter of 2 epochs for achieving best model results in our experimentation. In our data augmentation pipeline we randomly added brightness, contrast, saturation, hue, translation, rotation and shear scaling, as shown in Fig. 8. For inference, we used non-maximum suppression technique with threshold 0.01 to filter out majority negative boxes. After that, we applied Jaccard similarity overlap i.e. intersection-of-union (IoU) of 0.36 per class and kept the top 36 detections per image.

The Table 6 states the instance detection and localization related results for COVID-19 feature classes from SSD models. These results propound the fact that SSD models have demonstrated reasonably well mAP values on a relatively small dataset with the help of extensive data augmentation. Also, with increasing model size the results do show significant improvements. The precision-recall plots in Fig. 10 demonstrate different averaged

| SSD Models | Training | Inference (1 image) |
|------------|----------|---------------------|
| SSD7       | 2h 47min | 0.0021s             |
| SSD300     | 5h 47min | 0.0049s             |
| SSD500     | 6h 38min | 0.0067s             |

| SSD Models | mAP | $R_{avg}$ | $P_{avg}$ |
|------------|-----|----------|----------|
| SSD7-300x300 | 0.48 | 0.43 | 0.46 |
| SSD7-500x500 | 0.53 | 0.57 | 0.49 |
| SSD300-300x300 | 0.62 | 0.63 | 0.55 |
| SSD300-500x500 | 0.65 | 0.67 | 0.59 |
| SSD512-300x300 | 0.67 | 0.71 | 0.63 |
| SSD512-500x500 | **0.69** | **0.73** | **0.66** |
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Fig. 10  Precision and recall plots for object detection problems for evaluating mAP

I. Precision-Recall Plot: [500x500] pixels CT images.

II. Precision-Recall Plot: [300x300] pixels CT images.

out mAP values for different SSD models derived from evaluating the Area Under Curve (AUC). The SSD512 model with 500x500 pixel size images as input performs better in every aspect of model performance evaluation as shown in Table 6. Therefore, we use it to determine severity estimates on the test dataset of COVID-19 patients. Also, it had relatively higher recall values to quantify the models ability to correctly detect COVID-19 features provided the image is of COVID-19 positive patient.

For severity analysis estimates, we used (3) to determine COVID-19 patient’s condition. In our test dataset, we had 30 images of COVID-19 positive patients and an almost equivalent number of negative patients. Our diagnostic model eliminated the COVID-19 negative images containing background class only and the prognosis model didn’t provide any bounding box results for those images. Hence, we determined severity estimates only for the 30 COVID-19 positive images under consideration in our test dataset. The results from SSD models are fed into the severity estimation (3) and the final numerical values from this equation were normalized into the range of [0, 1] values only.

The Table 7 provides the complete result report of severity analysis estimates for the COVID-19 patients predicted by our model. The estimated severity numeric value instead of being presented as standard [0, 1] values were transformed into categorical initial, intermediate and severe states based on the equal division of [0, 1] numeric space. The actual patient severity categories were determined manually from the analysis of metadata associated with the test set images. Hence, the problem was transformed into a multi-class classification analysis for determining quantitative model performance. The confusion matrix corresponding to this problem is presented in Fig. 11 and results are summarized in result Table 7. Also, the total accuracy of the prognosis model is 47 % as derived from the confusion matrix.
Table 7 COVID-19 severity estimation analysis results

| Labels    | Pr. | Rcl. | Spec. | F1-Scr. | Supp. |
|-----------|-----|------|-------|---------|-------|
| Initial   | 0.86| 0.50 | 0.74  | 0.63    | 12    |
| Intermediate | 0.30| 0.27 | 0.44  | 0.29    | 11    |
| Severe    | 0.38| 0.71 | 0.6   | 0.50    | 7     |
| F1-Types  | Pr. | Rcl. | Spec. | F1-Scr. | Supp. |
| Micro Avg. | 0.47| 0.47 | 0.59  | 0.47    | 30    |
| Macro Avg. | 0.51| 1.00 | 0.59  | 1.00    | 30    |
| Weighted Avg. | 0.54| 0.47 | 0.60  | 0.47    | 30    |

- **Accuracy**: It determines the fraction of all samples that are correctly predicted by the classifying model.

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

- **Precision**: It determines the fraction of all positive predictions that were actually positive.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

- **Recall**: It determines the fraction of all positive samples that were correctly predicted positive by the classifier i.e. True Positive Rate (TPR).

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

- **Specificity**: It determines the fraction of all negative samples that were correctly predicted negative by the classifier i.e. True Negative Rate (TNR).

\[
\text{Recall} = \frac{TN}{TP + FN}
\]

**Fig. 11** Confusion matrix for severity analysis prediction results
- **F1-Score:** It is a harmonic mean of precision and recall which delivers more insights on biased data. It is used in this case as False Negatives and False Positives both are crucial to our analysis as well.

\[
F1 - Score = \frac{Precision \times Recall}{Precision + Recall}
\]  

- **Micro Average:** The micro-averaged parameters do not consider each class individually, instead all metrics are calculated by summation of quantities over all classes. The formula to evaluate all metrics is the same as above, only its scope is different which takes into account global effects.

- **Macro Average:** The macro-averaged parameters are calculated by taking the mean of each metric calculated for single classes evaluated in isolation. The formula to evaluate all metrics is the same as above, only its scope is different which takes into account averaging effects.

- **Weighted Average:** The weighted-averaged parameters are calculated by taking the weighted mean of each metric calculated for single classes evaluated in isolation. The weight is assigned to each class based on the Support each class is having for representation, where **Support** is the number of true samples present for each class.

The results in Table 7 shows that our model performs best when the feature type in the images are **Initial** ones in nature. This can be justified with an abundance of annotations being available in the annotation dataset for **Vascular Dilation** and **Ground Glass Opacity** classes. These classes have the lowest severity amongst all COVID-19 features. Also, our model is having good specificity value for **Severe** class as well. This is especially helpful in order to prioritize severe patients more accurately. Also, our test results demonstrate 47% accuracy while determining the exact category of the COVID-19 positive patient severity. And reports even higher specificity of 60% to avoid wrong prognosis analysis.

Also in Fig. 12, we qualitatively observe our model predictions for both correctly and incorrectly predicted images. From the first incorrectly predicted image in the second row, we observe that sometimes the model might consider consolidation patches appearing near to background features like lung walls and might miss-identify them. From Fig. 12, we also observe that our SSD models are very good at capturing vascular dilation and ground glass opacity features as these are the most abundant annotations present in the dataset. Also, we observe that the model does identify the lesions and bronchiectasis present in the images.

![Fig. 12](image-url) First row demonstrates sample COVID-19 positive images with correctly classified severity of patients by SSD512 detection network and the second row demonstrates sample images that are miss-classified by the severity analysis model.
quite correctly even if their annotations are not present in large amounts for this class in particular. This can be attributed to their simpler circle-like shape and almost the same size in every instance.

The overall performance in the severity estimation task turns out to be acceptable as we combine all the COVID-19 features for analysis. And then effectively calculate the severity metric based on the sum total of all the features as a whole for an image. Also, fixing on strong generalizations regarding the mAP trends from quantitative tests and qualitative discussions is not entirely possible with this biased dataset. But, with increased size of the dataset capturing a variety of COVID-19 features having a very high number of annotations for each feature class, valuable generalization trends can be derived for every metric discussed in this paper. In the next two sections we present model pipeline limitations and our conclusion to summarize insights from all the experiments. We also comment on future steps and possible scope of such deep learning pipelines for smaller datasets.

7 Limitation analysis

To better have an understanding about the errors made by the model pipeline, we conducted automated and manual analysis on test set predictions for both steps in our model pipeline. For step one, baseline SNN model accuracy was slightly overestimated and only after "Slice" and "Voting" evaluations did we arrive at correct predictions. We believe this happened because we didn’t factored in the multiple instance learning (MIL) nature of this problem.

Also, the first diagnostic step does not provide explainable and interpretable information which is required for medically compliant procedures. Our SNN pipeline’s performance on unseen data depends heavily on the variance of COVID-19 positive and negative images fed during training. But with the current data size for testing, validation and training our pipeline is vulnerable to a lot of unaccounted biases. Because of these two specific reasons we used the first step combined with image similarity removal approach to get statistically different quality images for annotation labelling process.

For the second step, the detection performance of our model was highly biased towards Initial and Severe classes. The performance for Initial class can be attributed to abundantly available annotations for initial stage COVID-19 features like ground glass opacities and vascular dilation. And the performance for Severe class can be attributed to abundant availability of lesion annotations and distinctive visual features of consolidation formation in lungs. Hence, the limited annotation availability for different defined classes in SSD models restricted the detection capabilities of our model.

8 Conclusion

Our deep learning pipeline demonstrates that it can quantify severity of COVID-19 patients from annotated CT chest scan slice images which would further assist in the prognosis process. This novel approach instead of using segmentation or regression based modelling techniques for diagnosis adopts a bounding box estimation approach for COVID-19 feature detection and affected area estimation. It provides the prognosis information by evaluating the sum of areas covered by different COVID-19 features for severity estimations. This analysis quantifies the COVID-19 feature affected areas in lungs which would serve as de-escalation or escalation assisting factors for admitting patients in intensive care units (ICU)
based on the calculated severity score. The analytical information from this system provides valuable information for resource management in medical facilities.

In the stated methodology we also acknowledge the bias present in given dataset samples of CT scan images. And we also attempted to minimize its impact with removal of quantitatively highly similar images. We also acknowledge the limited annotation effort hours at our disposal for creation of bounding box dataset. Therefore, adapted and tuned our deep learning prognosis pipeline to mitigate this issue. In this paper we only restricted our functionally two-step deep learning pipeline to supervised approaches for both diagnosis and prognosis steps. As part of future work our direction would be more oriented towards hybrid unsupervised and supervised approaches for reducing the supervised labelled data preparation effort. A study on meticulous inspection of Scanning Electron Microscope (SEM) images of the electrospun nanofiber with hybrid unsupervised and supervised machine learning pipeline has already delivered promising results for anomaly detection task in nanofibers [20]. Another approach, although in aspect-level sentiment analysis task outperformed baselines on SemEval-16 dataset with two-step mixed approach. First, it used rule based linguistic pattern identification for aspect extraction and then reused the extracted aspects as labels for aspect-term extraction with attention-based Bi-LSTM model [10].

From an extensibility standpoint, our approach would achieve more insightful and reliable results with more annotated samples in a more comprehensive dataset on better standardized CT Chest scan images. The severity score would be more meaningful, extensible and expressive with more standardized high-quality dataset with statistically diverse enough samples in terms of gender, age, comorbidities etc. Additionally, basic structure of this proposed methodology and pipeline can be used to get prognosis information on new diseases by creating a new minimal volume annotated dataset for that disease. In conclusion, we proposed an automated and extensible robust methodology that provides useful prognosis information for medical assistance to prioritize COVID-19 patients during their treatment.
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