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Shales have abundant micro-nano pores. Meanwhile, a considerable amount of fracturing liquid is imbibed spontaneously in the hydraulic fracturing process. The spontaneous imbibition in tortuous micro-nano pores is special to shale, and dynamic contact angle and slippage are two important characteristics. In this work, we mainly investigate spontaneous imbibition considering dynamic contact angle and slip effect in fractal tortuous capillaries. We introduce phase portrait analysis to analyse the dynamic state and stability of imbibition. Moreover, analytical solutions to the imbibition equation are derived under special situations, and the solutions are verified by published data. Finally, we discuss the influences of slip length, dynamic contact angle and gravity on spontaneous imbibition. The analysis shows that phase portrait is an ideal tool for analysing spontaneous imbibition because it can evaluate the process without solving the complex governing ordinary differential equations. Moreover, dynamic contact angle and slip effect play an important role in fluid imbibition in fractal tortuous capillaries. Neglecting slip effect in micro-nano pores apparently underestimates imbibition capability, and ignoring variations in contact angle causes inaccuracy in predicting imbibition speed at the initial stage of the process. Finally, gravity is one of the factors that control the stabilisation of the imbibition process.

Shale has relatively low permeability and porosity with most hydrocarbon stored in its tight matrix. Hydraulic fracturing is commonly used during the shale gas development process. Tons of fracturing liquid are pumped into the formation. Formation damage and production rate post-fracturing are strongly related to water transport in formation. Spontaneous imbibition is one of the dominant mechanisms of water transport, especially in shale, because micro-nano pores can cause high capillary pressure, which is a dominant force that drives wetting liquid imbibed into micro-nano pores.

The fundamental element of complex pore space is tortuous capillaries. In the early 20th century, the parallel tube bundle model was developed to represent the pore space of porous media. Fatt revised bundle of tubes as the network of tubes, which is more closely representing real porous media. Fischer et al. introduced the capillary pressure curve in the pore network model and studied the relationship between confining pressure and relative permeability. Bryant et al. introduced stress deformation into the pore network model to study the effect of confining pressure on permeability. Meniscus rises in capillaries comprise the basic of imbibition in porous media. Since Lucas and Washburn summarised the basic principle of liquid rising in a vertical capillary under the drive of capillary force and restraint of gravity, called the Lucas–Washburn (LW) equation, numerous studies have emerged over the past century. Cupelli et al. concluded that the inertia of liquid should be considered. Fries and Dreyer conducted a research on the analytic solution of capillary rise in an inclined tube. Kim and
Whitesides\textsuperscript{19} studied capillary rise in noncircular capillaries. Yu\textsuperscript{20,21} introduced the fractal method to describe the tortuosity of capillary. Cai\textsuperscript{22-24} introduced fractal geometry to modify the LW equation in a single tortuous capillary tube and porous media and found that the rise time exponent is related to tortuosity fractal dimension. Li et al.\textsuperscript{25,26} studied meniscus rise in branch-like capillaries and tree-like network systems, whereas Shen et al.\textsuperscript{27} further applied this concept in shale analysis. Meng et al.\textsuperscript{28} studied mechanisms of spontaneous imbibition and the impact of boundary condition, fluid viscosity and wettability. Shou et al.\textsuperscript{29} studied geometry-induced asymmetric capillary flowing behaviours, such as multi-section porous layers and trapezoidal porous media.

In micro-nano tubes, dynamic contact angle and slip conditions are two critical characteristics. Martic et al.\textsuperscript{30} showed that the contact angle in the LW equation should be dynamic. Contact angle is related to flow velocity.\textsuperscript{31–33} Several dynamic contact angle models have been derived. One of the most common is the power law model\textsuperscript{34,35}, which is recommended and used to simulate experimental data.\textsuperscript{36} Another one is the power series model, which was derived by Blake et al.\textsuperscript{37}. Hilpert\textsuperscript{38–42} derived (semi-)analytical solutions to liquid infiltration into horizontal, infiltration and downward tubes which considers the dynamic contact angle based on the power law and series models. Meakin et al.\textsuperscript{43} summarized multiphase fluid flow and reactive transport in fractured and porous media including complete dynamic behaviour of contact lines and contact angles. Petrov et al.\textsuperscript{44} formulated qualitative criteria for applicability of hydrodynamic, molecular-kinetic and molecular-hydrodynamic theories on the basis of the wettting-dewetting asymmetry of the dynamic contact angle. Slippage in micronanopores is another important characteristic. Gas slip is obvious and well-studied in both mechanism and application in gas production.\textsuperscript{45–46} Liquid also slip in nanopores. Several authors\textsuperscript{47–51} have shown that liquid infiltration in micronanopores is significantly different from the ordinary no-slip boundary. Commonly, non-wetting surfaces tend to cause non-wetting liquid slip.\textsuperscript{52,53} Wu et al.\textsuperscript{54,55} established a universal model for water flow through nanofluid, flow capacity of confined water is $10^{-1}$–$10^{-4}$ times that calculated by the no-slip Hagen–Poiseuille equation for nanopores with various contact angles and dimensions.\textsuperscript{54} Sometimes wetting surfaces also have slip effect, proved by both experiment\textsuperscript{56–58} and molecular dynamic(MD) simulations.\textsuperscript{57–59} Javadpour and Afsharpoor et al.\textsuperscript{60–62} uncovered the influence of the slip effect on the infiltration of micronanopores.

A phase portrait is a geometric representation of the trajectories of a dynamical system in the phase plane. Phase portrait analysis is a remarkable tool for analysing the dynamic process of a complex system, such as spontaneous imbibition. The phase portrait method can evaluate the dynamic process of the system without solving the complex governing ordinary differential equations (ODEs). For mechanical systems, the phase space usually consists of all possible values of position and momentum variables. The concept of phase space was developed in the late 19th century by Ludwig Boltzmann, Henri Poincaré and Willard Gibbs\textsuperscript{63} and is commonly used to analyse the possible state of a dynamical system.

### Spontaneous Imbibition Model

Spontaneous imbibition occurs in capillaries as wetting fluid imbibed in capillaries. This process is driven by capillary force automatically. Liquid slippage in nanoscale capillaries should also be considered. Commonly, hydrophobic surfaces tend to cause water slip.\textsuperscript{52,53} But hydrophobic nanopores will not lead imbibition, which is not the focus of our work. We just focused on the imbibition process in this work. In weak hydrophilic nanopores, water slip also occurs. Wu et al.\textsuperscript{54,55} established a universal model for water flow through nanopores, effective slip is a linear sum of true slip and apparent slip. True slip is always positive. For water in hydrophobic tube, apparent slip is positive, while for water in hydrophilic tube, apparent slip is negative. Similar with Wu’s model, in weak hydrophilic nanopores, wettability will give slight negative effect on effective slip, but not change effective slip into negative. This is what we discussed in this model. In strong hydrophilic tube, the tube wall will induce and locked layers of water molecule, which is a multilayer sticking model with no-slip boundary.\textsuperscript{64} Our model for slip boundary is not suitable.

Also, contact angle changes with imbibition speed which makes the imbibition process additionally complex. This section shows the establishment of a spontaneous imbibition model while considering liquid slippage and contact angle variation.

Spontaneous imbibition only exists in wetting tube, only wetting phase can induce imbibition. For inorganic pores, imbibing wetting phase is water, while for organic pores, imbibing wetting phase is oil. To simplify the investigating object and focus on the relationship between the dynamic angle and slip length, we simplify the model as wetting phase liquid imbibed in weak wetting single tube with fractal tortuosity. Certain simplifications are made. a) The cross section of the tube is circular, b) the liquid is in the wetting phase, and gas is nonwetting, c) the liquid is Newtonian with laminar flow (Inertial forces are ignored), d) the driving force of spontaneous imbibition is capillary force and e) slip occurs at the tube wall, f) Tube wall is weak wetting for liquid.

Figure 1 illustrates a schematic diagram of spontaneous imbibition in fractal tortuous capillaries. In the nanoscale system, slip length $L_s$ is comparable to capillary diameter. Hence, the slip effect should be considered. Velocity distribution on the cross section also follows a parabolic curve, assuming that a slip length $L_s$ exists. Liquid slippage can greatly increase liquid flux. On the basis of the Hagen–Poiseuille equation, fluid flux considering liquid slippage is as follows:

$$Q = \frac{\pi \Delta \rho}{2 \mu L_f} \left[ \frac{1}{2} (R + L_s)^2 R^2 - \frac{1}{4} R^4 \right],$$

where $Q$ is fluid flux in the tube, $\Delta \rho$ is the pressure difference of the fluid, $\mu$ is dynamic viscosity, $L_s$ is the length of tube based on liquid pathline, $R$ is the equivalent radius of the tube and $L_f$ is the slip length. Oftentimes, hydraulic diameter is introduced to non-circular tubes as follows:
\[ \lambda = \frac{4A_c}{C}, \quad (2) \]

where \( \lambda \) is the hydraulic diameter, \( A_c \) is the cross-sectional area and \( C \) is the wetted perimeter. For circular tubes, \( \lambda \) denotes the diameter or \( \lambda = 2R \).

\[ \Delta p \text{ represents the driving pressure. For upward flow, meniscus height increases during the imbibition process.} \]

\[ \Delta p = p_c - \rho g L_0 \sin \Psi, \quad (3) \]

where \( L_0 \) is the distance between meniscus and tube intake. For straight and vertical tubes, \( L_0 \) is the height of meniscus, \( \rho \) is the liquid density, \( g \) is the gravitational acceleration, \( \Psi \) is the angle between the horizon and the tube and \( p_c \) is the main driving force. According to the Young–Laplace equation, \( p_c \) is as follows:

\[ p_c = \frac{2 \sigma \cos \theta}{r}, \quad (4) \]

where \( \sigma \) is the interfacial tension between the gas and the liquid, \( \theta \) is the contact angle and \( r \) is the tube radius. In non-circular tubes, \( p_c \) is expressed as follows:

\[ p_c = \frac{4 \sigma \cos \theta}{D_h} = \frac{4 \sigma \cos \theta}{\lambda}. \quad (5) \]

During the imbibition process, the contact angle is dynamic. We select the liner relationship here. According to Hilpert\textsuperscript{42}, contact angle \( \theta \) in the Young–Laplace equation should be dynamic and expressed as follows:

\[ \cos \theta - \cos \theta_{eq} = \tilde{\alpha} \text{Ca} = -\tilde{\alpha} \frac{dL_f \mu}{dt \sigma}, \quad (6) \]

where \( \theta_{eq} \) is the equilibrium contact angle and \( \tilde{\alpha} \geq 0 \) is a non-dimensional parameter. \( \text{Ca} \) is a capillary number. This model, as Hilpert\textsuperscript{42} assumed, is a special case of the power law and series models. Hence, \( p_c \) for dynamic angle can be expressed as follows:

\[ p_c = \frac{4 \sigma \cos \theta}{D_h} = \frac{4 \sigma \lambda}{\lambda} \left( \cos \theta_{eq} - \tilde{\alpha} \frac{dL_f \mu}{dt \sigma} \right). \quad (7) \]

Liquid flux \( Q \) considering slippage, dynamic contact angle and gravity can be expressed as follows:

\[ Q = \frac{\pi}{32 \mu L_f} \left[ \frac{1}{2} (\lambda + 2L_f)^2 \lambda^2 - \frac{1}{4} \lambda^4 \right] \left( \frac{4 \sigma}{\lambda} \cos \theta_{eq} - \tilde{\alpha} \frac{dL_f \mu}{dt \sigma} \right) - \rho g L_0 \sin \Psi. \quad (8) \]

Imbibition velocity is determined as follows:

\[ \nu_f = \frac{4Q}{\pi \lambda^2} = \frac{dL_f}{dt}. \quad (9) \]

By combining Eqs (8) and (9), we obtain
\[ v_f = \frac{dL_f}{dt} = \frac{1}{8\mu L_f} \left[ \frac{1}{2}(\lambda + 2L_f^2) - \frac{1}{4} \lambda^2 \right] \left[ 4\sigma \left( \cos \theta_q - \alpha \frac{dL_f}{dt} \right) - \rho g L_f \sin \Psi \right]. \] (10)

Capillaries are not always straight. Thus, tortuosity should be considered. Yu and Cheng\(^{20}\) introduced fractal dimension to express tortuosity and expressed the relationship between \(L_f\) and \(L_0\) as follows:

\[ L_f = \lambda^{1-D_T} L_0^{D_T}. \] (11)

where \(L_f\) is the length of fluid pathline or real length of the capillary and \(L_0\) is the linear distance between the meniscus and tube intake. Derived by Cai et al.\(^{23}\), the relationship between velocity \(v_f\) and linear velocity \(v_C\) can be expressed as follows:

\[ v_f = \frac{dL_f}{dt} = D_T \lambda^{1-D_T} L_0^{D_T-1} v_C. \] (12)

where \(\lambda\) is the capillary diameter, \(D_T\) is the fractal dimension of a tortuous capillary and \(D_T\) ranges from 1 to 3. For a straight capillary \(D_T = 1\), a higher \(D_T\) represents higher tortuosity and longer pathline capillary.

By combining Eqs (10) and (12), we can derive the ODE of imbibition as follows:

\[ v_0 = \frac{dL_0}{dt} = \frac{[\lambda + 2L_0^2]^{3/2} - \lambda^2 |4\sigma \left( \cos \theta_q - \alpha D_T \lambda^{1-D_T} L_0^{D_T-1} \frac{dL_0}{dt} \right) - \rho g L_0 \sin \Psi |}{8\mu D_T \lambda^{2-2D_T} L_0^{2D_T-1}}. \] (13)

At \(t = 0\), the imbibition length is 0. Hence, the initial condition is as follows:

\[ L_0|_{t=0} = 0. \] (15)

By introducing dimensionless groups, the implicit ODE can be simplified as a dimensionless form to make the generalised equation applicable in different scales, which is helpful in performing sensitivity analyses. On the basis of the dimensionless method by Hilpert\(^{42}\), the three independent dimensionless groups are as follows:

\[ L_D = \frac{L_0}{\lambda}, \quad t_D = \frac{t \sigma}{\mu \lambda} \quad \text{and} \quad L_{0D} = \frac{L_0}{\lambda}, \] (16)

where \(L_D\) is the dimensionless imbibition length, \(t_D\) is the dimensionless time and \(L_{0D}\) is the dimensionless slip length. On the basis of this dimensionless method, dimensionless velocity can be expressed as follows:

\[ \frac{dL_D}{dt_D} = \frac{\mu}{\sigma} \frac{dL_0}{dt}. \] (17)

We can non-dimensionalise the imbibition speed as follows:

\[ v_D = \frac{dL_D}{dt_D} = \frac{[(1 + 2L_{0D})^2/2 - 1/4]}{2D_T L_D^{2D_T-1}} \left( \cos \theta_q - \alpha D_T \lambda^{1-D_T} L_0^{D_T-1} \frac{dL_0}{dt} - \rho g L_D \sin \Psi \right). \] (18)

Equation (18) remains an implicit ODE. By rearranging the first-order term, Eq. (18) can be expressed as follows:

\[ \frac{dL_D}{dt_D} = L_D = \frac{\cos \theta_q - \rho g L_D \sin \Psi}{4\sigma} \left( \frac{\rho g L_D \sin \Psi}{4\sigma} \right)^{2D_T-1} \frac{dL_D}{dt_D}. \] (19)

or simplified as follows:

\[ L_D = \frac{A - BL_D}{C L_D^{2D_T-1} + D L_D^{D_T-1}}, \] (20)

where constants

\[ A = \cos \theta_q, \quad B = \frac{\rho g L_D^3 \sin \Psi}{4\sigma}, \quad C = \frac{2D_T}{[(1 + 2L_{0D})^2/2 - 1/4]} \quad \text{and} \quad D = \alpha D_T. \] (21)
Equation (20) is an implicit first-order nonlinear ODE that represents the imbibition distance with respect to imbibition time considering liquid slip and dynamic contact angle. At initial condition $t_0 = 0$, the initial interface position is at the pressure intake. Hence, dimensionless imbibition length is expressed as follows:

$$L_{D|t_0=0} = 0.$$  \hfill (22)

Analytical or numerical solutions are easy to obtain. In Eq. (18), the concept that the capillary force item should be always larger than gravity item should be stressed. When the capillary force is balanced against gravity, the meniscus reaches the equilibrium height, which is expressed as follows:

$$L_{D_{eq}} = \frac{4\sigma \cos \theta_{eq}}{\rho g \lambda^2 \sin \Psi}.$$  \hfill (23)

Solutions

Initial stage of imbibition or horizontal flow. In the case of horizontal flow $\Psi = 0$ or at the first stage of the imbibition process, capillary force in the nanoscale tube is much larger than that in the gravity item. The gravity item can thus be neglected. Hence, after ignoring the linear term $\frac{\rho g \lambda^2 \sin \Psi}{4\sigma} L_D$, the item can be simplified as follows:

$$\frac{dL_D}{dt} = \cos \theta_{eq} \frac{2D_T^{(2p-1)}}{[(1+2L_{eq})^2/2 - 1/4]^{p-1}} + \bar{a}D_T L_D^{(p-1)}.$$  \hfill (24)

Gravity-influenced flow. For long-time imbibition, the influence of gravity cannot be ignored as the height of imbibition meniscus increases. The gravity term acts as a secular term. Equation (19) is an implicit ODE, which means that it cannot be typically solved. Under special circumstances ($D_T = 1$, 2), Eq. (19) has an analytical solution.

For $D_T = 1$, we can invert Eq. (19) as follows:

$$L_D = \frac{\cos \theta_{eq} - \frac{\rho g \lambda^2 L_{eq} \sin \Psi}{4\sigma} L_D}{2D_T L_D^{(p-1)} + \bar{a}D_T L_D^{(p-1)}}.$$  \hfill (25)

Under the initial condition $L_{D|t_0=0} = 0$ and solved by the separation of variables method, the analytical solution is as follows:

$$t = \frac{2D_T}{[(1+2L_{eq})^2/2 - 1/4]^{p-1}} \left[ \frac{4\sigma}{\rho g \lambda^2 \sin \Psi} \right]^{\frac{2}{p-1}} \cos \theta_{eq} - \frac{\rho g \lambda^2 \sin \Psi}{4\sigma} L_D \left[ \ln \left[ \frac{\cos \theta_{eq} - \frac{\rho g \lambda^2 L_{eq} \sin \Psi}{4\sigma} L_D}{2D_T L_D^{(p-1)} + \bar{a}D_T L_D^{(p-1)}} \right] \right]$$

$$- \frac{4\sigma}{\rho g \lambda^2 \sin \Psi} \left[ \ln \left[ \frac{\cos \theta_{eq} - \frac{\rho g \lambda^2 L_{eq} \sin \Psi}{4\sigma} L_D}{2D_T L_D^{(p-1)} + \bar{a}D_T L_D^{(p-1)}} \right] \right]$$

$$+ \frac{4\sigma}{\rho g \lambda^2 \sin \Psi} \left[ \ln \left[ \frac{\cos \theta_{eq} - \frac{\rho g \lambda^2 L_{eq} \sin \Psi}{4\sigma} L_D}{2D_T L_D^{(p-1)} + \bar{a}D_T L_D^{(p-1)}} \right] \right]$$

or

$$t = \frac{C(A - BL_D)}{B^2} - \frac{AC}{B^2} \ln |A - BL_D| - \frac{D}{B} \ln |A - BL_D| - \frac{CA}{B^2} + \frac{AC + BD}{B^2} \ln |A|,$$

where constants $A = \cos \theta_{eq} B = \frac{\rho g \lambda^2 \sin \Psi}{4\sigma}$, $C = \frac{2D_T}{[(1+2L_{eq})^2/2 - 1/4]}$, and $D = \bar{a}D_T.$
Summary of solutions for imbibition speed and length (with initial condition $L_{DB_{L}=0} = 0$).

| Illustrations | Conditions | Imbibition speed | Imbibition length |
|---------------|------------|------------------|------------------|
| horizontal flow | $\Psi = 0$ | $v_{D}(t_{0}) = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$ | $L_{D} = \left(\frac{(1 + 2L_{D})^{2}}{2 - 1/4}\right) \frac{1}{2}$ $\cos \theta_{eq}$ + $\alpha D_{T} L_{D}$ |
| initial stage of imbibition | $p_{l} > \rho g L_{D} \sin \Psi$ | $v_{D}(t_{0}) = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$ | $t = \frac{CA_{L} - BL_{D}}{B^{2}} \ln |A - BL_{D}|$ + $\frac{D_{T}L_{D}}{B^{2}} \ln |A - BL_{D}|$ |
| Gravity included | $D_{T} = 1$ | $v_{D}(t_{0}) = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$ | $t = \frac{2\bar{A}(AC + BD)}{B^{2}} \ln |A - BL_{D}| - \frac{C}{3B} L_{D}^{3} - \frac{AC_{L}^{2}}{2B^{2}} L_{D}^{2} - \frac{A^{2}C + B^{2}D}{B^{3}} L_{D}$ |
| $D_{T} = 2$ | $v_{D}(t_{0}) = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$ | $t = \frac{2\bar{A}(AC + BD)}{B^{2}} \ln |A - BL_{D}| - \frac{C}{3B} L_{D}^{3} - \frac{AC_{L}^{2}}{2B^{2}} L_{D}^{2} - \frac{A^{2}C + B^{2}D}{B^{3}} L_{D}$ |
| $1 < D_{T} < 3, D_{T}$ is non-integer | $v_{D}(t_{0}) = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$ | Numerical solutions (ODE45) |

For $D_{T} = 2$, we can invert Eq. (19) as follows:

$$\frac{dL_{D}}{dt} = \frac{\cos \theta_{eq}}{2D\eta L_{D}} \frac{\rho \lambda_{D} \sin \Psi}{4\sigma} + \alpha D_{T} L_{D}$$

(27)

Setting constants $A = \cos \theta_{eq} B = \frac{\rho \lambda_{D} \sin \Psi}{4\sigma}$, $C = \frac{2D_{T}}{(1 + 2L_{D})^{2}}$ and $D = \alpha D_{T}$, Eq. (27) can be expressed as:

$$\frac{dL_{D}}{dt} = \frac{A - BL_{D}}{CL_{D}^{3} + DL_{D}}$$

(28)

Under the initial condition $L_{D_{0}} = 0$, it can also be solved by the separation of variables method. The analytical solution can be expressed as follows:

$$t = \frac{A^{2}(AC + BD)}{B^{2}} \ln |A - BL_{D}| - \frac{C}{3B} L_{D}^{3} - \frac{AC_{L}^{2}}{2B^{2}} L_{D}^{2} - \frac{A^{2}C + B^{2}D}{B^{3}} L_{D}$$

(29)

For other occasions, $D_{T}$ is not an integer. To the best of our knowledge, deriving the analytical solution is difficult. As the standard differential form has been derived as that in Eq. (19), the implicit ODE can be solved using a numerical method. We use the variable-step fourth–fifth-order Runge–Kutta algorithm (ODE45). This method is an adaptive-step numerical analysis process for ODEs and effective in obtaining the numerical solutions.

**Summary of solutions.** Under different occurrences, we derived analytical and numerical solutions for spontaneous imbibition in fractal tortuous capillaries while considering dynamic contact angle and slip effect. Together with cases of gravity-ignored and -included processes and three categories of $D_{T}$, we summarise the solutions. Table 1 illustrates the analytical and numerical solutions that we derived. Expressions of imbibition speed and length are included.

**Phase Portrait Analysis**

Phase portrait analysis is a significant tool for analysing the dynamic state of such a system as spontaneous imbibition. The main advantage is that the method can evaluate the system without solving the complex governing ODEs, which control complex dynamic systems. Obtaining explicit solutions that are expressible in finite terms is sometimes not easy for ODEs. A qualitative study has been conducted on differential equations in which the important characteristics of the solutions to differential equations were deduced without actually solving them. In the following section, a geometrical method, the phase plane, is introduced to analyse solutions to the spontaneous imbibition process in fractal tortuous capillaries considering dynamic contact angle and slip effect.

A phase portrait is a geometric representation of the trajectories of a dynamical system in the phase plane, which consists of the system trajectories (arrows), stable steady states (dots) and unstable steady states (circles) in state space. The phase portrait method is useful in studying dynamical systems and forms a series of typical
For spontaneous imbibition, we develop a series of phase portraits to analyse the stability of solutions to the imbibition model and influence of variables on the imbibition process. We first draw the phase line of spontaneous imbibition, as shown in Fig. 2(a), and then compare. We numerically solve Eq. (19) to derive the dimensionless imbibition length $L_D$ versus dimensionless imbibition time $t_D$ using the ODE45 method, as shown in Fig. 2(b). The negative value of $L_D$ does not have physical meanings as imbibition distance $L_D$ is always a positive value ($L_D > 0$). Hence, negative values are ignored. Phase line is a 1D phase system that represents an interval of the domain of the derivative in the system. Values on the line denote imbibition distance, whereas arrows mean direction of the meniscus movement. As arrow density increases, velocity of meniscus decreases. Figuratively speaking, phase line Fig. 2(a) is a projection of Fig. 2(b). At the end of the imbibition speed, capillary force is equal to the gravity of the liquid. The dynamical system becomes stable, and this stage is also called the equilibrium state. For an autonomous ODE in a single variable, indicating the critical points is easy. By setting $L_D = 0$, every point becomes a stable equilibrium because $L_D$ does not change. If $L_D > 0$, then $L_D$ is always increasing for all $L_D$. Furthermore, if $L_D < 0$, then $L_D$ is always decreasing. Hence, by setting $L_D = 0$ with $D_R > 1$, we have two typical points: $L_{D1} = A/B$, $L_{D2} = 0$, where $L_{D2}$ is the extraneous root.

From the phase line, we can visually observe the stability of typical points. Point A represents the solution $L_{D1} = A/B$. Both arrows point towards critical point A, whereas the dynamic system ends in equilibrium state. We describe point A as a stable node, and the solution is stable under small perturbations. By representing $L_{D2} = 0$, the direction of movement deviates from point B. If the negative volumes of $L_D$ are drawn in this figure, the direction of movement also deviates from point B. Hence, point B is called the unstable node in which any slight perturbation will lead to an unstable solution.

From the physical meaning of this model, spontaneous imbibition starts at $L_D|_{L_D=0} = 0$. Figure 2(a) shows the imbibition curve as a red line. While spontaneous imbibition starts at $L_D|_{L_D=0} = 6000$, the gravity of the liquid is larger than the capillary force and the meniscus moves downwards (supposing the contact angle equations are the same). Finally, the dynamic system becomes stable at equilibrium height. The solution is drawn as a dashed line in Fig. 2(b) because solutions to $L_D$ that are larger than the equilibrium height are mainly not discussed in this model. If we set gravity as zero in this system, then the system becomes an unlimited one and $L_D$ will increase without limitation (if the tube length is infinite). Hence, the system will not reach a stable state. The solution line for an unlimited system is drawn as a blue line in Fig. 2(b).

A 2D phase figure composed by a pair of values ($L_D$, $L_D$) is called a phase plane, which gives the imbibition velocity $L_D$ at meniscus position $L_D$. The solutions to the differential equation are a family of functions. Figuratively speaking, these solutions can be drawn in phase plane filled with a vector field. Vectors represent the direction of meniscus movement. Figure 3 shows a typical 2D phase plane and vector field for the solutions to Eq. (19). Given the initial condition, the solution line in phase plane is drawn as a red line. A certain part of the coordinate $L_D$ is omitted. The left vertical asymptote is $L_D = -D/C$, and the right intersection with coordinate $L_D$ is $L_D = A/B$. The origin of coordinates Q1 is a saddle point because vectors around point Q1 are opposite. At point Q2, where $L_D$ is larger than $A/B$, the velocity is a negative number. Hence, meniscus flow direction will flow back to Q2 and the dynamic system will be stable at Q2, which is a stable node. From the physical meaning of this model, the dashed line has no physical meaning, although it is a solution line. Area $0 < L_D < A/B$ is our focus.

**Model Verification**

We use Hilpert’s public data of the spontaneous imbibition model to illustrate and verify our solutions for the imbibition process. Hilpert developed analytical solutions to spontaneous imbibition in capillaries without...
surface slip. By setting the same parameters, the solutions and published data are drawn under the same coordinate. Figure 4 shows the validation for dimensionless imbibition length and speed and dynamic contact angle. Several physical properties of capillaries show their influence on imbibition height. Hilpert’s model is a straight capillary without surface slip. By setting $D_T = 1$ and $L_{sl} = 0$, Eq. (19) can be simplified as Hilpert’s model. Moreover, similar to Hilpert’s model, $\hat{\alpha} = 18.5$, static contact angle $\theta_{eq} = 70^\circ$. If contact angle remains stable in the
Imbibition speed increases with slip length. Figure 5(b) shows the dimensionless imbibition speed versus time for different dimensionless slip lengths ($L_sD$). As shown in this figure, the higher the $L_sD$ value, the longer the imbibition at the same imbibition time. Figure 5(b) shows that at $t_D = 2.5 \times 10^4$, imbibition length $L_D$ is only 1700 for no-slip cases. The system reaches stable state at $t_D = 2 \times 10^6$. For slip-influenced cases, as dimensionless slip length increases, average imbibition speed and dimensionless height increase. At $t_D = 2.5 \times 10^4$, when $L_{D,0}$ reaches 0.4, imbibition length $L_D$ becomes 2500, whereas $L_{D,0}$ only reaches 1700 for no-slip cases. Imbibition length $L_D$ increases by 47% because of slip length.

The simulated data indicate that the slip effect has an apparent advantage on the imbibition process. Most throats in shale are in microscale and nanoscale. When analysing the spontaneous imbibition process, overlooking slippage will considerably underestimate the imbibition flux, which is special compared with sandstones. Pore space in sandstones is large, with most diameters of throats in millimetre-scale and microscale, whereas slip length mainly exists in nanoscale. Under this circumstance, the value of $L_{D,0}$ is merely in a 0.001 scale, which is close to 0. Traditional imbibition models are based on imbibition analyses of sandstone, in which ignoring slippage is acceptable. Meanwhile, in imbibition analyses for shale, throats are mainly in nanoscale, which are in the same scale as slip length. Hence, dimensionless slip length $L_{D,0}$ is approximately 0.1–10. Figure 5(b) shows that slip effect in this situation noticeably and significantly promotes the imbibition process. Hence, slippage cannot be neglected in micronanopores.

Dynamic contact angle. Apart from slippage, the dynamic contact angle has a significant influence on the imbibition process. Figure 6(a) shows the phase plane analysis of the influence of dynamic contact angle on spontaneous imbibition. When gravity is considered, the dynamic system can also reach equilibrium state because all of the phase paths point towards the equilibrium point. The dynamic contact angle is influenced by imbibition speed. Hence, capillary forces have a nonlinear relation to imbibition length. If $\bar{\alpha} = 0$, then the dynamic contact angle is equal to the static angle. As $\bar{\alpha}$ increases, the effect of dynamic contact angle on imbibition process becomes larger. Figure 6(a) shows that dynamic contact angle mainly influences the initial stage of imbibition. The influence diminishes as imbibition length increases. Meanwhile, Fig. 6(b) shows the dimensionless imbibition length versus time for different dynamic coefficients ($\bar{\alpha}$). $\bar{\alpha}$ significantly influences the early stage of imbibition. If $t_D > 40$, then three curves are nearly parallel to one another, which indicates that their imbibition speeds are similar.

In the imbibition process, the rough flowing wall has resistance to fluid, which causes a ‘delay’ effect on the contact angle. The dynamic contact angle becomes bigger than the static one, whereas the capillary force in the dynamic process becomes smaller than that under static situation. High imbibition speed will cause a heavy ‘delay’ effect and small capillary force. At the initial stage, the imbibition speed or $L_{D,0}$ is fast. Hence, the effect of the dynamic angle is apparent. At the end of the imbibition process, the effect of the dynamic angle is negligible.
Gravity. In the previous sections, gravity is considered while the dynamic system is stable at equilibrium height. In a no-gravity environment, the dynamic system is not stable at the end. Discussing the stability of the system is easy using phase portrait analysis. Figure 7(a) shows the phase plane analysis with gravity. The phase paths that form a family of parallel straight lines are \( g = 0 \). The phase paths are apparently parallel straight lines that do not show any sign of convergence. Meanwhile, when gravity is considered, all phase lines converge at the stabilised line. Figure 7(b) shows the imbibition curve with and without gravity. The curve is solved using the ODE45 computation. As imbibition time increases, the gravity-considered imbibition height becomes stable and stops increasing at equilibrium height. Under the no-gravity condition, the increase in imbibition height does not stop. This result is the same as that in phase plane analysis.

Suggesting slip length is constant. The imbibition process varies with different capillary diameters. A large capillary gains a small \( L_{SD} \). The influence of gravity is noticeable in the imbibition process. At the beginning of the process, imbibition speed is much smaller in a large capillary than that in a small capillary regardless of whether gravity is considered or not. As \( L_{D} \) increases, gravity can decrease the imbibition speed. In conclusion, gravity is one of the key factors that control the stability of this spontaneous imbibition system. The coupling relationship among gravity, dynamic contact angle and slip length is complex. To explicitly express this coupling relationship, 81 independent simulation cases that are based on the solutions to the imbibition process are performed in a 3D parameter space. Figure 8(a) and (b) show the parameter planes. Figure 8(a) depicts the parameter space at \( t_{D} = 20 \), which indicates the initial stage of the imbibition process, and Fig. 8(b) shows the parameter space at \( t_{D} = 2 \times 10^{5} \), which indicates the last stage.

The figures show that at the beginning of imbibition, the two surfaces almost overlap and the influence of gravity is not large. \( \alpha \) acts as a resistance, and \( L_{SD} \) acts as a promotion. Meanwhile, a small \( \alpha \) and large \( L_{D} \) characterise a positive imbibition process. The red line denotes a no-slip condition. Imbibition speed at the slip boundary is several times bigger than that at the no-slip boundary. At the end of the imbibition process, \( \alpha \) and \( L_{D} \) have nearly no effect on imbibition height because the system has reached equilibrium height without the influence of these
parameters. This condition verifies the analytical solution previously discussed. Under the gravity-considered condition, $\alpha$ has no influence on imbibition height and $L_{SD}$ also acts as a promotion.

**Typical situations and time complexity.** As shown in Table 1, the spontaneous imbibition function can be derived from an analytical solution under certain special situations, such as $D_T = 1, 2, g = 0$. Without these special situations, the imbibition function can be solved using numerical models, such as the ODE45 method, which is commonly used to solve complex ODEs. In Fig. 9(a), we compare the analytical and numerical solutions of the ODE for the imbibition process and obtain excellent agreement.

The fundamental process of the solution is iteration because ODE45 is a discretisation method. Although numerical solutions agree with the analytical solutions, running numerous iterations consumes considerable calculation time. Figure 9(b) shows the time consumed in one capillary for both solutions. Numerical solutions consume more time than analytical solutions. For certain complex ODEs, numerical methods do not easily converge during the iteration process and numerical solutions cannot be derived. For these ODEs, the phase portrait analysis method is a brilliant tool for system analysis because it does not rely on analytical solutions to complex ODEs. A large amount of calculation time can be avoided. Hence, phase portrait analysis can significantly shorten the calculation time and provide a promising way for complex dynamic system analysis.

**Conclusions**

In this work, the spontaneous imbibition model in fractal tortuous capillaries is successfully built, considering dynamic contact angle and slip effect during the imbibition process. On the basis of this model, ODEs are built describing dimensionless imbibition height versus dimensionless imbibition time. We introduce phase portrait analysis to analyse the imbibition process. Furthermore, when $D_T = 1, 2$ and $g = 0$, analytical solutions for the imbibition equation are derived. Under other conditions, numerical solutions are derived. Additionally, in the imbibition model, we explore influential factors for spontaneous imbibition. The accuracy and reliability of phase

---

**Figure 8.** Influence of parameters on imbibition height in 3D space.

**Figure 9.** Solutions and calculation time for analytical and numerical methods. (AS: analytical solution, NS: numerical solution).
portrait analysis and the analytical solutions are examined. The phase portrait analysis method is a promising way for analysing complex spontaneous imbibition. Finally, a 3D parameter space based on the imbibition model is performed to express the relationship among slip length, dynamic angle and gravity.

Findings show that phase portrait analysis is a significant tool for analysing the spontaneous imbibition process. The most prominent advantage is that the phase portrait method can evaluate the process without solving the complex governing ODEs. Phase portrait analysis and the solutions to the ODEs reveal that dynamic contact angle and slip effect play an important role in fluid imbibition in fractal tortuous capillaries. The calculations show that considering slippage in imbibition simulation significantly increases imbibition flux in nanotubes, whereas considering dynamic contact angle corrects the imbibition process at the initial stage. Finally, gravity is a key factor that controls the stabilisation of the imbibition process.

References
1. Palisch, T. T., Vincent, M. & Handren, P. J. Slickwater fracturing: food for thought. SPE Prod. Op. 25, 327–344 (2010).
2. Soliman, M. Y. & Daal, J. et al. Fracturing unconventional formations to enhance productivity. J. Nat. Gas Sci. Eng. 8, 52–67 (2012).
3. Bennion, D. B. & Thomas, F. B. Formation damage issues impacting the productivity of low permeability, low initial water saturation gas producing formations. J. Energy Technol. 127, 240–247 (2005).
4. Yuan, B., Wang, W. & Moghanloo, R. G. et al. Permeability Reduction of Berea Cores Owing to Nanoparticles Adsorption onto the Pore Surface: Mechanistic Modeling and Experimental Work. Energy Fuels. 31, 795–804 (2017).
5. Yuan, B., Bedrikovetsky, P. & Huang, T. et al. Special issue: Formation damage during enhanced gas and liquid recovery. J. Nat. Gas Sci. Eng. 36, 1051–1054 (2016).
6. Dehghanpour, H., Zabibi, H. A. & Chhabra, A. et al. Liquid intake of organic shales. Energy Fuels. 26, 5750–5758 (2012).
7. Javaheri, A., Dehghanpour, H. & Wood, J. M. Tight rock wettability and its relationship to other petrophysical properties: A Montney case study. J. Earth Sci. 28(2), 381–390 (2017).
8. Cai, J., Perfect, E. & Cheng, C. et al. Generalized modeling of spontaneous imbibition based on Hagene-Poiseuille flow in tortuous capillaries with variably shaped apertures. Langmuir 30, 5142–5151 (2014).
9. Shen, Y., Ge, H. & Meng, M. et al. Effect of water imbibition on shale permeability and its influence on gas production. Energy Fuels. 31, 4973–4980 (2017).
10. Shen, Y., Ge, H. & Li, C. et al. Water imbibition of shale and its potential influence on shale gas recovery—a comparative study of marine and continental shale formations. J. Nat. Gas Sci. Eng. 35, 1121–1128 (2016).
11. Fatt, I. The network model of porous media. I. Capillary pressure characteristics. Petrol. Trans. AIME 207, 144–159 (1956).
12. Fischer, I. & Celia, M. A. Prediction of relative and absolute permeabilities for gas and water from soil water retention curves using a pore-scale network model. Water Resour. Res. 35, 1089–1100 (1999).
13. Bryant, S. & Blunt, M. Prediction of relative permeability in simple porous media. Phys. Rev. A. 46, 2004–2011 (1992).
14. Bryant, S., Cade, C. & Mellor, D. Permeability prediction from geologic models. AAPG Bulletin 77, 1338–1330 (1993).
15. Lucas, R. Rate of capillary ascension of liquids. Kolloid Z. 23, 15–22 (1918).
16. Washburn, E. W. The dynamics of capillary flow. Physical review. 17, 273 (1921).
17. Cimellini, C., Henri, B. & Glazetz, T. et al. Dynamic capillary wetting studied with dissipative particle dynamics. New J. Phys. 10, 043009 (2008).
18. Fries, N. & Dreyer, M. An analytic solution of capillary rise restrained by gravity. J. Colloid Interf. Sci. 320, 259–263 (2008).
19. Kim, E. & Whitesides, G. M. Imbibition and flow of wetting liquids in noncircular capillaries. J. Phys. Chem. B. 101, 855–863 (1997).
20. Yu, B. & Cheng, P. A fractural permeability model for bi-dispersed porous media. Int. J. Heat Mass Trans. 45, 2983–2993 (2002).
21. Yu, B., Cai, J. & Zou, M. On the physical properties of apparent two-phase fractal porous media. Vadose Zone J. 8, 177–186 (2009).
22. Cai, J., Yu, B. & Mei, M. et al. Capillary rise in a single tortuous capillary. Chin. Phys. Lett. 27, 054701 (2010).
23. Cai, J., Yu, B. & Zou, M. et al. Fractal characterization of spontaneous co-current imbibition in porous media. Energy Fuels. 24, 1860–1867 (2010).
24. Cai, J. & Yu, B. A discussion of the effect of tortuosity on the capillary imbibition in porous media. Transp. Porous Media. 89, 251–263 (2011).
25. Li, C., Shen, Y. & Ge, H. Analysis of capillary rise in asymmetric branch-like capillary. Fractals 24, 1650024 (2016).
26. Li, C., Shen, Y. & Ge, H. et al. Analysis of spontaneous imbibition in fractal tree-like network system. Fractals 24, 1650035 (2016).
27. Shen, Y., Li, C. & Ge, H. et al. Imbibition simulation in asymmetric branch-like throat structures in unconventional reservoirs. J. Nat. Gas Sci. Eng. 44, 328–337 (2017).
28. Meng, Q. B., Liu, H. Q. & Jing, W. A critical review on fundamental mechanisms of spontaneous imbibition and the impact of boundary condition, fluid viscosity and wettability. Adv. Geo-Environ. Res. 1(1), 1–17 (2017).
29. Shou, D., Ye, L. & Fan, J. et al. Geometry-induced asymmetric capillary flow. Langmuir. 30, 5448–5454 (2014).
30. Martic, G., Gentner, F. & Sevendo, D. et al. A molecular dynamics simulation of capillary imbibition. Langmuir. 18, 7971–7976 (2002).
31. Gennett, G. D. Wetting: statics and dynamics. Rev. Mod. Phys. 57, 827–863 (1985).
32. Cox, R. G. The dynamics of the spreading of liquids on a solid surface. Part 1. Viscous flow. J. Fluid Mech. 168, 195–220 (1986).
33. Leger, L. & Joanny, J. F. Liquid spreading. Rep. Prog. Phys. 55, 431–486 (1992).
34. Murnley, T. E., Radke, C. J. & Williams, M. C. Kinetics of liquid/liquid capillary rise: I. Experimental observations. J. Colloid Interf. Sci. 109, 398–412 (1986).
35. Schaffer, E. & Wong, P. Z. Contact line dynamics near the pinning threshold: a capillary rise and fall experiment. Phys. Rev. E 61, 5257 (2000).
36. Joos, P., Remoortere, P. V. & Bracke, M. et al. The kinetics of wetting in a capillary. J. Colloid Interf. Sci. 136, 189–197 (1990).
37. Blake, T. D. & Haynes, J. M. Kinetics of liquid/liquid displacement. J. Colloid Interf. Sci. 30, 421–423 (1969).
38. Hilpert, M. Effects of dynamic contact angle on liquid infiltration into horizontal capillary tubes: (semi-)analytical solutions. J. Colloid Interf. Sci. 337, 131–137 (2009).
39. Hilpert, M. Effects of dynamic contact angle on liquid infiltration into inclined capillary tubes: (Semi-)analytical solutions. J. Colloid Interf. Sci. 337, 138–144 (2009).
40. Hilpert, M. Effects of dynamic contact angle on liquid withdrawal from capillary tubes: (semi-)analytical solutions. J. Colloid Interf. Sci. 347, 315–323 (2010).
41. Hilpert, M. Explicit analytical solutions for liquid infiltration into capillary tubes: Dynamic and constant contact angle. J. Colloid Interf. Sci. 344, 198–208 (2010).
42. Hilpert, M. Liquid withdrawal from capillary tubes: explicit and implicit analytical solution for constant and dynamic contact angle. J. Colloid Interf. Sci. 351, 267–276 (2010).
43. Meakin, P. & Tartakovsky, A. M. Modeling and simulation of pore-scale multiphase fluid flow and reactive transport in fractured and porous media. Rev. Geophys. 47(3), RG3002 (2009).
44. Petrov, J. G., Rashon, J. & Schneemilch, M. et al. Dynamics of partial wetting and dewetting in well-defined systems. J Phys. Chem. B 107(7), 1634–1645 (2003).
SCIENTIFIC REPORTS | (2018) 8:3919 | DOI:10.1038/s41598-018-21002-y

45. Yuan, B., Su, Y. & Moghanloo, R. G. A New Analytical Multi-Linear Solution for Gas Flow toward Fractured Horizontal Well with Different Fracture Intensity. J. Nat. Gas Sci. Eng. 23, 227–238 (2015).
46. Moghanloo, R. G., Yuan, B. & Ingrahama, N. et al. Applying Macroscopic Material Balance to Evaluate Dynamic Drainage Volume and Performance Prediction of Shale Oil/Gas Wells. J. Nat. Gas Sci. Eng. 27, 466–478 (2015).
47. Yuan, B., Moghanloo, G. R. & Zheng, D. A. Novel Integrated Production Analysis Workflow for Evaluation, Optimization and Prediction in Shale Plays. Int. J. Coal Geol. 180, 18–28 (2017).
48. Lin, D., Wang, J. & Yuan, B. et al. Review on gas flow and recovery in unconventional porous rocks. Adv. Geo-Energy Res. 1(1), 39–53 (2017).
49. Barrat, J. & Bocquet, L. Large slip effect at a nonwetting fluid-solid interface. Phys. Rev. Lett. 82, 4671–4674 (1999).
50. Holt, J. K. et al. Fast mass transport through sub-2-nanometer carbon nanotubes. Science. 312, 1034–1037 (2006).
51. Majumder, M., Chopra, N., Andrews, R. & Hinds, B. Nanoscale hydrodynamics: enhanced flow in carbon nanotubes. Nature 438, 44 (2005).
52. Barrat, J. & Bocquet, L. Influence of wetting properties on hydrodynamic boundary conditions at a fluid/solid interface. Faraday Discuss. 112, 119–128 (1999).
53. Zhu, Y. & Granick, S. Limits of the hydrodynamic no-slip boundary condition. Phys. Rev. Lett. 88(10), 106102 (2002).
54. Wu, K., Chen, Z. & Li, J. et al. Wettability effect on nanoconfined water flow. Proc. Natl. Acad. Sci. USA 114(13), 3338 (2017).
55. Wu, K., Chen, Z. & Xu, J. et al. A Universal Model of Water Flow Through Nanopores in Unconventional Reservoirs: Relationships Between Slip, Wettability and Viscosity. In: Spe Technical Conference and Exhibition (2016).
56. Majumder, M., Chopra, N. & Andrews, R. et al. Nanoscale hydrodynamics: Enhanced flow in carbon nanotubes. Nature. 438(7064), 44 (2005).
57. Bonaccurso, E., Kappê, M. & Butt, H. J. Hydrodynamic Force Measurements: Boundary Slip of Water on Hydrophilic Surfaces and Electrokinetic Effects. Phys. Rev. Lett. 88(7), 076103 (2002).
58. Pit, R., Hervet, H. & Leger, L. Direct experimental evidence of slip in hexadecane: solid interfaces. Phys. Rev. Lett. 85(5), 980 (2000).
59. Ho, T. A., Papavassiliou, D. V. & Lee, L. L. et al. Liquid water can slip on a hydrophilic surface. Proc. Natl. Acad. Sci. USA 108(39), 16170 (2011).
60. Javadpour, F., McClure, M. & Naraghi, M. E. Slipscorrected liquid permeability and its effect on hydraulic fracturing in shale: Fuel 160, 549–559 (2015).
61. Afsharpoor, A. & Javadpour, F. Liquid slip flow in a network of shale noncircular nanopores. Fuel. 180, 580–590 (2016).
62. Afsharpoor, A., Javadpour, F. & Wu, J. et al. Network modeling of liquid flow in Yanchang shale. Interpretation. 5, SF99–SF107 (2017).
63. Nolte, D. D. The tangled tale of phase space. Phys. Today. 63, 33–38 (2010).
64. Jordan, D. W., Smith, P. Nonlinear ordinary differential equations: an introduction for scientists and engineers (CRC press, 1993).

Acknowledgements
This study was supported by Research Foundation of China University of Petroleum-Beijing At Karamay (RCY2016B-01-001), National 973 Project “Control Mechanism for Formation and Repeated Fracturing Transformation of Artificial Joint Network for Tight Reservoir (2015CB250903)” and the National Natural Science Foundation of China (U1562215, 51490652 and 51604287).

Author Contributions
Y.S. and H. G. designed the work. C.L. proposed the mathematical model and performed the numerical work. T. L. and Y. Z. analyzed the results. All authors participated in the preparation of the manuscript.

Additional Information
Competing Interests: The authors declare no competing interests.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2018