An ACA 1mm survey of HzRGs in the ELAIS-S1: survey description and first results
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ABSTRACT

Radio-emitting jets might be one of the main ingredients shaping the evolution of massive galaxies in the Universe since early cosmic times. However, identifying early radio active galactic nuclei (AGN) and confirming this scenario has been hard to accomplish, with studies of samples of radio AGN hosts at $z > 2$ becoming routinely possible only recently. With the above in mind, we have carried out a survey with the Atacama Compact Array (ACA, or Morita Array) at 1.3 mm (rms=0.15 mJy) of 36 high-redshift radio AGN candidates found within 3.9 deg² in the ELAIS-S1 field. The work presented here describes the survey and showcases a preliminary set of results. The selection of the sample was based on three criteria making use of infrared (IR) and radio fluxes only. The criterion providing the highest selection rate of high-redshift sources (86% at $z > 0.8$) is one combining an IR colour cut and radio flux cut ($S_{5\mu m}/S_{3\mu m} > 1.3$ and $S_{1.4\mathrm{GHz}} > 1\mathrm{mJy}$). Among the sample of 36 sources, 16 show a millimetre (mm) detection. In eight of these cases, the emission has a non-thermal origin. A $z_{\text{sp}} = 1.58$ object, with a mm detection of non-thermal origin, shows a clear spatial offset between the jet-dominated mm continuum emission and that of the host’s molecular gas, as traced by serendipitously detected CO(5-4) emission. Among the objects with serendipitous line detections there is a source with a narrow jet-like region, as revealed by CS(6-5) emission stretching 20 kpc out of the host galaxy.
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1 INTRODUCTION

Most galaxies are believed to harbour a super-massive black hole (SMBH) at their nuclear regions (Kormendy & Ho 2013, and references therein). Accretion of matter onto these SMBHs is the source of the emission of enormous amounts of radiation, driving powerful jets, winds or outflows (Lynden-Bell 1969; Rees 1984) feeding
back energy to the environment surrounding them, thus playing a significant role in the evolution of their hosts (e.g., Heckman & Best 2014, but see discussion in Kormendy & Ho 2013 and Pitchford et al. 2016). An early study by Benson et al. (2003) has shown the possible impact of mechanisms quenching star formation in galaxies, driving the shape of the bright end of the galaxy luminosity function. Ever since, feedback from active galactic nuclei (AGN) has positioned itself as the main contributor to star formation quenching.

AGN feedback comes in two flavours, namely quasar or radiative mode and radio or kinetic or mechanical mode. Quasar mode feedback occurs when most of the energy from the AGN is deposited to the interstellar medium (ISM) in the form of radiation, which can heat most of the gas in the ISM (and even expel it from the system), eventually quenching star formation in the AGN host. It is thought to occur mainly in young AGN with the peak of their activity at redshifts around 2 to 3, when the SMBH accretes via a geometrically thin, optically thick accretion disk, at rates higher than 1% of the Eddington limit (Shakura & Sunyaev 1973; Heckman & Best 2014, and references therein).

In the mechanical mode, on the other hand, the kinetic energy is deposited by means of winds and relativistic jets launched by the AGN, as they collide with the ISM. The jets eventually disturb the gas beyond the ideal turbulence point for gas clumps to form stars (e.g., Leroy et al. 2015 versus Alatalo et al. 2015), or expel completely the gas from the galaxy (Alatalo et al. 2009; Griffith & Stern 2010). The gas content of these galaxies is low and they undergo little star formation. Mechanical feedback is believed to regulate gas cooling in a wide range of scales (e.g., Alatalo et al. 2015; Cotton et al. 2020) and, thus, star formation in the most massive galaxies residing in the centres of galaxy groups and clusters. Yet, a robust physical understanding of the processes involved is still lacking.

This mechanical mode is thought to be more common since the peak of activity in the Universe ($z < 2$, e.g. Croton et al. 2006; Amarantidis, et al. 2019). Indeed, in the second half of the cosmic history, galaxies hosting radio AGN are highly clustered massive systems, exhibiting old stellar populations and little to no star formation activity (Hickox et al. 2009; Griffith & Stern 2010). Nevertheless, the presence of high redshift radio galaxies (HzRGs; $z \gtrsim 1$, 1.4 GHz $> 10^{24.5}$ W Hz$^{-1}$; Afonso et al. 2005; Norris et al. 2011), accompanied at times by a double-lobed radio morphology, are hinting towards mechanical feedback in action at earlier epochs. HzRGs are found to be among the most massive and luminous galaxies at any redshift and are thought to be the progenitors of the most massive galaxies in the local universe (e.g., Seymour et al. 2007; De Breuck et al. 2010). These findings thus make the study of this population at redshifts near cosmic noon a necessary step towards constraining the SMBH growth models as well as that of their hosts.

Recent observations associate HzRGs with highly star-forming systems with significant gaseous content (Papadopoulos et al. 2000; Dannerbauer et al. 2014; Drouart et al. 2014; Emonts et al. 2014, 2015a,b; Gullberg et al. 2016). The (sub)mm emission of HzRGs is not typical of that of the population of (sub)mm galaxies (SMGs) in that it is often extended on spatial scales of or above 100 kpc (e.g., Stevens et al. 2003) and does not necessarily coincide spatially with the radio or optical position of the AGN or the centre of the host galaxy (Ivison et al. 2008). If indeed HzRGs are associated with actively star-forming systems, (sub)mm observations, sensitive to cold dust that is re-radiating emission from young stars, can probe their star formation history by revealing thermal dust emission from the host galaxies and neighbouring sources.

The study of HzRGs is therefore of paramount importance to our understanding of structure formation, of the star formation processes in the most massive galaxies and of SMBH growth models. Nevertheless, only a handful of systematic studies of samples of HzRGs in (sub)mm wavelengths have taken place in the past two decades, looking for dust continuum emission (e.g., Archibald et al. 2001; Reuland et al. 2004; Falkendal et al. 2019) or for CO transitions (e.g., Emerson et al. 2014). On the other hand, blind wide-field (sub)mm surveys only now begin to cover large enough areas to include significant numbers of HzRGs, but since these are conducted with single-dish facilities, source-confusion imposes a survey sensitivity limit usually around the 1 mJy level (Bertoldi et al. 2007; Scott et al. 2008; Geach et al. 2017, but see Staguhn et al. 2014; Magnelli et al. 2019). As a result, only the most extreme sources can be picked up at high redshift. For instance, at a redshift of ~2 an M82 or an Arp220-like spectral energy distribution (SED) detected with such sensitivity at 0.85 or 1.2 mm would imply star formation rates of $\gtrsim 200$ M$_\odot$/yr or $\gtrsim 600$ M$_\odot$/yr, respectively.

In order to contribute to the general understanding of HzRGs and in an effort to address the issues raised above, we present the first results of a survey targeting HzRG candidates selected within a sky area of 3.9 deg$^2$. This was carried out with the Atacama Compact Array (ACA, or Morita Array, Iguchi et al. 2009) at 1.3 mm (Band 6 at 233 GHz) as an Observatory Filler Programme (OFP). The paper is structured as follows: Section 2 explains the choice of field and describes the sample selection. Section 3 presents the ACA observations and derived Band 6 continuum fluxes. The multi-frequency radio SEDs of the sample are discussed in Sec. 4, while Sec. 5 presents emission lines found serendipitously in the ACA cubes. The possible significance of negative peaks are debated in Sec. 6. The paper concludes with a discussion of the first set of findings of the survey (Sec. 7) and some concluding remarks (Sec. 8).

2 RADIO DATA AND SAMPLE SELECTION

2.1 The choice of the ELAIS-S1 field

The radio spectrum is generally deprived of clear or bright features that can be used to identify high-redshift sources. As a result, radio information combined with other wavelengths has been the most effective way to identify high-redshift radio sources.

In this work, we will adopt selection criteria for high-$z$ radio AGN to target two types of radio sources, namely the ultra-steep spectrum (USS; Blumenthal & Miley 1979, Tielens et al. 1979) sources and the infrared (IR) faint radio sources (IFRS; Norris et al. 2006). IFRSs are characterised by faint or absent near-infrared (NIR) counterparts and, consequently, extreme radio-to-infrared flux density ratios of up to several thousand. One interesting scenario inducing such characteristics is when a bright radio AGN is hosted by a very red high-redshift galaxy (Filho et al. 2011; Norris et al. 2011). USSs, on the other hand, are selected based on the assumption that a redshifted GHz-peaked radio spectrum will result in steep MHz-to-GHz spectral slopes.

1 Here we use those from Polletta, et al. (2007).
This approach requires a good coverage of the NIR, mid-infrared (MIR) and radio photometric information. As OFPs are meant to fill the ACA observing queue in under-subscribed Local Sidereal Time (LST) ranges, the targets had to be selected in a field in the adequate RA range with, at the same time, available multi-wavelength ancillary data. The European Large Area ISO Survey South (ELAIS-S1; Oliver et al. 2000) field fulfills these requirements. Thanks to its high galactic latitude (−73° 18′ 46″) ELAIS-S1 (α2000 = 00° 34′ 44.4″, δ2000 = −43° 28′ 12″) has a low level of galactic and Zodiacal-light foreground contamination, particularly important both for mid-to far-infrared observations conducted in the past (e.g. Spitzer Space Telescope, Werner et al. 2004; Herschel Space Observatory, Pilbratt et al. 2010) and for observations with upcoming or future facilities such as the James Webb Space Telescope (JWST; Gardner et al. 2006).

The wealth of deep multi-wavelength (from X-rays to radio) data available in ELAIS-S1 makes it an ideal target for follow up observations of selected targets. In the radio spectral-range, ELAIS-S1 has been observed at multiple radio frequencies, which is key for the USS criterion. The Australia Telescope Large Area Survey (ATLAS) covered the field at 1.4 GHz (at 10″ × 7″ spatial resolution) and 2.3 GHz (at 33″ × 20″ spatial resolution; Norris et al. 2006, Middelberg et al. 2008, Zinn et al. 2012, Hales et al. 2014, Franzen et al. 2015; Section 2.2) with the Australia Telescope Compact Array (ATCA, Wilson et al. 2011). Molonglo Observatory Synthesis Telescope (MOST, Mills 1981) observations in the same field provided 843 MHz counterparts (at 62″ × 43″ spatial resolution) for about 10% of the 1.4 GHz catalogue (Randall et al. 2012). Giant Metrewave Radio Telescope (GMRT, Swarup 1990) 610 MHz data (at 12″ × 12″ resolution, Interna et al. in prep) are also available for part of the ELAIS-S1 field. Finally, ELAIS-S1 is covered by the GaLactic and Extragalactic All-Sky MWA survey (GLEAM; Wayth et al. 2015, Hurley-Walker et al. 2017) in the frequency range between 72 and 231 MHz (FWHM = 2.2″), sub-divided into 20 7.68 MHz-wide sub-channels, as well as the alternative data release of the TIFR GMRT Sky Survey (TGSS, Interna et al. 2017) at 150 MHz (FWHM = 25″ 2).  

### 2.2 Radio photometry

The ATLAS 2.3 GHz, MOST 843 MHz and GMRT 610 MHz catalogues were matched with the 1.4 GHz positions with a 9″, 25″ and 60″ radius, respectively. These numbers are within the 1σ range of the combined beam region of each radio-frequency map. The 1.4 GHz catalogue has seen multiple releases (Norris et al. 2006; Middelberg et al. 2008; Zinn et al. 2012; Hales et al. 2014; Franzen et al. 2015). The catalogue in M08 encompasses a larger area than that included in later data releases. Figure 1 shows the 20 cm flux difference between (Middelberg et al. 2008, hereafter M08) and those reported in Hales et al. 2014 (hereafter H14) and Franzen et al. 2015 (hereafter F15), for sources that are not part of core+lobe(s) systems. The ratios of H14 and F15 to M08 were found to be 0.9 ± 0.2 and 1.0 ± 0.2, respectively. The difference between M08 and H14 (greater at < 1 mJy) owes to the latter adopting a flux-deboosting approach. Such a correction will be greater for fainter point-like sources detected at low significance levels. Down to 1 mJy there is no systematic deviation between M08 and the (deeper) F15 data release, despite the different imaging approach pursued. Given the consistency between the two catalogues, we chose not to use F15 as their analysis does not consider the full radio-coverage and does not group multiple radio lobes into single sources, as it is done in M08, increasing the possibility for erroneous cross-matchings.  

### 2.3 HzRGs selection criteria

The HzRG candidate selection relies on radio information at the four available frequencies of 2.3 GHz, 1.4 GHz, 843 MHz and 610 MHz, as well as MIR information from the Spitzer Enhanced Imaging Products (SEIP) Cryogenic Release version 3.0 (DR3). The latter has since been updated to DR4, that we now adopt throughout this work for consistency. The cross-match between the radio and NIR catalogues was done adopting a 7″ radius nearest-neighbour cone search between the 1.4 GHz coordinates reported in M08 and those in SEIP. The 1.4 GHz fluxes used were those reported in

---

2 Formally the resolution of the TGSS at declinations south of δ = +19° is 25″ × 25″ / cos(δ − 19°).  
3 https://irsa.ipac.caltech.edu/data/SPITZER/Enhanced/SEIP/overview.html
M08, for the reasons discussed in the previous section. For the selection of IFRSs and USSs we adopt the corresponding criteria from Norris et al. (2006) and Afonso et al. (2011) and references therein, respectively, shown in Tab. 1. In order to target  \( z \geq 1.5 \) galaxies and in conjunction with the radio criteria, we adopted NIR colour cuts to select either the redshifted 1.6 \( \mu \)m stellar-bump (Pope et al. 2006) or an AGN-dominated spectrum (Lacy et al. 2007). The colour cut applied to the USS subsample is more conservative since the radio selection itself is known to pick a significant number of sources at  \( z < 1 \) (Afonso et al. 2011). When only one radio-frequency is available — preventing the USS counterpart due to either non-detections or clustered fields. Six out of the 36 objects do not have any counterparts, but this was part of our OFP, but do not comply with the selection criteria presented in Tab. 1. Except for Sec. 6, these sources were not considered in the analysis.

Deep IRAC 3.6–4.5 \( \mu \)m imaging from SERVS (Mauduit et al. 2012) in post-cryogenic cycles are available for the eastern half of the field covered by the radio observations. Using this SEIP/SERSV overlap region, we find the false-positive\(^4\) matching-probability, defined as the fraction of the radio sources whose best SEIP counterpart position differs by more than 1.7\(''\) to that in SERVS, to be 2\%. We note that IRAC short-wavelength bands spatial resolution is 1.7–2.0\(''\) (where the upper limit is from the warm mission\(^5\)). In our sample of 36 sources, we therefore expect one false-positive counterpart association. Finally, 3.8\% and 5.1\% of the radio sources in M08 and F15, respectively, have no SEIP counterparts, but this value is not corrected for flagged regions in the IR imaging.

### 3 ACA OBSERVATIONS

The sample\(^6\) These extra six sources are presented in App. C. was observed under the ACA OFP 2018.A.00046.S (PI Messias). Each source was observed for 35–40 minutes and targeted with a single pointing, which provides a field of view (FoV) of ~41 arcsec (as reported by the ALMA Observing Tool). This value translates to ~250 kpc at  \( z = 0.5 \), or ~315–350 kpc in the range  \( z = 1 – 3 \). The reference frequency was set to 233 GHz, with four 1.875 GHz wide spectral windows centred at 242, 240, 226, and 224 GHz, with a 15.625 MHz channel width (corresponding to ~20 km/s). The data was calibrated with the Cycle 6 ALMA Science Pipeline (version 5.4.0-70, r42254). The requested sensitivity of 0.2 mJy was set to match that of ~1.2 mJy at 850 \( \mu \)m provided by SCUBA2 maps (Geach et al. 2017) assuming a thermal-like spectral slope of  \( \alpha = 3.9 \) (with  \( S_\nu \propto \nu^\alpha \)). The achieved sensitivity reached ~0.15 mJy by imaging with a Briggs weighting and a robust parameter of 1.5 (a robust parameter of 0.5 would have resulted in an rms~0.23 mJy). The weighting scheme resulted in a synthesised beam of 7.5\(''\)x4.7\(''\) (sampled with a 1\('\) pixel size). The baselines for ACA range from 9 to 47 m (implying a maximum recoverable large angular scale

---

\(^4\) By false-positive it is meant that a radio source has no reliable MIR counterpart due to either non-detections or clustered fields.

\(^5\) Section 2.2.2 from the IRAC Instrument Handbook.

\(^6\) The initially observed sample comprised 42 sources, six of which were later found not to comply with the criteria in Tab. 1 after opting for the use of the M08 and SEIP DR4 fluxes, as described in Secs. 2.2 and 2.3.
between the two, and the redshift of each source. Spectroscopic redshifts are reported when available, while photometric redshifts are those followed by a $\sigma$.

Table 2. The sample considered in this study. Here, we list the radio (1.4 GHz; Middelberg et al. 2008, M08) and IR (from SEIP) coordinates, the separation between the two, and the redshift of each source. Spectroscopic redshifts are reported when available, while photometric redshifts are those followed by $\sigma$. The $z_{ref}$ column indicates the catalogue from which the values were retrieved (for details, see the text). The last three columns indicate which selection criteria each source complies with.

3.1 Continuum fluxes

Using the 	exttt{imfit} task from 	exttt{casa}, which fits elliptical Gaussian components to specified sources, we retrieved the fluxes for all detections above 4.2$\sigma$ as well as for detections above 3$\sigma$ matching with a known IRAC source (Figs. 3, 4, and 5). The results are listed in Tab. 5. The ‘a’ suffix indicates a central source detected at or above 3$\sigma$ within 3.5$''$ from the radio IR counterpart coordinates. The ‘b’ suffix indicates sources in the ACA FoV detected at or above 3$\sigma$ further away than 3.5$''$ from the radio source (and therefore not associated to it), but located with an IRAC detection above 3$\sigma$ to within 2$''$. The 3.5$''$ is about 1$''$ of the ACA synthesised beam.

Of the 36 HzRG candidates, 14 have ACA detections corresponding to the radio source (and therefore not associated to it), but co-located with an IRAC detection above 3$\sigma$ to within 2$''$. The 3.5$''$ is about 1$''$ of the ACA synthesised beam.

The simulations presented in Sec. 6 are also used to derive the reliability of the detections at a signal-to-noise ratio (SNR) in the range 3$\sigma$ < SNR < 4.2$\sigma$. The simulations show that there is a 63% probability that an ACA map observed under the same conditions of ~30$''$). The imaging was done using the 	exttt{tclean} task of 	exttt{casa} (McMullin et al. 2007).

Figure 3 shows the primary-beam-corrected ACA maps for HzRG candidates with an ACA detection corresponding to the central source (throughout the manuscript we will refer to the radio-IR counterpart as “central source”). Positive significant emission is shown with blue contours (at $\sigma$ levels of 3, 4, 6, 8, 5, 12), while negative emission is highlighted with red contours ($\sigma = -3$ and $-4.2$). The ACA FoV is overlayed as a dashed circle, while the solid circle marks the 150 kpc radius at each source’s redshift (for an explanation of the offsets see Appendix A). Figure 4 shows sources where, although the central source was not detected, a significant detection was found in the field.
delimited by the dotted line is populated by galaxies in the first half of cosmic history whose radio emission is AGN-dominated (Afonso et al. 2005).

The sample's radio and IR photometry relevant for the selection criteria shown in Tab. 2. The numbers 2.3, 1.4, 0.8, and 0.6 denote frequencies in GHz, while 3.6, 4.5, and 5.8 denote wavelength in μm. The 1.4 GHz fluxes are taken from M08. When a value is not reported, that means that either there is no mapping coverage or there is no catalogue entry.

Figure 2. The redshift (left) and the redshift-luminosity (right) distributions of the observed sample. Sources with spectroscopic and photometric-type measurements are displayed separately, as solid black and dashed blue histograms (left) or black circles and blue crosses (right). The six sources with no redshift measurements are shown as a single column centred at $z = -0.5$ in the left panel. In the right panel only flux and spectral-index errors are considered (Sec. 2.2), while redshift uncertainties are not shown, both for clarity purposes and because of their absence in some cases. The upper right region delimited by the dotted line is populated by galaxies in the first half of cosmic history whose radio emission is AGN-dominated (Afonso et al. 2005).
We note that, despite the large redshift range adopted, the negative detections. In total, we find 39 detections in the Table 3. Note that the 1.4GHz photometry used for the IFRS was that of M08 which covers a larger area than Hales et al. (2014) and Franzen et al. (2015).

Table 4. The two-point radio spectral indices and flux density ratios relevant for the selection criteria adopted in this work. The super/subscript coding as in Table 3. Note that the 1.4 GHz photometry used for the IFRS was that of M08 which covers a larger area than Hales et al. (2014) and Franzen et al. (2015).

When a value is not reported, that means that either there is no mapping coverage or there is no catalogue entry

may show a flux maximum in that SNR range. In other words, it is expected that 23 of the maps in the sample contain such spurious detections. In total, we find 39 detections in the 3\(\sigma < \text{SNR} < 4\sigma\) range, where 26 are discarded as spurious, since no IRAC sources are detected at those positions. We also note that we find 27 negative features with significances between 3\(\sigma\) and 4\(\sigma\). None of them matches in position with an IRAC source. This implies that of order 27 of the positive detections in this signal-to-noise range would be expected to be spurious, consistent with the 26 we discard. Consequently, the remaining low signal-to-noise detections, listed in Tab. 5, are expected to be real.

In order to assess the flux of the undetected sources in the sample, we have pursued a stacking analysis considering only those sources at \(z > 0.8\) and devoid of \(> 3\sigma\) signal in the central region. We note that, despite the large redshift range adopted, the negative K-correction of the thermal SEDs implies that galaxies similar in nature would present comparable flux levels. This assumes the thermal SED dominates in less radio-luminous galaxies, which is supported by our findings (Tab. 6). The 11 sources complying with these cuts yield a stacked signal of 0.16 \pm 0.05 mJy (3.5\(\sigma\), Fig. 6) which shows that deeper continuum surveys are required to directly detect these fainter sources. Out of the 8 sources at \(z > 2\), the 3 undetected ones yield a 3\(\sigma\) upper-limit of 0.28 mJy, when stacked.

4 THE RADIO SPECTRUM OF HZRGs

To extend the radio SEDs to lower frequencies, we matched the 36 HzRG candidates with the two low frequency catalogues GLEAM and TGSS described in Sec. 2.1. For this we adopted 65’’ and 15’’ matching radii with GLEAM and TGSS, respectively, equivalent to a 1” matching region (see Sec. 2.1), as we have done with the matching of the other radio catalogues. The radio SEDs of the sources with a GLEAM and/or TGSS counterparts are shown in Fig. 7. They include all the GLEAM sub-channels and TGSS observations, as well as the ATCA points at 1.4 and 2.3 GHz, the MOST points at 843 MHz and the GMRT points at 610 MHz. We fit the radio SEDs with a power law with a single spectral index \(\alpha = \nu^\beta\), indicated by the dotted line. To account for the error budget in a realistic manner, we used the SciPy function curve_fit (Jones et al. 2001) that uses a non-linear least-square fit and a bootstrapping alternative. The latter was pursued by refitting the radio SED after randomly drawing new flux values (N=100).
Figure 3. Primary-beam-corrected ACA 1.3 mm maps (grey linear scale) for sources where a central emission has been detected at $>4.2\sigma$ or at $>3\sigma$ and is closer than 3.5" from the IR counterpart (Sec. 3.1). Each panel is 1' wide with a North-up / East-right orientation. Emission at $\sigma = 3, 4.2, 6, 8.5, 12$ is shown with blue contours, while that at $\sigma = -3$ and -4.2 is highlighted with red contours. The ACA FOV is overlaid as a dashed circumference centred in the cross, while the solid circumference — centred at the coordinates of the IR counterpart (star) — marks the 150 kpc radius at each source’s redshift (see Appendix A on why they are offset from each other). The 1.4 GHz emission is overlaid as orange contours (levels at 3 to 32 $\sigma$ with respect to the local median absolute deviation with multiplying steps of $\sqrt{2}$). The source identification number is shown at the upper right corner in each panel. The ACA synthesised beam of $7.5'' \times 4.7''$ is shown at the lower left corner. The maps of the remainder undetected sources are displayed in Figure C1.

assuming a normal distribution characterised by the flux uncertainty around the mean value. The darker grey region marks the $1\sigma$ scatter from the bootstrapping technique, while the lighter grey area indicate the uncertainties derived from the use of the `curve_fit` function. In the GLEAM spectral range, only the 200 MHz-wide band is used (170–231 MHz), not the fluxes in the individual sub-bands (shown in light blue in Fig. 7). The good alignment between the lower and higher frequency data points, all following one single power-law spectrum, indicates that the low-frequency counterparts found for the HzRGs candidates as a result of the matching were the correct ones, reflecting the adequacy of the choice of the matching radii. The extrapolation of the SED fit to the reference frequency of our ACA observations at 233 GHz, assuming the same single power law, allows for an estimate of the flux due to synchrotron emission at that frequency.

Table 6 reports the observed and SED-fitting-based extrapo-
is the case when the predicted flux at 233 GHz, $S_{\nu}^{\text{fit}}$, is greater than 50% of the observed flux within 1 $\sigma$. On the other hand, if $S_{\nu}^{\text{fit}}$ falls below 50% of the observed flux by more than 3 $\sigma$, we consider that thermal emission dominates at these frequencies (marked with a cross). An $S_{\nu}^{\text{obs}}$ value lying between these two limits should be considered to be the result of comparable contribution from synchrotron and thermal emissions (marked as empty column in Table 6). In case only upper limits are available at 233 GHz, and if the predicted flux, $S_{\nu}^{\text{fit}}$, falls below half that limit by more than 1 $\sigma$, nothing can be said about the origin of the Band 6 emission for such objects. The upper part of the table lists the objects with GLEAM or TGSS counterparts. In the middle and lower parts of the table we report the extrapolated fluxes at 233 GHz for objects without GLEAM or TGSS detections but with data in the 0.61–2.3 GHz spectral range.

Source 25 ($z_{\text{spec}} = 1.24882$) shows a rising SED at radio wavelengths ($\alpha = 1.3 \pm 0.1$), hinting at a GHz-peaked spectrum source (peak at $\nu_{\text{peak}} > 5$ GHz) revealing the early evolutionary stages of a jet or a “frustrated” one (see Callingham et al. 2017, and references therein). Since the SED is unconstrained, it is unclear whether the emission by ACA is synchrotron or not. Adopting the flux observed at 2.3 GHz and assuming a spectral index of $-0.683$ (Fig. 8), the synchrotron emission at 233 GHz should be at least 0.25 mJy. Since this estimate has an uncertainty of a factor of 1.4, it is less than 3 $\sigma$ away from the observed 233 GHz flux. It is therefore considered that this source also shows significant contribution from synchrotron emission. The same reasoning can be applied to the flat-spectrum sources 10 ($\alpha = 0.39^{+0.08}_{-0.07}$) and 24 ($\alpha = 0.05^{+0.07}_{-0.05}$), where the synchrotron emission at 233 GHz should be at least 0.05 and 0.24 mJy, respectively, assuming a spectral index of $-0.683$ extrapolated from the 2.3 GHz flux. As a result, we consider that the 233 GHz emission of source 24 is likely non-thermal in nature even though it is not detected by ACA.

Figures 7 and 8 and Tab. 6 show that, within the uncertainties, most of the sources with GLEAM detections show a clean power-law shaped spectrum spanning more than one order of magnitude in frequency, with spectral indices ranging from $-0.1$ to $-1$. The flatness of some of these radio SEDs compared to the classic synchrotron-like shapes of others together with the high luminosities of most of the sample (Fig. 2) clearly show that the emission at radio frequencies of the majority of the sample reported here is powered by an AGN. Such a mechanism is also shown to dominate (i.e., > 50% flux contribution) down to millimetre wavelengths in seventeen of the sources.

| ID | $S_p$ [mJy] | $S_i$ [mJy] | RA [deg (°)] | Dec [deg (°)] | Dist [arcsec] |
|----|-------------|-------------|--------------|--------------|--------------|
| 6a | 0.7±0.2     | 0.5±0.2     | 7.7964 (0.7) | -44.48289 (0.2) | 1.0          |
| 9a | 3.5±0.2     | 3.7±0.3     | 8.20557 (0.2) | -44.36406 (0.08) | 0.2          |
| 14a| 0.9±0.1     | 1.5±0.3     | 8.9825 (1)   | -44.04366 (0.2) | 1.5          |
| 15a| 1.3±0.2     | 1.4±0.3     | 9.33102 (0.3) | -44.02902 (0.3) | 1.0          |
| 18a| 1.2±0.2     | 1.1±0.2     | 9.76465 (0.3) | -43.82978 (0.2) | 0.6          |
| 19a| 1.2±0.2     | 1.2±0.3     | 7.46443 (0.4) | -43.76181 (0.2) | 18           |
| 20a| 2.4±0.1     | 2.4±0.2     | 9.62482 (0.2) | -43.74845 (0.08) | 0.3          |
| 22a| 1.3±0.2     | 1.5±0.3     | 7.86991 (0.5) | -43.68901 (0.2) | 1.1          |
| 23b| 0.9±0.2     | 1.0±0.3     | 8.6407 (0.7) | -43.56502 (0.2) | 13           |
| 26b| 1.5±0.3     | 2.0±0.4     | 7.44068 (0.5) | -43.35799 (0.3) | 21           |
| 27a| 0.8±0.2     | 0.6±0.2     | 9.4144 (0.6) | -43.32202 (0.3) | 0.8          |
| 32a| 0.8±0.2     | 1.0±0.3     | 9.0691 (0.8) | -43.1593 (0.4) | 2.0          |
| 35a| 1.8±0.2     | 2.0±0.3     | 7.7220 (0.4) | -42.87094 (0.2) | 0.5          |
| 36a| 1.0±0.1     | 1.0±0.3     | 9.7414 (0.5) | -42.86779 (0.2) | 0.3          |
| 37a| 0.7±0.2     | 0.6±0.2     | 7.9399 (0.4) | -42.8696 (0.5) | 7.4          |

Table 5. ACA Band 6 detections at > 4.2 $\sigma$ (top part) and between 3 and 4.2 $\sigma$ that positionally match with an IRAC source (bottom part). The letter ‘a’ in the ID indicates a detection of the central source while ‘b’ refers to other sources detected in the FoV of the HzRG candidates, not coinciding with the target source. The peak flux densities ($S_p$) are those measure in the image, while the integrated fluxes ($S_i$) are those measured by casatask imfit, which also provides an estimate for the source coordinates (the values in parenthesis refer to the errors in sky arcsec). The last column indicates the distance between the radio IR counterpart and the ACA source in arcsec.
Figure 5. IRAC 3.6 μm maps around the targeted sources where emission is detected at > 4.2σ or where > 3σ emission matches the location of an IRAC source (orange circles as SEIP catalogued sources). Contour levels as in Fig. 3.
5 SERENDIPITOUS LINE EMITTERS

The native spectral resolution enabled by the ACA observations described in Sec. 3 is ~20 km/s, enough to resolve typical widths of emission lines from the most abundant gas species in starburst or AGN host galaxies. With an instantaneous spectral coverage of 7.5 GHz (~10,000 km/s) it is likely that some of the 36 observed sources will show emission lines falling serendipitously into observed spectral range.

In order to perform an unbiased identification of possible line emission features in the ACA cubes, we used the Source Finding Application (SoFiA; Serra et al. 2015). SoFiA provides a selection of several algorithms for the search of emission (lines) in data cubes as well as flexibility in smoothing, spatially and spectrally, the three-dimensional cubes.

In an effort to avoid biases introduced by averaging pixels in the image plane, and to check for consistency in feature detection, each ACA cube was fed into the code with three different spectral resolutions (20, 60 and 80 km s\(^{-1}\)). We note that these were produced directly with the tclean task in CASA. The cubes were also inverted (i.e., multiplied by \(-1\)) in a separate run as a means to assess the reliability of the positive features found in the original cubes (assuming all negative features are spurious). SoFiA was fed with the continuum-subtracted and primary-beam uncorrected cubes. The continuum was removed in the image plane assuming a point-like source at the centroid given by the continuum map. Two models, a constant flux density and a power-law, were independently fit to the continuum on all four spectral windows, showing no significant change in the results regarding line identification or flux over continuum estimate.

The source finding adopted a circular Gaussian smoothing kernel with widths of 3, 6 and 9\(”\) in the spatial scale, and 60, 120, 180, 240, 300, and 360 km/s in the spectral axis. The detection threshold on the frequency-integrated maps (moment 0) was set to 5, assuming a noise equal to the median absolute deviation (computed using negative and positive pixels). A noise normalisation was adopted along the spectral axis. Additionally, a line detection is only considered as such if it has a minimum size of 3\(”\) in the spatial scale, and a minimum width of 2 channels (i.e., 40, 120, and 160 km/s).

Table 6. Observed 233 GHz fluxes (\(S_{233}^{\text{obs}}\)) and fluxes extrapolated from the radio SED fit at the same frequency (\(S_{233}^{\text{fit}}\)) assuming a spectral shape of the form \(S_\nu \propto \nu^\alpha\). The observed upper-limits correspond to the 3\(\sigma\) level measured on the images. The value in parenthesis in the third column indicates the error (see text for details). The spectral index, \(\alpha\), reported in the fourth column in parenthesis indicates the availability of up to two radio data points only. In such cases, a value of \(-0.8\) was adopted with population deviation factor of 1.4 (Fig. 8). The right-most column indicates whether the observed signal is considered to be dominated by synchrotron emission, as described in the text. The top, middle and bottom groups list ACA sources with a GLEAM or TGSS counterparts, ACA sources with neither GLEAM nor TGSS counterparts and sources with neither ACA nor GLEAM nor TGSS detections.

depending on the run). Detections in non-contiguous channels or pixels were merged into sources if within 4\(”\) and 3 channels.

Figure 9 shows the four emission lines identified by SoFiA in the 30 km/s cubes. The reported lines are those which, in a given spectral smoothing, showed a velocity integrated signal more significant than any of the negative spurious ones identified among all
Figure 7. Radio SEDs for the sources detected by GLEAM or TGSS. The dotted line shows the best fit (assuming $S_\nu \propto \nu^\alpha$) to the photometry data in the 0.61–2.3 GHz spectral regime, the GLEAM 200 MHz-wide band, and the 150 MHz flux from TGSS (the shaded region represents the ±1σ range, see text for details). The spectral index, $\alpha$ and the extrapolated 233 GHz flux ($S_{233}$) are reported in Tab. 6.
the inverted cubes at a given spectral smoothing. Comments on the individual line detections are given below:

- Source 16: A faint line is identified in the raw-resolution cube as well as in the 3-channel smoothed cube at 226.25±0.007 GHz ($\Delta v=0.1 \pm 0.1$). It is offset by $\sim 1.5''$ from an IR source in the North-West quadrant, hence likely associated to it, and not the radio-counterpart. Pförtsch et al. (2019) reports a photometric redshift of $z_{ph}=1.21^{+0.01}_{-0.06}$ for this source. Within the 1σ intervals, the candidate species (and respective transitions) are atomic carbon ([CI] 3P1 – 3P0, $v_{RF}=492.161 \text{GHz}$ at $z=1.17526 \pm 0.00007$ or carbon monosulfide, CS(10-9) ($v_{RF}=489.751 \text{GHz}$ at $z=1.16461 \pm 0.00007$). The latter transition has been detected in the past at $z=1$ even though in a gravitationally lensed galaxy (Messias et al. 2014). Another viable solution is the detection of carbon monoxide, CO(4-3) ($v_{RF}=461.041 \text{GHz}$ at $z=1.03771 \pm 0.00006$).

- Source 20: the line detected at 224.156±0.003 GHz is the brightest of the lines found serendipitously, with a velocity-integrated flux of 3.7±0.2 mJy km/s and peaking at 9±2 mJy (FWHM=380±10 km/s). It is clearly co-located with the Band 6 continuum, which is associated to the dust emission in the host galaxy (Tab.6). Based on the spectroscopic redshift of the source at $z_{spec}=1.567$, this line is identified as the CO(5-4) transition ($v_{RF}=576.268 \text{GHz}$, $z_{spec}=1.57083 \pm 0.00003$).

- Source 21: the feature is clearly extended and, despite not being co-located with the IR counterpart (nor the neighbouring mm-continuum detection), it might still be associated with it under the assumption of a jet-like or outflow component outside the host galaxy. This galaxy’s spectroscopic redshift at 0.225 implies that the feature detected at 239.972±0.005 GHz corresponds to the CS(6-5) transition ($v_{RF}=293.912 \text{GHz}$, $z_{spec}=0.22478 \pm 0.00003$) with a velocity-integrated flux of 1.6±0.4 Jy km/s and peaking at 4±2 mJy (FWHM=460±40 km/s). The morphology indicates that the emission extends about 20 kpc out of the galaxy, yet SoFiA finds emission even co-located with the IR host, albeit at low SNR ($1-2\sigma$).

- Source 32: Given the redshift of the source at $z_{spec}=1.58049$, the line detected at 223.490±0.005 GHz corresponds to the CO(5-4) transition ($v_{RF}=576.268 \text{GHz}$, $z_{spec}=1.57850 \pm 0.00006$) with a velocity-integrated flux of 1.4±0.4 Jy km/s and peaking at 3±1 mJy (FWHM=460±30 km/s). We note that there is a significant offset between the centroid of the line and the continuum (1.5±0.8 arcsec), with the former being more aligned with the IR detection. This is compatible with the 233 GHz detection being emission from the jet, in agreement with the results in Tab. 6. We also note that this is the most radio-luminous source in the sample with $L_{1.4 \text{GHz}}=2.2 \pm 0.2 \times 10^{27} \text{W/Hz}$.

We do note that given the redshift of source 1 ($z_{RF}=1.3825$), a redshifted CO(5-4) transition (241.875 GHz) is covered by the observed spectral coverage of one of the spectral-windows (241–243 GHz). However, no significant continuum emission is detected (Fig. 5), nor does SoFiA report a line-feature detection toward this source.

6 SIGNIFICANCE AND POSSIBLE IMPLICATIONS OF NEGATIVE PEAKS

Sources with IDs 20, 34, 36, and ap58 each exhibit a significant (> 4σ) negative feature in their ACA continuum maps (Fig. 10). Such features in interferometric maps are usually associated with missing short baselines that would otherwise recover large-scale emission, with bad calibration, or with strong side-lobes in the dirty beam. However, real negative features can occur e.g. as secondary imprints in a large-scale background. These are expected in the mm spectral range when photons from the Cosmic Microwave Background (CMB) interact with hot electron clouds, scattering a small percentage of the low-energy photons to higher energies (the so-called Sunyaev-Zel’dovich effect, SZE; see Sunyaev & Zeldovich 1972). There are different components of the SZE that result from distinct velocity constituents of the scattering electrons. The thermal component (tSZE) is due to the random thermal velocities of the scattering electrons, and scales as the integrated pressure within the volume probed. The kinetic component (kSZE; Sunyaev & Zeldovich 1980) is due to the bulk velocity of the intra-cluster gas or outflows with respect to the restframe of the CMB (for examples of observational signatures of the kSZE in individual observations, see Hand et al. 2012; Sayers, et al. 2013; Adam, et al. 2017; Lacy et al. 2019; Sayers, et al. 2019).

The tSZE is mostly seen associated with virialised galaxy clusters and is expected to induce a decrement in the CMB peaking at around $\pm 130 \text{GHz}$ and an increment peaking at frequencies $\pm 218 \text{GHz}$ (depending upon temperature; see e.g. Rephaeli 1995; Itoh, Kohyama, & Nozawa 1998; Sazonov & Sunyaev 1998; Chluba et al. 2012). As a result, while observing at 233 GHz, one should not expect a tSZE decrement. On the other hand, the intensity of the anisotropies caused by the kSZE is expected to peak in the 150–300 GHz range. Ideally, in order to separate the contribution of both effects, one would need multi-frequency coverage. However, in this work, only a single frequency is available. Therefore, the observed negative features reported here, if real, might arise from a dominant contribution from kSZE.

6.1 The significance of the negative peaks

In order to assess the likelihood that these features are real, we conducted a number of tests: (a) a re-imaging of the data after removing bright sources found in the field; (b) an assessment of the statistics directly from the visibilities; (c) simulation of the same observations bootstrapping the errors in each iteration ($N_{\text{iter}}=2000$).

8 See Appendix C
Removing the central source in $uv$-space (option a), making use of three $\text{casa}$ tasks$^9$, has no impact on the presence and significance of the negative feature in the fields of sources 20 and 36, indicating that these negative peaks are not related to negative side lobes. Separating the data either in time or frequency still reveals the features in a consistent manner. We note that these sources were observed in the same observing run as sources that show a clear central detection but without negative peaks in their vicinity (sources 15 and 35 were observed together with sources 20, 34, and ap5; source 9 together with source 36).

Option (b) shows that there is indeed a significant decrement in the fields, that becomes clearer when visibilities are corrected to have the feature at the phase centre. This is shown in Fig. 11, where, in the case of the analysis done with the negative peak at the phase centre, the real part of the visibilities are significantly below the zeroth level. Given the significant amplitude drop beyond 20 $\text{kJ}$$\lambda$ source 34 might, in fact, be resolved. We also made use of $uv$-$\text{MULTIFIT}$ (Martí-Vidal et al. 2014) to fit the visibilities assuming point-like sources at the positions observed in the image plane. For sources 34 and ap5, the estimated fluxes range from $-0.8$ to $-1.1$ mJy depending on whether we leave the upper flux bound free or limited to zero, respectively. Note that source 34 was also fit assuming an axisymmetric Gaussian morphology. This yields a flux of $-0.9 \pm 0.2$ mJy and a size of $5'' \times 4''$, hence still consistent with being point-like. For the case of 20 and 36 where (positive) sources are found in the field, we fit all sources at once, and the negative peaks are found to have $-0.7$ and $-0.6$ mJy, respectively. The uncertainties in these flux estimates are about 0.2 mJy, but may increase if the provided initial guess is farther from the fluxes inferred from the image plane.

Option (c) was addressed in several ways. We have adopted

$^9$ The $\text{casa}$ task was used to produce a delta-function component model with the flux of the source of interest and at its location. This model was translated to visibilities with the $\text{fit}$ task and included in the $\text{MODEL}$ column of the measurement set. The $\text{UVSUB}$ task was then used to remove the source model from the $\text{DATA}$ column, and save the result into the $\text{CORRECTED\_DATA}$ column, which was the one used for imaging.
Figure 11. For each of the four sources showing a significant dip in the continuum map, the distribution of the visibilities’ real and imaginary parts (upper and lower panels, respectively) are shown, with baseline length (in kλ, bottom axis, and sky arcseconds, top axis) averaged in four groups. The grey trends show the model for a point-like source at the dip position with a flux equal to that measured in the primary-beam-corrected continuum map. The star shows the average value of the model, which should be compared to the observed data (depicted as error bars). The dashed blue line corresponds to the zeroth level. For each source the visibilities were corrected to have the phase centre at the dip position. Bright sources, when present, were removed.

a Bootstrapping method to randomly draw from a Gaussian distribution new values for each observed $uv$ data point (i.e., visibility). We tested Gaussian randomisation of the visibility data of each source independently considering different visibility groups: all data (no grouping), per observation, per groups of equal-length baseline ranges, and per baseline range quantiles (i.e., ranges with equal number of integrations). The randomisation was done separately in the Real and Imaginary parts and by assuming the observed standard deviation of each group mentioned above, but we also tested in addition the consideration of the observed systematic deviations away from the expected average value of zero for a pure noise data set. Although such average deviations were not significant in each group, the location of the most significant spurious peaks became more spatially structured. We adopted the latter approach when using the observations targeting sources 34, 36 and ap5 (the brightness of source 20 prevented a proper test of the data standard deviation and systematics). The data was assumed to comprise pure noise, hence the features seen in the image were not removed from the visibilities.

Figure 12 shows that the minima found in the simulations tended to be clustered in specific regions and that the strongest of such fluctuations (> 4σ; red diamonds) indeed fall in such regions. Nevertheless, it is clear that they do not fall only on the north-east region as seen in the four sources reported. Overall, the analysis shows that the probability of having negative features more significant than 4 or 4.2σ in these maps is of 2.5% or 0.8%, respectively, regardless of the data set we use. Conservatively, one can consider these percentages as lower-limits (e.g., due to non-Gaussian effects) since the incidence of negative features at $3 - 4.2\sigma$ was already found to be 17% higher when compared to what was predicted (23 versus 27 found; Sec. 3.1). Hence, one should correct the above probabilities of having negative features more significant than 4 or 4.2σ to 2.9% and 0.9%, respectively. The latter means that, in a total of 42 observed sources (Tabs. 2 and C1), we would expect at most one negative feature at > 4σ to be spurious at the 2.5σ level. However, from the observed location of the detected features (Fig. 10) with respect to the simulated ones, we acknowledge that 36 (and maybe 34) may indeed be spurious, while ap5 remains a good candidate. Regarding the case of 36, we re-ran the simulations, but removing in advance the candidate dip from the visibilities. This guarantees that the systematic deviations in the simulations are not tracing a real signal. The results still show that the dip location falls in a critical region in the image. Finally, regarding the possibility of non-Gaussian effects inducing these extreme features, we do note that the statistics relative to the incidence of spurious negative and positive detections at 3 to 4σ does point otherwise when comparing the results of the reported simulations and the observations as discussed in Sec. 3.1.
6.2 The Sunyaev-Zel’dovich effect as a physical explanation

As mentioned above, the most probable physical explanation, at the observed frequencies, is the kSZ. We have checked in Atacama Cosmology Telescope (ACT; Naess et al. 2020; Hilton et al. 2021) maps for evidence of large scale SZ imprints on the CMB. However, we find no significant features toward the four mentioned galaxies. As a result, we discard the possibility that these features are due to bulk motion of the inter-cluster gas associated with any cluster or group host for the galaxies. We also find no evidence for co-location of the negative features and the AGN jets as traced by the radio maps (except maybe in source 36 at a lower significance level). We thus consider that these features, if real, originate from isolated outflows induced by feedback from radiative-mode accretion onto a SMBH.

Classically, the kSZ effect can be computed (see e.g. Mroczkowski et al. 2019) as:

$$\Delta I_\nu = -I_0 \frac{x^4 e^x}{(e^x - 1)^3} \tau_x \beta_z$$

(1)

where $I_0 = 2(k_B T_{\text{CMB}})^3/(hc)^2 = 270.06 \text{ MJy}/\text{sr}$ is a normalisation factor for the Planck spectrum of the CMB, $k_B$ is Boltzmann’s constant, $h$ is Planck’s constant, $T_{\text{CMB}} = 2.7255 \text{ K}$ is the temperature of the CMB (Fixsen 2009), $c$ is the speed of light, $x \equiv h\nu/k_B T_{\text{CMB}} \approx 71/\nu/\nu_{\text{GHz}}$ is the dimensionless frequency, $\tau_x = \int n_e(\ell) dl$ is the optical depth of the cloud along the line of sight $\ell$. $\tau_x$ is the Thomson cross-section, $n_e$ is the electron number density and $\beta_z = v_z/c$ is the dimensionless velocity (normalised by the speed of light $c$ and positive for motion along the redshift vector $z$). We note, as discussed in Lee & Chlubna in prep. that for relativistic velocities and non-thermal electron distributions, the spectrum of both the thermal and kinetic SZ effects can vary significantly at 233 GHz.

As an exercise, let us consider the negative peak in the field of source ap5, as the results of the simulations imply that its detection is the most reliable of the four. This source is located at $z_{\text{spec}} = 0.4532$ and has an integrated flux decrement of $-510 \text{ mJy}$ at 233 GHz. As previously discussed, we consider the kSZ to be the sole contributor to the 233 GHz signal and assume that no relativistic corrections are required. From Eq. (1), the flux density due to the kSZ can be computed as:

$$\Delta S_\nu = \int \Delta I_\nu d\Omega$$

(2)

$$= -I_0 \frac{x^4 e^x}{(e^x - 1)^3} \sigma_T \int n_e \beta_z dl \ d\Omega$$

(3)

$$= -I_0 \frac{x^4 e^x}{(e^x - 1)^3} \beta_z \sigma_T (n_e V) / d_A^2$$

(4)

where $d_A$ is the angular diameter distance to the source, $V$ is the volume, $\langle n_e \rangle$ is mean electron density, and all other variables are defined as above for Eq. 1. Assuming an electron weighting factor $\mu_e = 1.17$ typical of low metallicity, fully ionised gas (see Anders & Grevesse 1989; for an example calculation of $\mu_e$, see Mroczkowski 2009 or Adam et al. 2020), the kSZ flux density scales simply as the product of gas mass ($M_{\text{gas}} = \mu_e m_p \langle n_e \rangle V$, where $m_p$ is the proton rest mass) times the line of sight velocity ($\beta_z$).

For the astrophysical properties of the putative kSZ source, let us assume similar properties as those reported in Lacy et al. (2019) toward the quasar HE 0515-4414 ($z = 1.71$). Therein, the combined scenario of having both tSZ and kSZ at play in order to explain the observed decrement at 140 GHz holds a cloud speed of -510 km/s and $\langle n_e \rangle \sim 0.16 \text{ cm}^{-3}$, implying a total gas mass of...
7 \times 10^{10} M_{\odot} within a 66 kpc feature. Here, we consider a source no larger than 5'' \approx 30 kpc at z_{sp} = 0.4532. Assuming the same cloud velocity and an observed flux of \sim -1 mJy toward ap5, the implied electron density is \sim -25 cm^{-3}, more than two orders of magnitude higher than in HE 0515-4414. However, for the assumed cloud size, it implies a total gas mass comparable to $10^{13} M_{\odot}$, which is highly implausible since such high masses are typical of galaxy clusters (e.g. Pratt et al. 2019). Inversely, assuming $(\rho_e) = 0.16 \text{ cm}^{-3}$ (implying a total mass for the gas of \sim -6 \times 10^{10} M_{\odot}), the computed velocity would have to be approximately 78,000 km s^{-1} (0.26c), which implies that relativistic corrections to the KSZ effect may need to be considered (Sazonov & Sunyaev 1998, Lee & Chiba in prep.). Reducing the cloud size (which is supported by the fact that the feature appears unresolved) does not change the need for extreme conditions, since the effect scales with gas mass and velocity and an observed flux of 7.2. The shallow nature of the underlying spectral shapes with gas mass and $\beta_s$ (see Eq. (2)). For instance, assuming a source size of 1'' (5.8 kpc at $z_{sp} = 0.4532$), a cloud at a velocity of about -1700 km s^{-1} (e.g., Rupke & Veilleux 2011; Sturm et al. 2011; Cicone et al. 2014; Gowdharan et al. 2018, for the case of molecular clouds) would produce a 1 mJy decrement providing it had an electron density of approximately 1000 cm^{-3} (implying a total gas mass of $3 \times 10^{12} M_{\odot}$), which is at the upper end of typical densities as estimated from optical spectra (100–1000 cm^{-3}; Perna et al. 2017; Kakkad et al. 2018, and references therein).

At this point a proper characterisation of these features is required. On the one hand, a multi-frequency approach would allow one to constrain the contribution of the SZE (the above assumption is that it is negligible at 233 GHz) and the spectral shapes of both components. On the other hand, constraining the size of the cloud and/or its velocity and electron density would reduce the above uncertainties and assess whether relativistic corrections need to be considered.

7 DISCUSSION

7.1 The selection criteria

Section 2.3 describes the selection criteria listed in Tab. 1, while Tab. 2 indicates which of the criteria each source complies with. The colour selection criteria were chosen to identify HzRG candidates at $z > 1.5$. Nevertheless, the adopted MIR flux-ratio cuts resulted in a significant fraction (23%) of $z < 0.8$ interlopers. This is effectively due to low-redshift dusty AGN with red MIR spectra mimicking the colours of high-redshift sources whose rest-frame spectrum at $< 1.6 \mu m$ appears red due to dust absorption or old stellar population (Lacy et al. 2007; Messias et al. 2012). Overall, the LRS criterion is the least contaminated by $z < 0.8$ objects in fractional terms (4 out of 29 sources or 14% versus 20% and 25% for IFRS and USS samples, respectively). Interestingly this is the criterion that also provided the largest number of candidates to the sample (29 versus 20 and 8 from IFRS and USS samples, respectively). We note that a more conservative MIR flux-ratio cut of 1.3 applied to the IFRS sample would improve the efficiency by discarding three low-redshift interlopers, but one confirmed at $z_{sp} = 1.58$ and three objects with unknown redshifts would have also been lost in the process. Finally, it is worth noting that all the adopted criteria require a detection at 5.8 $\mu$m. The shallow nature of the underlying Spitzer Wide-area IR Extragalactic survey (SWIRE; Lonsdale et al. 2003) in ELAIS-S1 and the lower sensitivity of the band with respect to the shorter-wavelength IRAC bands result in a bias towards the most luminous and rare sources, but also in an overall lower median redshift of the selected sample ($z_{\text{med}} = 1.4$; Fig. 2).

Adopting alternative colour cuts, such as the $K_s \sim [4.5] > 0$ criterion proposed by Messias et al. (2012) that discards any non-AGN source at $z \leq 1$, can improve the efficiency of the selection. With the extension of the near-to-mid-IR coverage of ELAIS-S1 beyond the surveyed regions by VIDEO (Jarvis et al. 2013) and SERVS (Mauduit et al. 2012) and by matching these surveys’ depths via the DeepDrill (Lacy et al. 2021) and VEILS (Hönig et al. 2017) programmes, such a NIR criterion will indeed be possible to apply to the radio-source sample in ELAIS-S1 in the future.

We also highlight the fact that imposing a morphological criterion at radio wavelengths (e.g. point-like source selection) would most likely affect the fraction of high-redshift sources. Sources 18 at $z_{sp} = 1.1644$ and 24 at $z_{sp} = 1.9487$, for instance, have physical sizes beyond 400 kpc. Furthermore, a preliminary $z_{sp} > 1.3$ would also put source 22, a clear X-shaped source, in that category.

Finally, we assess the selection effect of an IFIR flux cut such as that adopted by Jarvis et al. (2009): $S_{3.6um} < 33 \mu Jy$. Ten sources in our sample comply with this cut: three have no redshift estimate, one is at $z_{ph} = 0.56$, one at $z_{ph} = 1.81$ and the remaining five are found at $z \sim 2 - 4$. Although this points to a contamination level of \sim 17% by $z < 0.8$ objects comparable to LRS, we note that sources such as 9, 15, 16, 24, or 27 at $z \sim 2 - 3$ are brighter than the flux cut adopted by Jarvis et al. (2009), tuned to $z > 4$.

7.2 Millimetre continuum detections

As reported in Tab. 5 (Sec. 3), 11 (five) out of 36 central sources were detected at $> 4.2 \sigma$ ($3 - 4.2 \sigma$) in the ACA maps, that reach a typical noise level of 0.15 mJy. Out of the 16 central detections, 8 are of non-thermal origin (Sec. 2.2, Tab. 6), leaving only 8 where ACA is detecting the dust emission from the host galaxy. This low detection fraction can be a result of higher dust temperatures, lower star-formation rates, lower dust masses, or a combination of the above. All three scenarios are consistent with the AGN nature of these sources, but a more careful analysis of their spectral energy distributions is required. However, this is beyond the scope of the present work.

Adopting the relation between the mm continuum and the molecular gas content ($M_{H_2}$) proposed by Scoville et al. (2016a,b) assuming a CO to H$_2$ conversion factor of $\alpha_{CO} = 6.5 M_{\odot}/(K \text{ km s}^{-1} \text{ pc}^2)$, we find an average $M_{H_2} = 1.5 - 1.7 \times 10^{11} M_{\odot}$ for the nine detected sources with a redshift estimate (see Tabs. 2 and 6). The range in $M_{H_2}$ reflects the range in dust temperatures between 25 and 35 K used in the above study. The continuum flux values were corrected for the synchrotron emission contribution (Tab. 6).

We have also stacked the continuum maps of 11 undetected sources (no central detection above 3$\sigma$) as described in Sec.3.1, yielding a stacked signal of 0.16 \pm 0.05 mJy (3.5$\sigma$). This shows that deeper continuum surveys are required to directly detect these fainter sources. Note that we find a similar detection fraction ($\sim 50\%$) among sources at $0.8 < z < 2$ and $z > 2$ (7 out of 15, and 4 out of 8, respectively), indicating that increasing the efficiency of the selection criteria toward the identification of $z > 2$ sources will still require deeper surveys ($rms < 0.15 \text{ mJy}$).

We finally caution against the use of the mm spectral range to study the host galaxies of the most luminous radio-galaxies at least at $z < 2$ (where most of our sample lies). At these redshifts the

---

10 We have correct up the flux cut of 30 $\mu$m by a factor of 1.11 to reflect a total flux cut, since the initial cut was defined within a 1.9'' aperture radius.
non-thermal component of the spectrum, typically decreasing with frequency, still dominates over the host’s thermal emission which is increasing with frequency. This will gradually cease to apply with increasing redshifts and decreasing radio luminosities.

In 12 of the maps we further report the detection of neighbouring emission (four at \(>4.2\sigma\) and eight at \(3 \sim 4.2\sigma\); Fig. 3 and 4, Tab. 5). For a combined survey area of \(36\times\pi(44^\prime/2)^2 = 15\) arcmin\(^2\) and for a minimum source flux of 0.5 mJy, one would expect between 10 \(\pm\) 1 (Franco et al. 2018) and 13 \(\pm\) 4 (Umemata et al. 2017) serendipitous detections of sources in our survey. This means that there is at most a 2\(\sigma\) excess in the neighbouring source-count in our sample with respect to the field at mm wavelengths. The clustering properties of the sample will be studied in detail in a forthcoming work.

7.3 Line detections

In Sec. 5 we report emission features serendipitously detected in the data cubes. In three out of four cases we were able to identify the molecular species and the corresponding transition.

For the sources with IDs 20 and 32 toward which we detect CO(5–4) we estimate the molecular gas content in these systems. The measured fluxes imply line luminosities of \((1.9\pm0.2)\) and \((0.7\pm0.2)\times10^{10}\) K km/s pc\(^2\) for sources 20 and 32, respectively. Based on the quasar population average luminosity ratios between the J=1–0 and J=5–4 transitions of \(^{12}\)CO(5–4) we estimate the molecular gas content in these systems.

7.4 Flux decrements around radio galaxies

In Sec. 6 we discussed the reliability and possible physical interpretations of the \(\sim 4\sigma\) detections of negative features around four observed sources.

Despite the fact that they all fall in the north-east quadrant, which hints at calibration artefacts, other cases in the sample observed in the same runs do not show such features, and the simulations carried out — where we attempt to account for systematics — indicate that at most one of these features would be spurious at the 2.5\(\sigma\) level. Purely based on location while comparing with the simulations results (Fig. 12) it is shown that at least one source should be considered as highly reliable.

One tempting astrophysical explanation for the observed flux decrements is the kinetic Sunyaev-Zel’dovich effect (kSZE) caused by outflows moving along the line-of-sight away from the observer. With the lack of sufficient spectral information required to characterise these features, one can only discuss specific cases using reference values for the cloud velocity and electron density from the literature. However, only the most extreme of such values \((v > 500\) km s\(^{-1}\) and \(n_e > 10\) cm\(^{-3}\)) can produce the observed flux decrements, but still imply total gas masses of \(10^{11} - 10^{13}\) M\(_\odot\). These are considered to be implausible since they imply galactic- or cluster-like gas masses within galactic spatial scales. As a result, multi-frequency data are required, especially at longer wavelengths (> 2 mm), in order to separate the thermal and kinetic SZE components, and, in the process, confirm the contribution of the former at 233 GHz (which was assumed negligible at these frequencies). The assessment of the cloud velocity will also reveal whether relativistic corrections are required.

8 CONCLUSIONS

In this work we describe a survey conducted with the ACA at 1.3 mm (Band 6 at 233 GHz) targeting 36 HzRG candidates selected within 3.9 deg\(^2\) in the ELAIS-S1 field. Three different selection criteria were considered (Sec. 2), yielding a sample mostly falling in the 0.7 \(< z < 2.3\) range, showing rest-frame 1.4 GHz luminosities of up to \(10^{27}\) W/Hz and with radio-emission sizes up to \(\sim 500\) kpc. Given the usage of shallow 5.8 \(\mu\)m photometry in the criteria, we believe that the surveyed sample is biased towards lower redshifts and to the most extreme sources of the kind. We note that a simple IR colour-cut together with a cut in radio flux provides an 86% reliability in the selection of sources in the first half of the Universe life \((z > 0.8)\). Among the latter, there is a 50% detection rate by ACA down to \(\sim 0.15\) mJy (Sec. 3.1). There is no significant change of this fraction with redshift, meaning that deeper mm surveys are required to directly detect a large fraction of the HzRG population \((\text{rms}<50\mu\text{Jy})\). Note, however, that for a large fraction of the sources \((8\) out of \(16\) detected at \(>0.5\) mJy) the detected 1.3 mm flux is non-thermal in nature, preventing the direct study of the hot emission at these wavelengths (at least at \(z \leq 2\)).

We show the potential of ACA as a survey machine of the continuum and gas properties of the most luminous HzRGs (Secs. 5 and 7). This is exemplified by the serendipitous detection of CO(5–4) towards two galaxies at \(z \sim 1.6\), with derived gas masses \(\sim 10^{10}\) M\(_\odot\). One of them shows evidence of a spatial offset (2\(\sigma\)) between the gas and the mm continuum emission, the latter resulting from the jet in the system.

Finally, we note the detection of four negative continuum features in the vicinity of four ACA maps (Sec. 6). We discuss the nature of these features as induced by either calibration systematics or by gas clouds moving away from the observer, i.e., kinematic Sunyaev-Zel’dovich effect. While the former is plausible, we showed that the probability of occurrence in our survey is low. On the other hand, the
kSZ on its own is found to require extreme gas conditions in order to induce these features. Future multi-frequency mm observations together with gas characterisation studies are required to provide a better understanding of these features, if they are real.

Forthcoming work making use of these data will focus on ongoing and future multi-wavelength follow-up of some of the sources reported here in detail, as well as a revision of the photometric redshift estimates in a uniform manner accompanied by the analysis of the UV-to-mm SEDs, and finally an assessment of the galaxy environment in which the selected sources are found.
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APPENDIX A: INPUT COORDINATES IN ACA OBSERVATIONS

Due to a mistake in the coordinates inserted in the ALMA Observing Tool, there is a noticeable offset (up to ~1 beam away from phase centres) between some of the targets and the corresponding observed phase centres (Tab. A1). The imaging has been corrected to be centred at the source, but for record, we report on the offset between the input phase-centre coordinates and those of the expected IRAC counterpart.

APPENDIX B: ACA MAPS FOR THE REMAINDER SOURCES

For completeness, in Fig. B1, we present the 1.3 mm continuum maps around the sources that do not show any significant detection down to 3σ (rms=0.15 mJy; see Sec. 3.1 for details on detection significance).

APPENDIX C: OTHER OBSERVED SOURCES

At the time of the initial sample selection, both the photometry reported in M08 and Zinn et al. (2012), whose photometry refers to H14, were considered in order to be less affected by possible calibration issues between releases and thus be more complete. However, based on the discussion in Sec. 2.2 we solely adopt 1.4 GHz photometry reported by M08 throughout this work. Furthermore, as mentioned in Sec. 2, the IRAC photometry has gone through a fourth data release (DR4), which we adopted throughout this work instead of DR3 that was used for the initial sample selection.

As a result, six additional sources (Tab. C1, Fig. C1) were observed by ACA as part of the initial candidate selection which, based on the above considerations, they no longer comply with any of the original selection criteria described in Sec. 2.3 and were not included in the main part of the paper. More precisely, for sources ap2, ap3, ap4 and ap6 the DR4 IRAC flux ratios (Tab. C2 and C3) are no longer compatible with the MIR criteria (second column in Tab. 1). Sources ap1 and ap5, on the other hand, do have 1.4 GHz fluxes reported for the low-resolution map in Zinn et al. (2012, associated to the DR2 release by H14) that comply with the USS criterion (first row in Tab. 1), but do not if the 1.4 GHz fluxes reported in M08 and F15 are adopted instead. We note that F15 imaging is deeper, hence the fluxes reported here should be less affected by flux boosting with respect to DR1 and DR2, M08 and H14 respectively. Nevertheless, since these six sources have been observed, we report their properties in Tabs. C2, C3, C4, and C5. These tables report the same properties as Tabs. 3, 4, 5 and 6, respectively, describing the HzRG candidate sample in the main part of the paper.

Serendipitous line detection toward ap3

The source ap3 is at \( z_{\text{spec}} = 0.12434 \), and SoFiA identifies two lines in the 3-channel smoothed cube (Fig. C2). The more significant one, and equally identified in the 4-channel smoothed cube, is found at \( 242.297 \pm 0.004 \text{ GHz} \) with a velocity-integrated flux of \( 0.4 \pm 0.1 \text{ Jy km/s} \), and at \( 5 \pm 2 \text{ mJy} \). We associate the emission with hydrogen isocyanide, \( \text{HNC}_{v=0}(3-2) \), \( \nu_{\text{RF}} = 271.981 \text{ GHz} \), \( z = 0.12251 \pm 0.00002 \). The less significant line-emission is found at \( 239.184 \pm 0.005 \text{ GHz} \) with a velocity-integrated flux of \( 0.5 \pm 0.2 \text{ Jy km/s} \), and at \( 5 \pm 2 \text{ mJy} \). We associate the emission with isocyanomethylyion, \( \text{HOC}^+_{v=0}(3-2) \) (\( \nu_{\text{RF}} = 268.451 \text{ GHz} \), \( z = 0.12236 \pm 0.00002 \)). We note that the light-weighted centroids of the two emissions are spatially offset in the North-South direction by \( 2.7 \pm 0.1 \text{ arcsec} \). The IRAC imaging reveals two distinct sources 5 arcsec apart in the East-West direction, with the Western one showing a spectrum rising in flux with increasing wavelength revealing the presence of a dusty AGN (e.g., Donley, et al. 2012). Nevertheless, the HNC\( _{v=0}(3-2) \) and HOC\( ^+_{v=0}(3-2) \) emissions are associated with the Eastern galaxy. Further characterisation of and discussion about this system is differed to a future work.

APPENDIX D: THE MASTER TABLE

In order to facilitate the access to the information reported in this manuscript, we have assembled a master table with all the information of the primary ACA detection (including the sources presented in Appendix C). The table lists sky coordinates, cross identifications between radio catalogues (including H14 and F15), the reported multi-wavelength photometry, redshifts, as well name under which each source and corresponding data set can be found in the ALMA archive\(^{11}\). The master-table is available as supplementary material.

This paper has been typeset from a \TeX/\LaTeX\ file prepared by the author.

---

\(^{11}\) https://almascience.eso.org/asax/
### Table A1.
The offset differences between input observed coordinates (RA\text{in}, DEC\text{in}) and those of the expected IRAC counterpart (RA\text{ir}, DEC\text{ir}). The position angle (PA) is measured in degrees clock-wise from North.

| ID   | RA\text{ir} [deg] | DEC\text{ir} [deg] | RA\text{in} [deg] | DEC\text{in} [deg] | dist [arcsec] | PA [deg] |
|------|-------------------|-------------------|-------------------|-------------------|--------------|---------|
| 1    | 9.409256         | -44.643998       | 9.408333         | -44.643611       | 2.7          | 301     |
| 2    | 8.656027         | -44.644740       | 8.654167         | -44.644722       | 4.8          | 271     |
| 3    | 9.577494         | -44.536039       | 9.579167         | -44.536111       | 4.3          | 93      |
| 4    | 9.324575         | -44.503932       | 9.325000         | -44.503889       | 1.1          | 82      |
| 5    | 8.348502         | -44.500012       | 8.348502         | -44.500012       | 0.0          | 0       |
| 6    | 7.796253         | -44.482790       | 7.796753         | -44.482790       | 0.0          | 0       |
| 7    | 9.926706         | -44.453807       | 9.925000         | -44.453889       | 4.4          | 266     |
| 8    | 7.143837         | -44.388567       | 7.143837         | -44.388567       | 0.0          | 0       |
| 9    | 8.205513         | -44.364041       | 8.204167         | -44.363889       | 3.5          | 279     |
| 10   | 8.005355         | -44.283605       | 8.000000         | -44.283611       | 4.0          | 270     |
| 11   | 9.476850         | -44.185312       | 9.475000         | -44.184722       | 5.2          | 294     |
| 12   | 9.207525         | -44.150879       | 9.200000         | -44.150556       | 2.4          | 61      |
| 13   | 9.530941         | -44.028734       | 9.530941         | -44.029167       | 4.8          | 251     |
| 14   | 9.476850         | -43.929375       | 9.475000         | -43.929444       | 3.1          | 265     |
| 15   | 9.926706         | -43.887932       | 9.925000         | -43.888056       | 4.6          | 96      |
| 16   | 7.464470         | -43.757774       | 7.465000         | -43.757778       | 5.1          | 269     |
| 17   | 9.624725         | -43.748470       | 9.625000         | -43.748333       | 0.9          | 55      |
| 18   | 9.337835         | -43.711113       | 9.337500         | -43.711389       | 1.3          | 221     |
| 19   | 8.81902          | -43.689145       | 8.81902          | -43.689145       | 0.0          | 0       |
| 20   | 9.947444         | -43.565454       | 8.947444         | -43.565556       | 4.8          | 94      |
| 21   | 8.185767         | -43.412924       | 8.187500         | -43.413056       | 4.6          | 96      |
| 22   | 9.285885         | -43.390827       | 9.287500         | -43.390856       | 4.2          | 89      |
| 23   | 7.402267         | -43.363715       | 7.402267         | -43.363715       | 5.0          | 269     |
| 24   | 9.441579         | -43.321825       | 9.441667         | -43.321667       | 0.6          | 22      |
| 25   | 9.947444         | -43.291819       | 9.945833         | -43.291944       | 4.2          | 264     |
| 26   | 8.230928         | -43.274059       | 8.233333         | -43.274167       | 6.3          | 94      |
| 27   | 8.62439        | -43.224212       | 8.625000         | -43.224167       | 1.0          | 80      |
| 28   | 7.797381         | -43.154622       | 7.797381         | -43.154622       | 0.0          | 0       |
| 29   | 9.069656         | -43.159686       | 9.069656         | -43.159686       | 0.0          | 0       |
| 30   | 7.969161         | -43.045682       | 7.970833         | -43.045556       | 4.4          | 84      |
| 31   | 8.498995         | -42.964057       | 8.500000         | -42.963889       | 2.7          | 77      |
| 32   | 7.722195         | -42.870914       | 7.720833         | -42.870833       | 3.6          | 275     |
| 33   | 9.741389         | -42.867870       | 9.741667         | -42.867222       | 2.4          | 17      |

| ap1  | 8.224183         | -44.490856       | 8.223996         | -44.490711       | 0.7          | 317     |
| ap2  | 9.633623         | -44.427915       | 9.633333         | -44.428056       | 0.9          | 236     |
| ap3  | 9.675558         | -44.224105       | 8.675000         | -44.224167       | 1.5          | 261     |
| ap4  | 9.324525         | -43.847568       | 9.324525         | -43.847568       | 0.0          | 0       |
| ap5  | 9.643759         | -43.635349       | 9.643600         | -43.635411       | 0.5          | 242     |
| ap6  | 8.597110         | -43.513493       | 8.597110         | -43.513493       | 0.0          | 0       |

Table C1. Same as Tab. 2 for the six sources that no longer comply with the selection criteria.
Table C2. Same as Tab. 3 for the six sources that no longer comply with the selection criteria.

| ID | $S_{5.6}$ [μJy] | $S_{4.5}$ [μJy] | $S_{5.8}$ [μJy] | $S_{2.3}$ [μJy] | $S_{1.4}$ [mJy] | $S_{0.8}$ [mJy] | $S_{0.6}$ [mJy] |
|----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| ap1 | 160±10          | 448±2           | 1151±7          | 0.32±0.08       | 0.53±0.09       | ...             | 1.3±0.1         |
| ap2 | 31.0±0.6         | 39.0±0.8        | 37±3            | 1.2±0.2         | 1.3±0.2         | ...             | ...             |
| ap3 | 513±1           | 444±2           | 557±8.5         | 1.0±0.1         | 2.2±0.2         | ...             | 2.4±0.2         |
| ap4 | 73.3±0.7         | 71±1            | 70±5            | ...             | 0.35±0.07       | ...             | 1.1±0.1         |
| ap5 | 216±1           | 260±1           | 336±5           | 0.41±0.09       | 0.59±0.08       | ...             | 1.0±1.0         |
| ap6 | 33.1±0.6         | 37.5±0.6        | 26±4            | 4.4±0.5         | 6.9±0.8         | 12±2            | 14±1            |

Figure B1. The same as in Figure 3, but for sources where no significant emission ($|\text{SNR}| > 4.2\sigma$) is detected.
Table C3. Same as Tab. 4 for the six sources that no longer comply with the selection criteria.

| ID      | \( \alpha_2^{0.4} \) | \( \alpha_2^{0.6} \) | \( \alpha_2^{0.8} \) | \( \alpha_4^{0.8} \) | \( \alpha_4^{0.6} \) | \( S_{5.8}/S_{3.6} \) | \( S_{1.4}/S_{3.6} \) | \( S_{1.4}/S_{4.5} \) |
|---------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| ap1     | -1.0±0.6               | -1.1±0.2               | -1.1±0.2               | 7.2±0.5                | 3.3±0.6               | 1.2±0.2                |
| ap2     | -0.0±0.4               | -0.7±0.1               | -0.1±0.2               | 1.0±0.10               | 4.2±0.5               | 4.9±0.6               |
| ap3     | -1.7±0.4               | -0.6±0.2               | -1.4±0.3               | 0.95±0.07              | 4.8±0.9               | 5.10                  |
| ap4     | -0.7±0.5               | -0.6±0.2               | -0.6±0.2               | 1.56±0.02              | 2.7±0.4               | 2.3±0.3               |
| ap5     | -0.9±0.3               | -1.0±0.2               | -0.8±0.2               | 0.8±0.1                | 210±20                | 180±20                |

Figure C1. The same as in Fig. 3 for the six sources that no longer comply with the selection criteria.

Figure C2. Same as in Fig. 9, but for source ap3. Here, two line features are reported. The spectrum on the left-hand side is that of HNC\( v=0 \) (3-2), whose moment-0 map is displayed with red contours overlaid on the IRAC imaging on the right-hand side panel. The spectrum in the middle is that of HOC\( v=0 \) (3-2), whose moment-0 map is displayed with orange contours.

Table C4. Same as Tab. 5 for one source that no longer comply with the selection criteria.

| ID      | \( S_p \) [mJy] | \( S_i \) [mJy] | RA [deg ("')] | Dec [deg ("')] | Dist ["] |
|---------|----------------|----------------|---------------|---------------|----------|
| ap5b    | 0.7±0.2        | 0.9±0.3        | 9.6407 (1)    | -43.6374 (0.4)| 11       |
| ID | $S_{233}^{\text{obs}}$ [mJy] | $S_{233}^{\text{fit}}$ [mJy] | $\alpha$ | Synch. |
|----|-----------------|-----------------|-------|-------|
|    |                  |                  |       |       |
|    |                  |                  |       |       |

Table C5. Same as Tab. 6 for the six sources that no longer comply with the selection criteria.