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Abstract—Congestion prediction represents a major priority for traffic management centres around the world to ensure timely incident response handling. The increasing amounts of generated traffic data have been used to train machine learning predictors for traffic, however this is a challenging task due to inter-dependencies of traffic flow both in time and space. Recently, deep learning techniques have shown significant prediction improvements over traditional models, however open questions remain around their applicability, accuracy and parameter tuning. This paper proposes an advanced deep learning framework for simultaneously predicting the traffic flow on a large number of monitoring stations along a highly circulated motorway in Sydney, Australia, including exit and entry loop count stations, and over varying training and prediction time horizons. The spatial and temporal features extracted from the 36.34 million data points are used in various deep learning architectures that exploit their spatial structure (convolutional neuronal networks), their temporal dynamics (recurrent neuronal networks), or both through a hybrid spatio-temporal modelling (CNN-LSTM). We show that our deep learning models consistently outperform traditional methods, and we conduct a comparative analysis of the optimal time horizon of historical data required to predict traffic flow at different time points in the future.

Index Terms—motorway flow predicting, deep learning, CNN, LSTM, BPNN, short- versus long-term prediction.

I. INTRODUCTION

Traffic congestion represents one of the sensitive points of many traffic management centres around the world, which need to ensure that travel times remain within regular patterns, and that incidents are cleared in due time on a daily basis. Predicting the dynamics of the traffic congestion within the next 30min to one hour represents a high priority for real-time traffic operations. The main advantage of using advanced traffic flow prediction techniques lies in their ability to quickly adapt to stochastic incidents, and to predict their impact starting from only incipient measurements. The increasing amount of traffic data generated by intelligent transport systems led to the development of multiple data-driven approaches and prediction models. However, there are several open questions concerning traffic flow prediction: a) how to efficiently predict road traffic congestion using extensive data-driven techniques which can adapt to real-time big-data sets?, b) what are the best techniques that can capture the spatial-temporal correlations arising in complex traffic networks? and c) why are some models efficient for short-term traffic prediction, but not for long-term prediction?

The initial approaches developed to answer these questions have been focused on parametric and non-parametric models for short-term traffic predictions. The parametric approaches were typically based on time-series analysis, Kalman models, etc. For example, the ARIMA model has been widely applied for traffic flow prediction ([12], [3]) due to its simplicity and good performance in forecasting linear and stationary time-series. Further extensions of ARIMA have been proposed to account for seasonal features (SARIMA [4]), and for additional explanatory variables (ARIMAX [5]). The effectiveness of parametric models can be affected by the traffic stochasticity, and by the occurrence of disruptive events. As a result, non-parametric models have seen an increasing popularity, and among them we cite: k-nearest neighbours [6], support vector regressions [7], artificial neural networks [8], and Gaussian Processes [9].

Recently Deep Learning (DL) methods have emerged as popular non-parametric alternative approaches for short-term predictions, with various models being proposed and tested in different set-ups. Two major literature reviews on DL models can be found in [10], and [11]. These debate how different DL models can be adapted for traffic flow prediction, and why the spatial and temporal correlation in traffic congestion propagation makes the application of such models difficult. More recently, recurrent neural networks (RNNs) – such as the long short-term memory model (LSTM) – have been designed to learn from sequences of data, and to capture long-term temporal patterns. LSTM was applied to traffic flow data [12], either alone or jointly with convolutional neuronal networks (CNN) [13], [14] in an attempt to capture the spatial road network information. Among the difficulties of deploying such models are their often complicated structure, the choice of parameters (such as the number of neurons or the non-linear functions), and the fact that neural networks have been long time regarded as “black-boxes” [15]. These difficulties are starting to ease due to the emergence of integrated modelling and fitting frameworks, such as TensorFlow [16] and PyTorch [17].

There are several open questions relating to the usage of DL methods for traffic flow prediction, still not addressed in the literature. The first question relates to the scalability of such methods. The majority of existing studies concentrate on one or several stations, or over short periods of time [18]. It is therefore unclear how DL models behave at the level of an entire motorway, or for large datasets with complicated road structures. We address this question by constructing
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deep learning models capable of predicting the real-time traffic flow along an entire motorway. Our dataset spans over a year, and it spreads across 208 stations along 48 kms of road network in Sydney, Australia.

The second open question relates to the relationship between the training and the prediction horizons. The majority of existing work performs traffic flow prediction for future time horizons of 2-3 time intervals [19] however they usually fix the past horizon to 30 or 40 minutes. This arbitrary choice can affect the prediction performances, and impact the model selection. In our study we propose a sensitivity analysis between various past and future horizons for each of the deep learning models under investigation, and we showcase the best set-up for each model. We find that for LSTM there is a limit in the past horizon beyond which the accuracy stops improving, and that CNN performances are actually hurt by using too much data from the past.

The third open question is about deploying hybrid deep learning models that combine both spatial and temporal modelling. While some research has shown that hybrid DL architectures can improve performances in specific circumstances [18], [20], other studies still debate the necessity and overhaul of fine-tuning such models. In this paper, we implement a hybrid CNN-LSTM model and we find that it under-performs the LSTM model, with its performances fluctuating significantly with respect to the future time horizon.

The object of this paper is to construct an advanced deep learning framework for predicting the traffic flow, which can be used to perform model comparison under varying prediction conditions and which can serve as a benchmark for future predictive work. We apply our models on flow counting stations along a long motorway in Australia, and we consider both the spatial structure of the datasets, as well as the historical flow during our one year long dataset. We first present the methodology for constructing various deep learning models such as CNN, LSTM and the hybrid architecture CNN-LSTM, and we compare them against typically employed approaches, such as ARIMA, individual station regressors, and the average historical traffic flow. We follow with a sensitivity analysis of historical versus prediction time horizons, and their impact on model performance. We end with the comparative analysis of the prediction performances of the models, and a model choice discussion.

II. METHODOLOGY

In this section we present the proposed deep learning methodology for predicting the traffic flow along motorways. Fig. 1 presents the proposed methodological framework, which consists of four steps: network identification (detailed in Section II-A), data profiling (Section II-B), feature generation (Section II-C) and DL model development and traffic prediction (Section II-D).

A. Network identification and data set preparation

We first gather the spatial information with regards to the placement of traffic monitoring stations along the motorway segments, the road network geometry file and the temporal information in the form of traffic flow recorded at each time step (3min time-intervals in our case). The obtained dataset is described in Section III-A.

B. Data profiling and outlier identification

This step is necessary for building regular traffic patterns depending on the type of day, time-of-day, etc. Fig. 1 showcases 3 different possible cases of station spatial structure, which are automatically checked for data accuracy and motorway structure consistency in both time and space. Let $T_f(18A)$ and $T_f(19A)$ be the traffic flows registered at the stations $18A$, and $19A$ respectively. If no exit or entry is recorded between two consecutive stations (see Fig. 1-b1), we assume that the two flow patterns should match, and we check for consistency as $T_f(18A) = T_f(19A) \pm \epsilon$ ($\epsilon$ accounts for the inherent detector equipment error). When exit loops exist (see Fig. 1-b2), the module verifies that the sum of the flow recorded at the downstream stations (3A and 3X)
Feature construction

C. Feature construction

The traffic flow is recorded as time series associated with each monitoring station (including entries and exits). It is processed and transformed into sequential matrices, which we denote as \( X \) and which are the input of our DL models:

\[
X = \begin{bmatrix}
  X_1^T \\
  X_2^T \\
  \vdots \\
  X_N^T
\end{bmatrix} = \begin{bmatrix}
  x_1^{T-1} & \ldots & x_1^1 \\
  x_2^{T-1} & \ldots & x_2^1 \\
  \vdots & \ddots & \vdots \\
  x_N^{T-1} & \ldots & x_N^1
\end{bmatrix}
\]

(1)

where \( N \) is the total number of monitoring stations along the motorway; \( x_j, j = \{1, \ldots, N\} \) is the traffic flow registered at station \( j \) at the time point \( t \); \( R \) is the number of historical points used to train the models; \( t - R \) will be often referred to as the training horizon or a “past time-window” and \( x_j^T \) the past horizon (training) vector for each station.

Our prediction target is \( \hat{X}^{T+P} = [\hat{x}_1^{T+1}, \hat{x}_2^{T+1}, \ldots, \hat{x}_N^{T+1}]^T \) where \( P \) denotes the “prediction horizon” (how far in the future we want to make the prediction) and \( \hat{x}_j^{T+P} = [\hat{x}_j^{T-1}, \hat{x}_j^{T+2}, \ldots, \hat{x}_j^{T+P}] \) is the predicted traffic flow at the \( j^{th} \) station over the prediction horizon. A summary of all the notations used in this paper is provided in Table I.

D. Deep learning model development

Deep learning is usually used to learn high dimensional functions via sequences of semi-affine non-linear transforms and, it has been shown effective general function learners [19]. A deep learning predictor is capable of addressing the non-linearity in the datasets, and of finding the spatio-temporal relations between features. We implement various DL models in the current modelling framework and we apply them either individually – Convolutional Neural Networks (CNN), Long Short-Term memory networks (LSTM), back-propagation neuronal networks (BPNN) – or in hybrid structures as an advanced deep learning architecture. We compare their performance to other parametric and baseline models in Section V-A. In the following we detail each of the DL models and we provide their internal architecture setup.

1) Back-propagation Neuronal Networks (BPNN):

BPNN is a typical feed-forward type network which learns the relation between inputs and outputs without an explicit mapping of the information, and using a gradient descent optimisation method. Such models have been successfully applied for highway traffic incident detection [21], and also for tourist volume forecasting in Baidu [22].

The topology of BPNN usually includes an input layer, one or multiple hidden layers, and an output layer. In our DL work, we developed a BPNN model which consists of two fully-connected layers. The input of first layer is the historical information of all stations, and the last layer’s output is the prediction of the traffic flow across all monitoring stations. In this work, BPNN is mainly used as a lower-bound DL performance measure, and it serves to assess the performance gains obtained when implementing the more complex models detailed here below.

2) Convolutional Neural Networks (CNN): In order to take into consideration the spatial features of the traffic flow data, in which the individual counting stations reflect the propagation of flow in, out and along the motorway (see Fig. 1-b)), we employ a CNN model on the traffic dataset. CNNs are bio-inspired models which have been widely applied for processing images, speech and time series [23]. The main feature of CNN is the convolution operator, which slides on a two-dimensional surface, smoothing it and extracting higher level abstraction. In image processing, multiple convolution operations are subsequently applied to increase the abstraction of the information. The input of a CNN can include both a spatial dimension and a temporal dimension, and the convolution operator can be applied in either one dimension (1D) or both dimensions (2D). In various advanced DL architectures, CNN models usually contain various convolutional layers with non-linear activation functions applied in between.

Fig. 2: CNN model for traffic flow prediction.
For our study, we construct a fully-connected CNN structure as presented in Fig. 2, which accepts as input the RxN feature matrix $X'$ defined in Eq. (1). This 2-dimensional input is passed through two convolutional layers and two Rectified linear activation unit (ReLU) functions, before finally being flattened as a 1-D vector and sent through a Fully Connected Layer which outputs the final results. No pooling layers are employed in our model; although, in general, pooling layers may increase the speed of training and achieve better performance on high dimensional image recognition tasks, the spatial dimension of our data set is smaller and the information it contains is not redundant like in images. For advanced DL architectures, the ReLU function are more popular than the traditional sigmoid/tanh functions because: a) they are more computationally efficient, b) they can help avoid the exploding and vanishing gradient problems and c) they tend to show better performance in practice [24].

c) Long Short-Term Memory Networks (LSTM): The temporal features of the traffic flow have a different representation than the spatial one. While the traffic flow in one station can be locally determined by the neighbouring stations (see the three interconnected cases depicted in Fig. 1-b)), various external events (e.g., accidents or weather conditions) can cause traffic congestion in the downstream part of the motorway, which propagates to the upstream stations and eventually affects the travel time along the entire motorway.

In order to model these long-term dependencies in traffic flow, the long short-term memory units (LSTM) have been introduced for achieving a balance between immediate (short term) inputs and historical (long term) trends (see [25], [26]).

Fig. 3 showcases the structure of the LSTM model that we develop in this work for traffic flow prediction. An LSTM unit is typically comprised of an input layer, a hidden layer (which acts as a memory block containing an input gate, a forget gate and an output gate) and an output layer. The LSTM model is a sequence of LSTM units, in which the output of one unit is consumed as input by the following unit. The output of the last unit feeds into a fully connected layer which makes the final prediction.

In our application, the input feature matrix $X'$ is split into various flow vectors, one for each counting station (denoted as $S^i$). For each time step from the past horizon $\{t-R+1, t-i, t\}$, an LSTM unit accepts the vector $S^{t-i}$ as input and outputs a hidden state vector $h^t$ and an output vector $o^t$, of equal lengths. The hidden state $h^t$ is passed at the next unit $\{t-i+1\}$. The last output vector $o^t$ is connected to the fully-connected layer to get the final result. For our work, we only used only one hidden layer per unit and no drop-out layers, as we have a limited number of counting stations. For a more complex road network, this LSTM structure can be further extended.

d) Hybrid CNN-LSTM prediction: We develop the hybrid model as a combination of spatial and temporal processing, modelled by connecting the output of CNN to the input of each LSTM unit. The intuition is that the structure of LSTM would learn the temporal patterns, while the structure of CNN can learn the location features. The final prediction is made using a Fully Connected layer, just like for LSTM.

Several previous research works have employed the hybrid model and they report contradictory results: some argue that it improves the prediction accuracy, while others indicate the contrary [11].

Fig. 4: CNN-LSTM hybrid model for traffic flow prediction.

Fig. 4 showcases the structure of our hybrid model; the difference from a regular LSTM is that we use a 1-dimensional filter to scan the input (each $S^{t-i}$ is processed by a 1-D convolution layer before it is fed into an LSTM unit). The added convolution layer has a 1x3 filter.

The results of each proposed model have been compared to other basic or parametric prediction models further detailed in Section IV.

III. CASE STUDY

A. The Sydney motorway traffic flow dataset

Our methodology has been applied to a motorway traffic flow dataset, which was collected over the entire year of 2017, by recording the traffic flow at each of the 208 bidirectional “flow counting stations” along the M7 Motorway in Sydney, Australia (shown in Fig. 1). The M7 motorway runs on the West of Sydney and it is the main motorway connecting North and South Sydney. There are 104 metering stations in each direction including entries and exits; stations ending in E denote south-bound traffic, stations ending in B denote north-bound traffic while stations ending in E and X denote entries and exits respectively. The dataset contains 36.34 million data points, where one data point is the flow recorded by one station during one time-interval of 3min, denoted as $T_i$.

B. Daily profile and traffic flow map

Daily profile. We start from the observation that the traffic flow at any given station presents a strong daily and weekly seasonality, mainly driven by the users daily work commute patterns. We define the daily profile as the typical daily
traffic flow series recorded at a given station. We compute a station’s daily profile as the average flow for each Ti, for a given day of the week, over a period of three months (12 weeks in the period of February 1st to April 30th 2017). Fig. 5a shows the mean flow for a Tuesday for the station 50A, alongside with the 20th and 80th percentile values. We make several observations. First, the 20/80 confidence interval wraps closely the daily profile, indicating that the 12 series are very similar and that the daily profile is a representative summarization. Second, we observe that the daily profile shows two peaks, corresponding to the two rush hours: one in the morning (8-10 AM) corresponding to the daily commute towards work, and a second one in the afternoon (5-7 PM) corresponding to the end of the working day. Last, the daily profile allows to identify non-standard days; for example, the blue line in Fig. 5a shows a significantly lower traffic, as it corresponds to April 25th – ANZAC day, a public holiday in Australia.

Weekdays vs. weekend. Fig. 5b plots the daily profiles for each of the days of the week, for station 02A. We observe that the weekdays (Monday to Friday) exhibit similar two peak patterns, whereas Saturday and Sunday have a single peak between 11AM and 4PM, and an overall lower flow. Noteworthy, the ANZAC day flow shown earlier in Fig. 5a resembles a weekend pattern, despite being on a Tuesday.

Traffic flow congestion map. Fig. 5c plots as a congestion map the Monday daily profiles of all South-bound stations by calculating the flow/capacity ratios. Here we also observe the two peak patterns of a typical weekday. However, the traffic flow also allows to visually identify the most congested sections of the motorway (between 31A and 13A during the afternoon peak) and most importantly to track down abnormal congestion disruptions along the motorways. In addition to providing an abstraction of the typical flow, the daily profile is also used to correct the missing data in the dataset, most often occurring due to malfunctioning traffic recording devices for particular stations (see the online supplement [1] for more details).

IV. EXPERIMENTAL SETUP

In this section we describe the set-up, the implementation of the DL models and the comparison with other state-of-art prediction models.

a) Prediction setup: After outlier identification and missing point processing we select the time period of the DL models which comprises 8 months of the entire dataset (the other 4 months show an abnormally high volume of missing data and are, therefore, excluded from this analysis; see the online supplement [1, Fig. 9b]). More specifically, we use the traffic flow from 01/02/17 to 30/01/17 and 01/06/17 to 31/08/17 respectively, for training the models (6 months in total). The flow from 01/09/17-30/09/17 is used for validation while the flow from 01/10/17-31/10/17 is used as a test set. This was kept for consistency across all DL models.

b) Other baseline models: have been used for comparing the performance of selected DL models, such as:

Daily Profile Prediction (DPP): is a base model in which we use the Daily Profile (described in Section III-B) computed for each station and each day of the week as a predictor; therefore for each station, we have 7 flow curves and each curve is consisting of 480 flow values (the time interval between counts is 3 min). This model therefore predicts the average traffic flow per station.

BPNN for separate station prediction (Sep-BPNN): besides the BPNN model applied over all stations, we have also applied the prediction to individual stations as well, for showcasing how the prediction would be impacted if no information on neighbouring stations would be available to the models. Therefore this model is a combination of N-BPNN models consuming independently historical flow of each station, each using a hidden layer of 10 neurons.

ARIMA: the ARIMA model predicts the next value in a series as a linear combination of the past observations. We use a default ARIMA implementation, with the hyper-parameters ARIMA(p = 2, d = 1, q = 0). Here, p is the parameter of the autoregression (note that p in ARIMA has a different meaning than P in Table I), d is for the degree
of differencing (the number of times the data have had past values subtracted) and $q$ controls the moving average. We have determined the values of the hyper-parameters on the validation set, through exhaustive line search in the domains $p \in \{1,\ldots,5\}$, $d \in \{1,\ldots,5\}$, and $q \in \{0,\ldots,3\}$. We used 100 flow counts as the maximum historical time horizon for training. Note that ARIMA can only predict one value in the future. To predict longer time horizons we add the prediction training. Note that ARIMA can only predict one value in the future. To predict longer time horizons we add the prediction training.

**c) DL implementation and hyper-parameter selection:**

Past and future time horizon. At a given time point $t$, the input of each DL model is the traffic flow during the past $R$ time points, and the output is the prediction of the flow at the $P$th time point in the future. Therefore, for any given station $j$ the input is $[x_j^{t-R+1}, x_j^{t-R+2}, \ldots, x_j^{t}]$, the output is $x_j^{t+P}$ and the training performance is measured by how close the prediction is to the recorded flow $x_j^{t+P}$. By varying $t$ on a dataset with $n$ time points, we obtain $n-R-P+1$ pairs of inputs and outputs. Take for example $R=2$ and $P=1$ on a dataset with 5 time points. The above procedure generates 3 train-test sets: $[x_1^1, x_1^2, x_1^3]$, $[x_1^2, x_1^3, x_1^4]$, $[x_1^3, x_1^4, x_1^5]$, where the column separates the training vector and the desired output. When $R=3$ and $P=2$, we have only one combination $[x_1^1, x_1^2, x_1^3, x_1^4]$ – we predict the fifth time point based on the traffic flows during the first three data points. Our dataset contains (42,721-R-P) + (44,161-R-P) combinations (as we have two separate contiguous training periods), the validation set contains (14,401-R-P) pairs and the test set contains (14,881-R-P) pairs.

**Avoiding overfitting.** Even complex learners like our DL methods can overfit training data if trained for too long. We control overfitting using the validation data-set. At each DL epoch (i.e. learning iteration), we learn on the training set and we measure the performance on the validation set. We record both the performance and the trained model after each epoch. We terminate the training when the loss function on the validation dataset has not decreased for three consecutive epochs. We select as the best trained model (the stored model at the epoch that achieved the lowest validation error). In practice, the training process ends in about 20-30 epochs.

**Deep learning parameters.** We tune the values of the DL hyper-parameters on the validation set. We vary the batch size in the range $[20,30,40,\ldots,75,100]$ and we obtain a value of 50. Our learning rate is 0.0003 and the weight of the L2 regularisation term is $10^{-8}$. All our DL models are implemented using PyTorch [17], using the Adam optimiser which provided a better performance than SGD or AdaGrad.

**d) Past and future prediction horizon selection:** $R$ is an important hyper-parameter of our model – the length of the learning past horizon – which is tuned on the validation set in the range $R \in \{1,\ldots,30\}$. 30 time points in the past corresponds to a 90 min past time horizon, which is more than the expected travel time along the whole M7 motorway in one direction. Given a value of the prediction time horizon $P$, we train the model 5 times and we calculate the average accuracy on the validation dataset. We select as the best $R$ the value that achieves the highest average accuracy for the current $P$. In Section V-B, we focus on the relationship between $R$ and $P$ in order to answer several open questions: a) how much should we learn from the past to achieve best prediction results? b) how long in the future should we predict? c) is the size of the past horizon affecting the prediction results? d) what is the relation between $R$, $P$ and the performances of the advanced DL models?

**e) Model performance and training time:** We evaluate prediction performances using three widely used measures; a) the Root Mean Square Error (RMSE), b) Mean Absolute Error (MAE) and c) Symmetric Mean Absolute Percentage Error (SMAPE). Due to space constraints, in Section V-A we only discuss RMSE results, the other convey the same results and they are shown in the supplementary material [1]. All models are trained on an Intel Xeon processor with 24 cores, and they take between 10 and 15 epochs to converge. For $P=5$ and $R=5$, the training time is $219.45 \pm 61.6$ (sec) for CNN, $302.10 \pm 100.9$ for LSTM and $382.53 \pm 107.7$ for CNN-LSTM; more information is provided in [1].

V. MAIN FINDINGS

In this section, we present the predictive comparative performance analysis for all models (Section V-A), and we analyse the interplay between the past ($R$) and future ($P$) time horizons (Section V-B).

**A. Model performances**

**Prediction performance.** We train all DL models and baselines on the testing and validation set, with varying prediction horizons $P \in \{1,\ldots,10\}$, where $P = 1$ represents...
a 3min prediction, while \( P = 10 \) is equivalent of a 30min prediction in the future. Fig. 7 shows the RMSE prediction error for all models. As expected, the prediction performance of all models (except DPP) decreases as we predict further into the future. DPP (daily profile predictor) has a constant RMSE as it outputs historical averages for any data point. Visibly, the worst performing model is the Sep-BPNN mostly because it does not incorporate the spatial and temporal correlation between the counting stations. The parametric model ARIMA appears to under-perform DPP for large prediction horizons, probably due to the accumulation of errors in its rolling prediction. The best performing models are the advanced DL models; LSTM outperforms all models for every \( P \), followed closely by the hybrid model CNN-LSTM (which only for \( p=7 \) (21min) outperforms LSTM). The performances of the hybrid model fluctuate, and it is outperformed by regular CNN for \( \{ p \leq 3, p = 6 \text{ and } p = 9 \} \) indicating that for our problem, a more sophisticated model does not necessarily improve performances. All DL models achieve similar performances for a prediction horizon lower than 12 min \((P \leq 4)\), and performances stabilise after 21 min.

**Residuals analysis.** Fig. 6 shows the observed and the predicted flow by LSTM (our best performer) during a day, for station 40A. We also show the prediction residuals (the difference between our prediction and the real flow count information). The prediction results are rolled out for the next 3min (Fig. 6a), 15min (Fig. 6b), and 30min into the future (Fig. 6c); they show good performance for short-term predictions (less than 15min) with very low residuals outside peak hours and reaching a maximum error of 10.8% during AM/PM peak intervals. For long-term prediction, the LSTM model maintains a good prediction performance for the overall traffic flow trend, but has lower accuracies for predicting smaller traffic flow deviations from main flow profile. The performance of all models has been investigated as well for flow prediction during stochastic events with major disruptions on the traffic network and it will be further presented in an extended version of this work.

**B. Interplay between past and future horizons**

**Predictions at multiple future time horizons:** After evaluating performances, we next investigate the optimal past time horizon required by each DL model to make prediction at a given future point. The past horizon extends up to 90min in the past \((R \leq 30)\), while the explored future horizon reaches 30min in the future \((P \leq 10)\). Fig. 8a and Fig. 8b showcase the prediction performance over multiple time horizons for CNN and LSTM, the two most powerful DL models due to their capability to efficiently incorporate spatial and temporal features. Both models obtain their best RMSE for short time predictions \((P = 1)\), however CNN suffers a significant decrease in performance if we consider longer past horizons \((R > 13 = 39\text{min})\). This can be explained by the fact that CNN is designed for leveraging spatial correlations, and make less usage of temporal information. LSTM’s performance improve with the availability of longer historical, admittedly slower for larger values of \( R \). Both models present a decreasing performance when we predict too far into the future \((P > 5 = 15\text{min})\), and RMSE appears not to decrease significantly for large values of \( P \). CNN-LSTM behaves very similarly to LSTM (shown in the online supplement [1]), indicating the the hybrid model predictions are dominated largely by the temporal component.

**Best \( R \) for \( P \):** To complete our analysis, in Fig. 8c we showcase the best past horizon dimension which is selected for each future prediction horizon, across each DL model. We observe that LSTM and the hybrid CNN-LSTM make use of larger past time horizons even when making short-term predictions. When predicting 9min ahead \((P = 3)\), the best LSTM performance leverages 69min in the past \((R = 23)\), whereas CNN only uses 18min in the past \((R = 6)\). This results again reinforces the fact that LSTM and CNN-LSTM can learn long-term trends to make more accurate predictions. Though not our case, it may prove problematic when long historical data is not available, in which case CNN and BPNN might provide better results.

**VI. CONCLUSIONS**

This paper presents an advanced DL framework for motorway traffic flow prediction, by chaining together data profiling and outlier identification, spatial and temporal feature generation and various DL model development. The current approach has been applied on 36.34 million data points, to make traffic flow prediction over an entire motorway in Sydney Australia. The findings showcase LSTM as having the best predictive performance, despite having competed against a hybrid model combining CNN and LSTM. Our analysis reveals that the optimal past time horizon needs to be adapted for each DL model: LSTM and its variants learn long-term trends and require longer histories, while CNN learns spatial correlations from short histories. Starting from the initial 3 challenges listed in Section I, we summarise the advantages of our proposed deep learning modelling: a) it provides good prediction accuracy for a large number of counting stations, b) its usage is based on a tailored selection of past learning horizon and future prediction horizon and
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with graph structured data (see [27], [28]).
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APPENDIX

This document is accompanying the submission Motorway Traffic Flow Prediction using Advanced Deep Learning. The information in this document complements the submission, and it is presented here for completeness reasons. It is not required for understanding the main paper, nor for reproducing the results.

MISSING TRAFFIC FLOW DATA AND DATA CORRECTION

Upon inspection, the Sydney Motorway traffic flow dataset contains missing data. The missing data is recorded as a traffic flow of zero, despite it clearly being incorrect. Fig. 9a shows an example of such missing data. 80B, 81B and 82B are three stations, following contiguously one after the other. We note that these three stations are of the type Passing traffic in Fig. 1b, i.e. there are no entries and no exits in between them. It should follow logically that the traffic on all three stations should be similar. However, Fig. 9a shows sudden drops of counts for station 81B – the station in between the other two. The logical consequence is that the recording mechanism of station 81B has malfunctioned during those periods, leading to recording a traffic of zero.

![Image](82x209 to 270x301)

![Image](87x324 to 266x449)

Fig. 9: Missing data in the Sydney Motorway traffic flow dataset. (a) The traffic flow for 1st of February 2017, for three contiguous stations (80B, 81B and 82B) with no entries and exits in between. 81B is showing missing data. (b) The total number of missing data points, aggregated per month.

We detect such malfunctions at the level of the entire dataset, and we count them per month. Fig. 9b shows that there is an abnormally high number of missing data in the months of May and December 2017. We therefore exclude these two months from our training data (as discussed in Section IV of the main paper).

TABLE II: The time spent on training our models [sec]

|                  | BPNN | CNN  | LSTM | CNN-LSTM |
|------------------|------|------|------|----------|
| Mean             | 101.190 | 219.452 | 302.105 | 382.538 |
| Std              | 28.304 | 61.610 | 100.960 | 107.722 |

We correct missing data such as shown in Fig. 9a by interpolation. We implemented and tested several approaches. The first approach is to copy the traffic flow value from the same T1 of the previous or next day. However, as shown in Fig. 5b, there are significant differences between the different days of the week, and especially between weekdays and weekends. The second approach is to compute the average of the values at the previous and subsequent T1 (or a window around the missing data point). However, we find cases with multiple contiguous missing data points (sometimes more than 10 in a row), probably due to extended malfunctions of the reporting equipment. This renders the interpolation inaccurate.

The third option that we considered is using the average flow at the same T1 from the same day of all weeks in a month. For example, for correcting a missing data point at 2:00 pm in April 3rd (which is a Monday), we compute the average of the data points at 2:00 pm on all Mondays of April (Apr 10th, 17th, 24th) and use this value to fill the missing value. This is equivalent to using the daily profile computed on the month in question. We find the third approach to perform best and we use it throughout all experiments.

TRAINING TIME ANALYSIS

In this section, we evaluate the time needed to train our advanced DL models. The main factors that influence the training time are R – controlling the extent of the past horizon taken into account when predicting the future – and the number of epochs required for the DL methods to converge. R is a hyperparameter of the model, larger values of R require more training time per epoch. The number of epochs until convergence are data dependent. Figs. 10a and 10b illustrate for the LSTM model the relation between the value of R and the training time (Fig. 10a), and the number of epochs until convergence and the required training time (Fig. 10b). For each value of R, we repeat the training of the model 10 times, and we show the mean training time and the standard deviation. Visibly, the training time typically increases with the value of R increase, except for R = 15. We observe the mean number of epoch required to converge fluctuates between 11 and 13, which implies that the value of R does not affect the number of required epochs until convergence. Interestingly enough, both the mean and the standard deviation of the number of epochs until convergence drops significantly for R = 15, which also explains the drop in training time. The reason of this drop would require further investigation and it is part of our future work plan. Table II shows the mean and standard deviation for the training time for all four DL models, for P = 5 and R = 5. Each training for each model is repeated 20 times. We find that BPNN is the fastest to train, followed by CNN and LSTM. The complex model CNN-LSTM is the slowest to train.
Fig. 10: Training time (a) and epochs to convergence (b) required by LSTM, with multiple values of \( R \). The shaded area indicates the 20% – 80% percentiles interval.

ADDITIONAL GRAPHICS

Here we provide the additional graphics mentioned in the main text. Figs. 11a and 11b show the prediction error for all models, when measured using the MAE and SMAPE respectively. The same conclusions emerge as from the RMSE analysis presented in the main paper. Fig. 11c shows the best value of the past time horizon \( (R) \) for each future time horizon \( (P) \) for the hybrid CNN-LSTM. The graphic resembles closely the graphic for LSTM (Fig. 8c) discussed in the main text.

Fig. 11: a) MAE loss results calculated across all models b) SMAPE error calculated for all comparative models present in this study and c) CNN-LSTM evaluation for multiple past and future horizons.