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Abstract—With the development of neural networks and the increasing popularity of automatic driving, the calibration of the LiDAR and the camera has attracted more and more attention. This calibration task is multi-modal, where the rich color and texture information captured by the camera and the accurate three-dimensional spatial information from the LiDAR is incredibly significant for downstream tasks. Current research interests mainly focus on obtaining accurate calibration results through information fusion. However, they seldom analyze whether the calibrated results are correct or not, which could be of significant importance in real-world applications. For example, in large-scale production, the LiDARs and the cameras of each smart car have to get well-calibrated as the car leaves the production line, while in the rest of the car life period, the poses of the LiDARs and cameras should also get continually supervised to ensure the security. To this end, this paper proposes a self-checking algorithm to judge whether the extrinsic parameters are well-calibrated by introducing a binary classification network based on the fused information from the camera and the LiDAR. Moreover, since there is no such dataset for the task in this work, we further generate a new dataset branch from the KITTI dataset tailored for the task. Our experiments on the proposed dataset branch demonstrate the performance of our method. To the best of our knowledge, this is the first work to address the significance of continually checking the calibrated extrinsic parameters for autonomous driving. The code is open-sourced on the Github website at https://github.com/OpenCalib/LiDAR2camera_self-check.

I. INTRODUCTION

LiDAR is a kind of sensor that can obtain three-dimensional spatial coordinates. Compared with the camera, LiDAR can obtain accurate spatial information but less color and texture information than the camera. Therefore, in the automatic driving scenario, it is necessary to obtain a kind of data that combines the advantages of the two sensors, which can provide much more information for the downstream sensing tasks.

In practical applications, it is quite useful to judge whether the calibration result is accurate or not. Especially in the automatic driving scenario, the calibration performance should be analyzed and checked when the vehicle is manufactured. Production efficiency will be significantly improved if this process can be done automatically. Meanwhile, during the operation of the vehicle, all the sensors of the vehicle need to remain in the normal working state all the times. It requires tools to detect the sensor state so that in case of sensor offset or jitter, the vehicle can be braked immediately, and emergency measures can be taken. Timely detection and treatment can protect the safety of passengers.

Many existing works [27], [36], [37] focus more on improving the calibration accuracy, and no work has focused on judging the calibration results. However, detecting the accuracy of calibration parameters in real time is crucial to ensure the safe and stable operation of autonomous driving. Therefore, we adopt the powerful feature extraction and classification capabilities of deep learning to automatically detect the accuracy of calibration parameters in real time.

Therefore, we study this problem and propose a LiDAR-camera extrinsic parameters self-checking algorithm. Firstly, a 2D-3D problem is converted into a 2D-2D problem by projecting the point cloud onto the 2D space. The configuration of the sensor is shown in Fig 1. The depth image from the projection and the RGB image from the camera are fed into the feature extraction network to generate multi-scale features. The features of the RGB image and the depth image are fused and put into a classification network to check the calibration state. More importantly, to ensure that classification network could correctly check the calibration results, corresponding positive and negative samples are created to train the network via adding random perturbations on the groundtruth. The resulting dataset will be released.

The proposed method could achieve fascinating self-checking accuracy on the calibrated results with strong robustness and high processing speed, which we believe will benefit the autonomous driving community a lot. The contributions of this work are as follows:

1) To the best of our knowledge, we are the first to address the significance of judging the accuracy of the calibrated extrinsic parameters in autonomous driving, and we further propose a self-checking algorithm.

2) The proposed self-checking algorithm adopts a binary classification network on the fused information to judge the calibration results. Moreover, a strategy is devised to create sufficient and reasonable positive and negative samples so that the trained classification network can check the correctness of the calibrated results.

3) The proposed method shows promising performance on the data generated from the KITTI dataset; meanwhile, the code has been open-sourced to benefit the community.

The rest of this paper is organized as follows: section II briefly presents related works about LiDAR and camera extrinsic parameters calibration. Section III details each.
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component of our method, including data preparation, fea-
ture extraction, feature fusion and binary classification. Our
method is evaluated on the public dataset in section IV. We
conclude this paper in section V.

II. RELATED WORK

There are few researchers studying online self-checking
of calibration parameters. However, calibration parameter
self-checking and calibration are mutually related, and there
are a lot of research and mature algorithms for LiDAR-
camera calibration. According to different information ex-
traction methods, the online LiDAR-camera calibration can
be divided into three methods: edge registration [13], mutual
information [14], and segmentation [15], [17]. There are
more methods based on calibration boards, for example, the
recent work proposed in [18] performs LiDAR-camera joint
calibration using a special calibration board.

2D-related works and experience benefit the 2D-3D task;
2D-3D registration can sometimes be converted into a 2D-
2D problem. This is because they have a similar process:
feature extraction, feature matching, parameter estimation
and image re-sampling. In traditional methods, feature ex-
traction is to extract salient features of images, such as points,
lines, edges, contours, etc. The similar extracted features
mean that images have similar elements. Common feature
detection methods include scale-invariant feature transform
(SIFT) [34] and speeded up robust features (SURF) [35],
and so on. Feature matching establishes the corresponding
relationship between the features detected by the reference
images. In order to establish an accurate correspondence,
different feature descriptors and similarity measures need to
be used. It is worth mentioning that the feature descriptor
should be robust against the rotation, translation, scaling
and illumination of the image. Parameter estimation is to
select a suitable transformation model and estimate the
transformation parameters of the model according to the
corresponding relationship between features. The final image
re-sampling step is to re-sample and align the images using
the estimated transformation parameters.

For 3D point cloud registration, classical methods include
iterative closest point (ICP) [20], [21], normal-distributions
transform (NDT) [22], and variations of ICP such as normal
iterative closest point (NICP) [19]. Recent studies have
also focused on calibrating surround-view LiDARs using
3D point cloud registration. For example, Wei et al. [26]
propose a method for calibrating surround-view LiDARs in
road scenes.

In recent years, deep learning networks have shown effec-
tiveness in dealing with 2D and 3D computer vision tasks
such as localization, object detection, and segmentation. A
few works also apply deep learning to sensor calibration
tasks, especially applying to the camera and LiDAR cali-
bration problems. There are some methods [23]–[25] for 3D
registration using deep learning. For LiDAR-camera calibra-
tion, Schneider et al. [2] propose the first deep convolution
neural network RegNet for LiDAR-camera calibration. Their
method infers extrinsic parameters directly by regressing to
calibration parameters based on a supervised network. To fur-
ther involve spatial information and eliminate the influence of intrinsic parameters, Iyer et al. [3] propose a geometrically supervised network CalibNet for LiDAR-camera calibration, which reduces the dense photometric error and dense point cloud distance error. RGGNet [4] considers Riemannian geometry and utilizes a deep generative model to learn an implicit tolerance model for LiDAR-camera calibration. In comparison, there are much fewer learning-based approaches for intrinsic calibration problems. DeepCalib [11] proposes a CNN-based approach for intrinsic calibration of wide FOV cameras with an automatically generated large-scale intrinsic dataset. Because of less intuitive spatial relations in camera intrinsic calibration problems and high-precision requirements, learning-based methods have shown fewer advantages. Aside from end-to-end deep learning network for sensor calibration, some work on relevant vision tasks can be adapted as key partitions of the calibration process, such as vanishing point detection [5], car heading prediction [9] and camera pose estimation [6]–[8], [10], [12]. The learning-based approaches utilize the advantages of deep learning for more efficient spatial feature extraction and matching. The accuracy of many tasks classified by models in the visual field has surpassed that of humans. Therefore, inspired by [27]–[29], we propose to use the ability of deep learning to automatically detect the accuracy of calibration parameters in real time, which can further ensure the safety and stability of autonomous driving.

III. METHODOLOGY

The LiDAR is a 3D sensor, and the camera is a 2D sensor. We set the points cloud as \( P_i = [X_i, Y_i, Z_i] \in R^3 \), and set the 2D pixel coordinate as \( p_i = [u_i, v_i] \in R^2 \). The data structure of these two sensor is quite different. The first problem is to choose the appropriate data form, and there are two methods to select. The first one is to utilize the 3D reconstruction technology to transform the 2D RGB picture and generate the new data with geometric information. The other one is to project the point cloud onto a 2D plane. Compared with complex 3D reconstruction, projection is much more reliable and mature. The process of applying extrinsic and intrinsic parameters to the point cloud is shown in equation (1).

\[
\left[ \begin{array}{c} p_i \\ 1 \end{array} \right] = K \cdot T \cdot \left[ \begin{array}{c} P_i \\ 1 \end{array} \right],
\]

(1)

where \( K \) and \( T \) represent the intrinsic and extrinsic parameters respectively, \( x_0, y_0 \) represent the principal point offset, \( s \) represents the axis skew, and \( f_x, f_y \) represent the focal length. \( I \) and \( R \) represent the extrinsic translation vector and rotation matrix, respectively.

Therefore, in our method, we first assume an extrinsic parameter transformation matrix \( T \) and transform the point cloud by \( T \). The point cloud is then projected onto the 2D plane using the intrinsic parameters \( K \), which results in the depth image. Our model can determine whether the depth map and RGB map are aligned. It returns a positive label if they are aligned and a negative label otherwise. In this section, we first describe a KITTI-based calibration judgment dataset. Then, we describe our proposed method, including the network architecture, loss functions, and training details. The pipeline of our proposed method is shown in Fig. 2.

A. KITTI-based calibration judgment dataset

Currently, there is no dataset directly used to judge whether the calibration is accurate or not. However, the dataset can be obtained by modifying the existing dataset with accurate calibration parameters. KITTI [30] is a widely used computer vision dataset captured using an array of sensors mounted on top of the vehicle. Sensors for recording include two front-facing cameras and a Velodyne 3D-LiDAR. Several benchmarks have been published for various applications such as object detection [40], [41], depth estimation [38], [39] and semantic segmentation [31]. There is no benchmark for self-checking of calibration parameters. However, we can build it with some random perturbation using the precise calibration parameters provided by KITTI at no extra cost.

We introduce the KITTI calibration judgment dataset, a new addition to the KITTI raw dataset [30] with calibration parameter judgment annotations for all sequences. There are only two categories in the calibration judgment dataset. The point clouds with the accurate rigid transformation matrix are positive samples, and those with the incorrect rigid transformation matrix are negative. Considering the sensor error and the environment noise, we allow a small shift in the positive samples. Another detail that should be noticed is that extrinsic parameter calibration is a problem with 6 degrees of freedom, including \( \text{Roll}, \text{Pitch}, \text{Yaw}, x, y, z \). Each one has two statuses: correct and incorrect. So every rigid transformation could have \( 2^6 \) conditions, and only one of these conditions is correct, and the rest are incorrect. As a binary classification problem, in both training data or test data, we generate equal positive and negative samples with correct rigid transformation \( T_{\text{correct}} \) and incorrect rigid transformation \( T_{\text{incorrect}} \). Both the positive samples and the negative samples are generated through equation (2) with \( T_{\text{disturbance}} \) equals to \( T_{\text{correct}} \) for the positive samples and \( T_{\text{incorrect}} \) for the negative samples.

\[
\left[ \begin{array}{c} p_i \\ 1 \end{array} \right] = K \cdot T_{\text{disturbance}} \cdot T_{\text{initial}} \cdot \left[ \begin{array}{c} P_i \\ 1 \end{array} \right],
\]

(2)

B. Framework

Our LiDAR-camera extrinsic parameters self-checking network includes a feature extraction module, feature fusion module and binary classification module, as shown in Fig. 2. Given the RGB and depth images, we use two symmetric stream networks to extract high-level features. For the RGB stream, we adopt a pre-trained ResNet-18 network [42]. Meanwhile, we also use a ResNet-18 network and replace the origin activation function with Leaky RELU [43]. It should
be noted that we omit the fully connected layers in both two ResNet-18 networks. Inspired by LCCNet [27] and PWC-Net [32], we use the inner product to fuse the two-modal features. The output of two feature extraction networks has high-dimension features and small size. During the feature fusing, only adjacent pixels features are considered to fuse. This operation significantly reduces the computation complexity and improves the expression ability of the fused feature map. After that, the fused feature map is fed into a convolutional network, and a larger-size feature map is generated, which is the same as the input RGB image. This operation generates dense features, and it can be regarded as feature upsampling. Our goal is to check the status of the sensor calibration, and it only requires one label. We thus add two fully connected layers after the feature fusion module to predict the result. The fully connected layer can link each pixel of the feature map and converge all the information to generate the final judgment. Thus, every pixel can influence the result, and such a mechanism is appropriate for a highly accurate and robust calibration status check. Since LiDAR-Camera extrinsic self-check is a classification task, we thus use the cross entropy to measure the ability of the network.

\[
\text{label} = B(F(E(p^{\text{RGB}}), E(p^{\text{Depth}}))))
\]  

(3)

where the \(p^{\text{RGB}}, p^{\text{Depth}}\) represent the RGB image and depth image, respectively. \(E\) represents the feature extraction module, \(F\) represents the feature fusion module, and \(B\) represents the binary classification module.

IV. EXPERIMENTS

In this section, we evaluate our method on the dataset generated from the public dataset KITTI [31]; we detail the data preprocessing, evaluation metrics, and training procedure and discuss the results of experiments.

A. Dataset preparation

We use the KITTI odometry branch to evaluate our proposed method. KITTI Odometry dataset consists of 21 sequences of different scenarios. The dataset provides calibration parameters between each sensor, and the calibration parameters between LiDAR and camera were obtained by [33], which are treated as the ground truth of extrinsic calibration parameters. This paper only considers the calibration self-check between the LiDAR and the left color camera. Specifically, we use sequences from 01 to 20 for train and validation (39011 frames) and sequence 00 for the test (4541 frames). The test dataset is spatially independent of the training dataset, except for a minimal subset sequence (about 200 frames), so it can be assumed that the test set is not in the training data.

B. Evaluation Metrics

As a classification task, we adopt the accuracy, precision, and recall to show the ability of the proposed network. In binary classification tasks, there are four conditions in the final results: true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Accuracy, precision and recall can be expressed in equations (4)-(6), respectively. Accuracy represents the overall performance of the classifier. Precision measures the severity of classifier misjudgment, and recall measures how many samples are left out.

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(4)

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

(5)

| configuration1 | configuration2 | configuration3 | configuration4 |
|---------------|---------------|---------------|---------------|
| roll=pitch=yaw | -1,1          | -1,1          | -1,1          |
| x=y=z          | -0.1,0.1,0.1  | -0.1,0.1,0.1  | -0.1,0.1,0.1  |
| roll=pitch=yaw | -2,-1,0.1,0.1 | -5,-1,0.1,0.1 | -10,-1,0.1,0.1|
| x/y/z          | (-0.2,-0.1)   | (-0.5,-0.1)   | (-0.5,-0.1)   |
| roll=pitch=yaw | 1,2           | 1,5           | 1,10          |
| x/y/z          | (-0.2,-0.1)   | (-0.5,-0.1)   | (-0.5,-0.1)   |
| roll=pitch=yaw | -0.1,0.1      | -1,0.1,1      | -1,0.1,1      |
| x/y/z          | (-20,-1,0.1)  | (-10,-1,0.1)  | (-10,-1,0.1)  |
| roll=pitch=yaw | -0.1,0.1      | -0.1,0.1,0.1  | -0.1,0.1,0.1  |
| x/y/z          | (-20,-1,0.1)  | (-10,-1,0.1)  | (-10,-1,0.1)  |

TABLE I: Four configurations for the performance evaluation of the proposed network.
Fig. 3: The performance of LiDAR-camera calibration self-check.

\[ recall = \frac{TP}{TP + FN} \]  

C. Training Details

In the training process, we use the Adam Optimizer with an initial learning rate of $3e^{-4}$. We train the proposed calibration self-check network on an NVIDIA 1080Ti GPU with a batch size of 48, and we train our model for 20 epochs. It is essential to note that we apply different disturbance ranges to transformations. As in equation (2), our disturbance only influences the extrinsic parameters. The disturbance range can be determined according to the tolerance of the downstream algorithm to the calibrated parameters. In order to test comprehensive performance, we prepare four different transformations for each point cloud. The configuration is illustrated in Tab. I. In the four configurations, the positive samples have the same restriction that $roll, pitch, yaw$ disturbance starts from $-1^\circ$ to $1^\circ$ and $x, y, z$ disturbance starts from $-0.1m$ to $0.1m$. However, the negative samples have different restrictions under different configurations. For example, in configuration1, at least one of $roll, pitch, yaw$ or $x, y, z$ is in $(-2, -1) \cup (1, 2)$ or $(-0.2, -0.1) \cup (0.1, 0.2)$. The disturbance can be applied to point clouds by equation (2). The numbers of positive and negative samples are equal under each configuration listed in Tab. I. In practice, we load the pre-trained feature extraction layers from other tasks, and only fully connected layers are trained from scratch. Because of the numerous data in KITTI and the appropriate learning strategy, our network can converge quickly.

TABLE II: Experiments results

| configuration    | accuracy | precision | positive recall |
|------------------|----------|-----------|----------------|
| configuration1   | 91.46    | 88.20     | 95.73          |
| configuration2   | 94.91    | 91.80     | 98.48          |
| configuration3   | 97.05    | 94.93     | 99.38          |
| configuration4   | 97.56    | 95.94     | 99.34          |

TABLE III: Inference time

| configuration    | total samples | total times(s) | one sample(s) |
|------------------|---------------|----------------|---------------|
| configuration1   | 4541          | 384            | 0.08456       |
| configuration2   | 4541          | 379            | 0.08346       |
| configuration3   | 4541          | 380            | 0.08368       |
| configuration4   | 4541          | 380            | 0.08368       |
| average          | 4541          | 380.75         | 0.08385       |

D. Results and discussion

We test our method on sequence 00 of KITTI. The result is shown in Tab. I. In terms of accuracy, we get the highest score, 97.56% under configuration4. In terms of precision, we get the highest score, 95.94% under configuration4. In terms of recall, we get the highest score, 99.38%, under configuration3. Overall, in configuration1, the positive and negative data are much more similar; meanwhile, in configuration4, the gap between positive and negative data is relatively much larger. We also test the Inference time of our method, and the result is shown in Tab. II. The average inference time of one sample is 0.08385s. The algorithm is...
so fast and can be applied in real time. It shows excellent performance in LiDAR-camera calibration self-check. Some performance of our method is shown in Fig. 3. The rows of Fig. 3 represent depth, RGB, and Fusion images. The Fig. 3(a)(c) are negative data and the Fig. 3(b) is a positive data.

V. CONCLUSIONS

In this paper, we design an end-to-end LiDAR and camera calibration self-checking network, which exploit the feature extraction module, the feature fusion module and the binary classification layer to express the correlation between the RGB image and the depth image projected from point clouds. Our experiments on the proposed dataset branch demonstrate the performance of our method. This is the first work to address the significance of continually checking the calibrated extrinsic parameters for autonomous driving.
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