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Three-forms can give rise to viable cosmological scenarios of inflation and dark energy with potentially observable signatures distinct from standard single scalar field models. In this study, the background dynamics and linear perturbations of self-interacting three-form cosmology are investigated. The phase space of cosmological solutions possesses (super)-inflating attractors and saddle points which can describe three-form driven inflation or dark energy. The quantum generation and the classical evolution of perturbations is considered. The scalar and tensor spectra from a three-form inflation and the impact from the presence of a three-form on matter perturbations are computed. Stability properties and equivalence of the model with alternative formulations are discussed.

PACS numbers: 98.80.-k,98.80.Jk

I. INTRODUCTION

Inflation is a successful explanation of many cosmological puzzles, and the current acceleration of the universe is a cosmological puzzle which yet lacks an explanation. Since Nordström [1], scalar fields have been present in extra dimensional and fundamental theories, and it is natural to employ them to describe the energy sources needed to generate inflation and dark energy [2, 3, 4, 5, 6, 7], for recent reviews, see [8, 9]. However, it is crucial to understand how strict are the theoretical and phenomenological limits on the role of higher spin fields in cosmology.

Vector inflation [10] has been considered recently, using either time-like [11] or space-like [12] components. However, to naturally inflate, the vector needs a non-minimal coupling and seems to feature instabilities [13], see however [14, 15]. Effects on CMB, alternative scenarios [16] and the perturbation generation [17, 18, 19] have been studied in these models. Vector field dark energy [20, 21, 22, 23, 24] might alleviate the coincidence problem [25, 26, 27] and introduce new effects on perturbations [28, 29]. It can be shown that two-form inflation resembles much the vector inflation, having the same possibilities and problems [30, 31, 32]. Spinor [33, 34] and Yang-Mills [35, 36] fields have been also explored. Kalb-Ramond forms with dilaton couplings has been considered in the frameworks of string cosmology dynamics [37, 38], pre-big bang cosmology [39], unified models of dark matter and dark energy [40, 41] and bouncing cosmology [42]. Two-forms appear also in the asymmetric gravity [43, 44] as the antisymmetric contribution to the metric, and have been considered in cosmology [45, 46]. Recently a Chern-Simons type gravity was developed promoting the Levi-Civita symbol into a dynamical field [47]. In the two-measures field theory, the new measure of integration can be built from either four scalar fields or an independent dynamical three-form [48]. This theory has several cosmological implications [49]. In a scale-invariant realization of the theory, a scalar potential acquires two flat regions in such a way that both inflation and dark energy may emerge [50, 51]. Forms, being intrinsically anisotropic, could also be relevant for a dynamical origin of the four large dimensions [52, 53, 54], modeling violation of the Lorentz invariance [55, 56, 57, 58, 59, 60], the observed CMB anomalies [61, 62, 63, 64, 65] or testable late-time anisotropic phenomenology [66, 67, 68, 69, 70].

In the present paper, our aim is to study the possible cosmological significance of three-forms. It was noticed in [71] that the four-form constructed from a three-form gauge potential generates a cosmological constant. Since then, this fact has been employed in discussions attempting to explain the tiny (or vanishing) value of the cosmological constant [72, 73]. Recently, we have proposed to consider the case of self-interacting gauge potential [72, 74]. This breaks the gauge-invariance but the field becomes then dynamical. Then a single field inflation with an exit to radiation dominated era can be naturally generated, or alternatively, the three-form can act as possibly transient dark energy at a late stage of the history of the universe (three-form induced potentials were discussed in [75, 76]). Form fields appearing in string theory generically couple to branes and this way a potential term might be obtained. In the present study we confine our investigations to the simple model with only a canonical field minimally coupled to Einstein gravity. A three-form generalization of vector (and scalar) inflation was introduced recently [30], based on an action involving non-minimal couplings in such a way that the equation of motion of the comoving field has exactly the Klein-Gordon form in FLRW spacetime. The study of gravitational waves in such model reveals an instability occurring at large values of the field [31] while the spectrum of scalar perturbations in small field inflation could be slightly red tilted and thus compatible with observations [77]. In the...
minimally coupled model that we consider here the equation of motion can be also written in the Klein-Gordon form, but given an effective potential.

The dual of the three-form is a scalar field. In the case of a non-quadratic potential, the kinetic term of the scalar field is noncanonical. Such a model then becomes equivalent to k-inflation, and has been analyzed before. A non-quadratic dependence on the three-form Faraday term results in a self-coupling of the scalar field. For any non-minimal coupling, in particular nonminimal gravity couplings of the three-form, the duality with a scalar field breaks down. In fact, as we will show explicitly, even for some fairly simple self-interactions of the three-form, no dual description can be established in terms of a scalar field. In any case, typically the scalar field description, if it exists, is opaque and intractable even if the model in three-form language is simple and intuitive. In fact most of the models admit a reformulation as vector models, and in some cases a presentation as dynamical four-form models is also possible. Thus the simple starting point we have opens new perspectives on several classes of form cosmologies.

We will write down the basic equations in section II and review some results of Ref. [4] to give an intuitive picture of the possible background dynamics. A convenient variable to describe is the comoving field $X$. An analogy between a scalar field and the comoving field $X$ can be utilized to illustrate the behavior of the field, however, since the kinetic term of the actual field $X/a^3$ governs some aspects of the dynamics, an alternative viewpoint is also necessary to fully understand the dynamics. In section III we give a detailed account of the background expansion dynamics. The phase space analysis of the system reveals three classes of fixed points, one corresponding to matter domination and two corresponding to the domination of the form field. The nature and stability of the latter two points, which are relevant for dark energy and inflation solutions, depends on the form of the potential. We consider exponentials, power-law and Ginzburg-Landau type potentials.

In section IV we consider perturbations of three-form cosmology. Guided by the duality with a vector field, we parameterize the four degrees of freedom in the fluctuations of the three-form, two of them transforming as vectors under spatial rotations and two as scalars. It turns out that the vector-type fluctuations can be neglected about a FLRW background, whereas the scalar perturbations introduce several possible new effects in cosmology. We analyze the quantum generation of three-form perturbations during inflation using the standard techniques, and give the detailed general form of predictions for the amplitude of scalar and tensor fluctuation spectrum and their spectral indices. The possible influence on matter inhomogeneities due to the presence of classical perturbations in a three-form in a matter-dominated universe is also considered. It is found that depending on the sound speed of the X-component (which in turn depends on the chosen form of the potential), there can be a range of scales where the linear growth of matter density perturbation is affected by the three-form fluctuation. This effect can be encoded into an effective strength of gravitational coupling of matter particles, which in general depends on time and length scale.

Finally we discuss some formal aspects of the model. In section V some manipulations of the action are performed in order to clarify the properties of the model. The degrees of freedom and their nature will be seen to depend strongly on the form of the self-interactions. For some specific cases, dualities and equivalences can be established with other form field models as stated above. The model is also discussed briefly in the wider context of general (quadratic) three-form actions. We conclude in section VI stating a few central formulas we have obtained. Some details of the scalar field formulation in particular cases is given in the Appendix A and an alternative viewpoint employing the dual vector is mentioned in appendix B.

II. EXPANSION DYNAMICS

We shall focus on a canonical theory minimally coupled to Einstein gravity. The action for a three-form $A$ can then be written

$$S_A = -\int d^4x \sqrt{-g} \left( \frac{1}{2\kappa^2} R - \frac{1}{48} F^2 - V(A^2) \right),$$

where $\kappa^2 = 8\pi G$. In this section, to avoid unnecessary and excessive use of indices [95], we introduce the following notations: squaring means contracting the indices in order, as $A^2 = A_{\alpha\beta\gamma} A^{\alpha\beta\gamma}$, dotting means contracting the first index, as $(\nabla \cdot A)_{\alpha\beta} = \nabla^\kappa A_{\kappa\alpha\beta}$, and circling means contracting all but the first index in order, $(A \circ B)_{\mu\nu} = A_{\mu\alpha\beta} B^{\alpha\beta}_{\nu}$. Finally antisymmetrization is performed by square brackets, for example $[A]_{\mu\nu} = \frac{1}{2} (A_{\mu\nu} - A_{\nu\mu})$.

Now the possible drawback seems to be that the valence of the objects we are dealing with is not explicitly seen; however, in this index-free notation most results automatically generalize for tensors of arbitrary valence. In this notation the $F(A)$ is $F = (n+1) |\nabla A|$, where $A$ is a $n$-form, and thus $F(A)$ generalizes the Faraday form appearing in Maxwell theory. The energy momentum tensor is

$$T = \frac{1}{6} F \circ F + 6V(A^2)A \circ A - g \left( \frac{1}{48} F^2 + V(A^2) \right).$$

The action leads to the equations of motion

$$\nabla \cdot F = 12V'(A^2)A,$$

which implies, due to antisymmetry, the additional set of constraints

$$\nabla \cdot V'(A^2)A = 0.$$

We consider a flat FLRW cosmology described by the line element

$$ds^2 = -dt^2 + a^2(t)d^3x.$$
The nonzero components of most general three-form compatible with this geometry are then given by
\[ A_{ijk} = a^3(t)\epsilon_{ijk} X(t). \]  
(6)

where we have considered, instead of the field A, the more convenient comoving field X, and i, j, k denote the spatial indices. The relation between the squared invariant \( A^2 \) and the comoving field X is then \( A^2 = 6X^2 \).

We can thus consider the potential as a function of \( X^2 \), as we will do in the following.

The equation of motion of the field X is then:
\[ \ddot{X} = -3H\dot{X} - V_X - 3HX. \]  
(7)

An overdot means derivative with respect to the cosmic time \( t \). The background perfect fluid evolves with
\[ \dot{\rho}_B = -3\gamma H \rho_B, \]  
(8)

where \( \gamma = 1 + p_B/\rho_B \), and these equations are subject to the Friedmann constraint
\[ H^2 = \left( \frac{\dot{a}}{a} \right)^2 = \frac{\kappa^2}{3} \left( \frac{1}{2}(\dot{X} + 3HX)^2 + V(X) + \rho_B \right). \]  
(9)

The other field equation follows also from this and the continuity equations as
\[ \dot{H} = -\frac{\kappa^2}{2} (V_X X + \gamma \rho_B). \]  
(10)

We can thus define energy density and pressure of the field as
\[ \rho_X = \frac{1}{2}(\dot{X} + 3HX)^2 + V(X), \]  
(11)
\[ p_X = -\frac{1}{2}(\dot{X} + 3HX)^2 - V(X) + V_{XX} X. \]  
(12)

The equation of state parameter of the three-form, \( w_X = p_X/\rho_X \), can be written as
\[ w_X = -1 + \frac{V_{XX} X}{\rho_X}. \]  
(14)

We thus see directly that whenever the potential or just its slope vanishes, the field is like a cosmological constant. Furthermore, whenever the slope of \( V(X) \) is negative (positive) if \( X \) is positive (negative), the comoving field behaves as a phantom field. So the origin has some absolute meaning for this field, unlike in the case of a scalar. We also note that the equation of state is unbounded from both up and below.

Previously it was shown that one may predict the evolution of the system by considering the effective potential, defined by
\[ V_{eff, X} = V_X + 3H X. \]  
(15)

We illustrate the form of this potential in Figs. 1 and 2 for two new cases when \( p_B = 0 \). For these potentials, the positions of the minima depend on the precise value of \( C \). When \( C < \sqrt{2/3} \), the local minima are at \( X = \pm C \) and when \( C > \sqrt{2/3} \) the minima are at \( C = \pm \sqrt{2/3} \). This suggests that the field has different dynamics given a choice of \( C \). In particular it seems that the late time value of \( X \) is \( \pm C \) if \( C < \sqrt{2/3} \) and \( X \) approaches \( \sqrt{2/3} \) if \( C > \sqrt{2/3} \). We will see in the Section
that these first impressions are indeed correct. One notes that there are places where the slope of the effective potential is downwards while the bare potential is increasing. In such situations the field, as it rolls down the effective potential, climbs up its bare potential. The analogy with the scalar field holds here in the sense that such cases indeed correspond to a phantom-like expansion, where the (effective) equation of state of the field is more negative than minus unity.

We illustrate these behaviors also with numerical solutions. In Figs. 3 and 4, we show the evolution of the field, energy density and equation of state for the Landau-Ginzburg potential with $C = 0.5$ and $C = 1.5$, respectively. We use this potential because it illustrates most features of the dynamics. We will see that depending on the magnitude of $C$, two qualitatively different cases emerge. Though the early evolutions are similar while the background is dominant and the potential is roughly $V \approx X^4$, the late time evolutions diverge. This is to be expected because, as we have seen in Figs. (1) and (2), the effective potentials are different. In particular, we see that the field settles in $X = C$ in the first case as $C < \sqrt{2}/3$ and the late time oscillations result in the equation of state parameter to cross $w_X = -1$ at each oscillation. This can be understood by noticing that the field is transiting between positive and negative values of the slope of the potential at the minimum. For the second case $C > \sqrt{2}/3$, the field cannot reach its minimum as it is constrained to $X < \sqrt{2}/3$ for positive velocity. In particular, we see that $X$ cannot be displaced further than $X = \pm \sqrt{2}/3$ for $X = 0$, as this saturates the Friedmann equation (14) and larger field values could be reachable only in the presence of negative energy sources. Consequently the equation of state approaches asymptotically $w = -1$ from below in the second case where $C$ is larger than the critical value.

In Figs. 3 and 4 we see that at early times the evolutions are identical and initially are described by a track- ing behavior followed by a constant energy density of the field and only at late times the evolutions diverge from one another. The earlier history of these evolutions corresponds to power-law potential regime of the potential, which was discussed in detail in Ref. [24], but we make here brief comments from the dual point of view.

It was shown that when the background fluid is dominant, and the one independent component of the three- form $A_{ijk}$ is constant, the field will be tracking with $n = \gamma$, where $n$ is given by the shape of the potential, $V(X) = V_0 X^n$. This period is ended when $3H^2 y^2 \approx V(X)$. It was found that the number of e-folds elapsed is then rather accurately given by

$$N_s = \frac{1}{3n} \ln \left( \frac{V_i}{3H_i^2 y_i^2} \right).$$

where now $y_i$ is the initial value of $y \equiv \kappa(X' + 3X)/\sqrt{6}$ and $V_i/H_i^2$ is the initial ratio of the potential and the Hubble rate and prime means differentiation with respect to $N$.

The numerical solutions shown here also follow this behavior now corresponding to the case $n = 4$.

One may consider the tracking property in light of the dual description as a scalar field which we discuss in more generality in section III. Now such a dual description as a scalar field exists, since during the tracking phase the kinetic term is negligible and the potential can be approximated by a power-law. Then this dominating potential term represents the kinetic term of the scalar field. It can be easily shown that a k-essence Lagrangian $\mathcal{L} \sim (\partial \phi)^{2p}$ behaves as a perfect fluid with the equation of state given by $w_\phi = 1/(2p - 1)$. During the tracking phase described above, the three-form indeed is (at least approximately) equivalent to such a k-essence field. One may deduce from the action (13) that a power-law potential $V \sim A^n$ turns into the kinetic Lagrangian with $2p = n/(n - 1)$, thus assuming the scaling of energy density we have obtained.

Canonical quintessence is also known to possess the tracking property in some cases. One might thus be curious if this fact could be used to construct tracking three-form models. It turns out to be the case, and to produce noncanonical three-forms models. Among the
FIG. 4: Cosmological evolution as a function of the e-folding time $N = \ln a$ for the Landau-Ginzburg potential when $C = 1.5$ (units of $\kappa = 1$). In the upper left panel we see the field going through the unstable fixed point at $X = 0$ to settle to the stable minimum at $X = \sqrt{2/3}$. The upper right panel shows the corresponding values of the potential. The lower left panel depicts the energy densities in a logarithmic scale; the dashed (red) line is matter and the solid (blue) line is the three-form. A brief tracking period is included in the figure, followed by two stages: the unstable fixed point and the approach to the late time attractor $X = \sqrt{2/3}$. The lower right panel shows the equation of state of $X$, exhibiting a phantom behavior during the approach to the stable minimum.

simplest examples of a quintessence with a tracking attractor is an inverse power-law potential $V(\phi) = V_0 e^{-\lambda \phi}$. It is known to approximately track the background density rather independently of the initial conditions. The power-law form of the potential translates into a power-law kinetic term of a three-form $\Psi$,

$$\mathcal{L} = \frac{x^p}{V_0 p^p} \frac{1}{2} (p - 1) - \frac{1}{18} \Psi^2,$$

where the kinetic term is given by

$$x = -\frac{1}{4} \epsilon_{\alpha\beta\gamma\delta} F^{\alpha\beta\gamma\delta}(\Psi).$$

The exponential potential is known to be the special case possessing the scaling, or "exact tracking" property. In section we will describe how the three-form can sometimes be written as quintessence; by going the other way around one may find that a quintessence model specified by minimal coupling and $V(\phi) = V_0 e^{-\lambda \phi}$ can be recast into the three-form model

$$\mathcal{L} = -\frac{x}{\lambda} \left(1 + \ln \frac{x}{\lambda V_0}\right) - \frac{1}{18} \Psi^2.$$

In the present study we however confine to the canonic kinetic term. As shown above, the three-form energy density can then scale as a power of the scale factor, given the initial condition that the (only independent) component of the field, $A_{ijk}$ is a constant, meaning that the comoving field scales as $X \sim a^{-3}$.

Before settling into the minimum, the field turns around the potential and start climbing it. The value of $N_i$ when this happens is given by

$$N_i = \frac{1}{3(1 + \gamma/2)} \ln \left(\frac{2B}{\gamma A}\right), \quad (21)$$

where $A = \sqrt{2/3} y_i/(1 + \gamma/2)$, and $B = X_i - A$, where $X_i$ is the initial value of the field. To have scaling behaviour for many e-folds, one may consider tiny $A$ at huge $X_i$.

Let us then consider the transient acceleration scenario. There the field slows down never reaching the critical value $X = \sqrt{2/3}$, the amount of inflation $N_c$ is eventually given by the initial value of the field $X_i$ at the beginning of inflation near the critical point and again depends on the slope shape,

$$\kappa X_i = \pm \left(\frac{2}{3} - \frac{4}{9n} \frac{1}{1 + 2N_c}\right)^{1/2}, \quad (22)$$

and clearly, the slow-roll condition on the velocity of the field [36] must be satisfied. We observe that for larger values of $N_c$ then $|\kappa X_i|$ must be closer to $|\kappa X_i| \approx \sqrt{2/3}$.

We also showed in Ref. [74] that the oscillations of the field, when it settles to the minimum, follow an averaged behavior which depends on the shape of the potential. For a power law potential the result is, surprisingly, the same as for a canonical scalar field [80],

$$\langle w_X \rangle = \frac{n - 2}{n + 2}. \quad (23)$$

Thus for $n = 2$ the fields behaves as dust, $\langle w_X \rangle = 0$ and for $n = 4$ it mimics radiation, $\langle w_X \rangle = 1/3$ [34]. We mention in passing that this result applies also for oscillating k-essence with mass term and a power-law kinetic term due to the duality mentioned above, so the model $\mathcal{L} \sim (\partial \phi)^2 + m^2 \phi^2$ oscillates like $\langle \phi \rangle = (p - 1)/(3p - 1)$.

This concludes our qualitative review of the possible sequences of cosmological epochs, and next we turn into more rigorous phase space analysis and observable predictions.

**III. PHASE SPACE ANALYSIS**

In this section we will put on a more solid and formal ground the considerations of the previous section on the late time dynamics of the system and its stability. We start by rewriting the equations of motion in the form of
a system of first order differential equations

\[ x' = 3 \left( \frac{\sqrt{2}}{3} y - x \right), \]  
\[ y' = -\frac{3}{2} \lambda(x) (1 - y^2 - w^2) \left[ xy - \sqrt{\frac{2}{3}} \right] + \frac{3}{2} \gamma w^2, \]  
\[ w' = -\frac{3}{2} w \left( \gamma + \lambda(x) (1 - y^2 - w^2) x - \gamma w^2 \right), \]  

where we have defined

\[ x \equiv \kappa X, \quad y \equiv \frac{\kappa}{\sqrt{6}} (X' + 3X), \quad z^2 = \frac{\kappa^2 V}{3H^2}, \]  
\[ w^2 = \frac{\kappa^2 \gamma B}{3H^2}, \quad \lambda(x) = \frac{-1}{\kappa} \left( \frac{V}{X} \right). \]

\[ y^2 + z^2 + w^2 = 1. \]  

The system (24)–(26) has three critical points which are described in Table I.

| A | B | C |
|---|---|---|
| $x = \pm \sqrt{2}/3, y = \pm 1, w = 0$ | $x = \pm \sqrt{2}/3, y = \pm 1, w = 0$ | $x_{ext} = \sqrt{3}/2 x_{ext}, y = 0, w = 0$ |

for $n > 1$ and $\mu^{(n)}$ is the coefficient resulting from expanding equations Eqs. (24) and (25) to nth order and using $\delta x = \sqrt{6} \delta r/5$ and $\delta y = 3 \delta r/5$, such that $\mu^{(1)} = 1$.

The general solution to this equation is

\[ \delta r = \delta r_0 \left( 1 - \delta r_0^{n-1} (1 - 1) \mu^{(n)} N \right)^{1/(1-n)}. \]  

In order for a negative initial perturbation ($\delta r_0 < 0$) to decay one must have $\mu^{(n)} > 0$ if $n$ is even and $\mu^{(n)} < 0$ if $n$ is odd. For a positive perturbation it suffices to have $\mu^{(n)} < 0$, regardless of the value of $n$.

Since $|y|$ must be less than unity, there can only be negative perturbations along the $r$ direction about the fixed point $(x, y, w) = (\sqrt{2}/3, 1, 0)$ and positive perturbations about the fixed point $(x, y, w) = (-\sqrt{2}/3, -1, 0)$, thus, for the perturbations to decay it is required that $\mu^{(n)}$ must be positive for fixed point $(x, y, w) = (\sqrt{2}/3, 1, 0)$ if $n$ is even and $\mu^{(n)}$ negative if $n$ is odd and $\mu^{(n)}$ negative for fixed point $(x, y, w) = (-\sqrt{2}/3, -1, 0)$.

C: $x = x_{ext}, y = \sqrt{3}/2 x_{ext}, w = 0$ where $x_{ext}$ corresponds to the value of $x$ at the extrema of the potential, i.e., $x = 0$. In this case, $H^2$ becomes constant and $\dot{H}$ vanishes at late times. The stability of these fixed points, is therefore, strongly dependent on the specific form of the potential.

We shall now look at particular examples to illustrate the significance and stability of the fixed points just described.

\[ V = \exp(-\beta X) \]

Because the potential, being a function of the invariant $A^2$, must depend explicitly on $X^2$ instead of $X$ itself, we are dealing with symmetric potentials. This potential is not $X^2$ dependent and therefore should only be seen as an example to be compared with the standard scalar field dynamics. We can compute $\mu$ for both fixed points B to find that

\[ \mu_{B \pm}^{(2)} = \frac{18}{25} \sqrt{6} \beta, \]  

hence, $\sqrt{2}/3$, 1, 0, 0 is stable for $\beta > 0$ and $(-\sqrt{2}/3, -1, 0)$ is stable for $\beta < 0$.

The fixed point C which corresponds to vanishing derivative of the potential. Since we have assumed that $\beta = \lambda$ is a constant, in this case the potential is flat ($\lambda = 0$) in some finite region of $X$, instead of a point we actually have a curve $C$. Then its points live in an effectively two dimensional manifold, and one of the Lyapunov exponents is expected to vanish. Therefore, we can now infer the nature of the critical point from the linear analysis. Since the two nonzero eigenvalues are negative, we have what is called a local sink. Note that in fact $\lambda = 0$ corresponds to the massless field, and the reduction of the dimension of the phase space reflects the disappearance of a degree of freedom in the massless case due to the restored gauge invariance.
2. \( V = \exp(-\beta X^2) \)

This potential has a \( X^2 \) dependence hence is of the type we are looking for. If \( \beta \) is positive, it presents a maximum at \( X = 0 \) and conversely, if \( \beta \) is negative, it has a global minimum at the same value.

Now the value of \( \mu \) for fixed points B are

\[
\mu^{(2)}_{B\pm} = \frac{72}{25} \beta, \tag{33}
\]

hence they are both stable if \( \beta > 0 \). The fixed point C is in this case \( (x, y, w) = (0, 0, 0) \) and its corresponding eigenvalues are \( m_{1,2} = -(3/2)(1 \pm \sqrt{1 + 8\beta/3}) \) and \( m_3 = -3\gamma/2 \). This point is stable provided \( \beta < 0 \), which clearly makes sense as it is the case that leads to a minimum in the potential.

3. \( V = X^2 + k \)

Here \( k \) is a positive constant introduced for the purpose of regularization purposes about \( x = 0 \). The quadratic potential is in a sense similar to the previous one with \( \beta < 0 \). Indeed we find that for fixed points B,

\[
\mu^{(2)}_{B\pm} = \frac{72}{24} \frac{1}{2/3 + k}, \tag{34}
\]

which mean that they are unstable. In this case, the fixed point C, also corresponds to \( (x, y, w) = (0, 0, 0) \) with eigenvalues

\[
m_{1,2} = -3 \left( 1 \pm \sqrt{1 - \frac{8}{3k}} \right), \tag{35}
\]

\[
m_3 = -\frac{3\gamma}{2}, \tag{36}
\]

thus this is a stable fixed point.

4. \( V = X^4 + k \)

Though the quartic potential seems very similar to the quadratic potential there are in fact some differences. Again \( k \) is a positive constant. For fixed point B we compute

\[
\mu^{(2)}_{B\pm} = \frac{96}{25} \frac{1}{4/9 + k}, \tag{37}
\]

and again they are unstable. Fixed point C, which is again at \( (x, y, w) = (0, 0, 0) \) and also has eigenvalues \( (-3, 0, -3\gamma/2) \) like fixed point B where the direction of vanishing eigenvalue is still given by \( \delta r = \sqrt{2/3} \delta x + \delta y \). Going to second order in perturbations along this direction, like we did for point B, we find that \( \mu^{(2)}_C = 0 \). We thus have to go to the third order,

\[
\mu^{(3)}_C = -\frac{72}{125 k}, \tag{38}
\]

and there we find that the sign of the eigenvalue is negative, thus, the point is a stable attractor.

5. \( V = (X^2 - C^2)^2 + k \)

This potential has two minima at \( X = \pm C \) and a maximum at \( X = 0 \) (we are taking \( C > 0 \)). For fixed point B we can readily calculate

\[
\mu^{(2)}_{B\pm} = \frac{144}{25} \frac{(2/3 - C^2)}{(2/3 - C^2)^2 + k}, \tag{39}
\]

hence, both fixed points are stable provided \( C > \sqrt{2/3} \). We have now, however, three type C fixed points:

\[
C_1 : \left( \pm C, \pm \sqrt{\frac{3}{2}} C, 0 \right), \tag{40}
\]

\[
C_2 : \left( 0, 0, 0 \right). \tag{41}
\]

For \( C_1 \) we find eigenvalues

\[
m_{1,2} = -\frac{3}{2} \left( 1 \pm \sqrt{1 - \frac{24C^2}{k} \left( C^2 - \frac{2}{3} \right)^2} \right), \tag{42}
\]

\[
m_3 = -\frac{3\gamma}{2}, \tag{43}
\]

Thus, this fixed point is stable for \( k > 24C^2(C^2 - 2/3)^2 \). We must also point out that this fixed point only exists for \( C < \sqrt{2/3} \) as we must require \( |y| < 1 \). For \( C_1 \) we can compute the following eigenvalues:

\[
m_{1,2} = -\frac{3}{2} \left( 1 \pm \sqrt{1 + \frac{16C^2}{3(C^2 + k)}} \right), \tag{44}
\]

\[
m_3 = -\frac{3\gamma}{2}, \tag{45}
\]

consequently we can conclude that this fixed point is unstable which is not surprising given that it corresponds to the local maximum of the potential.

The properties of the fixed points for all these forms of the potential are summarized in Table III.

We are going to focus on two forms of the potential that will suffice to describe the general properties of this system that we have formally described above. In Fig. 5 we show the phase space portrait for a potential of the form \( V(X) = X^2 \). It shows that the trajectories approach the minimum of the potential at \( X = 0 \) and oscillate around this value. In Figs. 6 and 7 we show the phase space trajectories for the potential \( V(X) = (X^2 - C^2)^2 \), where \( C \) is a constant. In the example of Fig. 6, \( C = 0.5 \) and we see that the late time behavior consists of the trajectories oscillating around the fixed point \( X = C \) and \( y = 0 \). Finally for the example of Fig. 7 we see that the trajectories approach the critical points \( x = \pm \sqrt{2/3}, \ y = \pm 1 \).
\[
\exp(-\beta X) \quad U \quad B_+ \text{ stable for } \beta > 0 \\
\exp(-\beta X^2) \quad U \quad \text{stable for } \beta > 0 \\
X^2 \quad U \quad \text{stable for } \beta < 0 \\
(X^2 - C^2)^2 \quad U \quad \text{stable for } C > \sqrt{2/3} \quad \text{C}_1 \text{ stable, } C_2 \text{ unstable}
\]

**TABLE II:** Stability of the fixed point in four classes of models. U – unstable; S – stable.

---

**IV. COSMOLOGICAL PERTURBATIONS**

The general perturbations about the FLRW background can be parameterized by writing the line element as

\[
ds^2 = -(1 + 2\psi)dt^2 + 2b_idx^idt + a^2(t)(1 - 2\phi)dx^idx_i + a^2(t)h_{ij}x^ix^j , \tag{46}
\]

where the two scalar perturbations \(\psi\) and \(\phi\) are the usual Bardeen potentials in the longitudinal gauge, \(b_i\) is a transverse vector and \(h_{ij}\) is transverse and traceless as it describes the tensorial perturbations.

The field equations for the scalar perturbations are then

\[
- \nabla^2 a^2 \phi + 3H(\dot{\phi} + H\psi) = -4\pi G\delta\rho, \tag{47}
\]

\[
- \nabla^2 a^2 (\dot{\phi} + H\psi) = 4\pi G(\rho + p)\frac{\theta}{a}, \tag{48}
\]

\[
\ddot{\phi} + H(3\dot{\phi} + \dot{\psi}) + (2\dot{H} + 3H^2)\psi - \nabla^2 (\phi - \psi) = 4\pi G\delta p, \tag{49}
\]
the previous section, the kinetic terms are given by this

\[-\nabla^2(\phi - \psi) = 12\pi G(\rho + p)\varpi. \quad (50)\]

The first equation is the energy constraint \((G^0_0\) component), the second is the momentum constraint \((G^0_i\) component) involving the velocity perturbation \(\theta\), the third is the trace of the spatial part \((G^i_j\) component), and the last one gives the shear propagation equations part \((G^2_j\) component) for the shear \(\varpi\).

A. The three-form

To parameterize the fluctuations of the three-form, we employ a similar decomposition as for the metric. The four degrees of freedom in a three-form then turn out to be two scalar and two vector degrees of freedom. The components of the three-form are fully specified by

\[A_{0ij} = a^2(t)\epsilon_{ijk}(a_k + \alpha_k), \quad (51)\]
\[A_{ijk} = a^3(t)\epsilon_{ijk}(X(t) + \alpha_0). \quad (52)\]
\[\alpha_k \] is a transverse vector and thus has two independent degrees of freedom. One easily sees that as usually, the vector and scalar perturbations decouple at linear order. The square of the field is then

\[A^2 = 6 \left[ X^2 + 2X(\alpha_0 + 3X\phi) \right]. \quad (54)\]

Under general gauge transformation \(x^\mu \rightarrow x^\mu + \xi^\mu\), specified by the vector \(\xi^\mu = (\xi^0, \xi, + \xi^i)\), where \(\xi^i, = 0\), the field fluctuations transform as

\[\alpha_0 \rightarrow \alpha_0 - \dot{K}\xi^0 + X\nabla^2\xi, \quad (55)\]
\[\alpha \rightarrow \alpha - aX\dot{\xi}, \quad (56)\]
\[\alpha_i \rightarrow \alpha_i - aX\xi_i. \quad (57)\]

Here we use the variable \(\dot{K} = \ddot{X} + 3HX\). In this transformation the metric potentials transform as

\[\psi \rightarrow \psi - \dot{\xi}^0, \quad (58)\]
\[\phi \rightarrow \phi + H\xi^0 + \frac{1}{3}\nabla^2\xi. \quad (59)\]

The equations of motion for the scalar perturbations then are

\[\dot{\alpha}_0 + 3H\alpha_0 + \frac{V_X}{X}\alpha - \frac{\nabla^2}{a^2}\alpha + \dot{K}(3\phi - \psi) = 0, \quad (60)\]
\[\dot{\alpha}_0 + 3H\dot{\alpha}_0 + (3\dot{H} + V_{XX})\alpha_0 - \frac{\nabla^2}{a^2}(\dot{\alpha} - 2H\alpha) \quad (61)\]
\[+ \dot{K}(3\dot{\phi} - \dot{\psi}) + 3(V_{XX}X - V_X)\phi + 2V_X\psi = 0, \quad (62)\]

which represent the two independent components \((0ij\) and \(ijk\) of Eq. (41)). The background equations of motion was used to simplify the second one. As discussed in the previous section, the kinetic terms are given by this component, corresponding to the field itself, while the potential depends on the comoving field \(X\). This variable \(\dot{K}\) is just the dimensional version of the \(y\) we used in the phase space analysis. We notice also that the constraint equation \((41)\), which may be written as

\[\frac{\partial}{\partial t} \left( \frac{V_X}{X} \alpha \right) = V_X(\alpha_0 + 3X\alpha) - V_X, \quad (62)\]

is not independent but follows consistently from Eqs. (40) and (61). The density, pressure and velocity perturbations come out as follows:

\[\delta \rho_X = \dot{K} \left[ \dot{\alpha}_0 + 3H(3\phi - \psi) \right] \quad (51)\]
\[\delta p_X = V_X(\alpha_0 + 3X\phi), \quad (52)\]
\[\delta \phi_X = V_X(\alpha_0 + 3X\phi), \quad (53)\]
\[\delta \psi_X = -\frac{\nabla^2}{a^2}V_X\alpha. \quad (54)\]

\[V_X = 0. \quad (55)\]

The first equation is the energy piece of the energy momentum tensor Eq. (1) \((T^0_0\) component), the second is the trace of the spatial part \((T^i_i\) component), the third is obtained from the momentum containing part \((T^0_i\) component), and the last one gives the symmetric traceless part of the spatial \(T^j_j\) components. Thus we get that the anisotropic stress due to the three-form vanishes.

In the absence of other vector sources, the rotational perturbations evolve like

\[\dot{\psi} + H\psi = 0, \quad (67)\]
\[\frac{\nabla^2}{a^2}\psi = V_X(Xb_i - \alpha_i). \quad (68)\]

Thus the vector perturbations decay and can be ignored. Since the three-form does not generate tensor perturbations, their evolution equation is

\[\ddot{h} + 3H\dot{h} - \frac{\nabla^2}{a^2}h = \varpi^{(t)}, \quad (69)\]

where \(\varpi^{(t)}\) is tensorial anisotropic stress to which the three-form does not contribute.

B. Three-form domination

Assume that the three-form dominates. Since it does not generate anisotropic stress, Eq. (50) tells us that \(\psi = \phi\). We can now derive an evolution equation for the Bardeen potential \(\phi\) in a closed form. Eq. (51) can be used to eliminate \(\dot{\alpha}_0\) from the system. Equations (47) and (63) may then be used to eliminate \(\alpha_0\). Note that
only $\alpha$ appears always without derivatives in these equations. We may eliminate $\alpha$ using Eqs. (15) and (55). Finally, plugging the solutions into Eq. (49) with the right hand side given by (64) we get

$$\ddot{\phi} + \left( H - \frac{\dot{H}}{H} \right) \dot{\phi} + \left( 2\dot{H} - \frac{\dot{H}H}{H} \right) \phi = \left( 1 - \frac{\ddot{H}X}{H\dot{X}} \right) \frac{1}{a^2} \nabla^2 \phi. \tag{70}$$

We can verify this result by differentiating Eqs. (48) and (65), solving for $\dot{\alpha}$ and $\dot{\alpha}_0$, and verifying that the latter agrees with Eq. (61). The RHS of Eq. (70) is simply $\delta p_X/2$ in the comoving gauge, and the density perturbation in the comoving gauge is given directly by the Poisson equation. Thus we read off the rest frame sound speed of the three-form:

$$c_S^2 = \frac{\ddot{H}X}{H\dot{X}} - 1 = \frac{V_{XX}X}{V_X}, \tag{71}$$

where we have used the background relations in the three-form dominated universe. For a power law potential $V(X) = X^n$, it results that the speed of sound is a constant given by $c_S^2 = n - 1$. The expression (71) can also be found by noting that in the rest frame $\alpha = 0$ the expressions (63), (64) assume the form

$$\delta p_{X|\alpha = 0} = \frac{1}{12X} V_{XX} \delta A^2, \tag{72}$$

$$\delta p_{X|\alpha = 0} = \frac{1}{12} V_{XX} \delta A^2. \tag{73}$$

Thus the relation of the dynamical sound speed, $c_S^2 = \delta p_X/\delta p_X$, to the derivatives of the potential is general and not restricted to three-form dominated background.

To analyze the behavior of the sound speed in more detail we have considered specific forms of the potential.

1. **Power-law potentials, $V = X^n$**

If the potential is $V = X^n$, the sound speed squared is a constant $c_S^2 = n - 1$. The quadratic potential resembles a canonical scalar field as its speed of sound is always the speed of light. With higher order self-interaction terms the fluctuations in the three-form field propagate faster than light, which might be seen as a problem. Less controversial is the fact that potentials with $n < 1$ are unstable and thus are not viable models of inflation.

2. **Exponential potentials, $V = \exp(-\beta X^2)$**

Since the potential $V = \exp(-\beta X^2)$ can be approximated with a quadratic correction to a constant term, the behavior of the sound speed is similar to the power-law case, $c_S^2 = 1 - 2\beta X^2$. For negative $\beta$, superluminal propagation is a possibility. For positive $\beta$, however, the value of $X$ is constrained to be $X^2 < 1/2\beta$ to avoid an imaginary speed of sound and consequently an unstable scenario.

3. **Ginzburg-Landau potentials, $V = (X^2 - C^2)^2$**

Now the expression for the sound speed reads

$$c_S^2 = 1 + \frac{2X^2}{X^2 - C^2}. \tag{74}$$

In this case we find that the speed of sound is positive provided that either $X^2 > C^2$ or $X^2 < C^2/3$. Recall from the Section III that in the case $C < \sqrt{2}/3$, the minimum of the potential at $X = \pm C$ is the late time attractor and that at this point the field changes its nature from phantom to non-phantom, or vice versa. At the level of the background kinematics, this is perfectly legitimate and can be easily verified by explicit solutions. However, scrutiny of the perturbation dynamics reveals that at the phantom divide the sound speed squared diverges and jumps from negative to positive infinity or the other way around. Clearly the phantom divide crossing is inhibited in reality for this particular potential.

The form of the potential is such that it suggests that the origin corresponds to an unstable cosmological constant. This motivates us to consider a case where the three-form drives an inflationary period at the local maximum of the potential at $X = 0$ which can be seen as a natural initial value. As the field eventually drops to the true minimum, several possibilities may take place. If $C > \sqrt{2}/3$ then $X$ is constrained to be $|X| < \sqrt{2}/3$ hence for $c_S^2 > 0$ we must require $C > \sqrt{2}/3$, and the field will asymptotically approach $X = \pm \sqrt{2}/3$. In the $C < \sqrt{2}/3$ case, reaching the minimum will lead to instabilities which might be beneficial by generating efficient reheating. This possibility might be worth being analyzed in the future.

C. **Scalar and tensor power spectra from inflation**

As we have seen, it turns out we can describe the scalar fluctuations of the field with only one degree of freedom by exploiting the constraints of the system, in particular Eq. (22). This is due to the symmetries of the FLRW metric. One cannot see directly from the action that one of the four degrees of freedom present can be eliminated, as one should see when it is a general property of the theory. In Bianchi backgrounds, we have many examples of form solutions that are constrained. Of course, cosmological perturbations in principle allow all the degrees of freedom present to propagate, but it happens now that the kinetic term has the gauge symmetry which reduces the number of physical degrees of freedom in the absence of the potential. Even when the potential is turned on,
the symmetry is partially efficient. This is because the potential depends only on \( A^2 \) and the spatial components of \( A \) are forced to vanish in the FLRW background so their fluctuations \( \alpha \) cannot contribute at the linear order to the quadratic invariant \( A^2 \) (see Eq. (51)). Therefore we believe that the absence of the scalar second mode is due to linearization about the isotropic and homogeneous solution. Higher order perturbations would thus be interesting to consider, but their study is beyond the present scope.

To consider quantum fluctuations during inflation, we must find the canonical variable to describe the degree of freedom we have. It is conventional to refer to the curvature perturbation \( \zeta \) given by

\[
\zeta = -H \dot{\phi} + \frac{H \phi}{H} + \phi,
\]

that evolves as

\[
\dot{\zeta} = -\frac{H}{H^2} S \frac{1}{\epsilon^2} \nabla^2 \phi,
\]

as can be verified using (70). Thus the curvature perturbation is conserved at large scales. By comparing with well-known cases in the literature [81], we can deduce that the canonical degree of freedom is now related to the curvature perturbation as

\[
v \equiv z \zeta, \quad z = -\frac{a \sqrt{-2H}}{\kappa c_s H}.
\]

At this point it is convenient to switch to conformal time, and in the remainder of this section a prime will denote derivative wrt to conformal time \( \tau = \int a \, dt \). It is straightforward to show that the canonical variable now obeys the equation of motion

\[
v'' - \left( c_s^2 \nabla^2 + \frac{z''}{z} \right) v = 0.
\]

The action for this variable \( v \) could be computed by expanding the action to second order, but this is not necessary. In the present case the equation of motion fixes the action, though only up to a constant. However, we know the normalization from analogy to previous literature [81]. Thus we may write

\[
\delta_2 S = \frac{1}{2} \int \left( v'^2 - c_s^2 \gamma_{ij} v_i v_j + \frac{z''}{z} \right) \sqrt{-\gamma} \, d^4 x,
\]

where \( \gamma_{ij} \) is the metric of spatial sections, which we here assume to be flat for simplicity.

We proceed quantizing \( v \) by promoting the perturbation to an operator and expanding in plane waves,

\[
\hat{v}(\tau, k) = \int \frac{d^3 k}{(2\pi)^{3/2}} \left( \omega_k(\tau) a_k e^{ik \cdot x} + \omega_k^*(\tau) a_k^* e^{-ik \cdot x} \right),
\]

We must now solve the following equation of motion for the wave modes,

\[
\omega''_k - \left( c_s^2 k^2 - \frac{z''}{z} \right) \omega_k = 0.
\]

We make the assumptions that the evolution of the universe is power law like with scale factor \( a = (-\tau)^p \) with \( p = -1/(1 - \epsilon) \) which corresponds to

\[
\epsilon \equiv -\dot{H}/H^2,
\]

being approximately constant and that the evolution of the sound speed can be approximated with the power-law form,

\[
c_s = c_0 (-\tau) \sigma.
\]

We will see shortly that this is in fact the case for the three-form during slow-roll (super)inflation of this work. In the case when we have \( z''/z \propto \tau^{-2} \), the general solution for \( \omega_k \) can be written as a sum of the Hankel functions, and the appropriately normalized solution with positive frequency in the asymptotic past is

\[
\omega_k(\tau) = \frac{1}{2} \sqrt{\frac{\pi}{1 + \sigma}} \sqrt{-\tau} H^{(1)}_{\nu}(x),
\]

where \( H^{(1)}_{\nu}(x) \) is the Hankel function of the first kind of order \( \nu \), with

\[
\nu \equiv \sqrt{1 - 4 \left(-\frac{z''}{z}\right) \tau^2},
\]

\[
x \equiv \frac{c_0 k}{1 + \sigma} (-\tau)^{1+\sigma}.
\]

Therefore the solution depend on the parameter \( \sigma \), and presumably, trough \( z''/z \), on \( \epsilon \) and other slow roll parameters.

In the long wavelength limit, \( \chi \ll 1 \), the behavior of the Hankel function is \( H^{(1)}_{\nu}(x) \rightarrow (i/\pi) \Gamma(\nu)(2/x)^\nu \). From this this asymptotic behavior we can calculate the power spectrum of the curvature perturbation on the large scales

\[
\mathcal{P}_\zeta \equiv \frac{k^3}{2\pi^2} |\chi_k|^2 \equiv A_\zeta^2 \left( \frac{k}{aH} \right)^{n_s - 1}
\]

\[
= \left( \frac{k}{aH} \right)^{3-2\nu} \left( \frac{c_s}{1 + \sigma} \right)^{1-2\nu} \frac{c_s k^2}{32\pi^2} \times 2^{2\nu-1} \left( 1 - \epsilon \right)^{2\nu-1} \frac{\Gamma(\nu)^2 H^2}{\Gamma(3/2)^2 |\epsilon|}.
\]

We can then read the scalar spectral index which is

\[
n_s - 1 = 3 - 2\nu.
\]

Because the three-form does not introduce tensor sources, and the evolution of gravity waves is given by the usual equation [69], we obtain in the standard way
the spectrum of tensorial perturbations for power law evolution of the universe,
\[ P_T = A_T^2 \left( \frac{k}{aH} \right)^{n_T} = \left( \frac{k}{aH} \right)^{3-2\mu} \frac{\kappa^2}{2\pi^2} \times 2^{2\mu-1}(1-\epsilon)^{2\mu-1} \frac{\Gamma(\mu)^2}{\Gamma(3/2)^2} H^2, \]
where
\[ \mu = \frac{1}{2} \sqrt{1-4(-a''/a)\tau^2}. \]
The tensor spectral index is
\[ n_T = 3 - 2\mu. \]
We will now compute these quantities in terms of the slow-roll parameter which can be calculated for a given scalar potential.

1. Slow-roll (super)inflation

In order to proceed with the computation of \( \nu \) in Eq. (50) we note that,
\[ z^2 = \frac{2}{\kappa^2} \frac{a'^2}{c_S^2}, \]
where the slow-roll parameter \( \epsilon \) in our system is written as
\[ \epsilon \equiv -\frac{\dot{X}}{H^2} = \frac{3}{2} \frac{V_X}{V} X \left( 1 - \frac{\kappa^2}{6} (X_N + 3X)^2 \right). \]
In what follows we mean inflation when \( \epsilon \) is positive and super-inflation when it takes negatives values. In order to obtain inflation we do not need slow-roll in the sense of negligible velocity of \( X \) (in fact a flat potential leads to de Sitter inflation even if the field is moving, see Eq. (11)). Here, however, we are now interested in investigating precisely the slow-roll case. Then the velocity of \( X \) can be neglected, and thus we find that \( \epsilon \) can be well approximated by
\[ \epsilon \approx \frac{3}{2} \frac{V_X}{V} X \left( 1 - \frac{3}{2}(\kappa X)^2 \right), \]
which allows us to immediately determine whether the universe is inflating for a given choice of the scalar potential at a given value of \( X \). Using the original equation of motion for \( X \) Eq. (7) and neglecting the \( \dot{X} \) contribution, it can be found that
\[ \kappa X, N = -\frac{V_X}{V} \left( 1 - \frac{3}{2}(\kappa X)^2 \right)^2. \]
This can also be written, using (95) in the useful form
\[ \frac{V_X}{V} X, N = -\frac{4}{9} \frac{\epsilon^2}{(\kappa X)^2}. \]
Differentiating \( \epsilon \) in Eq. (101) with respect to conformal time and using the equation of motion for \( X \) it is obtained
\[ \epsilon' = 2\epsilon^2 \eta aH, \]
where we have used Eq. (97) and defined
\[ \eta \equiv 1 - \frac{2}{9} \epsilon \left( \frac{V_{XX} V}{V_X^2} + \frac{V}{V_X X} \right). \]
We therefore see that the second term in \( \eta \) is suppressed by \( \epsilon \) and typically \( \eta \) is of order unity. However, Eq. (98) tells us that \( d\ln \epsilon/dN = 2\epsilon \eta \) and suggests that \( \epsilon \) can be considered constant when small or equivalently, that the evolution of the universe is power law like with scale factor \( a = (-\tau)^p \) and \( p = -1/(1-\epsilon) \).

Similarly, by differentiating the speed of sound, it is obtained that
\[ c_S' = \epsilon^2 \Theta c_S aH, \]
where we have defined
\[ \Theta \equiv \frac{2}{9} \frac{1}{(\kappa X)^2} \frac{V_{XX} V}{V_X^2} \left( 1 - \frac{V_{XXX} V_X}{V_{XX}^2} - \frac{V_X}{V_{XX} X} \right). \]
For a power law potential we find that \( \Theta \) vanishes and therefore \( c_S \) is a constant in agreement with what we found earlier. Therefore, when \( \epsilon \) is small, both \( \epsilon \) and \( \Theta \) are nearly constant which enables us to indeed write (89) with
\[ \sigma = \frac{\epsilon^2 \Theta}{1 - \epsilon}. \]
Now Eq. (89) gives that
\[ n_S - 1 \approx -2\epsilon \left( 1 + \frac{2}{3} \eta \right). \]
We immediately see that near and approaching the fixed point \( B \) where \( \epsilon \) is negative, the three-form predicts a slightly blue spectral index for curvature perturbations which is disfavored by current observations. This is the case illustrated in Fig. 4. When \( \epsilon \) is positive, however, a red tilted spectrum is obtained. Such an example is shown in Fig. 3.

From Eq. (92) the tensor spectral index is equivalent to standard scalar field inflation
\[ n_T = -2\epsilon. \]
Like the curvature spectral index, this is predicted to be slightly blue when the evolution is near and approaching
the fixed point B, and red tilted otherwise. The tensor to scalar ratio is, however, modified. For small $\epsilon$ we have
\[ r \equiv \frac{A_s^2}{A_c^2} = 16 c_S |\epsilon|. \]  
(105)
Thus it is in principle possible to distinguish the three-form inflation from scalar field already from the spectra of linear perturbations.

D. Matter perturbations

The impact of the presence of three-from to the evolution of matter inhomogeneities is considered here. The observationally relevant case is dust-like matter (cold dark matter and baryons) in the late-time universe, where anisotropic stresses can be neglected. The conservation equations for matter then are, in the Fourier space,
\[ \dot{\delta}_m = -\frac{\dot{\theta}_m}{a} + 3\dot{\phi}, \]  
(106)
\[ \frac{1}{a} \theta_m = -\frac{1}{a} H \theta_m + \frac{k^2}{a^2} \phi. \]  
(107)
Combining these gives
\[ \ddot{\delta}_m + 2H \dot{\delta}_m + \frac{k^2}{a^2} \phi = 3\ddot{\phi} + 6H \dot{\phi}. \]  
(108)
The effect of the three-form comes thus through the background expansion ($H$ and $a$) and through the coupling of the matter to the gravitational potentials. We then specialize to the subhorizon scales. Then the RHS of the previous equation can be neglected. We need yet to evaluate the gradient of the gravitational potential. At this small-scale limit the perturbed energy constraint is, using (117) and (63),
\[ \frac{k^2}{a^2} \phi = -\frac{1}{2} \rho_m \delta_m + V_X \left( \frac{k}{X} \alpha + \alpha_0 + 3X \phi \right). \]  
(109)
By using the momentum constraint (118) with (63) and (107), we get
\[ V_X \alpha = 2(\dot{\phi} + H \phi) + \frac{1}{2} \rho_m (\delta_m - 3 \ddot{\phi}). \]  
(110)
This shows that the contribution from $\alpha$ to the gravitational potential in (109) is suppressed by the $a^2/k^2$, which allows us to neglect it at the small scale limit, at least excluding the special case of diverging $K/X$. Assuming $(k/a)^2 \gg V_X/X$, we can furthermore show that the equations of motion (64) and (61) imply, instead of (62), the algebraic relation
\[ V_{XX} \alpha_0 = -(3V_{XX}X + V_X) \phi. \]  
(111)
between the scalar perturbation and the gravitational potential. Using this in (109) and plugging back to (108), we get
\[ \ddot{\delta}_m + 2H \dot{\delta}_m = 4\pi G(k, t) \rho_m \delta_m, \]  
(112)
where the scale and time dependent effective gravitational constant is given by
\[ 8\pi G(k, t) = \kappa^2 + \frac{1}{2} \frac{V_{XX}X + 2}{c_S^2 k^2}. \]  
(113)
It is to be expected that the apparent modification is proportional to the slope of the potential, since in this case this slope vanishes the field reduces to a smooth cosmological constant. We also immediately note that if the sound speed squared is large, the small scale limit corresponds to the presence of a smooth component. Possible new effects (other than due to modified background expansion) require sound speed less than unity, and the relevant range of scales is the intermediate regime between the cosmological horizon and the sound horizon:
\[ H^2 \ll \frac{k^2}{a^2} \ll \frac{H^2}{c_S^2}. \]  
(114)
The possible scale-dependent signature extends also to larger scales, but from superhorizon scales one typically expects possible observable effects only to the largest cosmic variance limited CMB multipoles. For small sound speeds the modifications can extend to nonlinear scales, where we cannot trust the expression (113) anymore. In the regime we can trust it, it is in principle possible to constrain some classes of three-form cosmologies by using the probes of large scale structure, weak lensing, the integrated Sachs-Wolfe effect and their correlations.

V. FORMALITIES

In the following two subsections we will consider some formal aspects of our simple theory. The reader interested solely in cosmological phenomenology may proceed to the conclusions. In particular, we will scrutinize the field content of the action (1) in terms of a so called Stueckelberg trick [82] and by performing mappings and duality transformations to other theories. One of the aims is to proof explicitly the claim made in the introduction that the models can be seen as a novel description of scalar field models in some specific situations but however for most cases it is not (even formally) equivalent to a scalar theory. This point, as well as some clarifications of our terminology will be useful to make here, since many different conventions (and some confusions) exist in the literature.

A. Gauge invariance and stability

The antisymmetrized gradient of the three-form gauge potential term in Eq. (1) is gauge-invariant under trans-
formation $A \rightarrow A + [\nabla \Delta]$, where $\Delta$ is an arbitrary two-form. However, the potential in the action (11) breaks this symmetry. This can be seen to result in extra degrees of freedom in the model, analogous to the appearance of longitudinal polarization of the massive photon in the Proca theory. To make this explicit, one may introduce a Stückelberg form $\Sigma$ in such a way that for a redefined $A = \tilde{A} + 4[\nabla \Sigma]$, the Lagrangian

$$L = -\frac{1}{48} F^2 (\tilde{A}) - V \left( (\tilde{A} + F(\Sigma))^2 \right)$$

(115)
is then manifestly invariant under the gauge transformations

$$\tilde{A} \rightarrow \tilde{A} + [\nabla \Delta], \quad \Sigma \rightarrow \Sigma - \Delta/4.$$  

(116)

In the $\Sigma = 0$ gauge we recover our original Lagrangian. If there is a gauge where the gradient of $\Delta$ is orthogonal to $\tilde{A}$, and if we assume we can expand around a background solution given by constant $A$, we can write

$$L = L - V'(\tilde{A}^2) F^2(\Sigma),$$

(117)

making transparent the appearance of the extra two-form degree of freedom. This also seems to imply that the extra degree of freedom becomes a ghost when $V'(A^2) < 0$. We remind that this is also exactly the condition for the three-form to violate the null energy condition in FLRW background, i.e. to become phantom-like with equation of state less than $-1$. However, investigating the stability of the field in more detail by considering inhomogeneous and anisotropic fluctuations of the field and taking into account their backreaction due to coupling to the metric, we find that the conditions for the stability of the canonical degrees of freedom can be more subtle than the naive implication of (117). In fact, the behavior of the field depends on the second derivative of the potential since the propagation speed of the physical fluctuations turned out to be given by (equivalently to the expression (71) in terms of the comoving field)

$$c_S^2 = 1 + 2 \frac{V''(A^2) A^2}{V'(A^2)}.$$  

(118)

The field, even if phantom, can be stable at least classically. However, divergences tend to occur at the “phantom divide” when $V'(A^2)$ crosses zero. Similar phenomena, linking classical singularities and quantum no-ghost conditions have been observed in other models [27, 53, 54]. The conditions for the possibility of a viable phantom crossing is now the following: twice differentiable $V(x)$ exists for positive $x$ in such a way that $V'(x)$ changes sign at $x = x_0$, and $x_0 (\ln (V'(x_0)))^2$ is finite.

This can easily change if nonminimal couplings are introduced, but in the present paper we consider only minimal couplings.

### B. Duality and equivalence of theories

In this subsection we will discuss some equivalences between n-form models. First we introduce a parent Lagrangian (119)

$$L_p = \frac{1}{48} F^2 - \frac{1}{6} A \nabla \cdot F - V(A^2),$$  

(119)

which can be rewritten in terms of a Faraday form

$$L_f = f \left( F^2(x) \right) - V(x^2),$$  

(120)

where $f$ and $V$ are arbitrary functions and $x$ is a n-form, which describes our starting point (1) for $A = x$. We will also show that also a four-form can emerge from it, i.e., we can rewrite the parent Lagrangian in terms of gauge-fixing terms only

$$L_g = g \left( (\nabla \cdot x)^2 \right) - U(x^2),$$  

(121)

where $g$ and $U$ are functions. Next we show how the Hodge dual of the parent Lagrangian (120) can give rise to a vector or a scalar field description. Finally, the chain of equivalences is summarized in the diagram (8). Dualities in the case of nonminimal gravity couplings have been discussed in [31].

Starting with the parent Lagrangian (119), where $F$ is an independent four-form and solving its equation of motion, one gets $F = -4[\nabla A]$. By plugging this back into (119) one obtains the original action (11).

One may also integrate out the three-form and obtain a theory for the four-form $F$ as follows. Varying with respect to $A$ gives us the equation of motion

$$-\frac{1}{6} \nabla \cdot F + 2 V'(A^2) A = 0,$$

(122)

implying

$$Y \equiv (\nabla \cdot F)^2 = 144 \left( V'(A^2) \right)^2 A^2.$$  

(123)

If we now plug $A$ from (122) and the solution $A^2(Y)$ (123) into (119), we get a dynamical four-form theory:

$$L = \frac{1}{48} F^2 - \frac{1}{72} \frac{Y}{V'(A^2(Y))} - V(A^2(Y)).$$

(124)

The Lagrangian is now written in a gauge-fixing form (121) with $x = F$. The Faraday form constructed from a four-form is of course trivial, $F(F) = 0$, and static four-forms contribute only a constant. As mentioned in the introduction, this has been employed in attempts to solve the cosmological constant problem [72, 73]. Four-form formulation of $f(R)$ gravity [32] and dark energy from promoting the Levi-Civita symbol into dynamical form have been considered recently [47].

The Hodge dual of the three-form is a vector $(\ast A)$. Writing the parent Lagrangian (119) in terms of the dual forms

$$F = \epsilon(\ast F) \equiv \epsilon \Phi, \quad A = \epsilon(\ast A) \equiv \epsilon B,$$

(125)

where $\Phi$ is a scalar field and $B$ is a vector, we obtain

$$L = -\frac{1}{2} \Phi^2 - B \nabla \Phi - V \left(-B^2/6\right).$$

(126)
Now the equation of motion for $\Phi$ is simply that $\Phi = \nabla \cdot B$, and replacing this back gives us the self-coupled vector theory

$$\mathcal{L} = \frac{1}{2} (\nabla \cdot B)^2 - V (-B^2/6), \quad (127)$$

in a gauge-fixing form as in $(121)$ with $x = B$. Recently the cosmological significance of the Maxwell theory supplemented with the gauge-fixing term like in $(127)$ has been considered, and very interestingly it has been found that the gauge-fixing term results in an effective cosmological constant in the curved background (or almost constant, since it fluctuates) while the theory in the Minkowski limit reduces to standard electromagnetism $[85, 86]$. Such a Maxwell theory is dual to three-form having both the $F^2(A)$ and $(\nabla \cdot A)^2$, but presently we confine to include only the canonical term yielding only the gauge-fixing term for the corresponding vector.

Finally, we may integrate out the vector from $(126)$ to obtain a scalar field theory. The Euler-Lagrange equation $B$ is

$$\nabla \Phi = \frac{1}{3} V' (-B^2/6) B, \quad (128)$$

implying

$$9(\nabla \Phi)^2 = [V' (-B^2/6)]^2 B^2. \quad (129)$$

Similarly as with the four-form, we assume these equations are invertible, and then write the Lagrangian $(126)$ in terms of them as

$$\mathcal{L} = \frac{1}{2} \Phi^2 - \frac{Y_S}{3V'(-B^2/6)} V' (-B^2/6), \quad (130)$$

where now $Y_S \equiv (\nabla \Phi)^2$. The dual Lagrangian is now written in a Faraday type $(120)$ with $x = \Phi$. This completes our task of deriving the equivalent reformulations we mentioned in the introduction.

It is useful to note that only two possibilities of canonical forms exist in four dimensions. Any such form is either a vector or a dual vector. The former is dual to a three-form, and can be rewritten as two-form which is self-dual. The latter can be seen as scalar field, thus dual to a four-form and consequently rewritable as a three-form. Schematically, the chains of equivalences can be written as

$$\begin{align*}
  f1 & \leftrightarrow g3 = f2 \leftrightarrow g2 = f1, \quad (131) \\
  g1 & = f0 \leftrightarrow g4 = f3 \leftrightarrow g1. \quad (132)
\end{align*}$$

Here $f/n$ denotes an n-form described by a Faraday type Lagrangian $(120)$, and $g/n$ an n-form described by gauge-fixing terms type Lagrangian $(121)$. Duality in the Hodge sense is indicated with $\leftrightarrow$, and $\equiv$ means equivalence between Lagrangians by change of variables. This is also shown in diagram $[8]$.

The case we consider in the present paper belongs to the chain $(132)$ or the third group in diagram $[8]$. Thus it seems we are, at the same time, discussing four types of theories:

- a model of vector with self-interactions and a gauge-fixing term, Eq. $(127)$,
- a K-essence type scalar field model Eq. $(130)$,
- a four-form with dynamics due to a nonstandard kinetic term, Eq. $(124)$,
- a canonical three-form, Eq. $(1)$.

These equivalences are valid due to the possibility of rewriting the four degrees of freedom in the three-form as a vector. Furthermore, if the vector is exact, i.e. expressible as a gradient of a scalar, the model can be reduced to a scalar field, equivalently a four-form.

However, we should immediately mention that these equivalences break down in many cases. In the above derivations, this breakdown occurs when there are no real solutions to equations $(123)$ or $(129)$. The example potential of most interest in the present study of the action $(1)$ is of the form of a displaced power-law $V(A^2) = (A^2/6 - C^2)^2$, since that is the case that includes most of the features of the possible dynamics. In particular, having a non-monotonic first derivative allows the field to dynamically change its nature. A scalar field formulation, however, seems not to be available. An other simple class of potentials we considered is the exponential potential. As shown in appendix $A$, this class does not seem to admit a scalar field formulation either. Even in some cases where the equivalence formally holds, the formulation in the three-form language is much more transparent.
C. Generalizations

One might consider extensions of the simple and minimal action (1). Since, due to the self-interactions of the gauge potential \( A \), there is no gauge invariance, the gauge invariance cannot be used as a criterion for the action. However, gauge-invariant nonlinear terms can be considered and motivated by quantum corrections such as in nonlinear electrodynamics \([57, 58]\). Here a phenomenological motivation for such terms was briefly mentioned at the end of section II. When going to curved spacetime, it is known that terms involving contractions of \( F \) and the Riemann and Ricci tensors arise as leading order quantum corrections \([59]\). Models obtained by the inclusion of the gauge-invariance preserving forms like \( f(R, G)F^2 \), where \( f(R, G) \) is some function of the curvature scalar or Gauss-Bonnet term, have been applied in cosmology in cases of Maxwell or Yang-Mills fields \([60, 61, 62]\).

As mentioned, the potentials break gauge-invariance and one can allow more gauge-invariance breaking terms. These could still be quadratic. In particular, a general quadratic second order Lagrangian for a three-form would read,

\[
-\mathcal{L} = \alpha_1 F^2(A) + \alpha_2 (\nabla \cdot A)^2 + \left( \alpha_3 R + \frac{1}{2} m^2 \right) A^2 \\
+ \alpha_4 A \cdot \text{Ric} \cdot A + \alpha_5 A \cdot (\mathcal{R} \cdot A),
\]

(133)

where \( \mathcal{R} \) is the Riemann and \( \text{Ric} \) the Ricci tensor. There are thus six coefficients to specify such a theory. If the principle of minimal coupling is kept as a guide as in the present study, only three are left. A particular combination of the coefficients, keeping only \( \alpha_2 = 0 \) but fixed values for the rest \( \alpha_i \), results in a scalar-field like equation of motion for the comoving field in a FLRW background. For this reason such a model has been considered as a generalization of the vector inflation scheme \([63, 64]\). In future work, it would be interesting to study the consistency constrains of nonzero \( \alpha_i \), in particular the implications of the gauge-fixing term given by a nonzero \( \alpha_2 \). Many of the parameter possible combinations in the general action \([133]\) are probably excluded due to appearance of ghosts and instabilities. In addition, Solar system experiments can be used to constrain the nonminimal couplings to gravity, \( \alpha_3 \), \( \alpha_4 \) and \( \alpha_5 \). To our knowledge these issues have not been addressed in the case of three-form, whereas vector models have been extensively studied (see Ref. \([133]\) and references mentioned in the introduction section \([\text{I}]\)). Finally, since the Maxwell field allows a dual description as a three-form, one may contemplate whether it is possible that nonminimal couplings can lead to variations of fundamental parameters such as the fine structure constant.

VI. CONCLUSIONS

We considered the evolution of the universe in the presence of three-forms. We assumed a canonical and minimally coupled action taking into account the possibility of self-interactions of the form field. Then a form with three differing spatial indices is compatible with an isotropic and homogeneous cosmological background. It turns out that such form, despite its canonical form, quite generically violates the usual energy conditions. The strong energy condition is violated when

\[
V_X X < \frac{4}{3} \left( \frac{1}{2} (\dot{X} + 3HX)^2 + V \right) \Rightarrow w_X < -\frac{1}{3}.
\]

(134)

This happens quite easily. Slow roll is not required for accelerating behavior, only that \( V_X X \) is not large compared to the energy density. The null energy condition is broken and the field behaves as phantom when

\[
V_X X < 0 \Rightarrow w_X < -1.
\]

(135)

Generally stability problems appear in crossing the phantom divide, but they might be overcome by nonminimal couplings. In the absence of a potential, the effect of the field reduces simply to generating a cosmological constant. Thus the three-form seems a very suitable culprit for the accelerating expansion which is believed to take place both at an early stage and at a late stage of the history of the universe. One notes that phantom divide crossing is possible for simple forms of the potential, such as the Landau-Ginzburg form that we took as our main example.

We performed a phase space analysis of the model and found three distinct fixed points: matter domination, a potential extremum and a peculiar fixed point corresponding to a kinetic domination of the three-form (and a potential domination of the dual scalar field Eq. \([130]\) in the special cases that such a scalar field exists). The latter two fixed points describe de Sitter spaces, and their nature and stability depends on the potential. The mathematical properties of the system proved nontrivial, and forced us to go up to third order in the perturbations for some forms of the potential. This tempts one to investigate the model in the bifurcation theory framework. On the physical side, one of the de Sitter fixed points is always an attractor. Thus the fixed points are interesting for inflationary and dark energy applications. For the latter, one wishes to find initial conditions independent dynamics before the acceleration in order to reduce the fine-tuning. Previously it was shown that scaling and tracking solutions exits and the requirements for these to last for a large number of e-folds can be quantified \([74]\). It is then clear that one may realize a rich variety of background dynamics using a single three-form as the energy source.

The three-form fluctuations were then investigated. They were parameterized in terms of two scalar and two vector modes (whose form was motivated by the dual vector). The latter are (as usual) phenomenologically less interesting. However, it is worthwhile to note that in general these degrees of freedom also exist. It turned out that one may describe the scalar perturbations with
one effective degree of freedom, since the constraints allowed to eliminate one of the two fields parameterizing the scalar fluctuations. The presence of the three-form can modify the evolution of scalar fluctuations in matter distribution. If the three-form sound speed is sufficiently less than unity, one expects possibly observable effects for the large scale structure, weak lensing, the integrated Sachs-Wolfe effect and their correlations. The impact of three-form fluctuations can be quantified by introducing an effective gravitational constant defined by

$$8\pi G(k, t) = \kappa^2 + \frac{1}{2} \frac{V_{XX}^2 a^2}{V_{XX} k^2}.$$  

During a three-form driven inflation the nontrivial dynamics can also lead to sound speed dependent possibly detectable signatures. We identified the canonical degrees of freedom and quantized them. A slow-roll parameterization was reconsidered for this new case and a very convenient way of studying the quantum generation of perturbations near a de Sitter fixed point was developed. To conclude, we have shown that these objects, also present in string theory, can give rise to viable cosmological scenarios with potentially observable effects for a given model. To conclude, we have shown that three-form fluctuations can be quantified by introducing the irrelevant rescaling by the factor three-form sound speed can modify the evolution of scalar fluctuations in matter distribution. If the three-form sound speed is sufficiently less than unity, one expects possibly observable effects for the large scale structure, weak lensing, the integrated Sachs-Wolfe effect and their correlations. The impact of three-form fluctuations can be quantified by introducing an effective gravitational constant defined by

$$8\pi G(k, t) = \kappa^2 + \frac{1}{2} \frac{V_{XX}^2 a^2}{V_{XX} k^2}.$$  

The tensor to scalar ratio is modified directly by this quantity.

The four formulas (134)–(137) summarize how the shape of the potential determines the nature of the field and thus the background dynamics and properties of fluctuations for a given model. To conclude, we have shown that these objects, also present in string theory, can give rise to viable cosmological scenarios with potentially observable signatures distinct from standard single scalar field models.

**APPENDIX A: THE SCALAR FIELD FORMULATION**

In this Appendix we derive explicitly the scalar field formulation corresponding to a simple exponential potential and a displaced power-law potential. The main conclusion to be drawn is that the scalar field formulation of these models is typically non-trivial. The mapping of these models is not a bijection, but the defining equations have multiple solutions and branches. Furthermore, some of the solutions become complex, so mapping becomes ill-defined or ceases to exist.

Consider the potential $V(A^2) = V_0(6A^2 - C^2)^2$, where we have introduced the irrelevant rescaling by the factor of 6 just simplify some formulas. Then Eq. (129) reads

$$\frac{1}{4}(\nabla \Phi)^2 = 4V_0^2(6A^2 - C^2)^2 A^2.$$  

This a third order equation for the square of the form: in general three solutions exist. For the sake of explicitness, we pick up the solution which seems to lead to the simplest form of the Lagrangian. This Lagrangian is then

$$\mathcal{L} = -\frac{1}{144} V_0 \left( \frac{2^{2/3} 81 V_0^2 C^4}{f((\nabla \Phi)^2)} + 20 C^2 + \sqrt{2} f((\nabla \Phi)^2) \right)^2
- \frac{2^{2/3} 8 C^2 V_0^4}{f((\nabla \Phi)^2)} + 20 C^2 V_0^2 + f((\nabla \Phi)^2) + \frac{1}{2} m^2 \Phi^2.$$  

where

$$f((\nabla \Phi)^2) = \left[ -32 C^6 V^6 + 27 V_0^4 (\nabla \Phi)^2 + 8 \sqrt{3} \sqrt{V_0^6 (\nabla \Phi)^2 (27 (\nabla \Phi)^2 - 64 C^6 V_0^2)} \right]^{1/2}.$$  

This is a noncanonical field indeed. Consider the exponential potential $V(A^2) = V_0 e^{-\lambda A^2}$. Then Eq. (129) reads

$$\frac{1}{4}(\nabla \Phi)^2 = \lambda^2 V_0^2 e^{-2\lambda A^2} A^2.$$  

The solution can be written in terms of the Lambert’s $W$-function as

$$-A^2 = \frac{1}{2\lambda} W(x),$$  

where we defined

$$x = \frac{-(\nabla \Phi)^2}{2\lambda V_0^2}.$$  

Lambert’s $W$-function has multiple branches. It is real $W(x) \in \mathbb{R}$, when the argument $x \geq 1/e$. The scalar field Lagrangian would then read

$$\mathcal{L} = -V_0 \left( xe^{\frac{1}{2\lambda} W(x)} - e^{-\frac{1}{2\lambda} W(x)} \right) - \frac{1}{2} \Phi^2.$$  

It seems that in general such a model is not well defined. In any case it is clear that the formulation as a canonical form with an exponential potential is considerably more tractable than this formulation.

**APPENDIX B: ABOUT THE DUAL VECTOR FIELD**

Here we state some facts concerning the dual vector field $*A$ appearing in (125). We obtain it by the change of variables, and it can be written explicitly using the indices as

$$*A_{\mu} = \frac{1}{6} \epsilon_{\alpha\beta\gamma} A^{\alpha\beta\gamma}.$$  

Since the equations come out in equivalent form regardless whether we begin with $A$ or with $+A$, we find no benefit in switching between alternative descriptions. However, one exception appears in our parameterization of the three-form perturbation in Eqs. (55)–(57),

$$A_{0ij} = a^2(t)\epsilon_{ijk}(\alpha_k + \alpha_k),$$

$$A_{ijk} = a^3(t)\epsilon_{ijk}(X(t) + \alpha_0).$$

To justify calling the components of scalar perturbations in Eqs. (51) and (52), we consider the gauge transformations Eqs. (55)–(57) to see that they indeed transform as if they form a vector. A more direct way to see this is to note that the dual vector is just

$$* A_0 = \frac{1}{a^3} (X + \alpha_0 + 6X\phi),$$

$$* A_i = \frac{1}{a^3} (\alpha_i + \alpha_i).$$

One could have absorbed $6X\phi$ into the definition of $\alpha_0$.
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