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II. A self-consistent Born approach

Jakub K. Sowa,¹,², a) Neill Lambert,³ Tamar Seideman,¹ and Erik M. Gauger⁴

¹) Department of Chemistry, Northwestern University, Evanston, IL 60208, USA
²) Department of Materials, University of Oxford, OX1 3PH Parks Road, Oxford, UK
³) Theoretical Quantum Physics Laboratory, RIKEN Cluster for Pioneering Research, Wako-shi, Saitama 351-0198, Japan
⁴) SUPA, Institute of Photonics and Quantum Sciences, Heriot-Watt University, Edinburgh EH14 4AS, UK

(Dated: 16 January 2020)

Marcus and Landauer-Büttiker approaches to charge transport through molecular junctions describe two contrasting mechanisms of electronic conduction. In previous work, we have shown how these charge transport theories can be unified in the single-level case by incorporating lifetime broadening into the second-order quantum master equation. Here, we extend our previous treatment by incorporating lifetime broadening in the spirit of the self-consistent Born approximation. By comparing both theories to numerically converged hierarchical-equations-of-motion (HEOM) results, we demonstrate that our novel self-consistent approach rectifies shortcomings of our earlier framework which are present especially in the case of relatively strong electron-vibrational coupling. We also discuss circumstances under which the theory developed here simplifies to the generalised theory developed in our earlier work. Finally, by considering the high-temperature limit of our new self-consistent treatment, we show how lifetime broadening can also be self-consistently incorporated into Marcus theory. Overall, we demonstrate that the self-consistent approach constitutes a more accurate description of molecular conduction while retaining most of the conceptual simplicity of our earlier framework.
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I. INTRODUCTION

The vast majority of experimental studies of molecular conduction has been performed in the off-resonant transport regime, that is when the molecular energy levels lie outside the bias window. This regime is nowadays very well understood within the framework of the Landauer-Büttiker approach.\(^1\)\(^-\)\(^3\) Typically, the transmission function, placed at the heart of that approach, is obtained using non-equilibrium Green’s function techniques coupled with density functional theory,\(^4\) often yielding a good match between the predicted and observed behaviour.\(^5\) Over the last few years, however, there has been a growing experimental interest in the resonant transport regime.\(^6\)\(^-\)\(^9\) This regime can be achieved by applying appropriately high bias voltage\(^10\) or by electrostatically gating the molecular structure within the junction.\(^11\)\(^-\)\(^16\) It is well-known that electron-vibrational (and electron-electron) interactions cannot be ignored in this scenario,\(^7\) in contrast to what is often justifiable in the off-resonant regime.\(^17,18\) Consequently, the resonant transport regime often delivers a much richer breadth of phenomena\(^19\)\(^-\)\(^23\) but also constitutes a more formidable theoretical problem.

A number of theoretical approaches to describe vibrational effects in the resonant transport regime of molecular junctions have been developed.\(^17,24\)\(^-\)\(^31\) Several of them deserve a special mention, including the non-equilibrium Green’s function (NEGF) approach of Ref. 32 (building on earlier NEGF efforts\(^33\)\(^-\)\(^36\)) as well as numerically exact hierarchical equation of motion (HEOM) methods.\(^37\)\(^-\)\(^40\) Because of their simplicity, the (second-order) rate-equation and quantum-master-equation techniques also constitute a popular theoretical framework for investigating the phenomena in question.\(^19,41\)\(^-\)\(^45\) Due to their perturbative nature, however, such approaches are typically valid only at relatively high temperatures (or for very weak molecule-lead coupling) in the resonant transport regime.\(^46\) Their applicability can be extended, however, by incorporating lifetime broadening into these theoretical frameworks. This can be done, for instance, by also considering higher-order terms in the perturbative expansion\(^38,41,47\) or by replacing the (free) system propagator (as present within the perturbative theory) with a dressed one.\(^48\)\(^-\)\(^51\)

In earlier work (Ref. 51, henceforth referred to as Part I), some of us have studied a spin-less Anderson-Holstein model within the latter approach. We have shown how lifetime broadening can be introduced into the second-order master equation by replacing the free propagator with an effective one which was obtained by considering the equations of mo-
tion for the relevant fermionic operators. Recently, it has also been shown that the same result can be obtained using a generalised input-output approach.\textsuperscript{52} As we have discussed in our work, however, introducing lifetime broadening in such a way can lead to an overestimation of this effect, especially in the presence of strong electron-vibrational coupling to low-frequency vibrational modes. In order to improve upon our earlier work we here demonstrate how the effective propagator can be obtained in the spirit of the self-consistent Born approximation,\textsuperscript{53} in analogy to what has been previously done in the case of purely electronic quantum transport.\textsuperscript{49,50,54} The superiority of this (non-iterative) self-consistent method (as compared to our earlier efforts) will be demonstrated by comparing both approaches to HEOM calculations.

We organise this work as follows: First, in Section II A, we discuss the model of the molecular junction used in this work. In Section III we next derive a self-consistent expression for the electric current and, in Section IV, discuss its limitations and demonstrate its effectiveness in the case of coupling to a single vibrational mode. In Section V, we consider the high-temperature limit of our self-consistent approach. This yields a Marcus-type theory of transport similar to that derived in Part I, but one in which lifetime broadening is introduced in a self-consistent fashion. We conclude with a brief summary in Section VI.

II. THEORETICAL APPROACH

A. Model

The theoretical model used in this work is identical to the one used by us in Part I, and schematically shown in Fig. 1. Nonetheless, for completeness and convenience, we briefly describe it below. The molecular junction is governed by the following Hamiltonian:

$$ H = H_S + H_{SE} + H_{E} + H_{SB} + H_B. \quad (1) $$

The molecular system is modelled as a single electronic energy level with energy $\varepsilon_0$ and the creation (annihilation) operator $a_0^\dagger (a_0)$:

$$ H_S = \varepsilon_0 a_0^\dagger a_0. \quad (2) $$

The position of this energy level can be altered by applying the gate potential $V_g$: $\varepsilon_0 = \varepsilon_00 - |e|V_g$ where $e$ is the electron charge. This molecular level is coupled to a left (L) and
FIG. 1. Schematic illustration of the system considered in this work. The molecular system comprises a single electronic level which is coupled to two [left (L) and right (R)] metallic electrodes as well as a wider phononic environment. $\gamma_l$ and $\bar{\gamma}_l$ denote rates of electron hopping on and off the molecular system, respectively, see below.

a right (R) fermionic reservoir (lead) which are governed by

$$H_E = \sum_{l=L,R} \sum_{k_l} \epsilon_{k_l} c_{k_l}^\dagger c_{k_l} ,$$

where $c_{k_l}^\dagger$ ($c_{k_l}$) is the creation (annihilation) operator for an electron in the level $k_l$ with energy $\epsilon_{k_l}$ in the lead $l$. The coupling between the molecule and the reservoirs is accounted for by

$$H_{SE} = \sum_{l=L,R} \sum_{k_l} V_{k_l} a_{0}^\dagger c_{k_l} + V_{k_l}^* c_{k_l}^\dagger a_0 ,$$

where $V_{k_l}$ is the electronic coupling strength. The molecular energy level also interacts with its vibrational (phononic) environment modelled as a collection of harmonic oscillators with frequencies $\omega_q$, and lowering and raising operators $b_q$ and $b_q^\dagger$, respectively:

$$H_B = \sum_q \omega_q b_q^\dagger b_q .$$

The electronic-vibrational interactions Hamiltonian is given by

$$H_{SB} = \sum_q g_q a_{0}^\dagger a_0 (b_q^\dagger + b_q) ,$$

where $g_q$ is the coupling constant for the interaction between the molecular energy level and the vibrational mode $q$.

Throughout this work, we will assume that the vibrational environment is thermalised at all times. This constitutes an important approximation which is more likely to be valid for the broader (outer-sphere) background environment and in the limit of relatively weak molecule-electrode coupling (when the time between individual electron transfers between
the leads and the molecular system is longer than the environmental relaxation time), \(^{55}\) see also the discussion below.

B. Numerically converged benchmark

For the numerically exact HEOM calculations we follow closely the treatment used by Schinabeck \textit{et al.} \(^{38,40}\) As mentioned, we assume a thermalised vibrational environment by absorbing the displacement operators \(X\) and \(X^\dagger\) [see Eq. (11) below] into the lead-coupling, and implicitly truncating the resulting correlation functions at second order (see Section 2.7.5 of Ref. 56 for a detailed discussion). In other words we treat the electronic leads exactly, but impose an approximation on the vibrational environment that is consistent with the ones we use in the other approaches in this work. For the leads we use the Padé decomposition of the correlation functions, which is truncated at value \(L_{\text{max}}\) when convergence of the electric current is observed. We must also truncate the number of exponents that arise in the expansion of the vibrational environment correlation function [see Eq. (A3) in the Appendix A], wherein the truncation is performed on the indices of the summation at some value \(u_{\text{max}}\) which gives convergence in the observed results.

III. SELF-CONSISTENT THEORY: DERIVATION

The first step in our derivation of the self-consistent master equation is identical to that presented in Part I. We begin with the Lang-Firsov transformation\(^{57,58}\) which is given by

\[
\tilde{H} = e^G He^{-G},
\]

(7)

where \(G = \sum_q(g_q/\omega_q) a_q^\dagger a_0^\dagger (b_q^\dagger - b_q)\). This transformation removes the electron-phonon coupling term from the Hamiltonian, renormalises the energy of the molecular level, and introduces the displacement operators \(X\) and \(X^\dagger\) into the terms describing the molecule-lead coupling. The polaron-transformed Hamiltonian takes the form:

\[
\tilde{H} = \tilde{H}_S + \tilde{H}_{SE} + H_E + H_B;
\]

(8)

\[
\tilde{H}_S = \tilde{\varepsilon}_0 a_0^\dagger a_0;
\]

(9)

\[
\tilde{H}_{SE} = \sum_{l,k_l} V_{k_l} X^\dagger a_0^\dagger c_{k_l} + V_{k_i} c_{k_l}^\dagger X a_0,
\]

(10)
where $\varepsilon_0 = \varepsilon_0 - \sum_q |g_q|^2/\omega_q$ is the renormalised position of the molecular level, and (for real $g_q$) the displacement operators are given by

$$X^\dagger = \exp \left[ \sum_q \frac{g_q}{\omega_q} (b^\dagger_q - b_q) \right],$$

(11)

and equivalently for $X$.

A. Born-Markov quantum master equation

We first consider the well-known second-order quantum master equation within the Born-Markov approximation ($\hbar = 1$ throughout):\(^{59}\)

$$\frac{d\rho(t)}{dt} = -i[\hat{H}_S, \rho(t)] - \int_0^\infty d\tau \text{Tr}[[\hat{H}_{SE}, \rho(t)]] .$$

(12)

In the above, $\text{Tr}[[\ldots]]$ denotes a trace over all the environmental degrees of freedom, and $\hat{H}_{SE}(\tau) = e^{-iH_0\tau} \hat{H}_{SE} e^{iH_0\tau}$ where $H_0 = \hat{H}_S + H_E + H_B$.

We first simply expand the commutators present in Eq. (12) yielding:

$$\frac{d\rho(t)}{dt} = -i[\hat{H}_S, \rho(t)] - \sum_l \sum_{k_l} \int_0^\infty d\tau \left\{ C^+_{k_l}(\tau) B(\tau) a_0 \mathcal{G}(\tau) \left[ a^\dagger_0 \right] \rho(t) - C^{-*}_{k_l}(\tau) B^*(\tau) a_0 \mathcal{G}(\tau) \left[ a^\dagger_0 \right] \rho(t) \right. + C^{-*}_{k_l}(\tau) B(\tau) a_0 \mathcal{G}(\tau) \left[ a^\dagger_0 \right] \rho(t) - C^+_{k_l}(\tau) B^*(\tau) a^\dagger_0 \mathcal{G}(\tau) \left[ a^\dagger_0 \right] \rho(t) a_0 \right. + C^+_{k_l}(\tau) B^*(\tau) \rho(t) \mathcal{G}(\tau) \left[ a^\dagger_0 \right] a_0 - C^{-*}_{k_l}(\tau) B(\tau) \mathcal{G}(\tau) \left[ a^\dagger_0 \right] a_0 \rho(t)a_0 \right\} .$$

(13)

In the above, we have defined the free (system) propagators:

$$\mathcal{G}(\tau)[A] = e^{-i\hat{H}_S\tau} A e^{i\hat{H}_S\tau} .$$

(14)

The fermionic correlation functions in Eq. (13) are: $C^+_{k_l}(\tau) = |V_{k_l}|^2 \langle c^\dagger_{k_l}(\tau) c_{k_l} \rangle$ and $C^{-*}_{k_l}(\tau) = |V_{k_l}|^2 \langle c_{k_l}(\tau) c^\dagger_{k_l} \rangle$. Assuming that the metallic leads possess a continuum of energy levels, we express them as:

$$\sum_{k_l} C^\pm_{k_l}(t) = \int_{-\infty}^\infty \frac{d\epsilon}{2\pi} \Gamma^\pm_l(\epsilon) e^{\pm i\epsilon t} ,$$

(15)

where $\Gamma^+_l(\epsilon) = \Gamma_l(\epsilon) f_l(\epsilon)$ and $\Gamma^-_l(\epsilon) = \Gamma_l(\epsilon) [1 - f_l(\epsilon)]$. $\Gamma_l(\epsilon) = 2\pi \sum_{k_l} |V_{k_l}|^2 \delta(\epsilon - \epsilon_{k_l})$ is the spectral density for the lead $l$, and $f_l(\epsilon)$ is the Fermi distributions in the lead $l$: $f_l(\epsilon) =$
\( \exp[(\epsilon - \mu_l)/k_BT] + 1 \)^{-1}, where \( \mu_l \) is the corresponding chemical potential. In what follows, we shall take the so-called wide-band limit, i.e. assume a constant density of states in the leads so that \( \Gamma_l(\epsilon) = \Gamma_l = \text{const} \).

Likewise, \( B(\tau) \) in Eq. (13) is the phononic correlation function:

\[
B(\tau) = \langle X(\tau)X^\dagger \rangle .
\]

As previously stated, throughout this work, we shall assume that the vibrational modes are in their thermal equilibrium state at all times. Therefore, the phononic correlation function \( B(t) \) can be written as:

\[
B(t) = \exp \left[ \int_0^\infty d\omega J(\omega) \left( \coth \left( \frac{\beta \omega}{2} \right) \times \left( \cos \omega t - 1 \right) - i \sin \omega t \right) \right] ,
\]

where \( \beta \) is the inverse temperature, \( \beta = 1/k_BT \), and where we have made use of the following definition of the phononic spectral density

\[
J(\omega) = \sum_q |g_q|^2 \delta(\omega - \omega_q)
\]

which describes the distribution of the vibrational modes weighted by the strength of the electron-vibrational coupling.

The effect of the free propagator \( \mathcal{G}(t) \) on the relevant operators can easily be found:

\[
\mathcal{G}(t)[a_0] = a_0 e^{i\bar{\epsilon}_0 t} ; \quad \mathcal{G}(t)[a_0^\dagger] = a_0^\dagger e^{-i\bar{\epsilon}_0 t} .
\]

This yields the second-order (Born-Markov) quantum master equation:

\[
\frac{d\rho(t)}{dt} = -i[H_S, \rho(t)] + \sum_l \left\{ v_l \left( a_0^\dagger \rho(t)a_0 - a_0a_0^\dagger \rho(t) \right) + v_l^* \left( a_0^\dagger \rho(t)a_0 - \rho(t)a_0a_0^\dagger \right) \right. \\
+ \left. \tilde{v}_l \left( a_0 \rho(t)a_0^\dagger - a_0^\dagger a_0 \rho(t) \right) + \tilde{v}_l^* \left( a_0 \rho(t)a_0^\dagger - \rho(t)a_0^\dagger a_0 \right) \right\} ,
\]

where the response functions \( v_l \) and \( \tilde{v}_l \) are given by:

\[
v_l = \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \int_0^\infty d\tau e^{i(\epsilon - \bar{\epsilon}_0)\tau} B(\tau) ;
\]

\[
\tilde{v}_l = \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} [1 - f_l(\epsilon)] \int_0^\infty d\tau e^{-i(\epsilon - \bar{\epsilon}_0)\tau} B(\tau) .
\]

For convenience, in Appendix A we discuss how the Fourier transforms of the phononic correlation functions in Eqs. (22) and (23) can be evaluated.
B. Self-consistent quantum master equation

Similarly to what we have done in the Part I of this work, in order to go beyond the second-order treatment, we go back to Eq. (13) and replace the free propagator $G(t)$ with an effective one, $U(t)$. Replacing $G(t)$ with an effective (interacting) propagator constitutes the crucial ansatz of our derivation. Since this effective propagator will account for the molecule-lead (as well as electron-vibrational) coupling, it will introduce lifetime broadening into our theoretical description and, in principle, also account for the energy shift of the molecular level. Both of these effects are ignored within the conventional Born-Markov treatment. In contrast to our earlier work however, here, we shall obtain $U(t)$ in the spirit of the self-consistent Born approximation. That is, to find the effective propagator $U(t)$ we will make use of the second-order Born-Markov quantum master equation [Eq. (21)] which itself contains the free propagator $G(t)$.

We define $U(t)[a_0] \equiv a_0(t)$ and $U(t)[a_0^\dagger] \equiv a_0^\dagger(t)$ where

$$
\dot{a}_0(t) = -i[H_S, a_0(t)] + \sum_l \left\{ v_l \left( a_0^\dagger(t) a_0(t) - a_0 a_0^\dagger(t) \right) + v_l^* \left( a_0^\dagger(t) a_0(t) - a_0(t) a_0 a_0^\dagger \right) \right\},
$$

and similarly for $a_0^\dagger(t)$. This master equation can be readily solved in the Liouville space yielding:

$$
U(t)[a_0] = a_0(t) = \exp \left( i\tilde{\varepsilon}_0 t - \sum_l (v_l + \tilde{\nu}_l^*) t \right) a_0.
$$

(25)

Analogously, for $a_0^\dagger(t)$ we obtain:

$$
U(t)[a_0^\dagger] = a_0^\dagger(t) = \exp \left( -i\tilde{\varepsilon}_0 t - \sum_l (v_l^* + \tilde{\nu}_l) t \right) a_0^\dagger.
$$

(26)

Unlike the effective propagator in Part I of this work, here the effect of $U(t)$ depends on the value of the bias voltage and the strength of the electron-vibrational interactions, c.f. Refs. 32 and 33.

The remaining steps in the derivation are relatively straightforward. We simply insert the effective propagator analogously to what we have done within the Born-Markov approximation. This self-consistent quantum master equation [which has the form identical to that

---

**PLEASE CITE THIS ARTICLE AS DOI:** 10.1063/1.5143146
of Eq. (21)] is then solved in the steady-state limit yielding the stationary density matrix:

$$\rho_{\text{st}} = \begin{pmatrix} \frac{\gamma_L + \gamma_R}{\gamma_L + \gamma_R + \gamma_L + \gamma_R} & \frac{0}{\gamma_L + \gamma_R + \gamma_L + \gamma_R} \\ \frac{0}{\gamma_L + \gamma_R + \gamma_L + \gamma_R} & \frac{\gamma_L + \gamma_R}{\gamma_L + \gamma_R + \gamma_L + \gamma_R} \end{pmatrix}, \quad (27)$$

in the basis of two relevant charge states and where the rates in the above are:

$$\gamma_l = 2 \Gamma_l \Re \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \int_0^\infty d\tau e^{\imath(\epsilon - \epsilon_0)\tau} e^{-\Phi \tau} B(\tau); \quad (28)$$

$$\bar{\gamma}_l = 2 \Gamma_l \Re \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} [1 - f_l(\epsilon)] \int_0^\infty d\tau e^{-\imath(\epsilon - \epsilon_0)\tau} e^{-\Phi^* \tau} B(\tau). \quad (29)$$

The factor $\Phi$ in Eqs. (28) and (29) is given by:

$$\Phi = \sum_l (\nu_l + \bar{\nu}_l^*) \quad (30)$$

The real part of $\Phi$ determines the amount of lifetime broadening while the imaginary part of $\Phi$ induces renormalisations of the position of the molecular energy level (both of which will generally be bias-dependent).

Finally, we determine the stationary current flowing through the junction. It can be evaluated at either molecule-lead interface (in the steady-state limit the currents flowing through the left and the right interface are equal in magnitude) as $I = e [\gamma_l \rho_{00,\text{st}} - \bar{\gamma}_l \rho_{11,\text{st}}].$ The electric current is therefore, as in the Part I of our work, given by the generic expression:

$$I = e \frac{\gamma_L \bar{\gamma}_R - \gamma_R \bar{\gamma}_L}{\gamma_L + \gamma_R + \bar{\gamma}_L + \bar{\gamma}_R} \quad (31)$$

The only difference between the self-consistent approach developed here and the generalised approach from Part I of this work lies therefore in the factor $\Phi$ [which in Part I was instead given by $\Gamma = (\Gamma_L + \Gamma_R)/2$]. As we shall demonstrate, however, this seemingly small difference can lead to large discrepancies between the behaviour predicted by these two approaches.
IV. SELF-CONSISTENT THEORY: DISCUSSION

A. No vibrational coupling

Let us begin by considering the limit of no vibrational coupling: $J(\omega) = 0$. Then, the phononic correlation function becomes: $B(t) = 1$, and therefore

$$\Phi = \sum_l \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} \int_0^{\infty} d\tau \, e^{i(\epsilon - \epsilon_0)\tau} = \sum_l \Gamma_l \left[ \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} \pi \delta(\epsilon - \epsilon_0) + \mathcal{P} \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} \frac{i}{\epsilon - \epsilon_0} \right] = \sum_l \Gamma_l/2 , \quad (32)$$

where $\mathcal{P}$ denotes the Cauchy principal value. As expected,$^{62}$ in the wide-band limit considered here, the renormalisation of the molecular energy level (imaginary part of $\Phi$) vanishes. The hopping rates are then given by

$$\gamma_l = 2 \text{Re} \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \int_0^{\infty} d\tau e^{i(\epsilon - \epsilon_0)\tau} e^{-\Gamma \tau} , \quad (33)$$

and analogously for $\bar{\gamma}_l$, where we have again defined $\Gamma = \sum_l \Gamma_l/2$. As we have shown in Appendix A of Part I, the overall expression for the electric current then becomes

$$I = e \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} \left[ f_L(\epsilon) - f_R(\epsilon) \right] \frac{\Gamma_L \Gamma_R}{(\epsilon - \epsilon_0)^2 + \Gamma^2} . \quad (34)$$

In the absence of electron-vibrational interactions, therefore, we again recover the conventional Landauer-Büttiker result for charge transport through a single (non-interacting) electronic level.$^{1,35,63,64}$

B. Numerical example: single vibrational mode

In this section we study the performance of our self-consistent quantum master equation (SCQME) approach for modelling transport through molecular junctions. We will also compare its performance to the Born-Markov (BM) quantum master equation (where $\Phi = 0$), the generalised quantum master equation (GQME) from Part I of this work (where $\Phi = \Gamma$), and the numerically-exact HEOM calculations (in which, for consistency, we also assume a thermalised vibrational environment).

For simplicity, we consider the case of coupling to a single molecular vibrational mode, i.e. we set

$$J(\omega) = |g_0|^2 \delta(\omega - \omega_0) , \quad (35)$$
where $\omega_0$ is the frequency and $g_0$ the coupling strength of the mode in question, and apply the bias voltage symmetrically: $\mu_i = \pm |e|V_b/2$.

![Graphs](image.png)

**FIG. 2.** *IV* characteristics calculated using the Born-Markov, GQME, SCQME and HEOM approaches for: $T = 300$ K, $\omega_0 = 0.2$ eV, $g_0 = 0.12$ eV, $\bar{\varepsilon}_0 = 0.228$ eV, and symmetric molecule-lead coupling $\Gamma_L = \Gamma_R = \Gamma$. Number of Padé exponents and the maximum limit in the sum of the vibrational exponent terms in the HEOM calculations: (a) $L_{\text{max}} = 8$, $u_{\text{max}} = 3$; (b) $L_{\text{max}} = 9$, $u_{\text{max}} = 3$.

We first consider the *IV* characteristics obtained using the aforementioned approaches. We begin by considering the case of weak vibrational coupling ($g_0/\omega_0 = 0.6$). As shown in Fig. 2, the GQME and SCQME approaches predict very similar behaviour which closely overlaps with that predicted by the HEOM approach. On the other hand, and as expected, the Born-Markov approach fails to accurately capture the current-voltage characteristics, especially in the case of stronger molecule-lead coupling, i.e. when $\Gamma \gg k_B T$, Fig. 2(b). Given that the GQME and SCQME approaches both yield the exact (Landauer-Büttiker) result in the absence of vibrational coupling, their very good agreement with the HEOM calculations (for relatively small $g_0/\omega_0$) is hardly surprising.

We next to turn to the more challenging regime of strong-vibrational coupling ($g_0/\omega_0 = 2$). As shown in Fig. 3, now the GQME approach very significantly overestimates the amount of lifetime broadening, see Section IV C. In the case of strong electron-vibrational coupling, therefore, the GQME approach fails to correctly describe the *IV* characteristics [often rather spectacularly, as shown in Fig. 3(c)]. Conversely, and perhaps somewhat unexpectedly, in this regime, the Born-Markov approach provides a much better approximation of the
FIG. 3. IV characteristics calculated using the Born-Markov, GQME, SCQME and HEOM approaches for: $T = 300$ K, $\omega_0 = 0.2$ eV, $g_0 = 0.4$ eV, $\bar{e}_0 = 0.25$ eV, and symmetric molecule-lead coupling $\Gamma_L = \Gamma_R = \Gamma$. Number of Padé exponents and the maximum limit in the sum of the vibrational exponent terms in the HEOM calculations: (a) $L_{\text{max}} = 8$, $u_{\text{max}} = 10$; (b) $L_{\text{max}} = 10$, $u_{\text{max}} = 10$; (c) $L_{\text{max}} = 9$, $u_{\text{max}} = 10$.

exact result. The SCQME theory clearly interpolates between the Born-Markov and GQME approaches, and in the case of strong electron-vibrational coupling delivers a result very close to that resulting from the Born-Markov approximation. Consequently, it appears to predict the shape of the IV characteristics relatively well for small to moderate $\Gamma$. The case of concurrently strong electron-vibrational ($g_0/\omega_0 > 1$) and molecule-lead couplings ($\Gamma \gg k_B T$) is considered in Fig. 3(b) and (c). Unsurprisingly none of our perturbative approaches captures the charge transport behaviour in this regime.

Lastly, in Fig. 4, we consider the zero-bias conductance as a function of the gate voltage. These calculations largely support our earlier conclusions. The Born-Markov approach, due to the absence of lifetime broadening, overestimates the height of the conductance peak and underestimates the conductance away from resonance. This is especially pronounced for large $\Gamma$ and weak electron-vibrational coupling. Conversely, the GQME approach underestimates the conductance on resonance and overestimates it off resonance. Once again, it also fails in the case of strong vibrational coupling where it predicts spurious oscillations of the zero-bias conductance (which are clearly an artefact of this approach). The shortcomings of both the Born-Markov and GQME approaches are largely lifted by the self-consistent method developed in this work.
FIG. 4. Zero-bias conductance traces calculated for: $T = 300$ K, $\omega_0 = 0.2$ eV and symmetric molecule-lead coupling $\Gamma_L = \Gamma_R = \Gamma$. The position of the molecular level $\bar{\varepsilon}_0 = -|e|V_g$. Other parameters: (a) $g_0 = 0.12$ eV, $\Gamma = 0.01$ eV; (b) $g_0 = 0.12$ eV, $\Gamma = 0.1$ eV; (c) $g_0 = 0.4$ eV, $\Gamma = 0.01$ eV. Number of Padé exponents and the maximum limit in the sum of the vibrational exponent terms in the HEOM calculations: (a) $L_{\text{max}} = 8$, $u_{\text{max}} = 3$; (b) $L_{\text{max}} = 9$, $u_{\text{max}} = 3$; (c) $L_{\text{max}} = 8$, $u_{\text{max}} = 10$.

To summarise, the Born-Markov approach (which is perturbative in molecule-lead coupling) clearly fails for stronger molecule-lead coupling and generally significantly underestimates the current in the off-resonant regime. On the other hand, the GQME appears to be perturbative in $g_0/\omega_0$. It provides an accurate description of charge transport for small (or zero) $g_0/\omega_0$ but fails in the case of strong electron-vibrational coupling (where it typically overestimates the electric current, especially off resonance). The self-consistent approach developed here interpolates between the above methods and consequently yields relatively accurate results across a much wider range of parameters. We finish by noting that, unlike the hierarchical equations of motion technique, our theory trivially generalises to the case of multi-mode coupling (and indeed to the case of a continuous phononic spectral density) with little additional computational cost.
C. General considerations

Having demonstrated the effectiveness of our self-consistent approach (in the presence of electron-vibrational interactions) on a numerical example, let us discuss the properties of the self-consistent theory in more detail. The expression for the electric current derived in this work has a very similar structure to that derived in Part I. As stated before, the crucial difference between the two approaches is that here the amount of lifetime broadening depends on the strength of electron-vibrational interactions as well as the bias voltage and the position of the molecular energy level. Physically, this accounts for the fact that the broadening associated with a given (electron-vibrational) transition should depend on the probability of this transition taking place.\(^{33}\) For instance, one should expect the overall ground-state-to-ground-state transition to be associated with a much smaller degree of lifetime broadening in the case of strong electron-vibrational coupling than in the absence of electron-vibrational coupling (due to the poor Franck-Condon overlap between the states in the former case\(^ {19,47}\)).

In the limit of high bias voltage or for the molecular energy level lying far away from the Fermi levels of the unbiased leads, it can be easily shown that \(\text{Re}[\nu_i] \to \frac{\Gamma_i}{2}\) and \(\text{Re}[\tilde{\nu}_i] \to 0\) (or vice versa). Then, the damping term, \(\Phi\), in Eqs. (28) and (29) becomes simply: \(\text{Re}[\Phi] \to \Gamma\). In these limits (i.e. in the “deep resonant” and the “deep off-resonant” regimes), the self-consistent approach developed here reduces to the generalised approach derived in Part I.

As stated above, the imaginary part of \(\Phi\) induces a renormalisation of the position of the molecular energy level. Assuming the wide-band approximation, we have shown above that \(\text{Im}[\Phi]\) vanishes in the absence of electron-vibrational interactions. For the case of coupling to individual (undamped) vibrational modes \(\text{Im}[\Phi]\) diverges (see Appendix A). When \(\text{Im}[\Phi]\) converges, we find that it is on the order of \(\Gamma\) and therefore (in the weak-coupling limit which is predominantly of interest here) constitutes a relatively small correction to \(\bar{\varepsilon}_0\). This effect is therefore largely inconsequential to the present discussion.

Lastly, we turn to the limitations of our theory. First, as already briefly discussed, we have assumed that the vibrational environment is thermalised at all times. It is known (and has been demonstrated experimentally\(^ {14}\)) that non-equilibrium vibrational dynamics (especially of intra-molecular vibrational modes) can play an important role in steady-state transport through molecular junctions.\(^ {20}\) Nonetheless, our assumption is expected to be
valid in the case of coupling to a solvent or substrate environment and when molecule-lead interactions are relatively weak. Second, our self-consistent approach was derived based on a (modified) second-order quantum master equation. It is thus expected to be valid in the regime of relatively weak molecule-lead coupling where individual electron transfers between the molecular structure and the metallic leads can be treated as non-adiabatic processes. This approach therefore becomes exact in the limit of weak molecule-lead coupling (i.e. for $\Gamma \to 0$) when it coincides with the conventional second-order theory but also, as we have shown above, in the limit of vanishing electron-vibrational coupling. Conversely, one should indeed expect the self-consistent theory developed here to fail in the case of simultaneously strong electron-vibrational coupling and considerable molecule-lead coupling.

V. MARCUS LIMIT

In Part I of this work, by considering the high-temperature limit, we have shown how lifetime broadening can be introduced into the conventional Marcus theory\textsuperscript{2,65,66} (which itself has been extensively used in the past to model the transport properties of molecular junctions).\textsuperscript{7,55,61,67–70} In what follows, we demonstrate how lifetime broadening can be introduced into Marcus theory in a self-consistent fashion [and thus derive the self-consistent Marcus theory (scMarcus)]. We will then compare it to the conventional Marcus (also known as Marcus-Hush-Chidsey) theory and the generalised Marcus theory (gMarcus) derived in Part I of this work. Both of these alternative theories are for convenience given in Appendix B.

A. Derivation

Similarly as we have done in the Part I of this work, we take the high-temperature limit in the phononic correlation function $B(t)$. In particular, we approximate $\coth(\beta \omega/2) \approx 2/\beta \omega$, and assume a slowly-fluctuating environment: $\sin(\omega t) \approx \omega t$ and $\cos(\omega t) \approx 1 - \omega^2 t^2/2$.\textsuperscript{71,72} Then, the phononic correlation function becomes:

$$B(t) \approx \exp(-\lambda t^2/\beta) \exp(-i\lambda t), \quad (36)$$
where $\lambda$ is the Marcus reorganisation energy:

$$\lambda = \int_0^\infty \frac{d\omega}{\omega} J(\omega) / \omega .$$  \hspace{1cm} (37)$$

Performing the one-sided Fourier transform, we obtain

$$\Phi_M = \sum_l \Gamma_l \left\{ \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) K_+(\epsilon) + \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} [1 - f_l(\epsilon)] K_-^*(\epsilon) \right\} , \hspace{1cm} (38)$$

where $K_+(\epsilon)$ take the form,

$$K_+(\epsilon) = \sqrt{\frac{\pi}{4\lambda k_B T}} \exp \left( -\frac{[(\epsilon - \bar{\varepsilon}_0) \mp \lambda]^2}{4\lambda k_B T} \right) \left\{ 1 \pm i \text{erfi} \left( \frac{(\epsilon - \bar{\varepsilon}_0) \mp \lambda}{\sqrt{4\lambda k_B T}} \right) \right\} . \hspace{1cm} (39)$$

In the above, $\text{erfi}(x)$ denotes an imaginary error function [and the real part of $K(\epsilon)$ has the familiar Gaussian form]. Finally, the hopping rates become:

$$\gamma_l^M = 2 \text{Re} \left[ \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \int_0^\infty d\tau \ e^{i(\epsilon-\bar{\varepsilon}_0-\lambda)\tau} e^{-\Phi_M \tau} e^{-\lambda\tau^2 / \beta} \right] , \hspace{1cm} (40)$$

and similarly for $\tilde{\gamma}_l^M$. Performing the one-sided Fourier transforms leads to:

$$\gamma_l^M = 2 \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \text{Re} \left[ \sqrt{\frac{\pi}{4\lambda k_B T}} \exp \left( \frac{(\Phi_M - i\nu_+)^2}{4\lambda k_B T} \right) \text{erfc} \left( \frac{\Phi_M - i\nu_+}{\sqrt{4\lambda k_B T}} \right) \right] ; \hspace{1cm} (41)$$

$$\tilde{\gamma}_l^M = 2 \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} [1 - f_l(\epsilon)] \text{Re} \left[ \sqrt{\frac{\pi}{4\lambda k_B T}} \exp \left( \frac{(\Phi_M - i\nu_-)^2}{4\lambda k_B T} \right) \text{erfc} \left( \frac{\Phi_M - i\nu_-}{\sqrt{4\lambda k_B T}} \right) \right] , \hspace{1cm} (42)$$

where $\nu_\pm = \epsilon - \bar{\varepsilon}_0 \mp \lambda$ and $\text{erfc}(x)$ is the complementary error function. Similarly to the generalised Marcus theory, therefore, the molecular densities of states take the form of Voigt profiles, see Appendix B. Now, however, the amount of Lorentzian-type broadening depends on the bias voltage and the position of the molecular level:

$$\text{Re}[\Phi_M] = \sum_l \Gamma_l \left\{ \frac{1}{2} + \sqrt{\frac{\pi}{4\lambda k_B T}} \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \times \right.$$  $$\left[ \exp \left( -\frac{[(\epsilon - \bar{\varepsilon}_0) - \lambda]^2}{4\lambda k_B T} \right) - \exp \left( -\frac{[(\epsilon - \bar{\varepsilon}_0) + \lambda]^2}{4\lambda k_B T} \right) \right] \right\} , \hspace{1cm} (43)$$

In contrast to what has been discussed in Section IV B, the renormalisations of the molecular energy level ($\text{Im}[\Phi_M]$) now converge within the wide-band approximation:

$$\text{Im}[\Phi_M] = \sum_l \frac{\Gamma_l}{\sqrt{\lambda k_B T}} \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) \left[ \mathcal{D} \left( \frac{(\epsilon - \bar{\varepsilon}_0) - \lambda}{\sqrt{4\lambda k_B T}} \right) - \mathcal{D} \left( \frac{(\epsilon - \bar{\varepsilon}_0) + \lambda}{\sqrt{4\lambda k_B T}} \right) \right] . \hspace{1cm} (44)$$

where $\mathcal{D}(x)$ denotes the Dawson function. In what follows we shall nonetheless disregard these renormalisations of the molecular energy level which are generally on the order of $\Gamma$ and are largely inconsequential for the subsequent considerations.
We note that in the limit of vanishing reorganisation energy \( \lambda \to 0 \), we once again recover the Landauer-Büttiker expression for the electric current (as demonstrated in Section IV A). On the other hand, if we were to ignore the self-consistent correction introduced here (i.e. set \( \Phi_M = 0 \)) we would trivially recover the conventional Marcus theory. Similarly to the generalised Marcus theory, therefore, this (more sophisticated) self-consistent approach also unifies the Landauer-Büttiker and Marcus-type theories of molecular conduction.

B. Comparison with alternative approaches

We proceed to compare the self-consistent approach developed here with the alternative Marcus-type theories given in Appendix B.

First, using Eq. (38) we can investigate when \( \text{Re} [\Phi_M] \to \Gamma \), that is when the self-consistent theory developed in this work becomes identical to the generalised one developed in Part I. In particular, this is the case whenever \( \mu_l \gg \bar{\varepsilon}_0 + \lambda \) or \( \mu_l \ll \bar{\varepsilon}_0 - \lambda \) for both \( l = L, R \). In other words, \( \text{Re} [\Phi_M] = \Gamma \) in the deep off-resonant regime (i.e. when \( \mu_{L,R} \gg \bar{\varepsilon}_0 + \lambda \) or when \( \mu_{L,R} \ll \bar{\varepsilon}_0 - \lambda \)) and in the deep resonant regime (i.e. when \( \mu_L \gg \bar{\varepsilon}_0 + \lambda \) and \( \mu_R \ll \bar{\varepsilon}_0 - \lambda \) or vice versa). The biggest differences between the gMarcus and scMarcus approaches should therefore be present when the molecular energy level enters the bias window. Furthermore, as discussed above, we note that the two theories become identical in the limit of vanishing reorganisation energy (where they both yield the Landauer-Büttiker expression). One should therefore also expect these two approaches to differ significantly in the case of relatively large \( \lambda \).

In Figs. 5(a, b), we show the IV characteristics calculated using the self-consistent Marcus approach for relatively weak molecule-lead coupling (\( \Gamma \ll k_B T \)) and two different values of the reorganisation energy \( \lambda \). For simplicity, the bias voltage has been again applied symmetrically: \( \mu_i = \pm |e| V_b/2 \). In both cases we observe the usual behaviour: current suppression in the off-resonant regime which is lifted once the molecular level enters the bias window eventually followed by a saturation of the electric current at high bias. Figs. 5(a, b) also show the amount of lifetime broadening (\( \text{Re} [\Phi_M] / \Gamma \)) as a function of the bias voltage. We can see that \( \text{Re} [\Phi_M] \to \Gamma \) at large bias voltage (when the molecular energy level lies deep within the bias window). At low bias voltage, the extent of lifetime broadening depends on the values of \( \bar{\varepsilon}_0 \) and \( \lambda \), and is generally smaller for larger values of reorganisation energy, in
FIG. 5. (a, b) $IV$ characteristics and the amount of lifetime broadening $\text{Re} [\Phi_M] / \Gamma$ as a function of bias voltage. (c,d) $IV$ characteristics on a logarithmic scale obtained using the self-consistent Marcus, generalised Marcus, and conventional Marcus theories. The reorganisation energy: (a,c) $\lambda = 0.3$ eV; (b,d) $\lambda = 0.7$ eV. Other parameters: $\tilde{\varepsilon}_0 = 0.4$ eV, $\Gamma_L = \Gamma_R = 2$ meV, $T = 300$ K.

In accordance with our earlier discussion.

The comparison of the $IV$ behaviour predicted by the self-consistent, generalised and the conventional Marcus theory is shown (on a logarithmic scale) in Figs. 5(c, d). For weaker environmental interactions ($\lambda = 0.3$ eV), the self-consistent Marcus theory will yield results similar to those of the generalised Marcus theory. By contrast, in the case of significantly larger $\lambda$, the generalised Marcus theory significantly overestimates values of the off-resonant electric current, see discussion in Section IV B.

We can also clearly see that, for both values of reorganisation energy, the conventional Marcus theory only correctly captures charge transport in the resonant regime (i.e. for $V_b > 0.8$ eV). This should come as no surprise given that the conventional Marcus theory is only perturbative (to the second order) with respect to the molecular-lead interactions.

It is also interesting to consider the zero-bias conductance predicted by the three approaches discussed here. Once again we consider the behaviour for two different values of
FIG. 6. Zero-bias conductance plotted on a logarithmic scale obtained using the self-consistent Marcus, generalised Marcus, and conventional Marcus theories. The reorganisation energy: (a) $\lambda = 0.1$ eV; (b) $\lambda = 0.4$ eV. Other parameters: $\varepsilon_0 = -|e|V_g$, $\Gamma_L = \Gamma_R = 2$ meV, $T = 300$ K.

the reorganisation energy. As shown in Fig. 6, for the relatively weak environmental coupling ($\lambda = 0.1$ eV) the generalised and self-consistent approaches are in an excellent agreement predicting virtually identical conductance values. Unsurprisingly, the conventional Marcus theory significantly underestimates the electric current off resonance although it is in a good agreement with the remaining approaches around the resonance. Moving to the case of stronger environmental coupling ($\lambda = 0.4$ eV), we can see that the generalised Marcus theory significantly overestimates the width of the conductance peak. The self-consistent theory clearly interpolates between the conventional Marcus theory (with which it is in agreement close to resonance) and the generalised Marcus theory with which it agrees at large gate voltages (i.e. far away from the resonance point).

VI. CONCLUSIONS

In this work, we have studied charge transport through molecular junctions modelled as a single site coupled to a set of vibrational modes. Assuming that the vibrational degrees of freedom remain thermalised at all times, we have derived a semi-analytical expression for the electric current in which lifetime broadening is introduced in a self-consistent fashion. This result improves on the theoretical framework developed in Part I of this work. Considering the case of coupling to a single vibrational mode, we further compared our new self-consistent theory, the generalised theory from Part I of this work, and the conventional Born-Markov
approach, to the results obtained using hierarchical equations of motion. In doing so, we have demonstrated that the self-consistent theory significantly outperforms the considered alternative approaches at relatively little additional (conceptual or computational) cost.

Similarly to what we have done in Part I of this work, we have derived a modified version of the Marcus approach in which lifetime broadening is introduced in a self-consistent fashion. Our self-consistent theory (similarly to the generalised theory which was developed in Part I) also unifies the Marcus and Landauer-Büttiker descriptions of charge transport through molecular junctions (at least for the single-level model system considered here).

We have previously applied the theoretical framework from Part I of this work to study the phenomenon of thermoelectricity\textsuperscript{73} as well as to model experimentally-observed charge transport through zinc porphyrin single-molecule transistors.\textsuperscript{7} Naturally, the self-consistent theory developed here could also be applied in these contexts. Finally, it would be interesting to extend the type of theory developed in Part I and II of this work to longer (multi-site) molecular wires\textsuperscript{43,74,75} (see also the very recent developments in Ref. 52), and to account for vibrational non-equilibrium effects.\textsuperscript{14,20,47,76}
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**Appendix A: Fourier transform of the phononic correlation function**

In order to obtain the effective propagator, it is necessary to evaluate [in Eqs. (22) and (23)] the Fourier transform of the phononic correlation function \( B(\tau) \).

If the vibrational environment comprises a single (undamped) vibrational mode with frequencies \( \omega_0 \), i.e.

\[
\mathcal{J}(\omega) = |g_0|^2 \delta(\omega - \omega_0),
\]  

the relevant Fourier transform must be evaluated analytically. The correlation function can
be written as:

\[ B_0(\tau) = \exp \left\{ \alpha_0 \left[ \coth (\beta \omega_0/2) (\cos \omega_0 t - 1) - i \sin \omega_0 t \right] \right\} , \quad (A2) \]

where, for convenience, we have defined \( \alpha_0 = \left( g_0 / \omega_0 \right)^2 \). It will be convenient to follow Ref. 58 and write the single-mode correlation function as:

\[ B_0(\tau) = \exp \left\{ -\alpha_0 \coth (\beta \omega_0/2) \right\} \sum_{n=\infty}^{\infty} I_n \left( \frac{\alpha_0}{\sinh(\beta \omega_0/2)} \right) e^{n\beta \omega_0/2} e^{-i\tau n \omega_0} , \quad (A3) \]

where \( I_n \) is the modified Bessel function of the first type.

The one-sided Fourier transform of the single mode correlation function, \( B_0 \), is given by

\[
\int_0^\infty d\tau \ e^{i(\epsilon-\bar{\epsilon}_0)\tau} B_0(\tau) = \exp \left\{ -\alpha_0 \coth (\beta \omega_0/2) \right\} \times \sum_{n=-\infty}^{\infty} I_n \left( \frac{\alpha_0}{\sinh(\beta \omega_0/2)} \right) e^{n\beta \omega_0/2} \left\{ \pi \delta(\epsilon-\bar{\epsilon}_0-n \omega_0) + \frac{\pi}{\epsilon-\bar{\epsilon}_0-n \omega_0} \right\} . \quad (A4)
\]

Once inserted into Eqs. (22) and (23), the real part of \( \Phi \) can be trivially found. On the other hand, the imaginary part diverges and will be disregarded henceforth.

Appendix B: Alternative Marcus-type theories of transport

For convenience, here, we outline the conventional Marcus theory and its recently developed generalisation.

1. Conventional Marcus approach

The conventional Marcus (Marcus-Hush-Chidsey) theory describing electron transfer between a metallic lead and a molecular energy level (or \textit{vice versa}) can be obtained as the high-temperature limit of the second-order Born master equation (in the polaron-transformed frame), see Ref. 51 for a detailed discussion. The electron hopping rates within this approach can be written as:

\[
\gamma_l = 2 \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} f_l(\epsilon) K_+ (\epsilon) ; \quad (B1)
\]

\[
\bar{\gamma}_l = 2 \Gamma_l \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} [1 - f_l(\epsilon)] K_- (\epsilon) , \quad (B2)
\]

where \( K_\pm(\epsilon) \) has the familiar Marcus form:

\[
K_\pm(\epsilon) = \sqrt{\frac{4 \pi}{4 \lambda k_B T}} \exp \left( -\frac{[\lambda \mp (\epsilon - \bar{\epsilon}_0)]^2}{4 \lambda k_B T} \right) . \quad (B3)
\]
2. Generalised Marcus theory

In Part I of this work we have also demonstrated how lifetime broadening can be incorporated into the conventional Marcus theory. Within that (generalised Marcus) approach, the hopping rates have the form also given by Eqs. (B1) and (B2) but with $K_\pm(\epsilon)$ given by:

$$K_\pm(\epsilon) = \text{Re} \left[ \sqrt{\frac{\pi}{4\lambda k_B T}} \exp \left( \frac{(\Gamma - i\nu_\pm)^2}{4\lambda k_B T} \right) \text{erfc} \left( \frac{\Gamma - i\nu_\pm}{\sqrt{4\lambda k_B T}} \right) \right], \tag{B4}$$

where $\nu_\pm = \lambda \mp (\epsilon - \bar{\epsilon}_0)$ and $\Gamma$ is again the lifetime broadening, $\Gamma = (\Gamma_L + \Gamma_R)/2$.
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\begin{align*}
\lambda &= 0.1 \text{ eV} \\
\lambda &= 0.4 \text{ eV}
\end{align*}