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ABSTRACT. We prove stability estimates for the isoperimetric inequalities for the first and the second nonzero Laplace eigenvalues on surfaces, both globally and in a fixed conformal class. We employ the notion of eigenvalues of measures and show that if a normalized eigenvalue is close to its maximal value, the corresponding measure must be close in the Sobolev space $W^{-1,2}$ to the set of maximizing measures. In particular, this implies a qualitative stability result: metrics almost maximizing the normalized eigenvalue must be $W^{-1,2}$-close to a maximal metric. Following this approach, we prove sharp quantitative stability of the celebrated Hersch’s inequality for the first eigenvalue on the sphere, as well as of its counterpart for the second eigenvalue. Similar results are also obtained for the precise isoperimetric eigenvalue inequalities on the projective plane, torus, and Klein bottle. The square of the $W^{-1,2}$ distance to a maximizing measure in these stability estimates is controlled by the difference between the normalized eigenvalue and its maximal value, indicating that the maxima are in a sense nondegenerate. We construct examples showing that the power of the distance can not be improved, and that the choice of the Sobolev space $W^{-1,2}$ is optimal.

1. Introduction and main results

1.1. Stability of isoperimetric inequalities. Let $M$ be a compact smooth surface without boundary. Given a conformal class $\mathcal{C}$ on $M$, we set

\begin{equation}
\Lambda_k(M, \mathcal{C}) = \sup_{g \in \mathcal{C}} \bar{\lambda}_k(M, g),
\end{equation}

where $g$ denotes a Riemannian metric, and

\begin{equation}
\bar{\lambda}_k(M, g) = \lambda_k(M, g) \text{Area}(M, g)
\end{equation}

is the $k$-th nonzero normalized Laplace eigenvalue on the Riemannian manifold $(M, g)$. The quantities $\Lambda_k(M, \mathcal{C})$ are sometimes referred to as the conformal spectrum, see [CE03]. We also set

\begin{equation}
\Lambda_k(M) = \sup_g \bar{\lambda}_k(M, g),
\end{equation}

where the supremum runs over all Riemannian metrics $g$ on $M$. It is well-known (see [Kor93, Ha11, KNPP20]) that $\Lambda_k(M) < +\infty$ for all surfaces. Moreover, as was shown for $k = 1$ in [Pet14b] and [MS19], the suprema in
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(1.1) and (1.3) are attained on metrics which are smooth except at a possibly finite number of conical singularities. We say that a metric is \textit{conformally maximal} for the eigenvalue \( \lambda_k \) if it realizes the supremum in (1.1) for the given conformal class \( C \). Similarly, a metric is called \textit{globally maximal} for \( \lambda_k \) if it realizes the supremum in (1.3).

In the present paper we focus on the following question: suppose that \( g \in C \) is a Riemannian metric such that the difference \( \Lambda_1(M,C) - \overline{\lambda}_1(M,g) \) (respectively, the difference \( \Lambda_1(M) - \lambda_1(M,g) \)) is small. In which sense the metric \( g \) is close to a conformally (respectively, globally) maximal metric? In other words, we would like to find an appropriate distance on the space of Riemannian metrics in which the isoperimetric inequalities for \( \lambda_1 \) on surfaces are \textit{stable}. We also discuss some related results for higher eigenvalues, notably for \( k = 2 \). To our knowledge, stability of spectral isoperimetric inequalities have not been previously investigated in a general Riemannian setting.

The prototypical problem of this kind is the stability of the classical (geometric) isoperimetric inequality. It is well-known (see [FMP08] and references therein) that the isoperimetric deficit of a Euclidean domain \( \Omega \) (i.e. the difference \( \text{vol}_{d-1}(\partial\Omega) - \text{vol}_{d-1}(\partial\mathbb{D}) \), where \( \Omega \subset \mathbb{R}^d \) and \( \text{vol}_d(\Omega) = \text{vol}_d(\mathbb{D}) \)) controls the Fraenkel asymmetry of \( \Omega \), i.e. a certain measure of its deviation from a ball. Fraenkel asymmetry also turns out to be the right quantity in the stability results for the Faber–Krahn and Szegő–Weinberger inequalities for Dirichlet and Neumann eigenvalue problems on Euclidean domains. Fraenkel asymmetry can be used as well as a measure of stability for the Brock inequality, stating that the first nonzero Steklov eigenvalue of a Euclidean domain attains its maximum if the domain is a ball. We refer to [BdP16] for a recent overview of these and other spectral stability results in the Euclidean case.

At the same time, as was recently shown in [BuNa20], the Weinstock inequality stating that the disk maximizes the first nonzero Steklov eigenvalue among all simply-connected planar domains of fixed \textit{perimeter} is not stable with respect to Fraenkel asymmetry. However, it is stable with respect to the Sobolev \( W^{-\frac{1}{2},2}(\partial\mathbb{D}) \)-distance between the boundary measures. Here \( \mathbb{D} \) is a unit disk, and to each simply connected domain \( \Omega \) we associate the appropriate boundary measure arising from a conformal map \( \Omega \to \mathbb{D} \).

While this distance a priori does not appear to be natural, it turns out to be indicative of what happens in the case of surfaces.

1.2. \textbf{Eigenvalues of measures.} Let us recall the definition of the eigenvalues corresponding to Radon measures on surfaces. Given a conformal class \( C \) on a surface \( M \), we fix a background metric \( g_C \) with the corresponding Riemannian volume density \( dv_{g_C} \). Let \( \mu \) be a Radon measure on \( M \). Following [KS20] we say that \( \mu \) is \textit{admissible} if the identity map on \( C^\infty(M) \) extends to a compact operator \( W^{1,2}(M, g_C) \to L^2(M, \mu) \); it is easy to check that this property depends only on the conformal class but not on the choice
of a particular background metric. Define

\begin{equation}
\lambda_k(M, C, \mu) = \inf_{E^k_{k+1}} \sup_{0 \neq f \in E_{k+1}} \frac{\int_M |\nabla f|^2 g_C dv_g}{\int_M f^2 d\mu},
\end{equation}

where the infimum is taken over all \((k + 1)\)-dimensional subspaces \(E_{k+1} \subset C^\infty(M)\) which are also \((k + 1)\)-dimensional in \(L^2(M, \mu)\). We refer to \(\lambda_k(M, C, \mu)\) as the \(k\)-th eigenvalue of the measure \(\mu\) in the conformal class \(C\). We also set

\(\bar{\lambda}_k(M, C, \mu) = \lambda_k(M, C, \mu) \mu(M)\).

Let \(g = \rho(x) g_C \in C\) be a Riemannian metric, where \(\rho(x) > 0\) is a smooth conformal factor, and set \(d\mu := dv_g = \rho(x) dv_{g_C}\). Then by the conformal invariance of the Dirichlet energy, the eigenvalues \(\lambda_k(M, C, \mu)\) are precisely the Laplace eigenvalues on the Riemannian manifold \((M, g)\).

This approach goes back to [Kok14], and it has been immensely useful in the study of extremal metrics for Laplace eigenvalues. In particular, it is shown in [KS20] that for \(k = 1, 2\) one has

\[(\lambda^k_1, \mu) = \sup_{\mu} \bar{\lambda}_k(M, C, \mu)\]
where the supremum is taken over all \( f \in C^\infty(M) \). Here \((C^0(M))^*\) denotes the space of all Radon measures, i.e. the dual to the space of continuous functions on \( M \). One of the principal findings of the present paper is that the distance between measures in the space \( W^{-1,2} \) induced by the norm (1.6) can be used to control the stability of isoperimetric inequalities for Laplace eigenvalues on surfaces. Moreover, the choice of this distance is essentially optimal.

Note that for \( g \in \mathcal{C} \) the norm \( W^{1,2}(M, g) \) is not conformally invariant. At the same time, for \( M \neq S^2 \) the group of conformal automorphisms is compact and, moreover, it is known that the set of \( \lambda_1 \)-conformally maximal measures of fixed area is compact as well [Kok14, Section 6.1]. Thus, given a fixed metric \( g \in \mathcal{C} \), one can use the norm \( W^{1,2}(M, g) \) for stability estimates near any \( \lambda_1 \)-conformally maximal metric at the expense of constants depending on \( g \). However, for \( M = S^2 \) the group of conformal automorphisms is not compact and, therefore, by Remark 1.1 neither is the space of \( \lambda_1 \)-conformally maximal metrics. As a result, one has to either be more precise with the choice of the conformally maximal metric or take the action of the conformal group into account, see (1.7) and (1.8) below.

Let us now state the first main result. In what follows, we set \( \lambda_k(S^2, \mu) := \lambda_k(S^2, \mathcal{C}, \mu) \), given that the conformal structure on the sphere is unique.

**Theorem 1.2** (Stability of Hersch’s inequality). Let \( g_0 \) be a round metric of curvature one on \( S^2 \). Then for any admissible measure \( \mu \) on \( S^2 \) such that \( \lambda_1(S^2, \mu) = 2 \), there exists a conformal automorphism \( \Phi \) of \( S^2 \) such that

\[
8\pi - \overline{\lambda}_1(S^2, \mu) \geq 2\|\Phi_\star \mu - dv_{g_0}\|_{W^{-1,2}(S^2, g_0)}^2.
\]

(1.7)

Note that (1.7) can be equivalently rewritten as

\[
8\pi - \overline{\lambda}_1(S^2, \mu) \geq 2\|\mu - dv_{\Phi \star g_0}\|_{W^{-1,2}(S^2, \Phi \star g_0)}^2.
\]

(1.8)

The proof of Theorem 1.2 is presented in subsection 2.2.

**Remark 1.3.** Here and further on, we normalize the measure \( \mu \) by the first eigenvalue. Alternatively, one can normalize the area of \( \mu \): up to a constant factor it yields the same stability estimates, see Remark 2.3 for details.

Note that inequality (1.7) gives a sharp quantitative stability result: the power 2 on the right hand side of (1.7) cannot be replaced by any smaller power, see Proposition 7.2. The choice of the Sobolev \( W^{-1,2} \) norm is sharp as well, see Theorem 7.5 and Remark 1.4 below.

**Remark 1.4** (Stability vs. continuity). It was shown in [GKL20] that the functional \( \mu \mapsto \overline{\lambda}_1(S^2, \mu) \) is continuous in the dual of the Orlicz-Sobolev space \( W^{1,2,-\frac{1}{2}} := W^{1,2,-\frac{1}{2}}(S^2, g_0) \), which lies between \( W^{1,2-\epsilon} \) and \( W^{1,2} \). In particular, it follows that the qualitative stability is impossible in any norm stronger than \((W^{1,2,-\frac{1}{2}})^*\), such as \((W^{1,2-\epsilon})^*\). Indeed, consider \( \mu = dv_{g_0} + \nu \), where \( \nu \) is sufficiently small in \((W^{1,2,-\frac{1}{2}})^*\). Continuity implies that \( 8\pi - \overline{\lambda}_1(\mu) \) is small, whereas the strict inclusion \( W^{1,2-\epsilon} \subset W^{1,2,-\frac{1}{2}} \) allows us to choose
\(\nu\) with arbitrary large norm in \((W^{1,2-\epsilon})^*\), thus contradicting stability. Furthermore, we show in Section 7 that the eigenvalue functional above is not continuous in \(W^{-1,2}\) and is not stable in the space \((W^{1,2-\frac{1}{2}})^*\). It therefore appears that we may have either stability or continuity but not both. This dichotomy seems to be a general phenomenon for spectral isoperimetric inequalities: in particular, it is easy to check that the Dirichlet and Neumann eigenvalues are not continuous with respect to Fraenkel’s asymmetry.

**Remark 1.5 (Stability in the Wasserstein distance).** As was shown in [Pey18], the \(W^{-1,2}\) distance between measures can be bounded below (and under some additional assumptions, can be bounded above as well) in terms of the quadratic Wasserstein distance. Given two unit area measures \(\mu, \nu \in W^{-1,2}(M, g)\),

\[
2 \|\mu - \nu\|_{W^{-1,2}(M, g)} \geq W_2(\mu, \nu) := \inf_{\gamma} \|d_g(\cdot, \cdot)\|_{L^2(M \times M, \gamma)},
\]

where \(\gamma\) is taken among all Borel measures on \(M \times M\) with marginals \(\mu\) and \(\nu\), and \(d_g\) is the distance induced by the metric \(g\).

As a consequence, stability in \(W^{-1,2}\) norm implies stability in the quadratic Wasserstein distance. The Wasserstein distance is one of the most commonly used metrics between measures, notably in the optimal transport theory. In the spectral context it has previously appeared, for instance, in [KBI19, SaSt20].

Let us now state the analogue of Theorem 1.2 for the second nonzero Laplace eigenvalue on the sphere. It was shown in [Na02, Pet14a] that \(\bar{\lambda}_2(S) \leq 16\pi\) with the equality attained in the limit as a maximizing sequence of metrics tends to a disjoint union of identical round spheres. This phenomenon is called “bubbling”, see [NaSi15, Pet18, KNPP20]. In the language of measures it can be viewed as a sum of the Riemannian measure on a round sphere and a Dirac measure (i.e. a bubble) of the same mass.

**Theorem 1.6.** Let \(g_0\) be a round metric of curvature one on \(S^2\). Then for any admissible measure \(\mu\) such that \(\lambda_2(S^2, \mu) = 2\), there exists a conformal automorphism \(\Phi: S^2 \to S^2\) and a point \(p \in S^2\) such that

\[
16\pi - \bar{\lambda}_2(S^2, \mu) \geq c \|dv_{g_0} + 4\pi\delta_p - \Phi_*\mu\|_{(C^1(S^2))^*}^2,
\]

for some constant \(c > 0\). Here \(\delta_p\) is the unit Dirac measure at \(p\), and \((C^1(S^2))^*\) denotes the dual space to \(C^1(S^2)\).

Theorem 1.6 is proved in subsection 5.2. We remark that the constant \(c\) on the right-hand side can be computed explicitly. We also note the stability is proved in the norm of the space \((C^1(S^2))^*\) which is larger than \(W^{-1,2}(S^2, g)\), and hence the stability estimate is weaker. While we do not know whether the choice of the space \((C^1(S^2))^*\) is optimal, due to the presence of Dirac measures the isoperimetric inequality for the second eigenvalue can not be stable in \(W^{-1,2}(S^2, g)\), as \(\delta_p \notin W^{-1,2}(S^2, g)\).
As was shown in [KNPP17], \( \bar{\lambda}_k(\mathbb{S}^2, g) \leq 8\pi k \) for any \( k \geq 2 \), with the equality attained in the limit as a maximizing sequence of metrics tends to \( k \) disjoint identical round spheres (or, equivalently, a sphere with \( k - 1 \) bubbles). It would be interesting to extend the stability result to any \( k \geq 2 \). However, the proof of Theorem 1.6 relies on the min-max energy characterization of maximal metrics (see the key Lemma 2.1) which has been so far proved only for \( k = 1, 2 \) [KS20]. Still, we propose the following

**Conjecture 1.7.** Let \( g_0 \) be a round metric of curvature one on \( \mathbb{S}^2 \). Given \( k \geq 2 \), let \( \mu \) be an admissible measure such that \( \lambda_k(\mathbb{S}^2, \mu) = 2 \). Then there exists a conformal automorphism \( \Phi : \mathbb{S}^2 \to \mathbb{S}^2 \) and \( m \leq k - 1 \) distinct points \( p_1, \ldots, p_m \in \mathbb{S}^2 \) such that

\[
8\pi k - \bar{\lambda}_k(\mathbb{S}^2, \mu) \geq c \left\| dv_{g_0} + \sum_{i=1}^{m} 4\pi \alpha_i \delta_{p_i} - \Phi^* \mu \right\|_{(C^1(\mathbb{S}^2))}^2
\]

for some constant \( c > 0 \) and positive integers \( \alpha_i \) satisfying the condition \( \sum_{i=1}^{m} \alpha_i = k - 1 \).

**Remark 1.8.** The condition \( m \leq k - 1 \) arises since the bubbles can be attached at the same point (or, in a sense, one on top of the other, cf. the “bubble tree” construction in [KNPP20]). Hence the number of distinct points at which the Dirac measures arise may be smaller than \( k - 1 \).

1.4. **Maximal metrics, harmonic maps and minimal surfaces.** In order to provide the context for our results on a general surface \( M \), we recall the connection between isoperimetric eigenvalue inequalities and harmonic maps to spheres. The map \( u : (M, C) \to \mathbb{S}^n \) is called harmonic if it is a critical point of the Dirichlet energy functional

\[
E(u) = \frac{1}{2} \int_M |\text{du}|^2_g \ dv_g
\]

or, equivalently,

\[
\Delta_g u = |\text{du}|^2_g u,
\]

where \( g \in C \) is any metric in the conformal class. The conformal covariance of \( \Delta \) implies \( \Delta_{g_u} u = 2u \), where \( g_u = \frac{1}{4} |\text{du}|^2_g \). Therefore, \( \lambda_k(M, g_u) = 2 \) for some \( k > 0 \) and \( \bar{\lambda}_k(M, g_u) = 2E(u) \). Note that \( g_u \) is smooth outside of finitely many conical singularities at zeroes of \( \text{du} \). We say that the harmonic map \( u : (M, C) \to \mathbb{S}^n \) is a \( \lambda_k \)-conformally maximal map if \( g_u \) is a \( \lambda_k \)-conformally maximal metric or, equivalently, if components of \( u \) are \( \lambda_k \)-th eigenfunctions of \( \Delta_{g_u} \) and \( \Lambda_k(M, C) = 2E(u) \). If \( g \) is a smooth (up to a finite number of conical singularities) \( \lambda_k \)-conformally maximal metric, then \( g = \alpha g_u \) for some constant \( \alpha > 0 \) and a \( \lambda_k \)-conformally maximal harmonic map \( u \), see e.g [ESI08]. For \( k = 1 \) the existence of such metrics is established in [Pet14b]. At the same time, as was shown in [KS20], if \( \mu \) is a \( \lambda_1 \)-conformally maximal admissible measure, then \( \mu = \alpha dv_{g_u} \) for some \( \lambda_1 \)-conformally maximal map \( u \).
An analogous characterization holds for the globally $\tilde{\lambda}_1$-maximal metrics. If $u: M \to \mathbb{S}^n$ is a branched minimal immersion and $\mathcal{C}_u = [u^* g_{\mathbb{S}^n}]$, then $u: (M, \mathcal{C}_u) \to \mathbb{S}^n$ is a harmonic map and $u^* g_{\mathbb{S}^n} = g_u$. We say that a branched minimal immersion $u$ is a $\tilde{\lambda}_k$-maximal map if $g_u$ is $\tilde{\lambda}_k$-maximal metric. Similarly to the maximizers in a fixed conformal class, if $g$ is a smooth (up to a finite number of conical singularities) $\tilde{\lambda}_k$-maximal metric, then $g = \alpha g_u$ for some constant $\alpha > 0$ and a $\tilde{\lambda}_k$-maximal immersion $u$, see [ESI08]. For $k = 1$ the existence of such metrics is established in [MS17].

1.5. Stability in the conformal class. Consider now surfaces other than the sphere. We have the following qualitative stability result for the maximizers of the first Laplace eigenvalue in any conformal class.

**Theorem 1.9.** Let $M \neq \mathbb{S}^2$ be a closed surface with a fixed conformal class $\mathcal{C}$ and $g_\mathcal{C} \in \mathcal{C}$ be a background metric. Let $\mu_j$ be a sequence of admissible measures of unit area, such that $\tilde{\lambda}_1(M, \mathcal{C}, \mu_j) \to \Lambda_1(M, \mathcal{C})$. Then there exists a smooth $\tilde{\lambda}_1$-conformally maximal measure $\mu$ of unit area such that up to a choice of a subsequence $\mu_j \to \mu$ strongly in $W^{-1,2}(M, g_\mathcal{C})$.

Theorem 1.9 is proved in Section 3. We also note that under certain assumptions a similar result can be proved for the second nonzero eigenvalue, see Theorem 5.7.

In order to state the results on the quantitative stability for maximizers of the first eigenvalue we will need the following definition.

**Definition 1.10.** Let $M \neq \mathbb{S}^2$ be a surface. We say that the isoperimetric inequality

\begin{equation}
\tilde{\lambda}_1(M, g) \leq \Lambda_1(M, \mathcal{C})
\end{equation}

in a conformal class $\mathcal{C} = [g]$ on $M$ is quantitatively stable if there exist positive constants $\delta$ and $c$ with the following property: for any admissible measure $\mu$ satisfying $\Lambda_1(M, \mathcal{C}) - \tilde{\lambda}_1(M, \mathcal{C}, \mu) < \delta$, there exists a $\tilde{\lambda}_1$-conformally maximal metric $g_{\text{max}} \in \mathcal{C}$ (possibly with finitely many conical singularities) such that

\begin{equation}
\Lambda_1(M, \mathcal{C}) - \tilde{\lambda}_1(M, g_{\text{max}}) \geq c\|\lambda_1(M, g_{\text{max}}) dv_{g_{\text{max}}} - \lambda_1(M, \mathcal{C}, \mu)\|_{W^{-1,2}(M, g)}^2.
\end{equation}

The theorem below provides a sufficient condition for the quantitative stability of conformal maximizers for the first eigenvalue.

**Theorem 1.11.** Let $(M, g)$ be a surface with a Riemannian metric, possibly with finitely many conical singularities. Suppose there exists a branched minimal immersion $u: M \to \mathbb{S}^n$, $n \geq 3$, by the first eigenfunctions of the Laplacian $\Delta_g$, such that its image is not contained in a totally geodesic submanifold $\mathbb{S}^2 \subset \mathbb{S}^n$. Then the isoperimetric inequality (1.12) is quantitatively stable in the conformal class $\mathcal{C} = [g]$.

Note that $g$ is a globally extremal metric for the first eigenvalue if and only if the corresponding branched immersion by the first eigenfunctions is...
minimal (see [Na96, ESI08]). This is the case, for instance for the standard metric on the real projective plane that gives rise to the Veronese immersion into $S^4$. Note that the conformal maximizer is also a global maximizer in this case, since there is a unique conformal structure on on $\mathbb{R}P^2$. Also, by the results of [ESI00, Na96, JNP06, EGJ06, CKM19], the square and equilateral flat metrics are the only globally extremal metrics for the first eigenvalue on the torus, and the Lawson bipolar $\tilde{\tau}_{3,1}$ surface is the unique extremal metric on the Klein bottle. In all those cases the images of the minimal immersions are spheres of dimension at least three. The following corollary is immediate.

**Corollary 1.12.** The inequality (1.12) is quantitatively stable on the real projective plane, in the conformal classes of the square and equilateral tori, as well as in the conformal class of the unique globally $\lambda_1$-maximal metric on the Klein bottle.

The proof of Theorem 1.11 is given in Section 2.3. In fact, we prove a more general result that also implies stability of the inequality (1.12) in some conformal classes on a torus, for which the conformally maximal metrics for the first eigenvalue are flat [ESIR96], see Proposition 2.10. Moreover, in Section 4 we show that the quantitative stability holds under some conditions on the Jacobi fields along $\bar{\lambda}_1$-conformally maximal harmonic maps, see also Section 1.7 for a discussion.

**Remark 1.13.** The quantitative stability remains open for the conformal class of the Bolza surface on a surface of genus two, since the branched immersion by the first eigenfunctions is in this case into the sphere $S^2$. Moreover, the required condition on the Jacobi fields is not satisfied either, see Example 4.5. Note that the genus two case is particularly difficult from the stability standpoint, because there is a continuous family of maximal metrics, see [JLNN05, NaSh19]; in all examples covered by Corollary 1.12 the conformal maximizers are unique.

1.6. **Stability of global maximizers.** Given a closed surface $M$, denote by $\text{Met}_{\text{can}}(M)$ the space of all constant curvature Riemannian metrics on $M$ of unit area. By the uniformization theorem, $\text{Met}_{\text{can}}(M)$ is in one-to-one correspondence with the space of conformal classes of metrics on $M$. Note that the diffeomorphism group $\text{Diff}(M)$ acts naturally on pairs $(g, \mu) \in \text{Met}_{\text{can}}(M) \times C(M)^*$, by

$$\Phi \cdot (g, \mu) = (\Phi^* g, (\Phi^{-1})_* \mu),$$

such that

$$\bar{\lambda}_k(M, [\Phi^* g], (\Phi^{-1})_* \mu) = \bar{\lambda}_k(M, [g], \mu).$$

It was shown in [MS19] that the equality in the isoperimetric inequality

$$(1.14) \quad \bar{\lambda}_1(M, g) \leq \Lambda_1(M)$$

is attained on any surface $M$ by a metric $g = g_{\text{max}}$ which is smooth possibly except a finite number of conical singularities. The following qualitative stability result holds.

**Theorem 1.14.** Given a sequence $g_j \in \text{Met}_{\text{can}}(M)$ on $M \neq S^2$ and admissible measures of unit area $\mu_j$ such that

$$\lim_{j \to \infty} \lambda_1(M, [g_j], \mu_j) = \Lambda_1(M),$$

there exists a subsequence (un-relabelled) $\{g_j, \mu_j\}$, a sequence of diffeomorphisms $\Phi_j \in \text{Diff}(M)$, and a globally $\lambda_1$-maximizing unit area metric $g_{\text{max}}$ on $M$ conformal to $g_0 \in \text{Met}_{\text{can}}(M)$, such that the pairs $(\tilde{g}_j, \tilde{\mu}_j) := \Phi_j \cdot (g_j, \mu_j)$ satisfy

$$\tilde{g}_j \to g_0 \text{ smoothly}$$

and

$$\tilde{\mu}_j \to dv_{g_{\text{max}}} \text{ strongly in } W^{-1,2}(M, g_0).$$

Theorem 1.14 is proved in Section 6.

Similar to Definition 1.10, let us introduce the notion of the global quantitative stability.

**Definition 1.15.** We say that the isoperimetric inequality (1.14) for the first eigenvalue is *globally quantitatively stable* on a surface $M \neq S^2$ if there exist constants $\delta, C > 0$ with the following property. Given a metric $g \in \text{Met}_{\text{can}}(M)$ and an admissible measure $\mu$ on $M$ satisfying $\bar{\lambda}_1(M, [g], \mu) \geq \Lambda_1(M) - \delta$, there exists a $\lambda_1$-maximizing metric $g_{\text{max}} \in [g_0], g_0 \in \text{Met}_{\text{can}}(M)$, such that

$$\|g - g_0\|_{C^1(g_0)}^2 + \|\lambda_1(M, [g], \mu) - \lambda_1(M, g_{\text{max}}) dv_{g_{\text{max}}}\|_{W^{-1,2}(g_0)}^2 \leq C \left( \Lambda_1(M) - \bar{\lambda}_1(M, [g], \mu) \right).$$

(1.15)

Note that if $\mu = dv_h$ for some metric $h \in [g]$, then (1.15) implies

$$\|\lambda_1(M, h) h - \lambda_1(M, g_{\text{max}}) g_{\text{max}}\|_{W^{-1,2}(M, g_{\text{max}})}^2 \leq C \left( \Lambda_1(M) - \bar{\lambda}_1(M, h) \right).$$

Here and above the $C^1$ and $W^{-1,2}$ distances between metrics are understood in the sense of the corresponding norms on tensors, see Remark 6.2 for a formal definition.

**Remark 1.16.** Since $g, g_0 \in \text{Met}_{\text{can}}(M)$, the $C^1$ norm in the left-hand side can be replaced by $C^k$ norm at the expense of a possibly different constant $C$. Note that the globally maximal metrics for the first eigenvalue are known only for the sphere, the real projective plane, the torus, the Klein bottle and the surface of genus two. The first two cases have already been covered in the previous subsections, since the conformal maximizers coincide with the global ones. The case of the surface of genus two is beyond our reach for the reasons explained in Remark 1.13. At the same time, for the remaining
cases of the torus and the Klein bottle, the quantitative stability of global maximizers can be shown.

**Theorem 1.17.** The isoperimetric inequality (1.14) is globally quantitatively stable on the torus and on the Klein bottle.

Theorem 1.17 is proved in Section 6.

### 1.7. Ideas of the proofs

Our approach to a large extent relies on the characterization of the conformally maximal metrics in terms of the min-max energy of harmonic maps, see [KS20]. Suppose we have an admissible measure $\mu$ on a surface $M$ with a fixed conformal class $C = [g]$, and assume that for some $n \geq 1$ there exists a sphere-valued map $u \in W^{1,2}(M, S^n)$ satisfying a “balancing” assumption, i.e. all of its components are orthogonal to constants in $L^2(M, \mu)$. Consider the Dirichlet energy $E(u)$ of the map $u$ defined by (1.11). It turns out that the difference $2E(u) - \bar{\lambda}_1(M, C, \mu)$ is positive and, moreover, if it is small, then the map $u$ is in an appropriate sense close to being harmonic, and its components are close to being the first eigenfunctions corresponding to $\lambda_1(M, C, \mu)$. This result is proved in Lemma 2.1 which is the key technical statement of the paper. Recall that a map is harmonic if and only if its tension field (see, for instance, [EeSa64] for a definition) vanishes. Informally, Lemma 2.1 states that if $2E(u) - \bar{\lambda}_1(M, C, \mu)$ is small, then the tension field of $u$ is small in the appropriate norm, see Remark 2.2 for further details.

At the same time, as was shown in [KS20], $\mu$ is a conformally maximal measure for the first eigenvalue if and only if it arises from the energy density of a harmonic map $u$ by the first eigenfunctions of $\Delta_g u$, such that

$$2E(u) - \Lambda_1(M, C) = 0. \tag{1.16}$$

In view of this characterization of conformally maximal measures, Lemma 2.1 provides a tool to prove stability estimates. The main challenge is to find for each admissible measure $\mu$ an appropriate balanced sphere-valued map $u$, such that $2E(u) \leq \Lambda_1(M, C)$. This way

$$2E(u) - \bar{\lambda}_1(M, C, \mu) \leq \Lambda_1(M, C) - \bar{\lambda}_1(M, C, \mu)$$

and the stability estimate follows from Lemma 2.1. For particular cases, it is possible to arrange these maps in a **comparison family**, see Definition 2.4. For example, to prove Theorem 1.2 we use Hersch’s lemma: for any measure $\mu$ there exists a balanced conformal automorphism $\Phi: S^2 \to S^2$. Setting $u = \Phi$ and applying Lemma 2.1 yields the result.

A more elaborate argument is required to prove Theorem 1.11. We construct a **canonical** comparison family (see Example 2.5) by composing the minimal immersion $u$ satisfying the assumptions of the theorem with conformal automorphisms of the target sphere $S^n$. Once again, Hersch’s lemma is used to show that for each measure $\mu$ the automorphism can be chosen in such a way that that the resulting map is balanced. The equality in (1.16) is
achieved, because a minimal immersion into a sphere by the first eigenfunctions (which, as was mentioned earlier, yields a \textit{globally} extremal metric for the first eigenvalue) corresponds to a conformally maximal metric. Indeed, by [LY82, ESI86], see also [CKM19, Proposition 3.1], conformal automorphisms reduce the area of minimal surfaces, which equals the energy (since the map is conformal), and the energy in turn provides an upper bound for the normalized first eigenvalue. Moreover, one can show that inside the canonical comparison family, the maximal metric given by the minimal immersion is a \textit{non-degenerate} maximum, and therefore quantitative stability in the sense of (1.13) holds inside the canonical comparison family. Theorem 1.11 then follows by an application of Lemma 2.1.

Intuitively, the quadratic dependence on the right-hand side of the stability estimate (1.13) is of the same nature as the stability of the “model” nondegenerate maximum of the function $f(x) = -x^2$. Note that the assumption in the more general quantitative stability Theorem 4.2 that there are no nontrivial Jacobi fields along a conformally maximal harmonic map is of similar nature: essentially, it provides a certain nondegeneracy condition on the maximum. The same can be said about the assumption on the maximality of the Morse index in the global quantitative stability result presented in Theorem 6.1. Note that for the surface of genus two the maximum is degenerate (see Remark 1.13) and hence the quantitative stability can not be shown by our methods. Still, we believe that the quantitative stability in a conformal class is a rather general phenomenon (see also Remark 4.6):

\textbf{Open problem 1.18.} Let $M$ be a surface of negative Euler characteristic and $C$ be a conformal class such that no $\bar{\lambda}_1$-conformally maximal harmonic map is a conformal branched cover of $S^2$. Show that the inequality (1.12) is quantitatively stable in $C$.

\textit{Remark 1.19.} We suspect that quantitative stability also holds for the conformal class of the Bolza surface and, more generally, for conformal classes with branched covers as $\bar{\lambda}_1$-conformally maximal harmonic maps. For such conformal classes the maximal metric is not unique, and more a appropriate model seems to be that of a “plateau” $f(x) = \min\{1 - |x|, 0\}$. However, new ideas are required to tackle this case.

At the same time, it is possible to obtain a qualitative stability result in full generality. Theorem 1.9 holds in any conformal class on any surface except the sphere (which has been treated separately). The analog of comparison family is constructed using the techniques of [KS20], and the proof of the stability follows the approach of [KNPP20, Section 4]. In particular, we show in Proposition 3.11 that to each conformally maximizing sequence of admissible measures we can associate a sequence of appropriately balanced sphere-valued maps that converge strongly in $W^{1,2}(M, S^n)$ to a $\bar{\lambda}_1$-maximal harmonic map. Along the way we simplify some of the arguments of [KNPP20]; the main novelty here is Proposition 3.9 that allows
to avoid using the language of quasi-open sets, which significantly shortens the proof. The global qualitative stability result, Theorem 1.14, is a relatively straightforward consequence of Theorem 1.9 and the results of [Pet14b, MS19] establishing compactness of the moduli space of conformal classes with $\Lambda_1(M, C)$ sufficiently close to $\Lambda_1(M)$.

The stability of the isoperimetric inequality for the second eigenvalue on the sphere (Theorem 1.6), as well as more general qualitative and quantitative stability results for the second eigenvalue obtained in Section 5 are proved using the same set of ideas. The main difference is that in this case we have to take into account the bubbling phenomenon, which dictates a more careful choice of spaces in which stability estimates are shown, see discussion following Theorem 1.6. Lemma 5.5 is the key new ingredient. It can be seen as a generalization of a non-concentration estimate for $\lambda_1$ [Gir06, Kok14] and could be of independent interest. As we have already noted, our approach is based on the characterization of the conformally maximal metrics via min-max energy, which was proved in [KS20] only for $k = 1, 2$. Since Lemma 2.1 holds for any $k \geq 1$, extending the results of [KS20] to $k > 2$ will open the path to proving stability of isoperimetric inequalities for higher eigenvalues.

1.8. Plan of the paper. The paper is organized as follows. In Section 2 we obtain quantitative stability results for conformally maximal metrics. In particular, we prove the quantitative stability of Hersch’s inequality for the first eigenvalue on the sphere, and introduce the notion of stable comparison families. Qualitative stability of conformally maximal metrics is investigated in Section 3. In Section 4 we revisit the quantitative stability, and show that conformally maximal metrics are quantitatively stable provided the corresponding conformally maximal harmonic maps do not admit non-trivial Jacobi fields. In Section 5 we explore stability for the second Laplace eigenvalue and, in particular, investigate stability of bubbling sequences. Results on global quantitative stability for the first eigenvalue are obtained in Section 6. Finally, Section 7 is concerned with the sharpness of the quantitative stability estimates and the optimality of the choice of the Sobolev space $W^{-1,2}$.
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2. Quantitative stability of conformally maximal metrics I: comparison families

2.1. Key lemma. In this section we assume that \( M \) is a closed surface with a fixed conformal class \( \mathcal{C} \) and a distinguished choice of the background metric \( g \in \mathcal{C} \). To simplify notation, throughout this section we set \( W^{1,2}(M) := W^{1,2}(M, g) \). Consider an admissible measure \( \mu \) on \( M \) with the corresponding map \( T_\mu : W^{1,2}(M) \to L^2(\mu) \) and denote the \( L^2(\mu) \)-normalized eigenfunctions of \( (M, \mathcal{C}, \mu) \) by \( \phi_0 \equiv \frac{1}{\sqrt{\mu(M)}}, \phi_1, \ldots, \phi_k, \phi_i \in W^{1,2}(M) \). In what follows, for \( f \in W^{1,2}(M) \) we write \( \int f \, d\mu \) instead of \( \int T_\mu(f) \, d\mu \) whenever it does not cause confusion. This way the collection \( \{ \phi_0, \phi_1, \ldots \} \) can be considered an orthonormal basis of \( L^2(\mu) \).

**Lemma 2.1.** Let \( u \in W^{1,2}(M, \mathbb{S}^n) \) be a sphere-valued map such that

\[
\int_M \phi_j u \, d\mu = 0 \in \mathbb{R}^{n+1} \text{ for each } 0 \leq j \leq k - 1
\]

for some \( k \in \mathbb{N} \). Then

\[
2E(u) \geq \bar{\lambda}_k(M, \mathcal{C}, \mu)
\]

and for any \( v \in W^{1,2}(M, \mathbb{R}^{n+1}) \),

\[
\int_M \langle du, dv \rangle \, dv_g - \lambda_k(M, \mathcal{C}, \mu) \int_M \langle u, v \rangle \, d\mu \leq \left[ 2E(u) - \bar{\lambda}_k(M, \mathcal{C}, \mu) \right]^{1/2} \| dv \|_{L^2(M)}.
\]

In particular,

\[
\| |du|^2_g \, dv_g - \lambda_k(M, \mathcal{C}, \mu)\|_{(C^0 \cap W^{1,2}(M))^*} \leq \| u \|_{W^{1,2}(M)} [2E(u) - \bar{\lambda}_k(M, \mathcal{C}, \mu)]^{1/2}
\]

Moreover, if \( u \in W^{1,\infty}(M, \mathbb{S}^n) \), then

\[
\| |du|^2_g \, dv_g - \lambda_k(M, \mathcal{C}, \mu)\|_{W^{1,2}(M)} \leq \| u \|_{W^{1,\infty}(M)} [2E(u) - \bar{\lambda}_k(M, \mathcal{C}, \mu)]^{1/2}
\]

**Remark 2.2.** A harmonic map is characterized by vanishing of its tension field. The tension field \( \tau(u) \) of a map \( u : (M, g) \to \mathbb{S}^n \) is given by \( \tau(u) = \Delta_g u - |du|^2_g u \). Combining (2.1) with (2.2) yields

\[
\| \tau(u) \|_{(C^0 \cap W^{1,2}(M))^*} \leq (1 + \| u \|_{W^{1,2}(M)}) [2E(u) - \bar{\lambda}_k(M, \mathcal{C}, \mu)]^{1/2}
\]

Thus, if \( |2E(u) - \bar{\lambda}_k(M, \mathcal{C}, \mu)| \) is small, then the lemma implies that the tension field is small in \( (C^0 \cap W^{1,2}(M))^* \) and, therefore, one can think of \( u \) as an “almost” harmonic map.

**Proof.** Denote by \( Q_k : W^{1,2}(M, \mathbb{R}^{n+1}) \times W^{1,2}(M, \mathbb{R}^{n+1}) \to \mathbb{R} \) the quadratic form

\[
Q_k(v_1, v_2) := \int_M \langle dv_1, dv_2 \rangle \, dv_g - \lambda_k(M, \mathcal{C}, \mu) \int_M \langle v_1, v_2 \rangle \, d\mu.
\]
Letting
\[ V_k := \left\{ v \in W^{1,2}(M, \mathbb{R}^{n+1}) \mid \int_M \phi_j vd\mu = 0 \in \mathbb{R}^{n+1} \text{ for } 0 \leq j \leq k - 1 \right\}, \]
it is clear from the definition of \( \lambda_k(M, C, \mu) \) that \( Q_k \) is positive semi-definite on \( V_k \), and the Cauchy-Schwarz inequality therefore gives
\[ Q_k(v_1, v_2) \leq \sqrt{Q_k(v_1, v_1)} \sqrt{Q_k(v_2, v_2)} \text{ for all } v_1, v_2 \in V_k. \]

Since \( u \in W^{1,2}(M, S^n) \) lies in \( V_k \) by assumption, for any \( v \in W^{1,2}(M, \mathbb{R}^{n+1}) \), decomposing \( v \) as \( v = v_0 + v_1 \) where \( v_1 \in V_k \) and
\[ v_0 = \sum_{j=0}^{k-1} \langle \phi_j, v \rangle_{L^2(\mu)} \phi_j, \]
we see that \( Q_k(u, v_0) = 0 \), so that
\[ Q_k(u, v) = Q_k(u, v_1) \leq \sqrt{Q_k(u, u)} \sqrt{Q_k(v_1, v_1)}. \]

In particular, noting that
\[ Q_k(u, v) = \int_M |du|^2dv_g - \lambda_k(M, C, \mu) \int_M |u|^2d\mu = 2E(u) - \tilde{\lambda}_k(M, C, \mu) \]
(since \( |u| \equiv 1 \)) and
\[ Q_k(v_1, v_1) \leq \int_M |dv_1|^2dv_g \leq \int_M |dv|^2dv_g, \]

it follows that
\[ \int_M \langle du, dv \rangle dv_g - \lambda_k(M, C, \mu) \int_M \langle u, v \rangle d\mu \leq \sqrt{2E(u) - \tilde{\lambda}_k(M, C, \mu)}\|dv\|_{L^2(M)}, \]
as claimed in (2.1).

To obtain (2.3), for any \( \varphi \in W^{1,2}(M) \) one sets \( v = \varphi u \) in (2.1), which is possible due to the fact that \( u \in W^{1,\infty} \) implies \( \varphi u \in W^{1,2}(M, \mathbb{R}^{n+1}) \). Since \( |u|^2 = 1 \), (2.1) reads
\[ (4.2) \]
\[ \int_M \langle d(\varphi u), du \rangle dv_g - \lambda_1(M, C, \mu) \int_M \varphi d\mu \leq \sqrt{2E(u) - \lambda_1(\mu)}\|d(\varphi u)\|_{L^2(M)}. \]

For the left-hand side one has
\[ \int_M \langle d(\varphi u), du \rangle dv_g = \int_M \left( \varphi |du|^2 + \frac{1}{2} \langle d\varphi, d|u|^2 \rangle \right) dv_g = \int_M \varphi |du|^2 dv_g. \]

For the right-hand side one has
\[ \int_M |d(\varphi u)|_g^2 dv_g = \int_M |d\varphi|^2_g + \langle d\varphi, d|u|^2 \rangle + \varphi^2 |du|^2_g dv_g \leq \|u\|_{W^{1,\infty}(M)}^2 \|\varphi\|_{W^{1,2}(M)}^2. \]

Substituting these two expressions into (2.4) yields (2.3)
The proof of (2.2) is similar. One sets \( v = \psi u \), where \( \psi \in C_0 \cap W^{1,2}(M) \). It is easy to see \( v \in W^{1,2}(M, S^n) \). One has the inequality similar to (2.4) with the l.h.s equal to the l.h.s. of (2.2). For the r.h.s. one has
\[
\int_M |d(\psi u)|_g^2 \, dv_g = \int_M |d\psi|_g^2 |u|^2 + (\psi d(\psi), d|u|^2) + \psi^2 |du|_g^2 \, dv_g \leq \|u\|^2_{W^{1,2}(M)} \left( \|\psi\|^2_{C^0(M)} + \|d\psi\|^2_{L^2(M)} \right).
\]

\[\square\]

In the following Lemma 2.1 is applied in the situation, where \( 2E(u) \) is close to \( \Lambda_k(M, C) \), so that the r.h.s. of (2.1) is small when the measure \( \mu \) is almost \( \bar{\lambda}_k \)-conformally maximal. For general conformal classes, the existence of such maps \( u \) satisfying the conditions of Lemma 2.1 is far from obvious. In Section 3.1 we show how the min-max characterization of [KS20] can be applied to this problem. For now, we focus on the particular examples, where the existence can be shown directly.

2.2. Proof of Theorem 1.2. By Hersch’s lemma, there exists a conformal automorphism \( \Phi : S^2 \rightarrow S^2 \) such that
\[
\int_{S^2} \Phi \, d\mu = 0 \in \mathbb{R}^3.
\]

Thus, Lemma 2.1 can be applied with \( k = 1, u = \Phi, g = g_0 \). The rest of the proof is almost identical to the arguments after (2.4). Namely, since \( \Phi \) is smooth, we can set \( v = \varphi \Phi \in W^{1,2}(S^2, \mathbb{R}^3) \). As a result, since \( |\Phi|^2 \equiv 1 \) the inequality (2.1) reads
\[
\int_{S^2} \langle d(\varphi \Phi), d\Phi \rangle \, dv_g - \lambda_1(S^2, \mu) \int_{S^2} \varphi \, d\mu \leq \sqrt{2E(\Phi) - \bar{\lambda}_1(S^2, \mu)\|d(\varphi \Phi)\|_{L^2(S^2)}}.
\]

Furthermore, \( \Phi \) is conformal, so one has
\[
\int_{S^2} \langle d(\varphi \Phi), d\Phi \rangle \, dv_g = \int_{S^2} \varphi |d\Phi|^2_g \, dv_g = 2 \int_{S^2} \varphi \, dv_{\Phi^*g}.
\]

Similarly,
\[
\int_{S^2} |d(\varphi \Phi)|_g^2 \, dv_g = \int_{S^2} |d\varphi|_g^2 + \langle \varphi d(\varphi), d|\Phi|^2 \rangle + \varphi^2 |d\Phi|^2_g \, dv_g
\]
\[
= \int_{S^2} |d\varphi|^2_{\Phi^*g} + 2\varphi^2 \, dv_{\Phi^*g}.
\]

Substituting these two equalities into (2.5) yields
\[
\langle \varphi, 2dv_{\Phi^*g} - \lambda_1(S^2, \mu)\mu \rangle \leq \sqrt{8\pi - \bar{\lambda}_1((S^2, \mu))} \cdot \left( \int_{S^2} (|d\varphi|^2_{\Phi^*g} + 2\varphi^2) \, dv_{\Phi^*g} \right)^{1/2}
\]
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Applying this inequality to both $\varphi$ and $-\varphi$ and taking into account the normalization $\lambda_1(S^2, \mu) = 2$ we arrive at (1.8). The estimate (1.7) is obtained by applying (2.6) directly to $\Phi_\mu$ and noticing that the components of the identity map have vanishing $\Phi_\mu$-average. □

Remark 2.3. As was mentioned in Remark 1.3, one can equivalently normalize the measure $\mu$ by the area instead of the first eigenvalue. Indeed, by Cauchy-Schwarz inequality,

$$|\langle \varphi, dv_{\Phi_\mu} \rangle| \leq \left( 4\pi \int_{S^2} \varphi^2 dv_{\Phi_\mu} \right)^{1/2},$$

and combining this with (2.6) we get that

$$\|\lambda_1(S^2, \mu)\|_{W^{1,2}(S^2)} \leq c_1,$$

for some explicitly computable constant $c_1$. Hence, if $\mu$ has area $4\pi$, from estimate (1.8) and the triangle inequality we obtain

$$\|2\mu - 2dv_{\Phi_\mu}\|_{W^{1,2}(S^2)} \leq \|2dv_{\Phi_\mu} - \lambda_1(S^2, \mu)\|_{W^{1,2}(S^2)} + (2 - \lambda_1(S^2, \mu))\|\mu\|_{W^{1,2}(S^2)} \leq \frac{c_2}{\lambda_1(S^2, \mu)} \sqrt{8\pi - \lambda_1((S^2, \mu))}$$

for some other explicitly computable constant $c_2$. Note that the new normalization was used in the last inequality. Since we are interested in the case when $\lambda_1(S^2, \mu)$ is close to 2, the denominator on the right-hand side may be essentially absorbed in the constant.

2.3. Comparison families. In order to effectively apply Lemma 2.1 to the stability of $\bar{\lambda}_1$-maximal measures it is convenient to have an explicit family of maps in $W^{1,2}(M, S^n)$, such that for any admissible measure $\mu$ there is a member of the family with vanishing $\mu$-average. This way, by inequality (2.3) the stability of a general measure $\mu$ follows from stability properties of the explicit family of absolutely continuous measures. Theorem 1.2 is a particular example of this principle, where the family of maps consists entirely of $\bar{\lambda}_1$-maximal harmonic maps and, as a result, the argument is very straightforward.

Definition 2.4. Let $Z$ be a smooth manifold, possibly with boundary. We say that a family $F \in C^0(Z, W^{1,\infty}(M, S^n))$ is a comparison family if

1. for any admissible measure $\mu$ there exists $z$ such that $\int_M F_z d\mu = 0$;
2. $\max_{z \in Z} E_g(F_z) = \frac{1}{2}\Lambda_1(M, [g]).$

In what follows, we take $Z = \mathbb{R}^{n+1}$.

Example 2.5 (Canonical family). Recall the assumptions of Theorem 1.11: let $(M, g)$ be such that there exists a branched minimal immersion $u: M \to S^n$, $n \geq 3$ by the first eigenfunctions, such that its image is not contained in the equatorial $S^2 \subset S^n$. Let $G_a(x) = \frac{1-|a|^2}{|x+a|^2}(x + a)$, $a \in \mathbb{R}^{n+1}$ be a conformal automorphism of the unit sphere $S^n$. Then the canonical family
\( \{ G_a \circ u \}_{a \in \mathbb{B}^{n+1}} \) is a comparison family. Indeed, property 1) follows from the Hersch’s trick [Her70, ESI86, LY82]. Property 2) is a consequence of the fact that conformal automorphisms decrease the area of minimal surfaces [LY82, ESI86], [CKM19, Proposition 3.1], see also subsection 1.7 for a discussion.

To any comparison family \( F \) one can associate the corresponding comparison family of measures \( \{ |dF_z|_g^2 \ dv_g \}_{z \in Z} \). Note that by (2.3) this family of measures has to contain all \( \lambda_1 \)-maximal measures. In particular, for each \( \lambda_1 \)-maximal measure, it has to contain at least one corresponding \( \lambda_1 \)-maximal harmonic map. Furthermore, (2.3) yields a stability estimate in terms of the distance to the comparison family of measures. In order to obtain the stability of \( \lambda_1 \)-maximal measures the comparison family has to satisfy additional assumptions.

**Definition 2.6.** Let \( F \) be a comparison family. Then \( F \) is called **stable** if the \( \lambda_1 \)-maximal measures are stable in the family \( \{ |dF_z|_g^2 \ dv_g \}_{z \in Z} \) in the following sense. There exists \( C, \delta_0 > 0 \) such that as soon as \( \Lambda_1(M,[g]) - 2E(F_z) \leq \delta_0 \) then \( z \in K \) — a compact subset of \( Z \), and there exists a \( \lambda_1 \)-maximal harmonic map \( u \in F \) satisfying

\[
\| du_z^2 dv_g - |dF_z|_g^2 dv_g \|_{W^{-1,2}(M,g)} \leq C \sqrt{\Lambda_1(M,c) - 2E(F_z)}.
\]

The following theorem is a straightforward application of Lemma 2.1.

**Theorem 2.7.** Let \( c = [g] \) be a conformal class, such that there exists a stable comparison family. Then there exist \( \delta_0, C > 0 \) such that if \( \mu \) is an admissible measure satisfying \( \Lambda_1(M,c) - \lambda_1(M,c,\mu) < \delta_0 \), then there exists a \( \lambda_1 \)-maximal measure \( \mu_0 \) such that

\[
\| \lambda_1(M,c,\mu_0) - \lambda_1(M,c,\mu) \|_{W^{-1,2}(M,g)} \leq C \sqrt{\Lambda_1(M,c) - \lambda_1(M,c,\mu)}.
\]

**Proof.** Let \( F \) be a stable comparison family and let \( \delta_0 > 0, K \subseteq Z \) be as in Definition 2.6. Consider an admissible measure \( \mu \) such that \( \Lambda_1(M,c) - \lambda_1(M,c,\mu) < \delta_0 \) and let \( z \in Z \) be such that \( \int_M F_z \ d\mu = 0 \). By Lemma 2.1 and the definition of a comparison family one has \( \lambda_1(M,c,\mu) \leq 2E(F_z) \leq \delta_0 \) and, in particular, \( z \in K \). Thus, combining (2.7) with (2.3), one has that there exists a \( \lambda_1 \)-maximal measure \( \mu_0 \) such that

\[
\| \lambda_1(\mu_0) - \lambda_1(\mu) \|_{W^{-1,2}} \leq \| \lambda_1(\mu_0) - |dF_z|_g^2 dv_g \|_{W^{-1,2}} + \| |dF_z|_g^2 dv_g - \lambda_1(\mu) \|_{W^{-1,2}} \leq C \sqrt{\Lambda_1(M,c) - 2E(F_z)} + \| F_z \|_{W^{1,\infty}} \sqrt{2E(F_z) - \lambda_1(\mu)} \leq 2(C + \max_{g \in K} \| F_g \|_{W^{1,\infty}}) \sqrt{\Lambda_1(M,c) - \lambda_1(\mu)}.
\]

In this computation we use a simplified notation \( \lambda_1(\mu) := \lambda_1(M,C,\mu) \), and denote by \( C \) different constants. We also note that \( \max_{g \in K} \| F_g \|_{W^{1,\infty}} \) can
be absorbed in the constant because $K$ is compact and $F_y \in W^{1,\infty}(M,\mathbb{S}^n)$, see Definition 2.4. This completes the proof of the theorem. 

In order to apply Theorem 2.7 we need to have examples of comparison families.

**Proposition 2.8.** The canonical family of Example 2.5 is a stable comparison family.

**Proof.** As we discussed in Example 2.5 the conformal automorphisms decrease the area. More precisely, the results in [CKM19, ESI86] imply that the area strictly decreases in the radial direction, i.e. if $\xi \in \mathbb{S}^n$, then $\text{Area}(F_0(M)) > \text{Area}(F_{s\xi}(M)) > \text{Area}(F_{t\xi}(M))$ whenever $0 < s < t < 1$. Moreover, since the family $F_a := \{G_a \circ u\}$ consists of conformal maps, area agrees with energy and, therefore, one has $\Lambda_1(M, c) = 2E(F_0) > 2E(F_{s\xi}) > 2E(F_{t\xi})$ for $0 < s < t < 1$.

We first claim that $a = 0$ is a non-degenerate critical point of $E(F_a)$. This fact is implicitly proved in [CKM19, page 11]; we sketch below a more direct proof for completeness. The explicit formula for $G_a$ yields

$$E(F_a) = \frac{1}{2} \int_M \frac{(1 - |a|^2)^2}{(|a|^2 + 2 \langle F_0, a \rangle + 1)^2} |dF_0|_g^2 dv_g.$$ 

Thus, the Hessian of $E(F_a)$ at $a = 0$ is the quadratic form

$$H_0(v, v) = 4 \int_M (3\langle v, F_0 \rangle^2 - |v|^2) |dF_0|_g^2 dv_g.$$ 

Assume for now that $F_0$ does not have branch points. Let $h = F_0^* g^0$, $h \in [g]$ since $F_0$ is conformal. Denote by $v^i$ the projection of $v$ onto the tangent space of $F_0(M)$, then one has

$$\int_M \langle v, F_0 \rangle^2 |dF_0|_g^2 dv_g =$$

(since $F_0$ is harmonic $\Delta_g F_0 = |dF_0|^2 g F_0 = \int_M (\Delta_g \langle v, F_0 \rangle) \langle v, F_0 \rangle dv_g =$

(integrate by parts) $= \int_M \langle d(v, F_0), d\langle v, F_0 \rangle \rangle g dv_g =$

(conformal invariance) $= \int_M \langle d\langle v, F_0 \rangle, d\langle v, F_0 \rangle \rangle h dv_h =$

$= \int_M |v^i|^2 dv_h = \frac{1}{2} \int_M |v^i|^2 |dF_0|^2_h dv_h = \frac{1}{2} \int_M |v^i|^2 |dF_0|_g^2 dv_g.$

Thus,

$$H_0(v, v) = 4 \int_M (3\langle v, F_0 \rangle^2 - |v|^2) |dF_0|_g^2 dv_g =$$

$= 4 \int_M (\langle v, F_0 \rangle^2 + |v^i|^2 - |v|^2) |dF_0|_g^2 dv_g = -4 \int_M |v^i|^2 |dF_0|_g^2 dv_g \leq 0,$
where $v^\perp$ is a projection of $v$ onto the normal bundle of $F_0(M)$ in $\mathbb{S}^n$. If $F_0$ has branch points, this formula still holds, see [CKM19]. In this case, one can define the tangent plane (and, hence, normal bundle) at branch points as a limit of nearby tangent planes, see [GOR73]. Finally, it is easy to see that $v^\perp \equiv 0$ for some $v$ implies that $F_0(M)$ is contained in an equatorial $\mathbb{S}^2$, see [CKM19, ESI86], which is ruled out by our assumptions. Hence, $H_0(v, v) < 0$ and this completes the proof of the claim.

Since $a = 0$ is a non-degenerate maximum, there exists $C > 0$, $1/2 > r_0 > 0$ such that $|a| < 2r_0$ implies that $E(F_0) - E(F_a) \geq C|a|^2$. Set $\delta_0 = 2Cr_0^2$. This way if $|a| < 2r_0$ and $\Lambda_1(M, [g]) - 2E(F_a) \leq \delta_0$, then $|a| < r_0$. Furthermore, since the energy decreases radially, we have that $\Lambda_1(M, [g]) - 2E(F_a) \leq \delta_0$ implies $|a| < r_0$, i.e. we can take $K = \{|a| \leq r_0\}$ in Definition 2.6.

To show (2.7) we use the explicit formula for $G_a$ to obtain

\[
|\int_{\left]F_0\right]} \varphi \left|\left|dF_0\right|_{g}^2 - |dF_a|_{g}^2\right| \, dv_g = 1 - \frac{1 - |a|^2}{|F_0 + a|^2} \frac{|dF_0|_{g}^2}{|dF_0|_{g}^2} = 4 \frac{(F_0, a)^2 + (F_0, a)|a|^2 + |a|^2}{|F_0 + a|^2} \frac{|dF_0|_{g}^2}{|dF_0|_{g}^2} \leq C'|a||dF_0|_{g}^2,
\]

where in the last step we use $|a| < r_0 < 1/2$ and $|F_0| \equiv 1$. Finally, assume $\Lambda_1(M, [g]) - 2E(F_a) \leq \delta_0$. Then $|a| < r_0$, $1/2\Lambda_1(M, [g]) - E(F_a) = E(F_0) - E(F_a) \geq C|a|^2$ and $\forall \varphi \in W^{1,2}(M, g)$ one has

\[
\left|\int_M \varphi \left|\left|dF_0\right|_{g}^2 - |dF_a|_{g}^2\right| \, dv_g\right| \leq C'|a| \int_M |\varphi||dF_0|_{g}^2 \, dv_g \leq \frac{C'}{\sqrt{2C}} \left(\int_M |dF_0|_{g}^4 \, dv_g\right)^{1/2} \sqrt{\Lambda_1(M, c) - 2E(F_a)} \|\varphi\|_{L^2(M, g)}.
\]

In particular, after relabelling the constants one has

\[
\left|\left|dF_0\right|_{g}^2 \, dv_g - |dF_a|_{g}^2 \, dv_g\right|_{W^{-1,2}(M, g)} \leq C\sqrt{\Lambda_1(M, c) - 2E(F_a)},
\]

i.e. $\{F_a\}$ is a stable comparison family. $\square$

**Proof of Theorem 1.11.** The result then immediately follows from Proposition 2.8 and Theorem 2.7. $\square$

**Remark 2.9.** Let $\Sigma_2$ be a surface of genus 2 and let $C$ be a conformal class of the Bolza surface. Then the only branched minimal immersion by the first eigenfunctions is the hyperelliptic projection $\Pi: (\Sigma_2, c) \to \mathbb{S}^2$. However, the corresponding canonical family is not a stable comparison family, since the energy of all maps in the family equals $8\pi$. Therefore, in order to establish a quantitative stability estimate for $\Lambda_1(\Sigma_2, c)$ one needs to come up with an alternative argument, cf. Remark 1.13.

Consider the following modification of Example 2.5. It turns out that for some harmonic (not necessarily minimal) maps $u$ the associated canonical family is a stable comparison family. Let $\Gamma \subset \mathbb{R}^2$ be a rhombic lattice:
\[ \Gamma = \mathbb{Z}(1,0) \oplus \mathbb{Z}(c,d), \text{ where } 0 \leq c \leq \frac{1}{2}, d > 0 \text{ and } c^2 + d^2 = 1. \]

Let \( g_{c,d} \) be the corresponding flat metric of unit area on \( \mathbb{T}^2 \). It was shown in [ESIR96] that for any \( g \in g_{c,d} \) we have
\[
\lambda_1(\mathbb{T}^2, g) \leq \lambda_1(\mathbb{T}^2, g_{c,d}) = \Lambda_1(\mathbb{T}^2, [g_{c,d}]).
\]

The following proposition holds.

**Proposition 2.10.** The isoperimetric inequality (2.8) is quantitatively stable.

**Proof.** Consider the map \( \Phi_{c,d}: (\mathbb{T}^2, [g_{c,d}]) \to \mathbb{S}^3 \) given by
\[
\Phi_{c,d}(x,y) = \frac{1}{\sqrt{2}} \left( \sin \frac{2\pi y}{d}, \cos \frac{2\pi y}{d}, \sin 2\pi \left( \frac{c}{d}y - x \right), \cos 2\pi \left( \frac{c}{d}y - x \right) \right).
\]

It is proven in [ESIR96] that \( \Phi_{c,d} \) is a \( \bar{\lambda}_1 \)-maximal harmonic map. It is achieved by showing that the conformal automorphisms of \( \mathbb{S}^3 \) decrease the energy and, thus, the associated canonical family \( \{ G_a \circ \Phi_{c,d} \} \) is a comparison family. In particular, it is shown that
\[
\frac{E_{g_{c,d}}(G_a \circ \Phi_{c,d})}{E_{g_{0,1}}(G_a \circ \Phi_{0,1})} = \frac{E_{g_{c,d}}(\Phi_{c,d})}{E_{g_{0,1}}(\Phi_{0,1})}.
\]

Hence all the monotonicity properties of \( E_{g_{0,1}}(G_a \circ \Phi_{0,1}) \) also hold for \( E_{g_{c,d}}(G_a \circ \Phi_{c,d}) \). Since \( \Phi_{0,1} \) is the minimal immersion of the Clifford torus, one has that \( a = 0 \) is the non-degenerate global maximum of \( E_{g_{c,d}}(G_a \circ \Phi_{c,d}) \) and that \( E_{g_{c,d}}(G_a \circ \Phi_{c,d}) \) strictly decreases in the radial direction. One can then follow the proof of Proposition 2.8 to deduce that \( \{ G_a \circ \Phi_{c,d} \} \) is a stable comparison family and, as a result, the quantitative stability estimate holds for the inequality (2.8). \( \square \)

### 3. Qualitative Stability of Conformally Maximal Metrics

#### 3.1. Min-max characterization

The goal of this section is to prove the existence of suitable maps satisfying the conditions of Lemma 2.1. Namely, we have the following proposition.

**Proposition 3.1.** Let \( M \) be a surface with a fixed conformal class \( \mathcal{C} \). Then there exists \( n > 0 \) such that for any admissible measure \( \mu \) there is a map \( u \in W^{1,2}(M, \mathbb{S}^n) \) such that
\[
\int_M u \, d\mu = 0 \in \mathbb{R}^{n+1},
\]
\[
\bar{\lambda}_1(M, \mathcal{C}, \mu) \leq 2E(u) \leq \Lambda_1(M, \mathcal{C}).
\]

In order to prove it we recall the min-max characterization of \( \Lambda_1(M, \mathcal{C}) \) obtained in [KS20, Section 3.1].

For each \( n \geq 2 \) we define the collection \( \Gamma_n(M) \) of continuous families
\[
\mathbb{S}^{n+1} \ni a \mapsto F_a \in W^{1,2}(M, \mathbb{R}^{n+1}) \text{ such that } F_a \equiv a \text{ for } a \in \mathbb{S}^n.
\]
For any $\varepsilon > 0$ and any $u \in W^{1,2}(M, \mathbb{R}^{n+1})$ we further define the $\varepsilon$-energy

$$E_\varepsilon(u) = \frac{1}{2} \left[ \int_M |du_g|^2 + \frac{1}{2\varepsilon^2} (1 - |u|^2)^2 dv_g \right]$$

and the associated min-max quantities

$$\mathcal{E}_{n,\varepsilon}(M,g) = \inf_{F \in \Gamma_n} \sup_{a \in \mathbb{R}^{n+1}} E_\varepsilon(F_a)$$

$$\mathcal{E}_n(M,C) = \lim_{\varepsilon \to 0} \mathcal{E}_{n,\varepsilon}(M,g).$$

**Theorem 3.2 ([KS20]).** There exists $N = N(M,C)$ such that for all $n \geq N$ one has $2\mathcal{E}_n(M,C) = \Lambda_1(M,C)$.

**Proof of Proposition 3.1.** Let $n$ be as in Theorem 3.2. For each $\varepsilon > 0$ let $F^\varepsilon \in \Gamma_n$ be such that $\sup_a E_\varepsilon(F^\varepsilon_a) \leq \mathcal{E}_{n,\varepsilon} + \varepsilon$. By Hersch’s lemma there exists $a_\varepsilon \in \mathbb{R}^{n+1}$ such that $u_\varepsilon := F^\varepsilon_{a_\varepsilon} \in W^{1,2}(M, \mathbb{R}^{n+1})$ satisfies

$$\int_M u_\varepsilon \, d\mu = 0, \quad E(u_\varepsilon) \leq E_\varepsilon(u_\varepsilon) \leq \mathcal{E}_{n,\varepsilon} + \varepsilon \to \mathcal{E}_n,$$

$$\int_M |1 - |u_\varepsilon|| \, dv_g \leq \int_M |1 - |u_\varepsilon|^2| \, dv_g \leq 2\varepsilon (\text{Area}(M,g) E_\varepsilon(u_\varepsilon))^{1/2} \to 0.$$

Thus, there exists a subsequence $u_{\varepsilon_i}$ which converges weakly in $W^{1,2}(M, \mathbb{R}^{n+1})$ and strongly in $L^2(M, \mathbb{R}^n)$ to $u \in W^{1,2}(M, \mathbb{R}^{n+1})$. Since $\mu$ is admissible, the subsequence can be chosen to also converge strongly in $L^2(\mu)$ and, thus,

$$\int_M u \, d\mu = 0.$$

Since $|1 - |u|| \leq |1 - |u_n|| + |u_n - u|$, one also has

$$\int_M |1 - |u|| \, dv_g = 0,$$

and, therefore, $u \in W^{1,2}(M, \mathbb{S}^n)$. Since the energy is upper-semicontinuous with respect to weak convergence in $W^{1,2}$ one has

$$E(u) \leq \lim_{\varepsilon \to 0} E(u_\varepsilon) \leq \mathcal{E}_n = \frac{1}{2} \Lambda_1(M,C),$$

where Theorem 3.2 was used in the last step. Finally, the inequality $2E(u) \geq \tilde{\lambda}_1(M, c, \mu)$ follows from (3.1) and Lemma 2.1. \qed

For the remainder of this section we study the behaviour of almost $\tilde{\lambda}_1$-conformally maximal measures. Let $\mu_\delta$ be a conformally maximizing family of admissible measures, such that $\tilde{\lambda}_1(M,C, \mu_\delta) = \Lambda_1(M,C) - \delta^2$. By Proposition 3.1 there exist corresponding maps $u_\delta \in W^{1,2}(M, \mathbb{S}^n)$ with vanishing $\mu_\delta$-average and $\tilde{\lambda}_1(M,C, \mu_\delta) \leq 2E(u_\delta) \leq \Lambda_1(M,C)$. First, we show that the sequence $u_\delta$ converges strongly in $W^{1,2}(M, \mathbb{S}^n)$ to a $\tilde{\lambda}_1$-conformally maximal harmonic map $u$. Second, we show that the measures $\lambda_1(M,C, \mu_\delta)\mu_\delta$ converge in $W^{-1,2}$ to the $\tilde{\lambda}_1$-conformally maximal measure $|du_g|^2 dv_g$. This constitutes a qualitative stability result for $\Lambda_1(M,C)$. 

3.2. Convergence of $u_\delta$. Our goal in this section is to prove the following.

**Proposition 3.3.** Let $M \neq S^2$. Then, up to a choice of subsequence, $u_\delta$ converge strongly in $W^{1,2}(M, \mathbb{S}^n)$ to a $\lambda_1$-conformally maximal harmonic map $u$.

The proof is heavily inspired by the ideas of [KNPP20] with only slight modifications. Moreover, we provide an additional observation which allows us to simplify some of the technical points in [KNPP20], see Remark 3.10 below.

First of all, up to a choice of a subsequence $u_\delta$ converges weakly in $W^{1,2}(M, \mathbb{S}^n)$ and strongly in $L^2(M, \mathbb{S}^n)$ to some $u \in W^{1,2}(M, \mathbb{S}^n)$. Our goal is to show that the convergence is in fact strong and that $u$ is $\lambda_1$-conformally maximal. We start with the following Lemma.

**Lemma 3.4.** There exists a point $p \in M$ such that up to a choice of a subsequence for any compact $K \subset M \setminus \{p\}$ the sequence $u_\delta|_K$ converges to $u|_K$ strongly in $W^{1,2}(K, \mathbb{S}^n)$.

We present two versions of the proof of this lemma. One is a direct application of the ideas in [KNPP20, Proposition 4.7], but it uses the lesser known notions of quasi-continuous representatives of Sobolev functions and quasi-open sets. The other is a variation of the first proof, where we show that it is possible to use approximation methods in order to avoid appealing to these lesser known concepts.

*First proof of Lemma 3.4.* By inequality (2.1) for any $v \in W^{1,2}(M, \mathbb{R}^{n+1})$ one has

\begin{equation}
\int_M \langle du, dv \rangle dv_g - \lambda_1(M, c, \mu_\delta) \int_M \langle u, v \rangle d\mu_\delta \leq \delta \|dv\|_{L^2(M)}.
\end{equation}

In the remainder of this proof we identify $u_\delta, u$ with their quasi-continuous representatives, see [KNPP20, Section 3].

**Lemma 3.5.** Let $\Omega \subset M$ be open. Let $A \subset \Omega$ be quasi-open and let $\mu$ be an admissible measure on $M$. Suppose that $\phi_\delta \in W^{1,2}(\Omega)$ is such that $\forall f \in W_0^{1,2}(A)$

\begin{equation}
\int_\Omega \langle d\phi_\delta, df \rangle dv_g - \int_\Omega \phi_\delta f \, d\mu \leq C \delta \|df\|_{L^2(M)},
\end{equation}

\begin{equation}
\int_\Omega |df|^2 dv_g - \int_\Omega f^2 \, d\mu \geq 0.
\end{equation}

Then for any $\psi \in W^{1,2}(\Omega)$ such that $(\phi - \psi) \in W_0^{1,2}(A)$ one has

\begin{equation}
\int_\Omega |d\psi|^2 - \int_\Omega \psi^2 \, d\mu \geq \int_\Omega |d\phi|^2 - \int_\Omega \phi^2 \, d\mu - C \delta \|d(\phi - \psi)\|_{L^2(M)}.
\end{equation}
Proof. The inequality (3.4) implies that
\begin{equation}
\int_{\Omega} |d(\phi - \psi)|^2 \, dv_g - \int_{\Omega} (\phi - \psi)^2 \, d\mu \geq 0.
\end{equation}
Moreover, pairing up the inequality (3.3) with \(\phi - \psi\), we obtain
\begin{equation}
\int_{\Omega} \langle d\phi, d(\phi - \psi) \rangle \, dv_g - \int_{\Omega} \phi(\phi - \psi) \, d\mu \leq C\delta \|d(\phi - \psi)\|_{L^2(M)},
\end{equation}
or, equivalently,
\begin{equation}
\int_{\Omega} \langle d\phi, d\psi \rangle \, dv_g - \int_{\Omega} \phi \psi \, d\mu \geq \int_{\Omega} |d\phi|^2 \, dv_g - \int_{\Omega} \phi^2 \, d\mu - C\delta \|d(\phi - \psi)\|_{L^2(M)}.
\end{equation}
Summing up (3.5) and two copies of (3.6) yields
\begin{align*}
\int_{\Omega} |d\phi|^2 + |d\psi|^2 \, dv_g - \int_{\Omega} (\phi^2 + \psi^2) \, d\mu \\
\geq 2 \int_{\Omega} |d\phi|^2 \, dv_g - \int_{\Omega} \phi^2 \, d\mu - 2C\delta \|d(\phi - \psi)\|_{L^2(M)}.
\end{align*}
Rearranging the terms completes the proof.

**Definition 3.6.** We say that the point \(p\) is good if there exists an open neighbourhood \(\Omega_p\) and a subsequence \(\delta_m \to 0\) such that \(\forall f \in W^{1,2}_0(\Omega_p)\)
\begin{equation}
\int_{\Omega_p} |df|^2 \, dv_g - \lambda_1(M, c, \mu_{\delta_m}) \int_{\Omega_p} f^2 \, d\mu_{\delta_m} \geq 0.
\end{equation}
Otherwise, we say that the point \(p\) is bad.

The following is essentially [KNPP20, Proposition 4.6]. The proof is the same.

**Proposition 3.7.** There is at most one bad point.

The following is an adaptation of [KNPP20, Proposition 4.7]

**Proposition 3.8.** Let \(p\) be a good point. Then there exists a neighbourhood \(U_p\) and a sequence \(\delta_m \to 0\) such that \(u_{\delta_m} \to u\) strongly in \(W^{1,2}(U_p)\).

**Proof.** The proof follows closely that of [KNPP20, Proposition 4.7]. We outline the main steps below.

Let \(\delta_m\) be the sequence as in Definition 3.6 and set \(u_{\delta_m} = u_m, \mu_{\delta_m} = \mu_m\).
After a choice of a subsequence, the energy measures \(|du_m|^2 \, dv_g\) converge weakly in \((C^0)^*\) to a Radon measure \(\nu\). Arguing by contradiction, we may assume that \(p\) is in the support of the defect measure \(d\nu - |du|^2 \, dv_g\). In particular, we can choose \(B_r(p) \subset B_R(p) \subset \Omega_p\) and \(\varepsilon > 0\) such that
\begin{equation}
\nu(B_r(q)) - \int_{B_r} |du|^2 \, dv_g > 2\varepsilon.
\end{equation}
Furthermore, by passing to a subannulus of \( A_{r,R} := B_r(p) \setminus B_r(p) \) if necessary we may assume that for all large enough \( m \) one has

\[
\int_{B_r} |du_m|^2 \, dv_g \geq \int_{B_R} |du|^2 \, dv_g + \varepsilon
\]

which contradicts (3.7).

\[
\mu_m(A_{r,R}) \leq \frac{\varepsilon}{9N\Lambda_1(M,c)},
\]

where \( N \) was defined in Theorem 3.2.

The rest of the proof is almost identical to [KNPP20, pp. 25-26, after (C4)]. We apply [KNPP20, Corollary 3.12] to each component \( u_m^i, u^i \). This yields sequence \( u_m^i, u^i \), such that \( w_m^i \to u \) in \( W^{1,2}(B_R) \cap L^\infty \) and \( w_m^i > u_m^i \) on \( \partial B_r \); \( w_m^i < u_m^i \) on \( \partial B_R \). This allows us to apply [KNPP20, Lemma 3.10] to get a quasi-open \( B_r \subset A_m^i \subset B_R \) such that \( w_m^i - u_m^i \in W_0^{1,2}(A_m^i) \), which in turn allows to apply Lemma 3.5 with \( A = A_m^i, \phi = u_m^i, \psi = w_m^i \) and \( \mu = \lambda_1(\mu_m)\mu_m \). Note that the definition of a good point is chosen precisely so that the non-negativity hypothesis (3.4) of Lemma 3.5 is satisfied. All this results in the following inequality

\[
\int_{A_m^i} |dw_m^i|^2 dv_g - \lambda_1(\mu_m)(w_m^i)^2 d\mu_m \geq \int_{A_m^i} |dw_m^i|^2 dv_g - \lambda_1(\mu_m)(u_m^i)^2 d\mu_m - C\delta_m,
\]

where in the last step we used that both \( u_m^i \) and \( w_m^i \) are uniformly bounded in \( W^{1,2} \cap L^\infty \), so that the correction term involving \( \|d(u_m^i - w_m^i)\|_{L^2(M)} \) can be absorbed in \( C \). Rearranging the terms yields

\[
\int_{B_R} |dw_m|^2 dv_g - \lambda_1(\mu_m) \int_{A_m^i} (w_m^i)^2 - (u_m^i)^2 d\mu_m \geq \int_{B_r} |dw_m|^2 dv_g - C\delta_m
\]

Since \( \|(w_m^i)^2 - (u_m^i)^2\| \) is bounded in \( L^\infty \) by 3, by condition (3.8), we can replace the domain of integration in the middle term by \( B_R \) with a loss of at most \( \frac{1}{3N} \). Then, summing up for all \( i \) yields

\[
\int_{B_R} |dw_m|^2 dv_g - \lambda_1(\mu_m) \int_{B_R} |w_m|^2 - |u_m|^2 d\mu_m + \frac{\varepsilon}{3} \geq \int_{B_r} |dw_m|^2 dv_g - C\delta_m
\]

Furthermore, since \( w_m \to u \) in \( W^{1,2} \cap L^\infty \) and \( \delta_m \to 0 \), so for large enough \( m \) one has

\[
\int_{B_R} |du|^2 dv_g - \lambda_1(\mu_m) \int_{B_R} |u|^2 - |u_m|^2 d\mu_m + \frac{2\varepsilon}{3} \geq \int_{B_r} |du_m|^2 dv_g
\]

Finally, recalling that \( |u_m|^2 = |u|^2 = 1 \) we obtain that the integrand in middle term vanishes, so

\[
\int_{B_R} |du|^2 dv_g + \frac{2\varepsilon}{3} \geq \int_{B_r} |du_m|^2 dv_g,
\]

which contradicts (3.7). \( \square \)
To complete the proof for a fixed compact $K$, one applies the previous proposition on the finite subcover of $K$. To show that there is a subsequence independent of the choice of $K$, one uses Cantor diagonal process on the countable compact exhaustion of $M \setminus \{p\}$.

Second proof of Lemma 3.4. The functions in $W^{1,2}(M)$ are only defined up to a measure zero set. As a result, in order to talk about fine properties of such functions one has to introduce the machinery of quasi-continuous representatives and quasi-open sets. If we could ensure that our maps $u_\delta$, $u$ are a priori continuous, there would be no need for quasi-continuous representatives and the quasi-open sets $A^\delta_m$ would simply be open (recall that quasi-open sets arise in the proof as superlevel sets of quasi-continuous functions). We show, in fact, that $u_\delta$ can be approximated by smooth maps and that $u$ is a priori smooth.

Recall that by [SU83, Section 4] smooth sphere-valued maps are dense in $W^{1,2}(M^2, S^n)$. Furthermore, since $u_\delta$ satisfy (3.2) and the map $W^{1,2} \to L^2(\mu_\delta)$ is bounded it is possible to find $w_\delta \in C^\infty(M, S^n)$ such that

$$
\int_M \langle dw_\delta, dv \rangle \, dv_g - \lambda_1(M, C, \mu_\delta) \int_M \langle w_\delta, v \rangle \, d\mu_\delta \leq 2\delta \| dv \|_{L^2(M)}^2
$$

and $\| u_\delta - w_\delta \|_{W^{1,2}} \to 0$ as $\delta \to 0$. Since (3.2) is the only property of $u_\delta$ used in the first proof and the strong convergence of $u_\delta$ is equivalent to the strong convergence of $w_\delta$, it is sufficient to show Lemma (3.4) for smooth maps $w_\delta$.

It turns out that $u$ is automatically harmonic and, in particular, smooth. Indeed, since Lemma 2.1 implies that the maps $u_\delta$ form a Palais–Smale-type sequence for the energy functional on sphere-valued maps, this should follow from a variant of the results in [Be93]. In our setting, however, it is possible to give a simple self-contained proof, via the following proposition.

**Proposition 3.9.** Let $u_j : (M, g) \to \mathbb{B}^{n+1}$ be a sequence of maps with $E_g(u_j) \leq E_0$ and $\nu_j \geq 0$ be such that

$$
Q(u_j)(v) := \int_M \langle du_j, dv \rangle \, dv_g - \lambda_1(M, C, \mu_\delta) \int_M \langle u_j, v \rangle \, d\mu_\delta \leq \epsilon_j \| dv \|_{L^2(M)}
$$

for all $v \in W^{1,2}(M, \mathbb{R}^{n+1})$, where $\epsilon_j \to 0$. Assume further that $u_j$ converge weakly in $W^{1,2}$ to a map $u \in W^{1,2}(M, S^n)$. Then $u$ is harmonic.

**Proof.** Given a map $w : (M, g) \to \mathbb{B}^{n+1}$ and $1 \leq a < b \leq n + 1$, consider the 1-form

$$
\alpha^{ab}(w) := w^a \, dw^b - w^b \, dw^a.
$$

It’s not hard to check that if $w$ is a map to the sphere, then $w$ is harmonic if and only if the codifferential $\delta_g(\alpha^{ab}(w)) = 0$ for all $a$ and $b$ [Hel02, Section 3.5].
One has that $\forall \varphi \in C^\infty(M)$

$$\int_M \langle \alpha^{ab}(w), d\varphi \rangle \, dv_g = \int_M \langle dw^b, w^a d\varphi \rangle - \langle dw^a, w^b d\varphi \rangle \, dv_g$$

$$= \int_M \langle dw^b, d(w^a \varphi) \rangle - \langle dw^a, d(w^b \varphi) \rangle \, dv_g$$

$$= Q(w)(w^a \varphi e_b) - Q(w)(w^b \varphi e_a),$$

where $e_a, e_b$ are the corresponding base vectors in $\mathbb{R}^{n+1}$. Here the notation $w^a \varphi e_b$ is used to denote a function $M \to \mathbb{R}^{n+1}$ with the $b$-th component equal to $w^a \varphi$ and all other components equal to zero. Thus, for maps $u_j$ satisfying (3.10), one has

(3.11)

$$\int_M \langle \alpha^{ab}(u_j), d\varphi \rangle \, dv_g \leq \epsilon_j \|d(\varphi u_j)\|_{L^2} \leq C \epsilon_j (\|d\varphi\|_{L^2} + \|\varphi\|_{C^0} \|du_j\|_{L^2}).$$

Up to a choice of a subsequence one can additionally assume that the convergence $u_j \to u$ is strong in $L^2$. Then for the limiting map $u$ one has the following

$$\int_M \langle u_j^a d_j^b - u^a d^b, d\varphi \rangle \, dv_g = \int_M \langle (u_j^a - u^a) d_j^b + u^a d(u_j^b - u^b), d\varphi \rangle \, dv_g =$$

$$= \int_M (u_j^a - u^a) \langle d_j^b, d\varphi \rangle + (u_j^b - u^b) (u^a \Delta \varphi - \langle d\varphi, du^a \rangle) \, dv_g \leq$$

$$\leq \|u_j - u\|_{L^2}(\|du_j\|_{L^2} \|d\varphi\|_{L^\infty} + \|du\|_{L^2} \|d\varphi\|_{L^\infty} + \|\Delta \varphi\|_{L^2}) \leq$$

$$\leq \|u_j - u\|_{L^2} (2E_0^{1/2} \|d\varphi\|_{L^\infty} + \|\Delta \varphi\|_{L^2}),$$

and the right-hand side clearly vanishes as $j \to \infty$ for fixed $\varphi \in C^\infty(M)$, since $u_j \to u$ in $L^2$. Combining this with (3.11), it’s clear that $\delta_g(\alpha^{ab}(w)) = 0$ for all $a, b$, so $u : M \to S^n$ is indeed a harmonic map.

The rest of the proof proceeds as before, only now all quasi-open sets can be assumed to be open.

Remark 3.10. Proposition 3.9 also allows to remove the necessity for quasi-open sets in [KNPP20]. There, one has a sequence of maps $\phi_{N_m,k}$ by eigenfunctions to the closed ball $\mathbb{B}^{n+1}$ such the limiting map $\phi_k$ is a map to the sphere $S^n$. In particular, elliptic regularity implies that the maps $\phi_{N_m,k}$ are continuous and the reason quasi-open sets appeared is that it is not clear that the limiting map $\phi_k$ is also continuous. However, Proposition 3.9 ensures that $\phi_k$ is smooth and, as a result, it allows for some simplifications in the proofs of [KNPP20, Section 4].

Proof of Proposition 3.3. Again, up to a choice of a subsequence, we can assume that the measures $|du_{\delta_g}|^2 \, dv_g$ converge in $\ast$-weak topology. Let us denote the limit by $\mu$. Lemma 3.4 implies that

$$\mu = |du|^2 \, dv_g + w \delta_p.$$
for some \( w \geq 0 \).

First, we claim that after a further choice of a subsequence \( \nu_\delta := \lambda_1(\mu_\delta) \mu_\delta \rightharpoonup \star \mu \). Indeed, assume that \( \nu_\delta \rightharpoonup^* \nu \). Then since \( u_\delta \) are uniformly bounded in \( W^{1,2}(M, S^n) \) the inequality (2.2) implies that \( \forall \varphi \in C^1(M) \) one has
\[
\int_M \varphi \, d\nu = \int_M \varphi \, d\mu.
\]
Then since \( C^1(M) \) is dense in \( C^0(M) \) for any \( \psi \in C^0(M) \) there exists a sequence \( \varphi_k \in C^1(M) \) such that \( \varphi_k \to \psi \) in \( C^0(M) \) and thus
\[
\int_M \psi \, d\mu = \lim_{k \to \infty} \int_M \varphi_k \, d\mu = \lim_{k \to \infty} \int_M \varphi_k \, d\nu = \int_M \psi \, d\nu,
\]
i.e. \( \mu = \nu \).

Second, we claim that \( w = 0 \). By [Kok14, Proposition 1.1] the eigenvalues are upper-semicontinuous with respect to \( \rightharpoonup^* \)-weak convergence. Since \( \nu_\delta(M) \to \mu(M) \) one has
\[
(3.12) \quad \bar{\lambda}_1(M, C, \mu) \geq \lim_{\delta \to 0} \bar{\lambda}_1(M, C, \nu_\delta) = \bar{\lambda}_1(M, C, \mu_\delta) = \Lambda_1(M, C).
\]
At the same time, if \( |du|^2 \) \( \neq 0 \) and \( w \neq 0 \), then by [Kok14, Lemma 2.1] one has \( \bar{\lambda}_1(M, C, \mu) = 0 \), which contradicts (3.12). If \( |du|^2 \equiv 0 \), then by [Kok14, Lemma 3.1] one has \( \Lambda_1(M, C) = \lim_{\delta \to 0} \bar{\lambda}_1(M, C, \mu_\delta) = 8\pi \). This is in contradiction with Petrides’ rigidity result [Pet14b], which states that for \( M \neq S^2 \) one has \( \Lambda_1(M, C) > 8\pi \). Thus, the only remaining option is \( w = 0 \).

The rest of the proof easily follows. If \( w = 0 \), then \( |du_\delta|^2 \, dv_g \rightharpoonup^* |du|^2 \, dv_g \), i.e. \( u_\delta \) converges strongly in \( W^{1,2}(M, S^n) \) to \( u \). By Proposition 3.9 \( u \) is harmonic, therefore, \( \mu \) is admissible and \( \bar{\lambda}_1(M, C, \mu) \leq \Lambda_1(M, C, \mu) \). Combining with (3.12) one has \( \bar{\lambda}_1(M, C, \mu) = \Lambda_1(M, C) \), therefore, \( \mu \) is \( \bar{\lambda}_1 \)-conformally maximal and, as a result, \( u \) is a \( \bar{\lambda}_1 \)-conformally maximal harmonic map.

### 3.3. Convergence of \( \mu_\delta \)

We have already seen in the proof of Proposition 3.3 that \( \mu_\delta \rightharpoonup^* \)-weakly converge to a \( \bar{\lambda}_1 \)-conformally maximal measure.

In this section we show how to improve this convergence to a strong \( W^{-1,2} \)-convergence.

**Proposition 3.11.** Let \( \mu_\delta \) be an admissible measure with \( \bar{\lambda}_1(M, C, \mu_\delta) \geq \Lambda_1 - \delta^2 \), and let \( u_\delta : M \to S^n \) be a map with vanishing \( \mu_\delta \)-average such that \( 2E(u_\delta) \leq \Lambda_1(M, C) \). If \( u : M \to S^n \) is a \( \bar{\lambda}_1 \)-conformally maximal harmonic map, then there exists \( C, \delta_0 > 0 \) depending only on \( n, (M, C) \) and \( \|du\|_{L^\infty} \) such that
\[
\|\lambda_1(M, c, \mu_\delta) \mu_\delta - |du|^2 \, dv_g\|_{W^{-1,2}(M,g)} \leq C(\|u - u_\delta\|_{W^{1,2}(M,g)} + \delta).
\]
whenever \( \|u - u_\delta\|_{W^{1,2}(M,g)} + \delta \leq \delta_0 \).

**Remark 3.12.** If \( M \neq S^2 \), then the space of \( \bar{\lambda}_1 \)-maximal maps \( u \) is compact in \( C^\infty \)-topology [Kok14, Theorem E1] and, thus, the dependence on \( \|du\|_{L^\infty} \) can be eliminated.
Thus, adding $\lambda v$ for all $v$. Thus, it follows that

$$
\int_M |d\mu|^2(u,v)dv - \int_M \langle d\mu, dv \rangle dv \geq C \int_M \langle u, v \rangle d\mu.
$$

Combining this with Lemma 2.1, it follows that

$$
\int_M |d\mu|^2(u,v)dv - \lambda_1(\mu) \int_M \langle u, v \rangle d\mu \geq C \int_M \langle u, v \rangle d\mu,
$$

Let us define the average

$$
\langle u \rangle_\delta := \frac{1}{\mu_\delta(M)} \int_M ud\mu_\delta = \frac{1}{\mu_\delta(M)} \int_M (u - \bar{u})d\mu_\delta,
$$

Set $v = (u^i - u^i_\delta)u_\delta$, then one has

$$
\left\| dv \right\|^2_{L^2} \geq 2 \left( \|d(u^i_\delta - u^i)\|^2_{L^2} + \|u^i - u^i_\delta\|_{L^\infty} \|d\mu_\delta\|^2 \right) \leq C,
$$

where we used $2E(u^i_\delta) \leq \Lambda_1(M, C)$ and $|u|^2 = |u_\delta|^2 = 1$. Similarly,

$$
\int_M |d\mu|^2(u,v)dv \leq C \left\| d\mu \right\|^2_{L^\infty} \left\| (u^i - u^i_\delta) \right\|_{L^2}.
$$

Thus, (3.14) implies that once $\bar{\Lambda}_1(\mu_\delta) \geq \frac{1}{2} \Lambda_1(M, C)$ one has

$$
|\langle u \rangle_\delta| \leq \frac{1}{\lambda_1(\mu_\delta)} \int_M \langle u, v \rangle d\mu_\delta \leq C \left( \left\| (u^i - u^i_\delta) \right\|_{L^1+} + \delta \right)
$$

We choose $\delta_0$ so that $|\langle u \rangle_\delta| \leq \frac{1}{2}$ and $\bar{\Lambda}_1(\mu_\delta) \geq \frac{1}{2} \Lambda_1(M, C)$.

Furthermore, for any $v: M \to \mathbb{R}^{n+1}$, one has

$$
\left\| \int_M \langle u_\delta - (u - (u_\delta)), v \rangle d\mu_\delta \right\| = \left\| \int_M \langle u_\delta - (u - (u_\delta)), v - (v_\delta) \rangle d\mu_\delta \right\| \leq \left\| u - (u_\delta) \right\|_{L^2(\mu_\delta)} \left\| v - (v_\delta) \right\|_{L^2(\mu_\delta)} \leq \lambda_1(\mu_\delta)^{-1} \left\| d(u - u_\delta) \right\|_{L^2} \left\| dv \right\|_{L^2}.
$$

Thus, adding $\lambda_1(\mu_\delta) \int_M \langle u_\delta - (u - \bar{u}), v \rangle d\mu_\delta$ to the left-hand side of (3.14), we obtain the estimate

$$
\int_M |d\mu|^2(u,v)dv - \lambda_1(\mu_\delta) \int_M \langle u, v \rangle d\mu_\delta \leq C \left( \left\| u - u_\delta \right\|_{L^1+} + \delta \right) \left\| dv \right\|_{L^2}
$$

for all $v$.

Recall that $|\langle u \rangle_\delta| \leq \frac{1}{2}$, so for any $\varphi \in W^{1,2}$ we can take

$$
v = \frac{u - (u_\delta)}{|u - (u_\delta)|^2}.
$$
Since \( \frac{1}{2} \leq |u - (u)_{\delta}| \leq \frac{3}{2} \), we have \( \|dv\|_{L^2} \leq C\|\varphi\|_{W^{1,2}} \). As a result, inequality (3.15) implies
\[
\int_M |du|^2 \frac{(1 - \langle u, (u)_{\delta}\rangle)}{|u - (u)_{\delta}|^2} \varphi dv_g - \lambda_1(\mu_\delta) \int_M \varphi d\mu_\delta \leq C(\|u - u_\delta\|_{W^{1,2} + \delta})\|\varphi\|_{W^{1,2}}.
\]
Finally, since \( \frac{1}{2} \leq |u - (u)_{\delta}| \leq \frac{3}{2} \) one has
\[
\left| \frac{1 - \langle u, (u)_{\delta}\rangle}{|u - (u)_{\delta}|^2} - 1 \right| \leq C((u)_{\delta}) \leq C(\|u - u_\delta\|_{W^{1,2} + \delta}).
\]
Applying this inequality in the first term on the l.h.s. of the inequality (3.16), we deduce that
\[
\left| \int_M |du|^2 \varphi dv_g - \lambda_1(\mu_\delta) \int \varphi d\mu_\delta \right| \leq C(\|u - u_\delta\|_{W^{1,2} + \delta})\|\varphi\|_{W^{1,2}},
\]
as desired.

\textbf{Proof of Theorem 1.9.} Combining Proposition 3.11 with Proposition 3.3 immediately yields the result. \( \square \)

4. QUANTITATIVE STABILITY OF CONFORMALLY MAXIMAL METRICS II: NON-TRIVIAL JACOBI FIELDS

4.1. \textbf{Slow convergence implies infinitesimal deformations.} We continue to study the conformally maximizing sequence of admissible measures satisfying \( \lambda_1(\mu_\delta) = \Lambda_1(M, C) - \delta^2 \) and the corresponding sequence of maps \( u_\delta \in W^{1,2}(M, S^n) \) with zero \( \mu_\delta \)-average and \( \lambda_1(\mu_\delta) \leq 2E(u_\delta) \leq \Lambda_1(M, C) \). We already know that if \( M \neq S^2 \), then up to a choice of a subsequence \( u_\delta \) converge strongly in \( W^{1,2} \) to a \( \lambda_1 \)-conformally maximal harmonic map \( u: M \to S^n \). By Proposition 3.11, the obstruction to the quantitative stability estimate is the slow convergence of \( \|u_\delta - u\|_{W^{1,2}} \) to 0. The goal of this section is to show that slow convergence implies the presence of non-trivial Jacobi fields along \( u \).

First of all, one has freedom in the choice of \( u_\delta \). Up to the replacement \( u_\delta \mapsto Au_\delta, A \in SO(n+1) \) we can assume that \( A = id \) minimizes \( \|u - Au_\delta\|_{L^2} \). This implies that for any \( B \in so(n + 1) \),
\[
\int_M \langle Bu_\delta, u - u_\delta \rangle dv_g = 0.
\]
According to Lemma 2.1 one has the estimate
\[
\left| \int_M \langle du_j, dv \rangle dv_g - \lambda_1(\mu_\delta) \int \langle u_j, v \rangle d\mu \right| \leq \delta\|dv\|_{L^2}
\]
for any \( v \in W^{1,2}(M, \mathbb{R}^{n+1}) \).

Define
\[
\beta_2^2 := \|u - u_\delta\|_{L^2}^2
\]
and note that
\[
\|d(u - u_\delta)\|_{L^2}^2 = \int_M (|du|^2 - 2\langle du, du_\delta \rangle + |du_\delta|^2) \, dv_g = \\
= \int_M (2\langle du, d(u - u_\delta) \rangle + |du_\delta|^2 - |du|^2) \, dv_g \leq 2 \int \langle du, d(u - u_\delta) \rangle \, dv_g = \\
= 2 \int_M |du|^2 \langle u, u - u_\delta \rangle \, dv_g = \int_M |du|^2 |u - u_\delta|^2 \, dv_g \leq \|du\|_{L^\infty}^2 \beta_\delta^2.
\]
Thus, setting
\[
w_\delta := \frac{u - u_\delta}{\beta_\delta},
\]
one has
\[
\|w_\delta\|_{L^2} = 1 \quad \text{and} \quad \|w_\delta\|_{W^{1,2}} \leq C,
\]
where the constant \(C\) does not depend on \(u\) by Remark 3.12. Furthermore, note that
\[
\int_M \langle \langle u, w_\delta \rangle \rangle \, dv_g = \beta_\delta^{-1} \int_M (1 - \langle u, u_\delta \rangle) \, dv_g = \\
= \beta_\delta^{-1} \int_M \frac{1}{2} |u - u_\delta|^2 \, dv_g = \frac{1}{2} \beta_\delta \to 0
\]
as \(\delta \to 0\). Thus, passing to a subsequence, we find \(w \in W^{1,2}(M, \mathbb{R}^{n+1})\) such that
\[
w_\delta \rightharpoonup w \quad \text{weakly in} \ W^{1,2}, \quad \text{strongly in} \ L^2, \quad \text{and} \ \langle w, u \rangle = 0.
\]
Now, suppose that the convergence \(u_\delta \to u\) is slow, that is
\[
\lim_{\delta \to 0} \frac{\delta}{\beta_\delta} = 0,
\]
and let \(v \in W^{1,2}(M, \mathbb{R}^{n+1})\) be a variation field with \(\langle v, u \rangle \equiv 0\). Recall that \(v\) is called a Jacobi field along \(u\) if \(I_u(v, v') = 0\) for all variation fields \(v' \in C^\infty(M, \mathbb{R}^{n+1})\) with \(\langle v', u \rangle \equiv 0\), where
\[
I_u(v, w) := \int_M \langle dv, dw \rangle - |du|^2 \langle v, w \rangle \, dv_g.
\]
We claim that under the slow convergence assumption \( w \) is a Jacobi field along \( u \). Indeed if \( v \in C^\infty(M, \mathbb{R}^{n+1}) \) one has

\[
|I_u(w, v)| = \lim_{\delta \to 0} \beta_\delta^{-1} \int_M \left( |\langle du - u_\delta, dv \rangle| - |du|^2(u - u_\delta, v) \right) \, dv_g = 0
\]

(u is harmonic) = \( \lim_{\delta \to 0} \beta_\delta^{-1} \left| \int_M \left( |du|^2(u_\delta, v) - \langle du_\delta, dv \rangle \right) \, dv_g \right| \leq \left( \begin{array}{c}
\text{(by (4.2))} \\
\text{since} \delta \to 0 \end{array} \right)
\]

\[
\left( \begin{array}{c}
\text{since} u \not\perp v \end{array} \right) \left| \int_M \langle u_\delta - u, v \rangle \left| |du|^2 dv_g - \lambda_1(\mu_\delta) du \right| \right| \leq \left( \begin{array}{c}
\text{since} v \text{ is smooth} \end{array} \right)
\]

\[
\left| \int_M \langle w, Bu \rangle \, dv_g \right| = \lim_{\delta \to 0} \beta_\delta^{-1} \left| \int_M \langle u - u_\delta, Bu \rangle \, dv_g \right| = \lim_{\delta \to 0} \beta_\delta^{-1} \int_M \langle u - u_\delta, B(u - u_\delta) \rangle + \langle u - u_\delta, Bu_\delta \rangle \, dv_g = \lim_{\delta \to 0} \beta_\delta^{-1} \int_M \langle (u - u_\delta), u_\delta \rangle \, dv_g = \lim_{\delta \to 0} \beta_\delta^{-1} \int_M \langle u - u_\delta, u \rangle \, dv_g = \int_M \langle w, u \rangle \, dv_g = 0,
\]

and hence \( w \) is a non-trivial Jacobi field along \( u \). Combining these considerations with Proposition 3.11 we arrive at the following.

**Proposition 4.1.** Let \( \mu_\delta \) be a sequence of admissible measures such that

\[
\bar{\lambda}_1(\mu_\delta) \geq \Lambda_1(M, C) - \delta^2
\]

and for some \( \bar{\lambda}_1 \)-conformally maximal measure \( \mu_0 \) one has \( \lambda_1(\mu_\delta) \mu_\delta \to \lambda_1(\mu_0) \mu_0 \) strongly in \( W^{-1,2}(M) \) as \( \delta \to 0 \). Then either

\[
\|\lambda_1(\mu_\delta) \mu_\delta - \lambda_1(\mu_0) \mu_0 \|_{W^{-1,2}} \leq C \delta
\]

for some \( C < \infty \), or there exists a \( \bar{\lambda}_1 \)-conformally maximal harmonic map, such that \( \lambda_1(\mu_\delta) \mu = |du|^2 dv_g \) and \( u \) admits a nontrivial Jacobi field (i.e., a Jacobi field not of the form \( Bu \) for \( B \in \mathfrak{so}(n+1) \)).

This yields the following quantitative stability estimate.

**Corollary 4.2.** Let \( M \) be a closed surface with a fixed conformal class \( C \) and let \( g \in C \) be a background metric. Assume that for any \( n \) and any \( \bar{\lambda}_1 \)-conformally maximal harmonic map \( u : (M, C) \to S^n \) there are no non-trivial
Jacobi fields along $u$. Then there exist constants $C, \delta_0 > 0$ depending only on $M, \mathcal{C}, g$ such that for any admissible measure $\mu$ satisfying $\Lambda_1(M, \mathcal{C}) - \bar{\lambda}_1(M, \mathcal{C}, \mu) \leq \delta_0$ there exists a $\bar{\lambda}_1$-conformally maximal measure $\mu_0$ such that

$$\|\lambda_1(M, \mathcal{C}, \mu)\mu - \lambda_1(M, \mathcal{C}, \mu_0)\mu_0\|_{W^{-1,2}(M, g)} \leq C\sqrt{\Lambda_1(M, \mathcal{C}) - \bar{\lambda}_1(M, \mathcal{C}, \mu)}.$$

Proof. Since the harmonic map $\text{Id}: S^2 \to S^2$ admits non-trivial Jacobi fields generated by conformal automorphisms, the conditions of the Corollary imply that $M \neq S^2$.

Assuming the contrary to the conclusion, there exists a sequence of admissible measures $\mu_\delta$ such that $\Lambda_1(M, \mathcal{C}) - \bar{\lambda}_1(M, \mathcal{C}, \mu_\delta) \leq \delta^2$, but for any $\bar{\lambda}_1$-conformally maximal measure $\mu_0$ one has

$$\delta^{-1}\|\lambda_1(M, \mathcal{C}, \mu_\delta)\mu_\delta - \lambda_1(M, \mathcal{C}, \mu_0)\mu_0\|_{W^{-1,2}(M, g)} \to \infty.$$

Let $n$ be as in Proposition 3.1, and let $u_\delta \in W^{1,2}(M, S^n)$ be maps satisfying the conclusion of Proposition 3.1 with respect to $\mu_\delta$. By Proposition 3.3 $u_\delta$ in turn converge (up to a choice of a subsequence) strongly in $W^{1,2}(M, S^n)$ to a harmonic map $u: M \to S^n$ of spectral index $1$ such that $2E(u) = \Lambda_1(M, \mathcal{C})$ and the measures $\lambda_1(M, \mathcal{C}, \mu_\delta)$ converge in $W^{-1,2}$ to a $\bar{\lambda}_1$-conformally maximal measure $\mu_0 = |du|^2 dv_g$. Finally, the application of Proposition 4.1 results in a contradiction. \Box

4.2. Examples. The intuition behind Proposition 4.1 is the following: if the convergence is slow, then the map $u$ is not the closest $\bar{\lambda}_1$-conformally maximal harmonic map to $u_\delta$, i.e. the problem occurs when there are other maximal maps in the vicinity of $u$. If one indeed knows that this is the case, then one could try to perturb $u$ to a nearby maximal map in order to improve the stability estimate. Unfortunately, the presence of Jacobi fields does not necessarily imply that there are other harmonic maps close to $u$. For that one would need to show that the Jacobi field is integrable, which, in general, is a notoriously difficult problem. Nevertheless, the conditions of Corollary 4.2 hold for some conformal classes, which we demonstrate below. Recall that a harmonic map $u: (M, \mathcal{C}) \to S^n$ is called linearly full if its image linearly spans $\mathbb{R}^{n+1}$.

Example 4.3. Let $M$ be a projective plane $\mathbb{RP}^2$ with its unique (up to a diffeomorphism) conformal class. According to [LY82] one has $\Lambda_1(\mathbb{RP}^2) = 12\pi$. Then by [Ej86] the only linearly full harmonic map from $\mathbb{RP}^2$ to $S^n$ of energy $6\pi$ is the Veronese immersion $\nu: \mathbb{RP}^2 \to \mathbb{S}^4$. Consider the antipodal lift $\tilde{\nu}: \mathbb{S}^2 \to \mathbb{S}^4$. By [MU97, Corollary 10], the dimension of the space of normal Jacobi fields along $\tilde{\nu}$ is $14$. Adding to it the dimension of the space of tangential Jacobi fields, see e.g. [Mo07, Section 7], one obtains that $\text{null}_E(\tilde{\nu}) = 20$; here $\text{null}_E$ denotes the energy nullity [Kar20, Definition 3.1], which is precisely the dimension of the space of all Jacobi fields along a corresponding harmonic map. Applying [Kar20, Theorem 3.19] one obtains that $\text{null}_E(\nu) = 10$, which is the same as $\dim \mathfrak{so}(5)$, i.e. there are no non-trivial
Jacobi fields along $v$. This settles the case of linearly full $\bar{\lambda}_1$-conformally maximal maps. Let $v_m : \mathbb{R}^2 \to S^m$ be a non-linearly full maximal map, then $m \geq 4$ and $v_m = j_{4,m} \circ v$, where $j_{n,m} : S^n \to S^m$ is a totally geodesic embedding. By an argument analogous to [Kar20, Proposition 3.11] one has that $\text{nul}_E(v_m) = \text{nul}_E(v) + (m - 4)\text{nul}_S(v)$, where $\text{nul}_S$ denotes the spectral nullity [Kar20, Definition 2.7]. Since in our case $\text{nul}_S(v) = \text{mult}(\lambda_1) = 5$, one has $\text{nul}_E(v_m) = 10 + 5(m - 4) = \dim \mathfrak{so}(m + 1) - \dim \mathfrak{so}(m - 4)$, which is precisely the dimension of trivial Jacobi fields along $v_m$.

We remark that it is also possible to verify that the conditions of Corollary 4.2 are satisfied for the conformal class containing the metric induced by the immersion $\hat{\tau}_{3,1}$. However, since we have already shown the stability estimate in this case using the methods of Section 2.3, the argument is omitted.

At the same time, there are conformal classes where this condition does not hold. We have already mentioned that it does not hold for $S^2$.

**Example 4.4.** Consider a torus $T^2$ endowed with a conformal class of a flat metric $g_{a,b}$ on $\mathbb{R}^2/\Gamma$, where $\Gamma = \mathbb{Z}(1,0) + \mathbb{Z}(a,b)$, $a^2 + b^2 = 1$. Then according to [ESIR96] the flat metric is $\bar{\lambda}_1$-conformally maximal. Consider the harmonic map $u : T^2 \to S^2$ by first eigenfunctions given by $u(x,y) = (\sin(2\pi x), \cos(2\pi x), 0)$. Then $u$ is $\bar{\lambda}_1$-maximal. At the same time, $v(x,y) = (0,0,\sin(2\pi y))$ is a non-trivial Jacobi field along $u$.

**Example 4.5.** Let $M = \Sigma_2$ be a genus 2 surface and $c$ be a conformal class of a Bolza surface. Then according to [NaSh19] the hyperelliptic projection $\Pi : (\Sigma_2, c) \to S^2$ is a $\bar{\lambda}_1$-conformally maximal map. The map $\Pi$ has 6 branch points on $S^2$ and, therefore, perturbing branch points results in a 12-dimensional family of deformations of $\Pi$. Since the Teichmüller space of genus 2 surfaces has real dimension 6, there is a 6-dimensional family of hyperelliptic projections $\Pi_\alpha : (\Sigma_2, c) \to S^2$. This family gives rise to a 6-dimensional space of Jacobi fields along $\Pi$. Since $\dim \mathfrak{so}(3) = 3$, there exist non-trivial Jacobi fields along $\Pi$.

**Remark 4.6 (Jacobi fields vs comparison families).** One can observe that in comparison with Theorem 2.7, Corollary 4.2 does not currently add to the list of conformal classes where the stability estimate holds. Nevertheless, in theory Corollary 4.2 is easier to apply. Indeed, one only needs to study the Hessian of $\lambda_1$-conformally maximal harmonic maps, whereas in order to apply Theorem 2.7 one needs to construct an explicit family and then additionally study the hessian of $\lambda_1$-conformally maximal harmonic maps restricted to this family. However, the big downside of Corollary 4.2 is that it deals with all $\lambda_1$-conformally maximal harmonic maps, whereas Theorem 2.7 deals with all $\lambda_1$-conformally maximal measures. Thus, Corollary 4.2 might not be applicable if there are many $\lambda_1$-conformally maximal harmonic maps corresponding to the same $\lambda_1$-conformally maximal measure, which is exactly the situation in Example 4.4. However, this situation seems
to be specific to surfaces of lower genus. If one additionally restricts oneself to conformal classes where the degenerate situation of Example 4.5 does not occur (there are many of those, see e.g. [MS19, Corollary 1.8]), then Open problem 1.18 stated in the introduction appears to be natural.

Remark 4.7. Finally, we remark that if the hypothesis of Corollary 4.2 is satisfied for the conformal class $C_0$, then it is also satisfied for all conformal classes $C$ sufficiently close to $C_0$ in $C^\infty$-topology. Indeed, suppose that $C_m \to C_0$ and $u_m: (M, C_m) \to S^n$ are $\lambda_1$-conformally maximal harmonic maps. Note that $n$ can be chosen independently of $m$, because the multiplicity of $\lambda_1$ is bounded only in terms of the topology of $M$, see e.g. [Na88]. Then, similarly to the proof of Proposition 3.3, one can show that up to a choice of a subsequence $u_m \to u$, where $u: (M, C_0) \to S^n$ is a $\lambda_1$-conformally maximal harmonic map. If $u_m$ admit non-trivial Jacobi fields, then their limit is a non-trivial Jacobi field along $u$.

5. Stability for the second eigenvalue

5.1. Stability for higher eigenvalues: new challenges. In the present section we discuss how our arguments can be adapted to prove stability for $\Lambda_2(M, C)$. In fact, we only present the results for the second eigenvalue, since the min-max energy characterization is not yet proved for $\Lambda_k(M, C)$ with $k \geq 3$. However, it is the only obstruction to obtaining the stability estimates for higher eigenvalues.

The main difference between the theory for $\Lambda_1(M, C)$ and $\Lambda_k(M, C)$, $k > 1$, is that there are examples for which the maximizing sequence does not converge to an admissible measure. Namely, there are at least two distinct types of $\lambda_k$-conformally maximizing sequences of admissible measures:

1. Regular sequence that converges to an admissible $\lambda_k$-conformally maximal measure. In this case one expects the same behaviour as for $k = 1$, i.e. that the convergence is strong in $W^{-1,2}$-norm.

2. Bubbling sequence that converges to $\mu = \mu_l + \sum_{i=1}^{k-l} w_i \delta_{p_i}$, where $l < k$ and $\mu_l$ is a $\lambda_l$-conformally maximal measure. In this case one can not have strong $W^{-1,2}$ convergence since $\mu \not\in W^{-1,2}$.

In this section we verify that for $k = 2$, up to a choice of a subsequence, there are no other maximizing sequences. While the optimal type of convergence for bubbling sequences is not immediately clear, we present the results for the *-weak convergence that appears to be natural in this setting.

In the exposition below we omit the proofs that are analogous to the case $k = 1$.

5.2. Stability for $\Lambda_2(S^2)$. The proof of stability for $\Lambda_1(S^2)$ in Section 2.1 relies on Hersch’s trick [Her70]. Similarly, the proof of stability for $\Lambda_2(S^2)$ relies on Nadirashvili’s generalization of Hersch’s lemma obtained in [Na02], see also [GNP09, Pet14a, KS20, Kim20]. We describe Nadirashvili’s construction below.
Let $Z$ be a collection of spherical caps in $S^2$, i.e. non-empty intersections of $S^2$ with affine half-spaces in $\mathbb{R}^3$. For each $Z \in Z$ there exists a conformal reflection $\tau_0 Z$ across $\partial Z$ interchanging $Z$ and $S^2 \setminus Z$. We define $R_Z: S^2 \to Z$ to be

$$R_Z(x) = \begin{cases} x, & \text{if } x \in S^2 \setminus Z, \\ \tau_0 Z(x), & \text{if } x \in Z. \end{cases}$$

Let $\mu$ be an admissible measure and let $\phi_1$ be its first eigenfunction. Then one can show that there exists $Z' \in Z$ and a conformal automorphism $\Phi$ of $S^2$ such that

$$\int_{S^2} \Phi \circ R_{Z'} d\mu = \int_{S^2} \phi_1(\Phi \circ R_{Z'}) d\mu = 0 \in \mathbb{R}^3.$$ 

Equivalently, one can phrase these conditions in terms of the measure $\Phi_* \mu$. Indeed, the first eigenfunction of $\Phi_* \mu$ is $(\Phi^{-1})_* \phi_1$ and one has

$$0 = \int_{S^2} \Phi \circ R_{Z'} d\mu = \int_{S^2} (\Phi \circ R_{Z'} \circ \Phi^{-1}) \Phi_* d\mu,$$

$$0 = \int_{S^2} \phi_1(\Phi \circ R_{Z'}) d\mu = \int_{S^2} ((\Phi^{-1})_* \phi_1)(\Phi \circ R_{Z'} \circ \Phi^{-1}) \Phi_* d\mu.$$

Thus, the condition of Lemma 2.1 are satisfied for $\Phi_* \mu$ with $u = R_Z := \Phi \circ R_{Z'} \circ \Phi^{-1}$.

**Proposition 5.1.** Let $\mu$ be an admissible measure on $S^2$ and $g$ be a round metric on $S^2$. Then there exists a conformal automorphism $\Phi: S^2 \to S^2$ and a spherical cap $Z$ satisfying

$$\text{Area}(Z) \leq 4\pi - \frac{1}{4}\bar{\lambda}_2(\mu)$$

such that the measure $\nu_Z = |dR_Z|^2 dv_g$ satisfies

$$\| |dR_Z|^2 dv_g - \lambda_2(\mu) \Phi_* \mu \|_{(C^0 \cap W^{1,2}(S^2))^*} \leq (12\pi)^{1/2} \sqrt{16\pi - \bar{\lambda}_2(\mu)}.$$ 

In particular, if $p \in S^2$ is the center of the spherical cap $Z$, one has that

$$\|2dv_g + 8\pi \delta_p - \lambda_2(\mu) \Phi_* \mu \|_{(C^1(S^2))^*} \leq C_1 \sqrt{16\pi - \bar{\lambda}_2(\mu)}$$

with an explicit constant $C_1$.

**Proof.** By the preceding discussion, we can find a conformally equivalent measure $\tilde{\mu} = \Phi_* \mu$ and a spherical cap $Z$ such that $\tilde{\mu}$ satisfies the conclusions of Lemma 2.1 for $k = 2$ with respect to the map $u = R_Z$.

Thus, the inequality (2.2) implies that

$$\| |dR_Z|^2 dv_g - \lambda_2(\mu) \Phi_* \mu \|_{(C^0 \cap W^{1,2}(S^2))^*} \leq \|R_Z\|_{W^{1,2}(S^2)} \sqrt{2E(R_Z) - \bar{\lambda}_2(\mu)}.$$ 

It remains to note that $2E(R_Z) \leq 16\pi$ and $\|R_Z\|_{W^{1,2}} \leq 12\pi$. More precisely,

$$2E(R_Z) = 2 \int_{S^2 \setminus Z} dv_g + \int_Z |d\tau_0 Z|^2 dv_g = 4 \text{Area}(S^2 \setminus Z) = 16\pi - 4 \text{Area}(Z).$$
Since $\tilde{\lambda}_2(\mu) \leq 2E(u)$, one arrives at $\text{Area}(Z) \leq 4\pi - \frac{1}{4} \tilde{\lambda}_2(\mu)$.

To prove the final $(C^1(S^2))^*$ estimate, we may assume that $16\pi - \tilde{\lambda}_2(\mu) \leq 8\pi$, so that the spherical cap $Z$ is a geodesic disk $D_r(p)$ of area

$$\text{Area}(D_r(p)) \leq 4\pi - \frac{1}{4} \tilde{\lambda}_2(\mu) \leq 2\pi,$$

so that the radius $r \leq \pi$ satisfies an estimate of the form

$$(5.2) \quad r \leq c_0 \sqrt{\text{Area}(Z)} \leq c_0 \sqrt{16\pi - \tilde{\lambda}_2(\mu)}.$$

Then for any $\varphi \in C^1(S^2)$ one has that

$$\left| \int_{S^2 \setminus Z} \varphi |dR_Z|^2 dv_g - 2 \int_{S^2} \varphi dv_g \right| = 2 \left| \int_Z \varphi dv_g \right| \leq 2 \|\varphi\|_{C^0} \text{Area}(Z);$$

$$\left| \int_Z \varphi |dR_Z|^2 dv_g - 8\pi \varphi(p) \right| \leq \int_Z |\varphi - \varphi(p)| |dR_Z|^2 dv_g + 2 \text{Area}(Z)|\varphi(p)| \leq$$

$$\leq r\|\varphi\|_{C^1} \int_C |dR_Z|^2 dv_g + 2 \text{Area}(Z)\|\varphi\|_{C^0} \leq C_2 \sqrt{16\pi - \tilde{\lambda}_2(\mu)} \|\varphi\|_{C^1}.$$

Summing up the two inequalities yields the desired bound.

**Proof of Theorem 1.6.** The result follows immediately from Proposition 5.1 in view of the normalization $\lambda_2(\mu) := \lambda_2(S^2, \mu) = 2$. □

We remark that it is possible to develop the theory of stable comparison families for $\Lambda_2(M, C)$ following Section 2.3. Unfortunately, we do not have any examples of such families apart from the Nadirashvili’s family used to prove Proposition 5.1, which is already used to obtain quantitative stability for $\Lambda_2(S^2)$. As a result, the details of these definitions are omitted.

### 5.3. **Min-max characterization.** Since the min-max characterization of $\Lambda_2(M, C)$ is proved in [KS20] the proof of the following proposition is the same as the proof of Proposition 3.1.

**Proposition 5.2.** Let $M$ be a surface with a fixed conformal class $C$ and let $\mu$ be an admissible measure on $M$. Then there exists $n > 0$ such that for any admissible measure $\mu$ and any function $\psi \in W^{1,2}(M)$ there is a map $u \in W^{1,2}(M, S^n)$ such that

$$\int_M u d\mu = \int_M \psi u d\mu = 0 \in \mathbb{R}^{n+1}$$

and $2E(u) \leq \Lambda_2(M, C)$. In particular, if $\psi$ is chosen to be the $\lambda_1(M, C, \mu)$-eigenfunction, then

$$\tilde{\lambda}_2(M, C, \mu) \leq 2E(u) \leq \Lambda_2(M, C).$$
5.4. Convergence of the maps. Let $\mu_\delta$ be a sequence of admissible measures such that $\bar{\lambda}_2(M, C, \mu_\delta) \to \Lambda_2(M, C)$ as $\delta \to 0$. Then by Proposition 5.2 there exist maps $u_\delta : (M, C) \to \mathbb{S}^n$ such that

$$\int_M u_\delta \, d\mu_\delta = \int_M \psi_\delta u_\delta \, d\mu_\delta = 0 \in \mathbb{R}^{n+1},$$

where $\psi_\delta$ is any $\lambda_1(M, C, \mu_\delta)$-eigenfunction. As a result, Lemma 2.1 can be applied with $k = 2$.

**Proposition 5.3.** Let $M \neq S^2$. Then up to a choice of a subsequence one of the following holds.

1. $u_\delta$ converge strongly in $W^{1,2}(M, \mathbb{S}^n)$ to a $\bar{\lambda}_2$-maximal harmonic map $u$.
2. There exists a point $p \in M$ such that $u_\delta|_K$ converge strongly in $W^{1,2}(K, \mathbb{S}^n)$ to a $\bar{\lambda}_1$-maximal harmonic map $u|_K$ for any compact $K \subseteq M \setminus \{p\}$. Furthermore, $\lim_{\delta \to 0} E(u_\delta) = E(u) + 4\pi$.

In particular, if $\Lambda_2(M, C) > \Lambda_1(M, C) + 8\pi$, then assertion (1) holds.

The following result is analogous to Lemma 3.4.

**Lemma 5.4.** There exist two points $p_1, p_2 \in M$ such that up to a choice of a subsequence for any compact $K \subseteq M \setminus \{p_1, p_2\}$ the sequence $u_\delta|_K$ converges strongly in $W^{1,2}(K, \mathbb{S}^n)$.

**Proof of Proposition 5.3.** Up to a choice of a subsequence, we can assume that $|du_\delta|^2 \, dv_g \rightharpoonup^* \mu$. Lemma 5.4 implies that

$$\mu = |du|^2 \, dv_g + w_1 \delta_{p_1} + w_2 \delta_{p_2}$$

for some $w_1, w_2 \geq 0$. Similarly to the proof of Proposition 3.3 one has $\nu_\delta := \lambda_2(M, C, \mu_\delta) \mu_\delta \rightharpoonup^* \mu$.

The following lemma is a generalization of [Kok14, Lemma 2.1, 3.1].

**Lemma 5.5.** Let $\mu_i$ be a sequence of admissible measures such that

$$\mu_i \rightharpoonup^* \mu = \mu_r + w_1 \delta_{p_1} + w_2 \delta_{p_2},$$

where $\mu_r$ is a smooth absolutely continuous measure.

- If $w_1, w_2, \mu_r \neq 0$, then
  $$\limsup \lambda_2(M, C, \mu_i) = 0.$$

- If $\mu_r = 0$, $w_1 \neq 0$ then
  $$\limsup \lambda_2(M, C, \mu_i) \leq 16\pi.$$

- If $\mu_r \neq 0$, $w_1 \neq 0$, $w_2 = 0$, then
  $$\limsup \lambda_2(M, C, \mu_i) \leq \min \left\{ \lambda_1(M, C, \mu_r), \frac{8\pi}{w_1} \right\}.$$

In particular,

$$\limsup \lambda_2(M, C, \mu_i) \leq 8\pi + \bar{\lambda}_1(M, C, \mu_r)$$

with equality only if $8\pi = w_1 \lambda_1(M, C, \mu_r)$. 
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Case 1: \( w_1 = w_2 = 0 \). Then \( u_\delta \) converge to \( u \) strongly in \( W^{1,2}(M,\mathbb{S}^n) \).

By upper-semicontinuity of the eigenvalues one has \( \bar{\lambda}_2(M,\mathcal{C}) + |du|_g dv_g = \lambda_2(M,\mathcal{C}) \) and, thus, \( u \) is a \( \bar{\lambda}_2 \)-conformally maximal harmonic map.

Case 2: \( w_2 = 0 \), \( w_1 \neq 0 \) and \( u \) is not constant. Then by Lemma 5.5 one has

where the last inequality is a well-known property of conformal eigenvalues, see e.g. [CE03]. In particular, one has \( \lambda_1(M,\mathcal{C}) + |du|_g dv_g = \lambda_1(M,\mathcal{C}) \), i.e.

is \( \lambda_1 \)-conformally maximal harmonic map; \( \lambda_1(M,\mathcal{C}) + 8\pi = \lambda_2(M,\mathcal{C}) \); and the equality in (5.3) holds. Thus, \( 8\pi = \lambda_1(M,\mathcal{C}), |du|_g dv_g = w_1 \), i.e. \( w_1 = 8\pi \). Since \( E(u) \) is half the total measure of \( |du|_g dv_g \), the equality

\[ \lim E(u_\delta) = E(u) + 4\pi \]

Proof of Lemma 5.5. The idea is to construct test-functions associated to the three components of \( \mu \), such that for different components these test-function have disjoint support.

For each point \( p_j, j = 1, 2 \) there exists a neighbourhood of \( p_j \) and a conformally flat metric \( g_j \) defined in this neighbourhood. In the following \( B_r(p_j) \) denotes the (open) ball around \( p_j \) of radius \( r \) in the metric \( g_j \). It is defined for \( r \) small enough. It is easy to see that up to a choice of a

subsequence there exist \( \gamma^j, \varepsilon^j \to 0 \) such that \( \frac{\gamma^j}{\varepsilon^j} \to 0 \),

\[ \mu_i \left( B_{\varepsilon^j}(p_j) \setminus B_{\gamma^j}(p_j) \right) = o(1); \mu_i \left( B_{\gamma^j}(p_j) \right) = w_j + o(1); \mu_r \left( B_{\varepsilon^j}(p_j) \right) = o(1) \]

and for a fixed \( i_0 \) one has

\[ \mu_i \left( B_{\varepsilon^j}(p_j) \setminus B_{\gamma^j}(p_j) \right) \to \mu_r \left( B_{\varepsilon^j}(p_j) \right) \] (5.4)

This is a simple measure-theoretic fact, for the proof see e.g. [KNPP20, Lemma 5.1]. Set \( \delta^j_i = \sqrt{\gamma^j i^j}, \) then \( \frac{\gamma^j_i}{\delta^j_i} = \frac{\varepsilon^j_i}{\varepsilon^j_i} \to 0 \). In particular, there exist cut-off functions \( 0 \leq \psi^j_i \leq 1, j = 1, 2, r \) such that \( \|d\psi^j_i\|_{L^2} \to 0 \) and for \( j = r \)

\[ \psi^j_i = \begin{cases} 1 & \text{on } M \setminus (B_{\varepsilon^j_i}(p_1) \cup B_{\varepsilon^j_i}(p_2)), \\ 0 & \text{on } B_{\delta^j_i}(p_1) \cup B_{\delta^j_i}(p_2) \end{cases} \]
and for $j = 1, 2$

$$\psi_j^k = \begin{cases} 
1 & \text{on } B_{\delta_j}^k(p_j), \\
0 & \text{on } M \setminus B_{\delta_j}^k(p_j).
\end{cases}$$

These cut-offs have disjoint support and serve as multipliers for our test-functions.

**Test-functions associated to $\mu_r$.** Suppose that $\mu_r \neq 0$. Let $V_k^r$ be a direct sum of the eigenspaces corresponding to $\lambda_m(M, C, \mu_r)$, $m = 0, \ldots, k$. Since $\mu_r$ is smooth and $V_k^r$ is finite-dimensional, there exists $C_m > 0$ such that for any $f \in V_k^r$ one has $\|f\|_{L^\infty} \leq C_m \|f\|_{L^2(M, \mu_r)}$. Consider a function $\psi_j^r f$, then one has

$$\|d(\psi_j^r f)\|_{L^2}^2 \leq (1 + \alpha)\|df\|_{L^2}^2 + (1 + \alpha^{-1})\|f\|_{L^\infty}^2 \|d\psi_j^r\|_{L^2}^2 \leq \left[(1 + \alpha)\lambda_k(M, C, \mu_r) + (1 + \alpha^{-1})C_m^2 \|d\psi_j^r\|_{L^2}^2\right] \|f\|_{L^2(M, \mu_r)}^2$$

Setting $\alpha = \|d\psi_j^r\|_{L^2} = o(1)$ one obtains

$$\|d(\psi_j^r f)\|_{L^2}^2 \leq (\lambda_k(M, C, \mu_r) + o(1))\|f\|_{L^2(M, \mu_r)}^2.$$  \hfill (5.5)

In order for $\psi_j^r f$ to be a good test-function one needs to obtain the same estimate with $\|f\|_{L^2(M, \mu_r)}^2$ replaced by $\|\psi_j^r f\|_{L^2(M, \mu_r)}^2$. Fix $\eta > 0$ and $i_0$ such that $\mu_r \left(B_{\varepsilon_{i_0}}^r(p_j)\right) < \eta$ for $j = 1, 2$. Then for $f_1, f_2 \in V_k^r$ one has

$$\left|\int f_1 f_2 (\psi_j^r)^2\,d\mu_i - \int f_1 f_2 \,d\mu_i\right| \leq \left|\int f_1 f_2 (\psi_j^r)^2\,d\mu_i - \int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i\right| + \left|\int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i - \int f_1 f_2 (\psi_j^r)^2\,d\mu_i\right| + \left|\int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i - \int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i\right| + \left|\int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i - \int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i\right|$$

$$\leq \|f_1\|_{L^\infty} \|f_2\|_{L^\infty} \left(\sum_{j=1}^2 \mu_i \left(B_{\varepsilon_j}^r(p_j) \setminus B_{\delta_j}^r(p_j)\right) + \mu_r \left(B_{\varepsilon_{i_0}}^r(p_j)\right)\right) + \left|\int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i - \int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i\right| \to 2\|f_1\|_{L^\infty} \|f_2\|_{L^\infty} \mu_r \left(B_{\varepsilon_{i_0}}^r(p_j)\right) \leq C \eta,$$

where in the limit we used (5.4) and that the support of $f_1 f_2 (\psi_{i_0}^r)^2$ is disjoint from $p_1, p_2$. Since $\eta > 0$ is arbitrary we conclude that

$$\int f_1 f_2 \,d\mu_r = (1 + o_{f_1, f_2}(1)) \int f_1 f_2 (\psi_{i_0}^r)^2\,d\mu_i,$$  \hfill (5.6)

where the index in the $o(1)$ indicates that the speed of convergence depends on $f_1, f_2$. Since $f_1, f_2$ lie in a finite-dimensional space, this estimate can be interpreted as the convergence of a sequence of quadratic forms on $V_k^r$. To be more precise, let $f_i, i = 1, \ldots, k + 1$ be an $L^2(\mu_r)$-orthonormal basis of
$V^r_k$ and $f = \sum a_i f_i$ be a function in $V^r_k$. Then one has

$$\int (\psi_i^r f)^2 d\mu_i = \sum_{p, q=1}^{k+1} a_p a_q \int f_p f_q (\psi_i^r)^2 d\mu_i = (1 + o(1)) \sum_{p, q=1}^{k+1} a_p a_q \int f_p f_q d\mu_r = (1 + o(1)) \|f\|_{L^2(\mu_r)}^2,$$

where the advantage of taking the basis is that now we apply (5.6) to finitely many pairs and, thus, $o(1)$ does no longer depend on the function $f$. Combining with (5.5) one obtains

$$(5.7) \quad \|df^j_{i,0}\|^2_{L^2} \leq (\lambda_k(M, \mathcal{C}, \mu_r) + o(1)) \|\psi^j_i\|^2_{L^2(\mu_i)}.$$  

Note that this construction works for any number $k$ and the min-max characterisation is not required.

**Test-functions associated to bubble points.** Fix $j = 1, 2$ and assume that $w_j \neq 0$. We show how to use the min-max characterization to construct good test-functions concentrated near the bubble point $p_j$. They are constructed inductively, such that each function is $L^2(\mu_i)$-orthogonal to the previous ones. The first function is $f^j_{i,0} := \psi^j_i$, so that

$$\|df^j_{i,0}\|^2_{L^2} = \int |d\psi^j_i|^2_g dv_g = o(1).$$

At the same time,

$$\|f^j_{i,0}\|^2_{L^2(\mu_i)} \geq \mu_i(B_{\gamma_j}(p_j)) = w_j + o(1) > 0.$$  

Combining these two inequalities yields

$$(5.8) \quad \|df^j_{i,0}\|^2_{L^2(\mu_i)} \leq o(1) \|f^j_{i,0}\|^2_{L^2(\mu_i)}.$$  

To construct the second function $f^j_{i,1}$ one could use the Hersch trick. For example, this is the approach in [Kok14, Lemma 3.1], [Pet14b, Claim 12], [Gir06, Theorem 1.1.3]. In order to emphasize the role of the min-max characterization, we phrase our construction in a different way. This makes the construction of $f^j_{i,2}$ an easy modification of the argument below.

Let $\pi: B_{\gamma_j}(p_j) \to \Omega^1 \subset S^2$ be the inverse stereographic projection and $g_0$ be the standard metric on $S^2$. Define the sequence of measures $\mu_i^j$ on $S^2$ by the formula $\mu_i^j = \pi_*((\psi^j_i)^2 \mu_i)$. Since $\pi$ is conformal, it preserves the Dirichlet integrals. In particular, it is easy to see that admissibility of $\mu_i$ implies the admissibility $\mu_i^j$. By Proposition 3.1 there exists a map $u^j_{i,1}: S^2 \to S^n$ with vanishing $\mu^j_i$-average and $2E(u^j_{i,1}) \leq \Lambda_1(S^2) = 8\pi$. In fact, Hersch trick implies that $n = 2$ and $u^j_{i,1}$ is a conformal automorphism of $S^2$, but it is not important for the argument. Since

$$\int_{S^2} |u^j_{i,1}|^2 d\mu^j_i = \int_M (\psi^j_i)^2 d\mu_i = w_j + o(1).$$
there exists a component $v^j_{i,1} := (u^j_{i,1})^{m_i,1}$ of $u^j_{i,1}$ such that

$$\int_{S^2} |dv^j_{i,1}|_{g_0}^2 \, dv_{g_0} \leq \frac{8\pi}{w_j + o(1)} \int_{S^2} (v^j_{i,1})^2 \, d\mu_i^j, \quad \int_{S^2} (v^j_{i,1})^2 \, d\mu_i^j \geq \|d\psi_i^j\|_{L_2}^\frac{1}{2}. $$

Indeed, otherwise there exist $\eta > 0$ such that for all $k = 1, \ldots, n + 1$ one has

$$\int_{S^2} \left[ (u^j_{i,1})^k \right]^2 \, d\mu_i^j \leq \frac{w_j - \eta}{8\pi} \|d(u^j_{i,1})^k\|_{L_2}^2 + \|d\psi_i^j\|_{L_2}^\frac{1}{2}. $$

Summing over all $k$ yields

$$w_j + o(1) = \int_{S^2} |u^j_{i,1}|^2 \, d\mu_i^j \leq 2E(u^j_{i,1}) \frac{w_j - \eta}{8\pi} + (n + 1)\|d\psi_i^j\|_{L_2}^\frac{1}{2} \rightarrow w_j - \eta, $$

which is a contradiction.

We define $f^j_{i,1} := \psi_i^j \pi^* v^j_{i,1}$ on $B_{\delta_j}(p_j)$ and 0 outside. Then one has

$$\int_M f^j_{i,1} f^j_{i,0} \, d\mu_i = \int_M (\pi^* v^j_{i,1})(\psi_i^j)^2 \, d\mu_i = \int_{S^2} v^j_{i,1} \, d\mu_i^j = 0, $$

where the last equality holds because $\mu_i^j$-average of $u^j_{i,1}$ vanishes. Furthermore, since $\psi_i^j, |v^j_{i,1}| \leq 1$ one has

$$\int_M |df^j_{i,1}|_{g_0}^2 \, dv_g = \int_{S^2} |d((\pi^{-1})^* \psi_i^j) v^j_{i,1}|_{g_0}^2 \, dv_{g_0} \leq$$

$$\leq (1 + \alpha) \int_{S^2} |dv^j_{i,1}|_{g_0}^2 \, dv_{g_0} + \left(1 + \frac{1}{\alpha}\right) \int_M |d\psi_i^j|_{g}^2 \, dv_g. $$

Setting $\alpha = \|d\psi_i^j\|_{L_2}$ and using (5.9) one obtains

$$\int_M |df^j_{i,1}|_{g_0}^2 \, dv_g \leq \frac{8\pi}{w_j + o(1)} \int_{S^2} (v^j_{i,1})^2 \, d\mu_i^j + (1 + o(1))\|d\psi_i^j\|_{L_2}^2 =$$

$$= (1 + o(1)) \frac{8\pi}{w_j} \int_{S^2} (v^j_{i,1})^2 \, d\mu_i^j = (1 + o(1)) \frac{8\pi}{w_j} \int_M (\pi^* v^j_{i,1})^2 (\psi_i^j)^2 \, d\mu_i =$$

$$= (1 + o(1)) \frac{8\pi}{w_j} \int_M (f^j_{i,1})^2 \, d\mu_i. $$

As a result, we arrive at a 2-dimensional space $V^j_1 := \text{Span}\{f^j_{i,0}, f^j_{i,1}\}$ of functions supported in $B_{\delta_j}(p_j)$ such that for any $f \in V^j_1$ one has

$$\|df\|_{L_2}^2 \leq (1 + o(1)) \frac{8\pi}{w_j} \|f\|_{L_2^2(\mu_i)}^2. $$

The third function $f^j_{i,2}$ is constructed in the same way as $f^j_{i,1}$. We use Proposition 5.2 with $\psi = v^j_{i,1}, \mu = \mu_i^j$ and find a map $u^j_{i,2}: S^2 \rightarrow S^n$ such that

$$\int_{S^2} u^j_{i,2} \, d\mu_i = \int_{S^2} u^j_{i,2} v^j_{i,1} \, d\mu_i = 0$$

(5.10)
and \(2E(u) \leq \Lambda_2(S^2) = 16\pi\). Similarly, there exists a component \(v_{i,2}^j := (w_{i,2}^j)^{m_{i,2}}\) such that

\[
\int_{S^2} |v_{i,2}^j|^2 \, dv_{g_0} \leq \frac{16\pi}{w_j + o(1)} \int_{S^2} |v_{i,2}^j|^2 \, d\mu_i, \quad \int_{S^2} |v_{i,2}^j|^2 \, d\mu_i \geq \|v_{i,2}^j\|_{L^2}^2.
\]

We define \(f_{i,2}^j := \psi_i^j \pi^* v_{i,2}^j\) on \(B_{\delta_j}(p_j)\) and 0 outside. Then all the arguments for \(f_{i,1}^j\) carry over to \(f_{i,2}^j\). In particular, \(f_{i,2}^j \perp f_{i,0}^j\) in \(L^2(\mu_i)\) and

\[
\int_M |f_{i,2}^j|^2 \, dv_9 \leq (1 + o(1)) \frac{16\pi}{w_j} \int_M (f_{i,2}^j)^2 \, d\mu_i.
\]

The additional property is that \(f_{i,2}^j \perp f_{i,1}^j\) in \(L^2(\mu_i)\). Indeed, by (5.11)

\[
\int_M f_{i,1}^j f_{i,2}^j \, d\mu_i = \int_M \pi^*(v_{i,1}^j v_{i,2}^j)(\psi_i^j)^2 \, d\mu_i = \int_{S^2} v_{i,1}^j v_{i,2}^j \, d\mu_i = 0.
\]

As a result, we arrive at a 3-dimensional space \(V_{i,2}^j := \text{Span}\{f_{i,0}^j, f_{i,1}^j, f_{i,2}^j\}\) of functions supported in \(B_{\delta_j}(p_j)\) such that for any \(f \in V_{i,2}^j\) one has

\[
\|df\|^2_{L^2(\mu_i)} \leq (1 + o(1)) \frac{16\pi}{w_j} \|f\|^2_{L^2(\mu_i)}.
\]

**Estimates on the eigenvalues** \(\lambda_2(M, C, \mu_i)\). Suppose that \(\mu_r \neq 0\), \(w_1, w_2 \neq 0\). Consider the 3-dimensional space \(\psi_i^j V_0^r \oplus V_0^1 \oplus V_0^2\). Since the supports of distinct summands are disjoint, the inequalities (5.7),(5.8) imply that

\[\limsup \lambda_2(M, C, \mu_i) = 0.\]

At the same time, \(\mu_i(M) \to \mu_r(M) + w_1 + w_2 < \infty\), therefore, the same is true for the normalized eigenvalues \(\bar{\lambda}_2(M, c, \mu_i)\).

Suppose \(\mu_r = 0\), but \(w_1, w_2 \neq 0\). Consider the 3-dimensional spaces \(V_0^1 \oplus V_1^2\) and \(V_2 = V_1^1 \oplus V_0^2\). Similarly to the previous case, the inequalities (5.8),(5.10) imply that

\[\limsup \lambda_2(M, C, \mu_i) \leq \min \left\{ \frac{8\pi}{w_1}, \frac{8\pi}{w_2} \right\}.\]

In particular,

\[\limsup \bar{\lambda}_2(M, C, \mu_i) \leq \min \left\{ \frac{8\pi(w_1 + w_2)}{w_1}, \frac{8\pi(w_1 + w_2)}{w_2} \right\} \leq 16\pi.\]

Suppose \(\mu_r = 0, w_2 = 0\), but \(w_1 \neq 0\). Consider the 3-dimensional space \(V_1^1\). Then the inequality (5.13) implies that

\[\limsup \lambda_2(M, C, \mu_i) \leq \frac{16\pi}{w_1}.\]

Since \(\mu_i(M) \to w_1\) one has

\[\limsup \bar{\lambda}_2(M, C, \mu_i) \leq 16\pi.\]
Finally, suppose \( \mu_r \neq 0 \), \( w_1 \neq 0 \), \( w_2 = 0 \). Consider the 3-dimensional spaces \( \psi_i^0 V_1^\perp \oplus V_0^1 \) and \( \psi_i^1 V_0^\perp \oplus V_1^1 \). Then the inequalities (5.7),(5.8),(5.10) imply

\[
\limsup \lambda_2(\mathcal{M}, \mathcal{C}, \mu_i) \leq \min \left\{ \lambda_1(\mathcal{M}, \mathcal{C}, \mu_r), \frac{8\pi}{w_1} \right\}.
\]

Since \( \mu_i(\mathcal{M}) \to \mu_r(\mathcal{M}) + w_1 \) one has

\[
\limsup \lambda_2(\mathcal{M}, \mathcal{C}, \mu_i) \leq \min \left\{ \lambda_1(\mathcal{M}, \mathcal{C}, \mu_r), \frac{8\pi}{w_1} \right\} (\mu_r(\mathcal{M}) + w_1) \leq \lambda_1(\mathcal{M}, \mathcal{C}, \mu_r) \mu_r(\mathcal{M}) + 8\pi.
\]

\[\Box\]

Remark 5.6. The only non-trivial part of the proof is the min-max characterization of \( \Lambda_2(\mathcal{M}, \mathcal{C}) \). In particular, the same proof could be generalized to \( k > 2 \) once the min-max characterization of \( \Lambda_k(\mathcal{M}, \mathcal{C}) \) is proved.

5.5. Convergence of \( \mu_k \). The contents of Section 3.3 carry over with only minor modifications to the case of a regular \( \lambda_2 \)-conformally maximizing sequence. Below we state the analog of Theorem 1.9.

Theorem 5.7 (Qualitative stability for \( \Lambda_2(\mathcal{M}, \mathcal{C}) \)). Let \( \mathcal{M} \neq \mathbb{S}^2 \) be a closed surface with a fixed conformal class \( \mathcal{C} \) and \( g \in \mathcal{C} \) be a background metric. Let \( \mu_j \) be a sequence of admissible measures, such that \( \lambda_2(\mathcal{M}, \mathcal{C}, \mu_j) \to \Lambda_2(\mathcal{M}, \mathcal{C}) \). If \( \Lambda_2(\mathcal{M}, \mathcal{C}) > \Lambda_1(\mathcal{M}, \mathcal{C}) + 8\pi \) or if the sequence \( \lambda_2(\mathcal{M}, \mathcal{C}, \mu_j) \mu_j \) converges to an absolutely continuous measure, then there exists a \( \lambda_2 \)-conformally maximal measure \( \mu \) such that \( \lambda_2(\mathcal{M}, \mathcal{C}, \mu_j) \mu_j \) converges to \( \lambda_2(\mathcal{M}, \mathcal{C}, \mu) \mu \) strongly in \( W^{-1,2}(\mathcal{M}, g) \).

For bubbling sequence one has the *-weak convergence by definition. Since for any \( 1 \geq \alpha > 0 \) the embedding \( C^\alpha(\mathcal{M}) \to C^0(\mathcal{M}) \) is compact, *-weak convergence implies strong \( (C^\alpha(\mathcal{M}))^* \)-convergence. The case of \( \alpha = 1 \) is of particular importance, see Section 5.7.

5.6. Quantitative stability for regular maximizing sequences via Jacobi fields. The content of Section 4 easily carries over to the case of regular \( \lambda_2 \)-conformally maximizing sequences. We state the corresponding result.

Corollary 5.8. Let \( (\mathcal{M}, \mathcal{C}) \) be such that \( \lambda_2(\mathcal{M}, \mathcal{C}) > \Lambda_1(\mathcal{M}, \mathcal{C}) + 8\pi \) and \( g \in \mathcal{C} \) be a background metric. Assume that for any \( n \) and any \( \lambda_2 \)-conformally maximal harmonic map \( u : (\mathcal{M}, \mathcal{C}) \to \mathbb{S}^n \) there are no non-trivial Jacobi fields along \( u \). Then there exist constants \( C, \delta_0 > 0 \) depending only on \( \mathcal{M}, \mathcal{C}, g \) such that for any admissible measure \( \mu \) satisfying \( \Lambda_2(\mathcal{M}, \mathcal{C}) - \lambda_2(\mathcal{M}, \mathcal{C}, \mu) \leq \delta_0 \) there exists a \( \lambda_2 \)-conformally maximal measure \( \mu_0 \) such that

\[
\| \lambda_2(\mathcal{M}, \mathcal{C}, \mu) - \lambda_2(\mathcal{M}, \mathcal{C}, \mu_0) \mu_0 \|_{W^{-1,2}(\mathcal{M}, g)} \leq C \sqrt{\Lambda_2(\mathcal{M}, \mathcal{C}) - \lambda_2(\mathcal{M}, \mathcal{C}, \mu)}.
\]
5.7. Quantitative stability for bubbling sequences. In this section we briefly discuss the quantitative stability estimates for bubbling $\bar{\lambda}_2$-conformally maximizing sequences. General estimates of this type do not immediately follow from our methods and require additional considerations. As a result, we do not present any concrete results, but, instead, outline the difficulties and formulate an open problem.

First, the proof of Proposition 5.1 suggests that in order to obtain the stability estimate in terms of the natural quantity
$$\sqrt{\Lambda_2(M, C) - \bar{\lambda}_2(M, C, \mu)}$$
one needs to consider the norm in $(C^1(M))^*$. Second, the same proof highlights one of the challenges for the general conformal class. Namely, that one needs to obtain a bound on the concentration scale of the maximizing sequence of the form (5.2). This observation raises another interesting question: does the location of the concentration point have any effect on the stability estimates, in particular, would attaching a bubble at a branch point affect the concentration scale? Finally, it is clear that any obstruction to stability of $\bar{\lambda}_1$-conformally maximal metrics should still be an obstruction to the stability of bubbling sequences. Putting all these observations together, one arrives at the following problem.

Open problem 5.9. Let $(M, C) \neq S^2$ be such that there are no $\bar{\lambda}_2$-conformally maximal metrics. Assume that for any $\bar{\lambda}_1$-conformally maximal harmonic map $u$ there are non-non-trivial Jacobi fields along $u$. Then there exist constants $C, \delta_0 > 0$ depending only on $(M, C)$ such that for any admissible measure $\mu$ satisfying $\Lambda_2(M, C) - \bar{\lambda}_2(M, C, \mu) \leq \delta_0$ there exists a $\bar{\lambda}_1$-conformally maximal measure $\mu_0$ and a point $p \in M$ such that
$$\|\lambda_2(M, C, \mu)\mu - \lambda_1(M, C, \mu_0)\mu_0 - 8\pi\delta_p\|_{(C^1(M))^*} \leq C \sqrt{\Lambda_2(M, C) - \bar{\lambda}_2(M, C, \mu)}.$$

6. Stability of global maximizers for the first eigenvalue

In the preceding sections (see, in particular, Theorem 1.9) we have observed that any $\bar{\lambda}_1$-conformally maximizing sequence of unit-area metrics $g_j \in C$ in a fixed conformal class $C$ on $M \neq S^2$ converges subsequentially in $W^{-1,2}$ to a conformally maximizing metric $g_{\text{max}} \in C$. In this section, we establish an analogous stability result for globally $\bar{\lambda}_1$-maximizing sequences $g_j$ of varying conformal type, and describe some circumstances under which the rate of convergence can be quantified.

6.1. Qualitative stability. Given a closed surface $M$, denote by $\text{Met}_{\text{can}}(M)$ the space
$$\text{Met}_{\text{can}}(M) := \{ g \in \text{Met}(M) \mid \text{Area}(M, g) = 1, \ K_g = 2\pi\chi(M) \}$$
of unit-area metrics on $M$ of constant curvature $K = 2\pi\chi(M)$, where $\chi(M)$ denotes the Euler characteristic. By the uniformization theorem, $\text{Met}_{\text{can}}(M)$ is in one-to-one correspondence with the space of conformal classes of metrics
on $M$. Note that the diffeomorphism group $\text{Diff}(M)$ acts naturally on pairs $(g, \mu) \in \text{Met}_{\text{can}}(M) \times (C^0(M))^*$, by
\[
\Phi \cdot (g, \mu) = (\Phi^* g, (\Phi^{-1})_* \mu),
\]
such that
\[
\bar{\lambda}_k(\Phi \cdot (g, \mu)) = \bar{\lambda}_k(g, \mu).
\]

As we’ll see below, the global quantitative stability result in Theorem 1.14 is a relatively straightforward consequence of Theorem 1.9 and the results of Petrides [Pet14b] and Matthiesen–Siffert [MS19] establishing compactness of (the moduli space of) conformal classes with $\Lambda_1(M, C)$ sufficiently close to $\Lambda_1(M)$.

**Proof of Theorem 1.14.** Since the moduli space of conformal classes on $\mathbb{RP}^2$ is trivial, the theorem reduces trivially to Theorem 1.9 in this case, so in what follows we consider the case $\chi(M) \leq 0$.

By the combined work of [Pet14b, Theorem 2], [MS17], and [MS19], we know that for any sequence $g_j \in \text{Met}_{\text{can}}(M)$ satisfying $\Lambda_1(M, \sigma(g_j)) \to \Lambda_1(M)$, there exists a subsequence (unrelabelled) and diffeomorphisms $\Phi_j \in \text{Diff}(M)$ such that $\tilde{g}_j := \Phi_j^* g_j$ converges smoothly to a metric $g_0 \in \text{Met}_{\text{can}}(M)$ such that
\[
\Lambda_1(M, [g_0]) = \Lambda_1(M).
\]

Let $\tilde{\mu}_j := (\Phi_j^{-1})_* \mu_j$, so that
\[
\bar{\lambda}_1([\tilde{g}_j], \tilde{\mu}_j) = \bar{\lambda}_1([g_j], \mu_j) \to \Lambda_1(M).
\]

By the smooth convergence $\tilde{g}_j \to g_0$, we see that there is a sequence $\delta_j \to 0$ for which
\[
(1 + \delta_j)^{-1} \tilde{g}_j \leq g_0 \leq (1 + \delta_j) \tilde{g}_j,
\]
and in particular, it follows that
\[
\lambda_1(M, [g_0], \tilde{\mu}_j) \geq (1 + \delta_j)^{-2} \lambda_1(M, [\tilde{g}_j], \tilde{\mu}_j).
\]

Thus, the admissible probability measures $\tilde{\mu}_j$ satisfy
\[
\lim_{j \to \infty} \lambda_1(M, [g_0], \tilde{\mu}_j) \geq \lim_{j \to \infty} (1 + \delta_j)^{-2} \lambda_1(M, [g_j], \mu_j) = \Lambda_1(M);
\]
i.e., $\tilde{\mu}_j$ is a $\bar{\lambda}_1$-conformally maximizing sequence within the maximizing conformal class $[g_0]$. It then follows from Theorem 1.9 that $\tilde{\mu}_j \to d_{g_{\text{max}}}$ in $W^{-1,2}(M, g_0)$ for a $\bar{\lambda}_1$-maximizing metric $g_{\text{max}}$ in $[g_0]$, completing the proof of the theorem. 

6.2. **Quantitative stability.** In some cases, we can upgrade the qualitative convergence statement to a quantitative one, bounding the distance from a given metric $g$ to a $\lambda_1$-maximizing metric $g_{\text{max}}$ in terms of the spectral gap $\Lambda_1(M) - \bar{\lambda}_1(M, g)$. When the minimal immersion $M \to S^n$ inducing the $\lambda_1$-maximizing metric $g_{\text{max}}$ is not contained in an equatorial 2-sphere $S^2 \subset S^n$, we have seen already in Theorem 2.7 and Proposition 2.8 that such a bound holds for metrics $g$ within the maximizing conformal class
The question then becomes whether a metric $g$ not conformal to any $\lambda_1$-maximizing metric lies a distance at most $C\sqrt\Lambda_1(M) - \lambda_1(M, g)$ from some maximizing metric $g_{\text{max}}$, in a $W^{-1,2}$ sense.

Our main result in this direction gives a positive answer provided the branched minimal immersion $u: M \to S^n$ by first eigenfunctions realizing $\Lambda_1(M)$ has maximal Morse index

$$(6.1) \quad \text{ind}_A(u) = n + 1 + \dim(M(M))$$

as a critical point of the area functional, where

$$\mathcal{M}(M) := \text{Met}_{\text{can}}(M) / \text{Diff}(M)$$

denotes the moduli space of conformal structures on $M$. We postpone the proof to the end of the section.

**Theorem 6.1.** Suppose that the (possibly branched) minimal immersion $u: M \to S^n$ by first eigenfunctions inducing each globally $\bar{\lambda}_1$-maximizing metric $g_{\text{max}}$ on $M$ has Morse index

$$\text{ind}_A(u) = n + 1 + \dim(M(M))$$

Then the global quantitative stability estimate holds for $\Lambda_1(M)$ in the sense of Definition 1.15.

In general, if $u: M \to S^n$ is a (branched) minimal immersion by first eigenfunctions, then by [Kar20, Proposition 1.6], we know that $u$ has Morse index $\text{ind}_E(u)$ at most $n + 1$ as a critical point of the energy functional in the conformal class $[u^*g_{S^n}]$, and we know from the proof of Proposition 2.8 above that equality $\text{ind}_E(u) = n + 1$ holds provided $u(M)$ is not contained in a totally geodesic $S^2 \subset S^n$, with the $(n + 1)$-parameter family of conformal dilations of $S^n$ giving an energy-decreasing family. By the results of Ejiri and Micallef in [EjMi08], it follows that the area-index $\text{ind}_A(u)$ of such a map is bounded above by

$$\text{ind}_A(u) \leq n + 1 + \dim(M(M));$$

moreover, equality implies that $u$ is a true immersion, with no branch points.

On the other hand, in view of the min-max characterization of conformally $\bar{\lambda}_1$-maximizing metrics in [KS20], it is natural to expect that the minimal immersions arising from maximization of $\bar{\lambda}_1$ over all metrics may be constructed via a $(n + 1) + \dim(M(M))$-parameter min-max construction for the area functional, roughly corresponding to adding a Teichmüller parameter in the construction of [KS20]. From this perspective, the maximal index assumption (6.1) is a natural one, perhaps corresponding to a Morse-Bott nondegeneracy condition for the area functional at the critical value $\frac{1}{2}\Lambda_1(M)$.

One can show directly that the maximal index condition (6.1) is satisfied in all examples where the $\lambda_1$-maximizing metric is known and the associated minimal immersion $u: M \to S^n$ is not given by a branched cover of $S^2$. In particular, we have the following corollaries.
Remark 6.2. In what follows, and throughout the section, we denote by $C^k(g_0)$ the norm
\[
\|T\|_{C^k(g_0)} := \max_{x \in M} \sum_{j=0}^{k} |D^j_{g_0} T|_{g_0}
\]
on tensor fields $T$ (possibly taking values in a Euclidean space $\mathbb{R}^L$), where $D_{g_0}$ is the Levi-Civita connection for $g_0$; note that the norms $C^k(g_0)$ and $C^k(g_1)$ are equivalent for any pair of reference metrics $g_0, g_1$. We define the $L^p$ and Sobolev norms of $T$ similarly.

Corollary 6.3. Let $g_1 \in \text{Met}_{\text{can}}(\mathbb{T}^2)$ be a unit-area flat metric and $\mu$ an admissible measure on $\mathbb{T}^2$ with $\lambda_1(\mathbb{T}^2, [g_1], \mu) \geq \frac{8\pi^2}{\sqrt{3}}$ and $\delta_0(\mathbb{T}^2)$. Then there exists a metric $g_0$ isometric to $\mathbb{R}^2/\Gamma_{eq}$, where $\Gamma_{eq}$ is the lattice generated by $(1, 0)$ and $\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$ such that
\[
\left\| \lambda_1(\mathbb{T}^2, [g_1], \mu) - \frac{16\pi^2}{3} \right\|_{W^{-1,2}(\mathbb{T}^2, g_0)}^2 \leq C \left( \frac{8\pi^2}{\sqrt{3}} - \lambda_1(\mathbb{T}^2, [g_1], \mu) \right)
\]
and
\[
\left\| g_1 - \frac{2}{\sqrt{3}} g_0 \right\|_{C^1(g_0)}^2 \leq C \left( \frac{8\pi^2}{\sqrt{3}} - \lambda_1(\mathbb{T}^2, [g_1], \mu) \right).
\]

Proof. By virtue of Nadirashvili’s proof [Na96] that the equilateral flat torus $\mathbb{R}^2/\Gamma_{eq}$ is the unique global maximizer of $\lambda_1(\mathbb{T}^2, g)$, the result will follow from Theorem 6.1, provided the homothetic minimal embedding
\[
u: \mathbb{R}^2/\Gamma_{eq} \to \mathbb{S}^5
\]
of the equilateral flat torus $\mathbb{R}^2/\Gamma_{eq}$ into $\mathbb{S}^5$ by first eigenfunctions has maximal Morse index
\[
\text{ind}_A(u) = (n + 1) + \dim(\mathcal{M}(\mathbb{T}^2)) = (5 + 1) + 2 = 8.
\]
Indeed, (6.2) is known to hold for the “Bryant–Itoh–Montiel–Ros” torus $u: \mathbb{R}^2/\Gamma_{eq} \to \mathbb{S}^5$; see, for instance, [KW18, Proposition 3.4, Remark 3.7]. More explicitly, viewing $\mathbb{S}^5$ as a unit sphere in $\mathbb{C}^3$, one can write
\[
u(x) = \frac{1}{\sqrt{3}} (\phi_1, \phi_2, \phi_3),
\]
where
\[
\phi_1(x) = e^{2\pi i (x_1 - \frac{x_2}{\sqrt{3}})}, \quad \phi_2(x) = e^{4\pi i \frac{x_3}{\sqrt{3}}}, \quad \text{and} \quad \phi_3(x) = e^{2\pi i (x_1 + \frac{x_2}{\sqrt{3}})}.
\]
One can find an 8-dimensional space of area-decreasing variations
\[
\mathcal{V}_8 := \{(e - \langle u, e \rangle u) \mid e \in \mathbb{R}^6\} \oplus \text{Span} \{(-\phi_1, 0, \phi_3), (-\phi_1, 2\phi_2, -\phi_3)\}
\]
corresponding to the deformations of $\nu$ by conformal dilations of $\mathbb{S}^5$ and the deformations along a natural two-parameter family of maps $\psi_{ab}: \mathbb{T}^2 \to \mathbb{S}^5$ considered by Montiel and Ros in [MR85]. These maps give homothetic
immersions of the flat metrics $T_{a,b} := \mathbb{R}^2 / (\mathbb{Z}(1,0) \oplus \mathbb{Z}(a,b))$ into $S^5$ by the first six nontrivial eigenfunctions of the Laplacian on $T_{a,b}$.

\[ \square \]

**Corollary 6.4.** Let $g_1 \in \text{Met}_{\text{can}}(K)$ be a unit-area flat metric and $\mu$ an admissible measure on the Klein bottle $K$, with $\lambda_1(K, [g_1], \mu) \geq 1 - \delta_0(K)$. Then there exists an area $\lambda_1$-maximizing metric $g_{\text{max}}$ on $K$ (as described in [EGJ06, JNP06]) conformal to a unit-area flat metric $g_0 \in \text{Met}_{\text{can}}(K)$ such that

\[ \| \lambda_1(K, [g_1], \mu) \mu - \Lambda_1(K) dt_{g_{\text{max}}} \|^2_{W^{1,2}(M, g_0)} \leq C \left( (2\lambda_1(K) - \bar{\lambda}_1(K, [g_1], \mu)) + \| g_1 - g_0 \|^2_{C^1(g_0)} \right). \]

**Proof.** Again, by Theorem 6.1, it suffices to show that the minimal immersion $u: K \to S^4$ by first eigenfunctions inducing the maximizing metric $g_{\text{max}}$ has maximal Morse index

\[ (6.3) \quad \text{ind}_A(u) = (n + 1) + \dim(M(K)) = 5 + 1 = 6. \]

To prove (6.3), we employ the arguments of [KW18], with minor modifications for the nonorientable setting. Let $u: K \to S^4$ be the minimal immersion described in [EGJ06, JNP06] inducing the $\lambda_1$-maximizing metric $g_{\text{max}}$, and choose $a > 0$ such that $g_{\text{max}}$ is conformal to the flat metric

\[ (K, g_0) = \mathbb{R}^2 / \Gamma_a, \]

where $\Gamma_a \subset \text{Isom}(\mathbb{R}^2)$ is the group generated by

\[ \gamma_1 \cdot (x, y) = (x, y + a) \text{ and } \gamma_2 \cdot (x, y) = (x + \pi, -y). \]

Denote by $v: \mathbb{R}^2 \to S^4$ the induced conformal minimal immersion $v = u \circ \pi$, where $\pi: \mathbb{R}^2 \to \mathbb{R}^2 / \Gamma_a$ is the obvious projection.

Now, let $\mathcal{N}(v) \subset v^*(T S^4)$ denote the normal bundle associated with $v$, and let $\alpha$ be the second fundamental form. Following [KW18], consider the normal sections $N_1, N_2 \in \Gamma(\mathcal{N}(v))$ given by

\[ N_1 = \alpha(\partial_x, \partial_x) = -\alpha(\partial_y, \partial_y), \text{ and } N_2 = \alpha(\partial_x, \partial_y). \]

In the notation of [KW18], $N_1$ and $N_2$ coincide (up to a constant factor) with the sections $\Omega_1$ and $\Omega_2$ giving the real and imaginary parts, respectively, of the section $\Omega$ of the complexified normal bundle given by the normal projection of $g_{\text{max}}^{\mathbb{C}}$. As in [KW18], we note that the Codazzi and Ricci equations (together with the minimality of $v$) yield

\[ (6.4) \quad D_{\partial_x}^2 N_1 + D_{\partial_y}^2 N_2 = D_{\partial_y} N_1 - D_{\partial_x} N_2 = 0, \]

and

\[ (6.5) \quad L N_1 = 2N_1 + 2\rho^{-4} \left[ |N_1|^2 - |N_2|^2 \right] N_1 + 2\langle N_1, N_2 \rangle N_2, \]

where $\rho := |\partial v / \partial x| = |\partial v / \partial y|$ and $L: \Gamma(\mathcal{N}(v)) \to \Gamma(\mathcal{N}(v))$ is the Jacobi operator associated to the minimal immersion $v$. 

\[ \square \]
Since
\[(\gamma_1)_*(\partial_x) = (\gamma_2)_*(\partial_x) = \partial_x\]
and
\[(\gamma_1)_*(\partial_y) = -(\gamma_2)_*(\partial_y) = \partial_y,\]
we see that \(N_1\) is invariant under the action of \(\Gamma_a\), and therefore descends to a section \(\bar{N}_1 \in \Gamma(\mathcal{N}(u))\) of the normal bundle for the embedding \(u: \mathbb{K} \to S^4\). The section \(N_2\) is invariant under the translations \((x,y) \mapsto (x,y + a)\) and \((x,y) \mapsto (x + 2\pi,y)\), but changes by a sign \(N_2 \circ \gamma_2 = -N_2\) under the action of \(\gamma_2\), and therefore does not descend to a section on the Klein bottle \(\mathbb{K}\).

It is a standard consequence of (6.4) that
\[
(\partial_x - i\partial_y) \left[ \frac{1}{2}(|N_1|^2 - |N_2|^2) + i\langle N_1, N_2 \rangle \right] = 0,
\]
and since \(N_1\) and \(N_2\) are both periodic with respect to the translations \((x,y) \mapsto (x,y + a)\) and \((x,y) \mapsto (x + 2\pi,y)\), it follows that
\[
(|N_1|^2 - |N_2|^2) + 2i\langle N_1, N_2 \rangle \equiv A + Bi \in \mathbb{C}
\]
is constant. Since \(\langle N_1, N_2 \rangle \circ \gamma_2 = \langle N_1, -N_2 \rangle = -\langle N_1, N_2 \rangle\), it follows immediately that \(B = \langle N_1, N_2 \rangle \equiv 0\), and (6.5) gives
\[
(6.6) \quad \mathcal{L}N_1 = 2N_1 + 2A\rho^{-4}N_1.
\]

For the minimal Klein bottle given by maximization of \(\bar{\lambda}_1\), we can compute the constant \(A = |N_1|^2 - |N_2|^2\) explicitly. Recalling from [EGJ06, JNP06] that the minimal immersion \(v: \mathbb{R}^2 \to S^4\) has the form
\[
v(x,y) = (\varphi_0(y), \varphi_1(y)e^{ix}, \varphi_2(y)e^{2ix}),
\]
where \(\varphi_0^2 + \varphi_1^2 + \varphi_2^2 = 1\) and \(\varphi_1^2 + 4\varphi_2^2 = (\varphi_0')^2 + (\varphi_1')^2 + (\varphi_2')^2\), one may check by direct computation that
\[
A = |N_1|^2 - |N_2|^2 = \varphi_1^2 + 16\varphi_2^2 - (\varphi_1^2 + 4\varphi_2^2)^2 - (\varphi_1')^2 - 4(\varphi_2')^2.
\]
That is, in the notation of [JNP06, p. 7], we have
\[
A = -\kappa_0 = -3E_1 = 4\varphi_2(0)^2(3 - 4\varphi_2(0)^2) = 9/4,
\]
since the solutions satisfy \(\varphi_2(0) = \sqrt{3/8}\).

Hence, for the minimal Klein bottle in question, the section \(N_1 \in \Gamma(\mathcal{N}(v))\) satisfies
\[
\mathcal{L}N_1 = 2N_1 + \frac{9}{2}\rho^{-4}N_1,
\]
and, in particular, descends to a normal section \(\bar{N}_1 \in \Gamma(\mathcal{N}(u)) \subset \Gamma(u^*(TS^4))\) over the embedding \(u: \mathbb{K} \to S^4\) satisfying
\[
(6.7) \quad \mathcal{L}\bar{N}_1 = 2\bar{N}_1 + \frac{9}{2}\rho^{-4}\bar{N}_1.
\]
Thus, the second variation of area $\delta^2 A(u)(\bar{N}_1, \bar{N}_1)$ at $u$ along $\bar{N}_1$ satisfies

$$\delta^2 A(u)(\bar{N}_1, \bar{N}_1) = -\int_K \langle \bar{N}_1, \mathcal{L}\bar{N}_1 \rangle \, dv_{g_{\text{max}}}$$

$$= -\int_K \left[ (2 + \frac{9}{2} \rho^{-4}) \right] |\bar{N}_1|^2 \, dv_{g_{\text{max}}}$$

$$< -2\|\bar{N}_1\|_{L^2(g_{\text{max}})}^2.$$ 

Arguing as in [KW18, Theorem 3.1], we therefore deduce that the lowest eigenvalue $\lambda_0$ of the second variation $\delta^2 A(u)$ must satisfy $\lambda_0 < -2$. On the other hand, (cf. [KW18, Lemma 2.2]), the conformal deformations give a 5-dimensional subspace of $\Gamma(N(u))$ within the $(-2)$-eigenspace of $\delta^2 A(u)$, which together with the $\lambda_0$-eigenspace gives a 6-dimensional subspace of $\Gamma(N(u))$ on which $\delta^2 A(u)$ is negative definite. In particular, it follows that $\text{ind}_A(u) \geq 6$, as desired.

We turn to the proof of Theorem 6.1. The main ingredient is the following lemma, showing that the assumption of maximal index gives rise to a nice family of comparison maps associated to conformal classes $[g]$ sufficiently close to the $\lambda_1$-maximizing conformal class. It is convenient to formulate the result of this lemma in terms of the “Teichmüller” space of conformal classes $\mathcal{M}_0(M) := \text{Met}_{\text{can}}(M)/\text{Diff}_0(M)$, where $\text{Diff}_0(M)$ is the group of diffeomorphisms isotopic to the identity. If $M$ is oriented, then the space $\mathcal{M}_0(M)$ agrees with the classical Teichmüller space of complex structures on $M$. The advantage of $\mathcal{M}_0(M)$ is that it is a manifold whereas $\mathcal{M}(M)$ is only an orbifold.

**Lemma 6.5.** Let $u : M \to S^n$ be a minimal immersion by the first eigenfunctions whose induced metric $u^*g_{S^n}$ is conformal to the constant curvature metric $g_0 \in \text{Met}_{\text{can}}(M)$. Assume that $u$ has the maximal Morse index, i.e. that

$$\text{ind}_A(u) = n + 1 + \dim(M(M)).$$

Then there is a neighborhood $\mathcal{U}$ of the class $\langle g_0 \rangle$ in the Teichmüller space $\mathcal{M}_0(M)$ and a family of immersions

$$\mathcal{U} \ni \tau \mapsto F_{\tau} \in C^\infty(M, S^n)$$

such that the constant curvature metrics $g_{\tau} \in \text{Met}_{\text{can}}(M)$ conformal to $F_{\tau}^*g_{S^n}$ satisfy $\langle g_{\tau} \rangle = \tau$, for which the following holds: denoting by $F_{\tau,a} := G_a \circ F_{\tau}$ the composition with the conformal automorphism $G_a \in \text{Conf}(S^n)$ as in Remark 2.5, there exist $C < \infty$ and $\delta_1 > 0$ such that for every $(a, \tau) \in \mathbb{B}^{n+1} \times \mathcal{U}$, either

$$\text{Area}(F_{\tau,a}) \leq \text{Area}(u) - \delta_1,$$

or

$$\|g_{\tau} - g_0\|_{C^1(g_0)}^2 + \|F_{\tau,a} - u\|_{C^2(g_0)}^2 \leq C[\text{Area}(u) - \text{Area}(F_{\tau,a})].$$

(6.8)
Remark 6.6. The constants $C < \infty$ and $\delta_1 > 0$ in the lemma depend only on the conformal structure $\langle g_0 \rangle \in \mathcal{M}(M)$, since each conformal structure carries at most one minimal immersion by first eigenfunctions, up to isometries (by [MR85, Theorem 1]). In particular, for those minimal immersions $u$ arising from maximization of $\lambda_1$, the constants $C = C(M)$ and $\delta_1(M)$ may be taken independent of the conformal structure $\langle g_0 \rangle \in \mathcal{M}(M)$ as well, since the collection of conformal structures achieving $\Lambda_1(M)$ is compact (recall that we are assuming $M \neq S^2$ throughout this section).

Proof. Recall that the maximal index condition implies by [EjMi08] that $du$ never vanishes, so the assumption that $u$ is unbranched follows from the index condition.

Denote by $g_0 \in \text{Met}_{\text{can}}(M)$ the unit-area constant curvature metric conformal to $u^*(g_{S^n})$. As discussed above, since $u$ is a map by first eigenfunctions for $\Delta u^*(g_{S^n})$, we know that $u$ has Morse index

\begin{equation}
\text{ind}_E(u) = n + 1
\end{equation}

as a critical point of the energy functional $E_{g_0}$, with an $(n+1)$-parameter family of area-decreasing deformations given by the conformal variations

\begin{equation}
\mathcal{V}_{\text{conf}} := \{ e - \langle e, u \rangle u \mid e \in \mathbb{R}^{n+1} \}.
\end{equation}

Now, for any variation vector field $v \in \Gamma(u^*(T_{S^n}))$, denote by $\eta(v)$ the symmetric two-tensor

\[ \eta(v) = du'dv + dv'du = \frac{d}{dt} \left|_{t=0} \left( \left( \frac{u + tv}{|u + tv|} \right)^* (g_{S^n}) \right) \right], \]

and denote by $\eta(v)^T$ its $g_0$-traceless part

\[ \eta(v)^T := \eta(v) - \langle du, dv \rangle_{g_0} g_0. \]

A straightforward computation (cf., e.g., [Mo07]) shows that the second variation $\delta^2 A(u)(v, v)$ of area along $v \in \Gamma(u^*(T_{S^n}))$ is given by

\begin{equation}
\delta^2 A(u)(v, v) = \frac{d^2}{dt^2} \left|_{t=0} \right. \text{Area} \left( \frac{u + tv}{|u + tv|} \circ \Phi_t \right) =
\end{equation}

\[ = \frac{d^2}{dt^2} \left|_{t=0} \right. \text{Area} \left( \frac{u + tv}{|u + tv|} \right) = \delta^2 A(u)(v, v), \]

by the invariance of the area functional under reparametrization. By the assumption of maximal index

\[ \text{ind}_A(u) = I_{\text{max}} := n + 1 + \text{dim}(\mathcal{M}(M)), \]

we can find a space of sections \( \mathcal{V} \subset \Gamma(u^*(T^\ast S^n)) \) of dimension \( \dim(\mathcal{V}) = I_{\text{max}} \) such that

\[
\max_{0 \neq v \in \mathcal{V}} \frac{\delta^2 A(u)(v, v)}{\|v\|_{C^2(g_0)}^2} \leq -c < 0
\]

for some \( c = c(u(M)) > 0 \). Moreover, we take \( \mathcal{V} \) to be of the form

\[
\mathcal{V} = \mathcal{V}_{\text{conf}} \oplus \mathcal{W},
\]

where \( \mathcal{V}_{\text{conf}} \) is the \((n+1)\)-dimensional space of conformal variations given by (6.10) and \( \mathcal{W} \subset \Gamma(u^*(T^\ast S^n)) \) is a complementary \( \dim(\mathcal{M}(M)) \)-dimensional space of variations.

With \( \mathcal{V} \) as above, consider the linear map

\[
T: \mathcal{V} \rightarrow S := \Gamma(\text{Sym}^2(T^\ast M))
\]

onto the symmetric two-tensors, given by

\[
T(v) := 2|du|_{g_0}^{-2}\eta(v) = 2|du|_{g_0}^{-2}(du'dv + dv'du).
\]

Now, recall (e.g., from [FiMa77]) that the space \( S \) of symmetric 2-tensors admits a direct sum decomposition (determined by \( g_0 \))

\[
S = S_0 \oplus S_1 \oplus S_2
\]

into the components

\[
S_0 := \{\varphi g_0 \mid \varphi \in C^\infty(M)\},
\]

\[
S_1 := \{\mathcal{L}_X g_0 - \text{div}_{g_0}(X)g_0 \mid X \in \Gamma(TM)\},
\]

and

\[
S_2 := \{h \in S \mid \langle h, g_0 \rangle \equiv 0, \ \text{div}_{g_0}(h) = 0\}.
\]

The latter summand \( S_2 \) corresponds to those variations of \( g_0 \) within the unit-area constant curvature metrics \( \text{Met}_{\text{can}}(M) \) which are \( L^2(g_0) \)-orthogonal to the orbit \( \{\Phi^* g_0 \mid \Phi \in \text{Diff}_0(M)\} \) of \( g_0 \) under the action of \( \text{Diff}_0(M) \), and may, in particular, be identified with the tangent space \( T_{(g_0)}\mathcal{M}_0(M) \) to the Teichmüller space \( \mathcal{M}_0(M) \) at \( (g_0) \).

Denote by \( T_2: \mathcal{V} \rightarrow S_2 \) the composition of \( T: \mathcal{V} \rightarrow S \) with the projection \( S \rightarrow S_2 \). We claim now that \( T_2 \) is surjective. To see this, consider the kernel \( \mathcal{V}_0 := \ker(T_2) \). It follows from the definition of \( T_2 \) that each \( v \in \mathcal{V}_0 \) satisfies

\[
\eta(v) = \varphi g_0 + 1/2|du|_{g_0}^2\mathcal{L}_X g_0
\]

for some \( \varphi \in C^\infty(M) \) and \( X \in \Gamma(TM) \) which are determined uniquely (and linearly) by \( v \), provided we select \( X \) in the \( L^2(g_0) \)-orthogonal complement to the space of conformal Killing vector fields for \( g_0 \). Moreover, it is straightforward to check that

\[
\mathcal{L}_X(\rho g_0) = \rho \mathcal{L}_X(g_0) + X(\rho) g_0
\]

for any conformal factor \( 0 < \rho \in C^\infty(M) \), so we can write

\[
\eta(v) = \varphi_1 g_0 + 1/2\mathcal{L}_X (|du|_{g_0}^2 g_0) = \varphi_1 g_0 + \mathcal{L}_X(u^*(g_{S^n})).
\]
for some $\varphi_1 \in C^\infty(M)$ and $X \in \Gamma(TM)$. On the other hand, it is easy to check that
\[ \eta(du(X)) = L_X(u^*(g_{S^n})), \]
so that
\[ \eta(v - du(X_v)) = \eta(v) - \eta(du(X_v)) = \varphi_1 g_0 \in S_0. \]
In particular, since $du(X)$ is tangential to $du(M)$, it follows from (6.11) that
\[ \delta^2 A(u)(v,v) = \delta^2 A(u)(v - du(X),v - du(X)) = \delta^2 E_{g_0}(u)(v - du(X),v - du(X)) \]
\[ = \delta^2 E_{g_0}(u)(v - du(X),v - du(X)) = \frac{1}{2} \int_M |du|_{g_0}^{-2} \left| \eta(v - du(X)) \right|^2_{g_0} dv_{g_0} \]
Thus, it follows that the second variation of energy $\delta^2 E_{g_0}(u)$ is negative definite on the space
\[ \tilde{V}_0 := \{ v - du(X_v) \mid v \in V_0 \} \subset \Gamma(u^*(TS^n)), \]
and since $\text{ind}_E(u) = n + 1$, it follows that $\text{dim}(\tilde{V}_0) \leq n + 1$. Moreover, it is easy to see that the map $v \mapsto du(X_v)$ is injective on $V_0$, since $\delta^2 A(u)(\cdot,\cdot)$ vanishes for the tangent vector field $du(X_v)$. Hence,
\[ \text{dim}(V_0) = \text{dim}(\ker(T_2)) \leq n + 1. \]
In particular, it follows that
\[ \ker(T_2) = V_{\text{conf}}, \]
and since $\text{dim}(S_2) = \text{dim}(\mathcal{M}(M))$, we deduce that
\[ T_2 : \mathcal{W} \rightarrow S_2 \]
gives an isomorphism.

Now, for each $v \in \mathcal{W}$, let
\[ F_v := \frac{u + v}{|u + v|} : M \rightarrow S^n, \]
and for $v$ in a small neighborhood $0 \ni W \subset \mathcal{W}$ of 0 (so that $F_v$ remains an isomorphism), let $g_v \in \text{Met}_{\text{can}}(M)$ be the unique constant-curvature unit-area metric conformal to $F_v^*(g_{S^n})$. A straightforward computation reveals that
\[ \frac{d}{dt} \bigg|_{t=0} (g_{tv_0}) = 2 \left( |du|_{g_0}^{-2} \eta(v_0) \right)^T \]
In particular, for $v$ in a sufficiently small neighborhood $0 \ni W' \subset \mathcal{W}$, since $T_2 : \mathcal{W} \rightarrow S_2$ is an isomorphism, the assignment
\[ U \ni v \mapsto \langle g_v \rangle \in \mathcal{M}_0(M) \]
gives a homeomorphism onto a neighborhood of $\langle g_0 \rangle$ in the Teichmüller space.
Letting $\mathbb{B}^{n+1} \ni a \mapsto G_a$ denote the family of conformal dilations of $\mathbb{S}^n$, note that the subspace of variations in $\Gamma(u^*(TS^n))$ given by differentiating the families $G_a \circ F_v$ at $(a, v) = 0 \in \mathbb{B}^{n+1} \times \mathcal{W}$ is precisely
\[ \mathcal{V} = \mathcal{V}_{\text{conf}} + \mathcal{W}. \]

In particular, it follows from (6.12) that for $(a, v)$ in a neighborhood $0 \in \mathcal{O} \subset \mathcal{V}$ of $0$ in $\mathcal{V}$,
\[ \|G_a \circ F_v - u\|_{C^2(g_0)}^2 \leq C[\text{Area}(u) - \text{Area}(G_a \circ F_v)]. \]

Moreover, since the maps $G_a$ are conformal, for any $(a_0, v_0) \in \mathbb{B}^{n+1} \times \mathcal{W}$, we see that
\[
\frac{d}{dt} \bigg|_{t=0} g_{tv_0} = 2 \left( |du|_{g_0}^2 \eta(v_0) \right)^T = 2 |du|_{g_0}^2 \eta \left( \frac{d}{dt} \bigg|_{t=0} [G_{ta_0} \circ F_{tv_0}] \right)^T
\]
from which it follows that
\[
\|g_v - g_0\|_{C^1(g_0)} \leq C\|G_a \circ F_v - u\|_{C^2(g_0)}
\]
for $(a, v)$ in a sufficiently small neighborhood $\mathcal{O}$ of $0$ in $\mathbb{B}^{n+1} \times \mathcal{W}$. In particular, for $(a, v) \in \mathcal{O} \subset \mathcal{W}$, it follows that
\[
(6.14) \quad \|g_v - g_0\|_{C^1(g_0)}^2 + \|G_a \circ F_v - u\|_{C^2(g_0)}^2 \leq C[\text{Area}(u) - \text{Area}(G_a \circ F_v)].
\]

Finally, letting $\mathcal{O}$ be such a neighborhood of $0$ in $\mathbb{B}^{n+1} \times \mathcal{W}$, we claim that there exists $\delta_1 > 0$ and a neighborhood $U$ of $0$ in $\mathcal{W}$ such that if $(a, v) \in \mathbb{B}^{n+1} \times U$ and $\text{Area}(G_a \circ F_v) \geq \text{Area}(u) - \delta_1$, then $(a, v) \in \mathcal{O}$. Indeed, if no such $\delta_1$ and $\mathcal{W}$ existed, then we could find $v_j \to 0$ in $\mathcal{W}$ and $a_j \to a \neq 0$ in $\mathbb{B}^{n+1}$ for which $\lim_{j \to \infty} \text{Area}(G_{a_j} \circ F_{v_j}) \geq \text{Area}(u)$. If $a \in \mathbb{B}^{n+1}$, then $\lim_{j \to \infty} \text{Area}(G_{a_j} \circ F_{v_j}) = \text{Area}(G_a \circ u)$, which contradicts the fact that $u$ is the unique maximizer of area among the maps $G_a \circ u$. The case $a \in \partial \mathbb{B}^{n+1}$ is more subtle and we postpone the detailed argument until Section 6.3. In Corollary 6.9 we show that in this case $\lim_{j \to \infty} \text{Area}(G_{a_j} \circ F_{v_j}) \leq \lim_{t \to 1} \text{Area}(G_{ta} \circ u)$, which contradicts the fact that $\text{Area}(G_{ta} \circ u)$ is strictly decreasing in $t$, see the proof of Proposition 2.8.

Combining the conclusions of the preceding three paragraphs, we see that we can find a neighborhood $U$ of $0$ in $\mathcal{W}$ such that
\[
U \ni v \mapsto \langle g_v \rangle \in \mathcal{M}_0(M)
\]
gives a homeomorphism onto its image $\mathcal{U} \subset \mathcal{M}_0(M)$, and such that for every $v \in U$ and $a \in \mathbb{B}^{n+1}$, either
\[
\|g_v - g_0\|_{C^1(g_0)}^2 + \|G_a \circ F_v - u\|_{C^2(g_0)}^2 \leq C[\text{Area}(u) - \text{Area}(G_a \circ F_v)]
\]
or
\[
\text{Area}(G_a \circ F_v) \leq \text{Area}(u) - \delta_1.
\]

Thus, we see that the family of maps
\[
\mathcal{U} \ni (g_v) \mapsto F_v \in C^\infty(M, \mathbb{S}^n)
\]
 satisfies all the desired properties, completing the proof of the lemma.
With the preceding lemma in place, we can now complete the proof of Theorem 6.1.

Proof of Theorem 6.1. Let $\mathcal{C}_\text{max} \subseteq \mathcal{M}_0(M)$ denote the set of (equivalence classes of) conformal structures $\langle g \rangle$ achieving the maximum $\Lambda_1(M, [g]) = \Lambda_1(M)$. By assumption, for each $\langle g_0 \rangle \in \mathcal{C}_\text{max}$, the minimal immersion $u : M \to S^n$ arising from maximization of $\bar{\lambda}_1$ satisfies the hypotheses of Lemma 6.5. Thus, for each $\langle g_0 \rangle \in \mathcal{C}_\text{max}$, there is a neighborhood $\mathcal{U}(g_0)$ of $\langle g_0 \rangle$ in $\mathcal{M}_0(M)$ and a family of maps $\mathcal{U} \ni \tau \mapsto F_\tau \in C^\infty(M, S^n)$ satisfying the conclusions of the lemma. Namely, the constant curvature metric $g_\tau \in \text{Met}_{\text{can}}(M)$ conformal to $F^*_\tau(g_0)$ lies in $\mathcal{M}_0(M)$, $F_{\langle g_0 \rangle} = u_0$ is the minimal immersion inducing the $\bar{\lambda}_1$-maximizing metric in $\langle g_0 \rangle$, and for every $(a, \tau) \in \mathbb{B}^{n+1} \times \mathcal{U}$ with

$$\text{Area}(G_a \circ F_\tau) \geq \text{Area}(u_0) - \frac{\delta_0(M)}{2} = \frac{1}{2} [\Lambda_1(M) - \delta_0(M)],$$

we have

$$\|g_\tau - g_0\|_{C^2(g_0)}^2 + \|G_a \circ F_\tau - u_0\|_{C^2(g_0)}^2 \leq C \left[ \frac{1}{2} \Lambda_1(M) - \text{Area}(G_a \circ F_\tau) \right].$$

Now, let $g_1 \in \text{Met}_{\text{can}}(M)$ and let $\mu$ be an admissible measure such that

$$\bar{\lambda}_1(M, [g_1], \mu) \geq \Lambda_1(M) - \delta_0.$$

By the qualitative convergence result of Theorem 1.14, provided $\delta_0 = \delta_0(M) > 0$ sufficiently small, it follows that $\langle g_1 \rangle \in \mathcal{U}(g_0)$ for some $\langle g_0 \rangle \in \mathcal{C}_\text{max}$. Thus, we have a map $F = F_{\langle g_1 \rangle} : M \to S^n$ and a representative $g_0 \in \text{Met}_{\text{can}}(M)$ of $\langle g_0 \rangle \in \mathcal{C}_\text{max}$ (possibly after replacing $(F_{\langle g_1 \rangle}, g_0)$ with $(F_{\langle g_1 \rangle}, \Phi, \Phi^*g_0)$ for an appropriate $\Phi \in \text{Diff}(M)$) such that for every $a \in \mathbb{B}^{n+1}$, if

$$\text{Area}(G_a \circ F) \geq \text{Area}(u_0) - \frac{\delta_0(M)}{2} = \frac{1}{2} [\Lambda_1(M) - \delta_0(M)],$$

then

$$(6.15) \quad \|g_1 - g_0\|_{C^1(g_0)}^2 + \|G_a \circ F - u_0\|_{C^2(g_0)}^2 \leq C [\Lambda_1(M) - 2 \text{Area}(G_a \circ F)].$$

Since $\mu$ is admissible, we know that there exists $a \in \mathbb{B}^{n+1}$ for which $F_a := G_a \circ F$ satisfies

$$\int_M F_a d\mu = 0 \in \mathbb{R}^{n+1},$$

and since $u_a : (M, g_1) \to S^n$ is conformal, it follows that

$$\text{Area}(F_a) = E_{g_1}(F_a) \geq \frac{1}{2} \bar{\lambda}_1(M, [g_1], \mu) \geq \frac{1}{2} [\Lambda_1(M) - \delta_0].$$

Hence, (6.15) holds, and we have

$$(6.16) \quad \|g_1 - g_0\|_{C^1(g_0)}^2 + \|F_a - u_0\|_{C^2(g_0)}^2 \leq C [\Lambda_1(M) - \bar{\lambda}_1(M, [g_1], \mu)].$$
Moreover, by Lemma 2.1, we see that
\[ \|dF_a\|_{L^\infty(g_1)}^2 \leq \|dF_a\|_{L^\infty(g_0)}^2 \leq C, \]
\[ \|dF_a\|_{W^{-1,2}(g_0)} \leq C \cdot \|dF_a\|_{W^{-1,2}(g_1)}, \]
and
\[ \|dF_a\|_{L^\infty(g_1)}^2 \leq C \cdot \|dF_a\|_{L^\infty(g_0)}^2 \leq C, \]
\[ \|dF_a\|_{W^{-1,2}(g_0)} \leq C \cdot \|dF_a\|_{W^{-1,2}(g_1)} , \]
Finally, it follows from (6.16) that, provided \( \Lambda_1(M) - \bar{\lambda}_1(M, [g_1], \mu) \) is sufficiently small,
\[ \|dF_a\|_{L^\infty(g_1)}^2 \leq C \cdot \|dF_a\|_{L^\infty(g_0)}^2 \leq C, \]
\[ \|dF_a\|_{W^{-1,2}(g_0)} \leq C \cdot \|dF_a\|_{W^{-1,2}(g_1)}, \]
Finally, note that in the special case in which \( \mu = \text{dv}_g \) for a metric \( g \) conformal to \( g_1 \), it follows that
\[ \|\lambda_1(M, g_1, \mu) - \Lambda_1(M)\|_{W^{-1,2}(g_0)} \leq C[\Lambda_1(M) - \bar{\lambda}_1(M, [g_1], \mu)], \]
as desired.

6.3. Limiting behaviour of the canonical family. Let \( F: M \to \mathbb{S}^n \) be an immersion with induced metric \( g_F = F^*(g_{\mathbb{S}^n}) \). Given \( y \in \mathbb{S}^n \) and \( r > 0 \), consider the area density
\[ \Theta_F(y, r) := \frac{\text{Area}_{g_F}(|x - y| < r)}{r^2}, \]
and recall the following standard monotonicity result for immersions \( M \to \mathbb{R}^{n+1} \) with bounded mean curvature.

**Lemma 6.7** (see e.g. [Si83], section 17). Let \( F: M \to \mathbb{R}^{n+1} \) be an immersion with induced metric \( g_F = F^*(g_{\mathbb{S}^n}) \). Then for \( r > 0 \) one has
\[ \frac{d}{dr} \left[ e^{r\|H_F\|_{L^\infty}} \Theta_F(y, r) \right] \geq 0, \]
where $H_F = \Delta_{g_F} F$ is the mean curvature of $F$ as an immersion into $\mathbb{R}^{n+1}$ and $\|H_F\|_\infty$ is its $L^\infty$-norm.

An immediate corollary is the well-definedness of the density

$$\Theta_F(y,0) := \lim_{r \to 0} \Theta_F(y,r),$$

and for any $0 < r < s$ one has

$$\Theta_F(y,r) \leq e^{\|H_F\|_\infty(s-r)} \Theta_F(y,s).$$

Recall that the canonical family $B^{n+1} \ni a \mapsto G_a \in \text{Conf}(\mathbb{S}^n)$ is given by

$$G_a(x) = (1 - |a|^2) \frac{x + a}{|x + a|^2} + a.$$ We then have the following.

**Proposition 6.8.** Let $F: M \to \mathbb{S}^n$ be an immersion with mean curvature $H_F = \Delta_{g_F} F$ as a submanifold of Euclidean space, and let $a \in B^{n+1}$ with $1 - |a| < \delta^3 < 1/2$. Then there exists a universal constant $C_0$ (independent of $F$, $n$) such that, letting $\alpha = -a/|a|$, we have

(6.17)

$$\text{Area}(G_a \circ F) \geq (1 + |a|)^2 \frac{\Theta_F(\alpha,0)}{e^{\|H_F\|_\infty \delta}} - C_0 \left(1 + \delta^2 e^{C_0 \|H_F\|_\infty} \right) \frac{\delta^2}{|a|^2} \text{Area}(F)$$

and

(6.18)

$$\text{Area}(G_a \circ F) \leq 4 e^{\|H_F\|_\infty \delta} \Theta_F(\alpha, \delta) + C_0 \left(1 + \delta e^{C_0 \|H_F\|_\infty} \right) \frac{\delta^2}{|a|^2} \text{Area}(F).$$

**Proof.** By a direct computation, we have

$$\text{Area}(G_a \circ F) = \int_M \frac{(1 - |a|^2)^2}{|F + a|^4} \, dv_{g_F} = \int_M \frac{(1 - |a|^2)^2}{(|a||F - \alpha|^2 + (1 - |a|)^2)^2} \, dv_{g_F} =$$

$$= \int_{\{|F - \alpha| < \delta\}} \frac{(1 - |a|^2)^2}{(|a||F - \alpha|^2 + (1 - |a|)^2)^2} \, dv_{g_F} +$$

$$+ \int_{\{|F - \alpha| \geq \delta\}} \frac{(1 - |a|^2)^2}{(|a||F - \alpha|^2 + (1 - |a|)^2)^2} \, dv_{g_F},$$

so that

$$\lim_{\delta \to 0} \left| \text{Area}(G_a \circ F) - \int_{\{|F - \alpha| < \delta\}} \frac{(1 - |a|^2)^2}{(|a||F - \alpha|^2 + (1 - |a|)^2)^2} \right| \leq$$

$$\leq \frac{(1 - |a|^2)^2}{|a|^2 \delta^4} \text{Area}(F) \leq \frac{4\delta^2}{|a|^2} \text{Area}(F),$$
where in the last line we used the bound $1 - |a| < \delta^3$. Next, applying the coarea formula for $|F - \alpha|$ and integrating by parts, we see that

\[
\int_{|F - \alpha| < \delta} (|a||F - \alpha|^2 + (1 - |a|)^2)^{-2} \, dv_{g_F} =
\]

\[
= \int_0^\delta (|a| s^2 + (1 - |a|)^2)^{-2} \frac{d}{ds} \text{Area} \{ |F - \alpha| < s \} \, ds =
\]

\[
= \frac{\Theta_F(\alpha, \delta) \delta^2}{(|a| \delta^2 + (1 - |a|)^2)^2} - \int_0^\delta \Theta_F(\alpha, s) s^2 \frac{d}{ds} (|a| s^2 + (1 - |a|)^2)^{-2} \, ds.
\]

Set $v_a(s) := |a| s^2 + (1 - |a|)^2 > 0$. Combining the previous computations gives

(6.19)\[
\left| \text{Area}(G_a \circ F) - 2(1 - |a|)^2 \int_0^\delta \Theta_F(\alpha, s) s^2 v_a^{-3} v_a'(s) \, ds \right| \leq \frac{4 \delta^2}{|a|^2} \text{Area}(F) + \frac{4 \delta^4}{|a|^2} \Theta_F(\alpha, \delta),
\]

where we used the bound $(1 - |a|)^2 \leq 4(1 - |a|)^2 < 4\delta^6$ in the last step. By Lemma 6.7 one has

\[
\Theta_F(\alpha, \delta) \leq e^{2 \Vert H_F \Vert_\infty} \Theta_F(\alpha, 2) = e^{2 \Vert H_F \Vert_\infty} \frac{\text{Area}(F)}{4}.
\]

Substituting this into (6.19) yields

\[
\left| \text{Area}(G_a \circ F) - 2(1 - |a|)^2 \int_0^\delta \Theta_F(\alpha, s) s^2 v_a^{-3} v_a'(s) \, ds \right| \leq
\]

\[
\leq \left(4 + \delta^2 e^{2 \Vert H_F \Vert_\infty}\right) \frac{\delta^2}{|a|^2} \text{Area}(F).
\]

Finally, we estimate the integral term in the l.h.s. The monotonicity statement of Lemma 6.7 gives that for all $s \in [0, \delta]$ one has

(6.20)\[
e^{-\Vert H_F \Vert_\infty \delta} \Theta_F(\alpha, 0) \leq \Theta_F(\alpha, s) \leq e^{\Vert H_F \Vert_\infty \delta} \Theta_F(\alpha, \delta).
\]

At the same time,

\[
\int_0^\delta s^2 \frac{v_a'(s)}{v_a^2} \, ds = \frac{1}{|a|} \int_0^\delta (v_a(s) - (1 - |a|)^2 \frac{v_a'(s)}{v_a^2}) \, ds =
\]

\[
= \frac{1}{|a|} \int_0^\delta \frac{d}{ds} \left( - \frac{1}{v_a(s)} + \frac{(1 - |a|)^2}{2 v_a(s)^2} \right) \, ds =
\]

\[
= \frac{1}{|a|} \left( \frac{(1 - |a|)^2}{2 v_0(\delta)^2} - \frac{1}{v_a(\delta)} + \frac{1}{v_a(0)} - \frac{(1 - |a|)^2}{2 v_a(0)^2} \right) =
\]

\[
= \frac{1}{2|a|(1 - |a|)^2} + \frac{(1 - |a|)^2 - 2|a|\delta^2 + (1 - |a|)^2}{2|a||\delta^2 + (1 - |a|)^2}.
\]
so that
\[
\left| \int_{0}^{\delta} s^2 v_a(s) \frac{v_a'(s)}{v_a} ds - \frac{1}{2|a|(1 - |a|)^2} \right| \leq \frac{1}{|a|^2 \delta^2}.
\]
Combining this with (6.20) yields (note that \(v_a', v_a > 0\))
\[
\text{Area}(G_a \circ F) \geq - \left( 4 + \delta^2 e^{2\|H_F\|_{\infty}} \right) \frac{\delta^2}{|a|^2} \text{Area}(F) + \\
+ 2(1 - |a|^2)^2 \int_{0}^{\delta} \Theta_F(\alpha, s) s^2 v_a(s) \frac{v_a'(s)}{v_a^3} ds \geq - \left( 4 + \delta^2 e^{2\|H_F\|_{\infty}} \right) \frac{\delta^2}{|a|^2} \text{Area}(F) + \\
+ 2(1 - |a|^2)^2 e^{-\|H_F\|_{\infty} \delta} \Theta_F(\alpha, s) \left( \frac{1}{2|a|(1 - |a|)^2} - \frac{1}{|a|^2 \delta^2} \right) \\
\geq (1 + |a|)^2 e^{-\|H_F\|_{\infty} \delta} \Theta_F(\alpha, 0) - C_0 \left( 1 + \delta^2 e^{C_0 \|H_F\|_{\infty}} \right) \frac{\delta^2}{|a|^2} \text{Area}(F),
\]
where in the last line we used Lemma 6.7 to bound the term \(\Theta_F(\alpha, 0)\) in terms of \(\text{Area}(F)\). Similarly, we find that
\[
\text{Area}(G_a \circ F) \leq \frac{(1 + |a|)^2}{|a|} e^{\|H_F\|_{\infty} \delta} \Theta_F(\alpha, 0) + 4 \left( 1 + \delta^2 e^{\|H_F\|_{\infty}} \right) \frac{\delta^2}{|a|^2} \text{Area}(F).
\]
To complete the proof of (6.18) we write
\[
\frac{(1 + |a|)^2}{|a|} \leq \left( \frac{\delta^3 + 2|a|}{|a|} \right) \leq 4 + 4\delta^3 + \frac{\delta^6}{|a|}
\]
and we once again use Lemma 6.7 to bound the term \(\Theta_F(\alpha, \delta) \left( 4\delta^3 + \frac{\delta^6}{|a|} \right)\) in terms of \(\text{Area}(F)\).

As an immediate corollary, we see that for any fixed immersion \(F: M \to S^n\) and \(\alpha \in S^n\),
\[
\lim_{t \to 1} \text{Area}(G_{t\alpha} \circ F) = 4\Theta_F(-\alpha, 0).
\]

Finally, we can use this to analyze the boundary behavior of the area of the canonical family for a family of immersions converging in \(C^2\).

**Corollary 6.9.** Let \(F_j: M \to S^n\) be a sequence of immersions converging in \(C^2\) to an immersion \(F: M \to S^n\), and let \(a_j \in \mathbb{R}^{n+1}\) be a sequence of points such that
\[
a_j \to \beta \in S^n.
\]
Then
\[
4\Theta_F(-\beta, 0) \geq \limsup_{j \to \infty} \text{Area}(G_{a_j} \circ F_j).
\]
In particular,
\[
\lim_{t \to 1} \text{Area}(G_{t\beta} \circ F) \geq \limsup_{j \to \infty} \text{Area}(G_{a_j} \circ F_j).
\]
Proof. Since the maps $F_j$ are converging in $C^2$ to an immersion $F: M \to \mathbb{S}^n$, it is easy to see that the induced metrics $g_{F_j} \to g_F$ converge in $C^1$, and the mean curvatures (as immersions in $\mathbb{R}^{n+1}$)

$$H_{F_j} = \Delta_{g_{F_j}} F_j = - \left( \det(g_{F_j}) \right)^{-1/2} \partial_a \left( \det(g_{F_j})^{1/2} g_{F_j}^{ab} \partial_b F_j \right)$$

converge $H_{F_j} \to H_F$ in $C^0$. In particular, there exists $K > 0$ such that

$$\|H_{F_j}\|_{L^\infty} \leq K \quad \text{and} \quad \|H_F\|_{L^\infty} \leq K$$

and

$$\text{Area}(F_j) \leq K.$$ 

Thus, applying (6.18) to $F_j$, we see that there exists $C$ independent of $j$ such that

$$\text{Area}(G_{a_j} \circ F_j) \leq 4e^{C \delta} \Theta_{F_j}(-a_j/|a_j|, \delta) + C \delta^2$$

for any fixed $\delta > 0$ and $j$ sufficiently large that $1 - |a_j| < \delta^3$. Moreover, for fixed $\delta > 0$, it is easy to see that

$$\lim_{j \to \infty} \Theta_{F_j}(-a_j/|a_j|, \delta) = \Theta_F(-\beta, \delta),$$

so that passing to the limit as $j \to \infty$ gives

$$\limsup_{j \to \infty} \text{Area}(G_{a_j} \circ F_j) \leq 4e^{C \delta} \Theta_F(-\beta, \delta) + C \delta^2.$$ 

Taking $\delta \to 0$, we then find

$$\limsup_{j \to \infty} \text{Area}(G_{a_j} \circ F_j) \leq 4 \Theta_F(-\beta, 0),$$

giving (6.22).

Finally, it follows from (6.17) (taking $\delta \to 0$) that

$$\lim_{t \to 1} \text{Area}(G_{t\beta} \circ F) \geq 4 \Theta_F(-\beta, 0),$$

which together with (6.22) gives the desired semicontinuity estimate (6.23). \[\square\]

7. Sharpness of the quantitative stability estimates

7.1. Optimality of the exponent. The goal of this section is to show that the quantitative stability estimates obtained in the previous sections are sharp. As a test case, we will revisit Theorem 1.2 that gives the quantitative stability of Hersch’s inequality on the sphere, and show that neither the exponent two on the right-hand side of (1.7) nor the norm $W^{-1,2}$ can be improved. For the purposes of this section we denote by $g$ a round metric on a sphere $S^2$ of unit area embedded in $\mathbb{R}^3$. Unless specified otherwise, all the functional spaces throughout this section will be considered on $S^2$ with respect to this metric, and the dependence on $(S^2, g)$ will be omitted to simplify notation. As before, we say that a measure $\mu$ on $S^2$ is balanced whenever $\int_{S^2} F d\mu = 0 \in \mathbb{R}^3$, where $F: S^2 \to S^2 \subset \mathbb{R}^3$ is the identity
map. We also denote by $E_1$ the eigenspace corresponding to the eigenvalue $\lambda_1(S^2, g)$ spanned by the coordinate functions.

As will be shown in Corollary 7.10, the eigenvalue functional $\mu \mapsto \lambda_1(S^2, \mu)$ is not continuous in $W^{-1, 2} := W^{-1, 2}(S^2, g)$ norm. Following [GKL20, Proposition 4.11] let us introduce the Orlicz-Sobolev space below.

**Definition 7.1.** For a function $u \in L^1(S^2, g)$ let

$$\|u\|_{L^2(\log L)^{-\frac{1}{2}}} := \inf \left\{ \eta > 0 : \int_{S^2} \frac{|u/\eta|^2}{\log(2 + |u/\eta|)} \, dv_g \leq 1 \right\}.$$ 

The Orlicz-Sobolev space $W^{1, 2, -\frac{1}{2}} := W^{1, 2, -\frac{1}{2}}(S^2, g)$ is defined to be the space of functions such that

$$\|u\|_{W^{1, 2, -\frac{1}{2}}} := \|u\|_{L^2(\log L)^{-\frac{1}{2}}} + \|du\|_{L^2(\log L)^{-\frac{1}{2}}} < \infty.$$ 

In what follows, the only property property of $W^{1, 2, -\frac{1}{2}}$ we are using is that there exists a constant $C_{Or}$ such that for any $u \in W^{1, 2, -\frac{1}{2}}$ one has $\|u\|_{W^{1, 2, -\frac{1}{2}}} \leq C_{Or} \|u\|_{W^{1, 2}}$, which implies the continuity of $\mu \mapsto \lambda_1(\mu) := \lambda_1(S^2, \mu)$ in the dual of $W^{1, 2, -\frac{1}{2}}$ (see [GKL20] for more details). In the next proposition, we prove that if a balanced measure $\mu$ is close enough to $v_g$ in the dual of $W^{1, 2, -\frac{1}{2}}$ (and hence in $W^{-1, 2}$ as well), then the exponent two in the stability estimate (1.7) is sharp on a finite codimension subspace of admissible measures.

**Proposition 7.2.** There exist $\epsilon_0, c > 0$ such that, for any balanced admissible measure $\mu$, if

$$\int_{S^2} \varphi^2 \, d(\mu - v_g) \leq \epsilon_0 \|\varphi\|_{W^{1, 2}}^2$$

for any $\varphi \in W^{1, 2}$, then

$$\lambda_1(\mu) \geq \frac{8\pi}{1 + c(\|\mu - dv_g\|_{W^{-1, 2}} + \|\mu - dv_g\|_{W^{-1, 2}}^2)}.$$ 

Moreover, if, in addition, for any $w \in E_1$ one has that $\int_{S^2} w^2 \, d(\mu - v_g) = 0$, then

$$\lambda_1(\mu) \geq \frac{8\pi}{1 + c\|\mu - dv_g\|_{W^{-1, 2}}^2}.$$ 

In particular, the exponent in the stability estimate (1.7) is sharp.

**Remark 7.3.** Assumption (7.1) is verified whenever $\|\mu - v_g\|_{W^{1, 2, -\frac{1}{2}}}^*$ is smaller than $C_{Or}^{-1} \epsilon_0$.

**Remark 7.4.** Inequality (7.2) can be interpreted as continuity of $\lambda_1(\mu)$ at $\mu = dv_g$ with respect to the $W^{-1, 2}$ distance in the class of measures satisfying (7.1). We will see in Corollary 7.10 below that an additional assumption (7.1) is necessary.
Proof. Since
\[
\lambda_1(\mu) = \inf_{\varphi \in W^{1,2}} \frac{\int_{S^2} |d\varphi|^2_g \, dv_g}{\int_{S^2} (\varphi - \int_{S^2} \varphi \, dv_g)^2 \, d\mu},
\]
and both numerator and denominator are invariant up to the addition of a constant to \(\varphi\), \(\lambda_1(\mu)\) may be written as
\[
\lambda_1(\mu) = \inf_{\varphi \in 1^\perp} \frac{\int_{S^2} |d\varphi|^2_g \, dv_g}{\int_{S^2} |\varphi|^2 \, d\mu - (\int_{S^2} \varphi \, dv_g)^2},
\]
where \(1^\perp = \{ \varphi : \int_{S^2} \varphi \, dv_g = 0 \}\). For any \(\delta > 0\), in order to prove that \(\lambda_1(\mu) \geq \frac{8\pi}{1 + \delta}\) it suffices to show that for any \(\varphi \in 1^\perp\) one has
\[
(7.4) \quad \int_{S^2} \varphi^2 \, d\mu \leq \frac{1 + \delta}{8\pi} \int_{S^2} |d\varphi|^2_g \, dv_g.
\]
We write \(\varphi = w + \psi\), where \(w \in E_1\), \(\psi \in \{1, E_1\}^\perp\). Notice that, since \(\lambda_1(\mu_1) = (\lambda_1(\mu_2) = 8\pi\) and \(\lambda_1(\mu_3) = 24\pi\), it follows that \(24\pi \int_{S^2} \psi^2 \, dv_g \leq \int_{S^2} |w|^2 \, dv_g\) and \(8\pi \int_{S^2} w^2 \, dv_g = \int_{S^2} |w|^2 \, dv_g\). Thus, one obtains
\[
\begin{align*}
&\frac{1 + \delta}{8\pi} \int_{S^2} |d\varphi|^2_g \, dv_g = \frac{1 + \delta}{8\pi} \int_{S^2} (|dw|^2_g + |\psi|^2_g) \, dv_g \\
&\geq (1 + \delta) \int_{S^2} (w^2 + \psi^2) \, dv_g + \frac{1 + \delta}{12\pi} \int_{S^2} |\psi|^2_g \, dv_g \\
&\geq \int_{S^2} (\varphi^2 + \delta w^2) \, dv_g + \frac{1}{12\pi} \int_{S^2} |\psi|^2_g \, dv_g
\end{align*}
\]
Thus, to obtain (7.4) it is sufficient to show that
\[
(7.5) \quad \int_{S^2} \varphi^2 \, d(\mu - v_g) \leq \delta \int_{S^2} w^2 \, dv_g + \frac{1}{12\pi} \int_{S^2} |\psi|^2_g \, dv_g.
\]
Before proving this inequality, let us first remark that since \(E_1\) is finite dimensional, there exists a constant \(C\) such that \(\|w\|_{W^{1,\infty}} \leq C \|w\|_{L^2}\). Similarly, for any \(\psi \in \{1, E_1\}^\perp\), since \(\lambda_4(\mu_1) = 24\pi\) we have \(\|\psi\|_{W^{1,2}} \leq (1 + (24\pi)^{-1}) \|\psi\|_{L^2}^2\), and for a certain constant \(C > 0\)
\[
\|w\psi\|_{W^{1,2}} \leq C \|w\|_{L^2} \|\psi\|_{L^2}.
\]
Let us first verify (7.3). With the hypothesis on \(\mu\), \(\int_{S^2} w^2 \, d(\mu - v_g) = 0\), thus, the left-hand side of (7.5) may be estimated as follows,
\[
\begin{align*}
\int_{S^2} (w + \psi)^2 \, d(\mu - v_g) &= \int_{S^2} (2w\psi + \psi^2) \, d(\mu - v_g) \\
&\leq 2\|\mu - dv_g\|_{W^{-1,2}} \|w\psi\|_{W^{1,2}} + \epsilon_0 \|\psi\|_{W^{1,2}}^2 \\
&\leq 2C\|\mu - dv_g\|_{W^{-1,2}} \|w\|_{L^2} \|\psi\|_{L^2} + \left(1 + \frac{1}{24\pi}\right) \epsilon_0 \|\psi\|_{L^2}^2 \\
&\leq 24\pi C^2 \|\mu - dv_g\|_{W^{-1,2}}^2 \|w\|_{L^2}^2 + \left(\frac{1}{24\pi} + \left(1 + \frac{1}{24\pi}\right) \epsilon_0\right) \|\psi\|_{L^2}^2,
\end{align*}
\]
where we used the arithmetic-geometric mean inequality in the last step. As a result, we obtain (7.5) with 
\[ \delta = 24\pi C^2 \| \mu - v_g \|_{W^{1,2}} \] as long as we choose 
\[ \varepsilon_0 = \frac{1}{1 + 24\pi}. \]
Substituting this \( \delta \) in (7.4) completes the proof.

To show (7.2) it is sufficient to note that
\[
\int_{S^2} w^2 d(\mu - v_g) \leq \| \mu - dv_g \|_{W^{-1,2}} \| w^2 \|_{W^{1,2}} \leq C \| \mu - dv_g \|_{W^{-1,2}} \| w \|_{L^2}^2.
\]
Adding this term to the computation above, we obtain (7.5) with 
\[ \delta = C \| \mu - dv_g \|_{W^{-1,2}} (1 + 24\pi C \| \mu - dv_g \|_{W^{-1,2}}). \]

\[ \square \]

7.2. Optimality of the \( W^{-1,2} \) norm. We now show that the Hersch inequality is not stable in \( (W^{1,2, -\frac{1}{2}})^* \), and, consequently, is also not stable in \( (W^{1,2, \varepsilon})^* \) for any \( \varepsilon > 0 \), cf. Remark 1.4. Note that by Sobolev embedding theorem, it is thus not stable in \( (W^{1-\varepsilon, 2})^* \) either. We claim that in order to show this it is sufficient to prove the following theorem.

**Theorem 7.5.** There exists a sequence \( (\mu_\varepsilon) \) of admissible, balanced probability measures on \( S^2 \), such that \( \lambda_1(\mu_\varepsilon) \to 8\pi \) and
\[
\liminf_{\varepsilon \to 0} \| \mu_\varepsilon - v_g \|_{(W^{1,2, -\frac{1}{2}})^*} > 0.
\]

Indeed, assume that there exist conformal automorphisms \( \Phi_\varepsilon \in \text{Conf}(S^2) \) such that \( (\Phi_\varepsilon)_{*} \mu_\varepsilon \to dv_g \) in \( (W^{1,2, -\frac{1}{2}})^* \). Note that since \( \lambda_1(\mu_\varepsilon) \to 8\pi \) and \( \mu_\varepsilon \) are balanced, an application of Lemma 2.1 with \( u = \text{id} : S^2 \to S^2 \) yields that \( \mu_\varepsilon \to dv_g \) in \( W^{-1,2} \). Suppose that \( \Phi_\varepsilon \) converges (smoothly up to a choice of a subsequence) to a conformal automorphism \( \Phi_0 \). Then \( \mu_\varepsilon \to (\Phi_0^{-1})_* dv_g \) in \( (W^{1,2, -\frac{1}{2}})^* \) and, at the same time, \( \mu_\varepsilon \to dv_g \) in \( W^{-1,2} \). Since the space \( (W^{1,2, -\frac{1}{2}})^* \) embeds in \( W^{-1,2} \), one has \( (\Phi_0^{-1})_* dv_g = dv_g \) in contradiction with the conclusion of Theorem 7.5. If \( \Phi_\varepsilon \) does not converge, then (up to a choice of a subsequence) \( \Phi_\varepsilon \) sends most of \( S^2 \) into a shrinking neighbourhood of a single point. In particular, \( \mu_\varepsilon \to \delta_p \) for some \( p \in S^2 \), which contradicts \( \mu_\varepsilon \to dv_g \) in \( W^{-1,2} \).

In order to prove Theorem 7.5 we need the following lemma, where we use the notation \( a_\varepsilon \sim b_\varepsilon \) to mean that \( \lim_{\varepsilon \to 0} \frac{a_\varepsilon}{b_\varepsilon} = 1 \).

**Lemma 7.6.** Let \( B_\varepsilon \) be a disk of radius \( \varepsilon \) in \( \mathbb{R}^2 \), then
\[
\sup_{u \in W^{1,2}_0(B_1), \| du \|_{L^2(B_1)} = 1} \int_{B_\varepsilon} u^2 dx \sim \frac{1}{2} \varepsilon^2 \log(1/\varepsilon),
\]
\[
\sup_{u \in W^{1,2}_0(B_1), \| du \|_{L^2(B_1)} = 1} \int_{B_\varepsilon} u dx \sim \frac{\pi}{2} \varepsilon \log(1/\varepsilon),
\]
where \( W^{1,2}_0(B_1) \) is the completion of \( C^\infty_0(B_1, \mathbb{R}) \) with its respective norm.
Proof. We start with the proof of (7.6). The inverse of this quantity may be rewritten as the eigenvalue problem

\[ \lambda_\epsilon := \inf_{u \in W^{1,2}_0(B_1)} \frac{\int_{B_1} |\nabla u|^2 \, dx}{\int_{B_1} u^2 \, dx}. \]

By compactness of \( W^{1,2}_0(B_1) \hookrightarrow L^2(B_1) \) the infimum is attained for some function \( u_\epsilon \in W^{1,2}_0(B_1) \). Its spherical mean \( \overline{u}_\epsilon(x) = \frac{1}{|\partial B_\epsilon|} \int_{\partial B_\epsilon} u_\epsilon \, dx \) has lower energy, so we may suppose without loss of generality that \( u_\epsilon(x) = \psi_\epsilon(|x|) \) for a certain function \( \psi_\epsilon(r) \) defined for \( r \in [0, 1] \). The Euler-Lagrange equation associated to this problem is

\[ \psi''_\epsilon + \frac{1}{r} \psi'_\epsilon = -\lambda_\epsilon 1_{r < \epsilon} \psi_\epsilon, \]

which implies that \( \psi_\epsilon \in C^1((0, 1]) \) by elliptic regularity. On \( B_1 \setminus B_\epsilon \) we know that for a certain constant \( k > 0 \):

\[ u_\epsilon(x) = k \frac{\log(1/|x|)}{\log(1/\epsilon)}. \]

Notice also that at \( |x| = \epsilon \) we have \( \frac{\partial u_\epsilon}{\partial x} = -\frac{1}{\epsilon \log(1/\epsilon)} \), thus \( u_\epsilon|_{B_\epsilon} \) is an eigenfunction associated to the first eigenvalue of the Laplacian with Robin condition of parameter \( \frac{1}{\epsilon \log(1/\epsilon)} \), denoted \( \lambda_1\left(B_\epsilon; \frac{1}{\epsilon \log(1/\epsilon)}\right) \). Now by applying Stokes’ formula to \( u_\epsilon \) on \( B_1 \setminus B_\epsilon \) we see that

\[ \lambda_\epsilon = \frac{\int_{B_1} |\nabla u_\epsilon|^2 \, dx}{\int_{B_1} u_\epsilon^2 \, dx} = \frac{\int_{B_\epsilon} |\nabla u_\epsilon|^2 + \frac{1}{\epsilon \log(1/\epsilon)} \int_{\partial B_\epsilon} u_\epsilon^2 \, d\sigma}{\int_{B_\epsilon} u_\epsilon^2 \, dx} = \lambda_1\left(B_\epsilon; \frac{1}{\epsilon \log(1/\epsilon)}\right). \]

At the same time, \( \lambda_1\left(B_\epsilon; \frac{1}{\epsilon \log(1/\epsilon)}\right) = \epsilon^{-2} \lambda_1\left(B_1; \frac{1}{\log(1/\epsilon)}\right) \sim \frac{2}{\epsilon^{2} \log(1/\epsilon)} \),

where we use in the first step the general scaling property

\[ \lambda_1(r\Omega; \alpha) = r^{-2} \lambda_1(\Omega; \alpha), \]

and in the second step the well-known asymptotic formula \( \lambda_1(\Omega; \alpha) \sim \alpha^{-1} r_{\Omega} \frac{\partial |\Omega|}{|\partial \Omega|} \) ([Sp73], see also [LOS98, GiSm08]).

Similarly, let us now prove (7.7). By compactness of \( W^{1,2}_0(B_1) \hookrightarrow L^1(B_1) \), we find that the supremum is attained for a positive function \( u_\epsilon \). Using the same spherical mean argument as earlier, we may suppose that \( u_\epsilon \) is radial and satisfies the Euler-Lagrange equation \( -\Delta u_\epsilon = c_\epsilon 1_{B_\epsilon} \) for a certain constant \( c_\epsilon \). In particular, \( u \in C^1(B_1) \) by elliptic regularity. Thus, up to multiplication by a scalar, \( u_\epsilon \) is given by:

\[ u_\epsilon(x) = \begin{cases} 
\log(1/|x|) & \text{if } \epsilon \leq |x| \leq 1 \\
\log(1/\epsilon) + \frac{c_\epsilon^2 - |x|^2}{2\epsilon^2} & \text{if } |x| \leq \epsilon.
\end{cases} \]

An explicit computation yields the result. \( \square \)
Consider two antipodal points \( x_1, x_2 \) on \( \mathbb{S}^2 \), e.g. the north pole \( N = x_1 \) and south pole \( S = x_2 \). Let \( r > 0 \) be such that \( B_g(x_i, 2r) \) is the corresponding hemisphere. Using the stereographic projection from \( x_i \) onto the equatorial plane one can construct conformal flat metrics \( g_i := e^{2w_i} g \) on \( B_g(x_i, 2r) \), such that

- \( w_i(x) \) is bounded and only depends on \( \text{dist}_g(x, x_i) \);
- \( B_g(x_i, r) = B_{g_i}(x_i, 1) \);
- if \( \rho_i(\epsilon) \) is such that \( B_g(x_i, \epsilon) = B_{g_i}(x_i, \rho_i(\epsilon)) \), then \( \rho_i(\epsilon) \sim e^{w_i(x_i)} \epsilon \).

**Corollary 7.7.** There exists a constant \( C_0 > 0 \) such that for any \( \epsilon > 0 \) small enough one has

\[
C_0^{-1} \epsilon^2 \log(1/\epsilon) \leq \sup_{u \in W_0^{1,2}(B_1)} \int_{\bigcup_{i=1}^2 B_g(x_i, r)} u^2 \, dv_g \leq C_0 \epsilon^2 \log(1/\epsilon),
\]

\[
C_0^{-1} \epsilon^2 \sqrt{\log(1/\epsilon)} \leq \sup_{u \in W_0^{1,2}(B_1)} \int_{\bigcup_{i=1}^2 B_g(x_i, r)} u \, dv_g \leq C_0 \epsilon^2 \sqrt{\log(1/\epsilon)}.
\]

**Proof.** We prove (7.8), the proof of (7.9) is identical. Let \( \chi_i \in C^\infty(\mathbb{S}^2, [0, 1]) \) be such that \( \{ \chi_i \neq 0 \} \subset B_g(x_i, r) \) and \( B_g(x_i, r/2) \subset \{ \chi_i = 1 \} \). The estimate (7.6) implies that there exists a constant \( C_1 > 0 \) such that for any small enough \( \epsilon > 0 \),

\[
C_1^{-1} \epsilon^2 \log(1/\epsilon) \leq \sup_{u \in W_0^{1,2}(B_1)} \int_{B_x} u^2 \, dx \leq C_1 \epsilon^2 \log(1/\epsilon).
\]

Since the functions \( w_i \) are bounded, for any \( \varphi \in W^{1,2} \), one has

\[
\int_{\bigcup_{i=1}^2 B_g(x_i, r)} \varphi^2 \, dv_g \leq C \sum_{i=1}^2 \int_{B_g(x_i, \rho_i(\epsilon))} (\chi_i \varphi)^2 \, dv_{g_i} \leq \]

\[
\leq CC_1 \sum_{i=1}^2 \rho_i(\epsilon)^2 \log(1/\rho_i(\epsilon)) \||d(\chi_i \varphi)||^2_{L^2(B^2, g_i)} \leq \]

\[
\leq CC_1 \left( 1 + \||d\chi_i||^2_{L^\infty} \right) \epsilon^2 \log(1/\epsilon)(1 + o(1)) \||\varphi||^2_{W^{1,2}},
\]

where \( C \) is a constant depending only on \( \|w_i\|_{L^\infty} \), possibly changing from line to line.

Conversely, for each \( \epsilon > 0 \) there is a function \( \varphi_\epsilon \in C_0^\infty(B_g(x_1, r)) \) such that \( \int_{B_{g_i}(x_1, \rho_1(\epsilon))} \varphi_\epsilon^2 \, dv_{g_i} \geq C_1^{-1} \rho_1(\epsilon)^2 \log(1/\rho_1(\epsilon)) \||d\varphi_\epsilon||^2_{L^2} \). As a result,

\[
\int_{\bigcup_{i=1}^2 B_g(x_i, r)} \varphi_\epsilon^2 \, dv_g \geq CC_1^{-1} \rho_1(\epsilon)^2 \log(1/\rho_1(\epsilon)) \||d\varphi_\epsilon||^2_{L^2} \geq \]

\[
\geq \frac{CC_1^{-1}(1 + o(1))}{(1 + \lambda_\epsilon(B_g(x_1, r), g))} \epsilon^2 \log(1/\epsilon) \||\varphi_\epsilon||^2_{W^{1,2}},
\]

where \( \lambda_\epsilon(\Omega, g) \) is the first eigenvalue of the Laplacian with Dirichlet boundary conditions on \( \partial \Omega \).
The proof of (7.9) is the same, except \( \varphi^2 \) is replaced with \( \varphi \).

We are now ready to define our sequence of measures. For any \( M, \epsilon > 0 \) set

\[
\nu_\epsilon = \frac{1 \cup_{i=1}^{\infty} B_\delta(x, \epsilon)}{\epsilon^2 \log(1/\epsilon)} \, dv_g, \quad \mu_\epsilon^M = \frac{dv_g + M \nu_\epsilon}{1 + M \nu_\epsilon(S^2)}.
\]

The following lemma motivates the definition of \( \nu_\epsilon \).

**Lemma 7.8.** For any \( M, \epsilon > 0 \) the measures \( \nu_\epsilon, \mu_\epsilon^M \) possess the following properties,

1. \( \| \nu_\epsilon \|_{W^{-1,2}} \to 0 \) as \( \epsilon \to 0 \). In particular, one has
   \[
   \| \mu_\epsilon^M - dv_g \|_{W^{-1,2}} \to 0;
   \]

2. There exists \( c > 0 \) such that
   \[
   \liminf_{\epsilon \to 0} \| \mu_\epsilon^M - dv_g \|_{(W^{1,2,-\frac{1}{2}})^*} > cM > 0.
   \]

**Proof.** The upper bound (7.9) implies that

\[
\| \nu_\epsilon \|_{W^{-1,2}} \leq C_0 \left( \log(1/\epsilon) \right)^{-\frac{1}{2}} \to 0.
\]

As a result,

\[
\| \mu_\epsilon^M - dv_g \|_{W^{-1,2}} = \left\| \frac{M \nu_\epsilon(S^2) dv_g + M \nu_\epsilon}{1 + M \nu_\epsilon(S^2)} \right\|_{W^{-1,2}} \to 0,
\]

since \( \nu_\epsilon(S^2) \leq C \left( \log(1/\epsilon) \right)^{-\frac{1}{2}} \to 0 \). This completes the proof of (1).

To show (2) we write

\[
\| \mu_\epsilon^M - dv_g \|_{(W^{1,2,-\frac{1}{2}})^*} \geq \sup_{\varphi \in W^{1,2}} \frac{\int_{S^2} \varphi^2 \, d(\mu_\epsilon^M - v_g)}{\| \varphi \|^2_{W^{1,2,-\frac{1}{2}}}} \geq \sup_{\varphi \in W^{1,2}} \frac{M}{1 + M \nu_\epsilon(S^2)} \left( \frac{\int_{S^2} \varphi^2 \, dv_g}{C_{\text{Or}} \| \varphi \|^2_{W^{1,2}}} - \frac{\nu_\epsilon(S^2) \int_{S^2} \varphi^2 \, dv_g}{\| \varphi \|^2_{(W^{1,2,-\frac{1}{2}})^*}} \right) \geq \frac{cM}{1 + M \nu_\epsilon(S^2)} (1 - C \nu_\epsilon(S^2)),
\]

where in the last step we used the lower bound (7.8). Since \( \nu_\epsilon(S^2) \to 0 \), the proof is complete.

**Proposition 7.9.** There are constants \( M_0, C > 0 \) such that

1. \( \limsup_{\epsilon \to 0} \lambda_1(\mu_\epsilon^M) \leq \frac{C}{M} \);

2. If \( M < M_0 \), then \( \lambda_1(\mu_\epsilon^M) \to 8\pi \) as \( \epsilon \to 0 \).
Proof. To prove (1) we write
\[ \lambda_1(\mu_{\epsilon}^M)^{-1} = \sup_{\varphi \in S^2} \left( \int_{S^2} \varphi^2 d\mu_{\epsilon}^M - \left( \int_{S^2} \varphi d\mu_{\epsilon}^M \right)^2 \right) \]
This formula is invariant up to the addition of a constant to \( \varphi \), so we may take \( \varphi \in 1^\perp := \{ \psi : \int_{S^2} \psi dv_g = 0 \} \) without loss of generality. Let \( H = \{ \varphi \in 1^\perp, \int_{S^2} |d\varphi|^2 dv_g = 1 \} \), this may be rewritten
\[ \lambda_1(\mu_{\epsilon}^M)^{-1} = \frac{1}{1 + M\nu(S^2)} \sup_{\varphi \in H} \left( \int_{S^2} \varphi^2 dv_g + M\nu \right) - \frac{M^2}{1 + M\nu(S^2)} \left( \int_{S^2} \varphi dv_{\epsilon} \right)^2 \]
\[ \geq \frac{1}{1 + M\nu(S^2)} \sup_{\varphi \in H} \int_{S^2} \varphi^2 dv_{\epsilon} \geq \frac{(1 + (8\pi)^{-1})M^2\|\nu_{\epsilon}\|_{W^{-1,2}}^2}{(1 + M\nu(S^2))^2} \]
The second term goes to 0 by Lemma 7.8. Moreover, according to the estimate (7.6), we may find a function \( \psi_{\epsilon} \) with support on \( B_{g_1}(x_2, r) \) such that \( \|d\psi_{\epsilon}\|_{L^2(S^2, g_1)} = 1 \) and
\[ \int_{B_{g_1}(x_1, r_1)} \psi_{\epsilon}^2 dv_{g_1} \geq \frac{1}{2} C_1^{-1} e^{-\epsilon} \log(1/\epsilon) \].
Let \( \phi_{\epsilon} \) be the same function on \( B_g(x_2, r) \) (which is isometric to \( B_{g_1}(x_1, r) \)), then \( \frac{\phi_{\epsilon} - \psi_{\epsilon}}{\sqrt{2}} \in H \) and there is a constant \( c > 0 \) such that
\[ \sup_{\varphi \in H} \int_{S^2} \varphi^2 dv_{\epsilon} \geq \int_{S^2} \left( \frac{\phi_{\epsilon} - \psi_{\epsilon}}{\sqrt{2}} \right)^2 dv_{\epsilon} \geq c. \]
Thus, as \( \epsilon \to 0 \), we obtain \( \lambda_1(\mu_{\epsilon}^M)^{-1} \geq cM \).
To show (2) we note that (7.8) implies that for any \( \varphi \in W^{1,2} \),
\[ \int_{S^2} \varphi^2 dv_{\epsilon} \leq C_0 M \|\varphi\|_{W^{1,2}}. \]
Therefore, the assumption (7.1) of Proposition 7.2 is satisfied for \( M < M_0 := C_0^{-1} \epsilon_0 \). An application of (7.2) concludes the proof. \( \square \)

Let \( M \) be large enough so that \( \limsup_{\epsilon \to 0} \lambda_1(\mu_{\epsilon}^M) \leq \frac{C}{M^2} < 8\pi \). Then by Lemma 7.8 part (1) the sequence \( (\mu_{\epsilon}^M)_{\epsilon \to 0} \) gives the proof of the following corollary.

**Corollary 7.10.** \( \mu \mapsto \lambda_1(\mu) \) is not continuous in \( W^{-1,2} \) and the Proposition 7.2 fails without the assumption (7.1).

At the same time, when \( M < M_0 \) we obtain Theorem 7.5.

**Proof of Theorem 7.5.** Consider \( M < M_0 \) and \( (\mu_{\epsilon}^M)_{\epsilon \to 0} \) as defined in proposition 7.9, then \( \lambda_1(\mu_{\epsilon}^M) \to 8\pi \). An application of Lemma 7.8, part (2) completes the proof of the corollary.

\( \square \)
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