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Abstract

In this paper, we present a multi-layer, activity-dependent model for the joint development of ocular dominance (OD) columns and cytochrome oxidase (CO) blobs in primate V1. For simplicity, we focus on layers 4C and 2/3 with both layers receiving direct thalamic inputs and layer 4C sending vertical projections to layer 2/3. Both the thalamic and the vertical connections are taken to be modifiable by activity. Using a correlation-based Hebbian learning rule with subtractive normalization, we show how the formation of an OD map in layer 4C is inherited by layer 2/3 via the vertical projections. Competition between these feedforward projections and the direct thalamic input to layer 2/3 then results in the formation of CO blobs superimposed upon the ocular dominance map. The spacing of the OD columns is determined by the spatial profile of the intralaminar connections within layer 4, while the spacing of CO blobs depends both on the width of the OD columns inherited from layer 4 and the spatial distribution of intralaminar connections within the superficial layer. The resulting CO blob distribution is shown to be consistent with experimental data. In addition, we numerically simulate monocular deprivation and find that while the CO blob distribution is unaltered, the OD pattern undergoes modification. The OD stripes of the deprived eye narrow, whereas the OD stripes for the remaining open eye widen.
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1 Introduction

Most neurons in the primary visual cortex (V1) respond preferentially to a variety of features associated with visual stimuli, including orientation, ocular dominance (OD), spatial frequency, and direction selectivity. As one progresses tangentially across V1, the response properties vary in a nearly continuous fashion. Seminal studies by Hubel & Wiesel [1, 2] revealed the existence of ocularity and orientation preference feature maps. Furthermore, they found that neurons through the cortical layers have similar response properties suggesting that the visual cortex is organized in a columnar fashion. It was further conjectured that the feature preferences of
cortical neurons are generated by the convergence of thalamic afferents on to input layer 4, and then passed on to other layers through vertical interlaminar projections. It follows from this that the formation of feature preference maps can be understood in terms of the development of feedforward connections from thalamus to layer 4. The latter has been the focus of most models of cortical development [3, 4].

Although the columnar hypothesis proposed by Hubel and Wiesel may be approximately true in cat, it is clearly an oversimplification in primates such as the macaque, where feature preferences are not uniform throughout the depth of a column [5, 6]. For example, there are two major classes of thalamic cells projecting to input layer 4C of the macaque monkey, magnocellular (M) and parvocellular (P). The M and P pathways connect to layer 4C in a graded fashion with the M pathway dominating upper 4Cα and the P pathway dominating lower 4Cβ [7, 8]. Interestingly, orientation selective cells within layer 4C also appear to emerge in a graded fashion, being found predominantly in mid and upper layer 4Cα [9, 10], and coinciding with the emergence of horizontal axon projections from excitatory spiny stellate cells [11, 12]. It is possible that such projections, rather than direct thalamic inputs, provide the anatomical substrate for the generation of orientation preference [13]. A second example arises from the observation that direction–selective cells first emerge in layer 4B but are not found in superficial layers 2/3 [14].

Yet another important example of nonuniformity through the layers is the occurrence of cytochrome oxidase (CO) blobs in superficial layers of macaque V1 [15, 16]. These regions of higher metabolic activity receive direct inputs from a third class of thalamic cells, namely those forming the koniocellular (K) pathway [17, 18]. The spatial distribution of CO blobs within cortex is correlated with a number of feature preference maps. For example, the blobs are found at evenly spaced intervals along the center of OD columns [16], and neurons within the blobs tend to be less binocular and less orientation selective [19]. The blobs are also linked with low spatial frequency domains [20] and appear to be coincident with singularities in the orientation preference map [21]. The arrangement of CO blobs is reflected anatomically by the distribution of intrinsic horizontal connections, which tend to link blobs–to–blobs and interblobs–to–interblobs [19, 22, 23], and by extrinsic corticocortical connections linking blobs to specific compartments in V2 and other extrastriate areas [19, 24]. Taken together these observations suggest that the CO blobs are sites of functionally and anatomically distinct channels of visual processing. Note that CO blobs have also been found in cat, but tend to exhibit weaker functional properties [25, 26]. For example, although blobs avoid OD borders in cat visual cortex, they are not strictly aligned along the center of the columns.
From a developmental perspective, the fact that cells in different layers of primate V1 may have different sets of feature preferences and receive distinct classes of thalamic input, suggests that one should consider a multi-layer cortical model. Such a model would first need to explain how direct thalamic inputs to different layers develop certain common features. For example, how do the OD maps of the M,P and K pathways align with each other? Second, it would need to account for the emergence of layer specific features as exemplified by the CO blobs. In this paper we construct such a laminar network model in order to investigate the joint development of OD columns and CO blobs in primate V1. For simplicity, we focus on layers 4C and 2/3. Both layers receive direct thalamic inputs and layer 4C sends vertical projections to layer 2/3. We assume that the OD map first develops in layer 4C and that this is then inherited by the thalamic inputs to layer 2/3 via the vertical projections from layer 4C. We also assume that both the thalamic and the vertical connections are modifiable by activity during the early development of OD columns. Using a correlation–based Hebbian learning rule with subtractive normalization [27], we show how the feedforward vertical projections from layer 4C to layer 2/3 compete with the direct thalamic input to layer 2/3, resulting in the formation of CO blobs superimposed upon the OD map. As in previous activity–based models [28, 29, 27], the spacing of the OD columns is determined by the spatial profile of the intralaminar connections within layer 4. This is consistent with recent experimental findings by Hensch and Stryker [30], who show that altering the lateral inhibitory circuits in kitten visual cortex during development results in a widening or narrowing of the ocular dominance columns. The spacing of CO blobs, on the other hand, depends both on the width of the OD columns inherited from layer 4 and the spatial distribution of intralaminar connections within superficial layer 2/3.

We analyze our multi–layer developmental model by carrying out a perturbation expansion with respect to the strength of coupling of the intralaminar connections. Such a perturbation expansion is implicit in standard single-layer correlation-based Hebbian models [27, 3]), in which the steady-state activity within the layer is obtained by inverting a nonlocal operator that depends on the distribution of intralaminar connections. The resulting inverse operator consists of a convolution with a modified interaction kernel, which is usually taken to be a Mexican hat function. Such an interaction kernel generates a spatially correlated competition between left and right eye inputs that ultimately leads to the formation of OD columns. One of the problems with taking a Mexican hat function, however, is that the convolution kernel is not invertible. On the other hand preserving invertibility means that the OD pattern becomes more sensitive to initial conditions. As we show in this paper, such issues become even more significant within the context of a multi-layer net-
work model. Another feature that emerges from our analysis is that it is necessary to use an adaptive subtractive normalization scheme in order to preserve locally the total synaptic density throughout the developmental process. That is, the form of the subtractive normalization changes whenever one of the weight components vanishes.

It should be noted that a developmental model of the laminar structure of V1 has also been constructed by Grossberg and Williamson [31]. However, their model is concerned with the development of the feedforward, horizontal and feedback circuits within V1 that are thought to be involved in perceptual grouping, attention and learning in adult cortex. They do not address the issue of how cortical feature maps develop across different layers. The joint development of OD columns and CO blobs has previously been studied by Nakagama and Tanaka [32]. They consider an abstract thermodynamic model for the joint development of CO blobs and OD columns, in which layers 2/3 and 4C are collapsed into a single effective layer. Although their model successfully generates patterns that are consistent with experimental data, it is difficult to interpret the model directly in terms of the various synaptic pathways from LGN to V1 and within V1. Moreover, the single layer model assumes that the development of the CO blobs mutually interacts with the development of the OD columns, whereas in our more biologically realistic two-layer model the development of the OD columns influences the initial formation of the CO blobs but not vice-versa.

2 Developmental model

2.1 Laminar architecture of V1

We begin by briefly describing the layered structure of macaque V1. Further details and references can be found in the reviews by Levitt, Lund and Yoshioka [7] and Callaway [8]. There are three major classes of LGN neurons projecting to the cortex: magnocellular (M), parvocellular (P), and koniocellular (K). Each class of LGN neuron receives input from a different type of retinal ganglion cell and sends axons to distinct regions of V1.

(i) The M pathway originates from retinal ganglion cells that innervate the two most ventral M layers of the LGN. They have large receptive fields, are color insensitive, respond transiently to visual stimuli, prefer low spatial frequencies and are relatively sensitive to luminance contrasts. Thus neurons in the M pathway are excellent for detecting subtle changes in luminance or rapidly moving stimuli, but are poorly suited for the analysis of fine shape or color. The corresponding M-type LGN neurons project predominantly to layer 4Co with a weaker projection to layer 6.
(ii) The P pathway originates from retinal ganglion cells that innervate the four most dorsal P layers of the LGN. They tend to be more numerous in the central retina and have smaller receptive fields than those in the M pathway, allowing them to convey information on a finer spatial scale. They are also able to detect color contrast. On the other hand, P cells have a slower, more sustained response to visual stimuli, making them less useful for the detection of rapid movement. The P-type LGN neurons project predominantly to layer 4C/β with weaker projections to layers 4A and 6.

(iii) The K pathway originates from the small retinal ganglion cells that innervate the thin intercalated regions between the M and P layers of macaque LGN. Until recently, these cells were thought to play a minor role in visual perception. However, there is a growing recognition of the importance of the K pathway, in large part due to extensive studies of new world galago monkeys, whose LGN has more distinct K layers than old world primates such as the macaque, thus making them more amenable to experimental analysis [17]. Across various primate species one finds that K-type LGN cells have distinct neurochemical and receptive field properties, and specifically target the cytochrome oxidase (CO) blobs in layer 2/3 of cortex [18]. There are also some K cells that target layer 1. Although the functional role of the K pathway is still unclear, one likely contribution in diurnal primates is color processing at short wavelengths.

![Figure 1](image-url) **Figure 1** Schematic diagram illustrating the main input pathways from LGN to V1 of macaque, and the major types of projections from layer 4C to superficial layer 2/3. See text for details. Adapted from [8].
Spiny stellate neurons in layer 4C of macaque V1, which are the recipients of thalamocortical inputs, can be subdivided into at least four groups according to the location of their dendritic fields within the layer and the targets of their projecting neurons in superficial layers [22, 23]. This is illustrated in figure 1. The first group consists of neurons located in upper 4Cα whose dendrites are confined to 4Cα and whose axons arborize in layers 4B and in the CO blobs of layer 2/3. The second group has narrowly stratified dendrites that are confined to lower 4Cα and axons that target the interblobs in layer 2/3. Both of these neuron types are expected to belong to the M pathway. The third group straddles the border between 4Cα and 4Cβ and is thus likely to receive both M and P afferents from the LGN, whereas the fourth group is found in layer 4Cβ and has dendrites confined to layer 4Cβ. The axons of cells belonging to the last two groups arborize in layers 4A and layer 2/3 blobs and interblobs. Note that there are some differences across primate species. For example, the interblob regions of diurnal primates such as the squirrel monkey receive inputs only from P-type neurons in layer 4Cβ, whereas the interblob regions of nocturnal primates such as the galagos receive inputs only from M-type neurons in layer 4Cα [33]. In cats, W and Y cells of the LGN project directly to CO blobs whereas X cells project indirectly via layer 4 to both blobs and interblobs [34].

Another important aspect of the laminar architecture of primary visual cortex is that each cortical layer sends its primary interlaminar output to one other layer. This leads to a simplified two–level model of information processing by local circuits of V1 as illustrated in figure 2 [8]. Each level consists of one feedforward module and one feedback module. The feedforward modules (layer 4C at level 1 and layers 2–4B
at level 2) receive strong excitatory inputs from the previous level and make strong connections to the next higher level. The corresponding feedback modules (layer 6 at level 1 and layer 5 at level 2) receive weaker input from the feedforward modules at the previous level and at the same level, and provide heavy feedback to the latter. It follows that the most direct path for information flow from the LGN to extrastriate cortex is from LGN to layer 4C to layers 2-4B to layer 4 of extrastriate cortex. Note that the feedforward connections tend to be focused whereas the feedback connections tend to be more diffuse in nature and play a modulatory role. A similar type of circuit exists in cat V1 if we consider layer 4C to be analogous to cat's layer 4 and layers 2-4B analogous to layer 2/3.

2.2 Reduced two–layer cortical model

The laminar architecture outlined above is already present in newly born primates, as are ocular dominance columns and cytochrome oxidase blobs. The prenatal development of OD columns is usually modeled in terms of a Hebbian-like competitive mechanism for the modification of left/right eye afferents from the LGN to layer 4C [28, 29, 27, 3, 35]. In the case of primates, it is assumed that prenatal neural activity is generated spontaneously either by retinal waves or by activity arising from the cortico-geniculate feedback loop [36]. Most developmental models do not distinguish between sublayers 4Cα and 4Cβ nor the corresponding M and P pathways highlighted in figure 1. However, the observation that a subclass of M-type neurons in upper layer 4Cα innervate the interblobs, while LGN neurons from the K layers and a second subclass of M-type neurons in lower 4Cα innervate the blobs, suggests that there is some Hebbian–like competition between these two classes of afferents within layer 2/3. This motivates us to consider a two–layer cortical model for the joint development of OD columns and CO blobs, which is consistent with the two–level architecture shown in figure 2. The basic assumptions of our model are as follows:

1.) Ocular dominance columns in layer 4C are generated by an activity–dependent synaptic modification of feedforward afferents from the M and P layers of the LGN, involving Hebbian–like competition between left and right eye afferents. The resulting pattern of OD columns is passed on to superficial layer 2/3 by vertical feedforward connections from layer 4C to layer 2/3.

2.) Cytochrome oxidase blobs in layer 2/3 are generated by an activity–dependent synaptic modification of feedforward afferents from the K layers of the LGN and M-type feedforward afferents from layer 4C. This leads to an alternating pattern of blobs that are innervated by K-type inputs and one class of M-type inputs, and interblobs that are innervated by a second class of M-type
inputs. Since the drive from layer 4C is approximately monocular, the resulting pattern of CO blobs aligns with the OD columns through the underlying Hebbian mechanism. The absence of feedback from layer 2/3 to layer 4C implies that the development of the CO blobs does not affect the formation of the OD columns.

Our model assumes that the vertical connections between layer 4C and layer 2/3 are modifiable by neural activity during the period when OD columns and CO blobs form. There is some evidence for this in studies of cat visual cortex, where projections from layer 4C to layer 2/3 continue to mature until around postnatal week 6 whilst OD columns and CO blobs begin to appear around postnatal week 3 [37]. Interestingly, vertical connections between other layers tend to mature much earlier. Indeed, various in vivo and in vitro studies have shown that layer–specific intracortical connections in mammalian visual cortex tend to develop with a high degree of specificity from the outset and are not the result of subsequent remodeling (see the reviews by Katz and Callaway [38] and Bolz et al. [39]). This suggests that growing axons are able to distinguish specific cortical layers during development using activity–independent cues such as molecular markers. However, this picture is likely to be oversimplified, since a number of recent studies indicate that activity–dependent mechanisms may regulate layer–specific axonal targeting for certain types of pyramidal neuron targeting certain layers [40, 41, 42]. Plasticity in vertical connections has also been found in experimental studies of development in the rodent somatosensory cortex [43]. Early in development (first postnatal week) whisker manipulations induce rapid changes in the whisker barrel map in layer 4C, consistent with plasticity of thalamic afferents. On the other hand, in older animals plasticity tends to occur first in layer 2/3 (and layer 5) and only later (if at all) in layer 4. A major cellular component of plasticity in layer 2/3 is deprivation–induced weakening of the layer 4 to layer 2/3 vertical projections via long–term depression [44]. Plasticity in layer 2/3 has also been found during the critical period of cat V1, and appears to precede modifications in the direct thalamic input to layer 4 during monocular deprivation experiments [45]). To what extent this involves changes in vertical rather than intralaminar horizontal connections has not yet been determined.

Another assumption of our model is that the CO blobs and OD columns emerge at roughly the same time, with the OD columns occurring slightly earlier. This is consistent with experimental findings, even if the precise temporal ordering is not yet clear. In macaque both CO blobs and OD columns emerge prenatally, so that at birth the pattern of OD columns and their spatial relationship with blobs is adult–like. In contrast, the cat’s visual cortex is quite immature at birth. For example,
supragranular layers of cat V1 differentiate postnatally and the blobs in these layers are normally first visible around 2 weeks of age (about one week after eye opening and one week before the critical period). This is approximately coincident with the earliest observation of OD columns in cat [46].

2.3 Mathematical formulation of model

In order to develop the mathematical formulation of our model we make two additional simplifications. First, we ignore the spread of synaptic inputs between the LGN and layer 4C, and assume that there is a one–to–one retinotopic map between each LGN layer and each cortical layer. (This assumption will be relaxed later on, see section 3.2). Thus, after an appropriate rescaling, we can represent each layer by \( \Sigma \subset \mathbb{R}^2 \) and uniquely label each point in an LGN layer by the corresponding point in cortex that it is connected to. Second, we consider only a single M-type feedforward pathway from layer 4C to layer 2/3, which we assume innervates the interblobs in the mature cortex. Inclusion of a second M pathway together with a pair of P pathways as described in section 2.1 complicates the model without altering the basic mechanism identified in our study. A schematic diagram of the simplified model is shown in figure 3. Let \( w_L(\mathbf{r}) \) and \( w_R(\mathbf{r}) \) denote the densities of left and right M-type LGN connections to a point \( \mathbf{r} = (x, y) \) of layer 4C in cortex at time \( t \), and denote the corresponding K-type densities from LGN to layer 2/3 by \( k_L(\mathbf{r}) \) and \( k_R(\mathbf{r}) \). Suppose that in each layer there are weak cortical–cortical interactions between neurons at \( \mathbf{r} \) and \( \mathbf{r}' \) given by the synaptic density \( J_i(\mathbf{r} - \mathbf{r}') \) where layers 4C and 2/3 are indexed by \( i = 1 \) and \( i = 2 \) respectively. There are also vertical feedforward connections from M-type neurons in layer 4C to layer 2/3 with synaptic density \( m(\mathbf{r}) \). Assuming a linear model for the cortical activity \( V_i(\mathbf{r}, t) \) in the two layers, leads to the pair of coupled linear equations

\[
\tau_v \frac{dV_1(\mathbf{r}, t)}{dt} = -V_1(\mathbf{r}, t) + \varepsilon \int_{\Sigma} J_1(\mathbf{r} - \mathbf{r}') V_1(\mathbf{r}', t) d\mathbf{r}' + w_L(\mathbf{r}) I_L(\mathbf{r}) + w_R(\mathbf{r}) I_R(\mathbf{r}) \quad (2.1)
\]

and

\[
\tau_v \frac{dV_2(\mathbf{r}, t)}{dt} = -V_2(\mathbf{r}, t) + \varepsilon \int_{\Sigma} J_2(\mathbf{r} - \mathbf{r}') V_2(\mathbf{r}', t) d\mathbf{r}' + k_L(\mathbf{r}) \hat{I}_L(\mathbf{r}) + k_R(\mathbf{r}) \hat{I}_R(\mathbf{r}) + m(\mathbf{r}) V_1(\mathbf{r}) \quad (2.2)
\]

where \( I_{L,R}(\mathbf{r}) \) and \( \hat{I}_{L,R}(\mathbf{r}) \) denote the left and right inputs to the M and K layers of the LGN respectively. Note that although magnocellular and koniocellular geniculate cells have different receptive field properties, we expect \( I_L(\mathbf{r}), \hat{I}_L(\mathbf{r}) \) to be strongly correlated, and similarly for the pair \( I_R(\mathbf{r}), \hat{I}_R(\mathbf{r}) \). The constant coupling constant \( \varepsilon \) determines the relative strength of the lateral connections.
Figure 3 Two-layer model of V1.

Since development takes place on a much slower time-scale than the dynamics of cortical activity, we can take $V_i$ to be given by its steady-state value. However, calculating the steady-state explicitly requires inverting the linear operator $\hat{L}_i V_i(r) = V_i(r) - \varepsilon \int J_i(r - r') V_i(r') dr'$ for $i = 1, 2$. In the case of weak intracortical interactions, this inversion can be carried out by performing a perturbation expansion in $\varepsilon$. The first-order approximation is thus

$$V_1(r) = \int \Sigma G_1(r - r') \left[ w_L(r') I_L(r') + w_R(r') I_R(r') \right] dr'$$

(2.3)

and

$$V_2(r) = \int \Sigma G_2(r - r') \left[ k_L(r') \hat{I}_L(r') + k_R(r') \hat{I}_R(r') + m(r') V_1(r') \right] dr'$$

(2.4)

with $G_i(r - r') \approx \delta(r - r') + \varepsilon J_i(r - r')$ and $\delta$ is the Dirac delta function. Note that we explicitly include the $\delta$-function component of the inverted operator $\hat{L}_i^{-1}$. Usually this term is ignored and $G_i$ is treated as a smooth weight function [27, 3]. As we show in the next section, the $\delta$-function can have a significant effect on the weight dynamics. Given the steady-state postsynaptic response to an input in the case of fixed weights, we now allow the feedforward weights to vary slowly in time according to a linear Hebb rule with subtractive normalization [47]:

$$\tau_w \frac{dw_L}{dt} = \langle V_1 I_L \rangle - \gamma(w), \quad \tau_w \frac{dw_R}{dt} = \langle V_1 I_R \rangle - \gamma(w)$$

(2.5)
and

\[ \tau_k \frac{dk_L}{dt} = \langle V_2 \hat{I}_L \rangle - \eta(k, m), \quad \tau_k \frac{dk_R}{dt} = \langle V_2 \hat{I}_R \rangle - \eta(k, m), \]  

\[ \tau_m \frac{dm}{dt} = \langle V_2 \hat{V}_1 \rangle - \eta(k, m), \tag{2.6} \]

\[ \tau_m \frac{dm}{dt} = \langle V_2 \hat{V}_1 \rangle - \eta(k, m), \tag{2.7} \]

where \( \langle \ldots \rangle \) denotes averaging over the distribution of M-type inputs \( I_{L,R} \) and K-type inputs \( \hat{I}_{L,R} \). The decay terms \( \gamma(w) \) and \( \eta(k, m) \) enforce various conservation constraints whose specific form will be derived in section 3. Equations (2.5)–(2.7) are supplemented by additional constraints that ensure the weights remain positive and bounded. That is,

\[ 0 \leq w_{L,R} \leq W, \quad 0 \leq k_{L,R} \leq K, \quad 0 \leq m \leq M. \tag{2.8} \]

3 Analysis of model

3.1 Development of OD columns in layer 4C

Substitute equation (2.3) into equation (2.5) and assume that the M-type input correlations are of the form

\[ \begin{pmatrix} \langle I_L(r)I_L(r') \rangle & \langle I_L(r)I_R(r') \rangle \\ \langle I_R(r)I_L(r') \rangle & \langle I_R(r)I_R(r') \rangle \end{pmatrix} = Q(r-r')C, \quad C = \begin{pmatrix} C_{LL} & C_{RL} \\ C_{LR} & C_{RR} \end{pmatrix}. \tag{3.1} \]

The matrix \( C \) determines the correlations between the two eyes. We will take the eyes to be symmetric and to drive development equally. That is, we take \( C_{LL} = C_{RR} = C_S \) and \( C_{LR} = C_{RL} = C_D \) so that \( C \) and is symmetric such that the diagonal terms are the same eye correlations \( C_S \) and the off–diagonal terms are the different eye correlations \( C_D \). This leads to the vector equation

\[ \tau_w \frac{dw(r,t)}{dt} = \int \Sigma H_1(r-r')Cw(r',t)dr' - \gamma(w)a, \tag{3.2} \]

where \( H_1(r) = G_1(r)Q(r), \quad a = (1, 1)^T \) and \( w = (w_L, w_R)^T \). The subtractive term \( \gamma(\omega)a \) is chosen so that the total synaptic density \( w_L(r) + w_R(r) \) is conserved at each point in cortex. Thus, we take

\[ \gamma(w) = \mu \int \Sigma H_1(r-r') [w_L(r) + w_R(r)] dr'. \tag{3.3} \]

Exploiting the fact that the input correlation matrix \( C \) has eigenvalues \( \mu_{\pm} = C_S \pm C_D \) with corresponding eigenvectors \( e_{\pm} = (1, \pm 1) \), it is straightforward to show that
the vector equation (3.2) decomposes into the pair of decoupled equations

$$
\tau w \frac{dw_+(r, t)}{dt} = (C_S + C_D - 2\mu) \int_R H_1(r - r') w_+(r', t) dr' \\
\tau w \frac{dw_-(r, t)}{dt} = (C_S - C_D) \int_R H_1(r - r') w_-(r', t) dr' 
$$

(3.4)

(3.5)

with $w_\pm = w_L \pm w_R$. Conservation of total synaptic density is thus achieved by setting $\mu = \mu_+ / 2$ so that $dw_+(r, t)/dt = 0$ for all $r$ and $t$. For a more general choice of correlation matrix $C$, the subtractive normalization term takes the form

$$
\gamma(w) = \frac{1}{a \cdot a} \left( a \cdot \int_R H_1(r - r') Cw(r', t) dr' \right). 
$$

(3.6)

A higher dimensional version of equations (3.5) and (3.6), involving a three–component weight vector, will be derived in section 3.2 when we consider development of layer 2/3. An additional complicating factor in the higher–dimensional case is that one of the synaptic components may vanish at a given point in cortex, and remain at zero due to the imposed lower bound on all the of weights, see equation (2.8). The subtractive normalization term then has to be modified so that the total synaptic density is still locally conserved. This issue is further discussed in section 3.2.

The remaining equation for $dw_-/dt$ describes the growth of ocular dominance columns and can be analyzed using Fourier transforms. For the sake of illustration, suppose that $\Sigma$ is the unbounded two–dimensional plane. Then

$$
w_-(r, t) = \int_{R^2} A_p e^{i p \cdot r} e^{\lambda(p)t/\tau_w} dp, 
$$

(3.7)

Figure 4  (a) Difference–of–Gaussians interaction function $H(r)$ displaying short–range excitation and long–range inhibition. (b) Fourier transform $\tilde{H}(p)$ with maximum at $p = p_c$. The gray shaded region denotes the semi–infinite band of unstable modes.
where \( p = |p| \) and \( \lambda(p) = (C_S - C_D) \tilde{H}_1(p) \) with
\[
\tilde{H}_1(p) = \int_{\Sigma} e^{-ip \cdot r} H_1(r) dr.
\] (3.8)

The complex amplitude \( A_p \) is determined by the initial conditions:
\[
A_p = \int_{\Sigma} e^{-ip \cdot r} w_-(r, 0) dr.
\] (3.9)

We expect correlations between the same eye to be greater than correlations between opposite eyes, that is, \( C_S > C_D \geq 0 \). Suppose that the Fourier transform \( \tilde{H}_1(p) \), which is a real symmetric function of the wavenumber \( p \), has a unique positive maximum at \( p = p_c \). The standard way of implementing this condition is to take \( H_1(r) = H(r) \) where \( H \) consists of short–range excitation and long–range inhibition, as realized by either a difference–of–Gaussians or a difference–of–exponentials. The former takes the form
\[
H(r) = A \left( e^{-|r|^2/2\sigma_E^2} - \beta e^{-|r|^2/2\sigma_I^2} \right), \quad \sigma_E < \sigma_I, \quad 0 < \beta < 1,
\] (3.10)
with \( \sigma_E \) and \( \sigma_I \) determining the range of excitation and inhibition respectively.

An example of \( H(r) \) and its transform \( \tilde{H}(p) \) is shown in figure 4. It can be seen that there is a semi–infinite band of wavenumbers for which \( \tilde{H}(p) > 0 \). It follows from equation (3.7) that there is an exponential growth of \( w_-(r, t) \), with the fastest growing mode consisting of a spatially periodic pattern of critical wavelength \( 2\pi/p_c \).

The ultimate growth of the modes is restricted by the constraints \( 0 \leq w_{L,R} \leq W \).

Numerically one finds alternating bands of left/right eye ocular dominance columns whose mean spacing is determined by the critical wavelength (see also section 4).

Layer 4C can thus be partitioned into left and right OD regions \( \Sigma_{L,R} \) such that
\[
\lim_{t \to \infty} w(r, t) = W(r) \quad \text{with} \quad W(r) = (W, 0)^T \quad \text{for all} \quad r \in \Sigma_L \quad \text{and} \quad W(r) = (0, W)^T \quad \text{for all} \quad r \in \Sigma_R.
\]
A similar analysis holds when \( \Sigma \) is a bounded domain with the integral in equation (3.7) replaced by a discrete sum.

### 3.1.1 Inclusion of \( \delta \) component

One subtle aspect of the above analysis that is often overlooked concerns the inversion of the linear operator \( \tilde{L}_1 \), under the assumption that the lateral interactions within layer 4C are relatively weak compared to the feedforward afferents from the LGN. In particular, \( G_1(r) = \delta(r) + \varepsilon J_1(r) \) so that \( H_1(r) = Q(0)\delta(r) + \varepsilon Q(r)J_1(r) \).

The contribution from the term \( Q(0)\delta(r) \) is usually ignored and \( Q(r)J_1(r) \) is identified with the Mexican hat function \( H(r) \). At first sight such a simplification does not appear to be significant, since the Fourier transform of the term \( Q(0)\delta(r) \) simply introduces a \( p \)–independent shift in \( \tilde{H}(p) \) so that the critical wavenumber \( p_c \)
remains the same, see figure 5(a). However, such a shift destabilizes the uniform mode \( p = 0 \), which then amplifies the homogeneous component of the initial state. The amplitude \( A_0 \) of this component will depend upon the initial balance between left and right eye inputs, since \( A_0 = \int \Sigma \{w_L(r,0) - w_R(r,0)\} \, dr \). We define a measure, \( \xi \), for the total fraction of left eye input innervating layer 4C as

\[
\xi = \frac{\int \Sigma w_L(r) \, dr}{\int \Sigma w_L(r) + w_R(r) \, dr}. \tag{3.11}
\]

The measure \( \xi \) varies from 0 to 1, where 0 corresponds to total right eye dominance, 1 is total left eye dominance, and 1/2 is a balanced L/R state. A comparison of the dynamics with and without the \( \delta \)-function term is illustrated in figure 5(b). It can be seen that if the \( \delta \)–function contribution to \( H_1 \) is included, then the fraction of the resulting ocular dominance column pattern that is innervated by each eye is sensitive to the initial conditions. That is, if one eye starts out as dominant, then this dominance persists during the development of the OD columns. Typically, in numerical simulations of OD development, the initial state is taken to be approximately binocular so that this issue does not arise. However, when we consider the development of layer 2/3, the presence of \( \delta \)–function terms in the inverse operators \( \hat{L}_i^{-1} \) become significant (see section 3.2).

In the case of OD development in layer 4C, the dependence on the initial balance between left and right eye inputs can be mitigated by adding a spatially varying component to a uniform initial state. For example, consider a spatially random perturbation \( \xi(r) \) of each component of the initial state that consists of band–pass filtered white noise:

\[
\xi(r) = A_\xi \int_{|p|=p_{\text{min}}}^{p_{\text{max}}} \xi_p \cos(p \cdot r) \, dp, \tag{3.12}
\]

where \( p_{\text{min}} \) and \( p_{\text{max}} \) determine the range of modes contained in the noise spectrum, \( A_\xi \) is the noise amplitude, and the \( \xi_p \) are chosen from a uniform distribution on the interval [-1,1]. We consider band–passed rather than white noise in order to exclude additional contributions to the amplitude \( A_0 \). The presence of the noise term \( \xi(r) \) induces a shift to the right of the sensitivity plot shown in figure 5(b). In order to understand this result, let us return to the Fourier decomposition (3.7) of \( w_-(r,t) \).

The growth of the OD pattern can be viewed as a race between all modes \( p \) for which \( \lambda(p) > 0 \). Classically, one considers the mode that corresponds to the critical wavenumber \( p_c \), i.e., the “fastest” growing mode, to dominate the final pattern that emerges once the saturating nonlinearities of equation (2.8) have been imposed. With the inclusion of the \( \delta \)–component, the zeroth mode has also entered the race so that an approximately uniform initial state means that \( |A_0| \gg |A_p| \) for all \( p \neq 0 \).
which, in effect, gives the zeroth mode a large head start in the race. Thus, the resulting pattern becomes dependent on $A_0$ and hence the initial balance between left and right eye inputs. Let $T$ and $\hat{T}$ represent the times for the critical mode $p_c$ and the zeroth mode, respectively, to reach the upper bound $W$. In order that segregation of the L and R visual pathways occurs, the parameter regime must be such that $T < \hat{T}$. That is

$$\frac{\tau_w}{\lambda(p_c)} \ln \left( \frac{W}{|A_{p_c}|} \right) < \frac{\tau_w}{\lambda(0)} \ln \left( \frac{W}{|A_0|} \right).$$  \hspace{1cm} (3.13)$$

This inequality is satisfied provided that

$$\left( \frac{|A_0|}{|A_{p_c}|} \right) > \left( \frac{W}{|A_{p_c}|} \right)^{\alpha_c}.$$  \hspace{1cm} (3.14)$$

where $\alpha_c = \frac{\lambda(p_c) - \lambda(0)}{\lambda(0)}$. Note that if $|A_{p_c}| < |A_0|$, then the zeroth mode dominates and the cortex would develop into a wholly left or right eye driven state. Inclusion of the noise term $\xi(r)$ in the initial state increases the ratio $|A_{p_c}|/|A_0|$ so that the inequality (3.14) is satisfied.
3.2 Development of OD columns and CO blobs in layer 2/3

As the ocular dominance columns form in layer 4C, they influence the development of the feedforward afferents \( m(r) \) connecting layer 4C to layer 2/3 as well as the koniocellular afferents \( k_{L,R}(r) \) projecting from the LGN to layer 2/3. Motivated by experimental data in the cat [37], we will assume that the OD columns in layer 4C form before the OD columns and CO blobs in layer 2/3 so that we can take \( w(r,t) \rightarrow W(r) \) in equations (2.6) and (2.7). (Note that even if they were to develop simultaneously, the analysis would still be valid to a lowest order approximation, since there is no direct feedback from layers 2/3 to layer 4C). Following along similar lines to the analysis of equation (2.5), we introduce the input correlation matrices \( \hat{C} \) and \( B \) according to

\[
\langle \hat{I}_i(r)\hat{I}_j(r') \rangle = Q(r - r')\hat{C}_{ij}, \quad \langle I_i(r)\hat{I}_j(r') \rangle = Q(r - r')B_{ij}
\]

(3.15)

for \( i = R, L \) and \( j = R, L \) with

\[
\hat{C} = \begin{pmatrix}
\hat{C}_S & \hat{C}_D \\
\hat{C}_D & \hat{C}_S
\end{pmatrix}, \quad B = \begin{pmatrix}
B_S & B_D \\
B_D & B_S
\end{pmatrix}.
\]

(3.16)

For simplicity, we assume that the \( M/M, K/K \) and \( K/M \) input correlations all have the same spatial dependence as determined by the function \( Q(r) \). Evaluating equations (2.3) and (2.4) gives

\[
\langle V_2(r,t)\hat{I}(r) \rangle = \int G_2(r - r')\hat{C}k(r',t)Q(r' - r)dr'
\]

(3.17)

\[
+ \int G_2(r - r')m(r',t)G_1(r' - r'')BW(r'')Q(r'' - r)dr''dr'
\]

and

\[
\langle V_2(r,t)V_1(r,t) \rangle = \int G_2(r - r')k(r',t) \cdot BW(r'')Q(r'' - r'')G_1(r'' - r)dr''dr'
\]

\[
+ \int G_2(r - r')m(r',t)G_1(r' - r'')W(r'') \cdot CW(r''') \ldots Q(r'''' - r'''')G_1(r''''' - r)dr''''dr''''dr'
\]

(3.18)

It is clear from equations (3.17) and (3.18) that when considering correlation–based Hebbian learning in a multi–layer network, the resulting dynamical equations for the weights rapidly become complicated due to the presence of multiple convolutions. This makes it difficult to gain insights into the basic mechanisms underlying feature map formation in the higher layers, and also makes numerical simulations more difficult. However, considerable simplification can be obtained by carrying out a perturbation expansion to first order in the coupling parameter \( \varepsilon \). Such an
approximation is already implicit in the inversion of the linear operators \( \hat{\mathcal{L}}_i \). In order to proceed we will need to include the Dirac delta function in \( \hat{\mathcal{L}}_i^{-1} \). Indeed, considerable insight into the underlying linear algebraic structure of the Hebbian dynamics can be obtained by setting \( \varepsilon = 0 \) in equations (3.17) and (3.18) so that \( G_i(\mathbf{r} - \mathbf{r}') \to \delta(\mathbf{r} - \mathbf{r}') \). This corresponds to ignoring the effects of lateral interactions; such interactions will subsequently be incorporated by carrying out a first–order perturbation expansion in \( \varepsilon \).

3.2.1 \( \mathcal{O}(1) \) analysis

The zeroth–order contributions to the averages in equations (3.17) and (3.18) are given by

\[
\langle V_2(\mathbf{r},t)\mathbf{I}(\mathbf{r}) \rangle_0 = Q(0) \left[ \hat{\mathcal{C}} k(\mathbf{r},t) + m(\mathbf{r},t)\mathbf{B} \mathbf{W}(\mathbf{r}) \right] \quad (3.19)
\]

and

\[
\langle V_2(\mathbf{r},t)V_1(\mathbf{r},t) \rangle_0 = Q(0) \left[ \mathbf{k}(\mathbf{r},t) \cdot \mathbf{B} \mathbf{W}(\mathbf{r}) + m(\mathbf{r},t)\mathbf{W}(\mathbf{r}) \cdot \mathbf{C} \mathbf{W}(\mathbf{r}) \right]. \quad (3.20)
\]

Substituting equations (3.19) and (3.20) into (2.6) and (2.7) then gives (after rescaling such that \( \mathbf{W} = 1 \), \( Q(0) = 1 \))

\[
\tau_k \frac{dk_L}{dt} = \hat{\mathcal{C}} S k_L(\mathbf{r},t) + \hat{\mathcal{C}} D k_R(\mathbf{r},t) + [B_S \chi_L(\mathbf{r}) + B_D \chi_R(\mathbf{r})]m(\mathbf{r},t) - \eta_0(k,m) \quad (3.21)
\]

\[
\tau_k \frac{dk_R}{dt} = \hat{\mathcal{C}} S k_R(\mathbf{r},t) + \hat{\mathcal{C}} D k_L(\mathbf{r},t) + [B_D \chi_L(\mathbf{r}) + B_S \chi_R(\mathbf{r})]m(\mathbf{r},t) - \eta_0(k,m) \quad (3.22)
\]

\[
\tau_m \frac{dm}{dt} = \left( C_S \left[ \chi_L^2(\mathbf{r}) + \chi_R^2(\mathbf{r}) \right] + 2\chi_L \chi_R C_D \right)m(\mathbf{r},t) + (B_S \chi_L(\mathbf{r}) + B_D \chi_R(\mathbf{r}))k_L(\mathbf{r},t) + (B_D \chi_L(\mathbf{r}) + B_S \chi_R(\mathbf{r}))k_R(\mathbf{r},t) - \eta_0(k,m), \quad (3.23)
\]

where \( \eta_0 \) is the subtractive normalization term when \( \varepsilon = 0 \), and \( (\chi_L, \chi_R) = (1,0) \) or \( (0,1) \) depending upon whether \( \mathbf{r} \in \Sigma_L \) or \( \mathbf{r} \in \Sigma_R \), respectively.

The binary-valued functions \( \chi_{L,R}(\mathbf{r}) \) arise from the simplification that there is a one–to–one vertical interlaminar projection from layer 4C to layer 2/3. We now relax this assumption by allowing the vertical connections to sample over a localized region of layer 4C. The sampling region reflects the spatial extent of the dendritic field of the forward projecting neurons, which we assume is a fixed arbor function. We can incorporate the effect of a dendritic field into the above model by taking the functions \( \chi_{L,R}(\mathbf{r}) \) to represent the degree of left and right eye drive from layer
4C projected to point $\mathbf{r}$ in layer 2/3 such that $0 \leq \chi_{L,R}(\mathbf{r}) \leq 1$. More specifically, introducing the normalized Gaussian $J_f(\mathbf{r})$ with space constant $\sigma_f$ and setting $W = 1$, we consider

$$\chi_{L,R}(\mathbf{r}) = \Phi\left( \int J_f(\mathbf{r} - \mathbf{r}')W_{L,R}(\mathbf{r}')d\mathbf{r}' \right)$$

(3.24)

Under this formulation, the synaptic input to a cortical location $\mathbf{r}$ due to the left and right eye streams is sampled from the footprint and is subject to a transfer function $\Phi$, where we take $\Phi(\nu) = \sqrt{\nu}$. With this choice of $\Phi$, $\chi^2_L(\mathbf{r}) + \chi^2_R(\mathbf{r}) = 1$ for all $\mathbf{r}$. Naturally the smooth variation in $\chi_{L,R}$ sampled from the above layer naturally results in the emergence of binocular regions along the OD borders in layer 2/3 (discussed below). As there is likely a similar integration of left and right eye drive occurring in layer 4C due to input from the LGN and accounting for cortical-thalamic feedback (reviewed in [48]), we use this formulation $\chi_{L,R}(\mathbf{r})$ in equations 3.21, 3.22, 3.23.

In addition, we track the balance of left versus right eye drive (and vice-versa) at a position $\mathbf{r}$ in the upper laminae by introducing the measures,

$$\Upsilon_L(\mathbf{r}) = \frac{\chi_L(\mathbf{r})}{\chi_L(\mathbf{r}) + \chi_R(\mathbf{r})} \quad \text{and} \quad \Upsilon_R(\mathbf{r}) = \frac{\chi_R(\mathbf{r})}{\chi_L(\mathbf{r}) + \chi_R(\mathbf{r})}$$

(3.25)

Near the center of a left-eye OD column $\Upsilon_L(\mathbf{r}) \approx 1$ and $\Upsilon_R \approx 0$, near the center of a right-eye OD column $\Upsilon_L(\mathbf{r}) \approx 0$ and $\Upsilon_R \approx 1$, and near the OD border $\Upsilon_L(\mathbf{r}) \approx \Upsilon_R \approx 1/2$.

In the case of primates, the development of OD columns and CO blobs occurs prenatally so that the Hebbian process is driven by spontaneous activity in the left and right eyes. Therefore, we expect opposite eye correlations to be small and we can set $C_D = \hat{C}_D = B_D = 0$ for simplicity. As a further simplification we also set $\hat{C}_S = C_S > B_S$, although our results generalize to the case $C_S \neq \hat{C}_S$. We then rewrite equations (3.21)–(3.23) in the matrix form

$$\frac{d}{dt} \begin{pmatrix} k_L \\ k_R \\ m \end{pmatrix} = \begin{pmatrix} \hat{C}_S & 0 & B_S \chi_L \\ 0 & \hat{C}_S & B_S \chi_R \\ B_S \chi_L & B_S \chi_R & C_S \end{pmatrix} \begin{pmatrix} k_L \\ k_R \\ m \end{pmatrix} - \eta_0(k,m) \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix},$$

where we have set $\tau_k = \tau_m = 1$ for convenience and dropped the explicit dependence on $\mathbf{r}$. Following along analogous lines to the analysis of OD column formation in layer 4C, we choose the subtractive normalization term $\eta_0$ in order to conserve the total synaptic density $k_L + k_R + m$ at each point in layer 2/3. However, there is an additional subtlety that arises when considering three rather than two weight components: the normalization term must be redefined in the event of one compo-
ponent vanishing. As we show below, this occurs in the center of OD columns that are inherited from layer 4C, where either \( k_R \) or \( k_L \) vanishes and the remaining component subsequently competes with the \( m \) input. In order to conserve the total synaptic density throughout the developmental process, we define the subtractive normalization in a dynamic way:

\[
\eta_0 = \theta(k_L)\theta(k_R)\eta_0^0 + [1 - \theta(k_L)\theta(k_R)]\eta_0^2, \\
\eta_1^0 = \frac{1}{3}(C_S[k_L + k_R + m] + B_S[\chi_L(k_L + m) + \chi_R(k_R + m)]), \\
\eta_2^0 = \frac{1}{2}(C_S[k_L + k_R + m] + B_S[\theta(k_L)\chi_L(k_L + m) + \theta(k_R)\chi_R(k_R + m)]),
\]

where \( \theta \) is a Heaviside function. With this choice of an adaptive normalization scheme, in effect, we are taking the standard choice for the subtractive normalization term for the remaining components after one component vanishes, see equation (3.6).

We illustrate the behavior of the solutions in two particular cases: \( \Upsilon_L(r) = 1 \) and \( 1/2 \). Here \( \Upsilon_L(r) = 1 \) corresponds to a point in layer 2/3 that is above the center of a left-eye OD column in layer 4C and \( \Upsilon_L(r) = 1/2 \) corresponds to a point above an OD border. We take the initial conditions to be \( k_L(t = 0) = k_R(t = 0) = k_0, m(t = 0) = m_0 \) with \( k_0 = m_0 \).

**Case I: Center of left-eye column (\( \Upsilon_L(r) = 1 \); \( \chi_L = 1, \chi_R = 0 \))** Under the change of variables \( k_\pm = k_L \pm m \), we have

\[
\frac{dk_+}{dt} = \frac{1}{3}[C_S + B_S]k_+ - 2C_Sk_R, \quad (3.26) \\
\frac{dk_-}{dt} = (C_S - B_S)k_-, \quad (3.27) \\
\frac{dk_R}{dt} = \frac{1}{3}[-(C_S + B_S)k_+ + 2C_Sk_R]. \quad (3.28)
\]

It can be seen that the \( k_- \) dynamics decouples, whereas the components \( k_+ \) and \( k_R \) compete against one another. We find that for a wide range of parameter values the right-eye population \( k_R \) vanishes leaving the left-eye population \( k_+ \) intact. The adaptive normalization scheme then leads to the new dynamics

\[
\frac{dk_+}{dt} = 0 \quad (3.29) \\
\frac{dk_-}{dt} = (C_S - B_S)k_-, \quad (3.30)
\]

in which the remaining left-eye K and M inputs now compete with one another. We simulate the dynamics for a representative choice of parameters and display the results in figure 6(a).
Figure 6  Solution of $O(1)$ dynamics for various values of $\chi$ with the initial values of $k_L$, $k_R$, and $m$ all equal to 1. The same eye correlation coefficients are $C_S = \hat{C}_S = 1.0$ and $B_S = 0.8$, and all alternate eye correlations are taken to be 0. (a) Center of a left-eye column ($\Upsilon = 1$). (b) Close to an OD boundary within a left-eye column ($\chi_L = 0.6$). (c) At an OD border ($\chi_L = 0.5$).

Case II: OD border  ($\Upsilon_L(r) = 1/2 : \chi_L = \chi_R = \chi$) Given the constraint that $k_L + k_R + m$ is locally conserved, we can reduce the dynamics at the given point $r$ to the following pair of equations

$$
\frac{d}{dt} \begin{pmatrix} k_{tot} \\ m \end{pmatrix} = \frac{1}{3} \begin{pmatrix} (C_S - 2\chi B_S) & (2\chi B_S - 2C_S) \\ (2\chi B_S - C_S) & (2C_S - 2\chi B_S) \end{pmatrix} \begin{pmatrix} k_{tot} \\ m \end{pmatrix} 
$$

(3.31)

where $k_{tot} = k_L + k_R$. The associated matrix is degenerate and has the following non-zero eigenvalue

$$
\lambda = \frac{1}{3}(3C_S - 4\chi B_S)
$$

(3.32)

Provided $3C_S - 4\chi B_S > 0$, the K and M pathways will compete as the associated eigenvector is

$$
v = \begin{pmatrix} -1 \\ 1 \end{pmatrix}
$$

(3.33)

For the given initial conditions, we find that $k_L, k_R \to 0$ at the OD border leaving a purely interlaminar, binocular magnocellular drive to the cortical point $r$, see figure 6(c). Similar behavior occurs in a region surrounding the OD border where $\Upsilon_L(r) \approx 0.5$, see figure 6(b).

The above examples show that, given an approximately balanced uniform initial state, layer 2/3 rapidly inherits the OD columns of layer 4, with $k_R(r) = 0$ when $r \in \Sigma_L$ and $k_L(r) = 0$ when $r \in \Sigma_R$. Moreover, with the inclusion of the dendritic
sampling from layer 4C, the koniocellular weights \( k_{L,R} \) both decay to zero at the OD borders where \( Y_L, Y_R \approx 0.5 \) (see figure 6(c)), ultimately sequestering the CO blobs away from the OD borders. When we include spatial interactions, the competition within an OD column between the \( K \)-type and \( M \)-type inputs will result in the segregation of the K and M pathways, i.e., the formation of the blob/interblob areas.

### 3.2.2 \( \mathcal{O}(\varepsilon) \) analysis

In order to incorporate the leading order effects of the lateral interactions, we now determine the \( \mathcal{O}(\varepsilon) \) contributions to equations (3.17) and (3.18):

\[
\langle V_2(r,t)\hat{I}(r) \rangle_1 = K_2 \left[ \hat{Ck}(r,t) + m(r,t)B_W(r) \right] + m(r)K_1 \ast [B_W(r)]
\]

and

\[
\langle V_2(r,t)V_1(r,t) \rangle_1 = W(r) \cdot K_2 \ast [Bk(r,t) + m(r,t)C_W(r)] + k(r,t) \cdot K_1 \ast [B_W(r)] + 2m(r,t)W(r) \cdot K_1 \ast [C_W(r)].
\]

We have introduced the convolution operator \( \ast \) defined according to

\[
K_i \ast [f(r)] = \int K_i(r - r') f(r') dr'
\]

for any function \( f(r) \) where \( K_i(r) = J_i(r)Q(r) \) for \( i = 1, 2 \). As in the analysis of the zeroth order dynamics, we assume for simplicity that \( B_D = \hat{C}_D = 0 \) and \( \hat{C}_S = C_S \). Substituting the approximations \( \langle V_2I \rangle = \langle V_2I \rangle_0 + \varepsilon \langle V_2I \rangle_1 \) and \( \langle V_2V_1 \rangle = \langle V_2V_1 \rangle_0 + \varepsilon \langle V_2V_1 \rangle_1 \) into equations (2.6) and (2.7), and using equations (3.19), (3.20), (3.34), (3.34) then gives

\[
\frac{dk_L}{dt} = C_S k_L(r,t) + B_S m_L(r,t) - \eta(k,m)
+ \varepsilon K_2 \ast [C_S k_L(r,t) + B_S m_L(r,t)] + \varepsilon B_S m(r)\psi_L(r)
\]

(3.35)

\[
\frac{dk_R}{dt} = C_S k_R(r,t) + B_S m_R(r,t) - \eta(k,m)
+ \varepsilon K_2 \ast [C_S k_R(r,t) + B_S m_R(r,t)] + \varepsilon B_S m(r)\psi_R(r)
\]

(3.36)

\[
\frac{dm}{dt} = C_S m(r,t) + B_S \chi_L(r)k_L(r,t) + B_S \chi_R(r)k_R(r,t) - \eta(k,m)
+ \varepsilon B_S (\chi_L(r)K_2 \ast k_L(r,t) + \chi_R(r)K_2 \ast k_R(r,t))
+ \varepsilon C_S (\chi_L(r)K_2 \ast m_L(r,t) + \chi_R(r)K_2 \ast m_R(r,t))
+ \varepsilon B_S (k_L(r,t)\psi_L(r) + k_R(r,t)\psi_L(r))
+ 2\varepsilon C_S (m_L(r,t)\psi_L(r) + m_R(r,t)\psi_R(r))
\]

(3.37)
Here we use the notation

\[ m_L(r, t) = \chi_L(r)m(r, t) \quad \text{and} \quad m_R(r, t) = \chi_R(r)m(r, t) \]  

(3.38)

and set

\[ \psi_L(r) = K_1 * \Upsilon_L(r) \quad \text{and} \quad \psi_R(r) = K_1 * \Upsilon_R(r). \]  

(3.39)

As in the \( O(1) \) case, we have to consider an adaptive normalization scheme in order locally to conserve total synaptic density throughout the developmental process. Thus \( \eta \) is of the form

\[ \eta = \theta(k_L)\theta(k_R)[\eta_1^1 + \varepsilon \eta_1^2] + [1 - \theta(k_L)\theta(k_R)][\eta_0^1 + \varepsilon \eta_0^2], \]  

(3.40)

where \( \eta_j^i \) denotes the subtractive normalization term for the \( i \)th order contribution at the \( j \)th stage. The terms \( \eta_1^j \) are chosen so as to conserve total synaptic density at \( O(\varepsilon) \). The \( O(1) \) analysis showed how the layer 2/3 system can rapidly inherit the ocularity preference of layer 4C. We will assume that the OD segregation is maintained at \( O(\varepsilon) \) on taking the subtractive normalization \( \eta \) as defined above. The preservation of the OD map in layer 2/3 will be confirmed numerically in section 4.

The \( O(1) \) analysis also showed how around an OD border the koniocellular inputs vanish leaving only the contribution from the \( M \) pathway, whereas in the central region of an OD column there is competition between an \( M \) input and left or right-eye \( K \) input. This suggests that the main effect of the \( O(\varepsilon) \) lateral interactions is to spatially segregate the \( M \) and \( K \) inputs within the central region of an OD column.

The occurrence of such a segregation, which is confirmed numerically in section 4, generates the CO blobs. To further illustrate this, consider a point \( r \) at the center of a left-eye dominated region where \( \chi_L \approx 1 \) and \( \chi_R \approx 0 \). Equations (3.35)–(3.37) reduce to the simpler form

\[ \frac{dk_L^L(r, t)}{dt} = 0 \]  

(3.41)

\[ \frac{dk_L^-L(r, t)}{dt} \approx (C_S - B_S) \int_{\Sigma_L} H_2(r - r') k_L^L(r', t) dr', \]  

(3.42)

where \( k_L^L = k_L \pm m \). A similar equation holds for \( r \) at the center of a right-eye dominated region under the change \( L \rightarrow R \). The fact that the convolution with respect to the interaction kernel \( H_2 \) in equation (3.42) is restricted to same-eye ocular dominance strips \( (r, r' \in \Sigma_L) \) rather than the whole two-dimensional layer, suggests that the pattern formation process is quasi–one–dimensional. That is the
center of each OD column can be idealized as a narrow stripe that is partitioned into alternating regions of $K$ and $M$ afferents, that is, blobs and interblobs. To a first approximation, the spacing of the pattern within a single stripe will be determined by the Fourier transform of $H_2$ along the stripe. Weak interactions between same-eye stripes will then determine the alignment of patterns across the cortex. This basic picture is consistent with the numerical simulations presented in section 4. As in layer 4C, we take the effective interaction function to be $H_2 = \delta + \varepsilon H$ with $H$ given by the Mexican hat function (3.10). Hence, as in the layer 4C model, the presence of the Dirac delta function means that the resulting CO blob pattern will be sensitive to the initial balance of $M$ and $K$ afferents. This is handled in our numerical simulations (see below) by adding to the uniform initial state a modified white noise term analogous to equation (3.12).

4 Numerical results

In this section, we present numerical results obtained by solving the reduced set of equations (3.35)–(3.37). We first generate a pattern of OD columns in layer 4C using the standard correlation–based Hebbian learning rule, equation (3.2). An example of such an OD pattern is shown in figure 7(a). This then defines the regions $\Sigma_L$ and $\Sigma_R$ or, equivalently, both $w_L$ and $w_R$. These, in turn, determine the functions $\chi_{L,R}(r)$ in equations (3.35)–(3.37). In figure 7(b), we plot the OD pattern in layer 2/3 generated from the interlaminar feedfoward projections. Note that the OD properties now vary in a continuous fashion. Thus, $\Upsilon(r) > 1/2$ and $\Upsilon(r) < 1/2$ if $r$ lies above a left-eye column in layer 4C, and vice-versa. Moreover, $\Upsilon(r) \approx 1/2$ near or on an OD border. The corresponding pattern of $K$ and $M$ afferents in layer 2/3 is shown in figure 7(c). Additionally, we plot the time series evolution of the individual populations for the same simulation in figure 8. These numerical simulations confirm the basic predictions of the perturbation analysis presented in section 3. That is, given an initial segregation of left/right M inputs in layer 4C, the vertical inputs from layer 4C to layer 2/3 compete with the koniocellular thalamic inputs $k_L$ and $k_R$. At each point in layer 2/3, the koniocellular input from the opposite eye to that of the vertical projection from layer 4C rapidly decays to zero, resulting in the projection of layer 4C’s OD map onto layer 2/3. The inclusion of a sampling from layer 4C in the interlaminar projection to layer 2/3 results in the emergence of binocular zones at the OD borders that are fully driven by the magnocellular populations, that is, the koniocellular pathway is restricted to the center of the OD columns. At the completion of the OD inheritance process, the lateral interactions within layer 2/3 induce a K/M competition that eventually leads to the segregation of the K and M pathway, i.e., the formation of the CO blob lattice.
We considered a wide array of weight functions and found that an approximate balance of excitation and inhibition performs most robustly. For example, when excitation strongly dominates the system’s sensitivity to homogeneous perturbations is exacerbated, and in the regime where inhibition dominates the growth terms for high wavenumbers do not significantly differ from the growth term corresponding to the critical wavenumber, hence there is a mixing of modes resulting in a highly disorder pattern. With lateral circuitry that has an approximate balance of excitation and inhibition, our model captures several qualitative aspects of CO blob and OD column formation in superficial layers of primate V1. In particular, it reproduces the experimental observation that the CO blobs are localized around the centers of the columns. In our numerical simulations, we neglected the inhomogeneous terms involving $\psi_L, \psi_R$. This approximation would be valid, for example, under the assumption that the intracortical interactions in the upper laminae are stronger than in the input layer 4C, that is, $|K_1| \ll |K_2|$. It can be checked numerically that the model performs similarly under the inclusion of the $\psi_L, \psi_R$ terms, although it does become more sensitive to the choice of initial conditions.

As a further comparison with experimental data, we calculate some quantitative aspects of a typical CO blob distribution generated by our model as shown in figure 9(a). Following Murphy et al. [49], we first determine the mean CO blob spacing of the pattern using a Delauney triangulation. We find that the mean edge width of the Delaunay triangulation is approximately twice the mean width of an OD column. Taking the latter to be approximately 385 $\mu m$ [50], yields a mean blob spacing of approximately 716 $\mu m$. This is a slight overestimate of the mean value of 590 $\mu m$ found experimentally by Murphy et al. [49], which could be an artifact of the heightened disorder in the simulated system compared to experimentally found patterns. However, the Gaussian–like shape of the histogram of edge lengths (figure 9(b)) is consistent with experimental data. Another characteristic feature of CO blob distributions in macaque is that the spacing between blobs across OD columns is smaller than between blobs along the same OD column. The former is typically 353 $\mu m$ [51, 52] whereas the latter is approximately 550 $\mu m$ [16]. An interesting feature of our model is that the profile of the local connectivity in layer 4C determines the periodicity of the OD pattern, whereas the local connectivity in layer 2/3 determines the spacing of the CO blobs within the OD stripes. Hence, our model can quantitatively account for the asymmetry in CO blob spacing by having different weight functions for the two layers. In figures 9(c,d), we plot a histogram of the distribution of nearest neighbor alternate and same eye neighbors of the CO blob distribution shown in 9(b). It can be seen that the same eye blobs are on average farther away than the alternate eye neighboring blobs, and that both distributions
Figure 7  (a) OD pattern in layer 4C obtained by solving equations (3.2) and (3.3) starting from a homogeneous binocular state. Same parameters as in figure 5(b) with $w^0_L = 0.5$.
(b) The projection of OD properties to layer 2/3 with a continuous variation in the OD properties. In (a) and (b), white corresponds to left-eye M input, black corresponds to right-eye M input, and the grey areas represent a balance of left and right eye drive. (c) The resultant pattern in layer 2/3 displaying OD preference as in layer 4C as well as the segregation of the K and M pathways with the blob regions centered in the OD stripes. In (c), white corresponds to left-eye dominated M input, black corresponds to right-eye dominated M input, and the light and dark grey areas are the left and right eye K inputs, respectively. OD pattern is obtained by solving equations (3.35)–(3.37) for $\psi_L, \psi_R = 0$ starting from a homogeneous initial state with $k_L = k_R = 9.7$ and $m = 10.0$. The lateral interaction function $K_2$ is taken to be the Mexican hat function (4) with $A = 8.0, \beta = 1/2, \sigma_E = 0.50, \sigma_I = 0.78$, and $\varepsilon$ is taken to be 0.1. The space constant of the Gaussian footprint in equation (3.24) is $\sigma_f = 0.4$. The correlation parameters are $\hat{C}_S = C_S = 1.0$ and $B_S = 0.4$. The domain is 6 $\times$ 15 and was chosen to simulate a 2.3 $mm$ by 5.8 $mm$ region of cortex. We use modified noise as given by equation (3.12) with $p_{min} = 1.0, p_{max} = 8.0$ and noise amplitude 0.5.
Figure 8 Sequence of snapshots showing the progression of $k_L$, $k_R$, and $m$ in layer 2/3 from an initial homogeneous state for the simulation shown in figure 7. Note the rapid inheritance of the OD preference of the seed, shown in figure 7(a), is evident at $t = 2.0$. Additionally, by $t = 6.0$ the koniocellular populations are sequestered away from OD borders that are now purely driven by the M pathway. The density scale varies from 0 (black) to the maximum local synaptic density (white).
Figure 9  (a) Delaunay triangulation of CO blob centers superimposed over an OD/CO blob pattern in layer 2/3 on a 16 x 16 domain. White corresponds to left-eye dominant M input, black corresponds to right-eye dominant M input, and the light and dark grey areas are the left and right eye K inputs, respectively. (b) Histogram of edge lengths from the triangulation shown in (a). (c,d) Histograms of the distribution of the nearest neighbor alternate and same eye blobs, respectively. Note the shift in the characteristic distances in these distributions, where the nearest alternate eye blobs are on average more closely packed than the nearest same eye blobs. The OD pattern matches the layer 4C OD map. The parameters used are $C_S = C_S = 1.0, B_S = 0.4, A_2 = 8.0, \sigma_E = 0.42, \beta = 0.5, \sigma_f = 0.653, \text{ and } \sigma_f = 0.4$. The initial conditions were $k_0 = 9.94$ and $m_0 = 10.0$.

appear roughly as skewed Gaussians, which is consistent with experimental findings. The ratio of the CO blob spacing along the OD band and across the border is found to be approximately 1.56 in monkeys [51, 16], which is in very good agreement with our simulated distribution that has a ratio of 1.50. Furthermore, Horton [16] noted that there is also an asymmetry in the shape of the blobs themselves. The blobs are oval shaped of dimension 250 x 150 $\mu$m, which suggests that the O(1) dynamics determine the length of the minor axis, whereas the spatial interactions within an OD stripe determine the length of the major axis of the CO blob shape. We do not track statistics for the blob shapes, but note that they have an oval-like profile. The differences in our model results and experimental observations could be rectified by an alternate choice of the layer 2/3 circuitry and perhaps an alternate initial balance of the K and M pathways. The experimental data does not suggest a precise choice for these parameters and hence we are only suggesting the underlying structure of the model and representative parameter choices.

4.1 Monocular Deprivation

In order to consider the effects of monocular deprivation during development, we relax the assumption that our correlation matrices are symmetric. In particular, we consider the correlation matrices for the magnocellular(M), koniocellular(K) and
correlations between the K and M pathways are respectively given by

\[
C = \begin{pmatrix}
C_{LL} & C_{RL} \\
C_{LR} & C_{RR}
\end{pmatrix}, \quad \hat{C} = \begin{pmatrix}
\hat{C}_{LL} & \hat{C}_{RL} \\
\hat{C}_{LR} & \hat{C}_{RR}
\end{pmatrix}, \quad B = \begin{pmatrix}
B_{LL} & B_{RL} \\
B_{LR} & B_{RR}
\end{pmatrix}.
\]

The evolution of the synaptic weights is then given by

\[
\tau_k \frac{dk_L}{dt} = \hat{C}_{LL}k_L(r, t) + \hat{C}_{RL}k_R(r, t) + [B_{LL}\chi_L(r) + B_{RL}\chi_R(r)]m(r, t) - \eta_0 (k, m)
\]

\[
\tau_k \frac{dk_R}{dt} = \hat{C}_{RR}k_R(r, t) + \hat{C}_{LR}k_L(r, t) + [B_{LR}\chi_L(r) + B_{RR}\chi_R(r)]m(r, t) - \eta_0 (k, m)
\]

\[
\tau_m \frac{dm}{dt} = \left( C_{LL}\chi_L^2(r) + C_{RR}\chi_R^2(r) + [C_{LR} + C_{RL}]\chi_L(r)\chi_R(r) \right)m(r, t)
+ (B_{LL}\chi_L(r) + B_{RL}\chi_R(r)) k_L(r, t)
+ (B_{LR}\chi_L(r) + B_{RR}\chi_R(r)) k_R(r, t) - \eta_0 (k, m),
\]

where \( \eta_0 \) is the corresponding subtractive normalization term and \( \chi_{L,R} \) are defined in equation (3.24).

We consider normal development until MD onset, then reduce the correlation coefficients associated with the deprived eye, similar to the approach in [27] to simulate MD. At the initiation of MD, there is an approximate balance of left/right eye dominated regions with CO blobs centered within the OD stripes. Below in figure 10, we display the simulated effects of MD on the OD pattern and distribution of the CO blobs. Without any loss of generality, we take the right eye to be deprived (black regions) while the left eye corresponds to the non-deprived eye (white regions), and CO blobs are colored in gray. At the onset of MD, the correlation coefficients corresponding the right eye activity driving cortical activity are reduced (as in [27]. MD results in the broadening of the OD stripes associated with the non-deprived eye broaden and a reduction of the OD stripes associated with the deprived eye, while there are minimal alterations of the CO blob positions. This numerical study is inline with the experimental finding of Murphy et al. [53].

5 Discussion

In this paper, we constructed a multi-layer, activity-dependent model for the joint development of ocular dominance columns and cytochrome oxidase blobs in primary visual cortex of primates. We assumed that the OD map first forms in layer 4C and is then inherited by the supragranular layers via feedforward vertical projections from layer 4C. Competition between these feedforward projections and the direct thalamic input to layer 2/3 then resulted in the formation of CO blobs superimposed
Figure 10 Effects of monocular deprivation on the ocular dominance pattern and CO blob distribution. Here black corresponds to the deprived eye, whereas white indicates the remaining open eye, while CO blob regions are colored in gray. In (a), the OD pattern and CO blob distribution immediately before the onset of MD is shown, whereas in (b) the aftereffects of MD is pictured. Before deprivation the non-deprived eye area constituted 48.2% of region, while post deprivation the non-deprived controlled 69.3% of the cortical region. Note that while the OD pattern is significantly modified, the CO blob distribution remains preserved. The domain size is $6 \times 12$ and is meant to simulate a 2.3 mm by 4.6 mm region of cortex. The parameters used in the simulation prior to MD are identical as those in figure 7 with the exception that $\epsilon = 0.06$ and $C_d = 0.2$, while during MD we take $C_{LL} = \hat{C}_{LL} = 1$, $B_{LL} = 0.4$, $\hat{C}_{RR} = 0.2$, $C_{RR} = 0.3$, $B_{RR} = 0.08$, $\hat{C}_{LR} = \hat{C}_{RL} = 0$, $C_{LR} = 0.2$, $C_{RL} = 0.067$, and $B_{LR} = B_{RL} = 0$. 

\[ \text{Figure 10 Effects of monocular deprivation on the ocular dominance pattern and CO blob distribution. Here black corresponds to the deprived eye, whereas white indicates the remaining open eye, while CO blob regions are colored in gray. In (a), the OD pattern and CO blob distribution immediately before the onset of MD is shown, whereas in (b) the aftereffects of MD is pictured. Before deprivation the non-deprived eye area constituted 48.2% of region, while post deprivation the non-deprived controlled 69.3% of the cortical region. Note that while the OD pattern is significantly modified, the CO blob distribution remains preserved. The domain size is } 6 \times 12 \text{ and is meant to simulate a 2.3 mm by 4.6 mm region of cortex. The parameters used in the simulation prior to MD are identical as those in figure 7 with the exception that } \epsilon = 0.06 \text{ and } C_d = 0.2, \text{ while during MD we take } C_{LL} = \hat{C}_{LL} = 1, \text{ } B_{LL} = 0.4, \text{ } \hat{C}_{RR} = 0.2, \text{ } C_{RR} = 0.3, \text{ } B_{RR} = 0.08, \text{ } \hat{C}_{LR} = \hat{C}_{RL} = 0, \text{ } C_{LR} = 0.2, \text{ } C_{RL} = 0.067, \text{ and } B_{LR} = B_{RL} = 0. \]
upon the OD map. The CO blob distribution obtained from numerical simulations was consistent with experimental data. First, the CO blobs were located in the centers of OD columns. In our model this was related to the fact that the feedforward projections sampled over a local region of layer 4C resulting in binocular regions along the OD borders. Second the CO blob lattice exhibited a characteristic asymmetry, in which the spacing of a CO blob from the nearest neighbor blob driven by the same-eye was on average greater than the spacing from the nearest neighbor blob driven by the alternate-eye. In our model this was a consequence of the fact that the periodicity of the OD map that develops in layer 4C was determined via the lateral circuitry in layer 4C, whereas the periodicity of the CO blob lattice within an OD stripe was determined via the circuitry in layer 2/3. For simplicity, we used a linear correlation-based Hebbian rule with subtractive normalization. The advantage of a linear model is that one can explicitly determine the propagation of weight modifications through the layers. However, one of the possible limitations of such a model is the sensitivity to initial conditions. It might be possible to construct a more robust model by considering a nonlinear competitive Hebbian learning rule [54], although the analysis would be considerably more involved.

As a first approximation we considered a purely feedforward model in this paper. This was partly motivated by the observation that there are no direct feedback connections from layer 2/3 to layer 4C. However, connections between layer 5 and layer 6 could provide a more indirect feedback pathway for activity in layer 2/3 to modulate the activity in layer 4C. Furthermore, it has been demonstrated in cat that at the onset of monocular deprivation (MD), plasticity first occurs at the OD borders in layer 2/3 and only after a delay of several days does any modification in the direct thalamic input to layer 4 occur, suggesting that layer 2/3 influences the development of layer 4 during the critical period [45]. Studies in mice indicate that layer 2/3 plasticity induced by monocular deprivation involves a rapid restructuring of dendritic spines that is regulated by GABA inhibition (reviewed in [55]). Hence, just as in early development when OD columns and CO blobs first form, it is likely that the laminar structure of cortex plays an important role during the critical period. In particular, one cannot model monocular deprivation simply as a change in input correlations to a single layer network. We hope in future work to extend our laminar network model to analyze development during the critical period, and to understand the delayed occurrence of plasticity in layer 4 during monocular deprivation by considering the role of feedback from layer 2/3 to layer 4. Finally, note that the principles outlined in this paper could be extended to include orientation selectivity and spatial frequency in the visual system, and could also be employed to study the development of laminar structures in other cortical areas.
Competing interests
The author declares no competing interests.

Acknowledgements
This work was commenced during my graduate study mentored by Paul C. Bressloff (PCB). Discussions with PCB and insights from PCB have been invaluable. This work was partially supported by RTG 0354259.

References
1. Wiesel, T.N., Hubel, D.H.: Receptive fields, binocular interaction and functional architecture in the cat’s visual cortex. J. Physiol. (Lond.) 160, 106–154 (1962)
2. Hubel, D.H., Wiesel, T.N.: Sequence regularity and geometry of orientation columns in the monkey striate cortex. J. Comp. Neurol. 158, 267–294 (1974)
3. Swindale, N.V.: The development of topography in the visual cortex: a review of models. Network: Computation in Neural Systems, 161–247 (1996)
4. van Ooyen, A.: Competition in the development of nerve connections: A review of models. Network: Computation in Neural Systems 12, 1–47 (2001)
5. LeVay, S., Nelson, S.B.: Columnar organization of the visual cortex. The neural basis of visual function, pp. 266–315. CRC Press, Boca Raton (1991)
6. Lund, J.S., Angelucci, A., Bressloff, P.C.: Anatomical substrates for functional columns in macaque monkey primary visual cortex. Cereb. Cortex 12, 15–24 (2003)
7. Levitt, J.B., Lund, J.S., Yoshioka, T.: Anatomical substrates for early stages in cortical processing of visual information in the macaque monkey. Behav. Brain Res. 76, 5–19 (1996)
8. Callaway, E.M.: Local circuits in primary visual cortex of the macaque monkey. Annu. Rev. Neurosci. 21, 47–74 (1998)
9. Blasdel, G.G., Fitzpatrick, D.: Physiological organization of layer 4 in macaque striate cortex. J. Neurosci. 4, 880–895 (1984)
10. Hawken, M.J., Parker, A.J.: Contrast sensitivity and orientation selectivity in lamina IV of the striate cortex of old world monkey. Exp. Brain Res. 54, 367–372 (1984)
11. Lund, J.S.: Local circuit neurons of macaque monkey striate cortex: I. Neurons of lamina 4C and 5A. J. Comp. Neurol. 257, 60–92 (1987)
12. Yoshioka, T., Levitt, J.B., Lund, J.S.: Independence and merger of thalamocortical channels within macaque monkey primary visual cortex: anatomy of interlaminar projections. Vis. Neurosci. 11, 467–489 (1994)
13. Adorjan, P., Levitt, J.B., Lund, J.S., Obermayer, K.: A model of the intracortical origin of orientation preference and tuning in macaque striate cortex. Vis. Neurosci. 16, 303–338 (1999)
14. Hawken, M.J., Parker, A.J., Lund, J.S.: Laminar organization and contrast sensitivity of direction-selective cells in the striate cortex of the old-world monkey. J. Neurosci. 8, 3541–3548 (1988)
15. Horton, J.C., Hubel, D.H.: Regular patchy distribution of cytochrome oxidase staining in primary visual cortex of macaque monkey. Nature 292, 762–764 (1981)
16. Horton, J.C.: Cytochrome oxidase patches: a new cytoarchitectonic feature of monkey visual cortex. Phil. Trans. Roy. Soc. Lond. B 304, 199–253 (1984)
17. Casagrande, V.A.: A third parallel pathway to primate area V1. Trends Neurosci. 17, 305–310 (1994)
18. Hendry, S.H.C., Reid, R.C.: The koniocellular pathway in primate vision. Annu. Rev. Neurosci. 23, 127–153 (2000)
19. Livingstone, M.S., Hubel, D.H.: Specificity of intrinsic connections in primate primary visual cortex. J. Neurosci. 4, 2830–2835 (1984)
20. Tootell, R.B., Silverman, M.S., Hamilton, S.L., Swithes, E., Valois, R.L.D.: Functional anatomy of macaque striate cortex: Spatial frequency. J. Comp. Neurol. 8, 1610–1624 (1988)
21. Obermayer, K., Blasdel, G.G.: Geometry of orientation and ocular dominance columns in monkey striate cortex. J. Neurosci. 13, 4114–4129 (1993)
22. Yoshioka, T., Blasdel, G.G., Levitt, J.B., Lund, J.S.: Relation between patterns of intrinsic lateral connectivity, ocular dominance, and cytochrome oxidase–reactive regions in macaque monkey striate cortex. Cereb. Cortex 6, 297–310 (1996)
23. Yabuta, N.H., Callaway, E.M.: Cytochrome-oxidase blobs and intrinsic horizontal connections of layer 2/3 pyramidal neurons in primate V1. Vis. Neurosci. 15, 1007–1027 (1998)
24. Sincich, L.C., Horton, J.C.: Divided by cytochrome oxidase: A map of the projections from V1 to V2 in macaques. Science 295, 1734–1737 (2002)
25. Murphy, K.M., Jones, D.G., Stryker, R.C.V.: Cytochrome oxidase blobs in cat primary visual cortex. J. Neurosci. 15, 4196–4208 (1995)
26. Shoham, D., Hubener, M., Schulze, S., Grinvald, A., Bonhoeffer, T.: Spatio–temporal frequency domains and their relation to cytochrome oxidase staining in cat visual cortex. Nature 1997, 529–533 (385)
27. Miller, K.D., Keller, J.B., Stryker, M.P.: Ocular dominance column development: Analysis and simulation. Science 245(4918), 605–615 (1989)
28. Willshaw, D., von der Malsburg, C.: How patterned neural connections can be set up by self-organization. Proc. R. Soc. Lond. B 194, 431–445 (1976)
29. Swindale, N.V.: A model for the formation of ocular dominance stripes. Proc. Roy. Soc. Lond. B 208, 243–264 (1980)
30. Hensch, T.K., Stryker, M.P.: Columnar architecture sculpted by GABA circuits in developing cat visual cortex. Science 303, 1678–1681 (2004)
31. Grossberg, S., Williamson, J.: A neural model of how horizontal and interlaminar connections of visual cortex develop into adult circuits that carry out perceptual grouping and learning. Cereb. Cortex 11, 37–58 (2001)
32. Nakagama, H., Tanaka, S.: Self-organization model of cytochrome oxidase blobs and ocular dominance columns in the primary visual cortex. Cereb. Cortex 14, 376–386 (2004)
33. Lachica, E.A., Casagrande, V.A.: The morphology of collicular and retinal axons ending on small relay (w-like) cells of primate lateral geniculate nucleus. Vis. Neurosci. 10, 403–418 (1993)
34. Boyd, J., Matsubara, J.A.: Laminar and columnar patterns of geniculocortical projections in the cat: relationship to cytochrome oxidase. J. Comp. Neurol. 365, 659–682 (1996)
35. Harris, A.E., Ermentrout, G.B., Small, A.L.: A model of ocular dominance column development by competition for trophic factor. Proc. Natl. Acad. Sci. USA 94, 9944–9949 (1997)
36. Trachtenberg, J.T., Stryker, M.P.: Rapid anatomical plasticity of horizontal connections in the developing visual cortex. J. Neurosci. 21, 3476–3482 (2001)
37. Crair, M.C., Horton, J.C., Antomini, A., Stryker, M.P.: Emergence of ocular dominance columns in cat visual cortex by two weeks of age. J. Comp. Neurol. 430, 235–249 (2001)
38. Murphy, K.M., Jones, D.G., Fenstemaker, S.B., Pegado, V.D., Kiropes, L., Movshon, J.A.: Spacing of cytochrome oxidase blobs in normal and strabismic monkeys. Cereb. Cortex 8, 237–244 (1998)
39. Hubel, D.H., Wiesel, T.N.: Functional architecture of macaque monkey visual cortex. Proc. Roy. Soc. Lond. B 198, 1–59 (1977)
40. Wong-Riley, M., Carroll, E.W.: Effect of impulse blockade on cytochrome oxidase activity in monkey visual system. Nature 307, 262–264 (1984)
41. Murphy, K.M., Duffey, R.K., Jones, D.G., Mitchell, D.E.: Development of cytochrome oxidase blobs in visual cortex of normal and visually deprived cats. Cereb. Cortex 11(2), 122–135 (2001)
42. Piepenbrock, C., Obermayer, K.: The effect of intracortical competition on the formation of topographic maps in models of Hebbian learning. Biol. Cybern. 82, 345–353 (2000)
43. Hensch, T.K.: Critical period plasticity in local cortical circuits. Nat. Rev. Neurosci. 6, 877–888 (2005)