Designing Machine Learning Toolboxes: Concepts, Principles and Patterns

Abstract

Machine learning (ML) and AI toolboxes such as scikit-learn or Weka are workhorses of contemporary data scientific practice — their central role being enabled by usable yet powerful designs that allow to easily specify, train and validate complex modeling pipelines. However, despite their universal success, the key design principles in their construction have never been fully analyzed. In this paper, we attempt to provide an overview of key patterns in the design of AI modeling toolboxes, taking inspiration, in equal parts, from the field of software engineering, implementation patterns found in contemporary toolboxes, and our own experience from developing ML toolboxes. In particular, we develop a conceptual model for the AI/ML domain, with a new type system, called scientific types, at its core. Scientific types capture the scientific meaning of common elements in ML workflows based on the set of operations that we usually perform with them (i.e. their interface) and their statistical properties. From our conceptual analysis, we derive a set of design principles and patterns. We illustrate that our analysis can not only explain the design of existing toolboxes, but also guide the development of new ones. We intend our contribution to be a state-of-art reference for future toolbox engineers, a summary of best practices, a collection of ML design patterns which may become useful for future research, and, potentially, the first steps towards a higher-level programming paradigm for constructing AI.

1 Introduction

Machine learning (ML) applications typically involve a number of steps: one first specifies, trains and selects an appropriate model and then validates and deploys it. ML practitioners write code to evaluate such workflows. Application code often incorporates classes and functions from one or more software packages called toolboxes. Toolboxes provide prefabricated pieces of code that make it faster to write software. Instead of constructing every piece of software from scratch, one can simply put together prefabricated pieces of code. Popular examples include scikit-learn in Python, Weka in Java, MLJ in Julia, and mlr3 or caret in R. Toolboxes have become the backbone of modern data science and principal tool for ML practitioners in recent years.

The applicability and effectiveness of a toolbox depends crucially on its design. The design determines not only how easy it is for practitioners to understand and use toolboxes but also how easily they can be tested, maintained and extended. Despite the importance of toolboxes, the key design principles in their construction have never been fully discussed. In this paper, we try to close this gap by analyzing common designs of toolboxes and deriving reusable principles and patterns.

Much of the existing software literature on ML/AI has focused on best practices, design patterns and architecture for ML systems, but little attention has been paid to design at the toolbox level, even though toolboxes are a central component in ML systems (i.e. kernel software) implementing core algorithmic and mathematical functionality. In fact, authors often point out that there is a lack of strong abstractions to support ML software, hindering much needed progress towards a more declarative SQL-like language for ML/AI. Similarly, in the ML literature, while the
importance of toolbox development has been widely recognized\cite{38}, discussions on design are still rare. For example, toolbox developers often subscribe to a set of principles when presenting their work, however these principles typically remain abstract, with literature primarily discussing features or usage, and not design (see e.g. Buitinck et al.\cite{13}). While the actual software tends to contain a wealth of design ideas, we are not aware of literature references where data science specific patterns, or the process of deriving concrete implementations from design principles, are described or studied.

In this paper, we make a first attempt at consolidating the science of ML toolbox design. Rather than describing a single toolbox, or analyzing ML/AI software at the system or platform level, this paper focuses specifically on generalizable design principles and patterns for ML toolboxes. We investigate ML toolbox design by developing a well-grounded conceptual model for the ML domain. At its core, we propose a simple but powerful idea called scientific types – a new type system which captures the data scientific purpose of key objects in the ML domain (e.g. data objects, probability distributions or algorithms). When applying scientific typing to common ML objects, we are able to derive clear principles and reusable patterns that can not only explain central aspects of existing toolboxes, but can also guide the development of new ones.

Toolbox design – much like any software design – is hard. One has to identify the relevant objects, abstract them at the right level of granularity, define class interfaces, and specify hierarchies and relationships among them. In comparison to classical software engineering, ML/AI toolbox development raises a number of additional questions: In which respects is the ML domain different from other domains? How can we find useful abstractions in the ML domain? For example, how can we identify useful and meaningful categories for ML algorithms? How do we define interfaces for different algorithms? Our aim is to motivate and explain the principles and patterns we propose in a way that other developers, practitioners and decision makers who rely on ML toolboxes can refer to them when assessing designs.

A natural source of relevant ideas, useful formalism and best practices is found in the corpus of software engineering. Our approach largely falls under domain-driven design as put forward by Evans\cite{16}, but also draws on ideas from “design by contract”\cite{28}, “responsibility-driven design”\cite{43,44,42} and pattern-oriented design\cite{17,14}. While much is direct transfer from existing software engineering practice, there is a substantial aspect in which ML departs from other domains: algorithms, interfaces and workflows are closely intertwined with mathematical and statistical formalism – to an extent that mathematical objects are not only at the methodological core, but a key element in representation, workflow specification and user interaction.

This situation poses unique challenges which we attempt to address in what follows by a combination of formal mathematical statistics, well-grounded design principles based on our new scientific type system, adapted state-of-art architectural patterns from widely used toolboxes, and our own experience of designing multiple ML toolboxes in different languages (e.g. sktime\cite{27}, MLJ\cite{9}, mlr3proba\cite{37}, pysf\cite{19}, skpro\cite{18}, mlaut\cite{22}). In our analysis, we rely on object-oriented programming (OOP), the predominant paradigm for most complex ML/AI projects. While OOP is often assumed without rationale, we instead motivate specifically why OOP is especially well suited for ML toolboxes. Our analysis also extends in theory to other programming paradigms.

We intend our contribution to be a state-of-art reference for future toolbox engineers, a summary of best practices, a collection of ML design patterns which may become useful for future research, and, potentially, the first steps towards generalizable design principles and reusable patterns that can motivate and explain existing toolbox designs and can guide future developments.

Summary of contributions

Our main contributions are both theoretical and practical:

- As the basis for ML/AI toolbox design, we propose a theoretical or conceptual model for key objects in the ML/AI domain. At its core, we develop a new type system called scientific typing which captures the data scientific meaning of key ML objects (e.g. data objects, distributions or algorithms) and translates them into implementable software blueprints.

- From our analysis, we derive a set of practical, reusable design principles and design patterns that can motivate and explain existing toolbox designs and can guide future developments.

Structure

The remainder of the paper is organized as follows: In section 2, we define the problem we are trying to address in more detail. In section 3, we start developing our conceptual model for the ML/AI domain, which we then complete in section 4 by introducing our new scientific type system. From our conceptual model, we first derive a set of high-level design principles in section 5 and then a set of reusable design patterns in section 6. In section 7, we illustrate how our derived principles and patterns can not only explain existing designs, but also guide new ones. Section 8 concludes.
2 Problem statement

In this section, we state and contextualize the problem we are trying to address in more detail. It will be helpful to distinguish between two problems in ML research and applications:

**Practitioner’s problem.** The practitioner’s problem is to solve a certain practical ML problem. For example, classifying emails as spam or forecasting the demand of electricity. This typically involves defining a suitable ML workflow from model specification to deployment. To run their workflows, ML practitioners write code specifically for the application at hand, but often incorporate functionality from existing toolboxes so that we do not have to write everything from scratch. We usually evaluate our solutions using a quantifiable loss function but also take into account other criteria such as interpretability, fairness or computational efficiency.

**Developer’s problem.** The developer’s problem is to develop toolboxes that help practitioners solve their respective problem more effectively. For example, developing a toolbox for cross-sectional ML problems as done in scikit-learn. A toolbox is a collection of related and reusable classes and functions designed to provide useful, general-purpose functionality. Developing a toolbox involves defining the scope or application domain we want to cover, identifying key objects, finding useful abstractions for them, and implementing them in a re-usable software package. We typically evaluate our toolbox in light of three aspects: its content (what the code does), design (its language and structure) and performance (how efficiently it runs). For example, we want to make sure that the code is correct, or consistent with some specification through testing, that it is readable, and that it is efficient enough to be practically useful in terms of run time and memory usage.

This paper is primarily concerned with the developer’s problem, and more specifically with the design aspect. Design sometimes also refers to the design process. In this paper, we are mainly concerned with design as the result of that process, but, of course, the discussion in this paper may also inform the design process. Viewed as a result, toolbox design is about the overall structure and organization of software into components, but also the specifics of defining key components and mapping of mathematical concepts and operations onto classes and functions. Also note that design is not independent of the content and performance concerns. For example, more readable code may be less efficient but be easier to test. In general, there will be no “pareto optimum” and trade-offs have to be made.

Toolbox design is crucial to their applicability and effectiveness. On a high level, we believe that the better design choices for ML/AI toolboxes:

- align the language and structure of code with “natural” mathematical, statistical and methodological semantics (see domain-driven design),
- facilitate user interaction in common data scientific workflows,
- facilitate rapid prototyping and scaling of AI pipelines,
- facilitate reproducibility and transparency of workflows and algorithms,
- facilitate checkability and validability of AI (e.g. with respect to algorithmic performance),
- are architecturally parsimonious, i.e. avoid unnecessary conceptualization, formalization and semantics,
- are inter-operable with other major tools in the same domain,
- facilitate maintenance and extensions.

While the importance of toolbox design has been recognized, there is still little research on ML/AI toolbox design. One reason may be that toolbox design seems obvious or trivial, especially in hindsight. After all, popular toolboxes have been so widely adopted that it is hard to imagine what better (or worse) alternatives would look like. However, it becomes clear that many questions remain unanswered when one tries to explain their design choices or when one tries to develop new toolboxes. Example 1 shows a typical supervised classification workflow as provided by scikit-learn.

**Example 1:** Typical supervised classification workflow with scikit-learn in Python

```python
classifier = RandomForestClassifier()
classifier.fit(y_train, X_train)
y_pred = classifier.predict(X_test)
```

X_train and y_train denote the training data feature matrix and label vector, X_test is the feature matrix of the test set, and y_pred the predicted label.

On a practical level, one may ask: why is “classifier” as in RandomForestClassifier a useful and meaningful algorithm category or type? Is there a formal, mathematical definition for such types? Why are the main interface
points fit and predict? How is a “classifier” related to other algorithm types? How can they interact? On a methodological level, it is not even clear what our answers would look like: How do we identify, describe and motivate abstractions in the ML domain? How do we make sure that our abstractions are both closely linked to the underlying mathematical concepts but also easily translatable into software?

We believe that toolbox design remains, partly at least, an art, however that there exist some principles that can explain and guide our answers to these questions. Throughout the paper, we make qualitative arguments to support our principles drawing on the adherence to common domain-driven design principles [16], design patterns [17, 25] and other best practices from software engineering [34, 2]. Through our analysis, we believe that we cannot only explain why certain designs are more successful than others, but also gain new insights to improve future toolbox design.

3 A conceptual model for AI frameworks

In line with domain-driven design [16], we begin by outlining a conceptual model for concepts of relevance in the context of ML/AI software frameworks. In domain-driven design, development of a “conceptual model” is usually the initial step in which relevant concepts are delineated and defined. The software design is then derived to closely match the developed conceptual model. In this work, we go one step further and derive foundational design patterns for the AI framework setting – that is, not just specific toolbox designs, but general guiding principles on how to design toolboxes. It is important to note that in this conceptualization, two perspectives are inextricably linked:

- The realm of implementations: machine data types, algorithmics, input/output specifications,
- The realm of formal mathematics: formal domains, types, signatures, assumed mathematical object properties.

In consequence, our conceptual model fundamentally relies on ensuring that both perspectives are taken into account simultaneously.

In this section, we lay much of the conceptual groundwork which we will leverage in the next section to introduce scientific typing. As is standard in software engineering, we observe that in our domain of interest some objects vary more frequently than others. We start by identifying and separating out the more change-prone objects as sensible points for abstraction. These are:

- Problems or tasks that we want to solve (e.g. regression or classification),
- Algorithms that can solve these tasks (e.g. linear regression or a decision tree),
- Related mathematical objects, on the formal level, such as loss functions or distributions.

In particular, we begin developing our conceptual model for AI frameworks by defining:

- The interface viewpoint, which introduces the dual algorithmic/mathematical perspective,
- The problem specification: solving a formal “learning task” by adopting the dual perspective,
- The conceptual object model: conceptualization of mathematical objects and algorithms in terms of mathematical and algorithmic formalism.

3.1 What is ML from an interface perspective? – the learning machine

In practice, an “AI”, “learning machine”, or short “learner”, is a collection of individual algorithms. As a key step in our conceptualization, we adopt an interface viewpoint for learners – that is, we consider a learning machine as defined by in which respect it interacts with its environment, e.g. other algorithms, sensors, a human data scientist. Figure 1 schematically depicts a supervised learner, our running example for much of this paper. Typically, in common data scientific practice, a user would interact with the supervised learner in one of the following ways:

- Specifying the model class, model parameters, or model structure,
- Ingesting data (more precisely: feature-label pairs) to “fit” or “learn” the (statistical) model,
- Calling a fitted model for prediction on new data (more precisely: features) to “predict” labels.

There are a number of other possible user interactions or interface points. For example, setting or retrieving hyper-parameters or fitted parameters, updating a fitted model in an online learning setting, or persisting a fitted model for later deployment.
Figure 1: Conceptual model for a supervised classification “learning machine”, schematically depicted from the interface perspective. The “learning machine” is depicted as a “black box robot”, with black arrows depicting data related interface points, and hyper-parameters (bottom box and red arrows) constituting another interface point. The figure also schematically depicts the sequence by which interface points appear in the most common user journey of the learning machine. From left to right: first (leftmost black arrow), the supervised learner ingests (labelled) training data to “fit a model” that explains the relation between x/y coordinates in the data (roundness, yellowness) and label (banana, lemon, frog, apple), from training data that consists of pairs of x/y coordinates and labels. Through the fitting interface, “fitted model” becomes part of the learning machine’s internal state, depicted as x/y coordinate areas representing certain labels (red circles with label). This fitted model can then (rightmost black arrows) be used in prediction, for inferring labels for x/y coordinate points without a label. All operations may be influenced by hyper-parameter settings (box in the bottom, red dotted arrows depict this relation). The implementation of the interface points is not specified and can differ between different types of algorithms, e.g. random forest or k-nearest neighbors classifier – but all classification algorithms follow this interface. The conceptual model for the supervised classification “learning machine” is the totality of this diagram, rather than any specific part of it – that is, not only the model or its mathematical specification, but the entire interface with abstract specification of relations between inputs, outputs, model specification, hyper-parameter settings, etc.

Ultimately, the interface standpoint enables the ML practitioner to clearly specify what the algorithm does, as opposed to how it does “it” (or something that is not further specified). Conversely, systematic adoption of a clean interface design forces the practitioner – as a measure of scientific hygiene and transparency – to always specify the purpose that the algorithm is meant to solve, thus leading to higher quality code, in terms of robustness, transparency and readability.

We would like to make a number of additional remarks about the interface viewpoint:

- An interface specification can be used to define a type of learner: whenever another learner has the “same” interface, it is considered as having the same type. For example, all supervised learners allow the modes of access described above – specification, fitting, prediction – and this can be used as a defining property subject to assumptions on their statistical nature.

- It is important to separate the concepts of the “learner” and possible workflows it is part of. For example, predicted labels from a supervised learner can then be used to obtain performance certificates for the model. However, note that this is no longer an interaction directly with the learner, but with data artifacts which it has produced, namely the predictions. Conceptual separation of use cases, workflows, interfaces and methods is
common in software engineering practice, but not always present (or necessary) in methodology-oriented data science. Conceptual hygiene in this respect allows a clear treatment of technological units, as well as clear formal separation of means from ends.

- The interface viewpoint is a substantially different from common exposition in ML or data science, where learners are often defined in terms of a mathematical/statistical model, or the algorithms. However, this is not a contradiction, but complementary: both the mathematical and algorithmic specification, as well as the interface are important and necessary to fully specify a particular learner. In Figure[1] one may imagine the former “inside” and the latter “outside” of the “black box robot”. The distinction between internal specification and interface allows to formally distinguish specific learners and types of learners, also a recurring theme in this paper.

For example, implementations of different supervised prediction strategies in common toolboxes such as scikit-learn share the same class/methods interface (e.g. RandomForestClassifier and KNNClassifier). This interface also abstracted from data representation in the sense that for application to data, only the reference to the supervised prediction strategy needs to be exchanged in the workflow. We will see how this conceptual property maps onto specific design patterns in section 6.2.

### 3.2 No solution without a problem – task specification

A crucial aspect of the aforementioned necessity to address the mathematical set-up in architectural designs is a clean problem specification. Generally, ML software does not exist on its own in a vacuum, but serves a specific purpose. On the scientific side, statement of the purpose of an algorithm is necessary for validability – if it isn’t clear what an algorithm does, no argument can be made that it was better than doing nothing. On the practical side, only an architecture that allows clean problem specification is operationalizable for reproducible and transparent data science (since absence of such architecture leaves goals unspecified and uncheckable).

We illustrate what this concretely means in the context of our running example, supervised learning. For this, we present a (simplified) “consensus” formulation of the (supervised) learning task, as the subject of further discussion on architecture (i.e. an example of the practitioner’s problem)[2].

#### The supervised learning task

| **Data specification.** Consider data consisting of feature-label pairs \((X_1, Y_1), \ldots, (X_N, Y_N)\) \(\sim (X,Y)\), where \((X,Y)\) is a generative random variable taking values in \(X \times Y\). The domain \(X\) is a finite Cartesian product of primitive data types (real, finite/categorical, strings). The domain \(Y\) is either continuous, i.e. \(Y \subseteq \mathbb{R}\), or of finite cardinality, i.e. \(#Y < \infty\). In the first case, the task is called “supervised regression”, in the second “supervised classification”.

**Definition of learning.** The goal is to construct a supervised learning functional \(f\), taking values in \([X \rightarrow Y]\). The functional \(f\) may depend on the values of the feature-label pairs \((X_1, Y_1), \ldots, (X_N, Y_N)\), but does not have access to the (distribution) law of \((X,Y)\).

**Definition of success.** A (non-random), fixed functional \(g : X \rightarrow Y\) is considered performant/good if the expected generalization loss \(\mathbb{E}[L(g(X), Y)]\) is low for some user specified loss function \(L : Y \times Y \rightarrow \mathbb{R}\), e.g. the squared loss \(L((\tilde{y}, y) \rightarrow (\tilde{y} - y)^2\) for regression, or the misclassification loss \(L((\tilde{y}, y) \rightarrow 1[\tilde{y} \neq y]\) for classification. A learning algorithm \(f\), possibly statistically dependent on \((X_1, Y_1), \ldots, (X_N, Y_N)\), is considered performant/good if the expected generalization loss \(\mathbb{E}[L(f(X^*), Y^*)]\) is low, where \((X^*, Y^*) \sim (X, Y)\) is independent of \((X_1, Y_1), \ldots, (X_N, Y_N)\) and \(f\).

The three parts of the learning task are crucial. For a clear problem specification, we need to know: given what, what are we doing, and how do we know we did it (well)? More precisely, a task description contains:

(a) a formal data structure specification. This must include the relational structure (in database parlance) and statistical structure assumptions (usually generative). In the supervised learning example, the relational structure is that of a single data table, rows being index \(i\) of \(X_i, Y_i\), columns being variables/components of \(X_i\), with one column designated as the prediction target \(Y\). The statistical assumption is simple but crucial: rows are assumed to form an i.i.d. sample.

---

[2] For a more detailed overview of supervised learning, see e.g. Hastie et al. [21].
We proceed by illustrating the necessity of items in our task model in a less common example: the learning task of forecasting. The problem with this task specification (apart from the obvious lack of success control) is the incomplete algorithmic and statistical learning interface definition: what mathematical and algorithmic form does a learner take? What may depend on, algorithmically and statistically? There are, in fact, (at least) two very common task definitions this could be completed to:
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(b) a learning interface specification. That is, at what point does the learner ingest what information and what does it return? This is a combination of an algorithmic interface, what objects are related as inputs and outputs of subroutines, and a statistical interface, in specifying the statistical dependence structure. In the case of supervised learning, the functional \( f \) is computed from the data \( X_i, Y_i \). As a mathematical object, \( f \) in general depends on the \( X_i, Y_i \), and is statistically independent of anything else outside the learner. The specific algorithm by which \( f \) is computed is unspecified, but needs to follow the given form for the task.

(c) a success specification. That is, how is success defined? For a workable architecture, this needs to be operationalizable – i.e. whether the goal has been reached should be clearly defined, empirically checkable in the scientific sense, and algorithmically defined, subject to valid reasoning. Usually, the goal specification is mathematical-statistical, and arguing that a goal is sensible relies on theoretical arguments. In the supervised learning example, the goal is the aim of achieving a low generalization loss, and it may be measured by algorithms for quantitative performance estimation and comparisons of algorithms.

We make a number of additional remarks:

- Our conceptual choice to insist on a goal specification together with the learner specification may seem unusual. We argue that an AI needs to follow some checkable goal, otherwise its usefulness is not only dubious, but in fact entirely un falsifiable in the sense of the scientific method. Thus, not stating the goal in using a learner is unscientific or pseudo-scientific. Note that in many toolboxes like scikit-learn or Weka, the task is already implicitly specified by the choice of algorithm type and scope of the toolbox (e.g. when we choose a regressor from scikit-learn, the implied task is tabular regression).

- Of course, the goal specification does not need to involve prediction of something, or predictive modelling in general. Model parameter or structure inference (e.g. inspection of variable coefficients) in a context of a model interpretability task, or causal modelling (e.g. building decision rules) in the context of a decision making task are common, important goals which are not strictly predictive, but may happen in the context of predictive models. In either case, there is still a need to state operationalizable criteria for what makes algorithmic outputs sensible, according to the previous argument.

- A task specification may be seen to specify interfaces through its change-prone parts: in the supervised learning example, the data and its type (how many columns etc); the specific choice of mathematical and algorithmic form for the learner \( f \); the specific choice of loss function \( L \). These objects are interchangeable, as long as they comply with the task specification. From an architectural perspective, they may be seen as natural interfaces, and conceptual fixed points to leverage for interface design.

- As a subtle point on success specification, there is a difference between operationalizing criteria for what makes a sensible success control (or evaluation) procedure, and the success control procedure itself. In the supervised learning example, the expected generalization loss is an unknown (generative) quantity, therefore additional algorithms are needed for its estimation. These algorithms may take different forms, and may be sensible to varying degree, according to mathematical argument or proof. An operationalizable goal specification can be leveraged to check whether such algorithms claim to conduct a suitable form of success control.

We proceed by illustrating the necessity of items in our task model in a less common example: the learning task of forecasting. Under the name of “forecasting”, related but distinct tasks are often conflated in literature. One reason is that the description of the problem commonly contains only the data structure specification, but not a learning interface specification. This situation may lead to pairing the wrong strategy with the problem at hand, or comparing pears with apples. More concretely, a consensus data specification (for the purpose of simplified exposition, equidistantly-spaced stationary data) plus a common specification of learning, as follows:

| \textbf{The forecasting task} |
|-----------------------------|
| **Data specification.** The data is a partial observation of a stationary sequence of random variables \((Z_i, i \in \mathbb{N})\) taking values in \(\mathbb{Z} \subseteq \mathbb{R}\); at a given point in time \(\tau\), only \(Z_{\leq \tau} := (Z_i, i \leq \tau)\) are observed. |
| **Definition of learning.** The goal is to produce forecasts \(\hat{Z}_j\) for \(Z_j\), for certain \(j\). |

The problem with this task specification (apart from the obvious lack of success control) is the incomplete algorithmic and statistical learning interface definition: what mathematical and algorithmic form does a learner take? What may \(\hat{X}_j\) depend on, algorithmically and statistically? There are, in fact, (at least) two very common task definitions this could be completed to:

\[\text{For an introduction to forecasting, see e.g. Box et al. [11].}\]
Definition of learning, variant 1 (fixed horizon). The goal is to produce forecasts $\hat{Z}_j$ for $Z_j$, for $j = \tau + 1, \ldots, t$. For this, only $Z_1, \ldots, Z_\tau$ are available as algorithmic input to the learner.

Definition of learning, variant 2 (sliding window). The goal is to produce forecasts $\hat{Z}_j$ for $Z_j$, for $j = \tau + 1, \ldots, t$. To produce $\hat{Z}_j$, the learner has algorithmic access to, and only to, $\hat{Z}_{j'}$ with $j' \leq j$. In particular, $\hat{Z}_j$ must be statistically independent of $Z_{\geq j} := (Z_i, i \geq j)$, conditional on $Z_{< j} := (Z_i, i \leq j)$.

Suitable goal specifications also diverge accordingly.

In summary: without a clean task model that separates the two cases, an interface could have conflated “forecasters” which are statistically incompatible. Worse, it could have done so under an identical data model and algorithm interface – not entirely dissimilar to the problematic situation where there are multiple instances of the same power outlet, but providing electricity at different voltages or currents\(^4\). Thus, without accounting cleanly for both algorithmic and statistical-mathematical aspects, a satisfactory AI interface architecture cannot be constructed.

3.3 The conceptual object model

Until now, we have discussed the importance of clearly specifying learning problems and the interface viewpoint for algorithms. We proceed by conceptualizing key objects found in typical ML workflows, including algorithms among others.

There are a number of (conceptual) objects that appear repeatedly as variable parts or interface parts in a ML framework. On the conceptual level, these objects are all of formal mathematical and algorithmic nature. Examples of recurring objects are:

- Data frames with definable and inspectable column types, e.g. numerical, categorical, or complex (in a formal mathematical sense),
- Non-primitive and composite data objects such as series, bags, shapes, or spatial data,
- Sets and domains, e.g. for specifying ranges, intervals, parameter domains,
- Probability distributions, e.g. arising as return types in Bayesian inference or probabilistic prediction,
- ML algorithms (sometimes also called estimators, strategies, models or learning machines),
- ML pipelines, networks, composites or entire workflows,
- Workflow elements such as for automated tuning or model performance evaluation.

An important distinction that divides these objects into two categories is that of statefulness. Being an entity object (also: immutable) or a value object (also: mutable) is a common distinction in computer science:

- **Value objects** have the same content and properties independent of the condition or context
- **Entity objects** have a continuous identity, and may be subject to change of content or properties

The typical “mathematical object” from classical mathematical notation is a value object – an object that, once defined in common mathematical formalism (e.g. “let $x := 42$”), remains unchanged within the scope of its existence. Whereas “learning” objects, such as ML algorithms, are conceived of as entity objects – in fact, their conceptualization is typically characterized by behavior at state changes, e.g. at ingestion of training data.

In our conceptual model we will hence single out mathematical objects that model “formal mathematical objects” in the classical sense and are value objects, and learner objects that model learning machines and strategies, and which are entity objects. An ambiguous case to which we will return later is the nature of complex specifications, e.g. of algorithms or workflows, which are themselves value objects, but which specify entity objects.

In the list of common example above, the following are mathematical objects in this sense:

- Data frames with definable and inspectable column types, e.g. numerical, categorical, or complex,
- Non-primitive and composite data objects such as series, bags, shapes, or spatial data,
- Sets and domains,

---

\(^4\)i.e. the benefit of being able to plug in all appliances everywhere is offset by the risk of their accidental destruction, making this interface design choice somewhat questionable, as long as accidental destruction is an undesired feature.
• Probability distributions.

Note that we consider data frames and data objects as value objects, because state change is not a defining conceptual characteristic of data (although state change may be defining for the special case of data streams). Change of the raw data or data cleaning – as opposed to algorithmic feature extraction – is something we do not conceptualize as “within” a ML framework. Overall, value objects are also those for which there is typically unambiguous convention on mathematical notation in the ML literature.

On the other hand, the following are learner objects, and thus entity objects:

• ML algorithms,
• ML pipelines, networks, composites, or entire workflows,
• Workflow elements such as for automated tuning or model performance evaluation.

All of these are defined by operations or actions which change an intrinsic “state” of object. For example, in ML strategies, typically one or multiple data ingestion steps are carried out, e.g. “fitting”, which changes the strategy’s state from “unfitted” to “fitted”.

It is important to note that the ML literature disagrees on conceptualization of ML strategies in terms of mathematical formalism already: for example, in the supervised learning literature, an algorithm may be represented by as a prediction functional on test data, or a functional in which both training and test data have to be substituted, thus representing the fitting process by some of its argument (compare, for example, the framing in Hastie et al. \[21\, \text{chap. 2}\] and \[?\, \text{chap. 1}\]). Besides the lack of consistency, we argue that there is also a lack of expressivity which prevents clear conceptualization on both mathematical and algorithmic levels. We will attempt to remedy this situation partly by introducing some formalism.

We continue with further details on the conceptual models for value and entity objects.

### 3.4 The conceptual model for mathematical objects

Typically, mathematical objects (as previously introduced) appear both as internal concepts, e.g. in representation or on internal interfaces, as well as elements of user interaction, e.g. in interacting with data, specifying models, or inspecting results of modeling.

In either case, there are common interface and interaction cases in dealing with mathematical objects, i.e. what one would informally call a “formal mathematical object”. These common interface/interaction cases are:

(i) **Definition**: creating inspectable variables that are mathematical objects. For example: “let $X$ be a normal random variable with mean 0 and variance 42; or, “let myseries be a discrete time series with values in $\mathbb{R}^3$, of length 240, time stamps being [...] and values being [...]”.

(ii) **Value or parameter inspection**: “what is the mean of $X$”; or, “what is the value of myseries in January 2020?”

(iii) **Type inspection**: querying the mathematical type (e.g. domain) of an object: “what domain does $X$ take values in?”; or, “how long is myseries?”

(iv) **Inspection of traits and properties**: “is the distribution of $X$ symmetric?”; or, “are the time stamps of myseries equally spaced?”

By definition, state change is not an interface case for value objects, since the definition characterizes value objects as objects without such an interface or interaction point. Qualitatively, these are also not properties one would commonly associate with mathematical objects, as per implicit conceptualization and common use. Thus, “classical” mathematical objects are always value objects in our conceptual model.

Based on these interface cases, we postulate that the following are intrinsic attributes of a mathematical object:

(a) a **name or symbol**, e.g. $X$, or myseries

(b) a **type**, e.g. a “real random variable”, or “real univariate time series”

(c) a **domain**, e.g. “the set $\mathbb{R}$”, or “absolutely continuous distributions over $[0, 1]$”

(d) a **collection of parameters** on which the object may depend, being mathematical objects themselves, in particular possessing name, type and domain themselves\[^5\]

\[^5\]Of course, there may not be infinite recursion. Therefore, eventually there are nested parameters without parameters.
traits and properties, e.g. “this random variable has a finite domain”, or “this time series is univariate”

We postulate these attributes as inextricable attributes based on the related interaction and interface cases. In particular, we postulate that every mathematical object should be considered with a domain (which could be the universal domain), and a designated collection of parameters and properties (which could be the empty collection).

As an example for a mathematical object and its attributes, consider the common definition “Let $X$ be a r.v., distributed according to the normal $N(0, 42)$”. Here, one could define (a) type being “random variable”; (b) being “real random variable”; (c) domain being “absolutely continuous r.v. over $\mathbb{R}$”; (d) parameters being $\mu := 0, \sigma^2 := 42$, with types of $\mu, \sigma$ numeric/continuous, domains being $\mu \in \mathbb{R}, \sigma^2 \in \mathbb{R}^+$; and (e) example traits as $X$ being symmetric, sub-Gaussian, mesokurtic.

An important subtlety here is defining a mathematical object with variable free parameters, in contrast to a mathematical object with variable but set parameters, e.g. a generic $N(\mu, \sigma^2)$ in contrast to a concrete $N(0, 42)$.

In terms of implementation: Attributes (a) and (b) are already commonly found as defining attributes of any variables in the base language of common programming languages (e.g. in Python or R usage) and can therefore be regarded as standard even beyond conceptualization of mathematical objects. Attributes (c), (d) and (e) are typically not found in vanilla expressivity and need dedicated implementation beyond the base language. This will be addressed by design patterns in section 5. We will return to implementation details after completing the outline our conceptual model.

3.5 Prior art

Many aspects of our conceptual model are commonly found in the framing of ML theory, or software toolboxes – however, to our knowledge, this has not been stated as a full conceptual model, or in the context of software design. The concept of a “learning task” is also not uncommon in taxonomies of data scientific problems, but typically implicit – it is rarely made explicit as a concept on its own, possibly since it is not a necessary concept in typical methodological arguments where it appears as part of the framing. As a partial inspiration of our conceptual model, the mlr toolbox ecosystem [7,24] and openML API [40] has software formalism for (concrete) learning tasks, which is similar to our (generic) tasks on the conceptual level.

4 Scientific types – a conceptual model for formal objects

The full conceptual object model that we propose relies on the new idea of “scientific typing” which we introduce in this section. A scientific type enable us to abstract mathematical objects, based on the set of operations that we usually perform with them (i.e. their interface) and key statistical properties, in a way that is both precise enough to be usable in mathematical statements, but also implementable in software. For example, we may say that a learning algorithm is of the type “forecaster” where the type in question has a precise mathematical meaning and an associated software template. To introduce this idea, we extend classical mathematical formalism to stateful objects, along the lines of von Neumann formalism and modern compiler theory [33].

In the following sections, we will leverage the idea of scientific typing to derive software design principles and patterns for implementing the respective formal mathematical objects (e.g. algorithms) in software.

4.1 Scientific typing for mathematical objects

Having established conceptualization of mathematical objects, we now introduce some accompanying mathematical formalism. For this, we make use of common formalism in type theory, extended with some less common and novel aspects. As we would like to make parameters and properties explicit attributes, we leverage and extend classical notation and type theory.

The general concept of a “type” arises both in mathematical formalism, as well as in modern programming languages [33]. In both frameworks, any object may have one or multiple of the following:

(a) a name or symbol, e.g. $x$

(b) a formal, symbolic type, e.g. an “integer”

(c) a value, e.g. 42
In mathematical notation, the “typing colon” is used to denote an object’s type, e.g. the formal statement $x: \text{int}$ for stating that the object denoted by symbol $x$ is of type $\text{int}$. Seasoned programmers will be familiar with the notation in their favored typed language, which usually depends on the language (for example, the statement `int x in Java).

Assigning a type to a symbol or value is a purely formal act and in-principle arbitrary; it becomes practically useful through typing rules (and/or mathematical axioms). Most importantly, any type has inhabitants, that is, values that are admissible for a type. For example, the formal type “integer” is inhabited by the numbers $0, 1, -1, 2, -2$, and so on. As such, mathematical types can often be identified with their inhabitant set, such as stating $x : \mathbb{Z}$ for an integer symbol $x$.

From primitive types, type operators allow construction of more complex composite types. Examples are the conjunction (which can be identified with the Cartesian product $\times$ for sets) and the arrow “$\rightarrow$”, which allow to construct function types. This is developed in Table 1 by examples that should highlight the general pattern.

| Description | Pseudo-code (typed) | Mathematical (type theoretic) |
|-------------|---------------------|-------------------------------|
| $x$ is an integer | `int x` | $x : \mathbb{Z}$ |
| $x$ is the integer 42 | `int x = 42` | $x = 42 : \mathbb{Z}$ |
| $f$ is a function which takes as input an integer and outputs an integer | `func int f(int)` | $f : \mathbb{Z} \rightarrow \mathbb{Z}$ |
| $f$ is the function which takes as input an integer and outputs its square | `func nat f(int x) return x*x` | $f : \mathbb{N} ; x \rightarrow x^2$ |
| $x$ is a pair made of: an integer (1st), and a real number (2nd) | `[int,real] x` | $x : \mathbb{Z} \times \mathbb{R}$ |
| $f$ is the function which takes as input two integers and outputs their sum | `func int f(int x, int y) return x+y` | $f : \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{Z} ; (x,y) \rightarrow x+y$ |

Notes: We express the example statements in vernacular description (first column), pseudo-code of a stylized typed programming language (second column), and formal mathematical type notation with inhabitant-set identification convention (third column). Mathematical type operators used in the third column are the conjunction $\times$ and the arrow ($\rightarrow$) operator, denoted as $\rightarrow$. A reader may recognize the colon commonly used for range/domain specification in mathematical function definition as the typing colon, and the arrow in function definition as the arrow operator (such as in third/fourth row, third column); whereas the typing colon for domain statement of a variable (such as in first row, third column) would be unusual in contemporary usage, outside of formal type theory.

Another important composite type is that of a structured type. Concretely, a class type is a container with named types in “slots” (formally: component types) which correspond to object variables or functions. The inhabitants of a structured type are structured objects, where every slot is inhabited by concrete value inhabiting the slot type. While a more formal discussion can be found in [33], there are no commonly used notational conventions. We proceed with the following ad-hoc conventions, inspired by UML class diagrams [23]:

- Structured types are denoted by a Python-like `struct` type header, followed by the slots in the composite, with name and type. Slots are symbol/type pairs, separated by a typing colon.
- Inhabitants of structured types are called structured objects and denoted by a `struct` header, followed by slots in the composite, with name and value. Slots are symbol/value pairs, separated by a typing colon.
- The slots are categorized under one of three headers: `params`, for “parameter” slots that are immutable per inhabitant (sometimes also called static); `state` for state variables; and `methods`, which are of function type and correspond to object methods.

Footnote for readers with a theoretical mathematical or methodological background: It should be noted that the statement $x : \mathbb{Z}$ (“$x$ is of type $\mathbb{Z}$”) is different in quality from saying $x \in \mathbb{Z}$ (“$x$ is an element of the set $\mathbb{Z}$”), even if, as a statement, the one is true whenever the other is. The difference lies in that the first is interpreted as an attribute of the object represented by $x$ (“the object represented by the symbol $x$ has integer type”), the second as a property of the value of $x$ (“the value of the object represented by $x$ is an integer”). While this may not be much of a difference on the conceptual level in mathematics, where symbols only serve as mental reference, there is a substantial difference on the implementation level in a computer, where the symbol may be attached to an object or in-memory representation which implements the conceptual model. On the formal side, this interpretation is also reflected through differences in axiomatization of type systems, versus axiomatization of set theory.

Footnote for readers with a theoretical mathematical or methodological background: It should be noted that the statement $x : \mathbb{Z}$ (“$x$ is of type $\mathbb{Z}$”) is different in quality from saying $x \in \mathbb{Z}$ (“$x$ is an element of the set $\mathbb{Z}$”), even if, as a statement, the one is true whenever the other is. The difference lies in that the first is interpreted as an attribute of the object represented by $x$ (“the object represented by the symbol $x$ has integer type”), the second as a property of the value of $x$ (“the value of the object represented by $x$ is an integer”). While this may not be much of a difference on the conceptual level in mathematics, where symbols only serve as mental reference, there is a substantial difference on the implementation level in a computer, where the symbol may be attached to an object or in-memory representation which implements the conceptual model. On the formal side, this interpretation is also reflected through differences in axiomatization of type systems, versus axiomatization of set theory.
• Implementations (and behavior) of methods can always (but need not) depend on parameters in `params` as function parameters.

• If `a` is a structured type or structured object, with a slot of name `y`, the slot can be directly referred to by the symbol `a.y`, i.e. the symbol for the structured type/object, followed by a dot, followed by the symbol for the slot name.

For example, the structured type `GaussianDistributionSignature` which represents the (input/output signature type) of a Gaussian distribution object (represented by `cdf` and `pdf`) could be defined as follows:

```plaintext
struct type GaussianDistributionSignature
params  µ  :  R
         σ  :  R+
methods cdf  :  R → [0,1]
          pdf  :  R → [0,∞)
```

An inhabitant of this type would be the structured object

```plaintext
a :=
struct
params  µ  =  1
         σ  =  4
methods cdf  =  x ↦ Φ\left(\frac{x-µ}{σ}\right)
          pdf  =  x ↦ \frac{1}{σ\sqrt{2π}}\exp\left(-\frac{1}{2}\left(\frac{x-µ}{σ}\right)^2\right)
```

where \( Φ \) is the standard normal cdf. As a typing statement, we can write `a : GaussianDistribution`. To refer to the `cdf`, we can write `a.cdf` which is identical to the function \( x \mapsto Φ\left(\frac{x-1}{4}\right) \)

It is important to note that the type `GaussianDistributionSignature` does not fully define what is a Gaussian distribution object (as represented by `pdf/cdf`). In computer scientific terms, the implementation is missing; in mathematical terms, the specification or defining property is missing. For example, the structured object

```plaintext
struct
params  µ  =  1
         σ  =  4
methods cdf  =  x ↦ 2µ
          pdf  =  x ↦ 42
```

also formally inhabits the structured type `GaussianDistributionSignature`.

To fix this issue, one can now define the scientific type of a Gaussian distribution object by adding the compatibility between the parameters and methods into the definition. For example, by defining the following: “An object `d` has type `GaussianDistribution` if it has structured type

```plaintext
struct type
params  µ  :  R
         σ  :  R+
methods cdf  :  R → [0,1]
          pdf  :  R → [0,∞)
```

and if the methods have the following form: \( d.pdf(x) = Φ\left(\frac{x-d.µ}{d.σ}\right) \), and \( d.cdf(x) = \frac{1}{d.σ\sqrt{2π}}\exp\left(-\frac{1}{2}\left(\frac{x-d.µ}{d.σ}\right)^2\right) \).”

While it is somewhat cumbersome in this case, we have defined, a scientific type `GaussianDistribution`. In our conceptual model, a scientific type combines:

• A structured type signature with parameters made explicit,
• Assumptions on formal properties that inhabitants of the type need to satisfy, in the form of mathematical definition and extrinsic to the structured type signature.

In particular, any object with the type GaussianDistribution will, by definition, satisfy the compatibility between parameters and methods expected intuitively from a Gaussian distribution. We can also define inhabitant sets in a similar way to define domains.

Scientific types, or scitypes for short, as introduced above by example, satisfy the postulates from our conceptual model of mathematical objects in the following way:

(a,b) name and type statement are intrinsic to the notation/definition of the structured type
(c) domains can be specified as inhabitant sets
(d) parameter statements are intrinsic to our extended notation/definition of the structured type, in the params block.
(e) traits and properties are encoded by the slots in the methods block.

A reader may like to note a few things:

• While the initial definition of a scitype may be a bit cumbersome, later reference to the type or an arbitrary inhabitant can be invoked with a few symbols, e.g. “let d: GaussianDistribution”, and methods or parameters may also be invoked without prior appearance in the binding statement, e.g. d.μ.

• The conceptualization resolves some items of common ambiguity of mathematical language. For example, which symbols are to be considered parameters? The resolution is: parameters are explicitly designated as a matter of definition. Or more subtle ambiguities around concept identity such as of a “distribution” which, across literature, may be defined or denoted in terms of different methods or properties (e.g. distribution defining functions, measures, maps, etc), depending on source and taste of the author. The resolution is: the object need not be made or defined identical with any of its methods, it “has” the methods as attributes.

• Subject to some formalization burden, the concept of scientific types can be “properly” formalized, along the lines of classical type theory. This is not complex and simply amounts to defining inhabitance by satisfaction of a definition property, and should be intuitively clear from the example – for readability, we refrain from adding further formal overhead.

Scitypes for mathematical object may not be directly necessary or fully novel in isolation. However, in the next section, we will further build on scitypes for mathematical objects to complete the conceptual model for learner objects.

4.2 Scientific typing – towards a language of ML toolboxes

We continue with introducing our conceptual model for learner objects (which are entity objects), along with an extension of the scitype concept introduced above, which will be crucial to finalize our proposed conceptual model.

A central property of modern AI methods and pipelines is their statefulness and compositionality – that is, objects changing their state in interaction with data, and consisting of multiple parts whose algorithmic methods interact in intricate ways. Common examples are typical supervised pipelines ingesting data, extracting features, making predictions; or, neural networks, constructed from layers between which information is propagated. We will use these two examples – pipelines and neural networks (in their simplest form) – as running examples for the discussion in this section. The goal is to further develop our conceptual model by developing a formal answer to the question “what is a pipeline” or “what is a neural network”.

In contemporary toolboxes such as scikit-learn (pipelines) and keras (neural networks), the architectural design mirrors the common mathematical or methodological conceptualization of composition. In the examples, this composition is of different types of estimators in pipelines (e.g. feature extractors or predictors) or layers in neural networks. The composition design is usually implemented through so-called structural object-oriented patterns, which we will discuss in greater detail later on. The goal for this section is to explain the general ideas by which we can make precise the above in the two running examples. We later show how these give rise to natural architectural patterns.

Ultimately, we would like to be able to make precise statements that go beyond vague and qualitative description, i.e. the formal counterpart of, say, an intuitive depiction such as in figure[1] within a formalism which allows:

(i) Formal conceptualization of, and distinction between, different kinds of algorithms and construction principles,
(ii) Abstract definitions involving these, such as “a sequential pipeline is a mapping \((\text{Transformer})^n \times \text{SupervisedLearner} \rightarrow \text{SupervisedLearner}\) with the following properties [...]”, or “a multi-layer neural network is constructed as \(\text{InputLayer} \times (\text{Layer})^n \times \text{OutputLayer} \rightarrow \text{NeuralNetwork}\).”

(iii) Formally meaningful expressions for specification of algorithmic composites such as \(\text{Pipeline}(\text{PCA}(), \text{SVM}())\) or \(\text{NeuralNetwork}(\text{InputLayer}(), \text{Layer1}(), \text{Layer2}(), \text{OutputLayer}())\), similar to the syntax in state-of-art toolboxes (e.g. scikit-learn, TensorFlow \([1]\) or PyTorch \([31]\)).

We argue that the natural formal framework for a conceptual model of AI architectures is rooted in the theory of higher-order type systems, which are at the foundation of modern programming languages, as well as of modern mathematical formalism (often implicit). The reason is that higher-order type systems allow to make explicit the kind of component, its operations, their dependency on settable parameters and input-output relationships, in a precise way that is usable within mathematical statements, but also as a basis for computation-based reasoning that is machine implementable. As such, identifying the “right” higher-order type system for AI architecture is also the first step towards an AI-specific higher-level declarative language for model specification, execution, and deployment – similar to how modern programming languages are removed in abstraction from assembly code specification.

Such a type system can be achieved by extending the scientific typing system for mathematical objects presented above – resulting in a formal conceptual framework for discussing types of ML components.

- Class types are denoted by a Python-like class type header, followed by the slots in the composite, with name and type.
- The slots are categorized under one of three headers: \text{params}, for “parameter” slots that are immutable per inhabitant (sometimes also called static); \text{state}, for mutable slots that change with state changes of an inhabitant; \text{methods}, which are of function type and correspond to object methods.
- Implementations (and behavior) of methods can always depend on parameters in \text{params} as function parameters.
- When specifying a type, a name of a symbol in scope can be used instead of its type. If a symbol in \text{state} is used in this way in a function in \text{method}, the function is interpreted to write to, or read the value from that state.
- Inhabitants of a class type are defined by values for \text{params} and \text{methods}, while the \text{state} is not made explicit (as it can be changed by objects).

For example, the class type of a class \text{PowerComputer} which computes the \(n\)-th power of a number in one of its slots could be

```python
class type PowerComputer
  params  n : N
  state   x : R
  methods store_number : R \rightarrow x
           compute_power : x \rightarrow R
```

Here, the exponent \(n\) is a parameter to the class, \text{store_number} is of type \(R \rightarrow R\) and writes to \(x\); the method \text{compute_power} is of type \(R \rightarrow R\) and reads its input from state variable \(x\). The “obvious” implementations differ by choices of the parameter \(n\), for example

```python
object Squarer
  params  n = 2
  methods store_number : z \rightarrow z
           compute_power : z \rightarrow z^n
```

is an \textit{inhabitant} of this class type which computes the square, and it is an \textit{instance} of the class
class PowerComputerClass
params  \( n : \mathbb{Z} \)
state \( x \) : \( \mathbb{R} \)
methods store_number : \( z \mapsto z \)
compute_power : \( z \mapsto z^n \)

where in said instance the parameter \( n \) is set to the value 2. We can thus write, formally, Squarer : PowerComputer; also, in common object-instance constructor syntax, one has Squarer := PowerComputerClass(\( n = 2 \)). Note the difference between object, class, and class type: an object is an instance of a class, both of which have the same class type, inhabited by the object (= value). A class type does not specify a particular implementation as a class, multiple classes may inhabit the same type. There may be multiple distinct instances of a class, each with their own parameter values and states.

We are now ready to sketch how formal typing simplifies specification in the two ML examples. In the “pipelines” example (e.g. of pipelines as found in scikit-learn), the key objects are “transformers” and “supervised learners”. We work through the “supervised learner” example for illustration. First, we defined a suitable class types:

\[
\text{class type SupervisedLearner}
\]

\[
\begin{array}{l}
\text{params paramlist : paramobject} \\
\text{state model : mathobject} \\
\text{methods fit : (} \mathcal{X} \times \mathcal{Y} \text{)}^N \rightarrow \text{model} \\
\text{predict : } \mathcal{X} \times \text{model} \rightarrow \mathcal{Y}
\end{array}
\]

considered a parametric type in \( N, \mathcal{X}, \mathcal{Y} \), and where paramobject and mathobject are types of abstract representation of parameters and model objects respectively (e.g. umbrella types).

The class type is not yet the full scitype, because:

- Conceptually, supervised learners typically can be applied to multiple choices of \( N, \mathcal{X}, \mathcal{Y} \)
- Classifiers and regressors are defined by specific choices of \( \mathcal{Y} \)
- Admissible input data types \( \mathcal{X} \) define specific sub-types of supervised learners

We can use the class type SupervisedLearner to define the scitypes:

- A formal object \( x \) is of scitype “supervised classifier on primitive features” if it is of the type that is the type union over SupervisedLearner over the type \( \mathcal{Y} \) being any finite set, the type \( \mathcal{X} \) a finite product of primitive scitypes (categoricals, numericals), and \( N \) a natural number.
- A formal object \( x \) is of scitype “supervised regressor on primitive features” if it is of the type that is the type union over SupervisedLearner over the type \( \mathcal{Y} \) being any measurable sub-set of \( \mathbb{R} \), the type \( \mathcal{X} \) a finite product of primitive scitypes (categoricals, numericals), and \( N \) a natural number.

Inhabitants of the scitype “supervised classifier on primitive features” are specific algorithms following the specified interface – for example, the following implementation of “always predict the majority class on the training set”:

\[
\text{object MajorityDummyClassifier}
\]

\[
\text{state model : } C
\]

\[
\text{methods fit : } ((x_1, y_1), \ldots, (x_N, y_N)) \mapsto \arg\max_{c \in C} \sum_{i=1}^N \mathbb{I}[y_i = c]
\]

\[
\text{predict : } (x, c) \mapsto c
\]

where this object has no parameters, i.e. an empty parameter list. Note that this is not the only possible implementation of “always predict the majority class on the training set”, since instead of only storing the majority class in \( \text{fit} \), one could store all the training data and compute the majority class later in \( \text{predict} \). Scitypes for transformers can be defined similarly; we defer to that until section 7.

We conclude with pointing out some important conceptual distinctions related to the concept of scitypes:

- Between a class in the OOP sense, and a class type. A “class”, as in Python, usually already contains blueprint implementations for some methods; whereas the class type does not specify an implementation for the method, and only records its input-output type and state access signature.
• It is important to understand that type systems usually present in programming languages (e.g. float, string, etc.), sometimes called machine types, are not the same as scitypes, nor are they sufficient to inform ML design. As argued above, the reason is that types in programming languages do not capture statistical properties which are crucial to identify and abstract elements in the ML domain. Rather, scitypes are separate or orthogonal to the type systems typically found in programming languages.

• We would also like to note that a scitype is not “meta-data”, i.e. data about data but rather a property of the data.

Having defined scitypes, we are now in a position to see how scitypes formalize the mapping of mathematical objects from the ML domain onto classes and operations in a programming language. In the next section, we will derive key design principles based on our conceptual analysis and scitypes in particular.

4.3 Prior art

We are unaware of literature instances of scitypes for learning strategies, or a mathematical formalization in the context of type theory. The closest on the formalism side is perhaps the area of type theory for structured objects [33]. On the conceptual side, scitypes tend to be a frequent, implicit concept appearing in discussion of algorithm types, especially in the toolbox communities. On the software side, scitypes for data set representations (e.g. scientific column types of data frames), have been an increasingly common idea, for example data frame column typing in base R [35], explicit scitype hints in dabl9 and perhaps most stringently and explicitly realized in the parallel type system implemented by the ScientificTypes.jl module of the MLJ ecosystem [9], which also introduces the shorthand term “scitype”. Implicit scityping of algorithms can be thought of as conceptually guiding behind many existing toolbox designs (e.g. scikit-learn [13], mlr3 [24], MLJ [8]). Though we are unaware of a fully explicit implementation of a full (sci)type system. While at the time being it therefore only has hypothetical status, one may conjecture that implementations may emerge as the ML software designs matures further.

5 Design principles

Having introduced our conceptual model, we now aim to derive practical design principles that can be used to develop ML toolboxes. In particular, we propose three guiding principles for ML toolbox design:

• **Architectural separation of key conceptual layers** for data, algorithmic learning strategies, tasks, and workflows – this is a special case of the common “separation of concerns”, “layering” or “decoupling” design principles, applied to the conceptual categories previously outlined.

• **Scitype-driven object and interface model**, especially algorithmic learning strategies and mathematical objects (e.g. data sets, distributions, models). Interface points should mirror the conceptual abstractions of defining character for the scitype. For example, parameter setting, fitting and prediction defining a supervised prediction strategy and its interface. This can be seen as a special case of the “encapsulation”, “modularity” and “interface abstraction” design principles.

• **Declarative syntax and symbolic specification**, motivated by the scitype formalism and minimizing boiler-plate code. For example, specification of supervised learning pipelines should be as close as possible to their mathematical definition in the scitype formalism. This can be seen as a special case of “symbolic abstraction” and “language abstraction” design principles.

We proceed by laying out more details on each of these principles and how they are obtained from the conceptual model, using some of the running examples.

5.1 Architectural separation of conceptual layers

To identify the right architectural layers means identifying key abstraction points – i.e. parts of the use case that may be “switched out” while others are kept constant. For example, the same algorithm can be applied to different data sets, or two algorithms of a similar kind may be applied to the same data set. Thus, both algorithms and data sets should be abstraction points.

In this vein, based on the conceptual model one can identify four key abstraction points and thus architectural layers:

OTIONAL: <https://github.com/amueller/dabl>
• Data sets and data related concerns; representation and manipulation of concrete data tables. For example, the concept of a data frame and operations on it.

• Algorithmic learning strategies and related concerns; specification of concrete learning strategies, and learning strategy specific operations such as data ingestion or application of the algorithm. For example, the concept of a specific supervised prediction algorithm, such as a random forest, including functionality for fitting and prediction.

• Learning tasks and related concerns; specification of the aim of learning, performance indicators. For example, the supervised learning task in abstraction, or in concrete reference to a data set and specific performance metrics such as the mean squared predictive error.

• Workflows and related concerns; as special cases, workflows for evaluation, inspection, deployment or monitoring, with key concerns being specification and execution. For example, the concept of a predictive benchmarking experiment, or model interpretability diagnostic.

We postulate that these layers should be the basis for abstraction within and separation between, since they delineate “independent moving parts” in the conceptual model. While there are some intrinsic conditionalties and dependencies between the layers (e.g. only certain workflows make sense for supervised learning algorithms or tasks), varying parts from key use cases are typically localized within just one of the layers, e.g., choice of data set, choice of learning strategy, etc – in line with our conceptualization of the task in section 3.2.

We derive some important consequences from this postulate, to address some common pitfalls or anti-patterns\(^1\)

---

1. **Separation of learning strategies and data.** Models can be fitted to data or applied to data, but specification of learning strategies should be separate from how the data is specified. Algorithmic application of learning strategies, such as fitting or prediction, should be separate from operations intrinsic to the data.

   - Important consequence 1: Software architecture of learning strategies should be abstract in the sense that it can be applied to “data sets of a certain kind”, e.g. data frames.

   - Anti-pattern 1: Writing code where the learning strategy is specific and hence inseparable from a particular data set. The level of generality depends on the use case, but it usually should be substantially beyond a “data frame with the same column names”.

   - Important consequence 2: Data cleaning operations sit in the data layer, data transformations for the purpose of modeling sit in the learning strategies layer. This may put the same operation in either depending on purpose. For example, record removal for cleaning purposes to create a consolidated data set should sit in the data layer. Record removal to prepare fitting of a prediction strategy should sit with that strategy. Missing data imputation, for the purpose of applying an algorithm that does otherwise not support missingness, should usually be part of a learning strategy pipeline that includes the imputation, as the purpose is not intrinsic to the data.

   - Anti-pattern 2: Conflating concerns of modeling, tuning or model evaluation with data preparation, e.g. locating imputation or feature extraction for the purpose of modeling not with modeling but with data loading; or, making the creation of training/test folds for tuning an algorithm part of the data loading and cleaning workflow. It is worthwhile noting that the software engineering anti-pattern of conflating conceptual and architectural layers also easily enables common methodological mistakes along the lines of information leakage.

---

2. **Separation of learning strategies and task specification.** Fitting and application of learning strategies requires task information (e.g. target variable, forecasting horizon), but strategy specification should be separate from task specification.

   - Important consequence 3: Software architecture of learning strategies should be abstract in the sense that it can be applied to “tasks of a certain kind”, e.g. general supervised prediction tasks, or forecasting tasks. For example, a general supervised learner should be able to take data sets with any feature/label columns; a forecaster should work with a number of different forecasting horizons. As passing concrete data sets, this information should be recognized by, but extrinsic to the learning strategy.

   - Anti-pattern 3: An architecture that fails to separate or enforces specification of learning strategies and tasks at the same time. For example, requiring that the parameters of an SVM be specified together with the column names to be predicted, that is, an architecture where representation of an abstract learning strategy is not possible without a concrete specification of how it is applied to a specific learning problem.

---

\(^1\)Anti-patterns refer to common but poor solutions to a recurring software design problem in the spirit of Brown et al.\(^{[12]}\).
• **Separation of learning strategies and workflows such as performance evaluation and monitoring.** A learning strategy may be deployed in accordance with a concrete task or within a workflow, but the workflow in which a learning strategy is used should be separate from the learning strategy itself.

  - Important consequence 4: Concerns specific to advanced model performance evaluation workflows (e.g., train-test splits, cross-validation, loss functions) should not be considered part of learning strategies or their design. As before, the location of a specific methodological concept should be motivated by the purpose. For example, re-sampling and loss estimation for the purpose of model tuning is part of a learning strategy, thus should be part of the learning strategy layer. By contrast, re-sampling and loss estimation for the purpose of performance evaluation is with the purpose of evaluation, thus should be part of the workflow layer.

  - Anti-pattern 4: Conflation of learning strategies and performance evaluation, e.g. a design where evaluation and tuning are considered identical. As in anti-pattern 2, the design mistake facilitates (but is not identical to) common methodological mistakes, such as evaluating on the training set, or conflating validation and test splits.

  - Important consequence 5: Concerns related to monitoring and scrutiny of a learning strategy (e.g. logging, diagnostics) should be separate from and external to the learning strategy.

  - Anti-pattern 5: The “learning strategy that scrutinizes itself”, conflating the concern to carry out learning with the concern to check whether or how it is carried out. As in anti-pattern 2 and 4, the design mistake facilitates common methodological mistakes, such as circular reasoning in certifying reliability of a learning strategy.

### 5.2 Scitype-driven encapsulation

The next set of design principles concerns object-level architecture. Our key postulate is that the design of architectural units, especially classes and objects, should be driven by scitype, as identified in conceptual analysis, and formally defined for algorithmic and mathematical objects. The main reason for postulating this design principle is its centrality in our conceptual model, which we argue is a formalization of typical data scientific conceptualization. According to domain-driven design [16], such conceptual lines should guide architectural decisions, especially if objects are delineated as mathematical or algorithmic units. Following this reasoning, the postulated correspondence between scitype and architectural units should be taken into account for:

  • Definition of modules, classes and objects; especially when considering which functionality to “bundle”

  • Interfaces of modules, classes, and objects; especially when considering key interface points

  • State change schemas of entity objects and classes implementing entity objects

We derive some important consequences for architecture in languages with class/object features:

• **Classes, class interfaces, and class templates as the simplest possible representation of scitype.** Given scitypes identified in the conceptual model, classes and class templates should be primarily considered as implementation of scitype inhabitants. A scitype defines a class interface that multiple classes can follow, ensuring non-proliferation of classes and templates.

  - Important consequence 1: Key interface points in the conceptual model or user journey define the class architecture for instances of a given scitype. This can be combined with inheritance or template patterns (see section 6.2 below). For example, the scitype of a supervised learning algorithm maps onto the familiar `fit/predict` interface in `scikit-learn`.

  - Anti-pattern 1: Individual objects of the same scitype being implemented in separate, disconnected parts of the architecture; or, interfaces that are inconsistent between different algorithms of the same scitype.

  - Important consequence 2: Scitypes defining entity objects with non-trivial state changes should map onto classes, interfaces, or other architectural motifs that ensure that the state and its change remain attached with the “entity”. For example, a supervised prediction algorithm retains its identity when fitted because the identity as an entity is part of the conceptual model.

  - Anti-pattern 2: In implementation architecture, the different states of entity objects are separated. For example, fitting a supervised prediction algorithm produces a “fitted model” which does not allow to trace back its entity lineage to the model and parameter specification that is fitted.

• **Operations with conceptual objects are methods of classes, operations on conceptual objects are operations on classes.** Operations of conceptual objects (e.g. model fitting or application of a fitted model) should be methods of the class implementing that conceptual object. Operations that work on conceptual objects (e.g. pipeline building) should be operations on (or with) classes.
Important consequence 3: During conceptual analysis, use cases, user journeys, and mathematical definitions should be scrutinized for which operations of an object are key, in the sense of being a defining property of its scitype. In the architecture design, these operations should be methods of the class that implements the object, or otherwise closely coupled to the object (such as by being a queriable part of the same module). For example, fitting a model should be a method of the class that implements the model.

Anti-pattern 3: Representation of conceptual objects is architecturally uncoupled from functionality that is considered “part” of it in the conceptual model. For example, an architecture where it is impossible to find the function that fits a supervised prediction model by application of code, given only the supervised prediction model.

- **Important operations on objects with a scitype define a higher-order scitype.** A higher-order scitype should be considered in design if it re-occurs in the use case. For example, composition of individual learning strategies to a pipeline, tuning or ensembling. A higher-order algorithm scitype found during conceptual analysis should be considered a first-class citizen, e.g. in terms interface design and implementation via classes.

- **Important consequence 4:** A good design will treat “atomic” (zeroth-order) scitypes (such as supervised learners) and “higher-order” scitypes (such as composition and tuning meta-strategies) consistently. In particular, class and interface designs will be consistent, inter-operable, and compatible between “atomic” scitypes and “higher-order” scitypes.

- **Anti-pattern 4:** Higher-order scitypes being second-class citizens, e.g. through implementing atomic scitypes as classes, while implementing higher-order scitypes (like tuning) as functions; or, lack of encapsulation and defined interfaces in higher-order scitypes.

We would like to point out that on first sight, some of our stated consequences may seem to exclude functional programming paradigms and favor imperative (classical) object orientation, e.g. insisting on lineage of entity objects or methods. This is not true. While it is less enforced by other languages, entity lineage (the object remembers its “identity”) and method lineage (methods “belonging” to an object can be queried) is implementable in functional object orientation paradigms such as in R or Julia, e.g. typed dispatch systems [15].

5.3 Declarative syntax and symbolic specification

With the scitype formalism readily available, it is a natural idea to leverage it for architectural design, as discussed above. We go one step further and postulate that scitype should determine syntax of usage, in a notebook-style user journey or in code development. Most importantly, this should cover the following instances:

- Specification of formal algorithmic or mathematical objects, especially of parameter settings, composites, and higher-order constructs
- Execution or application of formal algorithmic or mathematical objects, especially when using scitype-defining methods
- Inspection of formal algorithmic or mathematical objects, especially when inspecting parameters, properties, or state

We motivate this design principle from domain-driven design, more specifically the principle that architecture should follow the conceptual model [16]. Since formal algorithmic or mathematical objects are key concepts in the conceptual model, and manipulation of said objects arises in key interface points and use cases, it follows that the instructions for such manipulation should be as close to the formal conceptualization as possible – in terms of mathematical objects and scitypes.

We list a few requirements arising from this high-level principle:

- **Encapsulation of low-level functionality.** The highest level of code abstraction should be at least at the level of abstract mathematical and algorithmic objects, and scitypes. It should not be necessary to access or configure specifics of implementation. This is a special case of the “no boilerplate code” design principle, where, in accordance with the high-level principle, boilerplate is defined as being lower-level than the key conceptual objects.

- **Parsimony of syntax.** Syntax of specification and usage should be as simple as possible, while being at a sufficient level of abstraction. This is a special case of the “simplicity” design principle.

- **Congruence of syntax and conceptual semantics.** Syntax of specification and usage should follow, as closely as possible, the conceptual model of formal algorithmic and mathematical objects, especially the scitype formalism.
• **Consistency of syntax across objects.** Syntax of specification and usage should be consistent across different formal algorithmic and mathematical objects, and across different levels of abstraction. This should in particular be the case for features or properties shared across objects or layers, such as the representation of parameters, states, or methods, across objects with different scitypes.

We will use these requirements in developing our generic design patterns in the next section.

5.4 Prior art

As stated in the introductory section 1, we are unaware of a literature reference that formulates re-usable design principles specific to ML toolboxes, and systematically ties these to concrete design patterns. To our knowledge, there is also only a single references discussing high-level principles in the context of the design of a specific toolbox, [13], which contains some of the consequences discussed here; compare Section 5.2 consequence 1 with “non-proliferation”, consequence 3 with “composition”, and layer separation in Section 5.1 with the banana/gorilla/jungle metaphor, and “consistency” in Section 5.3 with “consistency”.

6 Design patterns

Having derived a set of design principles, we are now in a position to propose re-usable design patterns building onto the well-known patterns in Gamma et al. [17]. Using object-oriented programming (OOP), each design pattern motivates, describes and names an important recurring design in ML software. Design patterns make it easier to reuse successful designs and architectures by making them more accessible to developers of new toolboxes.

We start by reviewing core concepts of OOP and argue that object orientation is a suitable language paradigm to implement patterns in accordance with the design principles outlined in the previous section. We then develop key design patterns for the general data scientific setting, drawing on object-oriented patterns as described for example in Gamma et al. [17].

In the next section, we illustrate these patterns by examples from contemporary practice and provide a collection of implementation blueprints.

6.1 The case for object orientation in AI architecture

A core architectural principle – which has already stood the test of time as part of the existing major AI toolboxes [11] – is that of representing learners as objects, in the sense of the programming paradigm commonly called “object orientation” or “object oriented programming” (OOP). Arguably, one may also consider this paradigm to extend more generally, to data or mathematical objects in the sense of section 3.4.

OOP is the predominant paradigm for complex ML/AI software and often assumed without rationale. In this section, we provide a brief overview of the core characteristics of OOP, and more importantly, give key reasons why OOP is especially well suited for constructing ML/AI toolboxes.

OOP is a general, not ML-specific motif supported by a programming language, and may take various forms depending on the host language. For example, it may be of imperative, functional or mixed flavor. Some examples relevant for data science are: pure class-based OOP in Java or Python; functional, dispatch-based OOP in Julia or Go; and the various mixed OOP paradigms in R (S3, S4, R6).

Defining features of OOP are:

- **Structured objects** with variables, e.g. a “duck” type object which may contain object (state) variables such as number_of_feathers, or is_dead;

- **Methods**, which are functions specific to, and/or belonging to the aforementioned structured objects; e.g. a function quack, waddle, or remove_one_feather, which may mutate internal states, and/or which may return an output.

- **Distinction of classes and objects**, with a “class” being a generic blueprint for a concrete “object”, where the class-object relationship is similar to the type-variable relationship, e.g. type being integer vs a concrete integer typed variable with value 42. For example, there may be multiple concrete “object” instances Huey, Dewie, Louie of a generic class called duck.

11To name a few: Weka [20], mlr3 [24], scikit-learn [13].
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• **Class inheritance** (or type ordered dispatch in functional OOP) and **object type polymorphism**. Informally, inheritance allows us to model a containedness hierarchy of classes, e.g. duck being a “sub-class” (i.e. a kind) of bird. Object type polymorphism means that methods, object variables, and functions for classes defined as a sub-class will automatically default to those of the super-class, unless overwritten. E.g. it makes sense to define generic number_of_feathers and waddle for a class bird, then sub-class duck and penguin, where quack is implemented only for duck.

Optional, common features of OOP are:

- Class-specific **constructor** and **destructor** methods, called for creation and upon destruction of an object;
- **Strong typing**, **weak typing** or **duck typing**, depending on whether and how a class is considered as a type according to the language’s type system;
- **Distinction of public, private or protected** for variables and methods, depending on whether access is possible from outside an object or not;
- **Distinction of static vs mutable** objects, variables or methods, depending on whether they may be changed after construction of the object;
- **Distinction of class variables/methods vs object variables/methods**, depending on whether they are common to all objects of a class, or only specific to an object instance;
- **Multiple inheritance, decorators** and **mix-ins**, depending on whether a class may simultaneously inherit from multiple super-classes, or have behavior modified by subsidiary templates;
- **Multiple dispatch**, depending on whether methods may dispatch on more than one inheritance/order hierarchy.

Most of the optional features may be mimicked by architectural patterns in an OOP paradigm with the defining features, even if not available as part of the host language. Examples are adoption of a naming convention for variables or methods, to signify private/public access; or, to signify constructor/destructor behavior for methods.

We argue that OOP is the natural software engineering paradigm for an architectural framework for ML/AI. The typical use case for OOP is for a conceptual model involving objects which

- may exist in **multiple instances** (objects) following a common blueprint (class), e.g. instances 1 and 2 of linear model on data batch A; instance 3 of linear model on data batch B; or different instances of an entity object, such as different instances of probability distributions
- possess **multiple internal states** between which they can transition, e.g. newly set-up model vs fitted model after data ingestion
- are **subject to a defined collection of actions or methods** run repeatedly within, or across, instances – e.g. ingesting data for fitting or predicting with a supervised learner
- **interact via defined interfaces** with each other, e.g. supervised learner object ingesting data from a data container object using a fit method; or AI pipeline object being composed of learner objects

Table 2 collates further parallels between natural features of the introduced conceptual models and features of OOP. The main architectural patterns for AI, to be discussed in this paper, arise in the context of OOP models of the above flavor, as application of so-called architectural design patterns in OOP. These, together with some necessary formalism, will be further expanded upon in detail, in section 6.2 and thereafter.

Generally, an “OOP design pattern” is the term given to any reusable solution for a common software design problem, using OOP. Table 3 gives a brief description of generic OOP design patterns referenced in this paper. Readers are referred to [17] for a full glossary of these terms and examples.

### 6.2 Design patterns for ML toolboxes

We now present a number of general software engineering design patterns for ML toolboxes. Generally an “OOP design pattern” is the term given to any reusable solution for a common software design problem, using OOP. The patterns we propose in this section are derived from the high-level principles in [5] and the conceptual model in [3] building onto the well-known patterns in Gamma et al. [17]. In this sense, the proposed patterns are “canonical” as they are largely implied by the choice of formalization as a scientific type.

For our exposition on key patterns, we will recapitulate some basics of design patterns. Table 3 gives a brief description of generic OOP design patterns referenced in this paper. For a more detailed but non-ML-specific exposition of these patterns, readers are referred to Gamma et al. [17].
Table 2: Schematic mapping of typical OOP features onto AI/ML objects

| OOP feature            | Ducks and birds              | AI and learning machines                      |
|------------------------|------------------------------|-----------------------------------------------|
| Class vs object        | blueprint class duck vs objects Huey, Dewey and Louie | e.g. blueprint class SVM vs objects my_SVM1, my_SVM2 that can be fitted to different data |
| Methods                | walk, quack                  | fit, predict, inspect                         |
| Inheritance            | duck sub-classes bird, which implements remove_one_feather | SVM sub-classes supervised_learner, which implements set_params |
| constructor            | setting up a duck            | setup learner structure and parameters        |
| Class variables        | properties of every duck e.g. swims, can quack | properties of every (sup.) SVM e.g. supervised, kernel method |
| Object variables       | properties of duck instances e.g. number_of_feathers | Fitted model state and hyper-parameters, e.g. weights, regularization parameters |
| Static classes         | (all ducks are mutable)      | formal mathematical objects e.g. distribution, sampler |
| Multiple inheritance   | the Indian Runner duck implements run from running_animal | SVM may sub-class supervised learners and also kernel learners for methods |
| Object interaction     | Indian Runner duck herd      | composite ML pipeline                         |

Notes: The table describes typical OOP features (first column) on aspects of the conceptual models for AI objects introduced in sections 3.2 and 3.4 (third column), aligned with a supporting correspondence based on the “ducks” metaphor (second column).

Table 3: Overview of key design patterns from Gamma et al. [17]

| Pattern     | Type       | Definition                                                                 |
|-------------|------------|----------------------------------------------------------------------------|
| Template    | Behavioral | Defines a common interface pattern through an abstract template class and inheritance. |
| Strategy    | Behavioral | Defines a family of interchangeable algorithms, with the specific implementation to be selected at run-time. |
| Visitor     | Behavioral | Implements operations as visitor objects to be applied to other objects. |
| Composite   | Structural | Blueprint for composing a class built from individual “component” classes. |
| Decorator   | Structural | Adds responsibilities to an object dynamically; a type of wrapper. |
| Adapter     | Structural | Converts the interface of a class into another; a type of wrapper. |
| Facade      | Structural | Provides a high-level interface abstraction to modules or lower level implementation. |

The patterns we present here are:

- **Universal interface points for mathematical and algorithmic objects.** These are the interface points that all formal objects should share, based on our conceptual model.

- **The scitype template/strategy pattern.** A templating pattern that can be used to define and support scitype-specific interfaces and implementations of concrete algorithms with that scitype.

- **Composition pattern 1: The modification pattern.** Implements an operation that modifies an object while preserving the scitype, for example tuning.

- **Composition pattern 2: The homogeneous composition pattern.** Implements an operation where multiple objects are combined into one, with a known resultant scitype, for example ensembling with fixed scitype.

- **Composition pattern 3: Scitype-inhomogeneous composition patterns.** Implements an operation where multiple objects, possibly of different scitypes, are combined into one, possibly of different resultant scitypes depending on parameters or component scitypes, for example pipelining (chaining transformation and prediction algorithms).

- **The contraction factory.** Implements bulk-conversion of a composite into an atomic (non-composite) object.

- **The reduction/composition factory.** Implements bulk-application or transformation of a formal object to a closely related scitype.

- **The co-strategy pattern.** An abstraction to be used for encapsulating instructions or operations in relation to formal objects.

We illustrate these data scientific design patterns with a selection of contemporary examples from scikit-learn. Further implementation examples from existing toolboxes is given in section 7.

---

12 Throughout the paper, we rely on the latest release available at the time of writing: v0.24.
Table 4: Universal interface points for all formal objects

| Interface point        | Description                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| Specification         | construction of the object, and specification of hyper-parameters, e.g. constructing a normal distribution with mean=0, variance=1 |
| Scitype inspection    | query that returns the scitype of the object, e.g. a distribution           |
| Domain inspection     | query that returns the domain of the object, e.g. absolutely continuous distributions over the reals |
| Parameter inspection  | query that returns names, values, and type/domain of hyper-parameters, e.g. retrieving the value (=1) and type (real number) of mean |
| Parameter setting     | setting values of hyper-parameters, e.g. setting mean to 2                  |
| Trait/property inspection | query that returns names, values, and type/domain of traits and properties, e.g. kurtosis of the distribution |
| Object persistence    | saving and retrieving objects, e.g. storing the distribution once constructed |

6.2.1 Mapping formal objects onto classes and objects

Before discussing patterns, we introduce some terminology in this section that will allow us to discuss patterns more clearly. For clarity of terminology, we will use the term “formal objects” to refer to the conceptual level, while the use of “class” and “object” will refer to the software and implementation side.

We start by discussing how “formal objects”, i.e. mathematical and algorithmic objects (e.g. distributions, supervised learners) from the conceptual model map onto classes and objects in the OOP paradigm. In line with the discussion in section 6.1:

- Objects as representations of concrete formal objects and their current state. Concrete formal objects, e.g. the Gaussian distribution with mean 0 and variance 1, are represented by objects. If the formal object is an entity object, the object representation also carries the information of the current state, e.g. in the case of a fitted linear regression model, coefficients would also be represented in the (software) object.

- Blueprints for formal objects are represented as classes. Objects representing concrete formal objects are instances of classes that represent blueprints of a “kind” of formal object and which are possibly parametric, e.g. Gaussian distributions with mean and variance being parameters. The class in question will contain full implementation of functionality for possible instances, including specifics of representation, creation, and state change.

For terminological clarity, we will refer to (software) objects as in the first bullet point as “formal instances” or “formal instance objects”. We will refer to classes as in the second bullet point as “formal concretes” or “formal concrete classes”.

This terminology will be useful for discussing architecture since not all concrete classes in the usual sense (instantiable classes with a full implementation) are concrete classes representing (conceptual) formal objects; similarly, not all classes are concrete, and not all classes representing (conceptual) formal objects are formal concretes. Further, not all classes occurring in a software architecture will be related to formal objects.

6.2.2 Universal interface points

The conceptual model as discussed in sections 4.1 and 4.2 implies a number of key interface points that implementations of any formal objects should have – we call these “universal interface points” (universal for implementations of formal objects). We list the universal interface points in table 4.

We note that parameters and traits/properties are separate concepts by definition of the interface – we explicitly require these concepts to be separated by the interface, due to them being separate in the conceptual model (rather than implementation necessity). Further, it is important that the respective universal interface point not only returns values, but also the set of parameters or traits – this is an important requirement for later patterns (e.g. composition or reduction).

Entity objects have additional universal interface points related to handling of object state, which we list in table 5. We intentionally do not include state change as a universal interface point for entity objects, since the number and quality of interface points will depend on the scitype of the object.

The implementation of this pattern is as follows:

- Use of the template pattern and inheritance for universal interface points. Abstract functionality for universal interface points should be implemented by a “universal base class” template. Any class implementing
Table 5: Universal interface points for entity objects

| Interface point          | Description                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| State inspection query  | query that returns the state of the object, e.g. fitted or unfitted for a linear regression model |
| State variable inspection query | query that returns names, values, and type/domain of state defining variables, e.g. regression coefficients |

A formal object should inherit from this (or a suitable) universal base class, in the process being endowed with functionality of the universal interface points. This follows the “template pattern” in Gamma et al. [17]. For example, the universal base class would implement general parameter functionality or trait inspection. Depending on case or language, universal interface points for entity objects may also be part of that base class (and not used for value objects), or added by mix-in or decorator patterns.

- **One method (at most) per universal interface point.** Universal interface points should map onto at most one core interface method – e.g. there should be one method by which all parameters can be inspected, as opposed to one method per parameter. Specific scitypes may implement “shorthand” methods for individual parameters or traits, but the pattern requires a universal method per interface point.
- **Universal method signatures.** Methods and usage of universal interface points is designed to be universal across formal objects of any scitype.
- **Compositionality and templating.** Interface implementations need to satisfy the templating and compositionality requirements in the next two patterns.

**Example:** The universal base class of the scikit-learn toolbox is the BaseEstimator class. It implements some of our suggested universal interface points; for example, get_params for parameter inspection, and generic functionality for construction and specification in the constructor (**init**). Notably absent from BaseEstimator are scitype inspection, or state variable inspection (inspection is object specific and added on descendant level, and not universal).

### 6.2.3 The scitype template/strategy pattern

The central pattern used in contemporary toolbox architectures, and one that is often thought of as “defining” for “scikit-learn-like” toolbox is the scitype template/strategy pattern. It can also be considered as the primary pattern following from the design principles in section 5.2. As already evident from the naming, this pattern follows two generic template and strategy patterns from Gamma et al. [17], in the specific context of scitypes.

The conceptual purpose of the scitype/strategy pattern is to provide both abstraction and conformity for formal instance objects of a given scitype, e.g. distributions, or supervised classifiers.

The pattern applies to formal concrete classes that implement specific formal objects of a particular scitype S, e.g. concrete probability distributions (e.g. Gaussian distributions) that follow the “distribution” scitype, or concrete learning algorithms (e.g. random forest classifier) that follow the “supervised classifier” scitype.

The basic implementation pattern is as follows:

- **Use of the template pattern and inheritance for scitype specific methods.** Abstract functionality for universal interface points should be implemented by a “scitype base class” template. Any formal concrete of a scitype S should inherit from the scitype base class for the scitype S, in the process being endowed with functionality specific to the scitype S, and interface patterns characteristic of the scitype S. This follows the “template pattern” from [17]. Alternatively, the template can be adhered to by a combination of implicit specification and inheritance applied to formal concretes.

- **Use of the strategy pattern for formal concretes of the same scitype.** Formal concretes of the same scitype S should behave exchangeably within key use cases and workflows, and implement the same interface that is necessary for key behaviors and interactions. For example, all supervised classifiers implementing fit and predict methods with the same signature which are called within the fitting/deployment use case. This is ensured by adhering to the “strategy pattern” from [17] in relation to the scitype base class.

In concrete implementation, the formal concrete classes should (compatibly) inherit both from the universal base class (see above) as well as adhere to a scitype specific strategy pattern. This can be handled in multiple ways where suitability may also depend on language idioms. For example, multiple inheritance, the scitype base class inheriting from the universal base class, or combination of inheritance and implicit convention.
Example: supervised classifiers and regressors (for i.i.d./tabular data) define two common scitypes; these are scitypes central to scikit-learn’s use cases. In scikit-learn, supervised classifiers and regressors adhere to the template/strategy pattern. Classifiers and regressors are required to implement scitype-defining fit and predict methods with a unified interface; functionality is enforced by post-hoc validity checks rather than explicit inheritance. There are also scitype specific base classes for regressors and classifiers, namely RegressorMixin and ClassifierMixin, but their remit is mainly accessory functionality (scoring) and scitype inspection (signposting by inheritance), rather than handling the fit/predict interface.

6.2.4 Scitype composition patterns

In this paragraph, we cover a number of construction patterns for use cases that involve implementations of operations on formal objects. The key concepts on the formal side that are covered by the patterns are:

- **Modification**: Taking a formal object and building another formal object out of it, of the same scitype. Common examples are tuning or output thresholding.
- **Composition**: Taking multiple formal objects and using them to build another formal object. Common examples are ensembling or pipelining.
- **Reduction**: Taking one or multiple formal objects and building another formal object, of different scitype.

In the above, we call the formal objects out of which the result is built the **components**, and the result a **composite**. If the composite’s scitype varies dependent on the component scitypes, we call the operation output-polymorphic, otherwise output-monomorphic. An operation can be, at the same, time a composition and a reduction, if the composite is of different scitype than at least one of the components (one may also define “reduction in the strict sense” as a composition where all component scitypes are different from the composite scitype).

With formal scitypes as in section 4.2 we can give a more formal definition in terms of (sci-)type notation. The reader content with intuition as given above may skip the formalism.

**Definition**: A monomorphic composition operation is an function \( f \) of type \( A_1 \times \cdots \times A_N \rightarrow B \), where \( A_i \) and \( B \) are scitypes. \( A_i \) are called component scitypes, and \( B \) is called the resultant scitype (of the composite) of the operation \( f \) and of its type. The operation \( f \) is called: a modification if \( N = 1 \) and \( A_1 = B \); a reduction if there is an index \( i \) such that \( B \neq A_i \). A (general) composition operation is a scitype union of monomorphic composition operations, i.e. a function \( g \) of the type \( C_1 \lor \cdots \lor C_M \) where \( C_i \) are types of monomorphic composition operations. \( g \) is called output-monomorphic if the resultant scitypes of \( C_i \) are all identical (varying \( i \)); it is called output-polymorphic if the resultant scitypes of the \( C_i \) (varying \( i \)) are non-identical. **Definition end.**

We present a basic implementation pattern for composites and reducts, which we will later vary depending on the type of composition (e.g. modification, reduction, output-polymorphism). In vanilla form, it applies to output-monomorphic composition operations only, and is built as follows:

- **Implementation by a class of the resultant scitype pattern.** The composition operation is modeled by a concrete class which has the scitype of the resulting composite. e.g. thresholding a supervised regressor’s output is implemented as a class that also follows the supervised regressor scitype and its scitype specific template/strategy pattern. This is in line with principles 3 and 4 in section 5.2.
- **Composition and parameter setting at construction.** The components are passed to the composite as objects at construction or initialization, together with parameter settings specific to the composite, using a combination of the “composite pattern” and the “factory pattern” from Gamma et al. [17]. This also leads to a first-order-like specification syntax in accordance with requirements in section 5.3.
- **Components are variables of the composite.** The components are treated as variables of the composite.
- **Component state as part of the composite’s state.** The components become part of the composite’s state, potentially changing state whenever the composite changes state.
- **Compositionality of universal and scitype specific interfaces.** Component interface points should be visible via the composite interface points, e.g. hyper-parameter interfaces, or state interfaces. This also puts additional requirements on the implementation of the universal interface points as well as scitype specific interface points, such as conventions on how to access hyper-parameters of components via the hyper-parameter interface of the composite, or how to list state variables of components via the state variable interface of the composite. This is to ensure concordance with principles 3 and 4 in section 5.2.

An interesting, and often misunderstood, consequence of the pattern is the “currying out of method inputs” – that is, that inputs to component methods do not become part of the (software implementation of the) composite. For
example, the operation of tuning a supervised learner, if very naively implemented, takes the supervised learner and some training/validation data on which the best parameters are determined; the output is the supervised learner whose parameter are set to the “best parameters”. However, this is not following the composite pattern as outlined above: if it is correctly followed, the data is not an input to the composition operation. Instead, tuning is performed inside the fitting method of the composite, which has access to the data in deployment. Since the data is passed to the fitting later anyway (namely: at deployment), there is no need to pass the data to the composition operation too.

We proceed with outlining some variation patterns depending on the nature of the composition operation.

- **Adaptor pattern for scitype change.** For polymorphic composition operations that are output-monomorphic, the adapter pattern from Gamma et al. [17] is suitable, in the form of adapting potentially different input scitypes to the interface of the resultant scitype.

- **Strategy dispatch for output-polymorphic composition.** If there can be multiple composite scitypes dependent on component scitype, this behavior can be modeled by strategy dispatch on input scitype. This can be achieved with a suitable application of the strategy pattern (selecting by component scitype), by run time decoration (dependent on component scitype), by method dispatch (on component scitype), or a suitable combination thereof.

- **Wrapper and visitor patterns for simple modifications.** In the case of modification or reducts with a single component (or few fixed scitype component), wrapper and visitor patterns from Gamma et al. [17] may be alternatives worthwhile considering.

**Example:** In scikit-learn, the tuning operation `GridSearchCV` and pipelining operation `Pipeline` adhere to the composite pattern. Both operations are output-polymorphic. `GridSearchCV` addresses the output-polymorphism by method polymorphism (the `score` method); `Pipeline` addresses the output-polymorphism by method dispatch (to `predict` vs `transform` dependent on resultant scitype).

### 6.2.5 Compile-time composition and contraction

There are situations in which operations may be preferable on the class level (i.e. statically) rather than on the level of objects or instances (i.e. at run-time), as in the composition patterns above.

The most common such situations are as follows:

- **Modification or composition at compile-time.** Creating a class whose instances are composites as if obtained by the scitype composition/reduction pattern.

- **Contraction to an atom.** Turning a composite with specific parameter settings into a pre-defined object – e.g. creating a class whose instances are fully specified supervised prediction pipelines with a given parameter specification.

- **Contraction of components.** Removing the component hierarchy while leaving parameters settable at construction at compile-time

- **Contraction of parameters.** Setting some parameters or components to specific values at compile-time.

The primary use cases for compile-time composition and contraction and not run-time composition are:

- leveraging blueprints to create other blueprints, e.g. bulk-converting loss functions for supervised regression to loss functions for supervised prediction of numerical-valued sequences or segmentation.

- “fixing” a reference implementation for an important composite; e.g. for convenience in frequent re-use, transparency, reproducibility or replication; a common example is the common composite of a grid-search tuned support vector machines with prior input normalization, as the method does not tend to perform well in isolation.

We proceed with outlining some variation patterns depending on the nature of the composition operation.

- **Compile-time decoration.** This is using the “decorator pattern” or “wrapper pattern” from Gamma et al. [17] (at compile-time), and is mostly suitable for operations with a single component, e.g. modification or simple reductions. The pattern is used to decorate or wrap the component on class-level.

- **Compile-time factories.** This is using the “factory pattern” from Gamma et al. [17] (at compile-time). A typical implementation would suitably construct the final composite at construction of the factory class and return itself.
6.2.6 The co-strategy pattern

In handling implementations of formal objects, it may be useful to abstract recurring motifs in passing information, specifically in:

- **Object construction and parameter manipulation.** For example, setting the values of hyper-parameters at construction of a formal object, for example specifying the kernel function in a support vector machine.

- **Passing arguments to scitype specific interface methods.** For example, specifying task information such as variables to predict, or a forecasting horizon, to the fit/predict methods of a learning algorithm.

The pattern relies on conceptualizing the recurring motif as an object in its own right, with its own scitype – notably, not from first principles, but in secondary relation to the “primary object(s)” from which it is abstracted. Implementation, in consequence, relies on:

- **Use of the strategy pattern for the motif,** considered in its own right, and the scitype template(strategy) pattern to implement a “conceptual kind” of motif. For example, specification of an abstract learning task in relation to a data set on which a learning strategy is employed, or specification of cross-validation parameters used in tuning.

- **Methods implement operations intrinsic to the motif.** Functionality that is specific to the motif without the context should be located with the motif implementing class rather than the primary object. For example, if the motif abstracted is a data transformation, functionality to execute the data transformation should be localized with the specification of the data transformation.

- **Consistency of co-strategies.** If the same conceptual motif occurs as parameters or arguments in the context of multiple operations, it should be handled by the same co-strategy or co-strategy scitype. For example, if cross-validation specifications appear in tuning operations and evaluation workflows, they should be handled by the same class or scitype, as opposed to one class for tuning and one class for evaluation.

On a side note, co-strategies often implement what one may conceptually a “specification”, for behavior or an algorithm – however, we expressly avoid that term since “specification pattern” is an established design pattern with incongruent meaning.

**Example:** Cross-validation specifications (such as the cross-validators in the model_selection module of scikit-learn) can be seen as a co-strategy obtained from encapsulating the “specify the parameters for cross-validation” in tuning via GridSearchCV. Transformers, a widely used conceptualization of data manipulation operations (such as feature extractions) used as part of a pipeline composite, can be considered a co-strategy obtained from encapsulating prior data manipulation steps in the modification that is “first do the data manipulation, then apply the supervised learner”.

6.3 Prior art

To our knowledge, this content is entirely novel in the sense of abstract and systematic formulation, while drawing inspiration from the non-ML-specific work of Gamma et al. [17], and domain-driven design practice put forward in Evans [16]. Many of the patterns presented here have been implicitly used in the design or implementation of existing state-of-art toolboxes (also see examples above), especially Weka [20], scikit-learn [32], mlr3 [24], and MLJ [9] – but not named or explicitly identified as generic patterns. The co-strategy pattern, and especially the encapsulation of task information into objects, is partially inspired by the APIs of mlr [7,24] and the openML platform [40].

7 Selected implementation examples

In this section, we illustrate how our proposed principles and patterns from section 5 and 6 apply to concrete interface designs. We focus on learning algorithms as the key objects in typical ML workflows, including predictors, transformers and composite models such as pipelines. We illustrate not only how our analysis can explain central aspects of contemporary toolboxes. We will use scikit-learn as our running example, but similar designs can be found in other toolboxes such as mlr3 [24], MLJ [9] or Weka [20].
Many of the proposed designs are not new, but they are for the first time derived from general design patterns. Through our systematic approach, we also identify a number of novel aspects which do not seem to be covered by contemporary state-of-art designs, such as unified handling of fitted parameters for AI algorithms. In addition, we will illustrate how our analysis can guide the design of new toolboxes using some examples from our work on sktime [27], a new unified toolbox for ML with time series.

In general, we proceed in our designs as follows:

- As argued in section 3.2, any interface design for algorithms starts with a problem specification. The algorithm scitype is then defined as the counterpart to the task. The formal problem specification, or task, defines what to solve – the precise ML problem in question – in contrast to the algorithm scitype which defines how to solve it. Mathematically, the task can be understood as the codomain of the algorithm scitype. While algorithms are functions that, given some data, fit and return a function, the task defines the set of destination into which all of the returned functions of the algorithm are constrained to fall.

- In practice, a task specification also contains the information necessary to specify a particular learning task in regard to some practical problem at hand. For example, in supervised learning, the task contains at least the name of the target variable. In forecasting, it contains at least the forecasting horizon, that is the time points one wants to predict.

- From the task, we can then derive an algorithm scitype. As discussed in section 4, a scitype defines both an abstract class interface and key statistical properties. Following the scitype template/strategy pattern defined in section 6.2, each algorithm scitype is implemented as an abstract base class, while specific algorithms are implemented as concrete classes inheriting the interface specification from the abstract base class.

- The template/strategy principle ensures that many ML models which differ only with respect to their internal algorithm but have the same purpose, also share the same interface. It separate the “what” from the “how”, and encapsulates the intricacies of the solution (“how”) behind a clear interface (“what”), in line with the idea of “intention-revealing” interfaces from domain-driven design [16]. This avoids exposing complex, model-specific implementations to users, and makes it easier to understand, compare and extend models.

- Scitype-driven encapsulation of algorithms also ensures that algorithms are decoupled from other common workflow elements such as data objects and other generated artifacts such as predictions, as discussed in section 5.1.

- We give a list of key interface points for all learning algorithms, regardless of their specific scitype in table 6. Additional interface points for all scitypes are listed in table 4.

- As argued in section 3.3, algorithms are conceived of as entity objects. Entity objects characterized by having state changes, but with a thread of continuity that need to be maintained (e.g. fitted and unfitted model). Often the state spans several variables, and changes to those variables must be coordinated in order to maintain the consistency of the state. To manage the state changes through an interface, we conceive of learning algorithms as entity objects. As such, they possess multiple internal states between which they can transition, and states can be accessed and modified through several operations (e.g. fitting). In addition, the learning algorithm that is used during fitting is often tightly coupled to the prediction functional used during prediction. In other words, different prediction functionals require different learning algorithms. Construing learning algorithms as entity objects helps to maintain a close connection between the fitted prediction functional and the learning algorithm used to fit it. The additional interface points that we consider important for learning algorithms as entity objects are listed in table 5.

- Traits of concrete algorithms can be captured by algorithm tags, implemented as class variables of concrete algorithm classes with shared functionality residing the abstract base class. Traits can be used for finer categorization of different algorithms of the same scitype. This is especially useful for testing where one may want to run the same tests on all algorithms of the same category. Traits are also useful for guiding users in algorithm choice, as they allow to query and filter algorithms by their traits. For example, one may define a trait for whether a supervised classifier can handle multi-label problems.

In the following, we will discuss concrete examples, including supervised learners, transformers and composition algorithms such as pipelines and ensembles from scikit-learn, and forecasters and reduction algorithms from sktime.

7.1 Supervised learners

Following the “consensus” formulation of the supervised learning task introduced in section 3.2, we can define a scitype for a supervised learner as a combination of a class type specifying the interface and statistical properties. The class type can be define as follows:
Table 6: Common interface points for learning algorithms

| Interface point   | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Model specification | Construction and hyper-parameter specification                           |
| Model estimation   | Data ingestion and parameter estimation (e.g. *fit*)                         |
| Application       | Typically data transformation or generation of predictions (e.g. *predict*, *transform*) |
| Updating          | Online learning, e.g. *update* or *partial_fit* in scikit-learn             |
| Inspection        | While encapsulation will hide some information, key information such as hyper-parameters and fitted parameters should be accessible for users (e.g. *get_params* and *get_fitted_params*) |
| Model persistence | Saving fitted models for deployment (e.g. *save*)                           |

The cross-sectional nature of the input data, $X$, implies two key statistical properties: (i) permutation invariability for the i.i.d. samples and (ii) feature permutation invariability. This means that, when represented in tabular form, the output of *fit* and *transform* should not change if the order of the rows (samples) and/or columns (features) is permuted.

Following the strategy/template pattern, the class type can serve as a blueprint for the abstract base class which other concrete implementations of supervised learners implement. Example 2 shows the implementation in scikit-learn.

Example 2: scikit-learn’s API for supervised learning (classification)

```python
classifier = RandomForestClassifier()
classifier.fit(y_train, X_train)
y_pred = classifier.predict(X_test)
```

*$X_{\text{train}}$ and $y_{\text{train}}$ denote the training data feature matrix and label vector, $X_{\text{test}}$ is the feature matrix of the test set, and $y_{\text{pred}}$ the predicted label.

When comparing the SupervisedLearner scitype with scikit-learn’s core API, it becomes clear that this scitype is central to scikit-learn’s interface. In particular, the universal base class of the scikit-learn toolbox is the BaseEstimator class. It implements some of our suggested universal interface points. For example, *get_params* for parameter inspection, and generic functionality for construction and specification in the constructor (**init**).

We can, of course, further distinguish the SupervisedLearner class type into classifier and regressor types, according to the domain of the target variable, $Y$. Classifiers and regressors are required to implement scitype-defining *fit* and *predict* methods with a uniform interface. In scikit-learn, there are also scitype specific base classes for regressors and classifiers, namely RegressorMixin and ClassifierMixin, but their remit is mainly accessory functionality (scoring) and scitype inspection (signposting by inheritance), rather than handling the *fit*predict interface. As such, supervised classifiers and regressors in scikit-learn adhere to the template/strategy pattern. Note that, in scikit-learn, this pattern is enforced through conventions and unit testing, following “design by contract” principles [28], rather than strict inheritance from abstract base classes.

Notably absent from BaseEstimator is a uniform interface for state variable inspections. Instead, inspection is specific to concrete classes and added on a descendant level. Instead, we argue that algorithms should also have a uniform interface for inspecting inference results (e.g. fitted coefficients) – something which is currently missing from most major toolboxes. This would allow to develop composition classes which operate on fitted parameters of component algorithms.

7.2 Forecasters

Having illustrated how scitype-based patterns can motivate and explain core design choices in the existing toolboxes such as scikit-learn, we will now discuss how they can guide the design of new ones. We use the design of sktime’s API for forecasting [27,26] as an example.
We introduced the forecasting learning task in section 3.2. Following the same process as before, we can derive an algorithm scitype from the task specification. The class type can be specified as follows:

```python
class type Forecaster
    params paramlist : paramobject
    state model : mathobject
    methods fit : $\mathcal{Z} \rightarrow \text{model}$
                 predict : $\mathcal{J} \times \text{model} \rightarrow \mathcal{Z}$
```

The time series nature of the input data implies two key statistical properties: (i) orderedness of time-series observations and (ii) shared domain of the observed time points in $\mathcal{Z}$ and forecasting horizon $\mathcal{J}$. This means that shuffling the observations may change the results of `fit`.

Example 3 shows the implementation in `sktime`.

```python
fo = ExponentialSmoothing()
fh = [1, 2, 3]
fo.fit(y_train)
y_pred = fo.predict(fh)
```

$y_{\text{train}}$ denotes the training time series, $fh$ the forecasting horizon for the three steps ahead relative to the end of the training series, and $y_{\text{pred}}$ the predicted values for the given forecasting horizon.

Note that we pass the forecasting horizon, i.e. task information, explicitly to the algorithm. In the previous example from scikit-learn, we provide necessary task information, such as the target variable, by through separation of input arguments, i.e. we pass two arguments, one for the target variable and one for the feature data to the `fit` method, with $y_{\text{train}}$ being the designated target variable and $X_{\text{train}}$ the feature data. By contrast, in this example, we define a separate `fh` object to pass that information to the forecasting algorithm following the co-strategy pattern in section 6.2. Both designs adhere to the design principle of keeping the specification of task information – i.e. the target name or forecasting horizon – separate from specification of the algorithm as described in section 5.1.

Also note that in contrast to the tabular (or cross-sectional) setting, there is no established standard interface design for the forecasting setting, or other related time series learning problems. Instead, the ecosystem is fragmented with various specialized toolkits for specific algorithm families [27]. We hope that our design principles and patterns presented here can guide future toolbox development and enable us to provide advanced time series toolbox capabilities.

### 7.3 Composition

Until now, we have discussed primitive (or atomic) learning algorithms. In this section, we turn to composite algorithms. Composite algorithms, sometimes also called meta-algorithms, consist of and operate on one or more component algorithms. Common examples include tuning, pipelining or ensembling.

#### 7.3.1 Pipelining, ensembling and tuning

In section 6.2 we outline the key composition patterns for ML toolboxes. Scitypes extend directly to higher-order scitypes to describe composite algorithms. For example, one of most common composite algorithms is a pipeline which, in its simplest form, chains multiple prior data transformations with a final learning algorithm. As a higher-order scitype, this can be expressed as:

`Pipeline: (Transformer)$^n \times \text{SupervisedLearner} \rightarrow \text{SupervisedLearner},`

where a pipeline is defined as taking $n$ transformers and a final supervised learner and composing them into a single, composite supervised learner. Similarly, we can define an ensemble of supervised learners:

`Ensemble: (SupervisedLearner)$^n \rightarrow \text{SupervisedLearner}.$`

The composite algorithm adhere to the scitype composition pattern as described in section 6.2. As before, we can follow the scitype template/strategy pattern and encapsulate each higher-order scitype as an abstract base class, using the `Pipeline` scitype together with the `SupervisedLearner` as a blueprint for an abstract base class.

The key advantage of the pattern is that composite and individual algorithms can be treated uniformly. Primitive and composite object become interchangeable at run time. For example, a pipeline has the same scitype as its final learning
algorithm. Likewise, the ensemble is of the same scitype as the component algorithms. As a consequence, users (and other client algorithms) can ignore the difference between compositions of algorithms and individual algorithms. For example, in scikit-learn, tuning procedure GridSearchCV and pipelining operation Pipeline adhere to the composite pattern.

We make a few additional remarks:

- We encapsulate composition algorithms in separate classes instead of assigning additional methods to the base class mainly for two reasons: First, composition approaches are not part of the simplest possible representation of scitypes following the principle laid out in section 5.2. Second, there are often different concrete variants of composition algorithms. For example there are different algorithms for tuning (e.g. full grid search, randomized grid search, successive halving). Encapsulating composition algorithm in separate classes makes it easy to add new meta algorithms without changing any other class. In addition, many composition learning algorithm are often general and not closely tied to specific learning algorithms. They are often applicable to any algorithm of the same scitype, however, there are some specialized approaches closely connected to concrete algorithm implementations which are implemented in separate classes.

- Composite algorithms require consistent interfaces as imposed by the strategy/template pattern. This is because the composite algorithm usually forwards a method call to its component algorithms, and may performs additional operations before and/or after forwarding. For example, when ensembling algorithms, the composite algorithm will forward the fit call to all individual ensemble members, when calling predict, it will forward the predict call to all ensemble members and then return an aggregated prediction. The forwarding only works if the composition class can expect a consistent interface.

- In order for ML composition to work well, composition must allow nested hyper-parameter and parameter access. Hyper-parameters of component algorithms must be accessible and settable from the interface of the composite algorithm.

- Compositions may also make use of the decorator pattern from Gamma et al. [17]. In this context, this pattern allows to assign responsibilities to an object dynamically at run time, depending on its component models. For example, a composite algorithm may expose some methods or parameters from its component algorithms, but the exact methods and fields it exposes depend on the type of component algorithm specified at run time. For example, this is implemented in scikit-learn in the GridSearchCV class.

7.3.2 Transformers

Data transformations are commonly encapsulated as transformers. The main reason for encapsulating transformations in transformer classes is that we do not keep track of data changes in the data object itself, which is usually conceived of as an immutable value object (see section 3). Instead, we treat data transformations as part of model specification. Note that unlike the learning algorithms discussed so far, transformers by themselves do not correspond to any learning task. We can, however, still define scitypes for transformations, based on their key operations and statistical properties in the context of learning tasks that they are applied to. In terms of scitypes, we can distinguish “primary scitypes” that are directly addressing a formal task and “secondary scitypes” which arise as operations related to primary scitypes (e.g. transformers). For example, viewed in the context of supervised learning pipelines, transformers need to be compatible with the established scitype for supervised learners, i.e. separate methods for fitting, application of the fitted model (predict and transform respectively), as well as the common hyper-parameter interface. In this sense, transformers can be conceived of as modifications to supervised learners together with the pipelines that they are part of.

We can see how the transformer API in scikit-learn implements the scitype.

```python
class type Transformer
  params : paramlist = paramobject
  state : model = mathobject
  methods
    fit : (X × y)^N → model
    predict : X × model → U
```

Note that this is a cross-sectional transformer scitype, given the cross-sectional domain of the input data $X$ and transformed output data $U$. As a consequence, the same statistical properties hold as for the SupervisedLearner scitype. In principle, transformer scitypes for other data formats are possible, for example for time series data (e.g. Box-Cox transformations). Example [4] shows the implementation in scikit-learn.
Example 4: scikit-learns’s API for transformers

```python
transformer = PCA()
transformer.fit(X, y)
Xt = transformer.transform(X)
```

X and y denote the some cross-sectional data and target vector, and Xt the transformed data.

7.3.3 Reduction

The final example we discuss is that of reduction. Note that reduction sometimes also refers to dimensionality reduction. We here instead refer to reduction as an approach to convert one learning task into another one, allowing us to apply an algorithm for one task to solve another task [6, 3]. A classical example in supervised learning is one-vs-all classification, reducing k-way multi-category classification to k binary classification tasks.

Another common example is reducing forecasting to supervised regression Bontempi et al. [10]. This typically involves the transformation of the time series data that one wants to forecast into the required tabular input format, so that one can then fit and apply any regression algorithm. The higher-order scitype for this particular reduction approach can be expressed as follows:

```
ForecastingToRegressionReduction: SupervisedLearner → Forecaster
```

where the composition algorithm takes in any algorithm of the scitype SupervisedLearner and adapts it to the interface of the Forecaster scitype.

While reductions are not new, we are the first to propose encapsulating them as meta-estimators in a separate class following the composition pattern in section 6.2. Reductions have several key properties that make them well suited to be expressed as meta-estimators:

- **Modularity.** Reductions convert any algorithm for a particular task into an algorithm for a new task. Applying some reduction approach to n base algorithms gives n new algorithms for the new task. Any progress on the base algorithm immediately transfers to the new task, saving both research and software development effort [4, 5].

- **Tunability.** Most reductions require modeling choices that we may want to optimize. For example, we may want to tune the window length or select among different strategies for generating forecasts (e.g. “direct” or “recursive”) [39, 10]. By expressing reductions as meta-estimators, we expose these choices via the common interface as tunable hyper-parameters.

- **Composability.** Reductions are composable. They can be composed to solve more complicated problems [4, 5]. For example, we can first reduce forecasting to time series regression which in turn can be reduced to tabular regression via feature extraction.

- **Adaptability.** Reductions are adapters. They adapt the interface of the base algorithm to the interface required for solving the new task, following the adapter pattern in Gamma et al. [17] and the scitype reduction pattern in section 6.2. This lets users apply algorithms to learning tasks that could not otherwise not be applied to those tasks because of incompatible interfaces and to reuse the common tuning and model evaluation tools appropriate for the new task.

8 Conclusion

ML toolboxes have become the workhorses of modern data scientific practice. However, despite their universal success, the key principles in their design have never been fully analyzed.

In this paper, we presented a first attempt at analyzing ML toolbox design. Following a domain-driven design methodology, we first developed a conceptual model for common objects in the ML/AI domain. At its core, we proposed a new type system, called scientific typing, which captures the data scientific purpose and meaning of based on the set of operations that we usually perform with them (i.e. their interface) and their statistical properties. The proposed conceptual model is both well-grounded in the underlying mathematical and statistical formalism and easily translatable into software.

In our analysis, we combined ideas from classical software engineering, type theory and formal mathematical statistics, as well as insights from established toolboxes in the ML/AI domain. From our analysis, we derived a set of key design principles and reusable patterns using object-oriented programming. We illustrated that these principles and patterns can not only explain the design of existing toolboxes such as scikit-learn, but also guide the development of new ones.
We hope that our contribution can serve as a state-of-the-art reference for ML practitioners and developers, and, potentially, as a first step towards a higher-level declarative language for constructing AI.
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