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Abstract: The advantages of light emitting diodes (LEDs) over previous light sources and their continuous spread in lighting applications is now indisputable. Still, proper modelling of their lifespan offers additional design possibilities, enhanced reliability, and additional energy-saving opportunities. Accurate and rapid multi-physics system level simulations could be performed in Spice compatible environments, revealing the optical, electrical and even the thermal operating parameters, provided, that the compact thermal model of the prevailing luminaire and the appropriate elapsed lifetime dependent multi-domain models of the applied LEDs are available. The work described in this article takes steps in this direction in by extending an existing multi-domain LED model in order to simulate the major effect of the elapsed operating time of LEDs used. Our approach is based on the LM-80-08 testing method, supplemented by additional specific thermal measurements. A detailed description of the TM-21-11 type extrapolation method is provided in this paper along with an extensive overview of the possible aging models that could be used for practice-oriented LED lifetime estimations.
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1. Introduction

The typical failure mode of LEDs, unlike fluorescent and incandescent light sources, is not catastrophic failure. The total luminous flux of solid state light sources (SSL) experiences a continuous decrease with the elapsed operating time. The most commonly applied end-of-life criterion of LEDs is related to this constantly declining nature. The most apparent manifestation of LED aging is the luminous flux decrease, or seen from another perspective, to what extent the initial value of the emitted total luminous flux of an LED package is maintained. (sloppy, every day terminology to denote this property of LEDs is called ‘lumen maintenance’ that we shall rigorously refrain from using; instead, we shall refer to this LED property as ‘luminous flux maintenance’.) The IES LM-80 family of test methods have been developed and used in the SSL industry to measure LEDs’ luminous flux maintenance. The experiment part of our work presented here is based partly on the provisions of the IES LM-80-08 test method [1]. Besides luminous flux measurements, measuring the continuously shifting forward voltage may be part of the life tests but it is still not required in LM-80 tests and therefore such measurements or the results reporting is often omitted. In addition, LM-80-08 (like any other common life testing method) is defined at predetermined ambient temperatures and does not consider any change in the dissipated power or the degradation of the heat flow path, i.e., the cooling capability of the LED, though such tests were already proposed as early as 2011 [2]. The maximum allowed depreciation of the total luminous flux depends on the exact field of the
application; the end of the SSL product lifetime is considered to be at the time when its light output deteriorates to the critical value. If an LED-based light source operates with a fixed, constant drive current, its value shall be determined so that the level of illumination remains sufficient even at the critical light output level. This results in higher illumination than necessary during most of the life cycle, as well as a significant amount of extra energy consumption. A smart controlling scheme that keeps the light output at a constant level throughout the lifetime can therefore not only increase the visual comfort of the SSL product but also improves its luminous efficiency [3,4]. Some SSL vendors already provide LED drivers that can be prescheduled; by gradually increasing the forward current of the LEDs, effects of the continuous total luminous flux degradation can be compensated. The elapsed lifetime dependent controlling scheme is defined for each configuration that consists of the driver, the applied heatsink and LEDs etc. The available CLO solutions most probably rely on extensive life testing results, however, the exact technical details (above the theory of the approved lifetime testing and extrapolating methods) are not put to public.

The recent industrial trends are continuously pushing product development under digitalization to reduce time-to-market and development cost. This mostly means system level computer aided simulations with the so-called digital twins (computer simulation models) of the real life components, like light sources, optical parts, heatsinks etc. Power LED modelling is still an active research area; a recent European H2020 project on LED characterization and modelling (Delphi4LED) [5] undertook to fulfil the growing industrial needs and aimed to generate the measured-data based digital twins of power LEDs [6–9]. Besides many considerations like round-robin testing [10], product variability analysis [11–13], chip-on-board device modelling [14] etc., one could raise the question: how could the electrical, optical and thermal parameter degradation of the LEDs be modelled? There are several analytical models for different stress conditions and parameter changes, e.g., mechanical stresses of the wire bonds [15], thermo-hygro-mechanical stresses inside the package [16], shift of parameters in the Shockley diode equation [17], the course and effects of electro migration [18,19], etc.

Our present work originates also from the Delphi4LED in two ways. On the one hand, the models developed (e.g., [7]) and the test methods (see e.g., [10]) used in that project have also been used in this work. On the other hand, we focused on mainstream LEDs of today’s SSL industry (operating in the visible range) that were also the subject of investigation in Delphi4LED and in terms of classifying these devices as ‘mid-power’ or ‘high-power’, we use the same terminology that was also been used within Delphi4LED [9]. This also explains why in our study we did not consider novel LED structures or recent LEDs aimed for the display industry, despite the fact that top level publications on these devices also share significant amount of test data [20–23]; rather, we re-used some of our own archived data measured during earlier European collaborative R&D projects such as NANOTHERM [24] and we also used our own test data obtained recently.

Reliability testing and investigation of LEDs has long been a hot topic, just some examples are papers [25–40]. Still, there is a lack of a lifetime-lasting multi-physical digital pair of the already existing and widely used solid state lighting solutions, not to mention the novel devices in the research phase such as the LEDs described in papers [20–23]. This exceeded the goals of the aforementioned H2020 research project but the solution of this issue is of an increasing interest as it offers many new options in certain LED applications. The capability of modelling the parameter degradation under different environmental conditions allows to determine the controlling scheme that results in constant light output (CLO). Furthermore, accurate system level lifetime simulations could give appropriate feedback to the luminaire designers by the means of the operational pn-junction temperatures and the suitability of the cooling assembly. These altogether could provide improved reliability, lower power consumption and higher visual comfort during the whole lifetime of streetlighting luminaires.

Our initial concepts and the summary of some of our test data were provided in our prior conference publications [3,4]. In [3] the concept of stabilizing the total emitted luminous flux of LEDs for their foreseen total expected life-span was presented. In [4] actual test data were provided along with our first attempt to extend one of the multi-domain chip level LED models of the Delphi4LED
2. Total Luminous Flux Maintenance Projections

Reliability and lifetime testing of electrical components is quite a diverse field of research. Due to the complex use of materials in the LED package, various types of the failure mechanisms are induced by the different ambient stress conditions, such as extremely low or high humidity and temperature or high speed change of these, off/on power switching etc. [28–34]. Depending on the field of application, the industry may require a wide range of various reliability tests from the light source manufacturers; to reduce the total testing time it is a common practice to accelerate the degradation mechanisms by increasing the test conditions. The so-called accelerated life tests are based on the Arrhenius model that is used to predict the aging progress under varying degrees of the environmental stress conditions. It is worth mentioning however, that besides the standard laboratory reliability tests widely used in the SSL industry, there are a couple of academic studies about possible new in-field, in-situ test methods aimed primarily for health monitoring, such as identification of LEDs’ junction temperature form their emission spectra [35–37] or from changes of certain diode model parameters [38], or from certain dynamic operating characteristics such as the small-signal impedance, non-zero intercept frequency or the optical modulation bandwidth [39,40].

As our work is strongly related to our prior, SSL industry inspired projects, in terms of the considered test methods we aimed to stay as close to the already standardized methods as possible. These are recommendations, approved testing methods and standards, like the IES LM-80-08 and the JESD 22-A family of standards from JEDEC [41,42]. These documents contain requirements on the measurement devices, and specify the needed test conditions like the temperature and humidity [41], change of the stress conditions with time [42], as well as the needed accuracy level of the performed measurements and the set stress parameters [1] etc.

In LED-based lighting applications the main source of any lifetime approximation is provided by the IES LM-80-08 approved method and the IES TM-21-11 technical memorandum [43]. The work described in this paper is also based on these documents. Therefore, first we would like to provide a detailed insight to show the methodology and the roots of our concept.

2.1. IES LM-80

The IES LM-80-08 description does not provide detailed instructions on the proper sample size or the sample selection, it only states that the samples under test should adequately represent the overall population. It specifies the necessary case temperatures of 55 °C and 85 °C while the value of the third testing temperature is left to the choice of the manufacturer. The tolerance of the testing case temperatures is 2 °C during the burning time, and the temperature of the surrounding air in the chamber should remain within the ±5 °C range, which should be continuously monitored by a thermocouple measurement system. The relative humidity level is prescribed to be under 65%.

Duration of the life test should be documented at least with 0.5% accuracy and also the length of any possible power failure should be considered. The optical measurements have to be measured at least at every 1000 h, while the LEDs should be driven by the aging forward current and the ambient (or heatsink) temperature should be 25 °C ± 2 °C. The total length of the test should be at least 6000 h but it is preferred to reach the total time of 10,000 h. At each photometric measurement interval chromaticity shift should be measured, as well as any possible catastrophic failure of the samples should be monitored and recorded.

The LM-80 method also gives a recommendation on the format and content of the measurement report generated at the end of the life test. Nevertheless, it does not provide provisions to qualify the LED samples and does not state anything about their lifetimes, it provides a procedure only for the measurement of the total luminous flux maintenance.

In 2015 IES published the LM-80-15 approved method [44] which is the revision of LM-80-08. In the new version there are additional requirements towards the optical and colorimetric
measurements, but the prescribed three case temperatures have been reduced to only two and even the minimum test duration of 6000 h has been abolished. Regarding our LED modelling concepts the extra colorimetric measurements are not that necessary at this stage while it is still advantageous to keep the 3 case temperatures, therefore, all of our aging tests were still based on the LM-80-08 document [1].

2.2. IES TM-21-11

The IES TM-21-11 technical memorandum provides a lifetime estimation method to the measurement results of the LM-80-08 testing. The November/December 2011 issue of LEDs Magazine provides a good overview [45] on the extrapolation method.

The extrapolation technique applied by the TM-21-11 method is based on exponential curve fittings to the measured optical data of the LM-80 test. Each case temperature is approximated individually in between which the Arrhenius-equation may be used for interpolations. The recommended sample size is established by 20 packaged LEDs (either on PCB or without it). 30 or more samples would not considerably improve the estimation capability, but there is an uncertainty of extrapolations based on test results of only 10 LEDs. Within this range the number of the samples also sets the limit to the time projection; below 10 tested LEDs the extrapolation method should not be applied, up to 19 tested pieces the document allows a 5.5 times while from 20 samples it admits a 6 times extrapolation of the total test duration. The amount of the measured data used for the exponential curve fitting depends on the total test duration: collected data of the last 5k hours is taken into account up to 10k hours of aging, above that data of the last half of the test is used.

The end of operating lifetime is then defined according to the LM-80 and the TM-21 results. If the pre-defined light output degradation cannot be reached within the extrapolation limit then the result is the maximum extrapolation time itself marked with a “less-than” sign (e.g., “L70 (10k) > 55,000 h” where the “10k” denotes that the LM-80 test lasted for 10,000 h and the 5.5 times rule is applied). If the life output degradation is reached using the TM-21 estimation then the result is reported with an “equals” sign. If the samples reach the minimum light output level during the LM-80 test then the result equals to the testing time in the general reporting formula (e.g., “L90 (5k) = 5100 h”).

2.3. The Degradation Model Used by TM-21-11

The TM-21-11 technical memorandum applies an exponential curve fitting method to extrapolate the measured data in time and the Arrhenius-equation to interpolate between the three different case temperatures. The idea behind these techniques is well described in chemistry; in the following part we will use some of the basic concepts of reaction kinetics in order to give an analytical description of the LED degradation models. Our intention was to build-up and cover the fundamentals for the derivations in the later sections in the lack of such a textbook. The textbook-like manner not only introduces our efforts but also aims to provide a reliable baseline for researchers aiming to build on our work.

Reaction rate of a first-order reaction depends linearly on the reactant concentration [46]. The differential form of the rate law is:

\[ \text{Rate} = -\frac{dc}{dt} = k \cdot c \]  

(1)

where \( c \) is the changing reactant concentration, \( t \) is the elapsed time and \( k \) is the reaction rate coefficient. The separable differential equation can be solved by rearranging it and integrating both sides of the following equation:

\[ \int_{c_0}^{c} \frac{1}{c} \, dc = - \int_{t_0}^{t} k \, dt \]  

(2)

where \( c_0 \) is the initial concentration and \( t_0 \) is the initial time instant. The integration should be performed with the condition of \( t_0 = 0 \) s. After rearranging the achieved formula the rules of logarithm shall be applied. Finally, the integral form of the rate law is:
\[ c(t) = \exp(-k \cdot t) \] (3)

Considering the total luminous flux as the decreasing quantity of the homogenous aging process, where the initial value of the regression curve fit to the luminous flux is \( c_0 \) and \( c \) is the actual value at time \( t \), then the TM-21-11 defined extrapolation of the total luminous flux maintenance curve is obtained:

\[ \Phi(t) = \beta \cdot \exp(-\alpha \cdot t) \] (4)

where the normalized light output is \( \Phi \) at the time \( t \), \( \beta \) is a fitting parameter and \( \alpha \) corresponds to the reaction rate coefficient \( k \) specified at Equation (1).

Homogeneous chemical processes proceeding in the solid phase involves various aging phenomena in plastic and glass, thermal changes induced transformations, recrystallization, transformation of alloys and metals throughout and following a thermal treatment etc. In the solid state these progresses need a lot more time than in gas or in liquid phase. The reaction rate coefficient (i.e., the speed of these reactions) is an exponential function of the absolute temperature. The exact formula is described by the Arrhenius-Equation:

\[ k = A \cdot \exp\left(\frac{-E_a}{k_B \cdot T}\right) \] (5)

where \( A \) is a pre-exponential factor, \( E_a \) is the activation energy (the energy barrier below which the reaction in question does not proceed), \( k_B \) is Boltzmann’s constant and \( T \) is the absolute temperature in kelvins. Concerning the TM-21 interpolations, values of \( A \) and \( E_a \) can be calculated if datasets of two or more temperatures are available.

The Arrhenius-equation is typically used to express the \( AF \) acceleration factor of the reaction rate coefficient at elevated temperatures:

\[ AF = \exp\left[\left(\frac{-E_a}{k_B \cdot T_2}\right) \cdot \left(\frac{1}{T_2} - \frac{1}{T_1}\right)\right] \] (6)

where \( T_2 \) is the elevated temperature.

Upon taking into account the speeding-up effect of higher temperatures, the Arrhenius-equation has various expansions describing the effects of other stress conditions as well, like humidity or other non-thermal stresses. In case of LEDs, with respect to the LM-80 testing the most important non-thermal impact corresponds to the forward current [47]. The forward current dependent reaction rate coefficient can be described as:

\[ k = A \cdot \exp\left(\frac{-E_a}{k_B \cdot T}\right) \cdot I^n \] (7)

where \( I \) is the forward current and \( n \) is the so called life-stressor slope [47]. With the help of Equation (7) one can perform the necessary interpolations between the measurement results belonging to the different case temperatures and forward current values captured during an LM-80 life testing of LEDs.

2.4. Further Possible Degradation Trends

The exponential decay of the total luminous flux output of an LED corresponds to the first-order reaction rate. The order of a reaction defines the relationship between the reaction rate (or the decay rate, in this case) and the changing concentration of the reactant(s) (or the decreasing total luminous flux, in this case). Practically, the order of a rate law is the sum of the exponents of the changing parameters. Accordingly, the reaction rates of the zero-, first- and second-order reactions are as follows:

\[ \text{Rate} = -\frac{dc}{dt} = k \cdot c^0 = k \] (8)

\[ \text{Rate} = -\frac{dc}{dt} = k \cdot c^1 = k \cdot c \] (9)
\[
\text{Rate} = -\frac{dc}{dt} = k \cdot c^2
\]  

(10)

For the sake of curiosity, a third-order reaction rate with two concentrations of species looks like:

\[
\text{Rate} = -\frac{dc}{dt} = k \cdot c_1 + k \cdot c_2^2
\]  

(11)

where \(c_1\) and \(c_2\) are the concentrations of the two different species (note that the upper indices indicate the order of the reaction while the lower indices refer to the different species). To get the integral form of the above rate laws, the same mathematical steps should be followed as described in case of Equations (1)–(3).

The reaction in which one chemical species is irreversibly transformed into more than one other species is the so called parallel reaction (see also other more complex reactions in [48]). In this case the rates of the parallel reactions add up. Supposing a zero- and a first-order parallel reaction with the coefficients of \(k_1\) and \(k_2\) respectively, the decay rate can be written as:

\[
\text{Rate} = -\frac{dc}{dt} = k_1 + k_2 \cdot c
\]  

(12)

The separable differential equation can be solved by rearranging it and integrating both sides of the following equation:

\[
\int_{c_1}^{c_2} \frac{1}{k_1 + k_2 \cdot c} \, dc = -\int_{t_1}^{t_2} dt
\]

\[
\frac{\ln(|k_1 + k_2 \cdot c_2|)}{k_2} - \frac{\ln(|k_1 + k_2 \cdot c_1|)}{k_2} = -(t_2 - t_1)
\]

(13)

(14)

Rearranging Equation (14) and applying the logarithm rules, we get:

\[
\ln \left( \frac{|k_1 + k_2 \cdot c_2|}{k_1 + k_2 \cdot c_1} \right) = -k_2 \cdot (t_2 - t_1)
\]

(15)

where we know that all terms are positive. Raising both sides of the equation to the power equal to the base of natural logarithm and further rearranging it we get a final version as follows:

\[
c_2 = \left[ c_1 + \frac{k_1}{k_2} \right] \cdot \exp \left[ -k_2 \cdot (t_2 - t_1) \right] - \frac{k_1}{k_2}
\]

(16)

where \(c_1\) and \(c_2\) are the concentration values at the time instants \(t_1\) and \(t_2\), respectively. In case of LEDs, a description with parallel reactions should be appropriate when the root causes of the light output degradation can be separated. That is, for example, if the packaged blue LED, the light conversion phosphor material and the lens are aged and tested separately. These aging modes independently reduce the light output of the LED (by the means of decreasing radiant and light conversion efficiencies and light transmission), therefore, theoretically a parallel reaction model with the individual reaction rate coefficients and modes could be matched with the aging results of the complete white LED.

At the EPA ENERGY STAR Lamp Round Table held in San Diego (CA, USA) in 2011, a wider set of decay rate models describing the total luminous flux maintenance of LEDs was proposed by Miller, of the U.S. National Institute of Standards and Technology (NIST, Gaithersburg, MD, USA)—see Table 1 [49]. Among the different decay models one can find zero-, first- and second-order reaction rates, models that are inversely proportional to the elapsed time, and the parallel mixture of the previously listed ones. Miller also drew attention to the fact that the light output degradation trend of LEDs may change significantly during the operation time; Figure 1a,b indicate two relative total luminous flux maintenance curves where the estimated L70 lifetime from the 10,000-h results is halved or doubles compared to the estimation from the 6000-hour results.
Figure 1. The change in aging trends: extrapolation of the 6k and 10k hours may differ dramatically (based on [49]). (a) $L_{70}(6k) = 60,000$ h vs. $L_{70}(10k) = 30,000$ h; (b) $L_{70}(6k) = 30,000$ h vs. $L_{70}(10k) > 60,000$ h.

3. The Pn-Junction Temperature During the LM-80 Test

The pn-junction temperature of LEDs may change significantly during an LM-80 testing procedure due to the increased electrical power consumption, to the decreased energy conversion efficiencies and even due to the possible degradation of the thermal interfaces. The temperature increase can range from only a few degrees Celsius to as high as 20–30 °C. Its exact value depends mostly on the testing forward current, the overall thermal resistance, the zero-hour radiant efficiency and on the luminous flux maintenance value reached during the test. Figure 2 shows a theoretical approximation for a high- (a) and a mid-power (b) LED, as the function of the main causes of the increase, assuming at this point, that the 3 V forward voltage and the thermal resistance remain constant. During the calculations we neglected any effects of the temperature sensitive radiant efficiency; the extremely high temperature dependence in case of red and amber LEDs is well-known and acts as a positive loopback to the junction temperature, further increasing the discussed effect.

Table 1. Aging models of different decay rates with the closed form solution, i.e., the integral form (after [49]).

| # | Decay Rate | Integral Form |
|---|------------|---------------|
| 1 | $\frac{dI}{dt} = k_1$ | $I_v = I_0^v + k_1 \cdot (t - t^0)$ |
| 2 | $\frac{dI}{dt} = k_2 \cdot I_v$ | $I_v = I_0^v \cdot \exp[k_2 \cdot (t - t^0)]$ |
| 3 | $\frac{dI}{dt} = k_3 \cdot I_v$ | $I_v = \left( I_0^v + \frac{k_3}{k_2} \right) \cdot \exp[k_2 \cdot (t - t^0)] - \frac{k_1}{k_2}$ Model 1 + Model 2 |
| 4 | $\frac{dI}{dt} = \frac{k_4}{t}$ | $I_v = I_0^v + k_3 \cdot \ln \left( \frac{t}{t^0} \right)$ |
| 5 | $\frac{dI}{dt} = k_5 \cdot \frac{t}{t^0}$ | $I_v = I_0^v + k_1 \cdot (t - t^0) + k_3 \cdot \ln \left( \frac{t}{t^0} \right)$ Model 1 + Model 4 |
| 6 | $\frac{dI}{dt} = k_6 \cdot I_v$ | $I_v = \frac{I_0^v}{1 + \frac{k_6}{k_4 \cdot \exp[k_4 \cdot (t - t^0)]}}$ |
| 7 | $\frac{dI}{dt} = k_7 \cdot \frac{t}{t^0}$ | $I_v = I_0^v \cdot \exp[k_2 \cdot (t - t^0)] \cdot \left( \frac{t}{t^0} \right)^{k_5}$ Model 2 + Model 7 |
| 8 | $\frac{dI}{dt} = k_8 \cdot I_v + k_9 \cdot \frac{t}{t^0}$ | $I_v = I_0^v \cdot \exp[k_2 \cdot (t - t^0)] \cdot \left( \frac{t}{t^0} \right)^{k_5}$ Model 2 + Model 7 |
| 9 | | $I_v = I_0^v \cdot \exp \left[ -\frac{(t - t^0)^{k_9}}{k_6} \right]$ |
Figure 2. Theoretical pn-junction temperature increase during an LM-80 test in case of (a) a high-power and (b) a mid-power LED, as the function of the forward current, the thermal resistance, the zero-hour radiant efficiency and the reached luminous flux decay (assuming a constant thermal resistance and a Figure 3. V forward voltage). Note that the curves on (a) and (b) are identical implying that the junction temperature increase may affect high- and mid-power LEDs equally, depending on the thermal resistance.

It is obvious that a few degrees Celsius change in the junction temperature is not an issue. In this article we are dealing with the >10 °C increases caused by high testing currents, high initial efficiency, poor thermal conductivity, significant increase of the forward current and/or the thermal resistance [50,51] etc. Figure 3a,b indicate the effects of the increase in the forward voltage and in the thermal resistance. During the calculations we considered a power LED with a test current of 1 A. The initial values of the radiant efficiency, the forward voltage and the thermal resistance were 40%, 3 V and 15 K/W in order and the relative junction temperature increase was calculated as the function of the end of test thermal resistance and forward voltage. The end of test relative light output was regarded to be 95% and 80%. Stated practically, Figure 3a,b are the extensions of Figure 2a; the indicated black crosses in the figures correspond to each other. As an example for the parameter increase, Figure 4 shows the aging related forward voltage shift of a Luxeon Z power LED; all the measurement points in the figure belong to the 80 °C junction temperature.

Figure 3. Effects of the increase in the forward voltage and in the thermal resistance on the pn-junction temperature increase during an LM-80 test. The initial parameters are: 1 A forward current, 40% radiant efficiency, 15 K/W thermal resistance, 3 V forward voltage. The figures show the junction temperature increase during the test as the function of the end of test thermal resistance and forward voltage. The end of test relative light outputs are (a) 95% and (b) 80%. The black crosses indicate values corresponding to that of in Figure 2a.
Figure 4. Shift of the forward voltage—forward current characteristics during the first 9000 h of a Luxeon Z LED sample (aged at 85 °C case temperature and 1 A forward current).

Most of the root causes of LED aging is closely connected to the pn-junction temperature. The temperature on which the die-, the interconnection-, the phosphor- and the lens-related aging processes undergo is practically much closer to the pn-junction temperature than the case- or the soldering point temperature. Therefore, we make an attempt to determine the parameter set of the Arrhenius-equation as the function of the changing junction-temperature. To do that first we need to determine the elapsed test-time dependent function of the junction temperature.

3.1. Analytical Calculation of the Pn-Junction Temperature

The $T_j$ pn-junction temperature can be calculated from the $T_A$ ambient temperature, the optically corrected real $R_{th}$ thermal resistance and the $P_{dis}$ dissipated power:

$$T_j = T_A + R_{th} \cdot P_{dis}$$  \hspace{1cm} (17)

The dissipated power is the difference of the consumed electrical power and the radiant flux. For simplicity we consider $R_{th}$ to be constant over the time, therefore:

$$T_j(t) = T_A + R_{th} \cdot \left( I_F \cdot V_F(t, T_j, I_F) - \Phi_e(t, T_j, I_F) \right)$$  \hspace{1cm} (18)

where $I_F$ and $V_F$ are the forward current and the forward voltage, while $\Phi_e$ is the total radiant flux. The latter two parameters depend on the elapsed operation time $t$, and the actual junction-temperature and forward current. We assume an exponential decay model for the radiant flux function over time, so we apply Equations (4) and (7) and we also take into account the $S_{\Phi_e}$ temperature sensitivity of the radiant flux. For simplicity we consider $S_{\Phi_e}$ to be constant over the time. Therefore:

$$\Phi_e(t, T_j, I_F) = \Phi_{e0} \cdot \exp \left[ -t \cdot A_{\Phi_e} \cdot I_F^{n_{\Phi_e}} \cdot \exp \left( \frac{-E_{\Phi_e}}{k_B \cdot T_j} \right) \right] \cdot [1 + S_{\Phi_e} \cdot (T_j - T_{ref})]$$  \hspace{1cm} (19)

where $\Phi_{e0}$ and $T_{ref}$ are the initial radiant flux and the reference operating junction temperature of the LED in the test environment at the zero-hour condition. Next, we assume a zero-order model for the increase of the forward voltage (i.e., a value linearly increasing with time) and we also consider the $S_{V_F}$ temperature sensitivity of the forward voltage. For simplicity we consider $S_{V_F}$ to be constant over the time:

$$V_F(t, T_j, I_F) = \left[ V_{F0} + t \cdot A_{V_F} \cdot I_F^{n_{V_F}} \cdot \exp \left( \frac{-E_{V_F}}{k_B \cdot T_j} \right) \right] \cdot [1 + S_{V_F} \cdot (T_j - T_{ref})]$$  \hspace{1cm} (20)

After all this, the overall elapsed test-time dependent junction temperature can be written as:
\[ T_j(t) = T_A + R_{th} \cdot I_F \cdot \left[ V_{F0} + t \cdot A_{V_F} \cdot I_F^{n_{V_F}} \cdot e^{\left( \frac{-E_{V_F}}{k_B \cdot T_j} \right)} \cdot \left[ 1 + S_{V_F} \cdot (T_j - T_{ref}) \right] - R_{th} \cdot \Phi_{e0} \\
\cdot e^{\left( \frac{-E_{\Phi_e}}{k_B \cdot T_j} \right)} \cdot \left[ 1 + S_{\Phi_e} \cdot (T_j - T_{ref}) \right] \right] \]

which is analytically not solvable by ordinary mathematical methods. At this point we gave up with the analytical attempt and tried a measurement based practical method.

3.2. Determination of the Pn-Junction Temperature by Measurement

The strong temperature dependencies of LEDs make it necessary to measure their optical, electrical and thermal parameters simultaneously. The JEDEC JESD 51-5x family of standards and the related CIE standards [52–61] provide a multi-domain characterization method, especially for LEDs, which includes the measurement of the pn-junction temperature by the help of thermal transient testing [62–64] and the calibrating process of the temperature sensitive parameter, i.e., the \( S_{\Phi_e} \). Of course, there are other measurement techniques (e.g., as described in [65,66]) beside the mentioned JEDEC and CIE standards/recommendations, we still work with these; over the past 15 years our research team has made significant contributions to the development of the related instruments. The gained experiences and the opportunity to customize the instrumentation also provide a higher flexibility during our investigations. In addition to these, the JEDEC JESD 51-5x family of standards is also conform with the new CIE 225:2017 recommendation and it is also used by many leading SSL companies—the reason why the Delpi4LED consortium has also chosen these standards as the basis of the LED modelling methodology also cited and described in this article.

We have performed the LM-80-08 based life testing of a mid-power LED sample set at the Department of Electron Devices of the Budapest University of Technology and Economics (see details in Section 5). Beside the optical measurements at room temperature specified by the testing method we also performed thermal transient testing both at 25 °C and at the testing case temperature. What we had after the measurements were the forward voltages, the radiant fluxes and the junction temperatures at 25 °C and at 55 °C ambient temperatures. Figure 5 shows the measured pn-junction temperatures at 300 mA forward current. Also, a linear approximation was applied on the measured results after 340 h of aging.

\[ \text{Figure 5. Pn-junction temperatures of the tested mid-power LED (#S11) over the testing time, measured at 300 mA forward current, (a) at 25 °C and (b) at 55 °C ambient temperatures.} \]

The \( S_{\Phi_e} \) temperature sensitivity of the radiant flux and the \( S_{V_F} \) temperature sensitivity of the forward voltage can be calculated from the measurement results belonging to different junction temperatures. By having these sensitivity values it is possible to make approximate calculations for the operating parameters at any arbitrary junction temperature value.
3.3. The Transient Testing Based Calculation of the Arrhenius-Equation

The method that we propose consists of four main steps:

1. Determine the pn-junction temperature during the LM-80 process, at the test current and case temperature.
2. Determine the pre-exponential factor $A$ and the activation energy $E_a$ of the Arrhenius-equation from the continuously increasing junction temperature values of each measurement time and the corresponding measured radiant flux values.
3. Determine the luminous flux maintenance curve belonging to a fixed junction-temperature value, applying an arbitrary time profile of the junction temperature.
4. Determine the $S_{\text{eff}}$ temperature sensitivity of the radiant flux and calculate the light output parameters at any arbitrary junction temperature and at any time of the aging process.

3.3.1. Determine the Pn-Junction Temperature

The first step was introduced in the previous subsection (see the listed references).

3.3.2. Determine the Pre-Exponential Factor and the Activation Energy

The second step is based on the LM-80 results and on the recorded junction temperature values during the test. Let us recall the differential form of the rate law (Equation (1)) and insert the Arrhenius-equation in place of the reaction rate coefficient $k$ (Equation (5)):

$$\text{Rate} = -\frac{dc}{dt} = c_t \cdot A \cdot \exp \left[ \frac{-E_a}{k_B \cdot T_j(t)} \right]$$ (22)

where $c_t$ and $T_j(t)$ are the changing concentration and the junction temperature at the time instance of $t$; $c_t$ corresponds to $\Phi_{\text{c}}$ (or $\Phi_{\text{p}}$). Equation (22) clearly indicates the relationship between the parameters of the Arrhenius-equation and the reaction rate. Let us denote the reaction rate by $D$ (representing the fact that it is the derivative of the $c$ over $t$ function):

$$D = \frac{dc}{dt}$$ (23)

At any two measurement times we can write the above equations with the actual parameters:

$$-D_{t_1} = c_{t_1} \cdot A \cdot \exp \left[ \frac{-E_a}{k_B \cdot T_j(t_1)} \right]$$ (24)

$$-D_{t_2} = c_{t_2} \cdot A \cdot \exp \left[ \frac{-E_a}{k_B \cdot T_j(t_2)} \right]$$ (25)

which is a set of equations with two variables (since $D_{t_1}, c_{t_1}$ and $T_j(t_1)$ are measured values). After rearranging it we get that:

$$A = -\frac{D_{t_1}}{c_{t_1}} \cdot \exp \left[ \frac{E_a}{k_B \cdot T_j(t_1)} \right]$$ (26)

$$E_a = k_B \cdot T_j(t_1) \cdot T_j(t_2) \cdot \ln \left( \frac{D_{t_2} \cdot c_{t_2}}{c_{t_2} \cdot D_{t_1}} \right)$$ (27)

The value of $D_{t_1}$ can be calculated as the derivative of the experimentally acquired luminous flux maintenance curve (see Equation (4)) at the time instance of $t_1$:

$$D_{t_1} = \frac{d[\beta \cdot \exp(-\alpha \cdot t_1)]}{dt}$$ (28)

$$D_{t_1} = -\alpha \cdot \beta \cdot \exp(-\alpha \cdot t_1)$$ (29)

Although, theoretically Equations (26), (27) and (29) should unambiguously assign the values of $A$ and $E_a$, still several orders of magnitudes differences may occur among the obtained results. To
dissolve this issue it could be a good practice to calculate $E_a$ for each measurement time with an arbitrarily fixed $A$ value, then sweep $A$ until the smallest difference amongst the calculated $E_a$ values is reached.

Even if the junction temperature is continuously increasing during aging, its effects on the slope (i.e., the derivative) of the luminous flux maintenance curve (from which $A$ and $E_a$ were calculated) are negligible in most cases compared to the aging related changes of the light output parameters. Although, the following example will make it clear, that the temperature sensitivity of the optical parameters can be extremely high for red and amber LEDs. The $S_{φ_e}$ temperature sensitivity of the radiant flux of a red power LED from a well-recognized vendor was measured to be $-4.3 \text{ mW/°C}$ at 1 A forward current whereas the optical power was found to be 1.1 W with a radiant efficiency of 41%. Mounted on a cooling assembly with a 25 K/W junction-to-ambient thermal resistance and supposing a 0.1 V and 1 K/W increase in the forward voltage and thermal resistance respectively, roughly a 7 °C increase occurs in the pn-junction temperature until the time of the 10% light output degradation, causing another thermally induced 2.8% drop in the radiant flux—which is not negligible any more. In such cases Equation (23) should be corrected in the following format:

$$D_{corr} = \frac{dc}{dt} - S_{φ_e} \cdot \frac{dT_j}{dt}$$  \hspace{1cm} (30)

Another possible compensation method of this effect is to determine the optical flux values that would be emitted at the reference junction temperature and use the gained data set as the new maintenance curve:

$$Φ_e(t)|_{T_{ref}} = Φ_e(t) \cdot \left[1 + S_{φ_e} \cdot (T_j - T_{ref})\right]$$  \hspace{1cm} (31)

We must note, that it could seem to be a good idea to compare the values achieved by the proposed method with the results of an LM-80 test sequence performed on multiple case temperatures. In fact, the technique discussed here only makes sense if the junction temperature increase during the test is significant, but this also means that the parameters calculated from different aging case temperatures would not be well correlated with the junction temperature, therefore the latter method gives a completely different result in principle. From this reasoning we can tell that only testing at multiple case temperatures provides the needed data if the junction temperature rise is negligible, but otherwise consistent pn-junction temperature based test results can be reached only if the experiment is supported by accurate junction temperature measurements (e.g., thermal transient testing).

### 3.3.3. Determine the Luminous Flux Maintenance Curve at a Fixed $T_j$

Our base concept is that LEDs have a kind of “lifetime budget”, which (under nominal operating conditions) is consumed at a rate most dependent on the pn-junction temperature. We model the lifetime budget as a junction temperature, forward current and elapsed operating time dependent efficiency $η_t$ (eta $t$) which is to be multiplied by the zero-hour value of the radiant efficiency $η_e$ or the luminous efficacy $η_τ$ to get the prevailing light output parameters. It contains the effects of any aging phenomenon, at this point even including the change of the electrical consumption through the change of the forward voltage.

According to our theory the current value of the budget is not dependent of current value of temperature (in such a way maintaining causality). Also, it does not carry any information on the temperature sensitivity of the parameters, therefore the temperature sensitivity of the optical parameters should be applied when the junction temperature is out of the reference value. If the junction temperature remains constant during the test then the lifetime budget is identical to the luminous flux maintenance curve (described by Equation (4)) normalized to 100%.

To calculate the change of the lifetime budget (or the normalized luminous flux maintenance at the reference $T_j$) we need to recall again the differential form of the rate law. Assuming that the exact time function of the temperature change is known, we need to substitute it into:
\[
\Delta \eta_t = \int_{c_1}^{c_2} dc = -\int_{t_1}^{t_2} \frac{A \cdot \exp \left( \frac{-E_a}{k_B \cdot T_j(t)} \right)}{\eta_t} dt
\]  
(32)

The analytical solution of which is not trivial, even in case of a linearly changing temperature value. If the necessary mathematical tools are not available, then a practical solution could be to discretize the problem that way converting the integration to a sum calculation (a series of additions on very short time intervals). This means that the actual value of \( k \) can be calculated at every time instance knowing the mean value of the temperature, then the differential form of the rate law can be used with the difference that \( \Delta c \) change is calculated during the short time interval \( \Delta t \). Adding up \( c \) and \( \Delta c \) will result in the total value of the next time interval.

It should be emphasized that during this step we calculated the theoretical light output parameters of the LED at the reference junction temperature but accounting for the real temperature data, which is not always equal. For example, the operating junction temperature of an LED sample is 85 °C at the 55 °C case temperature at the beginning of the test. Let us assume that after 10,000 h the operating temperature is 105 °C at the same 55 °C case temperature. In this case the value substituted into Equation (32) is the real and continuously increasing value (105 °C which is 378.15 K after 10k h) but the radiant or luminous flux provided by Equation (32) is the value the LED would emit at the reference 85 °C junction temperature. First it could be confusing but we must not forget that we calculated the pre-exponential factor \( A \) and the activation energy \( E_a \) as the function of the prevailing junction temperature (therefore the degradation itself is calculated after the aging \( T_j \) profile). Still, these values describe only the aging effects and they do not carry any information about the temperature sensitivity of the optical parameters. If they would do so, then the method described for Equation (30) or (31) should be applied.

### 3.3.4. Calculating the Light Output Parameters at any \( T_j \)

In the previous subsection we have determined the lifetime budget as the function of the elapsed lifetime and junction temperature profile in the meantime. The calculations result in the actual radiant flux value that would be emitted at the reference junction temperature, after the elapsed operating lifetime \( t \). The next step is to apply the \( S_{\Phi_e} \) temperature sensitivity of the radiant flux if the \( T_j \) value increases/changes significantly during aging:

\[
\Phi_e(t, T_j) = \Phi_{e0} \cdot \eta_t(t) \cdot [1 + S_{\Phi_e} \cdot (T_j - T_{ref})]
\]  
(33)

where \( \Phi_{e0} \) is the zero-hour radiant flux, \( \eta_t \) (eta \( t \)) is the lifetime budget number at time \( t \). The value of \( S_{\Phi_e} \) can be determined at zero-hour and used during the whole lifetime as a constant or it can be re-determined at each control measurement. In practice according to the proposed method thermal transient testing should be performed both at case temperature and at the LM-80 prescribed 25 °C ambient temperature. From these measurements a linear approximation of all temperature sensitivity parameters can be determined.

### 3.4. Case Study

The procedure suggested in Section 3.3 was performed on the measurement results of the LED sample presented in Section 3.2. The steps taken are as follows:

(1). \( T_j \) and \( \Phi_e \) were measured at \( T_A = 25 \) °C and at \( T_A = 55 \) °C (Figure 5 and the blue and green dots in Figure 6). Measurement results before 340 h were omitted.

(2). \( S_{\Phi_e} \) was calculated.

(3). \( \Phi_e \) (\( T_j = 85 \) °C) was calculated for all the control measurements (Equation (31); the red dots in Figure 6).

(4). A logarithmic trend line was fit to the calculated \( \Phi_e \) (\( T_j = 85 \) °C) values (Model #4 from Table 1; the three continuous lines in Figure 6).
(5). $A$ and $E_a$ were determined; the measured $T_j$ values at $T_A = 55 \, ^\circ C$ and the maintenance curve determined in step 4 were used. Applying the same method described in Section 3.3.2 the formulas for the logarithmic model are:

$$A = -D_{t_1} \cdot t_1 \cdot \exp \left[ \frac{E_a}{k_B \cdot T_j(t_1)} \right]$$

$$E_a = k_B \cdot T_j(t_1) \cdot T_j(t_2) \cdot \ln \left( \frac{D_{t_2} \cdot t_2}{D_{t_1} \cdot t_1} \right)$$

(1). To check the accuracy of the achieved model we calculated the maintenance curve belonging to $T_j = 85 \, ^\circ C$ (dashed dark red line in Figure 6). The simulation run with a time increments of 1 h.

(2). We also calculated the maintenance curves belonging to $T_A = 25 \, ^\circ C$ and to $T_A = 55 \, ^\circ C$ (dashed dark blue and green lines in Figure 6).

To represent the appropriateness of the proposed technique the R-square values were determined with respect to the measured data. The $R^2$ values of the simulation are 0.992 and 0.988 for the $25 \, ^\circ C$ and $55 \, ^\circ C$ measurements while that of the logarithmic approximation are 0.993 and 0.983. These values show that the accuracy of the new aging model and the classical curve fitting method is practically the same.

Figure 6 also indicates that the simulated results and the fitted curves have different curvatures and their separation becomes quite significant after around 5000 h. Obviously, neither approximation of the measured values is more accurate than the other. The main cause of this misfit is probably the low statistical power of the measurement results of one single sample (and perhaps the changing aging rate). The purpose of this short case study was only to demonstrate the potential and feasibility of the theory.

![Figure 6. Measurement and simulation results of the aged mid-power blue LED; the logarithmic regression fitting parameters to the 85 °C values are indicated just as an example.](image)

### 4. LM-80 Based Lifetime Modelling of Power LEDs

Once the fitting parameters of the total luminous flux maintenance curves (and the pre-exponential factor(s) along with the activation energy (or energies)) are available, it becomes possible to estimate the in-situ light output parameters of an LED at any time (by Equations (7) and (32)), provided that the prevailing junction temperature and forward current values are always known.

In case of a streetlighting luminaire the forward current is either kept constant or it is controlled by a smart device. In fact, aging of the LED driver may cause aging related deviations in the set current but discussion of such issues is out of the scope of this article.
In-situ measurement of the pn-junction temperatures is not impossible, but it requires specialized laboratory equipment. Another solution is to reveal the operating temperature map of the luminaire can be achieved by system level simulations [67–70] that way shifting the junction temperature measurements to a predetermined point of the luminaire. System level simulations with multi-domain LED models make it possible to tell the operating parameters just by measuring the luminaire case temperature which is then on the field, mostly depends on the actual weather conditions.

4.1. Continuous In-Situ Lifetime Modelling of LEDs

Generating a time-dependent absolute temperature function from years of weather conditions is not realistic, but in the short period of time (e.g., within an hour) it can be assumed that the temperature changes linearly over the time. This approximation makes it possible to solve Equation (32) analytically, but despite of it, the computing capacity of the intelligent control unit of the luminaire may still be insufficient for the required calculations (or it is not acceptable for the unit to be kept busy by these calculations—also not counting with the power consumption of the CPU). If the value of reaction (or decay) rate coefficient is recalculated periodically at short intervals (e.g., every 5–10 min) and approximating the temperature to be constant in the meantime, then Equation (32) is greatly simplified:

\[
c_2 = c_1 \cdot \exp\left(k\left(T_0\right) \cdot \left[t_2 - t_1\right]\right)
\]

where \(c\) is the actual light output value of the LED and the lower indices 1 and 2 denote the initial and the terminating time in-between the LED aging is calculated.

A case study was carried out to present the capabilities of the theory. For this purpose, the LM-80-08 based measurement results of Luxeon Z LEDs aged in our department were used (see the results in Figure 7a). The natural white high-power LEDs had a junction-to-ambient thermal resistance of 35 K/W. In Figure 7b the continuous red curve indicates the exponential fit to the measurement results (the same as the dashed orange curve in Figure 7a). Further eight theoretical aging curves were added in order to make the necessary calculations feasible, corresponding to \(T_0 = 85^\circ C\) and \(50^\circ C\) and to \(I_F = 850\) mA and 700 mA.

Figure 7. (a) Averaged LM-80 measurement results of 9 pieces of Luxeon Z samples and extrapolation until 50k hours (\(T_0 = 120^\circ C\), \(I_F = 1\) A); (b) Exponential curve fit to the LM-80 measurement set along with the eight assumed aging trends.

Figure 8 shows an illustrative example of the theory, applying Equation (36): the stress conditions are abruptly changed at 30k hours of aging from \(T_0 = 120^\circ C\) and \(I_F = 1\) A to \(T_0 = 50^\circ C\), \(I_F = 0.85\) A.
4.2. Lifetime Modelling of Iso-Flux Operation; a Case Study

By keeping the total luminous flux of solid-state light sources constant, not only the visual comfort can be improved, but the reliability and energy efficiency of the luminaires could also be greatly increased. The advantage of a design method that compensates for the effects of temperature changes has been presented in previous articles [68–70]. The previously proposed methodology has not yet taken into account the aging of LEDs, which in the long time range may be even more significant than the effects of temperature changes.

The total lifespan of LEDs is typically referred to be in the range of 50–100k hours. This period can be easily converted to lifetime in years for light sources that operate without interruption (e.g., tunnel lighting or lamps at industrial facilities), but in case of streetlighting luminaires the conversion is not that straightforward as the on and off time depends on the length of days that alternate continuously throughout the year. In addition, switching on and off the lights does not necessarily depend on the exact occurrence of the twilights; the operating time measured in years should be considered based on astronomical data, taking into account the changing length of the nights. Table 2 illustrates the typical practical lifetime of a luminaire (assuming a rated LED lifetime of 50k hours) in Hungary.

| Dark-Hours in-Between | 50k Dark-Hours (Years) | Dark-Hours during a Year (Hours) |
|-----------------------|------------------------|---------------------------------|
| Sunset to Sunrise     | 12 years               | 4291 h                          |
| Civil                 | 13 years               | 3875 h                          |
| Nautical              | 15 years               | 3373 h                          |
| Astronomical          | 18 years               | 2802 h                          |

A case study was carried out on the real and theoretical LED aging results in order to demonstrate the range of differences between a constant current and a constant luminous flux operation. In order to count with realistic temperature variations the daily temperature values of the past decade of the Hungarian city of Szombathely (47.23512° N 16.62191° E) available at the Hungarian Meteorological Service, have been used, for which the constant current mode and the constant luminous flux operation was compared. The difference between the length of cold winter nights and warm summer nights was also considered by taking into account the annual change in the time differences between the civil twilight. At this stage we dealt with only one single LED, with the junction-to-ambient thermal resistance of 35 K/W.

The results of the case study are shown in Figures 9–11: the consumed electricity can be considerably decreased, particularly in the first year of the operation which means that a significant portion of the cost of a new luminaire installation is recovered within a relatively short time. Figure 10 clearly indicates, that using the smart controlling scheme the light output can be kept constant
against the effects of temperature changes in the short run as well as against the LED aging in the time scale of decades (considering only the LED light sources–any other aging effects form a different issue). Due to the more favorable operating conditions (lower forward current and junction temperature values), the expected product lifetime could also be increase significantly.

In case of the smart control that realizes constant luminous flux output throughout the whole product lifetime, it is obvious that the normalized total luminous flux maintenance percentage can hardly be used to determine the end of the product lifetime. For that purpose we propose the lifetime budget efficiency $\eta_t$ (eta t) as the new end-of-life metric for adaptively controlled LED luminaires. The final results are summarized in Table 3.

![Figure 9](image1.png)
**Figure 9.** The forward currents applied during the simulation (the absolute maximum DC forward current of the Luxeon Z LEDs is 1 A).

![Figure 10](image2.png)
**Figure 10.** Simulated light output of a Luxeon Z LED.

![Figure 11](image3.png)
**Figure 11.** Simulated lifetime budget of a Luxeon Z LED.

**Table 3.** Comparison of operation with constant forward current (700 mA) and with constant light output (425 mW), simulated with the help of our LED aging theory.

| Examined Parameter | $I_F = \text{const.}$ | $\Phi_C = \text{const.}$ | Advantages of the Proposed CLO |
|--------------------|-----------------------|--------------------------|--------------------------------|

...
5. Lifetime Modelling Based on Multi-Domain Modelling of the LEDs

The purpose of our multi-domain LED modelling concept is the simultaneous and combined simulation of the optical, electrical and thermal operation parameters. The proposed modelling technique is continuously revised and enhanced in order to achieve higher accuracy, better industrial applicability and also to add further capabilities to the model. Significant improvements have been achieved during the Delphi4LED H2020 European R&D project and the next step shall be modelling the whole lifetime of LED based light sources by the help of a Spice compatible multi-physics model.

Multi-physics LED models are generated by the isothermal LED characteristics which consist of the electrical and optical data as a function of the forward current, measured at a fixed junction temperature. Such measurements can be performed by the help of the T3Ster and TeraLED [71,72] measuring instrument setup; to speed up the rather time-consuming characterization process the vendor also provides an automated control software to the instrumentation. Then the multi-domain LED model can be generated by a global parameter fitting process; a detailed description on the model and its variants, benefits and various properties is provided in the recently published paper in this journal [7].

Combining the existing multi-domain LED model with the measurement results of an LM-80 based life test is a promising attempt. It means that a complete isothermal characterization of the LEDs should be performed as the testing time passes, which is the main drawback of this technique, compared to the common measurement methods during life testing. Its benefit is, however, that the elapsed operating time dependent model parameters can be revealed.

5.1. Evaluation of Precious Life Testing Results

A sample set of 30 HP LEDs has already been aged under an LM-80-08 based life test, during which the measurements were also extended by the abovementioned isothermal characterization technique. In the earlier study the samples were exposed to the case temperature of 85 °C while they were driven by the forward current of 1 A. The whole test lasted for 8k hours (Figure 12a shows the normalized total radiant and luminous maintenance curves). Detailed isothermal characterization was performed in the first 6k hours on 5 LED samples from which the model parameters were determined as the function of the elapsed time (Figure 12b shows an example) [73].

In case of all the characterized samples the obtained model parameters showed high similarity, and also the time dependent trends were consistent with each other. Still, a proper elapsed lifetime dependent model could not be generated from these. The difference in the ideality factors were found to be relatively small on a linear scale, but due to the exponential form of the Shockley diode equation even very tiny misfits can cause large errors in the output electrical and optical values. Besides this, there is an inflection point at around 1k–1.5k h of aging which prevents any modelling attempts with a simple time-function of the parameters; the use of complicated complex functions would not necessary describe the real physical aging processes but it would significantly increase the difficulty and the needed time of the global parameter fitting process. It is also obvious that various aging phenomena took place in the early “burn-in” part of the LEDs’ lifetime and also their significance were changing with time; the collected data before 2.3k h of aging should be omitted during the model generation process. The appropriate time dependent model, however, cannot be created from only 3 characterization points.
5.2. Launch of a Targeted LM-80 Based Test Sequence

Instead of fixing the total testing time in advance, it could be more advantageous to pre-define a targeted total luminous flux depreciation level in order to have a better overview on the time evolution of the test time and the results of the modelling parameters. Based on this idea a new LM-80 like test was conducted on 18 mid-power LED samples from a well-recognized vendor. The LED type selection was made according to our previously performed tests and detailed measurements. Testing a set of high-power LEDs would also been interesting; preparation of such tests is already underway.

The samples were exposed to the case temperatures of the specified 55 °C and 85 °C and at the arbitrarily chosen 70 °C. At each case temperature, three different forward currents were applied: 220, 260 and 300 mA, the latter one as the absolute maximum allowed forward current of this LED type (the nominal current value is 150 mA). This means only two samples per each aging condition (case temperature/forward current), which is insufficient for TM-21-11 extrapolations but the purpose of the test was much rather to support our theoretical assumptions than to collect statistical data for industrial applications and needs. During the test we did not only measure the necessary parameters prescribed by the LM-80-08 standard but we also performed a complete isothermal forward current–radiant flux characterization of the samples in a 500 mm integrating sphere. These captured iso I–V–L curves were expected to provide enough input data to reveal the effects of the different aging tendencies.

The tested LEDs arrived on 0.8 mm FR4 stripes that had extended thermal pads both on the top and on the bottom sides (see in Figure 13). The samples were electrically connected in series in the chains of 6 LEDs. In order to make the JEDEC JESD 51 compliant individual measurements of the samples the stripes were chopped between the LEDs. Prior to the LM-80 aging test the samples had been pre-characterized during which the radiant flux was measured to be around 50% at the nominal forward current, however, the real thermal resistance was measured to be around 100–150 K/W; from the integral structure functions it was obvious that the most significant part of it belonged to the LED package itself. The exact causes of the unexpectedly high thermal resistance values were not examined in more depth, but according to our assumptions the pre-bake technological step may have been omitted before soldering, therefore the humidity accumulated in the LED package may have caused delamination of the internal mechanical layers during the reflow process.
5.3. Results of the LM-80 Based Test

The LM-80-based investigation of the mid-power LEDs was ended after the elapsed time of 1735 h because of the high failure rate of the LEDs; till the termination of the test 14 LEDs suffered catastrophic failure and two further pieces had contact failure. The rapid and early failure of the samples was unfortunate but not unexpected; in only a few cases the testing junction temperature of the LEDs was close to the allowed maximum value, but in most cases it was far above that. Despite the fact that the testing case temperatures were specified according to the LM-80-08 description, the lifetime testing still went in an accelerated manner (reaching the L70 level was one of our goals anyway).

Figure 14 compares a faulty and an unaged sample. From the figure it can be clearly seen that one of the root causes of the failure may be traced back to the extremely high temperature around the chip that inflicted carbonization of the encapsulant material, causing discoloration and bubbling. Due to the reduced light transmission of the lens higher amount of the blue light was absorbed that further increased the self-heating effect inside the LED package. The catastrophic failure most probably occurred as a result of a thermal runaway.

Figure 15 shows the attained total radiant flux maintenance curves; the case temperatures are indicated by different colors while the different forward current values are marked with different line types. Interestingly, the LEDs exposed to the lowest case temperature not only aged faster, but the trend over the time is also different from the others. Deeper investigations were not conducted to reveal the proper reasons and phenomena, but the main reason for the differences may be the higher RH formed at the lower temperature; this assumption is also supported by a previous study of a moisture resistance test on the same LED type, presented in paper [4].

All in all unfortunately, the captured LM-80 compliant measurement data altogether did not make it possible to further analyze the temperature and forward current dependence of the aging rate. In Section 3.4 however, an attempt was made to achieve the Arrhenius equation parameters, but in this exact case there is not enough measurement result of the other two case temperatures to support our theory; the resources required for such investigations far exceed the academic capabilities.
5.4. The Elapsed Lifetime Dependent Multi-Domain LED Model

Using the obtained measurement results an attempt was made in order to investigate the lifetime modelling possibilities and the extrapolation capabilities; for this purpose the multi-domain models of the still functional #S07 and #S11 samples were created at first. Various functions were tried out during a global parameter fitting process in order to set up the lifetime LED models with the best match to the measured characteristics. For this purpose, rudimentary parameter matching software was also developed, which ran on a mid-range 4-core processor for about 1 week (which was about one-tenth of the total software development time). The obtained Shockley model parameters and the value of the series resistance have significant elapsed time dependence. An improved version of the fitting application was re-run iteratively three times in order to achieve the first attempt of our elapsed lifetime dependent multi-physics LED model; Figure 16 indicates examples of the attained model parameters.

After defining the new lifetime LED model a simulation test bench was created by which the LM-80 based test data could be compared with the modelled values (see the results in Figure 17a). The average absolute inaccuracy of the simulations is 0.5% while the maximum deviation is 1.2%. Figure 17a also shows that due to the quadratic and logarithmic time functions of the fitting parameters of the Shockley diode equation (see in Figure 16a,b) the model fits very well even in the early burn-in period—at least at the time of the measurements. Otherwise, further simulations with much higher time resolution has shown that the model becomes totally inconsistent between 1 and 100 h of aging (see in Figure 17b). These results strongly highlight the risk of using high-degree parameter matching algorithms. The extrapolation applicability of the new model still had to be tested therefore samples #S07 and #S11 were reinstated to the test chamber. In the meantime, the time functions of the fitting parameters were revised in order to eliminate the anomaly of the early aging time.

5.5. The Enhanced Time Functions

While the test continued on the two samples, we reconsidered the time functions that were previously found to provide the best match. After an extensive “trial and error” type investigation of the possibilities it was decided to apply only such functions that push the results only in the same direction while the rest of the parameters were kept constant. The biggest error in each case occurred in the initial burn-in stage, so we decided not to deal with it in the first round. That way the multi-domain model simplified remarkably: the shift of the forward voltage can be modelled by a linearly increasing series resistance, while the saturation current and the ideality factor of the electrical model are constant values. That way the electrical and the optical degradation of the LED can be modelled completely separately: the time function of the light output decay can be applied for the saturation current of the optical branch while its ideality factor and series resistance remain constant.
Considering the initial 100 h of aging, an additive exponential decay with a very short time constant describes well the forward voltage of the LED. The electrical series resistance therefore is formed this way:

\[ R_{\text{ser,el}}(t) = R_0 + a \cdot t + b \cdot [1 - \exp(-t \cdot \tau_{\text{ser}})] \]  

(37)

where \( t \) is the elapsed operation time, \( R_0 \) is the zero-hour electrical series resistance, \( a \) and \( b \) are fitting parameters and \( \tau_{\text{ser}} \) is the time constant of the initial exponential deviation.

Regarding the radiant flux, so far no correction function was found to describe the burn-in time. The saturation current of the optical branch is therefore:

\[ I_{0,\text{rad}}(t) = I_0 + d \cdot \ln(t) \]  

(38)

where \( I_0 \) is the zero hour saturation current of the optical branch and \( d \) is a fitting parameter. According to this function the model is not applicable if \( t < 1 \) h and also gives inaccurate results if \( t < 100 \) h.

Figure 16. Electrical (a–c) and optical (d–f) model parameters of #S07.
5.6. Extrapolation Capabilities of the Model

At 4340 h of the total aging time the two samples #S07 and #S11 were again unloaded from the aging chamber and were re-measured in our integrating sphere. The obtained measurement results (the radiant flux and the forward voltage values) are shown in Figure 18a–d along with the lifetime extrapolation simulation curves. The simulations were performed by the LED models based on the measurement results obtained up to 1000 h.

For sample #S11, the estimations acquired from the simulations are quite accurate, while the model of sample #S07 overestimates the extent of changes (see the mismatch values in Table 4). A possible explanation for the error could be the fact that the samples had to be removed from the aging environment for each measurement. Re-fixing the samples with different strengths may affect the value of thermal resistance. This possible reason is consistent with the previous assumptions that the high thermal resistance may have been caused by hygro-mechanical stresses that induced delamination of the mechanical layers in the LED packages.

It has to be noted that at this point the model is only valid for the 300 mA aging circumstances. Regarding the temperature issues, according to our theory the Arrhenius-equation parameters determined in Subsection 3.4 can be directly inserted into the model of #S11 sample:

\[
I_{0,\text{rad}}(t) = I_{0,\text{rad}} - \int_{t_0}^{t} \frac{1}{A} \cdot \frac{E_a}{k_B \cdot T_j(t)} \cdot dt
\]  

for which the saturation current of the optical branch can be calculated at any time \( t \). Dealing with discretized time steps of very short intervals and considering the temperature to be constant in the meanwhile we can calculate the \( I_{0,\text{rad}} \) value of the next period:

\[
I_{0,\text{rad}}(t_2) = I_{0,\text{rad}}(t_1) - A \cdot \exp \left( \frac{-E_a}{k_B \cdot T_j(t_1)} \right) \cdot \ln \left( \frac{t_2}{t_1} \right)
\]  

With the same considerations it is possible to sensititize the time-dependent electrical series resistance value to the junction temperature. In case of this LED type it should be based on the zero-order model of the differential rate law.
5.7. The Required Measurement and Testing Time

In case of the LM-80-08 based life testing of the blue mid-power LED set the isothermal characterization process was optimized to the needed time: the measured set of operating points was reduced to the minimally sufficient range while the small size of the LED packages and the relatively short thermal time constants (around 30–60 s) were also advantageous to significantly speed up the measurements. In spite of these facts, the required measurement time per each sample was around 180 min at each control event. Such characterization was performed 87 times during the test which altogether amounts a total measurement time of 260 h; an additional 15% of the original 1735 h of LED aging.

The minimal LM-80-08 and TM-21-11 compliant sample set consists of 90 LEDs as the testing process prescribes three case temperatures and at least three testing currents are necessary for proper interpolations in between while the extrapolation technique may be applied in the presence of at least 10 samples per aging conditions. Supposing a typical high-power LED the full characterization time may take even up to 6–8 h which means a total measurement time of 500–700 h at every control event that (according to LM-80-08) must be performed at every 1000 h. Although the measurements could be fully parallelized, it is still not realistic for academy in terms of the price of the currently available instruments required for the isothermal LED characterization. Therefore, supporting the theory described in this paper by appropriate statistical background remains an opportunity much rather
for the major industry partners. Also, reducing the necessary measurement time of the current LED characterization system could also help to put this method into common practice.

6. Conclusions

In this work the LM-80-08 and TM-21-11 documents were briefly introduced after which an extensive description of the applied decay models were provided. In addition to the models used in the accepted methods, we also presented other aging models and the mathematical basis of their application.

Applying the theoretical basics of the light output degradation of LEDs we have introduced a novel method to determine the pre-exponential factor and the activation energy of the Arrhenius-equation only by measuring a sample set of only one aging case temperature instead of the prescribed three. We have also pointed out, that consistent pn-junction temperature based test results can be reached only if the experiment is supported by accurate junction temperature measurements in cases where the junction temperature rise during the life testing is considerable. Our theory was also supported by the evaluation of real measurement results. The case study showed that the LM-80 based measurement results of a power LED sample set and our LED aging theory of the “lifetime budget” were applied in a case study based on archive meteorological data. The case study showed that the iso-flux (or constant light output) operation mode has very significant benefits in terms of both electrical consumption and lifetime expectancy.

In order to create the elapsed lifetime dependent multi-domain LED model an LM-80-08-based test was performed on 18 blue mid-power LEDs of a well-recognized vendor. During the test even the isothermal characteristics of the samples were captured. Extremely high operating junction temperature of the samples even at the prescribed case temperatures caused fast and early failure of the LEDs. The speed and the trends of the LED aging also showed significant anomalies: the highest aging rate belonged to the samples of the lowest test temperature and even their total luminous flux maintenance curves follow a logarithmic trend instead of the expected exponential one. In the absence of the sufficient aging data and due to the experienced anomalies it was not possible to determine the forward current dependent LED aging model but a theory was set up to specify the Arrhenius equation’s parameters from only one testing temperature, by the help of thermal transient testing. In this specific case the needed extra measurements of the proposed method added a 15% surplus to the life testing duration which is estimated to be one half or one third of the extra time ordinarily required.

As the first approach of the Spice-compatible LED lifetime multi-physics modelling a mid-power LED was modelled from its captured aging results up to the L (78) level. The created LED model matches the measured values with a misfit less than 1.2%.

Simulations with higher time resolution had shown that the achieved model became inconsistent in the very early burn in period, therefore a new aging model was set up. In the meantime two LED samples were reinstated to the test in order to show extrapolation abilities of the lifetime multi-domain LED model. The model in case of sample #S11 performed over expectations, although, in case of #S07 the extrapolations proved to be fairly inaccurate. The cause of the modelling mismatch may be the fact that at this development and research state the LEDs have to be displaced from the aging chamber to perform the necessary measurement in an integrating sphere—it is still an issue that should be solved by a new, appropriate combination of the characterization and life testing methods.

At the academic level the currently running national R&D project allows resources only to such scale of studies. The theory described in this paper should be supported by testing and measurement results of much higher number of LED samples in order to represent appropriately the whole LED population and also the general aging physics of LEDs. Increasing the throughput of the presently applied LED characterization methods would also be needed. We are currently making efforts to develop new procedures to reduce measurement time and also to set up an international joint project consortium to enhance the statistical background of our theory.
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