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Abstract: In this work, we study the estimation of the multivariate normal mean by different classes of shrinkage estimators. The risk associated with the quadratic loss function is used to compare two estimators. We start by considering a class of estimators that dominate the positive part of James-Stein estimator. Then, we treat estimators of polynomial form and prove if we increase the degree of the polynomial we can build a better estimator from the one previously constructed. Furthermore, we discuss the minimaxity property of the considered estimators.
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1 Introduction

In multivariate statistical analysis, the multivariate normal distribution comes into play in many applications and statistical tests. It is therefore important to estimate the mean parameter of this distribution. It is well known that the maximum likelihood estimator (MLE) is admissible when the dimension of the parameter space $p < 3$. When $p > 2$, Stein [1] noticed that the MLE has not minimum square risk, and it can be improved on decreasing the length of the MLE by multiplying to a scalar. This procedure was called shrinkage, and such estimators were called shrinkage estimators. Dozens of shrinkage estimators have been developed by various authors, we cite for example Bhattacharya [2], Efron and Morris [3], Bock [4], Berger [5], Stein [6], Hamdaoui and Benmansour [7] and Tsukuma and Kubukaza [8].

Recent studies, in the context of shrinkage estimation, include Karamikabir and Afshari [9], Yuzbasi et al. [10] and Hamdaoui et al. [11]. Benkhaled and Hamdaoui [12] have considered two forms of shrinkage estimators of the mean $\theta$ of a multivariate normal distribution $X \sim N_p(\theta, \sigma^2 I_p)$, where $\sigma^2$ is unknown and estimated by the statistic $S^2 = \sigma^2 \chi^2_p$. Estimators that shrink the components of the usual estimator $X$ to zero and estimators of Lindley-type, that shrink the components of the usual estimator to the random variable $X$. The aim is to ameliorate the results of minimaxity obtained in the published papers of estimators cited above. Hamdaoui et al. [13] have treated the minimaxity and limits of risk ratios of shrinkage estimators of a multivariate normal mean in the Bayesian case. The authors have considered the model $X \sim N_p(\theta, \sigma^2 I_p)$, where $\sigma^2$ is unknown and have taken the prior law $\theta \sim N_p(u, r^2 I_p)$. They constructed a modified Bayes estimator $\delta_{MB}$ and an empirical modified Bayes estimator $\delta_{EB}$. When $n$ and $p$ are finite, they showed that the estimators $\delta_{MB}$ and $\delta_{EB}$ are minimax. The authors have also interested in studying the limits of risk ratios of
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these estimators, to the MLE $X$, when $n$ and $p$ tend to infinity. The majority of these authors have been considered the quadratic loss function for computing the risk.

Sanjari Farsipour and Asgharzadeh [14] have considered the model: $X_1, \ldots, X_n$ to be a random sample from $N_p(\theta, \sigma^2I_p)$ with $\sigma^2$ known and the aim is to estimate the parameter $\theta$. They studied the admissibility of the estimator of the form $aX + b$ under the balanced loss function. Kaciranlar and Dawoud [15] introduced and derived the optimal extended balanced loss function (EBLF) estimators and predictors and discussed their performances.

In this work, we deal with the model $X \sim N_p(\theta, \sigma^2I_p)$, where the parameter $\sigma^2$ is known. Our aim is to estimate the unknown mean parameter $\theta$ by shrinkage estimators deduced from the MLE. The adopted criterion to compare two estimators is the risk associated with the quadratic loss function. The paper is organized as follows. In Section 2, we recall some preliminaries that are useful for our main results. In Section 3, we consider the new classes of shrinkage estimators that dominate the positive part of James-Stein estimator. Our principal idea is to add recursively a term of the form $\alpha X^2 / \|X\|^2 \leq 1$, where $\alpha$ is a real constant that may depend on $p$ and the parameter $m$ is integer. Then we note that we can construct a class dominating the class of estimators defined previously. And consequently we obtained a series of shrinkage estimators of polynomial form with the indeterminate $1/\|X\|^2 \|X\|^2 \leq 1$ and show that if we increase the degree of the polynomial we can construct a better estimator from the one previously given. We conclude this work by a simulation study that shows the performance of the considered estimators.

2 Preliminaries

In this section, we recall some results that are useful in our main results. If $X$ is a multivariate Gaussian random $N_p(\theta, \sigma^2I_p)$ in $\mathbb{R}^p$, then $\frac{1}{\sigma^2}X^2 \sim \chi_p^2(0, \theta)$, where $\chi_p^2(0, \theta)$ denotes the non-central chi-square distribution with $p$ degrees of freedom and non-centrality parameter $\lambda = \frac{\|\theta\|^2}{2\sigma^2}$.

In the next section, we deal with the model $X \sim N_p(\theta, \sigma^2I_p)$ where $\sigma^2$ is known. Our aim is to estimate the unknown mean parameter $\theta$ by the shrinkage estimators under the quadratic loss function. For the sake of simplicity, we treat only the case when $\sigma^2 = 1$, as long as by a change of variable, any model of type $Y \sim N_p(\theta, \sigma^2I_p)$ can be reduced to the model $Z \sim N_p(\theta, I_p)$. Namely, we consider the model $X \sim N_p(\theta, I_p)$ and we want to estimate the unknown parameter $\theta$. The quadratic loss function is defined as follows:

$$L(\delta, \theta) = \|\delta - \theta\|^2,$$

We associate with this quadratic loss function the risk function defined by

$$R(\delta, \theta) = E(L(\delta, \theta)).$$

In this model, it is clear that the MLE is $X = \delta_0$, its risk function is $p$.

Indeed, we have

$$R(X, \theta) = E(\|X - \theta\|^2).$$

As $X \sim N_p(\theta, I_p)$, then $X - \theta \sim N_p(0, I_p)$, therefore, $\|X - \theta\|^2 \sim \chi_p^2$.

Hence, $E(\|X - \theta\|^2) = E(\chi_p^2) = p$, and the desired result follows.

It is well known that $\delta_0$ is minimax and inadmissible for $p \geq 3$, thus any estimator dominates it is also minimax.

We recall the James-Stein estimator introduced by James and Stein [16], defined as

$$\delta_{JS} = \left(1 - \frac{p - 2}{\|X\|^2}\right)X$$

(2)
and we also recall the positive part of James-Stein estimator given by
\[
\delta^+_{JS} = \left(1 - \frac{p - 2}{\|X\|^2}\right)X = \left(1 - \frac{p - 2}{\|X\|^2}\right)\mathbb{I}_{p-2 \leq 1}X,
\]
where \(\left(1 - \frac{p - 2}{\|X\|^2}\right)\) \(=\) \(\max\left(0, 1 - \frac{p - 2}{\|X\|^2}\right)\) and \(\mathbb{I}_{p-2 \leq 1}\) is the indicating function of the set \(\{p-2 \leq 1\}\).

From the study by Casella and Hwang [17], the risk function of the estimator \(\delta^+_{JS}\) under the quadratic loss function \(L\) defined in (1) is
\[
R(\delta^+_{JS}, \theta) = R(\delta^+_{JS}, \theta) + E\left(\frac{p - 2}{\|X\|^2} - 2p\|\frac{p-2}{\|X\|^2}\|_{\mathbb{I}_{p-2 \leq 1}}\right).
\]

\section{3 Main results}

In this section, we construct the classes of shrinkage estimators which dominate the positive part of James-Stein estimator \(\delta^+_{JS}\). Our main idea is to add recursively a term of the form \(\alpha X\) \(\mathbb{I}_{p-2 \leq 1}\), where \(\alpha\) is a real constant that may depend on \(p\) and the parameter \(m\) is integer, and we note that we can construct the estimators that dominate the estimators of the class defined previously.

\subsection{3.1 A class of shrinkage estimators improving the positive part of James-Stein estimator}

Consider
\[
\delta^{(2)}_b = \delta^+_{JS} + b\left(\frac{1}{\|X\|^2}\right)^2\mathbb{I}_{p-2 \leq 1}X,
\]
where the real positive constant \(b\) may depend on \(p\).

\textbf{Proposition 3.1.} Under the quadratic loss function \(L\) defined in (1), the risk function of the estimator \(\delta^{(2)}_b\) given in (5) is
\[
R(\delta^{(2)}_b, \theta) = R(\delta^+_{JS}, \theta) + b^2 E\left(\frac{1}{\|X\|^6}\mathbb{I}_{p-2 \leq 1}\right) - 4b E\left(\frac{1}{\|X\|^4}\mathbb{I}_{p-2 \leq 1}\right).
\]

\textbf{Proof.}

\[
R(\delta^{(2)}_b, \theta) = E\left(\|\delta^+_{JS} + b\left(\frac{1}{\|X\|^2}\right)^2\mathbb{I}_{p-2 \leq 1}X - \theta\|^2\right)
\]
\[
= E\left(\|\delta^+_{JS} - \theta\|^2 + b^2 \frac{1}{\|X\|^4} \mathbb{I}_{p-2 \leq 1} + 2\left(\delta^+_{JS} - \theta, b - \frac{1}{\|X\|^2}\right) \mathbb{I}_{p-2 \leq 1}X\right)
\]
\[
= R(\delta^+_{JS}, \theta) + b^2 E\left(\frac{1}{\|X\|^4} \mathbb{I}_{p-2 \leq 1}\right) + 2E\left(\left(X - \theta - (p - 2)\frac{1}{\|X\|^2} \mathbb{I}_{p-2 \leq 1}X, b - \frac{1}{\|X\|^2}\right) \mathbb{I}_{p-2 \leq 1}X\right)
\]
\[
= R(\delta^+_{JS}, \theta) + b^2 E\left(\frac{1}{\|X\|^6} \mathbb{I}_{p-2 \leq 1}\right) - 2b(p - 2) E\left(\frac{1}{\|X\|^4} \mathbb{I}_{p-2 \leq 1}\right) + 2b E\left(\left(X - \theta, \frac{1}{\|X\|^2}\right) \mathbb{I}_{p-2 \leq 1}X\right).
\]
Using Lemma 2.1 of Shao and Strawderman [18], we get
\[ E\left( X - \theta, \frac{1}{\|X\|^2} \frac{1}{X^{1/p - 1}} \right) = (p - 4) E\left( \frac{1}{\|X\|^4} \frac{1}{X^{1/p - 1}} \right). \] (7)

From formulas (6) and (7) we obtain
\[ R(\delta_b^{(2)}, \theta) = R(\delta_{JS}, \theta) + b^2 E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) - 2b(p - 2) E\left( \frac{1}{\|X\|^4} \frac{1}{X^{1/p - 1}} \right) + 2b(p - 4) E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) \]
\[ = R(\delta_{JS}, \theta) + b^2 E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) - 4b E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right). \]
\[ \square \]

**Theorem 3.2.** Under the quadratic loss function \( L \) and for \( p > 4 \), a sufficient condition for that the estimator \( \delta_b^{(2)} \) dominates \( \delta_{JS} \) is
\[ 0 \leq b \leq 4(p - 2). \]

**Proof.** As,
\[ E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) = E\left( \frac{1}{\|X\|^2} \frac{1}{X^{1/p - 1}} \right) \leq E\left( \frac{1}{\|X\|^4} \frac{1}{X^{1/p - 1}} \right) = \frac{1}{p - 2} E\left( \frac{1}{\|X\|^4} \frac{1}{X^{1/p - 1}} \right). \] (8)

From the last formula and using Proposition 3.1, we have
\[ R(\delta_b^{(2)}, \theta) \leq R(\delta_{JS}, \theta) + b \left( \frac{b}{p - 2} - 4 \right) E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right), \] (9)
thus, a sufficient condition for that the estimator \( \delta_b^{(2)} \) dominates \( \delta_{JS} \) is
\[ \frac{b}{p - 2} - 4 \leq 0, \]
which is equivalent to
\[ 0 \leq b \leq 4(p - 2). \]
\[ \square \]

**Remark 3.3.** The optimal value of \( b \) that minimizes the right hand side (RHS) of the inequality (9) is
\[ \widehat{b} = 2(p - 2). \] (10)

If we replace \( b \) by \( \widehat{b} \) in the inequality (9), we get
\[ R(\delta_b^{(2)}, \theta) \leq R(\delta_{JS}, \theta) - 4(p - 2) E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) \leq R(\delta_{JS}, \theta). \]

### 3.2 Polynomial shrinkage estimators

Now, we consider the estimator
\[ \delta_c^{(3)} = \delta_b^{(2)} + c \left( \frac{1}{\|X\|^2} \right)^3 \frac{1 - X^{1/p - 1}}{X} \]
\[ = \left( X - (p - 2) \frac{1}{\|X\|^2} X + \widehat{b} \left( \frac{1}{\|X\|^4} \right)^2 X + c \left( \frac{1}{\|X\|^6} \right)^3 X \right)^{1/p - 1}, \] (11)
where the constant \( \widehat{b} \) is given in (10) and the real positive parameter \( c \) may depend on \( p \).

**Proposition 3.4.** Under the quadratic loss function \( L \) defined in (1), the risk function of the estimator \( \delta_c^{(3)} \) given in (11) is
\[ R(\delta_c^{(3)}, \theta) = R(\delta_b^{(2)}, \theta) + c^2 E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) + 4c(p - 2) E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right) - 8c E\left( \frac{1}{\|X\|^6} \frac{1}{X^{1/p - 1}} \right). \]
Proof.

\[ R(\delta_b^{(3)}, \theta) = E\left( \delta_b^{(2)} + c \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X - \theta \right)^2 \]

\[ = E\left( \| \delta_b^{(2)} - \theta \|^2 + c^2 \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X - \theta \right)^2 + 2\left( \delta_b^{(2)} - \theta, c \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right) \]

\[ = R(\delta_b^{(2)}, \theta) + c^2 E\left( \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right)^2 \]

\[ + 2E\left( \delta_b^{(2)} - \theta, \left( \frac{p-2}{\|X\|^2} \right) - c \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right) \]

\[ = R(\delta_b^{(2)}, \theta) + c^2 E\left( \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right)^2 - 2c(p - 2)E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \]

\[ + 2c^2 E\left( \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right). \]

Using Lemma 2.1 of Shao and Strawderman [18], we get

\[ E\left( \delta_b^{(2)} - \theta, \left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \right) = (p - 2)E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X. \]

Then, a sufficient condition for that the estimator \( \delta_b^{(3)} \) dominates \( \delta_b^{(2)} \) is

\[ 0 \leq c \leq 4(p - 2)^2. \]

\[ \text{Theorem 3.5. Under the quadratic loss function } L \text{ and for } p > 6, \text{ a sufficient condition for that the estimator } \delta_b^{(3)} \text{ dominates } \delta_b^{(2)} \text{ is} \]

\[ 0 \leq c \leq 4(p - 2)^2. \]

Proof. As,

\[ E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \leq \frac{1}{(p - 2)^2} E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \]

\[ \text{and} \]

\[ E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \leq \frac{1}{p - 2} E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X. \]

From the formulas (14) and (15) and using Proposition 3.4, we have

\[ R_w(\delta_b^{(3)}, \theta) \leq R(\delta_b^{(2)}, \theta) + c^2 \left( \frac{1}{(p - 2)^2} \right)^3 \frac{p-2}{\|X\|^3} X \]

\[ + 4cE\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \]

\[ - 8cE\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X \]

\[ = R(\delta_b^{(2)}, \theta) + c \left( \frac{c}{(p - 2)^2} - 4 \right) E\left( \frac{1}{\|X\|^2} \right)^3 \frac{p-2}{\|X\|^3} X. \]

Then, a sufficient condition for that the estimator \( \delta_b^{(3)} \) dominates \( \delta_b^{(2)} \) is

\[ \frac{c}{(p - 2)^2} - 4 \leq 0, \]

which is equivalent to

\[ 0 \leq c \leq 4(p - 2)^2. \]
Remark 3.6. The optimal value for \( c \) that minimizes the RHS of the formula (16) is
\[
\hat{c} = 2(p - 2)^2. \tag{17}
\]
If we replace \( c \) by \( \hat{c} \) in the formula (16), we get
\[
R(\delta_{\hat{c}}^{(3)}, \theta) \leq R\left(\delta_{\hat{b}}^{(2)}, \theta\right) - 4(p - 2)^2E\left(1_{\|X\|^{10}\|p - 2\|_{\text{IVT}} \leq 1}\right) \leq R_o\left(\delta_{\hat{b}}^{(2)}, \theta\right).
\]

Now, we consider the estimator
\[
\delta_d^{(4)} = \delta_{\hat{c}}^{(2)} + d\left(\frac{1}{\|X\|^2}\right)^{\delta_{\hat{b}}}X
\]
\[
= \left(1 - \frac{p - 2}{\|X\|^2}\right)X + \hat{b} \left(\frac{1}{\|X\|^2}\right)^{\delta_{\hat{b}}}X + \hat{c} \left(\frac{1}{\|X\|^2}\right)^{\delta_{\hat{b}}}X + d\left(\frac{1}{\|X\|^2}\right)^{\delta_{\hat{b}}}X \|p - 2\|_{\text{IVT}} \leq 1,
\]
where the constants \( \hat{b} \) and \( \hat{c} \) are given, respectively, in (10) and (17) and the real positive parameter \( d \) may depend on \( p \). Using the same technique used in the proofs of Proposition 3.4, we obtain the following result.

Proposition 3.7. Under the quadratic loss function \( L \) defined in (1), the risk function of the estimator \( \delta_d^{(4)} \) given in (18) is
\[
R(\delta_d^{(4)}, \theta) = R\left(\delta_{\hat{c}}^{(3)}, \theta\right) + d^2E\left(\frac{1}{\|X\|^4\|p - 2\|_{\text{IVT}} \leq 1}\right) + 4d(p - 2)^2E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right)
\]
\[
+ 4d(p - 2)^2E\left(\frac{1}{\|X\|^{10}\|p - 2\|_{\text{IVT}} \leq 1}\right) - 12dE\left(\frac{1}{\|X\|^8\|p - 2\|_{\text{IVT}} \leq 1}\right).
\]

Theorem 3.8. Under the quadratic loss function \( L \) and for \( p > 8 \), a sufficient condition for that the estimator \( \delta_d^{(4)} \) dominates \( \delta_{\hat{c}}^{(3)} \) is
\[
0 \leq d \leq 4(p - 2)^3.
\]

Proof. As,
\[
E\left(\frac{1}{\|X\|^4\|p - 2\|_{\text{IVT}} \leq 1}\right) = E\left(\frac{1}{\|X\|^6\|p - 2\|_{\text{IVT}} \leq 1}\right) \leq E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right) = \frac{1}{(p - 2)^2}E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right), \tag{19}
\]
\[
E\left(\frac{1}{\|X\|^8\|p - 2\|_{\text{IVT}} \leq 1}\right) = E\left(\frac{1}{\|X\|^8\|p - 2\|_{\text{IVT}} \leq 1}\right) \leq E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right) = \frac{1}{(p - 2)^2}E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right), \tag{20}
\]
and
\[
E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right) = E\left(\frac{1}{\|X\|^6\|p - 2\|_{\text{IVT}} \leq 1}\right) \leq E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right) = \frac{1}{p - 2}E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right). \tag{21}
\]
From the formulas (19), (20) and (21) and using Proposition 3.7, we have
\[
R(\delta_d^{(4)}, \theta) \leq R\left(\delta_{\hat{c}}^{(3)}, \theta\right) + d^2\frac{1}{(p - 2)^2}E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right) - 4dE\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right)
\]
\[
= R\left(\delta_{\hat{c}}^{(3)}, \theta\right) + d\left(\frac{d}{p - 2}\right)^3 - 4E\left(\frac{1}{\|X\|^2\|p - 2\|_{\text{IVT}} \leq 1}\right),
\]
then, a sufficient condition for that the estimator \( \delta_d^{(4)} \) dominates \( \delta_{\hat{c}}^{(3)} \) is
\[
0 \leq d \leq 4(p - 2)^3. \quad \Box
Remark 3.9. The optimal value for $d$ that minimizes the RHS of the inequality (22), is
\[ \hat{d} = 2(p - 2)^3. \] (23)

If we replace $d$ by $\hat{d}$ in the formula (22), we get
\[ R(\delta_{s}^{(4)}, \theta) \leq R(\delta_{c}^{(3)}, \theta) - 4(p - 2)^3E\left(\frac{1}{\|X\|^{n}}\right) \leq R(\delta_{c}^{(3)}, \theta). \]

4 Simulation results

We recall the form of the positive part of James-Stein estimator $\delta_{JS}^{+}$ given in (3). Its risk function associated with the quadratic loss function $L$ is given in formula (4).

We also recall the estimators $\delta_{b}^{(2)}$, $\delta_{c}^{(3)}$ and $\delta_{d}^{(4)}$, respectively, in (5), (11) and (18) with $b = \hat{b} = 2(p - 2)$, $c = \hat{c} = 2(p - 2)^2$ and $d = \hat{d} = 2(p - 2)^3$. Their risk functions associated with the quadratic loss function $L$ are obtained by replacing the constants $\hat{b}$, $\hat{c}$ and $\hat{d}$ in Propositions 3.1, 3.4 and 3.7, respectively. In the first part of this section, we present the graphs of the risk ratios of the estimators $\delta_{JS}$, $\delta_{JS}^{+}$, $\delta_{b}^{(2)}$, $\delta_{c}^{(3)}$ and $\delta_{d}^{(4)}$, to the MLE $X$ denoted, respectively:
\[ \frac{R(\delta_{JS}, \theta)}{R(X, \theta)}, \frac{R(\delta_{JS}^{+}, \theta)}{R(X, \theta)}, \frac{R(\delta_{b}^{(2)}, \theta)}{R(X, \theta)}, \frac{R(\delta_{c}^{(3)}, \theta)}{R(X, \theta)} \text{ and } \frac{R(\delta_{d}^{(4)}, \theta)}{R(X, \theta)} \]
as a function of $\lambda = \|\theta\|^2$, for various values of $p$. In the second part of this section, we present two tables. The first containing the values of risk ratios $\frac{R(\delta_{JS}, \theta)}{R(X, \theta)}$ and $\frac{R(\delta_{JS}^{+}, \theta)}{R(X, \theta)}$ as a function of variable $\lambda = \|\theta\|^2$, for various values of $p$. In the second table, we give the values of risk ratios $\frac{R(\delta_{b}^{(2)}, \theta)}{R(X, \theta)}$ and $\frac{R(\delta_{c}^{(3)}, \theta)}{R(X, \theta)}$ as a function of variable $\lambda = \|\theta\|^2$, for various values of $p$.
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Figure 1: Graph of risk ratios $\frac{R(\delta_{JS}, \theta)}{R(X, \theta)}$ and $\frac{R(\delta_{JS}^{+}, \theta)}{R(X, \theta)}$ as a function of $\lambda$ for $p = 6$. 
Figure 2: Graph of risk ratios $\frac{R(\delta_b, \theta)}{R(\xi, \theta)}$ and $\frac{R(\delta^{(2)}, \theta)}{R(\xi, \theta)}$ as a function of $\lambda$ for $p = 6$.

Figure 3: Graph of risk ratios $\frac{R(\delta_b, \theta)}{R(\xi, \theta)}$ and $\frac{R(\delta^{(2)}, \theta)}{R(\xi, \theta)}$ as a function of $\lambda$ for $p = 8$.

Figure 4: Graph of risk ratios $\frac{R(\delta_b, \theta)}{R(\xi, \theta)}$ and $\frac{R(\delta^{(3)}, \theta)}{R(\xi, \theta)}$ as a function of $\lambda$ (for $\lambda \in [0;5]$) for $p = 8$. 
Figure 5: Graph of risk ratios $\frac{R(1, \theta)}{R(X, \theta)}$ and $\frac{\sigma(1, \theta)}{\sigma(X, \theta)}$ as a function of $\lambda$ ($\lambda \in [0, 1]$) for $p = 8$.

Figure 6: Graph of risk ratios $\frac{R(2, \theta)}{R(X, \theta)}$ and $\frac{\sigma(2, \theta)}{\sigma(X, \theta)}$ as a function of $\lambda$ for $p = 10$.

Figure 7: Graph of risk ratios $\frac{R(3, \theta)}{R(X, \theta)}$ and $\frac{\sigma(3, \theta)}{\sigma(X, \theta)}$ as a function of $\lambda$ for $p = 10$. 
Figures 1–7 show that the risk ratios \( R_{\delta \theta}^{(\phi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \), \( R_{\delta \theta}^{(\chi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \) are less than 1, then the estimators \( \delta_{JS} \), \( \delta_{JS}^{(2)} \), \( \delta_{JS}^{(4)} \) and \( \delta_{JS}^{(6)} \) dominate the MLE \( X \) for diver values of \( p \), therefore, they are minimax. We note that the estimator \( \delta_{JS}^{(2)} \) dominates the positive part of James-Stein estimator \( \delta_{JS} \), \( \delta_{JS}^{(4)} \) dominates \( \delta_{JS}^{(2)} \) and \( \delta_{JS}^{(6)} \) dominates \( \delta_{JS}^{(4)} \) for the selected values of \( \lambda \) and \( p \). In the next, we present tables, first we give a table that shows the values of the risk ratios \( R_{\delta \theta}^{(\phi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \), \( R_{\delta \theta}^{(\chi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \) for the different values of \( \lambda \) and \( p \). The first entry is \( R_{\delta \theta}^{(\phi)} \), the middle entry is \( R_{\delta \theta}^{(\psi)} \) and the third entry is \( R_{\delta \theta}^{(\chi)} \).

### Table 1: Risk ratios \( R_{\delta \theta}^{(\phi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \), \( R_{\delta \theta}^{(\chi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \) for different values of \( \lambda = \|\theta\|^2 \) and \( p \)

| \( \lambda \) | \( p = 8 \) | \( p = 10 \) | \( p = 12 \) | \( p = 14 \) | \( p = 16 \) |
|---|---|---|---|---|---|
| 0.6256 | 0.2242 | 0.1783 | 0.1479 | 0.1264 | 0.1044 |
| 0.2225 | 0.1778 | 0.1477 | 0.1263 | 0.1043 |
| 0.2207 | 0.1772 | 0.1475 | 0.1263 | 0.1043 |
| 1.2418 | 0.2800 | 0.2261 | 0.1896 | 0.1632 | 0.1431 |
| 0.2785 | 0.2257 | 0.1894 | 0.1631 | 0.1431 |
| 0.2769 | 0.2252 | 0.1893 | 0.1630 | 0.1430 |
| 2.4948 | 0.3775 | 0.3121 | 0.2660 | 0.2317 | 0.2052 |
| 0.3764 | 0.3118 | 0.2659 | 0.2316 | 0.2052 |
| 0.3753 | 0.3114 | 0.2658 | 0.2317 | 0.2052 |
| 5.0019 | 0.5221 | 0.4462 | 0.3895 | 0.3455 | 0.3105 |
| 0.5215 | 0.4460 | 0.3894 | 0.3455 | 0.3105 |
| 0.5209 | 0.4458 | 0.3893 | 0.3455 | 0.3105 |
| 10.4311 | 0.6944 | 0.6209 | 0.5613 | 0.5121 | 0.4708 |
| 0.6942 | 0.6208 | 0.5613 | 0.5121 | 0.4707 |
| 0.6941 | 0.6208 | 0.5612 | 0.5120 | 0.4707 |
| 20.0000 | 0.8150 | 0.7581 | 0.7082 | 0.6644 | 0.6256 |
| 0.8150 | 0.7581 | 0.7082 | 0.6644 | 0.6256 |
| 0.8150 | 0.7581 | 0.7082 | 0.6644 | 0.6256 |

In Table 1, we note that if \( \lambda = \|\theta\|^2 \) is small, the gain of the risk ratios \( R_{\delta \theta}^{(\phi)} \), \( R_{\delta \theta}^{(\psi)} \), \( J_S(\cdot) \) and \( R_{\delta \theta}^{(\chi)} \) is very important. Also, if the values of \( \lambda \) increase, the gain decreases and approaches to zero, a little improvement is then obtained. We also observe that, if the values of \( p \) increase, the gain decreases. We conclude that, the gain is important when the parameters \( p \) and \( \lambda \) are small. As seen above, the gain of the risk ratios is influenced by various values of \( p \) and \( \lambda \).

Now, we give a table that presents the values of risk ratios \( R_{\delta \theta}^{(\psi)} \) and \( R_{\delta \theta}^{(\chi)} \) for various values of \( \lambda \) and \( p \). The first entry is \( R_{\delta \theta}^{(\psi)} \) and the second entry is \( R_{\delta \theta}^{(\chi)} \).
In Table 2, we note that the gain of risk ratios $R_{\delta_\theta}^d(X, \theta)$ and $R_{\delta_\theta}^c(X, \theta)$ for different values of $\lambda = \|\theta\|^2$ and $p$

| $\lambda$  | $p = 10$ | $p = 12$ | $p = 14$ | $p = 16$ |
|-----------|----------|----------|----------|----------|
| 0.6256    | 0.1772   | 0.1475   | 0.1263   | 0.1043   |
|           | 0.1766   | 0.1473   | 0.1262   | 0.1043   |
| 1.2418    | 0.2252   | 0.1893   | 0.1630   | 0.1431   |
|           | 0.2246   | 0.1891   | 0.1630   | 0.1430   |
| 2.4948    | 0.3114   | 0.2658   | 0.2317   | 0.2052   |
|           | 0.3110   | 0.2656   | 0.2317   | 0.2052   |
| 5.0019    | 0.4458   | 0.3893   | 0.3455   | 0.3105   |
|           | 0.4456   | 0.3893   | 0.3455   | 0.3105   |
| 10.4311   | 0.6208   | 0.5612   | 0.5120   | 0.4707   |
|           | 0.6208   | 0.5612   | 0.5120   | 0.4707   |
| 20.0000   | 0.7581   | 0.7082   | 0.6644   | 0.6256   |
|           | 0.7581   | 0.7082   | 0.6644   | 0.6256   |

In Table 2, we note that the gain of risk ratios $R_{\delta_\theta}^d(X, \theta)$ and $R_{\delta_\theta}^c(X, \theta)$ for different values of $\lambda = \|\theta\|^2$ and $p$ is less than the gain in Table 1, namely, there is a little improvement in the domination of the estimator $\delta_\theta^{(4)}$ to the estimator $\delta_\theta^{(3)}$ if comparing with the improvement of the estimator $\delta_b^{(2)}$ to the positive part of James-Stein estimator $\delta_{JS}^+$ or the improvement of the estimator $\delta_c^{(3)}$ to the estimator $\delta_b^{(2)}$. We can also remark that the parameters $p$ and $\lambda$ have the same influence on the risk ratios, as in Table 1.

5 Conclusion

In this work, we studied the estimation of the mean $\theta$ of a multivariate normal distribution $X \sim N_p(\theta, \sigma^2 I_p)$, where $\sigma^2$ is known. The criterion adopted for comparing two estimators is the risk associated with the quadratic loss function. First, we considered the new class of shrinkage estimators $\delta_b^{(2)} = \delta_{JS}^+ + b\left(\frac{1}{1+b}\right)^2 X \mathbb{1}_{\|X\|^2 \leq 1}$, then we showed that if the constant $b$ is in a specific interval, the estimator $\delta_b^{(2)}$ dominates the positive part of James-Stein estimator $\delta_{JS}^+$. Thus, it is also minimax. Secondly, we introduced estimators of polynomial form with the indeterminate $X \mathbb{1}_{\|X\|^2 \leq 1}$, namely, we recursively added a term of the form $\alpha(1/\|X\|^2)^{m \mathbb{1}_{\|X\|^2 \leq 1}} X$, where $\alpha$ is a real constant may depend on $p$ and the parameter $m$ is integer. Then we constructed a class of estimators dominating the class of estimators defined previously. And consequently we obtained a series of the shrinkage estimators of polynomial form with the indeterminate $1/\|X\|^2 X \mathbb{1}_{\|X\|^2 \leq 1}$ and showed that if we increase the degree of the polynomial we can constructed a better estimator from the one previously given. An extension of this work is to obtain the similar results in the case where the model has a symmetrical spherical distribution.
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