MEASURING DIRECTED INTERACTIONS USING CELLULAR NEURAL NETWORKS WITH COMPLEX CONNECTION TOPOLOGIES
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We advance our approach of analyzing the dynamics of interacting complex systems with the nonlinear dynamics of interacting nonlinear elements. We replace the widely used lattice-like connection topology of cellular neural networks (CNN) by complex topologies that include both short- and long-ranged connections. With an exemplary time-resolved analysis of asymmetric nonlinear interdependencies between the seizure generating area and its immediate surrounding we provide first evidence for complex CNN connection topologies to allow for a faster network optimization together with an improved approximation accuracy of directed interactions.
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1. Introduction

Synchronization phenomena play an important role in nearly all fields of science, including physics, chemistry, economy, and the neurosciences\textsuperscript{11,12}. The human epileptic brain can be regarded as a prominent example in which different forms of synchronization can be observed. Estimators for synchronization\textsuperscript{13} are highly attractive to characterize interactions between brain areas involved in ictogenesis.

Promising computational platforms for approximating these estimators are, among other approaches\textsuperscript{5} Cellular Neural (or Nonlinear) Networks (CNN) as they are capable of universal computation and offer massive computing power while minimizing space and energy consumption and are
already available as analogue integrated circuits. Recent studies have shown that the approach of analyzing the dynamics of interacting complex systems with the nonlinear dynamics of interacting nonlinear elements can also be extended to the concepts of phase synchronization and generalized synchronization. With the latter concept symmetric and asymmetric nonlinear interdependence measures can be defined that allow one to characterize strength and direction of interactions.

We investigated whether a CNN-based characterization of directed interactions can further be improved by modifying the canonical Chua–Yang CNN. This CNN consists of a regular (lattice-like) arrangement of cells which we replace by complex topologies. We evaluate approximation accuracies through the analysis of directed interactions in long-term, multi-channel, intracranial electroencephalographic (iEEG) recordings from an epilepsy patient.

2. Methods

2.1. Nonlinear Interdependencies

Let $A$ and $B$ denote two dynamical systems and let $a_n, n = 1, \ldots, N$ and $b_n, n = 1, \ldots, N$ denote time series of some observable of the respective system. With

$$\vec{a}_n = (a_n, \ldots, a_{n-(d_e-1)\tau}) \quad \text{and} \quad \vec{b}_n = (b_n, \ldots, b_{n-(d_e-1)\tau})$$

(1)

we denote the reconstructed delay vectors in state space with an appropriate chosen time delay $\tau$ and embedding dimension $d_e$. Given some reference point in state space, the mean-squared Euclidean distance to its $k$ nearest neighbors reads:

$$R_n^{(k)}(A) = \frac{1}{k} \sum_{j=1}^{k} (\vec{a}_n - \vec{a}_{r_n,j})^2,$$

(2)

where $r_{n,j}, j = 1, \ldots, k$ denote the time indices of the $k$ nearest neighbors of $\vec{a}_n$. With $s_{n,j}, j = 1, \ldots, k$ as time indices of the $k$ nearest neighbors of $\vec{b}_n$, $R_n^{(k)}(B)$ is defined analogously. In addition, the $B$-conditioned mean-squared Euclidean distance in the state space of system $A$ is derived by replacing the nearest neighbors of $\vec{a}_n$ by the equal-time partners of the nearest neighbors of $\vec{b}_n$:

$$R_n^{(k)}(A|B) = \frac{1}{k} \sum_{j=1}^{k} (\vec{a}_n - \vec{a}_{s_{n,j}})^2.$$

(3)
$R_n^{(k)}(B|A)$ is defined in complete analogy, and the nonlinear interdependence $S^{(k)}$ then reads\cite{22}

$$S^{(k)}(A|B) = \frac{1}{M} \sum_{n=1}^{M} \frac{R_n^{(k)}(A)}{R_n^{(k)}(A|B)},$$

where $M$ denotes the total number of state space vectors. Strength and direction of interactions can be characterized via a symmetric and asymmetric measure:

$$S_{\text{symm}}^{(k)} = \frac{S^{(k)}(A|B) + S^{(k)}(B|A)}{2},$$

$$S_{\text{asymm}}^{(k)} = \frac{S^{(k)}(A|B) - S^{(k)}(B|A)}{2}.$$

### 2.2. Cellular Neural Networks (CNN)

Artificial Neural Networks (ANNs) are computational tools inspired by the brain that have found extensive utilization in complex real-world problems.\cite{21} An ANN consists of simple artificial cells or processing units which are connected via edges, but there exists no single formal definition of what an ANN exactly is. ANNs feature characteristics such as high parallelism, intrinsic nonlinearity, as well as fault and noise tolerance. More importantly, ANNs can be trained using a set of given examples and offer the ability to generalize.\cite{22,23}

A Cellular Neural Network (CNN) is a subset of ANN where—in contrast to a Hopfield network\cite{24}—only local connections between cells are allowed.\cite{16} Hence the number of edges increases only linearly with the number of cells of the network.

#### 2.2.1. Dynamics of a CNN

Following Ref.\cite{25}, a CNN is a spatial arrangement of locally connected cells, where each cell is a dynamical system which has an input $u$, bias $z$, output $y(t)$ and state $x(t)$ evolving according to some state equation (cf. Fig.\cite{1}).

Let us first consider a CNN which consists of a two-dimensional $M \times N$ translation-invariant lattice of cells with nonlinear interactions. The corresponding state equation for cell $(i, j)$ ($i \in [1, M]$ and $j \in [1, N]$) reads

$$\dot{x}_{ij}(t) = -x_{ij}(t) + \sum_{lm \in I_{ij}} A_{lm} y_{lm}(t) + \sum_{lm \in I_{ij}} B_{lm} u_{lm} + z,$$
Fig. 1. Representation of a single cell of a CNN. Each cell is a dynamical system with state \( x(t) \) evolving according to some state equation.

where \( \mathcal{I}_{ij} \) denotes the sphere of influence of cell \((i,j)\), and \( l, m \in \mathcal{I}_{ij} \). \( A_{lm} \) and \( B_{lm} \) denote the feedback and feed-forward template functions, respectively. In order to present the time series \( a_n, b_n, N = 4096 \) to the network, we used a line wise alignment, i.e., the rightmost cell in a row is connected to the leftmost cell in the following row. Time series \( a_n \) was assigned to the input \( u \) and time series \( b_n \) to the initial state \( x(0) \) of the CNN. Together with the chosen boundary condition this alignment preserves the temporal order of the time series. Nevertheless it may introduce correlations between uncorrelated data points within the time series.

Following Ref. 11, we here define the canonical Chua–Yang CNNcan as a quadratic network arrangement \((M \times N = 64)\) with a minimum possible \(3 \times 3\) sphere of influence as well as polynomial-type template functions of order three (cf. Fig. 2 left). In order to investigate whether complex connection topologies allow for an improved CNN-based characterization of directed interactions, we additionally consider two modified versions of CNNcan:

With CNNlr we define a topology, in which some short- and long-ranged connections between cell \((i,j)\) and cells of its sphere of influence are introduced. The distance of the long-ranged connections corresponds to the time of the first maximum of the autocorrelation function of time series \( a_n \) and \( b_n \), respectively (normalized by the sampling interval), thus minimizing the aforementioned effect of connecting possibly uncorrelated data. Short-ranged connections exist between cells \((i,j)\) and \((i,j-1)\) and between cells \((i,j)\) and \((i,j+1)\) (cf. Fig. 2 middle). Eventually we fully relax the canonical topology by choosing connections between cell \((i,j)\) and eight other cells (that comprise the sphere of influence) at random (CNNran; cf. Fig. 2 right). Each sphere of influence remained translation-invariant and consisted of nine (eight to other cells and one to itself) connections to ensure comparability between different topologies.
(a) CNNcan
(b) CNNlr
(c) CNNran

Fig. 2. CNN with the canonical (a) and with complex connection topologies (b and c). In (b) long-ranged connections are chosen according to the time of the first maximum of the autocorrelation function for each time series separately. In (c) short- and long-ranged connections are chosen at random.

2.2.2. Optimization and Validation

In the following, we denote with $U$, $X(t)$, and $Y(t)$ the inputs, states and outputs of all CNN cells. In order to optimize the networks we used an evolutionary algorithm\textsuperscript{26,27} with the following parameters: population size: 50, number of survivors: 10, number of immigrants: 10, maximum number of iteration steps: 300.

We performed an in-sample optimization of our CNN using $V = 20$ representative pairs of time series of 20.48 s duration (in total $\approx 7$ min EEG) each along with the corresponding value of the nonlinear interdependence measure calculated according to Eq. (5) (denoted as $S_{\text{ref.}}$ in the following) with $\tau = 5$, $d_e = 10$, and $k = 6$. Half of the values represented weakly dependent time series ($S_{\text{ref. low asymm.}} \in [-0.04, -0.02]$), and the other half stronger dependent time series ($S_{\text{ref. high asymm.}} \in [0.04, 0.06]$), respectively.\textsuperscript{28} To check for possible over-optimization of our CNN, we performed an additional out-of-sample validation using a similar setup as before but with another set of 20 pairs of time series along with the corresponding values of the nonlinear interdependence.

The approximated asymmetric nonlinear interdependence measure $S_{\text{asymm.}}^{(k)}$ was obtained by the rescaled mean output of all cells:

$$S_{\text{asymm.}}^{(k)} = \left( \frac{S_{\text{asymm.}}^{\text{high}}}{{\cal M}{\cal N}} - \frac{S_{\text{asymm.}}^{\text{low}}}{{\cal M}{\cal N}} \sum_{i,j=0}^{M,N} y_{i,j}(\tau_{\text{trans}}) + 1 \right) \frac{1}{2} + S_{\text{asymm.}}^{\text{ref. low}}$$

(7)

After choosing random initial values for the components of templates $\mathcal{A}$ and $\mathcal{B}$ and for the global cell bias $z$ the global error was minimized:
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\[ E_g = \frac{1}{V} \sum_{v=0}^{V-1} \frac{1}{4M^2N} \sum_{i,j=0}^{M,N} \left( y_{i,j,v}(\tau_{\text{trans}}) - Y_{v}^{\text{ref}} \right)^2 \]  

where \( \tau_{\text{trans}} \) denotes some fixed transition time. All calculations were performed using our distributed computing system and network simulations were performed with Conedy.

3. CNN-based iEEG Analysis

We analyzed directed interactions in multi-channel iEEG recordings from an epilepsy patient who underwent presurgical evaluation of a left-sided mesial temporal lobe epilepsy. After selective amygdalo-hippocampectomy the patient is completely seizure-free. The patient had signed informed consent that the clinical data might be used and published for research purposes. The study protocol had previously been approved by the ethics committee of the University of Bonn. iEEG was measured from bilaterally implanted intrahippocampal depth electrodes. iEEG data were sampled at 200 Hz using a 16 bit analog-to-digital converter and filtered within a frequency band of 0.5–85 Hz.

In the following we report our findings of estimating directed interactions between the seizure generating area and its immediate surrounding in a time-resolved manner (moving window analysis; non-overlapping windows of 20.48 s duration). We here restrict ourselves to an interictal recording lasting for about 25 hours.

First of all we note that short- and long-term fluctuations of nonlinear interdependencies between brain regions could well be approximated even with CNN with complex connection topologies. This observation does not only extend previous findings but it also indicates that the use of complex topologies leads to a faster optimization and validation of the CNN (cf. upper parts of Fig. 3–5). More importantly, when comparing performance data of the three investigated CNN, approximation accuracy increased from 87.5% (CNNcan) to 90.1% (CNNran) to 92.7% (CNNlr) (cf. lower parts of Fig. 3–5).

4. Conclusion

We have investigated whether a CNN-based approximation of directed interactions between the dynamics of different areas of the human epileptic brain can be improved by replacing the lattice-like arrangement of CNN
cells by complex connection topologies. Findings obtained from an exemplary analysis of directed interactions in intracranial electroencephalographic recordings from an epilepsy patient indicate that complex connection topologies allow for a faster optimization of CNN together with an improved approximation accuracy of nonlinear interdependence. Our preliminary though promising findings need to be validated on the data from a larger group of patients.

Although our findings are, at present, restricted to simulated or digital realizations of CNN, their powerful computational capacity and generalization capability combined with small size and low power consumption of hardware realizations render these networks highly attractive for the development of miniaturized seizure prediction devices.
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Fig. 3. Exemplary findings obtained with CNNcan. Top: Global error $E_g$ (cf. Eq. (8)) depending on the number of iteration steps during in-sample optimization (dotted line) and during out-of-sample validation (solid line). Bottom: Temporal evolution of analytically calculated (black line) and approximated nonlinear interdependence $S_{asymm}$ (gray line) between the seizure generating area and its immediate surrounding. Profiles are smoothed using a 15-point ($\approx 5$ min) moving-average filter for better visualization. The CNN-approximation was performed with the templates $\mathcal{A}$ and $\mathcal{B}$ and the global cell bias $z$ obtained in iteration step 80.
Fig. 4. Same as Fig. 3 but for CNNlr. The CNN-approximation of the nonlinear interdependence $S_{\text{asym}}$ was performed with the templates $A$ and $B$ and the global cell bias $z$ obtained in iteration step 58.
Fig. 5. Same as Fig. 3 but for CNNran. The CNN-approximation of the nonlinear interdependence $S_{\text{asym}}$ was performed with the templates $A$ and $B$ and the global cell bias $z$ obtained in iteration step 40.