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Abstract—Different objects in the same scene are more or less related to each other, but only a limited number of these relationships are noteworthy. Inspired by Detection Transformer, which excels in object detection, we view scene graph generation as a set prediction problem. In this article, we propose an end-to-end scene graph generation model Relation Transformer (RelTR), which has an encoder-decoder architecture. The encoder reasons about the visual feature context while the decoder infers a fixed-size set of triplets subject-predicate-object using different types of attention mechanisms with coupled subject and object queries. We design a set prediction loss performing the matching between the ground truth and predicted triplets for the end-to-end training. In contrast to most existing scene graph generation methods, RelTR is a one-stage method that predicts sparse scene graphs directly only using visual appearance without combining entities and labeling all possible predicates. Extensive experiments on the Visual Genome, Open Images V6, and VRD datasets demonstrate the superior performance and fast inference of our model.
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I. INTRODUCTION

In SCENE understanding, a scene graph is a graph structure whose nodes are the entities that appear in the image and whose edges represent the relationships between entities [1]. Scene graph generation (SGG) is a semantic understanding task that goes beyond object detection and is closely linked to visual relationship detection [2]. At present, scene graphs have shown their potential in different vision-language tasks such as image retrieval [1], image captioning [3], [4], visual question answering (VQA) [5] and image generation [6], [7]. The task of scene graph generation has also received sustained attention in the computer vision community. Most existing methods for generating scene graphs employ an object detector (e.g., FasterRCNN [8]) and use some specific neural networks to infer the relationships. The object detector generates proposals in the first stage, and the relationship classifier labels the edges between the object proposals for the second stage. Although these two-stage approaches have made incredible progress, they still suffer from the drawback that these models require a large number of trained parameters. If $n$ object proposals are given, the relationship inference network runs the risk of learning based on erroneous features provided by the detection backbone and has to predict $O(n^2)$ relationships (see Fig. 1). This manipulation may lead to the selection of triplets based on the confident scores of object proposals rather than interest in relationships. Many previous works [9], [10], [11], [12], [13] have integrated semantic knowledge to improve their performance. However, these models face significant biases in relationship inference conditional on subject and object categories. They prefer to predict the predicates that are popular between particular subjects and objects, rather than those based on visual appearance.

Recently, the one-stage models have emerged in the field of object detection [14], [15], [16], [17]. They are attractive for the fast speed, low costs, and simplicity. These are also the properties that are urgently needed for the scene graph generation models. Detection Transformer (DETR) [18] views object detection as an end-to-end set prediction task and proposes a set-based loss via bipartite matching. This strategy can be extended to scene graph generation: based on a set of learned subject and object queries, a fixed number of triplets $\langle$subject-predicate-object$\rangle$ could be predicted by reasoning about the global image context and co-occurrences of entities. However, it is challenging to

Fig. 1. Different from most existing two-stage methods that label the dense relationships between all entity proposals, our one-stage approach can predict the pair proposals directly and generate a sparse scene graph with only visual appearance.
implement such an intuitive idea. The model needs to predict both the location and the category of the subject and object, and also consider their semantic connection. Furthermore, the direct bipartite matching is not competent to assign ground truth information to relationship predictions. This article aims to address these challenges.

We propose a novel end-to-end framework for scene graph generation, named Relation Transformer (RelTR). As shown in Fig. 1, RelTR can detect the triplet proposals with only visual appearance and predict subjects, objects, and their predicates concurrently. We evaluate RelTR on Visual Genome [19] and large-scale Open Images V6 [20]. The main contributions of this work are summarized as follows:

- In contrast to most existing advanced approaches that classify the dense relationships between all entity proposals from the object detection backbone, our one-stage method can generate a sparse scene graph by decoding the visual appearance with the subject and object queries learned from the data.
- RelTR generates scene graphs based on visual appearance only, which has fewer parameters and faster inference compared to other SGG models while achieving state-of-the-art performance.
- A set prediction loss is designed to perform the matching between the ground truth and predicted triplets with an IoU-based assignment strategy.
- With the decoupled entity attention, the triplet decoder of RelTR can improve the localization and classification of subjects and objects with the entity detection results from the entity decoder.
- Through comprehensive experiments, we explore which components are critical for the performance and analyze the working mechanism of learned subject and object queries.
- RelTR can be simply implemented. The source code and pretrained model are publicly available at https://github.com/yrcong/RelTR.

The remainder of the paper is structured as follows. In Section II, we review related work in scene graph generation. Section III presents our proposed method. Experimental results of the proposed framework are discussed in Section IV. Section V concludes this article.

II. RELATED WORK

A. Scene Graph Generation

Scene graphs have been proposed in [1] for the task of image retrieval and attract increasing attention in computer vision and natural language processing communities for different scene understanding tasks such as image captioning [21], [22], [23], VQA [24], [25] and image synthesis [26], [27]. The main purpose of scene graph generation (SGG) is to detect the relationships between objects in the scene. Many earlier works were limited to identifying specific types of relationships such as spatial relationships between entities [28], [29]. The universal visual relationship detection is introduced in [2]. Their inference framework, which detects entities in an image first and then determines dense relationships, was widely adopted in subsequent works, including their evaluation settings and metrics as well.

Now many models [30], [31], [32], [33], [34], [35], [36], [37] are available to generate scene graphs from different perspectives, and some works even extend the scene graph generation task from images to videos [38], [39], [40], [41]. To solve the problem of class imbalance, several unbiased scene graph generation methods are recently proposed [42], [43], [44], [45]. Two-stage methods following [2] are currently dominating scene graph generation: several works [9], [30], [46], [47] use residual neural networks with the global context to improve the quality of the generated scene graphs. Xu et al. [46] use standard RNNs to iteratively improve the relationship prediction via message passing while MotifNet [9] stacks LSTMs to reason about the local and global context. Graph-based models [10], [48], [49], [50], [51] perform message passing and demonstrate good results. Factorizable Net [49] decomposes and combines the graphs to infer the relationships. The attention mechanism is integrated into different types of graph-based models such as Graph R-CNN [48], GPl [52] and ARN [53]. With the rise of Transformer [54], there are several attempts using Transformer to detect visual relationships and generate scene graphs in very recent works [34], [55], [56]. RelTransformer [57] tackles the compositionality in visual relationship recognition with an effective message-passing flow. To improve performance, many works are no longer limited to using only visual appearance. Semantic knowledge can be utilized as an additional feature to infer scene graphs [2], [9], [11], [58], [59], [60]. Furthermore, statistic priors and knowledge graphs have been introduced in [11], [61], [62].

Compared to the boom of two-stage approaches, one-stage approaches are still in their infancy and have the advantage of being simple, fast, and easy to train. FCSGG [63] is a one-stage scene graph generation framework that encodes objects as box center points and relationships as 2D vector fields. While FCSGG model being lightweight and fast speed, it has a significant performance gap compared to other two-stage methods. To fill this gap, we propose Transformer-based RelTR using only visual appearance in this work with fewer parameters, faster inference speed, and higher accuracy. Recently, SGTR [64] also introduces an end-to-end framework predicting entity and predicate proposals independently. A graph assembling module is designed to connect the entity and predicates. In contrast, our RelTR directly predicts triplet proposals and achieves higher recall scores. Distinct from the other two-stage Transformer-based approaches [34], [55], [56] that utilize the attention mechanism to capture the context of the entity proposals from an object detector, RelTR can decode the global feature maps directly with the subject and object queries learned from the data to generate a sparse scene graph.

B. Transformer and Set Prediction

The original Transformer architecture was proposed in [54] for sequence transduction. Its encoder-decoder configuration and attention mechanism is also used to solve various vision
tasks in different ways, e.g., object detection [18], image pre-
training [65], human-object interaction (HOI) detection [66],
and dynamic scene graph generation [39].

DETR [18] is a seminal work based on Transformer archi-
tecture for object detection in recent years. It views detection
as a set prediction problem. In the end-to-end training, with
the object queries, DETR predicts a fixed-size set of object
proposals and performs a bipartite matching between proposals
and ground truth objects for the loss function. This concept
of query-based set prediction quickly gains popularity in the
computer vision community. Many tasks can be reformulated
as set prediction problems, e.g., instance segmentation [67],
image captioning [68] and multiple-object tracking [69]. Some
works [70], [71] attempt to further improve object detection
based on DETR.

HOI detection localizes and recognizes the relationships be-
tween humans and objects, whose result is a sub-graph of the
scene graph. Several HOI detection frameworks [66], [72] have
been developed that use holistic triplet queries to directly infer
a set of interactions. However, such a concept is difficult to
generalize to the more complex task of scene graph gener-
ation. On large-scale datasets, such as Visual Genome [19] and
Open Images [20], localization and classification of subjects
and objects using only triplet queries may likely result in low
accuracy. On the contrary, our proposed ReLTR predicts the
general relationships using coupled subject and object queries
to achieve high accuracy.

III. METHOD

A scene graph $G$ consists of entity vertices $\mathcal{V}$ and relationship
edges $\mathcal{E}$. Different from previous works that detect a set of
entity vertices and label the predicates between the vertices, we
propose a one-stage model, Relation Transformer (ReLTR), to
directly predict a fixed-size set of $< \mathcal{V}_{sub} - \mathcal{E}_{pred} - \mathcal{V}_{obj} >$ for
scene graph generation.

A. Preliminaries

1) Transformer: We provide a brief review on Transformer and its
attention mechanism. Transformer [54] has an encoder-
dercoder structure and consists of stacked attention functions.
The input of a single-head attention is formed from queries $Q$,
keys $K$ and values $V$ while the output is computed as:

$$
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V, \quad (1)
$$

where $d_k$ is the dimension of $K$. In order to benefit from the
information in different representation sub-spaces, multi-head
attention is applied in Transformer. A complete attention func-
tion is a multi-head attention followed by a normalization layer
with residual connection and denoted as $\text{Att}(\cdot)$ in this article for
similarity.

2) DETR: This entity detection framework [18] is built upon
the standard Transformer encoder-decoder architecture. First,
a CNN backbone generates a feature map $Z_0 \in \mathbb{R}^{HW \times d}$ for
an image. With the self-attention mechanism, the encoder com-
putes a new feature context $Z \in \mathbb{R}^{HW \times d}$ using the flatted $Z_0$
and fixed positional encodings $E_p \in \mathbb{R}^{HW \times d}$. The decoder transforms $N_e$ entity queries into the entity representations
$Q_e \in \mathbb{R}^{N_e \times d}$. The entity queries interact with each other to
capture the entity context and extract visual features from $Z$. For
the end-to-end training, a set prediction loss for entity detection
is proposed in DETR by assigning the ground truth entities to
predictions. The ground truth set of size $N_e$ is padded with $\phi$
$<\text{background}>$, and a cost function $c_{\text{box}}(\hat{y}, y)$ is applied to
calculate the matching cost between a prediction $\hat{y}$ and ground
truth entity $y = \{c, b\}$ where $c, b$ indicates the target class and
box coordinates respectively. Given the cost matrix $C_{\text{ent}}$, the
entity prediction-ground truth assignment is computed with the
Hungarian algorithm [73]. The set prediction loss for entity
detection can be presented as:

$$
L_{\text{entity}} = \sum_{i=1}^{N_e} \left[ L_{\text{cls}} + 1(c_i \neq \phi) L_{\text{box}} \right], \quad (2)
$$

where $L_{\text{cls}}$ denotes the cross-entropy loss for label classification
and $c_i \neq \phi$ means that $<\text{background}>$ is not assigned to the
$i$ th entity prediction. $L_{\text{box}}$ consists of $L_1$ loss and generalized
IoU loss [74] for box regression.

B. ReLTR Model

As shown in Fig. 2, our one-stage model ReLTR has an encoder-decoder architecture, which directly predicts $N_t$ triplets
without inferring the possible predicates between all entity pairs.
It consists of the feature encoder extracting the visual feature
context, the entity decoder capturing the entity representations
from DETR [18], and the triplet decoder with the subject and
object branches. A triplet decoder layer contains three attention
functions, coupled self-attention (CSA), decoupled visual atten-
tion (DVA), and decoupled entity attention (DEA), respectively.
Given $N_t$ coupled subject and object queries, the triplet decoder
layer reasons about the feature context $Z$ and entity represen-
tations $Q_e$ from the entity decoder layer to directly output
the information of $N_t$ triplets without inferring the possible
predicates between all entity pairs.

1) Subject and Object Queries: There are two types of
learned embeddings, namely subject queries $Q_s \in \mathbb{R}^{N_t \times d}$
and object queries $Q_o \in \mathbb{R}^{N_t \times d}$, for the subject branch and object
branch respectively. These $N_t$ pairs of subject and object queries
are transformed into $N_t$ pairs of subject and object represen-
tations of size $d$. However, the subject query and the object
query are not actually linked together in a query pair since the
attention layers in the triplet decoder are permutation invariant.
In order to distinguish between different triplets, the learnable
triplet encodings $E_t \in \mathbb{R}^{N_t \times d}$ are introduced.

2) Coupled Self-Attention (CSA): Coupled self-attention
captures the context between $N_t$ triplets and the dependencies
between all subjects and objects. Although the triplet encodings
$E_t$ are already available, we still need subject encodings $E_s$
and object encodings $E_o$ of the same size as $E_t$ to inject
the semantic concepts of $<\text{subject}>$ and $<\text{object}>$ in
coupled self-attention. Both $E_s$ and $E_o$ are randomly initialized
and learned in the training. The subject and object queries are
encoded and the output of CSA can be formulated as:

\[
Q = K = [Q_s + E_s + E_t, Q_o + E_o + E_t]
\]

\[
[Q_s, Q_o] = \text{Att}_{CSA}(Q, K, [Q_s, Q_o]),
\]

where \([,]\) indicates the unordered concatenation operation and the updated embeddings keep the original symbols unchanged for brevity. The output of CSA \([Q_s, Q_o]\) is decoupled into \(Q_s\) and \(Q_o\) which continue to be used for the subject branch and the object branch, respectively. Coupled self-attention enables the subject queries \(Q_s\) and object queries \(Q_o\) aware of each other and provides the preconditions for the following cross-attentions.

3) Decoupled Visual Attention (DVA): Decoupled visual attention concentrates on extracting visual features from the feature context \(Z\). Decoupled means that the computations of subject and object representations are independent of each other, which is distinct from CSA. In the subject branch, \(Q_s \in \mathbb{R}^{N_s \times d}\) are updated through their interaction with the feature context \(Z \in \mathbb{R}^{HW \times d}\). The feature context combines with fixed position encodings \(E_p \in \mathbb{R}^{HW \times d}\) again in DVA. The updated subject representations containing visual features are presented as:

\[
Q = Q_s + E_t, K = Z + E_p
\]

\[
Q_s = \text{Att}_{DVA}^{(sub)}(Q, K, Z).
\]

The same operation is performed in the object branch. In the multi-head attention operation, \(N_t\) attention heat maps \(M_s \in \mathbb{R}^{N_s \times HW}\) are computed. We also adopt the reshaped heat maps as a spatial feature for predicate classification.

4) Decoupled Entity Attention (DEA): Decoupled entity attention is performed as the bridge between entity detection and triplet detection. Entity representations \(Q_e \in \mathbb{R}^{N_e \times d}\) can provide localization and classification information with higher quality due to the fact that they do not have semantic restrictions like those between subject and object representations. The motivation for introducing DEA is expecting subject and object representations to learn more accurate localization and classification information from entity representations through the attention mechanism. \(Q_s\) and \(Q_o\) are finally updated in a triplet decoder layer as follows:

\[
Q_s = \text{Att}_{DEA}^{(sub)}(Q_s + E_t, Q_e, Q_e)
\]

\[
Q_o = \text{Att}_{DEA}^{(obj)}(Q_o + E_t, Q_e, Q_e),
\]

where \(\text{Att}_{DEA}^{(sub)}\) and \(\text{Att}_{DEA}^{(obj)}\) are the decoupled entity attention modules in the subject and object branch. The outputs of DEA are processed by a feed-forward network followed by a normalization layer with residual connection. The feed-forward network (FFN) consists of two linear transformation layers with ReLU activation.

5) Final Inference: A complete triplet includes the predicate label and the class labels as well as the bounding box coordinates of the subject and object. The subject representations \(Q_s\) and object representations \(Q_o\) from the last decoder layer are transformed by two linear projection layers into entity class distributions. We utilize two independent feed-forward networks with the same structure to predict the height, width, and normalized center coordinates of subject and object boxes. The architecture is shown in Fig. 3 (left). A pair of subject attention heat map \(M_s\) and object attention heatmap \(M_o\) from DVA modules in the last decoder layer is concatenated and resized \(2 \times 28 \times 28\). The convolutional mask head shown in Fig. 3 (right) converts the attention heat maps to spatial feature vectors \(V_{spa}\). The predicate probability \(p_{pred}\) is predicted by a multi-layer perceptron concatenating the corresponding subject

Fig. 2. Given a set of learned subject and object queries coupled by subject and object encodings, RelTR captures the dependencies between relationships and reasons about the feature context and entity representations, respectively the output of the feature encoder and entity decoder, to directly compute a set of subject and object representations. A pair of subject and object representations with attention heat maps is decoded into a triplet <subject-predicate-object> by feed forward networks (FFNs). CSA, DVA and DEA stand for Coupled Self-Attention, Decoupled Visual Attention and Decoupled Entity Attention. \(E_p, E_t, E_s\) and \(E_o\) are the positional, triplet, subject and object encodings respectively. \(\oplus\) indicates element-wise addition, while \(\oplus\) indicates concatenation or split.
representation, object representation, and spatial feature vector, which can be formulated as:

\[
\hat{p}_{\text{prd}} = \text{softmax}(\text{MLP}(Q_s, Q_o, V_{spa})).
\]

(6)

The final predicate labels are determined based on the predicted probabilities.

C. Set Prediction Loss for Triplet Detection

We design a set prediction loss for triplet detection by extending the entity set prediction loss in (2). We present a triplet prediction as \( \langle \hat{y}_{\text{sub}}, \hat{c}_{\text{prd}}, \hat{y}_{\text{obj}} \rangle \) where \( \hat{y}_{\text{sub}} = \{\hat{c}_{\text{sub}}, \hat{b}_{\text{sub}}\} \) and \( \hat{y}_{\text{obj}} = \{\hat{c}_{\text{obj}}, \hat{b}_{\text{obj}}\} \) while a ground truth is denoted as \( \langle y_{\text{sub}}, c_{\text{prd}}, y_{\text{obj}} \rangle \). The predicted subject, predicate, and object labels are respectively denoted as \( \hat{c}_{\text{sub}}, \hat{c}_{\text{prd}} \) and \( \hat{c}_{\text{obj}} \) while the predicted box coordinates of the subject and object are denoted as \( \hat{b}_{\text{sub}} \) and \( \hat{b}_{\text{obj}} \).

When \( N_{I} \) relationships are predicted and \( N_{I} \) is larger than the number of triplets in the image, the ground truth set of triplets is padded with \( \langle \text{background-no relation-background} \rangle \). The pair-wise matching cost \( c_{\text{tri}} \) between a predicted triplet and a ground truth triplet consists of the subject cost \( c_{\text{sub}}(\hat{y}_{\text{sub}}, y_{\text{sub}}) \), object cost \( c_{\text{obj}}(y_{\text{obj}}, \hat{y}_{\text{obj}}) \) and predicate cost \( c_{\text{prd}}(\hat{c}_{\text{prd}}, c_{\text{prd}}) \). The prediction \( \hat{y} = \{\hat{c}, \hat{b}\} \) contains the predicted class \( \hat{c} \) including the class probabilities \( \hat{p} \) and the predicted box coordinates \( \hat{b} \) while the ground truth \( y = \{c, b\} \) contains the ground truth class \( c \) and the ground truth box \( b \). For the predicate, we only have the predicted class \( \hat{c}_{\text{prd}} \) and ground truth class \( c_{\text{prd}} \).

The subject/object cost is determined by the predicted entity class probability and the predicted bounding box while the predicate cost is determined only by the predicted predicate class probability. We define the predicted probability of class \( c \) as \( \hat{p}(c) \). We adopt the class cost function from [70] which can be formulated as:

\[
\begin{align*}
&c_{\text{cls}}^{+}(\hat{c}, c) = \alpha \cdot (1 - \hat{p}(c))^\gamma \cdot (-\log(\hat{p}(c) + \varepsilon)) \\
&c_{\text{cls}}^{-}(\hat{c}, c) = (1 - \alpha) \cdot \hat{p}(c)^\gamma \cdot (-\log(1 - \hat{p}(c) + \varepsilon)) \\
&c_{\text{cls}}(\hat{c}, c) = c_{\text{cls}}^{+}(\hat{c}, c) - c_{\text{cls}}^{-}(\hat{c}, c),
\end{align*}
\]

(7)

where \( \alpha, \gamma \) and \( \varepsilon \) are respectively set to 0.25, 2 and \( 10^{-8} \). The box cost for the subject and object is computed using \( L_{1} \) loss and generalized IoU loss [74]:

\[
c_{\text{box}}(\hat{b}, b) = 5L_{1}(\hat{b}, b) + 2L_{GIOU}(\hat{b}, b).
\]

(8)

The cost function \( c_{m} \) can be presented as:

\[
c_{m}(\hat{y}, y) = c_{\text{cls}}(\hat{c}, c) + \mathbb{1}_{\{b \neq y\}}c_{\text{box}}(\hat{b}, b),
\]

(9)

where \( b \in y \) denotes that the ground truth includes the box coordinates (only for the subject/object cost). The cost between a triplet prediction and a ground truth triplet is computed as:

\[
c_{\text{tri}} = c_{m}(\hat{y}_{\text{sub}}, y_{\text{sub}}) + c_{m}(y_{\text{obj}}, \hat{y}_{\text{obj}}) + c_{m}(\hat{c}_{\text{prd}}, c_{\text{prd}}).
\]

(10)

Given the triplet cost matrix \( C_{\text{tri}} \), the Hungarian algorithm is executed for the bipartite matching and each ground truth triplet is assigned to a prediction. However, \( \langle \text{background-no relation-background} \rangle \) should not be assigned to all predictions that do not match the ground truth triplets. After several iterations of training, ReTR is likely to output the triplet proposals in four possible ways, as demonstrated in Fig. 4. Assigning ground truth to Proposal A and \( \langle \text{background-no relation-background} \rangle \) to Proposal B are two clear cases. For Proposal C, \( \langle \text{background} \rangle \) should not be assigned to the subject due to poor object prediction. Furthermore, \( \langle \text{background} \rangle \) should not be assigned to the subject and object of Proposal D due to the fact that there is a better candidate Prediction A. To solve this problem, we integrate an IoU-based assignment strategy in our set prediction loss: For a triplet prediction, if the predicted subject or object label is correct, and the IoU of the predicted box and ground truth box is greater than or equal to the threshold \( T \), the loss function does not compute a loss for the subject or object. The set prediction loss for triplet detection is formulated as:

\[
L_{\text{sub}} = \sum_{i=1}^{N_{I}} \Theta \left[ L_{\text{cls}} + \mathbb{1}_{\{c_{\text{sub}} \neq \phi\}}L_{\text{box}} \right]
\]

\[
L_{\text{obj}} = \sum_{i=1}^{N_{I}} \Theta \left[ L_{\text{cls}} + \mathbb{1}_{\{c_{\text{obj}} \neq \phi\}}L_{\text{box}} \right]
\]

\[
L_{\text{triplet}} = L_{\text{sub}} + L_{\text{obj}} + L_{\text{cls}}^{\text{pred}},
\]

(11)

where \( L_{\text{cls}}^{\text{pred}} \) is the cross-entropy loss for predicate classification. \( \Theta = 0 \), when \( \langle \text{background} \rangle \) is assigned to the subject/object but the label is predicted correctly and the box overlaps with the ground truth IoU \( \geq T \); in other cases, \( \Theta = 1 \). The total loss function is computed as:

\[
L_{\text{total}} = L_{\text{entity}} + L_{\text{triplet}}.
\]

(12)

D. Post-Processing

Unlike two-stage methods that organize \( N \) entities into \( N(N-1) \) subject-object pairs, our method simultaneously detects subjects and objects while predicting a fixed number of triplets. This results in our approach missing the constraint that the subject and object cannot be the same entity. It turns out that
A. Datasets and Evaluation Settings

1) Visual Genome: We followed the widely used Visual Genome [19] split proposed by [46]. There are a total of 108 k images in the dataset with 150 entity categories and 50 predicate categories. 70% of the images are divided into the training dataset and the remaining 30% are used as the test set. 5 k images are further drawn from the training set for validation. There are three standard evaluation settings: (1) Predicate classification (PredCLS): predict predicates given ground truth categories and bounding boxes of entities. (2) Scene graph classification (SGCLS): predict predicates and entity categories given ground truth boxes. (3) Scene graph detection (SGDET): predict categories, bounding boxes of entities and predicates. Distinct from two-stage methods, the ground truth bounding boxes and categories of entities cannot be given directly. Therefore, we assign the ground truth information to the matched triplet proposals when evaluating ReITR on PredCLS/SGCLS. Recall@k (R@k), mean Recall@k (mR@k), zero-shot Recall@k (zsR@k), no-graph constraint Recall@K (ng-R@K), and no-graph constraint zero-shot Recall@K (ng-zsR@K) are adopted to evaluate the algorithm performance [2], [35]. To better estimate the model performance on the imbalanced VG dataset, the relationship categories are split into three groups based on the number of instances in training [50]: head (>10 k), body (0.5k – 10 k) and tail (<0.5 k).

2) Open Images V6: We conduct experiments on the large-scale Open Images V6 [20] consisting of 126 k training images, 5.3 k test images, and 1.8 k validation images. It involves 288 entity categories and 30 predicate categories. We adopt the standard evaluation metrics used in the Open Images Challenge. Recall @50, weighted mean average precision (AP) of relationship detection wmAP$_{rel}$, and phrase detection wmAP$_{phr}$ are calculated. The final score is computed as: score$_{wtd}$ = 0.2 × R@50 + 0.4 × wmAP$_{rel}$ + 0.4 × wmAP$_{phr}$.

3) Visual Relationship Detection: We also validate ReITR on the Visual Relationship Detection (VRD) dataset [2], which contains 4 k training images and 1 k test images. R@50 and R@100 in relationship detection and phrase detection are reported, which are used in [2].

B. Implementation Details

For Visual Genome and Open Images, we train ReITR end-to-end from scratch for 150 epochs on 8 RTX 2080 Ti GPUs with AdamW [76] setting the batch size to 2 per GPU, weight decay to $10^{-4}$ and clipping the gradient norm $> 0.1$. The initial learning rates of the Transformer and ResNet-50 backbone are set to $10^{-4}$ and $10^{-5}$ respectively and the learning rates are dropped by 0.1 after 100 epochs. For small-sized VRD, previous two-stage methods [51], [61] adopt the entity detectors pretrained on ImageNet [77] and COCO [78]. Our single-stage method cannot directly utilize these pretrained detectors. Instead, we initialize ReITR with Visual Genome pretrained weights, except for the subject, object, and predicate classifiers. We finetune ReITR on VRD for 100 epochs. The learning rates for the classifiers are set to $10^{-4}$ and for the other modules are set to $10^{-5}$. For all three datasets, we also use auxiliary losses [79] for the triplet decoder as [18], [70] did in the training. By default, ReITR has 6 encoder layers and 6 triplet decoder layers. The number of triplet decoder layers and the number of entity decoder layers are set to be the same. The multi-head attention modules with 8 heads in our model are trained with dropout of 0.1. For all experiments, the model dimension $d$ is set to 256. If not specifically stated, the number of entity queries $N_e$ and coupled queries $N_t$ are respectively set to 100 and 200 while the IoU threshold in the triplet assignment is 0.7. For fair comparison, inference speeds (FPS) of all the reported SGG models are evaluated on a single RTX 2080 Ti with the same hardware configuration. For computing the inference speed (FPS), we average over all the test images, where for each image, the time cost for start timing when an image is given as input and end timing when triplet proposals are output as the inference time. The time cost for evaluating the whole dataset is not included.
C. Quantitative Results and Comparison

1) Visual Genome: We compare scores of R@K and mR@K, number of parameters, and inference speed on SGDET (FPS) with several two-stage models and two one-stage models [63], [64] in Table I. Models that not only use visual appearance but also prior knowledge (e.g., semantic and statistic information) are represented in blue, to distinguish them from visual-based models. Overall, the two-stage models have higher scores of R@K and mR@K than the one-stage models while they have more parameters and slower inference speed. This phenomenon also occurs between the models using prior information and visual-based models. Noted that the performance of the entity detectors in the two-stage models has a significant impact on the model’s scores, especially on SGDET. Our model achieves R@50 = 27.5 and mR@50 = 10.8 on SGDET, which is respectively 5.1 and 6.2 points higher than the one-stage model FCSGG [63]. RelTR also outperforms SGTR [64] in terms of R@50 on SGDET, while SGTR has higher mR@50 due to its graph assembling module. Not only that, RelTR has fewer parameters and faster inference speed. Our model is also competitive compared with recent two-stage models and outperforms state-of-the-art visual-based models. Although the R@20/R@50 score of RelTR is 2.1/3.5 points lower than that of BGNN [50], the performance of RelTR on mR@50 is higher. Furthermore, RelTR is a light-weight model, which has only 63.7 M parameters and an inference speed of 16.6 FPS, ca. 7 times faster than BGNN. This allows RelTR to be used in a wide range of practical applications. For PredCLS and SGCLS, the ground truth bounding boxes and labels of entities cannot be given to RelTR directly. Therefore, we replace the predicted boxes and labels of the matched triplet proposals with ground truth information. However, it is not possible to capture the exact features of the given boxes by RoIAlign as in two-stage methods. RelTR uses the features of detected proposals to predict the labels and achieves R@50 = 64.2 and mR@50 = 21.2 on PredCLS while R@50 = 36.6 and mR@50 = 11.4 on SGCLS.

Table II demonstrates R@K, mR@K and zsR@k@k on SGDET of the two-stage methods with unbiased learning [42], [44], [45], [75] are improved whereas R@K decreases significantly. Our model performs well and is balanced on all three recall metrics. Table III shows no-graph constraint ng-R@K and ng-zsR@k@k on SGDET, where multiple predicates are allowed for each subject-object pair. To further analyze the model performance on imbalanced Visual Genome, we compute mR@100 for each relationship group on SGDET in Table IV. Our method outperforms the prior works [50], [51], [75] on the tail group while mR@100 on the tail group is similar to the best BGNN [50]. RelTR achieves the highest mR@100 over all relationship categories. The results for each relation category are shown in Fig. 6. From of to in front of, RelTR almost always performs better than BGNN [50] while mR@100 of the three most frequent predicates are lower. This could explain why R@K of RelTR is not very high.
Fig. 6. SGDET-R@100 for each relationship category on VG dataset. Long-tail groups are shown with different colors. ReTR almost always performs better than BGNN [50] from of to in front of. The standard deviation of R@100 are respectively 11.51 (ours) and 14.15 (BGNN). It indicates that ReTR is more unbiased.

Fig. 7. Average precision of relationships and phrases for ReTR and BGNN on Open Images V6. The distribution of relationships in the test set is shown with the black dash line. The average precision of relationships of ReTR is higher than BGNN for 7 of the top-10 high frequency predicates while BGNN generally performs better than ReTR for the low frequency predicates (skateboard to ski). We conjecture that it is attributed to prior knowledge used in BGNN. The overall trend of AP_{phr} is the same as AP_{rel} except hang.

but our qualitative results perform well and the relationships in the generated scene graphs are semantically diverse.

2) Open Images V6: We train ReTR on the Open Images V6 dataset and compare it with other two-stage methods and another one-stage method SGTR [64], as shown in Table V. Although R@50 of ReTR is 3.68 points lower than the best two-stage method VCTree [35], ReTR has the higher wmAP_{rel} (0.58 points higher than BGNN [50]) and wmAP_{phr} (3.15 points higher than VCTree). The final weighted score of ReTR is 1.02 points higher than the best two-stage model VCTree. The one-stage method SGTR performs slightly better on wmAP_{rel} and wmAP_{phr}, whereas its R@50 is low compared to the other methods. The inference speed of ReTR is 16.3 FPS, ca. 6 and 4 times faster than BGNN and SGTR, respectively.

To further demonstrate the performance of ReTR, we compare the average precision (AP) of relationships and phrases
for RelTR and BGNN [50] (see Fig. 7) with Open Images V6. Although R@50 of RelTR is lower, RelTR outperforms BGNN on the weighted mean AP of relationships and phrases. The distribution of relationships in the Open Images V6 test set is also shown with the black dash lines. There are 9 predicates (kiss to handshake) that do not appear in the test set. The average precision of relationships $AP_{rel}$ and $AP_{phr}$ of RelTR are higher than BGNN for 7 of the top-10 high frequency predicates. For the low frequency predicates (skateboard to ski), BGNN generally performs better than RelTR. We conjecture that it is attributed to prior knowledge used in BGNN.

3) Visual Relationship Detection: Table VI shows the comparison of RelTR with other state-of-the-art methods on the VRD dataset. All the models are two-stage methods except our RelTR. In order to obtain promising results for RelTR with little training data, we initialize RelTR with Visual Genome pre-trained weights and fine-tune the subject, object, and predicate classifiers. RelTR outperforms the other two-stage scene graph generation methods in both relationship detection and phrase detection.

4) Long-Tailed Techniques: To demonstrate the compatibility of our visual-based model with long-tailed techniques, we implement two different techniques for RelTR, namely bi-level resampling [50], [64], [86] and logit adjustment [87], [88]. We validate two approaches on the Visual Genome dataset, where the distribution of predicate classes is imbalanced. $R_{@50}$ and $mR_{@50}$ for RelTR are higher than BGNN for 7 of the top-10 high frequency predicates. For the low frequency predicates (skateboard to ski), BGNN generally performs better than RelTR. We conjecture that it is attributed to prior knowledge used in BGNN.

### D. Ablation Studies

In the ablation studies, we consider how the following aspects influence the final performance. All the ablation studies are performed with Visual Genome dataset [19].

1) Number of Layers: The feature encoder layer and triplet decoder layer have different effects on the performance, size and inference speed. When the number of encoder layers varies, we keep the number of triplet decoder layers always 6, and vice versa. When there is no encoder layer, the decoder reasons about the feature map without context and $R_{@50}$ drops by 4.2 points significantly (see Table VIII). Adding an encoder layer brings fewer parameters compared to adding a triplet decoder layer.

Table VI

| Method      | Relationship Detection | Phrase Detection |
|-------------|------------------------|------------------|
|             | $R_{@50}$   | $R_{@100}$ |   | $R_{@50}$   | $R_{@100}$ |
| VTrans [80] | 19.4        | 22.9       | 14.1 | 13.2       |
| VIP-CNN [82] | 17.3        | 20.0       | 22.8 | 27.9       |
| VRL [83]    | 18.2        | 20.8       | 21.4 | 22.6       |
| Kl. distillation [11] | 19.2        | 21.3       | 23.1 | 24.0       |
| MF-URLN [64] | 23.9        | 26.8       | 31.5 | 36.1       |
| Zoom-Net [85] | 18.9        | 21.4       | 24.8 | 28.1       |
| RelDN [61]  | 25.3        | 28.6       | 31.3 | 36.4       |
| GPS-Net [51] | 27.8        | 31.7       | 33.8 | 39.2       |
| RelTR (ours) | 29.2        | 32.2       | 34.5 | 39.8       |

Table VII

| Method | $R_{@20}$  | $R_{@50}$  | $mR_{@20}$ | $mR_{@50}$ | Head | Body | Tail |
|--------|------------|------------|------------|------------|------|------|------|
| RelTR  | 21.2       | 27.5       | 6.8        | 10.8       | 30.6 | 14.4 | 5.0  |
| RelTR+RS | 16.6       | 24.1       | 9.2        | 13.9       | 29.1 | 17.3 | 10.5 |
| RelTR+LA | 19.8       | 25.9       | 9.7        | 14.2       | 28.3 | 19.4 | 10.2 |

The results show that RelTR is compatible with these long-tailed techniques and the model performance in predicting low-frequency predicates is significantly improved.

Fig. 7: Triplet proposals when only DVA modules are activated. Since the subject and object queries are unaware of each other, the 12th and 74th triplet proposals are duplicated, while the 51st proposal is semantically meaningless. CSA can suppress these failures.

Fig. 8: $T-R_{@50}$ and $T-mR_{@50}$ curve on SGDET. × indicates that the IoU-based assignment strategy is deactivated.

Fig. 9: Changes in the parameter number, performance and FPS as the triplet number $N_t$ varies.
Because the decoder is indispensable for scene graph generation, the minimum number of triplet decoder layers in our experiment is set to 3. When the number of triplet decoder layers is increased to 6, the improvement of $R@20$, $R@50$ and $R@100$ are obvious. In contrast, there is a small decrease in performance when the number of triplet decoder layers is increased to 9. We conjecture that this may be caused by overfitting.

2) Module Effectiveness: To verify the contribution of each module to the overall effect, we deactivate different modules and the results are shown in Table IX. We first ablate the entire triplet decoder (first row) and combine the top 64 confident entity proposals provided by the entity decoder into 64 × 63 triplet proposals as a two-stage method. The feature vectors are concatenated and a 3-layer perceptron is used to predict the relationships. This can also be seen as a simple visual-based baseline with DETR \cite{carion2020deformable} as the detector. Without the triplet decoder, $R@50$ score drops to 18.3 due to the simplicity of the model. It indicates that only visual information is used to predict relationships, which is a challenge even for two-stage methods.

To demonstrate the characteristics of each attention module in ReITR, we first activate only the coupled self-attention (CSA), decoupled visual attention (DVA), and decoupled entity attention (DEA), respectively. When only CSA is activated (second row), the model is unable to detect relationships because in the absence of cross-attention, ReITR does not actually receive any visual appearance. The model can generate normal quality scene graphs when DVA or DEA is integrated. Using only DVA (third row) is more effective than using only DEA (fourth row) since DVA modules infer visual relationships directly from fine-grained image features. However, without the support of CSA, the subject and object queries of all triplet proposals are independent and mutually unaware, which leads to multiple triplet proposals linking to the same relationship or triplets in which the subject and object are the same entity (see Fig. 8).

Although the triplet decoder is not yet complete, the main modules CSA and DVA (fifth row) have shown excellent performance. The model parameters are 43% more than the simple baseline, but the model can predict up to 77% of the baseline inference speed (FPS) due to the sparse graph generation method. In contrast, activating both CSA and DEA has worse performance, but faster inference speed, since only the coarse-grained entity representations are used to generate a scene graph. Table IX also demonstrates that DEA helps the model to predict...
Fig. 13. Qualitative results for scene graph generation of Visual Genome dataset. The top-9 relationships with confidence and the generated scene graph are shown. Boxes and attention scores of subjects are colored with blue while objects with orange. The orange vertices in the generated scene graph indicate the predictions are duplicated. The computer is classified as laptop in the second image since there is no computer class but only laptop class in the used VG-150 split [46]. Compared with the ground truth annotations in Fig. 14, the predictions of RelTR are diverse. Although sometimes RelTR cannot label very difficult relationships correctly (e.g., looking at), the results demonstrate that the generated scene graphs are of high quality.

higher quality subjects and objects, and increase R@50 by 0.6. In comparison, the improvement offered by the mask head is limited. We hypothesize that the spatial features are already implicit encoded in the visual features generated by DVA modules.

3) Threshold in Set Prediction Loss: The IoU threshold $T$ of the IoU-based assignment strategy in the set prediction loss for triplet detection is varied from 0.6 to 1. Since a prediction box overlaps with the ground truth box of IoU = 1 is almost impossible in practice, the strategy can be considered as deactivated when $T = 1$. Two curves, namely $T$-R@50 and $T$-mR@50 on SGDET, are shown in Fig. 9. When our assignment strategy is deactivated ($T = 1$), the model performs the worst. As $T$ increases from 0.7 to 1, the overall trend of the two curves is decreasing. This is more evident for the $T$-mR@50 curve.

E. Analysis on Subject and Object Queries

Distinct from the two-stage methods which output $N$ object proposals after NMS and then label $N(N-1)$ predicates, RelTR predicts $N_t$ triples directly by $N_t$ subject and object queries interacting with an image. We trained the model on Visual Genome using different $N_t$. Fig. 10 shows that as the number of coupled subject and object queries increases linearly, the parameters of the model increase linearly whereas the inference speed decreases linearly. However, the performance varies non-linearly and the best performance is achieved when $N_t = 200$ for the Visual Genome dataset. Too many queries generate many incorrect triplet proposals that take the place of correct proposals in the recall list.

To explore how RelTR infers triplets with the coupled subject and object queries, we collect predictions from a random sample
Fig. 14. Ground truth annotations of the two images in Fig. 13 from Visual Genome dataset. For brevity, only the bounding boxes of the entities that appear in the annotated triplets are shown with red. All entities are numbered to distinguish between entities of the same class. There are two errors in the ground truth annotations: \(<\text{window8-on-car1}>\) in the first image and \(<\text{woman1-wearing-leg2}>>\) in the second image. There could be duplicate triplets in the ground truth (e.g., \(<\text{wheel10-on-car1}>>\) in the first image). For the first image, only the relationships with the predicate \(\text{on}\) are labeled while for the second image, the relationships such as \(<\text{woman1-wearing-shirt}>>\) are omitted. These biases in the ground truth annotations lead to the low score of \(R^@K\), the other SGG models also suffer from this problem.

Fig. 15. Qualitative results for scene graph generation of Open Images V6. Different from the dense triplets in the annotations of VG, each image from Open Images V6 is labeled with 2.8 triplets on average. Although Open Images V6 contains more entity classes, the image scenarios are simpler compared to Visual Genome. Therefore, only the top-1 triplets are shown in the second row while the original images are in the first row. Boxes and attention scores of subjects are also colored with blue while objects with orange. ReITR demonstrates the excellent quality of its confident triplet proposals.

of 5000 images from Visual Genome test set. We visualize the predictions for 10 out of total 200 coupled queries. Fig. 11 shows the spatial and class distributions of subjects and objects, as well as the class distribution of top-5 predicates in the 5000 predictions of 10 coupled subject and object queries. It demonstrates that different coupled queries learn different patterns from the training data, and attend to different classes of triplets in different regions at the inference. We also select five predicates: \(<\text{has}>>\) (from Head), \(<\text{wears}>>\), \(<\text{riding}>>\) (from Body) \(<\text{using}>>\) and \(<\text{mounted on}>>\) (from Tail) and count which queries are more inclined to predict these predicates. As shown in Fig. 12, the query distribution of \(<\text{has}>>\) is smooth. This indicates that all queries are able to predict high frequency relationships. For predicates in Body and Tail groups, there are some queries that are particularly good at detecting them. For example, 21% of the triplets with the predicate \(<\text{wears}>>\) are predicted by Query 115, while half of the triplets with the predicate \(<\text{mounted on}>>\) are predicted by Query 107 and 105.

F. Qualitative Results

Fig. 13 shows the qualitative results for scene graph generation (SGDET) of Visual Genome dataset. Although some other proposals are also meaningful, we only demonstrate 9 relationships with the highest confidence scores and the generated scene graph due to space limitations in Fig. 13. Blue boxes are the subject boxes while orange boxes are the object boxes. Attention scores are displayed in the same color as boxes. The
overlap of subject and object attention is shown in white. The ground truth annotations of the two images are demonstrated in Fig. 14. For brevity, we only show the bounding boxes of the entities that appear in the annotated triplets.

For the first image (with the car and building), we can assume that the 9 output triplets are all correct. The prediction <car-in front of building> indicates that RelTR can understand spatial relationships from 2D image to some extent (in front of is a high-frequent predicate in Visual Genome). However, R@9 of the first image is only 5/12 = 41.7% because of the preferences in the ground truth triplet annotations. This phenomenon is more evident in the second image (with the woman and computer). Note that in the used Visual Genome-150 split [46] there is no computer class but only laptop class. 6 out of 9 predictions from RelTR can be considered valid whereas R@9 is 0 due to the labeling preference. Sometimes RelTR outputs some duplicate triplets such as <woman-wearing-jean> and <woman-looking-at-laptop> in the second image. Along with the output results, RelTR also shows the regions of interest for the output relationships, making the behavior of the model easier to interpret.

The qualitative results of SGDET for Open Images V6 are shown in Fig. 15. Different from the dense triplets in the annotations of VG, each image from Open Images V6 is labeled with 2.8 triplets on average. Therefore, we only show the most confident triplet from predictions for each image.

V. CONCLUSION
In this article, based on Transformer’s encoder-decoder architecture, we propose a novel one-stage end-to-end framework for scene graph generation, RelTR. Given a fixed number of coupled subject and object queries, a fixed-size set of relationships is directly inferred based on visual appearance only, using different attention mechanisms in the triplet decoder of RelTR. An IoU-based assignment strategy is proposed to optimize the triplet prediction-ground truth assignment during the model training. Compared with other state-of-the-art scene graph generation methods, RelTR achieves state-of-the-art performance on three datasets of different scales, with balanced performance on different evaluation metrics. In contrast to previous two-stage models, our approach does not require labeling predicates between all possible subject-object pairs but rather captures the triplets of interest through attention mechanisms. This results in the efficient and rapid inference of RelTR. Moreover, our visual-based RelTR is easy to implement and has the potential to be extended to an unbiased scene graph generation approach by using prior information.
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