Canonical structure of minimal varying \( \Lambda \) theories

Sergei Alexandrov\textsuperscript{1,}, Simone Speziale\textsuperscript{2} and Tom Zlosnik\textsuperscript{3}

\textsuperscript{1} Laboratoire Charles Coulomb (L2C), Université de Montpellier, CNRS, F-34095, Montpellier, France
\textsuperscript{2} Aix Marseille Univ, Université de Toulon, CNRS, CPT, Marseille, France
\textsuperscript{3} CEICO, Institute of Physics of the Czech Academy of Sciences, Na Slovance 1999/2, 182 21, Prague, Czech Republic

E-mail: sergey.alexandrov@umontpellier.fr

Received 18 April 2021, revised 16 July 2021
Accepted for publication 27 July 2021
Published 12 August 2021

Abstract
Minimal varying \( \Lambda \) theories are defined by an action built from the Einstein–Cartan–Holst first order action for gravity with the cosmological constant \( \Lambda \) as an independent scalar field, and supplemented by the Euler and Pontryagin densities multiplied by \( 1/\Lambda \). We identify the canonical structure of these theories which turn out to represent an example of irregular systems. We find five degrees of freedom on generic backgrounds and for generic values of parameters, whereas if the parameters satisfy a certain condition (which includes the most commonly considered Euler case) only three degrees of freedom remain. On de Sitter-like backgrounds the canonical structure changes, and due to an emergent conformal symmetry one degree of freedom drops from the spectrum. We also analyze the self-dual case with an holomorphic action depending only on the self-dual part of the connection. In this case we find two (complex) degrees of freedom, and further discuss the Kodama state, the restriction to de Sitter background and the effect of reality conditions.
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1. Introduction

Formulating gravity in first-order tetrad variables has the elegant consequence that the Lagrangian can be written entirely in the language of differential forms. There are only six possible terms that satisfy this property, in contrast with the infinite ones that can be considered in the metric formalism. These are the Einstein–Cartan term including a cosmological
constant $\Lambda$, the dual Holst term, and the Pontryagin, Euler and Nieh-Yan invariants. These four additional terms have no impact on the local field equations, which are equivalent to general relativity (GR) if the tetrad is invertible. In particular, the Bianchi identities immediately imply that $\Lambda$ must be a constant, just like in metric GR (see e.g. [1]). Cosmological modeling encourages on the other hand to investigate the possibility of a spacetime-dependency of $\Lambda$. This is usually achieved by treating it as an independent scalar field with its own kinetic term, see e.g. [2–5]. The aforementioned formulation of gravity using tetrads suggests an alternative way to make $\Lambda$ dynamical without giving it an explicit kinetic term, but assuming instead a linear coupling of $1/\Lambda$ to the topological densities [8, 9]. The resulting terms in the action are no longer topological, and lead to a theory with non-vanishing torsion. This allows in turn a spacetime-dependent $\Lambda$ to be compatible with the Bianchi identities. In particular, one can find de Sitter-like solutions with spacetime-dependent $\Lambda$ which can then be used for phenomenological applications. We refer to these theories as minimal varying $\Lambda$ theories, since a non-trivial spacetime dependence of $\Lambda$ is dynamically possible even without an explicit kinetic term for it. They have the valuable feature of being more theoretically constrained than theories with a proper kinetic term, since they typically depend on fewer free couplings than the latter models.

In these theories, the scalar field $\Lambda$ is not necessarily an independent degree of freedom because it can be eliminated in favor of torsion via an algebraic equation. Nonetheless, it is natural to expect the presence of new degrees of freedom with respect to GR since the canonical structure is modified. This expectation is supported by mini-superspace cosmological models [10, 11]. Their study showed the existence of different sectors, or branches, with different canonical structures, typically associated to a different number of degrees of freedom. It also hinted at a special role that the Kodama state can play [8, 12, 13], thus reviving older ideas on a duality between the cosmological constant and a notion of Chern–Simons (CS) time [14]. Clarifying these properties requires a full canonical analysis, which is what we present in this paper.

We consider a general theory with independent coupling constants in front of the Holst, Euler and Pontryagin terms, which we denote by $1/\gamma$, $\alpha$ and $\beta$, respectively. We do not include a further coupling of $1/\Lambda$ to the Nieh-Yan term since it would rule out the de Sitter solution, which is on the other hand important for phenomenological applications of theories of this type. The constant $\gamma$ is commonly known as Immirzi or Barbero–Immirzi parameter [15, 16]. The Euler-only theory initially considered in [9] and mostly discussed in the literature appears as a special case with $1/\gamma = \beta = 0$.

The main part of the paper is devoted to the canonical analysis of the general theory. We first present the general Lorentz covariant expression of the $3 + 1$ decomposed action, but then restrict the subsequent analysis to the time gauge which fixes the internal boost transformations and is always admissible. It has the advantage of simplifying all computations, without affecting the canonical structure. What emerges from the analysis is that the seemingly minor modification of turning the cosmological constant into an independent scalar field and coupling it to the topological densities, has significant consequences for the dynamics. For generic values of the parameters, the theory propagates 5 degrees of freedom, in contrast with the 2 of GR, or the 3 that one may naively expect adding a new scalar field. This result depends

---

4 This possibility is distinct from promoting constants such as $\Lambda$ and Newton’s constant $G$ to dynamical fields and recovering their constancy from new equations of motion [6, 7].

5 We nonetheless point out that a logarithmic coupling would preserve the de Sitter solution.
crucially on the non-vanishing of a certain three-vector, which is proportional to a combination of parameters of the theory and to the spatial gradient of $\Lambda$. For varying $\Lambda$, the vector vanishes when
\[
\left(1 - \frac{1}{\gamma^2}\right)\beta = \frac{2\alpha}{\gamma}.
\]
(1.1)
For these values of the parameters, we show that the theory has only 3 degrees of freedom. Note that the condition (1.1) implies that if the Holst term is removed, the Pontryagin term must be removed as well, and thus includes the Euler theory. It also includes a theory with the Pontryagin term and no Euler, but the Immirzi parameter fixed to one.

In all cases, the additional degrees of freedom appearing on top of the massless graviton can be seen to reside in torsion. While in GR the torsion vanishes and six of the corresponding equations appear as secondary (second class) constraints, in this model only a part of the constraints survives. The precise number of the secondary constraints depends on the three-vector mentioned above, and it is less than six in all cases.

These results hold for generic points in phase space, however not for perturbations around the varying-$\Lambda$ de Sitter solutions. It turns out that the phase space of these theories contains subspaces where the canonical structure differs from the one at generic points, and de Sitter is one example. Dynamical systems in which this occurs are known as irregular. The de Sitter solutions exist only for special values of the parameters given by
\[
\alpha = -\frac{3}{2}, \quad \beta = -\frac{3}{2\gamma}.
\]
(1.2)
What makes this case stand out is that it has an extra symmetry given by conformal rescalings. It manifests in the linearized approximation around such backgrounds as an additional gauge symmetry. Its presence changes the canonical structure, and leads to one fewer degrees of freedom for all allowed values of the parameters. That is, we find 4 degrees of freedom in the generic case (1.2), and 2 degrees of freedom if the condition (1.1) is further satisfied, which implies in the end the unique case with $1/\gamma = \beta = 0$. This reduction of degrees of freedom confirms and generalizes what was found in mini-superspace analysis [11].

Then we move to consider a version of the model corresponding to a complex self-dual theory. This is defined taking $\gamma = -i$, $\beta = i\alpha$, and it is described by a one-parameter family of holomorphic Lagrangians depending only on the self-dual projections of the fields. Such a theory is a generalization of self-dual gravity in Ashtekar variables [17], and is closely related to a set of modified gravity models extensively analyzed in [18–21] and references therein. The canonical analysis we established for the theory with real action cannot be applied directly to this case because the symplectic structure is singular in the limit $\gamma \to \pm i$. One needs to perform the analysis ex-novo. A nice feature of the self-dual theory is that upon integration by parts, the momentum conjugate to $\Lambda$ can be identified with the CS Lagrangian, prompting the considerations of [8, 9]. Therefore, we find it instructive to perform the canonical analysis of the self-dual theory in this alternative canonical frame obtained by integration by parts, instead of repeating the previous calculations. The resulting canonical structure turns out to be quite different, perhaps unsurprisingly because of the aforementioned singular limit. In particular, we find a single secondary constraint, of a form completely unrelated to the constraints of the theory with real action, and 2 degrees of freedom, for any value of the free parameter $\alpha$. This counting is based on treating all variables as holomorphic, so these are two complex degrees of freedom.

It is known [8] that provided we fix $\alpha = -3/2$, the self-dual theory also admits the varying-$\Lambda$ de Sitter solution which, as for real parameters, requires special attention. Again one has an
additional conformal symmetry visible in the linearized approximation, but in contrast to the real case, it does not lead to a reduction of degrees of freedom. Their number remains equal to 2. This happens because, while one of the second class constraints is converted into first class, another one drops out. It is actually this change in the canonical structure that ensures that a proper generalization of the Kodama state [8, 12] provides a formal solution to all quantum constraints.

Finally, we discuss the reality conditions to be imposed on the self-dual theory to make it physical in Lorentzian signature. This is known to be a thorny issue and there is in fact no guarantee that the holomorphic canonical structure has a consistent real section. For the original Ashtekar formulation of gravity [22], it is a remarkable result that reality conditions can be consistently imposed on a holomorphic action, but no analogous result exists for more general theories. This problem was recently analysed in [21], where it was pointed out that the stability of the reality conditions should be analysed using a holomorphic Hamiltonian describing dynamics of the self-dual theory and not including any reality conditions. This approach reproduces the results of [22], but also exposes a problem in the dynamics of the modified theories [18–21], leading to effectively zero degrees of freedom. We follow this approach for the self-dual modified theory of gravity considered here and show that the reality conditions cannot be stabilized, in the sense that at each step of the stabilization procedure one generates new reality conditions. Thus, their imposition appears to be inconsistent with the holomorphic dynamics.

The structure of the paper is the following. In the next section we briefly review the model, its equations of motion and provide a detailed analysis of the varying-Λ de Sitter solutions. In section 3 we perform the canonical analysis. First, we derive the 3 + 1 decomposition of the action, then impose the time gauge and study the stability conditions of the primary constraints. The analysis splits into two cases depending on whether the parameters of the model satisfy or not the condition (1.1). These cases are presented in subsections 3.4 and 3.5, respectively. The last subsection 3.6 is devoted to the canonical analysis around the de Sitter background. In section 4 we investigate the self-dual theory, the associated de Sitter solution, and discuss the fate of the Kodama state, as well as the effect of imposition of reality conditions. Finally, we conclude with a discussion in section 5. A few appendices contain details of our calculations and the constraint algebra.

Our conventions are such that the internal space indices \( I, J = 0, \ldots, 3 \) are raised and lowered by means of the flat Minkowski metric \( \eta_{IJ} = \text{diag}(-, +, +, +) \). The Levi-Civita symbol with flat indices is normalized as \( \epsilon_{0123} = 1 \), and similarly the antisymmetric tensor density with spacetime indices is taken to satisfy \( \epsilon^a_{\sim abcd} \epsilon^b_{\sim abcd} = 1 \), where \( a, b, \ldots \) label spatial directions and the tilde above or under tensors defines densities of weight +1 and −1 respectively. Spacetime indices are denoted with Greek letters. The symmetrization and anti-symmetrization of indices are denoted by (· · ·) and [· · ·], respectively, and include the factors of 1/2.

2. The model

The theory we consider has the following action depending on the tetrad one-form \( e^I \), the connection one-form \( \omega^I \) and the scalar field \( \Lambda \),

\[
S(e, \omega, \Lambda) = S_1(e, \omega, \Lambda) + S_2(e, \omega, \Lambda),
\]

where

\[
S_1(e, \omega, \Lambda) = \frac{1}{2} \int \left( \frac{1}{2} \epsilon_{KL} + \frac{1}{\gamma} \delta_{KL} \right) e_I \wedge e_J \wedge \left( F^{KL}(\omega) - \frac{\Lambda}{6} e^K \wedge e^L \right),
\]

and

\[
S_2(e, \omega, \Lambda) = -\frac{1}{2} \int \epsilon_{IJ} \omega^K e^K e_I \wedge e_J.
\]
and \( F^{IJ}(\omega) \) is the curvature of the connection. We take units \( 8\pi G = 1 \), and \( \gamma, \alpha, \beta \) are three dimensionless coupling constants. For \( \Lambda \) constant, \( S_1 \) is the Einstein–Cartan-Holst action for GR in the first order formulation, and \( S_2 \) contains the dimension-4 terms corresponding respectively to the Euler and Pontryagin topological invariants. The modification to GR comes from making the cosmological constant an independent scalar field. After this modification, the second part of the action (2.2b) is not topological anymore and contributes to the equations of motion. In particular, it gives rise to terms involving derivatives of \( \Lambda \) in spite of it does not have its own kinetic term (a feature that inspired the name of ‘minimal varying \( \Lambda \)’ theories). Among this class of theories, the most commonly studied is the ‘Euler theory’, which corresponds to adding only the Euler invariant, namely \( 1/\gamma = \beta = 0 \). Speaking of coupling constants, comparison of the two actions (2.2a) and (2.2b) suggests that it might be convenient to parametrize the coupling of the Pontryagin term using

\[
\gamma' := \frac{\alpha}{\beta}.
\]

(2.3)

Then both action terms can be written in terms of the operator

\[
\mathcal{P}^{IJ}_{KL}(\gamma) = \frac{1}{2} \epsilon^{IJ}_{KL} + \frac{1}{\gamma} \delta^{IJ}_{KL}.
\]

(2.4)

In the rest of this paper we will alternatively use the parametrization of the couplings in terms of \( \beta \) or \( \gamma' \), whichever is more convenient.

The field equations obtained varying respectively \( \epsilon, \omega \) and \( \Lambda \) read

\[
\mathcal{P}^{IJ}_{KL}(\gamma) e^J \wedge F^{KL} - \frac{\Lambda}{6} \epsilon^{IJKL} e^I \wedge e^K \wedge e^L = 0,
\]

\[
\mathcal{P}^{IJ}_{KL}(\gamma) T^K \wedge e^L + \alpha \mathcal{P}^{IJ}_{KL}(\gamma') d\Lambda^{-1} \wedge F^{KL} = 0,
\]

\[
\Lambda^2 \epsilon + \frac{\alpha}{2} \mathcal{P}^{IJ}_{KL}(\gamma') F^{IJ} \wedge F^{KL} = 0,
\]

(2.5a, 2.5b, 2.5c)

where \( T^I := D(I) e^I = de^I + \omega^I \wedge e^I \) is the torsion and \( \epsilon := \frac{1}{27} \epsilon_{IJKL} e^I \wedge e^J \wedge e^K \wedge e^L \) is the volume four-form. The last equation allows us to express the scalar field \( \Lambda \) through the curvature and thereby to exclude it from the system. However, this introduces non-algebraic expressions which make the analysis more complicated. Therefore, we will not pursue this route.

The field equations show the central role that torsion plays in this theory. For if we set \( T^I = 0 \), it is immediate to see that the only solution occurs for \( \alpha = -\frac{3}{2} \) and is the standard de Sitter metric with constant \( \Lambda \). Therefore these theories are very different from their metric counterparts in which one couples a scalar field to the Gauss–Bonnet term, see e.g. [23–25] where a variable cosmological constant is allowed without torsion.

2.1. de Sitter solution and conformal symmetry

An important property of some of these Lagrangians is that they admit (anti) de Sitter with spacetime-dependent \( \Lambda \) as an exact solution. This solution satisfies

\[
F^{IJ} = \frac{\Lambda}{3} \epsilon^I \wedge e^J,
\]

(2.6)
and it is valid only for specific parameters

\[ \alpha = -3/2, \quad \gamma' = \gamma. \]  

(2.7)

The existence of the de Sitter solution was shown already in [9] for the Euler theory, and we extend it here to the case including the Holst and Pontryagin terms, which requires them to have the same coupling constant. To prove this result, we take (2.6) as an ansatz, and plug it in the field equations. The first equation (2.5a) is manifestly solved for any \( \gamma \), whereas (2.5c) is solved for any \( \gamma' \) but requires \( \alpha = -3/2 \). Finally (2.5b) gives

\[ \frac{1}{2} \varepsilon_{KL} (T^k - \frac{\alpha}{3} d \log \Lambda \wedge e^k) \wedge e^l + \left( \frac{1}{\gamma} T^l - \frac{\alpha}{3\gamma'} d \log \Lambda \wedge e^l \right) \wedge e^l = 0. \]  

(2.8)

Before solving this equation, let us observe that applying the Bianchi identity to the ansatz (2.6) we obtain

\[ D(\omega) F^{IJ} = \frac{1}{3} (d \Lambda \wedge e^l + 2 \Lambda T^l) \wedge e^l = 0. \]  

(2.9)

This implies that the torsion and \( \Lambda \) are related by

\[ T^l = -\frac{1}{2} d \log \Lambda \wedge e^l. \]  

(2.10)

The special form of torsion means that only its irreducible spin-1 trace part is present (see e.g. [26, 27] for a decomposition of torsion into irreducible representations), whereas the completely antisymmetric piece is ruled out by the requirement of the de Sitter ansatz, in agreement with the analysis of mini-superspace models [11]. Substituting (2.10) into (2.8), one observes that the first round bracket vanishes due to the restriction \( \alpha = -3/2 \), whereas the second bracket leads to the additional requirement

\[ \gamma' = \gamma. \]  

The on-shell value (2.10) for the torsion allows us to express the connection in terms the tetrad and the field \( \Lambda \). This in turn determines the curvature \( F^{IJ} \) in terms of the Riemann tensor and derivatives of \( \Lambda \). Reinserting this expression for the curvature back into the ansatz (2.6), one arrives at the equations on the tetrad and \( \Lambda \) which remain to be solved to find the solution explicitly. In appendix A we show that these equations reduce to the following two conditions,

\[ C^\mu_{\nu\rho\sigma}(\Lambda g) = 0, \quad R_{\mu\nu}(\Lambda g) = \Lambda g_{\mu\nu}, \]  

(2.11)

where \( C^\mu_{\nu\rho\sigma}(\Lambda g) \) is the Weyl tensor of the metric \( g_{\mu\nu} = \eta_{IJ} e^I, e^J \) rescaled by \( \Lambda \) and \( R_{\mu\nu}(\Lambda g) \) is the Ricci tensor of the same metric. This result shows that \( \Lambda \) remains undetermined and can be chosen freely since it can be absorbed into a rescaling of the metric.

This observation has the following explanation. For generic parameters, the theory (2.1) is clearly invariant under the usual diffeomorphism symmetry and local Lorentz transformations in the tangent space. They exhaust local symmetries of the model. However, it was observed in [11] that, restricted to the sector (2.6), the theory acquires additional conformal symmetry:

\[ \omega^I \mapsto \omega^I, \quad e^l \mapsto \Omega e^l, \quad \Lambda \mapsto \Omega^{-2} \Lambda. \]  

(2.12)

It is clear that this symmetry allows to absorb \( \Lambda \) and set it to 1. The conformal symmetry can be either checked at the level of equations of motion, or seen directly from the action. Indeed, for the parameters given in (2.7), the action (2.1) can be rewritten as

\[ S = -\frac{3}{4} \int \frac{\mathcal{P}_{IJKL}(\gamma)}{\Lambda} \left( F^{IJ} - \frac{\Lambda}{3} e^l \wedge e^l \right) \wedge \left( F^{KL} - \frac{\Lambda}{3} e^l \wedge e^l \right). \]  

(2.13)
Each of the two brackets is both invariant under the transformation (2.12) and vanishes at the de Sitter solution so that the variation of the action evaluated on this solution indeed vanishes. Note that this form of the action makes manifest the duality symmetry [8, 9]

\[ F^{ij} \leftrightarrow \frac{1}{3} \epsilon^j \wedge e^i, \]  

(2.14)

with respect to which de Sitter is a self-dual solution.

It is instructive also to realize (2.12) as a gauge symmetry of the linearized theory. To this end, let us expand the action (2.13) around the de Sitter background up to quadratic order. Denoting the fluctuations of the fields by the upper index \((1)\), one finds

\[ S^{(2)} = -3 \int \frac{\partial^2 (\gamma)}{\Lambda} \left( D^{(\omega)} \omega^{(1)} - \frac{1}{3} \epsilon \wedge e^{(1)} - \frac{e^2}{6} \Lambda^{(1)} \right)^2, \]  

(2.15)

where we suppressed the tangent space indices. This linearized action is clearly invariant under

\[ \delta e^{(1)} = \varepsilon e, \quad \delta \Lambda^{(1)} = -2 \varepsilon \Lambda. \]  

(2.16)

Being a gauge symmetry, the conformal symmetry reduces the number of perturbative degrees of freedom propagating on the de Sitter background, and it is reminiscent of the partial massless symmetry of massive gravity [28–30]. Similarly to our case, that symmetry appears only in a linearized approximation around a certain class of backgrounds and disappears when quadratic fluctuations are taken into account [31]. Such behavior is typical for irregular systems, i.e. those whose canonical structure depends on a point in the phase space. (See e.g. [32, 33] for other examples of gravitational models with irregular canonical structure.) Below we confirm that our model is an example of such irregular system. We perform a thorough canonical analysis, first at the non-perturbative level on a generic background and then for the case of the linearized theory on the de Sitter background. As we will see, the canonical structures indeed turn out be different.

2.1.1. On the Nieh-Yan invariant. Before moving on, let us explain why a similar coupling to the Nieh-Yan invariant rules out the de Sitter solution. Suppose we add to the action a term

\[ S_{NY} = \frac{\gamma_{NY}}{2} \int \frac{1}{\Lambda} d(e_I \wedge T^I). \]  

(2.17)

The field equation (2.5) are modified adding respectively the terms

\[ \gamma_{NY} \Lambda^{-1} \wedge T_I, \quad \frac{\gamma_{NY}}{2} \Lambda^{-1} \wedge e_I \wedge e_J, \quad \frac{1}{2} \gamma_{NY} d(e_I \wedge T^I). \]  

(2.18)

The de Sitter ansatz (2.6) and the Bianchi identities still imply that torsion must have only the trace spin-1 component as in (2.10). This makes the first and third of the new terms vanish identically, so the corresponding field equations are still satisfied. However in the second field equation (2.5b) the condition \( \gamma = \gamma' \) is now replaced by

\[ \frac{1}{\gamma} = \frac{1}{\gamma} + \frac{\gamma_{NY}}{\Lambda} = 0. \]  

(2.19)

The only possibility to solve this equation with varying \( \Lambda \) is to set \( \gamma_{NY} = 0 \).

From this analysis, one can also deduce that the obstruction is avoided if the Nieh-Yan invariant is coupled not to \( \Lambda^{-1} \), but to \( \log \Lambda \). The extra terms to the first and third field equations
are still identically zero on-shell of (2.10), and the third term in (2.19) is replaced by $-\gamma_{NY}$ alone. In other words, the action

$$S_1(e, \omega, \Lambda) + S_2(e, \omega, \Lambda) + \frac{1}{2} \left( \frac{1}{\gamma} - \frac{1}{\gamma'} \right) \int \log \Lambda d(e_I \wedge T^I)$$

(2.20)

admits the varying-$\Lambda$ de Sitter solution for $\alpha = -3/2$ and any values of $\gamma$ and $\gamma'$. We will not pursue a detailed analysis of this more general action in this paper.

3. Canonical analysis

3.1. 3 + 1 decomposition

The starting point of the canonical analysis is to introduce a foliation of spacetime by space-like hypersurfaces and to parametrize the tetrad according to this foliation. A convenient parametrization analogous to the ADM decomposition of the metric [34] is given by

$$e^I = \left( N \tilde{X}^I + N^a e^I_a \right) dt + e^I_a dx^a,$$

(3.1)

where $\tilde{X}^I e^I_a = 0$, $N$ and $N^a$ are the usual lapse and shift fields, and up/down tilde denotes the density weight $+1/-1$. Note also that

$$q_{ab} = \eta_{IJeI}aeJ_b$$

(3.2)

is the metric induced on space-like hypersurfaces. We denote its determinant by $q$, and $\det e = N q$.

Substituting the parametrization (3.1) into the action (2.1) and integrating by parts, one obtains

$$S = \int d^4 x \left[ \tilde{P}_I^a \partial_0 \omega_I^a + \omega_I^a \mathcal{G}_{IJ} + N^a \mathcal{V}_a + N \mathcal{H} \right],$$

(3.3)

where the momentum conjugated to the connection is

$$\tilde{P}_I^a = \frac{1}{2} \varepsilon^{abc} \mathcal{P}_{IJKL}(\gamma) e^K_c e^L_b,$$

(3.4)

and

$$\mathcal{G}_{IJ} = \partial_a \tilde{P}_I^a + \omega_a^K \tilde{P}_{IJ}^a + \omega_{aJ}^I \tilde{P}_{IK}^a,$$

(3.5a)

$$\mathcal{V}_a = \frac{1}{2} \varepsilon^{abcd} \mathcal{P}_{IJKL}(\gamma) e^I_a e^J_b e^K_c,$$

(3.5b)

$$\mathcal{H} = \frac{1}{2} \varepsilon^{abc} \mathcal{P}_{IJKL}(\gamma) X^I e^I_a \left( F^{KL}_{bc} - \frac{2\Lambda}{3} e^K_b e^L_c \right).$$

(3.5c)

6 An advantage of this parametrization is that it makes it possible to treat on equal footing also the canonical analysis on time-like [35] and null [36] hypersurfaces since the signature is determined by the norm of the field $X^I$. It is particularly convenient in the null case, where it allows one to avoid the use of a $2+2$ foliation and problems associated with gauge fixing.
Since $\omega^\mu_I$, $N$, and $N^\mu$ appear in (3.3) only linearly, they can be interpreted as Lagrange multipliers and are excluded from the phase space. Each of them generates a primary constraint so that we have

$$\mathcal{G}_{IJ} \approx \mathcal{V}_a \approx \mathcal{H} \approx 0.$$  \hspace{1cm} (3.6)

As usual, the three sets of constraints are responsible for local gauge transformations, spatial and time diffeomorphisms, respectively. However, they do not exhaust all primary constraints of the model. First of all, since $\Lambda$ appears in the action without time derivatives, its conjugate momentum $\pi$ must vanish,

$$\pi \approx 0.$$  \hspace{1cm} (3.7)

Secondly, the 18 components of the momenta $\tilde{P}_{IJ}^{ab}$ (3.4) depend only on 12 components of the tetrad $e^I_a$. This implies that there are 6 additional primary constraints, which are known in the context of GR as simplicity constraints. In the present case they can be written as follows

$$\phi^{ab} = \left( \tilde{P}_{IJ}^a - \tilde{P}_{IJ}^b (\omega) \right) \left( \mathcal{P}^{-1} \ast \mathcal{P}^{-1} \right)_{JKL} \left( \tilde{P}_{KL}^b - \tilde{P}_{KL}^a (\omega) \right) \approx 0,$$  \hspace{1cm} (3.8)

where we introduced

$$\tilde{P}_{IJ}^a (\omega) := \frac{\alpha}{2\Lambda} \tilde{\epsilon}^{abc} \mathcal{P}_{JKL}(\gamma') F_{bc}^{KL},$$  \hspace{1cm} (3.9)

and

$$\left( \mathcal{P}^{-1} \ast \mathcal{P}^{-1} \right)_{JKL} = \left( 1 + \frac{1}{\gamma} \right)^{-2} \left[ \frac{1}{2} - \frac{1}{\gamma} \right] \delta_{KL}^I - \frac{2}{\gamma} \delta_{KL}^I.$$  \hspace{1cm} (3.10)

As customary from the study of GR in tetrad variables, it is convenient to redefine the constraint $\mathcal{V}_a$ so that the new constraint generates the ordinary Lie derivative on the dynamical fields. Accordingly, we replace it by the following linear combination of primary constraints

$$D_a := \mathcal{V}_a + \omega^\mu_I G_{IJ} - \pi \partial_a \Lambda = \partial_b \left( \omega^I_H \tilde{P}_{IJ}^b \right) - \tilde{P}_{IJ}^b \partial_b \omega^I_J - \pi \partial_a \Lambda.$$  \hspace{1cm} (3.11)

In obtaining the second equality we used the fact that the contribution $\frac{\alpha}{2\Lambda} \tilde{\epsilon}^{bcd} \mathcal{P}_{JKL}(\gamma') F_{bc}^{KL}$, arising from $\mathcal{V}_a$ after expressing it in terms of the canonical momentum, actually vanishes due to the identity $\tilde{\epsilon}^{bcd} F_{ab}^{KL} F_{cd}^{IJ} = -\tilde{\epsilon}^{bcd} F_{ab}^{KL} F_{cd}^{IJ}$. The constraint $D_a$ (3.11) is manifestly in the standard form of the generator of spatial diffeomorphisms.

### 3.2. Time gauge

The form of the simplicity constraints (3.8) is highly complicated due to their quadratic nature and the presence of the terms involving curvature. It is possible to simplify the analysis imposing a partial gauge fixing of the internal Lorentz symmetry. This consists of aligning one vector of the tetrad with the normal to the hypersurface, and it is known as time gauge. Such gauge is always admissible and cannot change the canonical structure, in particular, the counting of degrees of freedom.

To impose this gauge, we follow [37] and parametrize

$$\tilde{X}^I = \sqrt{Q} \left( 1, \chi' \right), \hspace{1cm} e^I_a = \left( E^I_a \chi'_j, E^I_a \chi'_a \right).$$  \hspace{1cm} (3.12)
which ensures the defining constraint $\chi^i e^i_\mu = 0$. The variable $\chi^i$ controls the normal to hypersurfaces and, in particular, they are space-like, null, or time-like when $\chi^2 = \delta^{ij} \chi^i \chi^j$ is less, equal or greater than 1, respectively. The time gauge for the space-like case corresponds to the simplest choice

$$\chi^i = 0. \quad (3.13)$$

In this gauge $\sqrt{g} = \det E^i_a$ and $q_{ab} = \delta_{ij} E^i_a E^j_b$. We will also extensively use the inverse triad $E^i_a$ and its densitized version $\tilde{E}^i_a = \sqrt{\gamma} E^i_a$. Finally, we introduce the standard notations for the boost and rotation components of the connection,

$$K^i_a = \omega^i_a, \quad \Gamma^i_a = \frac{1}{2} \epsilon^{ijk} \omega^j_a. \quad (3.14)$$

With these notations, the action (3.3) in the time gauge takes the following form$^7$

$$S = \int dx^4 \left[ \tilde{P}^i_a \partial_t K^i_a + \tilde{Q}^i_a \partial_t \Gamma^i_a + m^i \mathcal{K}^i_a + n^i \mathcal{R}^i_i + N^a \mathcal{D}^a_a + \Lambda \mathcal{H} \right], \quad (3.15)$$

where the two momenta are

$$\tilde{P}^i_a = \tilde{E}^i_a + \tilde{P}^i_a(\omega), \quad \tilde{Q}^i_a(\omega) := \frac{\alpha}{\gamma} \epsilon^{abc} \left( F^i_{bc} - \frac{1}{\gamma} \tilde{F}^i_{bc} \right), \quad (3.16)$$

and the primary constraints are given by

$$\mathcal{K}^i_a = \partial_t \tilde{P}^i_a + \epsilon^j_k \left( K^i_a \tilde{Q}^j_a - \Gamma^i_a \tilde{P}^j_a \right), \quad (3.17a)$$

$$\mathcal{R}^i_i = \partial_t \tilde{Q}^i_a - \epsilon^j_k \left( K^i_a \tilde{P}^j_a + \Gamma^i_a \tilde{Q}^j_a \right), \quad (3.17b)$$

$$\mathcal{D}^a_a = \partial_{(a} K^i_{b)} \tilde{P}^i_a - \tilde{P}^i_a \partial_{[a} K^i_{b]} + \partial_{(a} \Gamma^i_{b)} \tilde{Q}^i_a - \tilde{Q}^i_a \partial_{[a} \Gamma^i_{b]} - \pi \partial_{[a} \Lambda, \quad (3.17c)$$

$$\mathcal{H} = \frac{1}{2} \epsilon^k_i \tilde{P}^a_{i} \tilde{E}^b_{j} \left( F^k_{ab} - \frac{1}{\gamma} \tilde{F}^k_{ab} \right) - \Lambda q. \quad (3.17d)$$

The explicit expressions for the components of the curvature $F^i_{ab}$ and $\tilde{F}^i_{ab} := \tilde{\epsilon}^i^{abc} F^k_{bc}$ in terms of (3.14) can be found in (B.4). From the form of the momenta (3.16), it is easy to see that they satisfy 9 constraints

$$\phi^a_i = (\tilde{Q}^i_a - \tilde{Q}^i_a) - \frac{1}{\gamma} (\tilde{P}^i_a - \tilde{P}^i_a) \approx 0, \quad (3.18)$$

which replace the non-linear simplicity constraints (3.8). The three additional primary constraints appear due to the gauge fixing (3.13). Thus, in total one has 20 primary constraints $\mathcal{K}^i_a$, $\mathcal{R}^i_i$, $\mathcal{D}^a_a$, $\mathcal{H}$, $\pi$ and $\phi^a_i$.

$^7$The Lagrange multipliers $n'$ and $m'$ are related to the time components of the connection by

$$m' = \omega^0_0 - N^a \omega^0_a, \quad n' = \frac{1}{2} \epsilon^i_j \left( \omega^0_i - N^a \omega^0_a \right).$$
The full algebra of primary constraints is presented in appendix C.1. It is important to note that to compute this algebra, the constraints should be expressed through the canonical variables. In (3.17) this is already done for all constraints except $H$, which is still written as a function of the densitized triad. There are many ways to express $\sim E_a^i$ in terms of the canonical variables, which all differ by terms proportional to the primary constraint (3.18) and hence can affect the commutation relations. Of course, the final canonical structure is independent of this choice since it boils down to a redefinition of primary constraints. We choose the expression which is in a sense orthogonal to (3.18), and ensures the simplest commutators. This is given by

$$\sim E_a^i = \frac{1}{1 + 1/\gamma^2} \left( \sim p_a^i - \sim q_a^i + \frac{1}{\gamma} \left( \sim q_a^i - \sim p_a^i \right) \right).$$

(3.19)

It is the only choice for which the Hamiltonian constraint $H$ is weakly commuting with both $K^i$ and itself.

3.3. Stabilization of primary constraints

The next step is to study stability conditions of the primary constraints, i.e. to require that their Poisson brackets with the total Hamiltonian vanish. The latter is given by a combination of all primary constraints and reads as

$$-H_{tot} = \mathcal{R}(n) + K(m) + D(\hat{N}) + H(\hat{N}) + \pi(\hat{\lambda}) + \varphi(\hat{\lambda}),$$

(3.20)

where we used the notation for smeared constraints

$$\Phi(f) = \int d^3 x f(x)\Phi(x).$$

(3.21)

From the algebra presented in appendix C.1, one can immediately conclude that $\mathcal{R}_a$ and $\mathcal{D}_a$ commute with all other constraints and therefore are stable under time evolution. The stability of the other constraints is more non-trivial. First, the stabilization of $K^i$ requires

$$\{H_{tot}, K_i\} \approx -(1 + \gamma^{-2}) \epsilon_{ij}^k \lambda_k \sim E_a^i = 0,$$

(3.22)

where the only non-vanishing contribution to the lhs comes from the commutator (C.7a). This condition fixes 3 of the 9 components of the Lagrange multiplier $\lambda_a^i$ and implies that it can be represented as $\lambda_a^i = E_a^i \lambda^i$ where $\lambda^i$ is a symmetric matrix. Similarly, the stabilization of the antisymmetric projection of $\varphi_a^i$ given by $\epsilon_{ij}^k E_a^i \varphi_{aj}$ leads to a condition on the Lagrange multiplier $m^i$ for the constraint $K_i$. This is consistent with the expectation that the boost generators $K_i$ and the three components of $\varphi_a^i$ corresponding to the gauge fixing (3.13) (i.e. additional to the simplicity constraints (3.8)) form a pair of second class constraints. Using the constraint algebra (C.7), one finds that the multiplier $m^i$ is fixed in terms of $\lambda^i$, $\rho$ and $\hat{N}$ as follows

$$m_i = A_i \rho + B_i \hat{N} + \frac{\beta_\gamma}{q \left( 1 + 1/\gamma^2 \right)} \left( \lambda_j^k \sim E_a^i - \lambda_k^i \sim E_a^j \right) \partial_a \Lambda^{-1}.$$

(3.23)

Here $A_i$ and $B_i$ are functions on phase space defined in (C.12), and the parameter $\beta_\gamma$ is given by

$$\beta_\gamma := \left( 1 - \frac{1}{\gamma^2} \right) \beta - \frac{2\alpha}{\gamma}.$$
This parameter controls the non-commutativity of $\sim E_a^i$ and $\phi^a_i$ (see (B.8b) and (C.7b)) and will play a crucial role in the following analysis.

It remains to analyze the stability conditions for the constraints $\pi$, $\mathcal{H}$ and $\phi_{ij} = E_{-a}^i \phi^a_j$. They lead to equations involving Lagrange multipliers that can be written in the following form

$$\mathcal{E}N = A_{ij} \lambda^j_i, \quad \mathcal{E} \rho = B_{ij} \lambda^j_i,$$

(3.25)

$$\rho A_{ij} - NB_{ij} = \epsilon_{ij}^k \lambda_{jk} v_i,$$

(3.26)

where the phase space functions $\mathcal{E}$, $A_{ij}$ and $B_{ij}$ are defined in (C.9) and (C.11), and we introduced the vector

$$v_i := 2\beta_i \sim E_a^i \partial_a \Lambda^{-1}.$$ (3.27)

Note that taking the trace in the equation (3.26), one arrives at a simple relation,

$$\rho A = NB,$$

(3.28)

where $A = A^i_j$, $B = B^i_j$. It requires that if $A$ vanishes then $B$ vanishes as well, otherwise the lapse function would vanish and this contradicts the invertibility of the metric. For the generic analysis we will assume that $A$ does not vanish. The case of both $A$ and $B$ vanishing is nevertheless physically interesting since it is realized for the de Sitter background (2.6). This special case will be analyzed in section 3.6 below.

For non-vanishing $\mathcal{E}$, the two equation (3.25) can be used to express $N$ and $\rho$ in terms of $\lambda^j_i$ and one remains with 6 equation (3.26) on these Lagrange multipliers. However, despite the number of multipliers is equal to the number of equations, not all $\lambda^j_i$ get fixed. Indeed, contracting (3.26) with $\lambda_{ij}$, one obtains

$$\rho A_{ij} \lambda^j_i = NB_{ij} \lambda^j_i,$$

(3.29)

which also follows directly from (3.25). Thus, at least one equation out of 6 is redundant. Furthermore, as we will see below, some of these stability conditions do not fix Lagrange multipliers, but turn out to be secondary constraints.

It is instructive to compare the present situation to the canonical analysis of GR in the first order formalism (see e.g. [37–39]). In that case $\alpha = 0$ and the constraint $\pi$ is missing (since $\Lambda$ is not dynamical) so that the above equations reduce to $\lambda^j B_{ij} |_{\alpha = 0} = NB_{ij} |_{\alpha = 0} = 0$. Since lapse is non-vanishing, this result implies the existence of 6 secondary constraints $B_{ij} |_{\alpha = 0} \approx 0$, which are in fact part of the vanishing torsion condition. Together with $\phi_{ij}$, they form second class pairs and one ends up with a four-dimensional phase space which, upon solving the second class constraints explicitly, coincides with the standard phase space of $SU(2)$ ADM formulation [40].

In our case the situation is more complicated. How many equations fix Lagrange multipliers and how many of them generate secondary constraints depends on the properties of the $6 \times 6$ matrix

$$M_{ij}^{kl} := \epsilon^k_{lj} \phi^l_j v_i v_m,$$

(3.30)

appearing on the rhs of (3.26) and multiplying $\lambda_{ik}$. This matrix in turn is determined by the vector $v_i$ in (3.27). There are two distinct cases, when this vector is zero or not, leading to different canonical structures.
The case of vanishing $v_i = 0$ occurs either if $\beta, \gamma = 0$, or the field $\Lambda$ is spatially constant, $\partial_a \Lambda = 0$. The first situation is a restriction on the parameters of the theory, the one anticipated in (1.1). The second situation is on the other hand a condition on a phase space variable, that identifies a class of backgrounds where the theory changes its canonical structure. The presence of such special sectors in the phase space shows that our model is an example of irregular system. Although the backgrounds with a spatially constant $\Lambda$ are interesting especially for cosmological applications [41], we will not analyze them in detail in this paper, concentrating instead on generic backgrounds. We will thus only consider the case $v_i = 0$ obtained from $\beta, \gamma = 0$.

Since the analysis and the resulting canonical structure are different in the two cases specified above, we consider them in the two consecutive subsections.

3.4. Special case: scalar-tensor theories

We consider here the special case when $\beta, \gamma = 0$. This condition can be used to eliminate $\beta$ or equivalently $\alpha$ from the action, obtaining

$$S(e, \omega, \Lambda) = S_1(e, \omega, \Lambda) + \frac{\alpha}{2} \int \left( \frac{1}{2} \epsilon_{IJKL} + \frac{2\gamma}{\gamma^2 - 1} \partial_{KL} \right) \frac{1}{\Lambda} F^{IJ}(\omega) \wedge F^{KL}(\omega).$$

As we will see below, this class of theories propagates at most 3 degrees of freedom. It includes the Euler theory for $1/\gamma = 0$, and the theory with no Euler term and arbitrary coupling for the Pontryagin term for $\alpha = 0, \gamma = 1$.

To complete the canonical analysis in this case, we set $v_i = 0$ as implied by $\beta, \gamma = 0$, and observe that the stability condition (3.26) reduces to

$$\psi_{ij} = 0.$$  

Expressing $\rho$ in terms of the lapse using the relation (3.28) and taking into account that the lapse is non-vanishing, one arrives at equations which do not involve any Lagrange multipliers and must therefore be interpreted as secondary constraints,

$$\psi_{ij} = 0.$$  

Since the trace $\psi_{ij}$ vanishes identically, there are only 5 independent secondary constraints, which is related to the redundancy noticed around (3.29).

Thus, our next problem is to study the stability of the secondary constraints (3.33). To this end, let us take into account the conditions on the Lagrange multipliers found above. These conditions include: vanishing of the antisymmetric part of $\lambda^i$, the expression (3.23) for $m_i$, and the expressions of $\rho$ and $N$ through $\lambda^i$ resulting from (3.25). Alternatively, we can split $\lambda^i$ into two parts: $\lambda_A = A_i \lambda^i$ and

$$\hat{\lambda}^i = \lambda^i - \delta^i_A A_{kl} \lambda^k l,$$

satisfying $A_{ij} \hat{\lambda}^i = 0$. Then, instead of expressing $N$ through $\lambda^i$, one can express $\lambda_A$ through $N$ so that the set of independent Lagrange multipliers will now consist of $\hat{\lambda}^i$ and the lapse $N$. The advantage of this way of proceeding is that we do not have to require that $\mathcal{E}$ is non-vanishing and we can keep the geometric field $N$ as an independent variable. Substituting all conditions into the total Hamiltonian (3.20), one finds

$$-H_{tot} = \mathcal{R}(n) + \mathcal{D}(N) + \mathcal{H}(N) + \hat{\phi}(\hat{\lambda}),$$

as

$$\psi_{ij} = 0,$$

Since the trace $\psi_{ij}$ vanishes identically, there are only 5 independent secondary constraints, which is related to the redundancy noticed around (3.29).

Thus, our next problem is to study the stability of the secondary constraints (3.33). To this end, let us take into account the conditions on the Lagrange multipliers found above. These conditions include: vanishing of the antisymmetric part of $\lambda^i$, the expression (3.23) for $m_i$, and the expressions of $\rho$ and $N$ through $\lambda^i$ resulting from (3.25). Alternatively, we can split $\lambda^i$ into two parts: $\lambda_A = A_i \lambda^i$ and

$$\hat{\lambda}^i = \lambda^i - \delta^i_A A_{kl} \lambda^k l,$$

satisfying $A_{ij} \hat{\lambda}^i = 0$. Then, instead of expressing $N$ through $\lambda^i$, one can express $\lambda_A$ through $N$ so that the set of independent Lagrange multipliers will now consist of $\hat{\lambda}^i$ and the lapse $N$. The advantage of this way of proceeding is that we do not have to require that $\mathcal{E}$ is non-vanishing and we can keep the geometric field $N$ as an independent variable. Substituting all conditions into the total Hamiltonian (3.20), one finds

$$-H_{tot} = \mathcal{R}(n) + \mathcal{D}(N) + \mathcal{H}(N) + \hat{\phi}(\hat{\lambda}),$$

as

$$\psi_{ij} = 0,$$

Since the trace $\psi_{ij}$ vanishes identically, there are only 5 independent secondary constraints, which is related to the redundancy noticed around (3.29).

Thus, our next problem is to study the stability of the secondary constraints (3.33). To this end, let us take into account the conditions on the Lagrange multipliers found above. These conditions include: vanishing of the antisymmetric part of $\lambda^i$, the expression (3.23) for $m_i$, and the expressions of $\rho$ and $N$ through $\lambda^i$ resulting from (3.25). Alternatively, we can split $\lambda^i$ into two parts: $\lambda_A = A_i \lambda^i$ and

$$\hat{\lambda}^i = \lambda^i - \delta^i_A A_{kl} \lambda^k l,$$

satisfying $A_{ij} \hat{\lambda}^i = 0$. Then, instead of expressing $N$ through $\lambda^i$, one can express $\lambda_A$ through $N$ so that the set of independent Lagrange multipliers will now consist of $\hat{\lambda}^i$ and the lapse $N$. The advantage of this way of proceeding is that we do not have to require that $\mathcal{E}$ is non-vanishing and we can keep the geometric field $N$ as an independent variable. Substituting all conditions into the total Hamiltonian (3.20), one finds

$$-H_{tot} = \mathcal{R}(n) + \mathcal{D}(N) + \mathcal{H}(N) + \hat{\phi}(\hat{\lambda}),$$

as

$$\psi_{ij} = 0.$$
where

$$\hat{\mathcal{H}} = \mathcal{H} + BA^{-1}\pi + \mathcal{E}A^{-1}\phi_k^k + \left( BA^{-1}\mathcal{A}_i + B_i^{-} \right) K^i,$$

$$\hat{\phi}_{ij} = \phi_{ij} - A_i A^{-1}\phi_k^k.$$

(3.36)

(3.37)

With the help of the commutation relations provided in appendix B (see (B.11) and (B.12)), it is easy to check that $\psi_{ij}$ are weakly commuting with the diffeomorphism and rotation constraints

$$\{D(\tilde{N}), \psi_{ij}\} = \partial_a (N^a \psi_{ij}),$$

(3.38)

$$\{R(n), \psi_{ij}\} = 2\epsilon_{ik}^j n^k \psi_{ij}.$$

(3.39)

Therefore, the stabilization of $\psi_{ij}$ leads to 5 equations

$$\{\psi_{ij}, \hat{\mathcal{H}}(\tilde{N})\} + \{\psi_{ij}, \hat{\phi}(\tilde{\lambda})\} = 0.$$

(3.40)

The second term may involve in general derivatives on $\hat{\lambda}^i$, coming from the commutation relations between $\phi_{ij}$ and $A_{ij}, B_{ij}$, from which the secondary constraints are constructed. However, a look at these commutators, given in (B.11d) and (B.12d), shows that there is only one term with a derivative acting on $\lambda_{ij}$, and this term is proportional to $\beta_i$ and thus absent in the special case being treated here. As a consequence, we can write the second term as

$$\{\psi_{ij}, \hat{\phi}(\tilde{\lambda})\} = \Delta_{ij}^{kl} \hat{\lambda}_{kl},$$

(3.41)

where $\Delta_{ij}^{kl}$ is a matrix valued function and not a differential operator. Furthermore, on a generic background the $5 \times 5$ matrix $\Delta_{ij}^{kl}$ is invertible and hence the equation (3.40) can be solved with respect to $\hat{\lambda}_{ij}$, giving

$$\hat{\lambda}_{ij} = -\Delta^{-1}_{ij} \{\psi_{kl}, \hat{\mathcal{H}}(\tilde{N})\}.$$

(3.42)

Thus, the stability condition of the secondary constraints does not produce any further constraints and the stabilization procedure stops at this point.

Since the lapse $N$ remained unfixed, the combination of constraints which it multiplies in the total Hamiltonian is ensured to be first class and, in fact, it is this combination that plays the role of the Hamiltonian constraint in this formalism. From (3.42), it is easy to see that it is given by

$$\mathcal{H} := \hat{\mathcal{H}} - \{\psi(\hat{\phi}\Delta^{-1}), \hat{\mathcal{H}}\}.$$

(3.43)

This constraint commutes with itself only weakly, unlike the original constraint $\mathcal{H}$ (see (C.1n)). In particular, the commutator contains the standard contribution given by the vector constraint $-\nabla(\tilde{K}_{N,M})$ where $\tilde{K}_{N,M} = q g^{ab}(M\partial_b M - M\partial_b N)$, which is characteristic of the diffeomorphism algebra (cf (C.13i)). The latter appears as follows: the first term in $E_i^{-}$ (C.12b) gives rise to the contribution $-E_i^a \partial_b K^j$ in (3.36), which then produces the vector constraint through the commutation relation (C.1g).

---

8 It involves the contribution which coincides with the commutator of the primary simplicity and secondary constraints for GR whose invertibility is ensured by the invertibility of the tetrad.
Summarizing the results of our analysis, we have 7 first class constraints $R_i$, $D_a$ and $H^c$ corresponding to the unfixed gauged symmetries of the model, together with 18 second class constraint $K_i$, $\phi^i_\mu$, $\pi$ and $\psi_j$. These constraints are imposed on a 38 dimensional phase space. This means that the reduced phase space has dimension $38 - 2 \times 7 - 18 = 6$ and corresponds to 3 propagating degrees of freedom. As we already discussed, the new degrees of freedom of these theories reside in torsion. The counting suggests that we are looking at a single scalar mode of torsion, which could be described by taking either of its spin-1 parts (the trace or the completely antisymmetric irreps) to be given by the gradient of a scalar. It might be possible to view this special case as a type of scalar-tensor theory, which is why we refer to the special case in these terms in the title of this section.

The counting we obtained can be compared with older work appeared in [42]. This paper studied the canonical analysis of a MacDowell–Mansouri-type of action [43] with de Sitter (or anti-de Sitter) gauge symmetry group and involving an additional scalar field in the fundamental representation. This model turns out to be equivalent to the Euler theory, which is included in the special case treated here\(^9\). The result claimed in [42] is that such model has 6 degrees of freedom, which is in contradiction to what we find. However, the 6 degrees of freedom are counted assuming that a certain matrix does not have additional null eigenvectors beyond a few ones explicitly found in the paper. We believe that this assumption is unjustified, and that additional null eigenvectors exist and bring the counting to match ours. It would be interesting to fill this gap and establish a direct link between the canonical structures of the two models.

### 3.5. Generic case

Let us now consider the case of non-vanishing $v_i$. To disentangle the corresponding stability conditions, note that the $6 \times 6$ matrix $M_{ij}^{kl}$ (3.30) has two eigenvectors with vanishing eigenvalues, $\delta_{ij}$ and $v_i v_j$, and hence its rank is equal to 4. This implies that 6 stability conditions (3.26) split into 3 groups of equations. First, taking the trace, as was already noticed, leads to the relation (3.28). Second, contracting (3.26) with $v^i v^j$ and using (3.28), one generates one secondary constraint of the following form

$$\psi_v = \frac{v^i v^j}{v^2} \psi_{ij} = B A_v - A B_v \approx 0, \tag{3.44}$$

where $A_v = v^i v^j A_{ij}/v^2$, $B_v = v^i v^j B_{ij}/v^2$. Finally, the remaining 4 equations can be used to express 4 components of $\lambda^i$, orthogonal to $\lambda = \lambda_2$, and $\lambda_v = v_i v_j \lambda^i v^j/v^2$, through $\rho$ and $N$.

To do the last step explicitly, let us introduce the projector on the space of traceless symmetric matrices orthogonal to $v_k v_j$. It is easy to check that it is given by

$$T_{ij}^k(v) = \delta_{ij}^{kl} - \frac{1}{v^2} \delta_{ij} \delta^{kl} = \frac{1}{v^2} \delta_{ij} v^k v^l + \frac{1}{v^2} \delta_{ij} v^k v^l - \frac{3}{2(v^2)} v^i v^j v^k v^l. \tag{3.45}$$

Then the matrix

$$N_{ij}^{kl} = \frac{1}{v^2} M_{ij}^{kl} - \frac{6 v_i v_j v^m}{(v^2)^2} M_{mj}^{kl} = -\frac{1}{v^2} \delta_{ij} v^k v^l + \frac{3 v_i v_j v^m}{(v^2)^2} \epsilon_{ij} \epsilon_{kl} v^m. \tag{3.46}$$

\(^9\)The equivalence is established in a similar way as the original MacDowell–Mansouri theory is shown to be equivalent to GR: one introduces a partial gauge fixing of the larger internal group, which requires the scalar multiplet to have only one non-vanishing component and thereby breaks the symmetry down to the Lorentz subgroup, and performs a field rescaling.
satisfies
\[ N_{ij}^{mn}M_{mn}^{kl} = \mathcal{T}_{ij}^{kl}(v), \] (3.47)
which means that it can be considered as the inverse to \( M_{ij}^{kl} \) on the subspace we are interested in. Using this result and substituting the decomposition
\[ \lambda_{ij} = \hat{\lambda}_{ij} + \left( \delta_{i}^{k} \delta_{j}^{l} - \mathcal{T}_{ij}^{kl}(v) \right) \lambda_{kl}, \] (3.48)
where
\[ \hat{\lambda}_{ij} = \mathcal{T}_{ij}^{kl}(v) \lambda_{kl}, \] (3.49)
into (3.26), one finds that \( \lambda_{ik} \) drop out, whereas \( \hat{\lambda}_{ij} \) can be found to be
\[ \hat{\lambda}_{ij} = N_{ij}^{kl} \left( \rho A_{ij}^{} - N B_{kl}^{\sim} \right) = N A^{-1} N_{ij}^{kl} (B A_{ij}^{} - A B_{ij}^{\sim}), \] (3.50)
where in the last equality we used (3.28).

It remains to analyze the two stability conditions (3.25). In the parametrization (3.48) they can be rewritten as a system of linear equations
\[ A \lambda_{+} - A_{v} \lambda_{-} = 2 \mathcal{E} \mathcal{N} - 2 A_{v} \hat{\lambda}_{ij}, \]
\[ A (B \lambda_{+} - B_{v} \lambda_{-}) = 2 \mathcal{E} B \mathcal{N} - 2 A_{v} \hat{\lambda}_{ij}. \] (3.51)
Using the constraint (3.44), the second equation is easily shown to be equivalent to the first one, provided
\[ (B A_{ij} - A B_{ij}^{\sim}) \hat{\lambda}_{ij} = 0. \] (3.52)
This is indeed the case, as it follows either from (3.26) by contracting it with \( \hat{\lambda}_{ij} \), or directly form (3.50) due to the antisymmetry of the matrix (3.46). This is the same redundancy that has been noticed in (3.29). Hence, there is only one equation relating three Lagrange multipliers,
\[ A \lambda_{+} - A_{v} \lambda_{-} = 2 \left( \mathcal{E} + A_{ij} N_{ij}^{kl} B_{kl}^{\sim} \right) \mathcal{N}. \] (3.53)

Solving (3.53) with respect to \( \lambda_{+} \), one concludes that the first step of the stabilization procedure gives one secondary constraint \( \psi_{v} \) and leaves unfixed the following Lagrange multipliers: \( n^{i}, N_{i}^{o}, \mathcal{N} \) and \( \lambda_{-} \). Taking into account all conditions on the Lagrange multipliers, the total Hamiltonian (3.20) takes the form
\[ -H = R(n) + D(N) + \dot{\mathcal{H}}(\mathcal{N}) + \dot{\phi}_{v}(\lambda_{-}), \] (3.54)
where
\[ \dot{\mathcal{H}} = \mathcal{H} + A^{-1} B \pi + A^{-1} N_{ij}^{kl} (B A_{ij} - A B_{ij}^{\sim}) \left( \phi_{ij} + \frac{v_{j} K_{j}}{2 q (1 + 1/\gamma^2)} \right) + A^{-1} \left( \mathcal{E} + A_{ij} N_{ij}^{kl} B_{kl}^{\sim} \right) \left( \phi - \frac{v_{m} K_{m}}{q (1 + 1/\gamma^2)} \right) + (A^{-1} B \pi_{i} + B_{i}^{\sim} \dot{K}_{i}), \] (3.55)
\[ \dot{\phi}_v = \frac{A_i \phi - A \phi_i}{2A} - \frac{A_i v^i K_j}{2qA (1 + 1/\gamma^2)}, \]  
(3.56)

we defined \( \phi := \phi^k_k \), \( \phi_v := v^i v^j \phi_{ij} / v^2 \) and also used that (see (3.23))

\[ m_i = \left( A^{-1} B A_i + B_i^+ \right) N + \frac{\lambda_i v^i - v_i \lambda_+}{2q(1 + 1/\gamma^2)}. \]  
(3.57)

We still have to stabilize the secondary constraint (3.44). The analysis is very similar to the previous case. First, from (3.38), (3.39) and (B.10), one finds that \( \psi_v \) is weakly commuting

\[ \{D(N), \psi_v\} = \partial_a (A^a \psi_v), \]  
(3.58)
\[ \{R(n), \psi_v\} = 0. \]  
(3.59)

As a result, the stability condition of \( \psi_v \) reads

\[ \{\hat{H}(N) + \dot{\phi}_v(\lambda_-), \psi_v\} = 0. \]  
(3.60)

Importantly, the Lagrangian multiplier \( \lambda_- \) enters this equation without derivatives. Indeed, since the commutators of the boost constraint \( K(m) \) with \( A_{ij} \) and \( B_{ij} \), (B.11c) and (B.12c), do not involve derivatives on \( m_i \), the only commutator we have to analyze is

\[ \{A_v \phi(\lambda_-) - A \phi_i (\lambda_-), BA_v - AB_v\}. \]  
(3.61)

The only terms with a derivative on \( \lambda_- \) come from the commutator (B.11d) and are encoded by the contribution

\[ \frac{2\beta}{qA^2} E_{ij} \bar{\nu}_{ij} \bar{\nu}_{ij} \theta_a \lambda_{ij}. \]  
(3.62)

However, it is easy to see that it vanishes provided \( \lambda_{ij} \) is replaced by \( \delta_{ij} \lambda_- \) or \( v_i v_j \lambda_- \) simultaneously with contracting it with \( \delta_{ij} \) or \( v_i v_j \). This ensures that \( \lambda_- \) appears in the stability condition (3.60) without derivatives. As a result, this condition can be used to express this Lagrange multiplier as a linear function of the lapse, so that the first class Hamiltonian constraint can be written as

\[ \mathcal{H}(N) = \hat{\mathcal{H}}(N) - \frac{\{\hat{\mathcal{H}}(N), \psi_v\}}{\phi_v} \phi_v. \]  
(3.63)

This step finishes the stabilization procedure.

Thus, in total we have again 7 first class constraints \( \mathcal{R}_i, \mathcal{D}_a \) and \( \mathcal{H} \), but in contrast to the previous case they are supplemented by only 14 second class constraints \( K_i, \phi_i^a, \pi, \psi_v \). Therefore, the reduced phase space has dimension \( 38 - 2 \cdot 7 - 14 = 10 \) and corresponds to 5 propagating degrees of freedom.

3.6. de Sitter background

The previous construction assumed no particular relations satisfied by the fields except the constraints and stability conditions found in the process of canonical analysis. Now let us instead consider the special case of the de Sitter background (2.6), which is a solution when the parameters are restricted to satisfy (2.7).
This background requires a special attention, because it violates some of the assumptions made in the previous sections. This can be easily seen in the time gauge, for which the de Sitter condition (2.6) gives

\[ F_{ab}^0 = 0, \quad F_{ab}^i = \frac{\Lambda}{2 \epsilon} E_i^a. \]  

(3.64)

Using these values in the functions entering the momenta (3.16), one finds

\[ \tilde{P}_a^i(\omega) = -E_a^i, \quad \tilde{Q}_a^i(\omega) = -\frac{1}{\gamma} E_a^i. \]  

(3.65)

This means that background values of momenta \( \tilde{P}_a^i \) and \( \tilde{Q}_a^i \) identically vanish. Furthermore, the formula for the torsion (2.10) implies

\[ \nabla_{[a} E_{b]} = \frac{1}{2} E_{[a} \partial_{b]} \log \Lambda, \]  

(3.66)

where \( \nabla_a \) is the SU(2) covariant derivative defined in (C.8). Then it is easy to check that the following quantities appearing in various stability conditions all vanish

\[ A_i = A_{ij} = B_{ij} = E = 0. \]  

(3.67)

This makes the above analysis inapplicable to the de Sitter background because it was based on the assumption of non-vanishing \( A \). Hence, it should be redone and the canonical structure may change.

Before proceeding, let us clarify what it means to perform the canonical analysis on a fixed background. The only meaningful way to do this is to expand the fields around their background values. If one keeps all orders of the expansion, one effectively considers the theory on a generic background, just written in a shifted variables. If however one keeps only linear terms in equations of motion (hence quadratic in the action), this is not true anymore and one may find something new.

Thus, our goal will be to understand the canonical structure of the linearized theory obtained by expanding the fields around a solution satisfying (2.6). The corresponding action has already been obtained in (2.15). However, instead of performing the analysis from scratch, we can use our previous results. Let us write the initial Hamiltonian (in our case this is (3.20)) as

\[ -H_\text{tot} = \zeta^{(1)} \Phi^{(1)} + \zeta^{(1)} \Phi^{(2)}, \]  

(3.68)

where \( \Phi^{(1)} \) are primary constraints and \( \zeta^{(1)} \) are their Lagrange multipliers. Then the Hamiltonian describing the fluctuations (which we denote by an upper index indicating the perturbation order) is obtained by expanding \( H_\text{tot} \) to quadratic order which gives

In contrast to the original Hamiltonian, \( H_\text{tot}^{(2)} \) is not weakly vanishing due to background values of the Lagrange multipliers (which at least for the lapse \( N \) is guaranteed to be non-zero). More importantly is that the constraints, which appear as functions of \( \Phi^{(1)} \) multiplied by fluctuation of the Lagrange multipliers, are linear in fluctuations of the canonical fields. Therefore, their stability conditions can be obtained by simply linearizing the non-perturbative stability conditions.

To do the linearization explicitly, one should take into account that the background value of the Lagrange multiplier \( \rho \) is zero, whereas \( \chi_\alpha \) can be found from Hamilton’s equations of
motion for the combination of connection components that is conjugate to the combination of momenta entering the constraint (3.18). More precisely, one has

$$\lambda_i^a = -\partial_t \left( \frac{1}{2} \epsilon^r_{ikl} \omega^{rk}_a - \frac{1}{\gamma} \omega^{0k}_a \right) + D^0_a \left( \frac{1}{2} \epsilon^r_{ikl} \omega^{rk}_0 - \frac{1}{\gamma} \omega^{0k}_0 \right)$$

$$= -\frac{1}{2} \epsilon^r_{ikl} F^{rk}_a + \frac{1}{\gamma} F^{0k}_a.$$  \hspace{1cm} (3.69)

This can be further expressed through the tetrad and $\Lambda$ using the de Sitter condition (2.6).

Below we will need the expression only for the symmetric part $\lambda_{ij}$ of the Lagrange multipliers which turns out to be given by

$$\lambda_{ij} = N \sim \Lambda \delta_{ij} 3 \gamma (1 + 1/\gamma^2).$$  \hspace{1cm} (3.70)

Linearizing the stability conditions for primary constraints, one then finds that the Lagrange multipliers $m_{ij}^{(1)}$ are fixed by the linearized version of (3.23), whereas thanks to the vanishing results (3.67), the stability conditions (3.25) and (3.26) reduce to

$$N \mathcal{E}^{(1)} = \lambda_{ij} A_{ij}^{(1)}, \quad \lambda_{ij} B_{ij}^{(1)} = 0, \quad N B_{ij}^{(1)} = M_{ij}^{kl} \lambda_{kl}^{(1)},$$  \hspace{1cm} (3.71)

where $M_{ij}^{kl}$ is the matrix (3.30). Taking into account (3.70), the first two equations seem to give rise to two secondary constraints

$$\psi^{(1)} = \mathcal{E}^{(1)} - \frac{\Lambda A_{ij}^{(1)}}{3 \gamma (1 + 1/\gamma^2)} \approx 0, \quad \psi^{(1)} = B_{i}^{(1)} \approx 0.$$  \hspace{1cm} (3.72)

However, the first is not a new constraint, because it is straightforward to verify that

$$\psi^{(1)} = \Lambda^{-1} H^{(1)}.$$  \hspace{1cm} (3.73)

Hence, we have only one secondary constraint $\psi^{(1)}$. Finally, the nature of the last equation in (3.71) depends on the vector $v_i$. Thus, as before, we have to consider two cases, when $v_i$ is zero or not, separately.

In the special case $v_i = 0$, which corresponds to $\gamma = \infty$ or spatially constant $\Lambda$, the last stability condition generates 6 secondary constraints

$$\psi^{(1)}_{ij} = B_{ij}^{(1)} \approx 0,$$  \hspace{1cm} (3.74)

of which $\psi^{(1)}$ (3.72) is a linear combination. These constraints can be viewed as a generalization of the linearized secondary constraints of GR in the first order formalism. As a consequence, they do not commute with 6 primary constraints $\phi_{ij}^{(1)}$, so that these 12 constraints form second class pairs. On the other hand, evaluated on the de Sitter background, all commutation relations of $\pi^{(1)}$ with other constraints can be checked to be zero. Therefore, in contrast to the canonical analysis on generic backgrounds, it is of first class. In summary, we have found 8 first class constraints $R_{ij}^{(1)}$, $D_{kj}^{(1)}$, $\mathcal{H}_{ij}^{(1)}$, $\pi_{ij}^{(1)}$, and 18 second class constraints $K_{ij}^{kl}$, $\phi_{ij}^{(1)}$, $\psi_{ij}^{(1)}$. Thus, the dimension of the reduced phase space is equal to $38 - 2 \cdot 8 - 18 = 4$, which corresponds to 2 propagating degrees of freedom.

For non-vanishing $v_i$, the analysis proceeds in a similar way. Since in this case the matrix $M_{ij}^{kl}$ has rank 4, the last equation in (3.71) fixes 4 Lagrange multipliers $\lambda_{ij}^{(1)}$ and gives rise to
two secondary constraints obtained by taking the trace and contracting with $v_i$, one of them coincides with $\psi^{(1)}$ in (3.72), and the second is

$$\psi_v^{(1)} = \frac{\psi^{(1)}_{ij} v^i v^j B^{(1)}_{ij}}{v^2} \approx 0. \quad (3.75)$$

The two constraints $\psi^{(1)}$ and $\psi_v^{(1)}$ do not commute with the two remaining components of the primary constraints $\phi^{(1)}_{ij}$, i.e. $\phi^{(1)}_i$ and $\phi^{(1)}_v$, whereas $\pi^{(1)}$ remains commuting with all constraints as in the previous case. Thus, we end up having 8 first class constraints $R^{(1)}_i, D^{(1)}_a, H^{(1)}, \pi^{(1)}$, and 14 second class constraints $K^{(1)}_i, \phi^{(1)}_i, \psi^{(1)}, \psi_v^{(1)}$. Therefore, the reduced phase space has dimension $38 - 2 \cdot 8 - 14 = 8$ and corresponds to 4 propagating degrees of freedom.

We observe that in both cases the difference in the resulting canonical structure comparing to the one on a generic background is that one acquires an additional second class constraint $\psi^{(1)}$, while the constraint $\pi^{(1)}$, which was second class, is converted now to first class. As a result, one looses one degree of freedom.

The conversion of $\pi^{(1)}$ into first class means that it must be the generator of a gauge symmetry. This symmetry is nothing but the conformal symmetry discussed in section 2.1. Indeed, it is easy to calculate the following commutation relations on the de Sitter background

$$\{ \pi^{(1)}(\rho), \omega^{(1)}_a \} = 0, \quad \{ \pi^{(1)}(\rho), \tilde{E}^{(1)}_i \} = \frac{\rho}{\Lambda} \tilde{E}_i, \quad \{ \pi^{(1)}(\rho), \Lambda^{(1)} \} = -\rho. \quad (3.76)$$

The second commutator implies

$$\{ \pi^{(1)}(\rho), e^{(1)}_a \} = \frac{\rho}{2\Lambda} e^a.$$  

(3.77)

After identification $\rho = 2\Lambda$, these commutation relations reproduce the infinitesimal conformal transformation (2.16).

4. Self-dual theory

It is a well-known fact that GR in tetrad variables admits a self-dual formulation which can be described using the Einstein–Cartan–Holst action with $\gamma = \pm i$. At these values of the Immirzi parameter, the action depends only on (anti-)self-dual part of the connection which makes the theory very special. For instance, being holomorphic it realizes the full Lorentz symmetry group as $SO(3, 1) \cong SO(3, \mathbb{C})$ and leads to a canonical formulation identical to the one of the real theory in the time gauge without actually imposing any gauge restriction. It is this complex Ashtekar formulation [17, 22] that was the starting point of the loop approach to quantization of GR [44–46], while its related covariant Plebanski formulation [47] underlies the spin foam approach [48, 49]. More recently, a whole class of modified theories of gravity describing the dynamics of the self-dual connection has been proposed, which is distinguished by the property that, similarly to GR, these models propagate only two (holomorphic) degrees of freedom [18, 50–52]. Furthermore, a self-dual formulation was shown to exist even for ghost free massive gravity [33] where it also considerably simplifies the analysis.

In the modified theory of gravity considered here, fixing $\gamma = \pm i$ is not enough yet to get a self-dual theory due to the presence of the second term $S_5$ (2.2b). However, this can be achieved by fixing also $\gamma'$ to the same value. Therefore, given the special role played by holomorphic
formulations of GR and its modifications, in this section we study our model specialized for
\[ \gamma = \gamma' = -i, \quad (4.1) \]
which selects its self-dual sector. It is particularly interesting because it is this self-dual model
that appeared in the original proposal of [8] and suggested a new interpretation of the standard
Kodama state [12] as a transition amplitude. Therefore, a proper canonical analysis of this case
appears to be important in view of possible applications of this model to quantum gravity.

The canonical analysis of the self-dual theory cannot simply be deduced from the general
analysis presented in the previous section. This is because the expression (3.19) for the triad
becomes singular in the limit (4.1). Even if one uses the freedom to change this definition
discussed above (3.19) (that is, by adding terms proportional to the primary constraint (3.18))
at the price of having more complicated commutation relations and hence the stability analysis,
the analysis presented above fails for such \( \gamma \) because several crucial commutators become
vanishing (e.g. (C.7a)). Therefore we start from scratch.

Substituting (4.1) into the two actions (2.2) and noting that
\[ P^- = \frac{1}{2} (1 \mp i \star) \]
are the self-dual and anti-self-dual projectors, respectively, one finds that
\[ S_1 = \int \left( \Sigma_i \wedge F'(A) + \frac{1}{6} \Sigma_i \wedge \Sigma_i \right), \quad (4.2a) \]
\[ S_2 = -i \alpha \int \Lambda^{-1} F_i(A) \wedge F^i(A), \quad (4.2b) \]
where we defined the self-dual connection and Plebanski two-form
\[ A^i = -2i P^0 KL \omega^{KL} = \frac{1}{2} \epsilon_{ijk} \omega^{jk} - i \epsilon_{0ij}, \quad (4.3) \]
\[ \Sigma^i = 2 P_{+ij} e^j \wedge e^i = e^0 \wedge e^i + i \frac{1}{2} \epsilon^{ijk} e^j \wedge e^k, \]
whereas \( F'(A) = dA^i - \frac{1}{4} \epsilon^{ijk} A^j \wedge A^k \) is the self-dual curvature.

An interesting observation is that, upon integration by parts, the action (4.2b) can be
rewritten in terms of the CS Lagrangian
\[ L_{CS}(A) = A_i dA^i - \frac{1}{3} \epsilon_{ijk} A^j \wedge A^k \wedge A^k. \quad (4.4) \]
This follows from the identity \( dL_{CS} = F_i \wedge F^i \) which implies that
\[ S_2 = -i \alpha \int d\Lambda^{-1} \wedge L_{CS}(A). \quad (4.5) \]
It is this observation that was the basis for the above mentioned interpretation of the Kodama
state, which is constructed as the exponential of the CS Lagrangian.

Our goal is to perform the canonical analysis of this model. To this end, both forms of
\( S_2, (4.2b) \) and (4.5), can be used as the starting point. The difference between the resulting
canonical structures should be captured merely by a canonical transformation. To present a
new look at the model and given the important role played by the CS Lagrangian, we choose
to start with the action (4.5).

4.1. Canonical analysis

The first step is, as usual, to introduce a convenient parametrization of the fields adapted to the
canonical analysis. Such parametrization can be obtained by plugging the ansatz (3.1) into the
definition of the Plebanski two-form (4.3) and suggests to define

\[ \tilde{\Sigma}_{ij} = \frac{1}{2} e^{abc} \tilde{\Sigma}_{bc}, \quad \Sigma_{ij0} = -\frac{1}{2} N e^{abc} e^{jk} \tilde{\Sigma}_{jk} \tilde{\Sigma}_{i}^{k} - \varepsilon_{abc} N^{b} \tilde{\Sigma}_{i}^{c}. \]  

(4.6)

It is easy to check that the determinant of the induced metric (3.2) written in terms of these fields is given by

\[ q = \frac{i}{6} \varepsilon_{abc} e^{ijk} \Sigma_{ijk}. \]  

(4.7)

Since both \( A' \) and \( \Sigma' \) are complex fields and the action is holomorphic, it natural to regard \( \Lambda \) as complex field as well. Then we find it convenient to redefine this scalar field as

\[ \varphi = -i \Lambda^{-1}. \]  

(4.8)

In terms of these fields, the action of the self-dual model composed of (4.2a) and (4.5) takes the following form

\[ S = \int dt d^{3}x \left[ \tilde{P}^{a}_{i} \dot{A'}^{a}_{i} + \alpha \varphi \mathcal{L}_{CS} + A_{b} G_{i} + N^{a} V_{a} + N \mathcal{H} \right], \]  

(4.9)

where

\[ \tilde{P}^{a}_{i} = \tilde{\Sigma}^{a}_{ij} - \alpha \varepsilon^{abc} A_{b} \partial_{c} \varphi, \]  

(4.10)

is the momentum conjugate to the self-dual connection, whereas

\[ G_{i} = D_{a} \Sigma^{a}_{ij} - \alpha \varepsilon^{abc} F_{ab} \partial_{c} \varphi, \]  

(4.11a)

\[ V_{a} = -\tilde{\Sigma}_{ab} F_{ab}, \]  

(4.11b)

\[ \mathcal{H} = -\frac{1}{2} \varepsilon^{ijk} \Sigma_{ij} \Sigma_{jk} F_{ab}^{\prime} + \frac{iq}{\varphi}, \]  

(4.11c)

with \( D_{a} \) being the covariant derivative \( D_{a} v_{j} = \partial_{a} v_{j} - \varepsilon_{ij} A_{b} \partial_{b} v_{j} \), are primary constraints generating gauge transformations, spatial and time diffeomorphisms, respectively. Denoting \( \pi \) the momentum conjugate to \( \varphi \), we have the following canonical Poisson brackets

\[ \{ A'_{i}(x), \tilde{P}^{b}_{j}(y) \} = \delta^{b}_{j} \delta^{(3)}(x,y), \quad \{ \varphi(x), \pi(y) \} = \delta^{(3)}(x,y). \]  

(4.12)

The momentum \( \pi \) however is not an independent quantity. As follows from (4.9), it satisfies an additional primary constraint

\[ \Pi = \pi - \alpha \mathcal{L}_{CS}(A) \approx 0. \]  

(4.13)

Thus, instead of 20 primary constraints of the general case, the self-dual theory has only 8 primary constraints, though considered as holomorphic equations. Finally, we rewrite the Gauss constraint in terms of the canonical momenta and redefine the vector constraint \( V_{a} \) similarly to (3.11)

\[ G_{i} = D_{a} \tilde{P}^{a}_{i} - \alpha \varepsilon^{abc} \partial_{a} \varphi \partial_{b} A_{c}, \]  

(4.14a)

\[ D_{a} = V_{a} + A_{a} \Pi - \Pi \partial_{a} \varphi \]  

\[ = -\tilde{P}^{b}_{j} \partial_{a} A_{b} + \partial_{b} (A_{b} \tilde{P}^{a}_{i}) - \pi \partial_{a} \varphi. \]  

(4.14b)
The stability conditions of the primary constraints are obtained by commuting them with the total Hamiltonian

\[-H_{\text{tot}} = \mathcal{G}(n) + \mathcal{D}(\tilde{N}) + \mathcal{H}(N) + \Pi(\rho).\]  

(4.15)

Since the constraint algebra presented in appendix C.2 has only one non-vanishing commutator, namely, the one of \(\Pi\) with the Hamiltonian constraint \(\mathcal{H}(\text{C.15})\), there are only two non-trivial stability conditions. Since the lapse is non-vanishing, they both give rise to one secondary constraint

\[\Psi = (1 + 2\alpha)\frac{q}{\varphi^2} - i\alpha\tilde{\epsilon}^{abc}\epsilon_{ijk}F_{ab}^i \tilde{\Sigma}^j F_{cd}^k \approx 0.\]  

(4.16)

Thus, to complete the stabilization procedure, we have to study the stability condition of the new constraint. To this end, we compute the following commutation relations

\[\{\mathcal{G}(n), \Psi\} = 0,\]  

(4.17a)

\[\{\mathcal{D}(\tilde{N}), \Psi\} = N^a\partial_a\Psi + \Psi\partial_a N^a,\]  

(4.17b)

\[\{\Pi(\rho), \Psi\} = \rho \left[ \frac{2(1 + 2\alpha)}{\varphi^3} (i\alpha \varphi \mathcal{H} + (1 + \alpha)q) + i\alpha^2 \tilde{\epsilon}^{abc}\epsilon_{ijk}F_{bc}^i \tilde{\epsilon}^{jdf}F_{dg}^j \tilde{\epsilon}^{k} \right],\]  

(4.17c)

where we used

\[\{\tilde{\Sigma}(f), \tilde{\Sigma}(g)\} = 2\alpha \int d^3x \epsilon^{abc} f_{ab}^i g_{cd}^j \partial_i \varphi.\]  

(4.18)

Importantly, the commutator (4.17c) does not contain derivatives acting on \(\rho\). As a result, the stability condition of \(\Psi\), which reads as

\[\{\mathcal{H}(N) + \Pi(\rho), \Psi\} = 0,\]  

(4.19)

can be solved with respect to this Lagrange multiplier expressing it in terms of the lapse. As a result, we arrive to the conclusion that \(\mathcal{G}_i, \mathcal{D}_a\) and

\[\mathcal{H}(N) \sim \mathcal{H}(N) - \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} \Pi\]  

(4.20)

are first class constraints, whereas \(\Pi\) and \(\Psi\) are second class. Imposing these constraints on the 20-dimensional (complex) phase space, one gets the reduced phase space of dimension \(20 - 2 \times 7 - 2 = 4\), i.e. 2 (holomorphic) degrees of freedom. Thus, the canonical structure of the self-dual theory drastically differs from the one of the real model.

4.2. de Sitter background

As we learnt in section 3.6, the theory around the de Sitter background has a canonical structure different from that of a generic point in phase space. This is true also in the self-dual theory. Indeed, it is easy to see that the rhs of the commutator (4.17c) vanishes on the de Sitter background so that the previous conclusion that \(\Pi\) and \(\Psi\) are second class fails. Furthermore, it is natural to expect that one of the constraints should become first class as in the real theory,
and generate the additional gauge symmetry of the linearized perturbations around these backgrounds. This expectation is confirmed proceeding as explained in section 3.6. One finds that (the linearized constraint) $\Xi^{(1)}$ becomes first class, and that

$$\psi^{(1)} = \frac{2i}{\varphi} \mathcal{H}^{(1)}$$

coincides with the linearized Hamiltonian constraint (4.11c). This is a direct analogue of the relation (3.73) in the real case which similarly ensures the absence of an additional secondary constraint.

As a result, on the de Sitter background we remain with 8 first class constraints $\mathcal{G}_i$, $\mathcal{D}_a$, $\mathcal{H}$ and $\Pi$, which lead to $20 - 2 \times 8 = 4$-dimensional reduced phase space, i.e. 2 degrees of freedom. Thus, the difference with the canonical structure on generic backgrounds is that instead of two second class constraints one has now only one, $\Pi$, which is first class. As in section 3.6, one can check that it is the generator of the gauge transformation (2.16). Note that in contrast with the real theory, the extra gauge symmetry around de Sitter solutions does not lead to a reduction of degrees of freedom. The reason for this is that while $\Pi$ is converted into first class, $\Psi$ drops out.

### 4.3. Kodama state

The Kodama state is a wave function in the connection representation, given by the exponential of the CS Lagrangian,

$$\Upsilon[A] = \exp \left( -\frac{3}{2\Lambda} \int L_{CS}(A) \right).$$

This state formally solves all quantum constraints of self-dual\textsuperscript{10} Ashtekar gravity, albeit being non-normalizable [12]. It was pointed out in [8] that a natural generalization of the Kodama state.

\textsuperscript{10} The restriction to the self-dual sector is crucial for the construction of the Kodama state to work. Recently, in [53] it was argued that the exponential of the imaginary part of the CS Lagrangian provides an analogue of the Kodama state in the real case, i.e. it solves constraints of GR and it continues to do so even in the modified Euler theory, which corresponds to the model considered here in the absence of the Holst and Pontryagin terms. The problem with this claim is that it is based on an analysis which neglects the second class constraints of the corresponding theories. While this is acknowledged in [53], it is argued there that the second class constraints are irrelevant for the issue of the Kodama state. However, this is not true. To see why, let us recall that the implementation of second class constraints at quantum level requires to quantize the symplectic structure induced on their constraint surface, and not the one given a priori by the canonical Poisson brackets. The former can be obtained by either solving the second class constraints explicitly or computing the Dirac brackets. For GR one then finds that the field $\Gamma^i_a$ becomes a differential operator $\Gamma^i_a(E)$ where $E^i = -i\delta/\delta K^i$ and, as a result, the Kodama state manifestly fails to be a solution. One can try to ignore this issue and quantize the theory using the naive symplectic structure, which may work in special simple cases, like the Gupta–Bleuler procedure in quantum electrodynamics. However, one then confronts another problem. The Hamiltonian constraint analyzed in [53] (which coincides with our constraint $\mathcal{H}$) is not first class with respect to the canonical Poisson brackets, or equivalently it is not the generator of any gauge symmetry. As it should be clear from our analysis (and remains true in GR), only a linear combination of $\mathcal{H}$ with a set of second class constraints (the one referred to as $\mathcal{H}$ in our work) is first class. (In contrast, in the symplectic structure given by Dirac brackets, $\mathcal{H}$ and $\mathcal{H}$ are equivalent and are both first class.) Thus, it is this combination that must annihilate physical states, and not the original Hamiltonian constraint $\mathcal{H}$. And it is easy to see that any version of the Kodama state is not annihilated by such combination, so that the corresponding gauge symmetry is not implemented. In either way, the existence of second class constraints cannot be ignored, and ruins the construction of [53] for both GR and the modified theory with real actions.
state taking into account the non-constant nature of $\Lambda$,
\[
\Upsilon[A, \varphi] = \exp \left( \frac{3}{32} \int \varphi \mathcal{L}_{\text{CS}}(A) \right),
\]
where we recall that $\varphi = -i/\Lambda$, should play a similar role in the present modified theory of gravity. The canonical analysis performed in the previous subsection allows us to verify this expectation and make it precise.

Choosing the representation where $\Lambda$ (or its inverse $\varphi$ (4.8)) is a diagonal operator, the canonical commutation relations (4.12) are represented by taking
\[
\hat{\pi} \sim \frac{i}{\delta} \delta_{A_i}, \quad \hat{\pi} \sim \frac{i}{\delta} \delta_{\varphi}.
\]
(4.24)

It is then easy to find that
\[
\hat{\sum}^{\alpha \varphi} \Upsilon[A, \varphi] = \left( -\frac{3}{2} \delta_{A_i} F_i^{bc} + \left( \alpha + \frac{3}{2} \right) \delta_{A_i} \partial_v \varphi \right) \Upsilon[A, \varphi],
\]
\[
\hat{\pi} \Upsilon[A, \varphi] = -\frac{3}{2} \mathcal{L}_{\text{CS}}(A) \Upsilon[A, \varphi].
\]
(4.25)
The first formula in (4.25) shows that for $\alpha = -3/2$ the action of quantum operators on the Kodama state is crucially simplified, and the result is a quantum version of the de Sitter condition (2.6) (see also (3.64)). We interpret this fact saying that the Kodama state is localised around the de Sitter spacetime. It should then not come as a surprise that the Kodama state solves the constraints only for the particular value $\alpha = -3/2$ for which the theory admits de Sitter as solution. For example, the action of the Gauss constraint (4.11a) is given by
\[
\hat{G}\Upsilon[A, \varphi] = - \left( \alpha + \frac{3}{2} \right) \delta_{A_i} \partial_v \varphi \Upsilon[A, \varphi],
\]
(4.26)
where we used the Bianchi identity. Similarly, using (4.25), it is easy to check that the action on the Kodama state of all other constraints$^{11}$ $\hat{\mathcal{V}}$ and $\hat{\mathcal{H}}$, $\hat{\Pi}$ and $\hat{\Psi}$ evaluated at $\alpha = -3/2$ vanishes as well.

This result confirms the expectation of [8] in front of the complete canonical analysis we just derived. However, it also raises a puzzle. The fact that the Kodama state is a simultaneous zero-eigenstate of both $\hat{\Pi}$ and $\hat{\Psi}$ appears to be in contradiction with the results of the canonical analysis of section 4.1, where it was found that $\Pi$ and $\Psi$ form a pair of second class constraints, i.e. they are mutually non-commuting. The resolution of this puzzle comes from the observation made above that the Kodama state is effectively localized on the de Sitter solution, and therefore one can argue that it is the constraints of the canonical structure around de Sitter that should be solved by this wave function. In this case the linearized constraints $\Pi^{(1)}$ and $\Psi^{(1)}$ do commute, see section 4.2, so there is no tension if they vanish simultaneously. Thus, we propose that this localization is the reason why the Kodama state is a solution in the modified theory.

$^{11}$ Remarkably, there are no ordering ambiguities in the corresponding quantum operators because of the symmetries of the index contractions.
4.4. Reality conditions

Although the self-dual theory is very nice and possesses many attractive features some of which manifested in the previous discussion, it is not physical unless one supplements it by reality conditions requiring the metric (and other physical fields) to be real [54, 55]. In the canonical language, this means that we should require the reality of the lapse $N$, of the shift $N^a$, and of the induced metric

$$\text{Im} \ q^{ab} \sim \text{Im} \ (\delta^i \tilde{\Sigma}_i \tilde{\Sigma}) = 0,$$

(4.27)

whose solution can be written as

$$\tilde{\Sigma}_i = i \left( E_i^a - i e^{ik} E_j^j \chi_k \right),$$

(4.28)

which perfectly agrees with the parametrization used in the real case, see (4.6), (4.3) and (3.12).

Furthermore, these conditions should be preserved by the time evolution. This last requirement raises an issue: how should this time evolution of the reality conditions be evaluated and what is the canonical interpretation of the resulting equation?

One can note that the reality conditions (4.27) are identical to the (primary) simplicity constraints (3.8) of the real formalism. Therefore, it is tempting to study their stability under time evolution in the same way as for the usual constraints, namely, following the standard Dirac’s formalism. This is however problematic because they involve complex conjugate variables which are not part of the phase space in the self-dual theory. In particular, they have trivial Poisson brackets. This problem occurs already in Ashtekar’s self-dual GR [17, 22]. There the solution was to study stability of the reality conditions using the holomorphic dynamics, and it was recently argued in [21] that this is in general the only reasonable way to generate their time evolution. Namely, if a reality condition has the form $\text{Im} \ f = 0$ where $f$ is a holomorphic function, its time evolution is obtained as the imaginary part of the commutator with the Hamiltonian, i.e. $\text{Im} \{H_{\text{tot}}, f\} = 0$. The crucial difference with the case of the usual constraints is that the reality conditions must not be included into the Hamiltonian generating the time evolution, which therefore remains holomorphic. Then the resulting stability condition should be treated as usual: either it imposes a reality condition on some Lagrange multiplier, or it induces an additional reality condition on canonical variables, which plays a role analogous to a secondary constraint. In the latter case, the stabilization procedure must be continued until it stops. In the case of self-dual GR, it stops at secondary reality conditions, and one finds eventually 2 real degrees of freedom. As we will see, the absence of the primary reality conditions in the Hamiltonian of our modified theory leads instead to striking consequences.

Let us now apply this prescription to our model. For simplicity we again restrict ourselves to the time gauge $\chi_i = 0$. The field (4.28) becomes purely imaginary, and the reality conditions to be imposed on the phase space are

$$\text{Re} \ \tilde{\Sigma}_i = 0, \quad \text{Re} \ \phi = 0.$$

(4.29)

12 In fact, in [56] it was shown that in the case of Ashtekar gravity the reality conditions can be implemented as second class constraints on the extended phase space. The key for this is that for generic $\gamma$ it is possible to choose variables such that the limit $\gamma \to \pm i$ of the symplectic structure given by the Dirac brackets and written in terms of these variables is smooth. However, this relies on the knowledge of the Dirac brackets and the similarity of the canonical structures of the real and self-dual formulations of GR, which is not the case in our theory and, more generally, in modified gravity models. Thus, we do not expect this approach to work in the present case. We proceed instead following the general prescription given in [21].
According to the results of section 4.1, the time evolution is generated by the holomorphic Hamiltonian

\[-H_{\text{tot}} = \mathcal{G}(n) + D(\vec{N}) + \mathcal{H}(N) - \Pi \left( \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} \right).\]  

(4.30)

Hence, one finds the following time evolution equations

\[\partial_t \tilde{\Sigma}_a^i = \{\tilde{\Sigma}_a^i, H_{\text{tot}}\} = e^{i\beta} n_j^i \tilde{\Sigma}_j^a - \partial_b (N^b \tilde{\Sigma}_a^i) - \tilde{\Sigma}_j^b \partial_b N^a - 2 \alpha \tilde{\xi} \tilde{\xi}^j \partial_j \phi \left( \frac{e^{i\beta} \tilde{\Sigma}_j^a F_{cd}^j}{\phi - \epsilon} \right) - \text{Re} \left( D_b \left( N^b \tilde{\xi} \tilde{\xi}^a \tilde{\xi}^b \right) \right) + \alpha \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} \varsigma^{abc} F_{hc}^i.\]  

(4.31)

\[\partial \phi = \{\phi, H_{\text{tot}}\} = \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}}.\]  

(4.32)

Using these equations and taking into account the reality of the lapse and shift, preservation of the reality conditions (4.29) leads to the following restrictions

\[e^{i\beta} (\text{Im } n_j^i) \tilde{\Sigma}_j^a - 2 \alpha \tilde{\xi} \tilde{\xi}^j \partial_j \phi \left( \frac{e^{i\beta} \tilde{\xi} \tilde{\xi}^a}{\phi - \epsilon} \right) - \text{Re} \left( D_b \left( N^b \tilde{\xi} \tilde{\xi}^a \tilde{\xi}^b \right) \right) + \alpha \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} \varsigma^{abc} F_{hc}^i = 0, \]  

(4.33)

\[\text{Re} \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} = 0.\]  

(4.34)

The first equation can be split into two independent conditions. First, after contraction with \((-\frac{1}{2} e^{i\beta} \tilde{\xi} \tilde{\xi}^a)\), we get

\[\text{Im } n_j^i = i \tilde{\xi} \tilde{\xi}^a \partial_a N^j + \frac{1}{2} N \left( \tilde{\xi} \tilde{\xi}^a \partial_a \log q \right),\]  

(4.35)

where \(\nabla_a \tilde{\xi} \tilde{\xi}^a = \partial_a \tilde{\xi} \tilde{\xi}^a - e^{i\beta} \text{Re} A^j \tilde{\xi} \tilde{\xi}^a\). This fixes the imaginary part of the Lagrange multiplier of the Gauss constraint. Second, after contraction with \(\tilde{\xi} \tilde{\xi}^j\) and symmetrizing in \((i,j)\), we get

\[N^j \tilde{\xi} \tilde{\xi}^a \tilde{\xi} \tilde{\xi}^b \nabla_a \tilde{\xi} \tilde{\xi}^i + 2 \alpha \tilde{\xi} \tilde{\xi} \text{Re} F_{hc}^i \tilde{\xi} \tilde{\xi}^j \partial_j \phi = \alpha \frac{\{\mathcal{H}(N), \Psi\}}{\{\Pi, \Psi\}} \varsigma^{abc} \text{Im } F_{hc}^i,\]  

(4.36)

where we took into account (4.34). One can show that the commutator \(\{\mathcal{H}(N), \Psi\}\) does not have terms with derivatives acting on the lapse. Therefore, the lapse factorizes in this equation. Since it is non-vanishing, the equality implies six new conditions on the complex phase space variables. These six, together with (4.34), play the role of the secondary reality conditions.

It may be useful to note that the conditions (4.36) can be seen as an analogue of the secondary constraints \(\psi_{ij}/A\) of the real theory, see (3.33), where the role of the factor \(B/A\) is
played by \{\mathcal{H}(N), \Psi\}/\{\Pi, \Psi\}, i.e. the primary constraint \phi is replaced by the secondary constraint \Psi. This replacement is a consequence of the fact that the dynamics is generated by the holomorphic Hamiltonian.

So far everything looks fine and in line with the analysis of the real case. However, while in the real theory the secondary constraints are stabilized fixing Lagrange multipliers (of the primary simplicity constraints) and without introducing tertiary constraints, the situation is dramatically different in the self-dual theory. The point is that there are no Lagrange multipliers left to be fixed: there are no simplicity constraints here, and all the multipliers still free correspond to the first class constraints which are known to be generators of gauge transformations. Hence, the evolution of the secondary reality conditions gives rise to equations which either hold automatically, which is practically impossible given the complicated form of (4.34) and (4.36), or lead to new restrictions on the phase space variables. As a result, the stabilization procedure continues and never stops, as in the case of modified gravity models considered in [21]. Thus, we are forced to conclude that the imposition of the reality conditions on the self-dual theory makes it inconsistent killing all degrees of freedom.

5. Conclusions

In this paper we have provided a complete canonical analysis of the minimal varying \Lambda theories of [8–11], with general couplings that include the Einstein–Cartan–Holst term plus the Euler and Pontryagin topological terms weighted by \(1/\Lambda\), which is considered as a dynamical scalar field. We have shown that for the coupling constants satisfying the relation (1.1), the model has three degrees of freedom and if not, their number is increased to five. In both cases we have found explicit expressions for all constraints and identified whether they are first or second class. The canonical structure however changes when one considers these theories linearized around the de Sitter background. Then a new gauge symmetry emerges which reduces the number of degrees of freedom by one.

We have also identified the canonical structure of the self-dual theory described by a holomorphic action. In this case the analysis gives two complex degrees of freedom. This result remains true on the de Sitter background despite the emergence of the same gauge symmetry as in the real case. We have verified that a natural generalization of the Kodama state is annihilated by all quantum constraint operators. On the other hand, an attempt to implement reality conditions leads to inconsistencies with the holomorphic dynamics, which makes problematic the use of the self-dual theory for physical applications.

Let us conclude with perspectives on future work. First, the action of our model could be further generalized including a coupling to the Nieh-Yan term, the last remaining of the six possible terms that can be written in differential forms. We have shown that including this term with the same \(1/\Lambda\) coupling rules out the de Sitter solution, and explained that it can be restored if one accepts a logarithmic coupling instead. In either case, the methods and strategy presented in this paper can be applied to analyse the canonical structure and resulting number of degrees of freedom.

Second, we did not perform the analysis in the case when the spatial gradient of \Lambda vanishes but the parameters are not restricted by \(\beta_\gamma = 0\). We leave the study of this sector as an open question.

We also have not attempted to identify the physical interpretation of the additional degrees of freedom. Because of the presence of a metric field and diffeomorphism invariance, we expect two degrees of freedom to be always represented by the massless spin-2 graviton mode, with the caveat that since the Minkowski spacetime is not a solution for this theory, the transverse-traceless decomposition is more complicated. For the special case \(\beta_\gamma = 0\), it is natural to expect
that the unique extra degree of freedom should be described by a scalar whose gradient gives one of the two spin-1 parts of torsion. We thus anticipated that this case may correspond to a scalar-tensor theory. For the general case with three extra degrees of freedom, there are multiple options. What seems unlikely is to have three scalars, because there is no scalar mode in the spin-2 part of torsion. It may be a scalar and a massless spin-1 or spin-2 mode, but this remains to be seen.

Finally, it is worth mentioning that the phenomenological implications and viability of these models is under investigation. Existing results regarding the behavior of a subset of the models considered in this paper on cosmological backgrounds describing expansion and propagation of gravitational waves suggest that there exist regions of the parameter space which are consistent with experimental constraints [41]. Looking toward future work, it is conceivable that deviations from GR due to the spacetime variation of $\Lambda$ could lead to observable effects in precision tests of gravity such as gravitational wave astronomy [57] and post-Newtonian gravitational effects in the Solar System or compact objects such as neutron stars.
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**Appendix A. Torsion and de Sitter**

In this appendix we rewrite the equations determining the de Sitter solution in terms of the tetrad and $\Lambda$, eliminating $\omega^{IJ}$ through the solution (2.10) for the torsion. We follow the conventions of [26] and refer the reader to this paper and to the classical reference [27] for more details.

First, we recall the definition of the contorsion tensor $C^{IJ}$, which describes the deviation of the torsion-free Levi-Civita connection $\omega^{IJ}(\mathbf{e})$,

$$\omega^{IJ} = \omega^{IJ}(\mathbf{e}) + C^{IJ}.$$  \hspace{1cm} (A.1)

It is related to the torsion $T^I = D^\omega e^I$ by

$$T^I = C^{IJ} \wedge e^J, \quad T^\rho_{\mu\nu} = \epsilon^I_{\rho \mu \nu} = 2C_{\mu \nu \rho \iota}.$$  \hspace{1cm} (A.2)

The advantage of using contorsion is that it allows us to write the decomposition of the curvature in a simple way

$$F^{IJ}(\omega) = F^{IJ}(\omega(\mathbf{e})) + D^\omega C^{IJ} + C^{IK} \wedge C^J_{\kappa},$$  \hspace{1cm} (A.3)

or explicitly in components,

$$R_{\mu\nu\rho\sigma} = R_{\mu\nu\rho\sigma}(g) + 2\nabla_{[\rho} C_{\sigma] \mu \nu} + 2C_{[\mu \rho \lambda} C^{\lambda}_{\sigma] \mu \nu},$$  \hspace{1cm} (A.4)

where $\nabla_{\mu}$ denotes the torsion free covariant derivative.
The solution for torsion (2.10) corresponding to the de Sitter ansatz (2.6) gives for the contorsion
\[ C_{\mu\nu\rho} = \frac{1}{2} g_{\mu\nu} \partial_{\rho} \log \Lambda. \] (A.5)
Plugging this solution into (A.4), one finds
\[ R_{\mu\nu\rho\sigma} = R_{\mu\nu\rho\sigma}(g) + g_{\mu\nu} \frac{\partial}{\partial x^\mu} \log \Lambda - g_{\rho\sigma} \frac{\partial}{\partial x^\rho} \log \Lambda \]
\[ + \frac{1}{2} \left( g_{\mu\nu} \partial_{\rho} \log \Lambda \partial_{\sigma} \log \Lambda - g_{\rho\sigma} \partial_{\mu} \log \Lambda - g_{\mu\nu} g_{\rho\sigma} (\partial \log \Lambda)^2 \right). \] (A.6)
Equating this expression to the original ansatz (2.6) gives \( C_{\mu\nu\rho\sigma}(g) = 0 \), and
\[ R_{\mu\nu}(g) - \nabla_{\mu} \partial_{\nu} \log \Lambda - \frac{1}{2} g_{\mu\nu} \nabla^\rho \log \Lambda + \frac{1}{2} \left( \partial_{\mu} \log \Lambda \partial_{\nu} \log \Lambda - g_{\mu\nu} (\partial \log \Lambda)^2 \right) = A g_{\mu\nu}. \] (A.7)
The left-hand side can be recognized as a result of the conformal transformation \( g_{\mu\nu} \rightarrow \Lambda g_{\mu\nu} \),
and using the conformal invariance of \( C_{\mu\nu\rho\sigma} \), one arrives at the equation (2.11) presented in the main text.

**Appendix B. Useful commutation relations**

In this appendix we collect various commutation relations that appear in the calculations of section 3. First, the canonical commutation relations are given by
\[ \{ K^i_{\alpha}(x), \tilde{F}^j_{\beta}(y) \} = \delta^i_{\alpha} \delta^j_{\beta} \delta^{(3)}(x, y), \]
\[ \{ \Gamma^i_{\alpha}(x), \tilde{Q}^j_{\beta}(y) \} = \delta^i_{\alpha} \delta^j_{\beta} \delta^{(3)}(x, y), \]
\[ \{ \Lambda(x), \pi(y) \} = \delta^{(3)}(x, y) \] (B.1)
with all other Poisson brackets between canonical variables vanishing.

The Poisson brackets of the constraints generating local rotations and boosts with the curvature tensor are given by
\[ \{ \mathcal{R}(n), F^{0i}_{ab} \} = \epsilon^i_{jk} n^l F^{0k}_{ab}, \quad \{ \mathcal{R}(n), F^i_{ab} \} = \epsilon^i_{jk} n^j F^{k}_{ab}, \]
\[ \{ \mathcal{K}(n), F^{0i}_{ab} \} = \epsilon^i_{jk} n^l F^{0k}_{ab}, \quad \{ \mathcal{K}(n), F^i_{ab} \} = -\epsilon^i_{jk} n^j F^{0k}_{ab}, \] (B.2) (B.3)
where the components of the curvature have the following explicit expressions in terms of the canonical variables
\[ F^{0i}_{ab} = \partial_a K^i_b - \partial_b K^i_a - \epsilon^i_{jk} \left( K^j_a K^k_b + \Gamma^k_a K^j_b \right), \]
\[ F^i_{ab} = \partial_a \Gamma^i_b - \partial_b \Gamma^i_a + \epsilon^i_{jk} \left( K^j_a K^k_b - \Gamma^k_a K^j_b \right). \] (B.4)

Using these commutation relations, we immediately obtain
\[ \{ \mathcal{R}(n), \tilde{P}^a_{i j} \} = \epsilon^j_{i k} n^l \tilde{P}^a_{k l}, \quad \{ \mathcal{R}(n), \tilde{Q}^a_{i j} \} = \epsilon^j_{i k} n^l \tilde{Q}^a_{k l}, \]
\[ \{ \mathcal{K}(n), \tilde{P}^a_{i j} \} = -\epsilon^j_{i k} n^l \tilde{Q}^a_{k l}, \quad \{ \mathcal{K}(n), \tilde{Q}^a_{i j} \} = \epsilon^j_{i k} n^l \tilde{P}^a_{k l}. \] (B.5) (B.6)
where \( \tilde{P}^a_i \) and \( \tilde{Q}^a_i \) are defined in (3.16), whereas for the densitized triad (3.19) one finds

\[
\{ \mathcal{R}(n), \tilde{E}^a_i \} = \epsilon_{ij} n^j E^a_i, \quad \{ \mathcal{K}(n), \tilde{E}^a_i \} = -\frac{\epsilon_{ij} n^j \phi^a_i}{1 + 1/\gamma^2}. \tag{B.7}
\]

The densitized triad has also the following Poisson brackets with the primary constraints (3.18) and with itself

\[
\{ \phi(\lambda), \tilde{E}^a_i \} = \frac{2\alpha}{1 + 1/\gamma^2} \epsilon_{abc} \lambda^b \partial_i \Lambda^{-1}, \tag{B.8a}
\]

\[
\{ \tilde{E}(\tilde{f}), \tilde{E}(\tilde{g}) \} = \frac{2\beta}{(1 + 1/\gamma^2)^2} \int d^3x \epsilon_{abc} f^i g^j \partial_k \Lambda^{-1}, \tag{B.8b}
\]

where the parameters \( \alpha, \gamma, \beta \) are given by

\[
\alpha = \alpha \left( 1 - \frac{1}{\gamma^2} + \frac{2}{\gamma} \right) = \left( 1 - \frac{1}{\gamma} \right) \alpha + \frac{2\beta}{\gamma}, \tag{B.9a}
\]

\[
\beta = \frac{2\alpha}{\gamma} \left( 1 - \frac{1}{\gamma^2} - \frac{2\gamma}{\gamma} \right) = \left( 1 - \frac{1}{\gamma^2} \right) \beta - \frac{2\alpha}{\gamma}. \tag{B.9b}
\]

It is straightforward to check that the vector \( v_i \) (3.27), playing an important role in our analysis, transforms as a scalar density under spatial diffeomorphisms, i.e.

\[
\{ \mathcal{D}(\tilde{N}), v_i \} = \delta_{\alpha}(N^a v_i). \tag{B.10}
\]

Finally, we present the commutation relations of the quantities \( A_{ij} \) and \( B_{ij} \) (C.11), which determine the secondary constraints of the model, with all primary constraints except the Hamiltonian one \( \mathcal{H} \) since the latter is not necessary for understanding the canonical structure. The corresponding Poisson brackets are found to be

\[
\{ \mathcal{D}(\tilde{N}), A_{ij} \} = N^a \partial_a A_{ij}, \tag{B.11a}
\]

\[
\{ \mathcal{R}(n), A_{ij} \} = 2\epsilon_{ij} n^k A_{ki}, \tag{B.11b}
\]

\[
\{ \mathcal{K}(n), A_{ij} \} \approx \Lambda^{-1} E_{\alpha}^{ij} \epsilon_{ij} m_k \left( \tilde{P}^a_i + \frac{1}{\gamma} \tilde{Q}^a_i \right), \tag{B.11c}
\]

\[
\{ \phi(\tilde{\lambda}), A_{ij} \} = \frac{2}{q\Lambda} \epsilon_{ij} \epsilon^m_{\alpha} E_m^\alpha \left( \alpha \epsilon_{ij} \beta^k \lambda_{kd} - \beta \left( \partial_k \lambda_{vd} - \epsilon_{vd} \lambda_{kd} \right) \right)
- \frac{2\beta}{q\Lambda(1 + 1/\gamma^2)} \epsilon_{ij} \epsilon^k \lambda_{km} E_m^k \left( \tilde{Q}^b_j - \frac{1}{\gamma} \tilde{P}^b_j \right) \partial_v \Lambda^{-1}, \tag{B.11d}
\]

\[
\{ \mathcal{D}(\tilde{N}), B_{ij} \} = \partial_a (N^a B_{ij}), \tag{B.12a}
\]

\[
\{ \mathcal{R}(n), B_{ij} \} = 2\epsilon_{ij} n^k B_{ki}, \tag{B.12b}
\]

\[
\{ \mathcal{K}(n), B_{ij} \} = -\left( 1 + \frac{1}{\gamma^2} \right) \left( \delta_{ij} \tilde{E}^r_k \cdot \delta_{ij} \tilde{E}^r_k \right) \epsilon_{mnm} K^n_a
- \frac{\alpha \Lambda}{1 + 1/\gamma^2} \epsilon_{\alpha \beta \gamma} E_m^k \left( m^0 \left( F^0_{\alpha k} + \frac{1}{\gamma} F^0_{\alpha k} \right) - m^k \left( F^0_{\beta k} + \frac{1}{\gamma} F^0_{\beta k} \right) \right), \tag{B.12c}
\]

\[
\{ \mathcal{K}(n), B_{ij} \} = -\left( 1 + \frac{1}{\gamma^2} \right) \delta_{ij} \tilde{E}^r_k \cdot \delta_{ij} \tilde{E}^r_k \left( m^0 \left( F^0_{\alpha k} + \frac{1}{\gamma} F^0_{\alpha k} \right) - m^k \left( F^0_{\beta k} + \frac{1}{\gamma} F^0_{\beta k} \right) \right), \tag{B.12c}
\]
\{\phi(\vec{\lambda}), B_{ij}\} = -\left(1 + \frac{1}{\gamma^2}\right)(\lambda_{ij} - \delta_{ij}\lambda^k_j)

+ 2\alpha, \left[\epsilon^{km}_{ij} \epsilon^{jl}_{ij} \lambda_{im} \left(E_{b,ij}^{-1} \tilde{E}_d \tilde{E}_j \tilde{E}_l \partial_{(d} \Lambda - E^{(d} \nabla_{d} \tilde{E}_l \partial_{d}} \Lambda^{-1}\right)

- E \tilde{E}_i \nabla_b \tilde{E}_j \partial_{(d} \Lambda^{-1}) + q^{-1} \epsilon^{jm}_{ij} \lambda_{mp} \tilde{E}_j \tilde{E}_l \nabla_b \tilde{E}_j \partial_{d} \Lambda^{-1}\right]

+ \frac{2\alpha^2 \partial_{d} \Lambda^{-1} \partial_{d} \Lambda^{-1}}{q(1 + 1/\gamma^2)} \epsilon^{ikl} \epsilon^{jmn} \tilde{E}_i \tilde{E}_m \tilde{E}_n \tilde{E}_l \nabla_{k} \Lambda^{-1} \left(F_{ij} - \frac{1}{\gamma} F_{ij}^0 \right) E^p_{m} \lambda_{np}. \quad (B.12d)

Appendix C. Constraint algebra

C.1. General case

The algebra of primary constraints can be computed in the straightforward way using the commutation relations presented in the previous appendix. The commutators which are weakly vanishing are the following

\{\mathcal{R}(n), \pi(\rho)\} = \{\mathcal{K}(m), \pi(\rho)\} = 0, \quad (C.1a)

\{\mathcal{R}(n), \mathcal{R}(m)\} = -\mathcal{R}(n \times m), \quad (C.1b)

\{\mathcal{R}(n), \mathcal{K}(m)\} = -\mathcal{K}(n \times m), \quad (C.1c)

\{\mathcal{K}(n), \mathcal{K}(m)\} = \mathcal{R}(n \times m), \quad (C.1d)

\{\mathcal{R}(n), \mathcal{H}(N)\} = -\phi(n \times \vec{\lambda}), \quad (C.1e)

\{\mathcal{R}(n), \mathcal{H}(N)\} = 0, \quad (C.1f)

\{\mathcal{K}(n), \mathcal{H}(N)\} = \phi(\mathcal{N} m \times \vec{f}) + \mathcal{V}(\mathcal{N} m \vec{E}), \quad (C.1g)

\{\mathcal{D}(\vec{N}), \mathcal{R}(n)\} = -\mathcal{R}(\mathcal{N} \partial_{\vec{N}} n), \quad (C.1h)

\{\mathcal{D}(\vec{N}), \mathcal{K}(m)\} = -\mathcal{K}(\mathcal{N} \partial_{\vec{N}} m), \quad (C.1i)

\{\mathcal{D}(\vec{N}), \mathcal{D}(\vec{M})\} = -\mathcal{D}(\mathcal{N} \vec{M}), \quad (C.1j)

\{\mathcal{D}(\vec{N}), \mathcal{H}(N)\} = -\mathcal{H}(\mathcal{L}_{\vec{N}} N), \quad (C.1k)

\{\mathcal{D}(\vec{N}), \pi(\rho)\} = -\pi(\mathcal{N} \partial_{\vec{N}} \rho), \quad (C.1l)

\{\mathcal{D}(\vec{N}), \phi(\vec{\lambda})\} = -\phi(\mathcal{L}_{\vec{N}} \vec{\lambda}), \quad (C.1m)

\{\mathcal{H}(N), \mathcal{H}(M)\} = 0, \quad (C.1n)

where

\((n \times m) = \epsilon^i_{jk} n^i m^k, \quad (C.2)\)

\[ f^a_{ij} = \frac{1}{1 + 1/\gamma^2} \left( \epsilon^{ij}_{kl} \tilde{E}_k \left( F^a_{ij} - \frac{1}{\gamma} F^0_{ij} \right) - \Lambda q \tilde{E}_a \right) \quad (C.3)\]
The non-vanishing commutators are given by

$$\{\mathcal{K}(m), \phi(\lambda)\} = -\left(1 + \frac{1}{\gamma^2}\right) \int dx^3 \epsilon_{ij} m^l \lambda^i_j E^a_k,$$  \hspace{1cm} (C.7a)

$$\{\phi(\lambda), \phi(\bar{\mu})\} = -2\beta \int d^3 x e^{abc} \lambda^i_j \mu^i_j \Lambda^{-1},$$  \hspace{1cm} (C.7b)

$$\{\pi(\rho), \phi(\lambda)\} = -\int dx^3 \rho \lambda^i_j \Lambda^{-1} \left(\tilde{Q}^a_i - \frac{1}{\gamma} \tilde{P}^a_i\right),$$  \hspace{1cm} (C.7c)

$$\{\phi(\lambda), \mathcal{H}(N)\} = -\int dx^3 N\left[\left(1 + \frac{1}{\gamma^2}\right) q e^{abc} E^j_c \nabla_a \lambda^i_b + \frac{2\alpha E}{1 + 1/\gamma^2} \lambda^i_b \left(\tilde{E}^j_c \left(F^k_{cd} - \frac{1}{\gamma} F^k_{cd}\right) - \Lambda q E^j_c\right)\right],$$  \hspace{1cm} (C.7d)

$$\{\pi(\rho), \mathcal{H}(N)\} = \int dx^3 \rho N \mathcal{E},$$  \hspace{1cm} (C.7e)

where $\nabla_a$ is the covariant derivative defined by the SU(2) connection $\Gamma^i_a$

$$\nabla_a V^i = \partial_a V^i - \epsilon^i_{jk} \Gamma^j_a V^k,$$  \hspace{1cm} (8)

and we introduced the function

$$\mathcal{E} = q + \frac{\bar{\rho} \left(\tilde{P}^a_i + \frac{1}{\gamma} \tilde{Q}^a_i\right) E^i_c}{1 + 1/\gamma^2} - \epsilon^i_{jk} \tilde{E}^j_c \left(\tilde{F}^k_{cd} - \frac{1}{\gamma} \tilde{F}^k_{cd}\right).$$  \hspace{1cm} (9)

For our analysis, it is convenient to split the commutation relations (C.7e) and (C.7d) into two contributions corresponding to symmetric and antisymmetric parts of $\lambda^{ij} = \lambda^{ji} \tilde{E}^j_c$. One then obtains

$$\{\pi(\rho), \phi(\lambda)\} = -\int dx^3 \left(\lambda^{ij} A_{ij} - \left(1 + \frac{1}{\gamma^2}\right) \epsilon^i_{jk} \lambda^{lj} A_k\right) \rho,$$  \hspace{1cm} (10a)

$$\{\phi(\lambda), \mathcal{H}(N)\} = -\int dx^3 \left(\lambda^{ij} B_{ij} + \left(1 + \frac{1}{\gamma^2}\right) \epsilon^i_{jk} \lambda^{lj} B^i_k\right) N,$$  \hspace{1cm} (10b)

where

$$A_{ij} = \Lambda^{-1} E \tilde{Q}^a_i - \frac{1}{\gamma} \tilde{P}^a_i,$$  \hspace{1cm} (11a)

$$B_{ij} = -\left(1 + \frac{1}{\gamma^2}\right) E \epsilon^i_{kl} \tilde{E}^a_l \nabla_a \tilde{E}^i_j + \frac{\alpha E}{1 + 1/\gamma^2} \epsilon^i_{bk} \tilde{E}^i_k \left(F^l_{cd} - \frac{1}{\gamma} F^l_{cd}\right),$$  \hspace{1cm} (11b)
and
\[ A_i = \frac{\epsilon_{i}^{j}E_{a}^{j}}{2\Lambda(1 + 1/\gamma^{2})}, \]  
(C.12a)
\[ B_{i}^{\pm} = \pm E_{i}^{a}\partial_{a} + \frac{1}{2q}(qE_{i}^{a}) - \frac{1}{2}\epsilon_{ijk}\Gamma_{j}^{a}E_{k}^{d} + \frac{\alpha_{i}\partial_{a}\Lambda^{-1}}{q(1 + 1/\gamma^{2})}E_{j}^{a}E_{k}^{d}F_{bc}^{l} \left( F_{bc}^{d} - \frac{1}{\gamma}F_{bc}^{d} \right). \]  
(C.12b)

Note that \( B_{i}^{\pm} \) are differential operators. Either of them can be used to express the commutator (C.10b), the two expressions being related by integration by parts.

C.2. Self-dual case

In the self dual case, the constraint algebra is given by
\[ \{\Pi(\rho), \Pi(\varphi)\} = 0, \]  
(C.13a)
\[ \{G(n), \Pi(\rho)\} = 0, \]  
(C.13b)
\[ \{G(n), G(m)\} = -G(n \times m), \]  
(C.13c)
\[ \{G(n), H(\sim)\} = 0, \]  
(C.13d)
\[ \{D(\sim), G(n)\} = -G(N^{a}\partial_{a}n), \]  
(C.13e)
\[ \{D(\sim), D(\sim)\} = -D([\sim, \sim]), \]  
(C.13f)
\[ \{D(\sim), H(\sim)\} = -H(L_{\sim}), \]  
(C.13g)
\[ \{D(\sim), \Pi(\rho)\} = -\pi(N^{a}\partial_{a}\rho), \]  
(C.13h)
\[ \{H(\sim), H(\sim)\} = -V(\tilde{K}_{N,M}), \]  
(C.13i)

where
\[ K_{N,M}^{a} = -\tilde{K}_{N,M}^{a} = -\tilde{\Sigma}_{N}^{a}\tilde{\Sigma}_{M}^{b}(N\partial_{b}M - M\partial_{b}N), \]  
(C.14)

and the only commutator which is not weakly vanishing is the following
\[ \{\Pi(\rho), H(\sim)\} = -2\alpha H(N_{\sim}\varphi^{-1}) + \int d^{3}x N_{\sim} \left[ i(1 + 2\alpha)\frac{q}{\varphi^{2}} + \alpha\epsilon^{abc}\epsilon_{ijk}F_{ab}^{l}F_{cd}^{k} \right]. \]  
(C.15)

ORCID iDs
Tom Zlosnik https://orcid.org/0000-0001-7715-5842

References
[1] Smolin L and Speziale S 2010 A note on the Plebanski action with cosmological constant and an Immirzi parameter Phys. Rev. D 81 024032
[2] Peebles P J E and Ratra B 1988 Cosmology with a time-variable cosmological ‘constant’ Astrophys. J. Lett. 325 L17
[3] Wetterich C 1995 The cosmon model for an asymptotically vanishing time dependent cosmological ‘constant’ Astron. Astrophys. 301 321–8
[4] Overduin J M and Cooperstock F I 1998 Evolution of the scale factor with a variable cosmological term Phys. Rev. D 58 043506
[5] Zlatev I, Wang L and Steinhardt P J 1999 Quintessence, cosmic coincidence, and the cosmological constant Phys. Rev. Lett. 82 896–9
[6] Hennaeux M and Teitelboim C 1989 The cosmological constant and general covariance Phys. Lett. B 222 195–9
[7] Jiroušek P, Shimada K, Vikman A and Yamaguchi M 2020 Losing the trace to find dynamical Newton or Planck constants (arXiv:2011.07055)
[8] Alexander S, Magueijo J and Smolin L 2019 Zero-parameter extension of general relativity with a varying cosmological constant Phys. Rev. D 100 083506
[9] Alexander S, Cortés M, Liddle A R, Magueijo J, a., Sims R and Smolin L 2019 Cosmology of minimal varying Lambda theories Phys. Rev. D 100 084036
[10] Magueijo J and Zlosnik T 2019 Parity violating Friedmann universes Phys. Rev. Lett. 125 121301
[11] Kodama H 1990 Holomorphic wave function of the universe Phys. Rev. D 42 2548–65
[12] Speziale S 2020 Quantum cosmology of a dynamical Lambda Phys. Rev. D 102 084006
[13] Smolin L and Spero C 1995 The Chern–Simons invariant as the natural time variable for classical and quantum cosmology Nucl. Phys. B 449 289–314
[14] Fernando Barbero J F 1995 Real Ashtekar variables for Lorentzian signature space-times Phys. Rev. D 51 5507–10
[15] Ishibashi A and Speziale S 2009 Spherically symmetric black holes in minimally modified self-dual gravity Class. Quantum Grav. 26 175005
[16] Anson T, Babichev E, Charmousis C and Ramazanov S 2019 Cosmological instability of scalar–Gauss–Bonnet theories exhibiting scalarization J. Cosmol. Astropart. Phys. JCAP05(2019) 023
[17] Krasnov K and Mitsou E 2021 Deformations of GR, geometrodynamics and reality conditions Class. Quantum Grav. 38 085009
[18] Speziale S 2018 Raychaudhuri and optical equations for null geodesic congruences with torsion Phys. Rev. D 98 084029
[19] Hehl F W, von Der Heyde P, Kerlick G D and Nester J M 1976 General relativity with spin and torsion: foundations and prospects Rev. Mod. Phys. 48 393–416
[20] Deser S and Nepomechie R I 1984 Gauge invariance versus masslessness in de Sitter spaces Ann. Phys., NY 154 396
[21] Deser S and Waldron A 2001 Partial masslessness of higher spins in (A)dS Nucl. Phys. B 607 577–604
[22] Arnowitt R, Deser S and Misner C W 1960 Canonical variables for partially massless higher spins Phys. Lett. B 603 30
[36] Alexandrov S and Speziale S 2015 First order gravity on the light front \textit{Phys. Rev.} D \textbf{91} 064043

[37] Alexandrov S Y and Vassilevich D V 1998 Path integral for the Hilbert–Palatini and Ashtekar gravity \textit{Phys. Rev.} D \textbf{58} 24029

[38] Peldán P 1994 Actions for gravity, with generalizations: a review \textit{Class. Quantum Grav.} \textbf{11} 1087–132

[39] Alexandrov S 2000 SO(4, C)-covariant Ashtekar-Barbero gravity and the Immirzi parameter \textit{Class. Quantum Grav.} \textbf{17} 4255–68

[40] Deser S and Isham C J 1976 Canonical vierbein form of general relativity \textit{Phys. Rev.} D \textbf{14} 2505

[41] Alexander S, Jenks L, Jiroušek P, Magueijo J and Zlosnik T 2020 Gravity waves in parity-violating Copernican universes \textit{Phys. Rev.} D \textbf{102} 044039

[42] Mignemi S 1999 The dynamical structure of four-dimensional Chamseddine’s gauge theory of gravity \textit{Phys. Rev.} D \textbf{59} 064022

[43] MacDowell S W and Mansouri F 1977 Unified geometric theory of gravity and supergravity \textit{Phys. Rev. Lett.} \textbf{38} 739

MacDowell S W and Mansouri F 1977 Unified geometric theory of gravity and supergravity \textit{Phys. Rev. Lett.} \textbf{38} 1376 (erratum)

[44] Rovelli C 2004 \textit{Quantum Gravity} (Cambridge: Cambridge University Press)

[45] Rovelli C and Smolin L 1998 Knot theory and quantum gravity \textit{Phys. Rev. Lett.} \textbf{61} 1155

[46] Rovelli C and Smolin L 1990 Loop space representation of quantum general relativity \textit{Nucl. Phys.} B \textbf{331} 80

[47] Plebanski J F 1977 On the separation of Einsteinian substructures \textit{J. Math. Phys.} \textbf{18} 2511–20

[48] Perez A 2003 Spin foam models for quantum gravity \textit{Class. Quantum Grav.} \textbf{20} R43

[49] Alexandrov S, Geiller M and Noui K 2012 Spin foams and canonical quantization \textit{Symmetry, Integrability Geometry Methods Appl.} \textbf{8} 055

[50] Krasnov K 2006 On deformations of Ashtekar’s constraint algebra \textit{Phys. Rev. Lett.} \textbf{100} 081102

[51] Krasnov K 2009 Plebanski gravity without the simplicity constraints \textit{Class. Quantum Grav.} \textbf{26} 055002

[52] Gonzalez D, Celada M and Montesinos M 2018 Polynomial BF-type action for general relativity and anti-self-dual gravity \textit{Phys. Rev.} D \textbf{97} 124055

[53] Magueijo J 2020 The real Chern–Simons wave function (arXiv:2012.05847)

[54] Bengtsson I \textit{Reality Conditions for Ashtekar’s Variables} GOTEBOG-89-4A

[55] Immirzi G 1993 The reality conditions for the new canonical variables of general relativity \textit{Class. Quantum Grav.} \textbf{10} 2347–52

[56] Alexandrov S 2006 Reality conditions for Ashtekar gravity from Lorentz-covariant formulation \textit{Class. Quantum Grav.} \textbf{23} 1837–50

[57] Barrientos J, Cordónier-Tello F, Corral C, Izaurieta F, Medina P, Rodríguez E and Valdivia O 2019 Luminal propagation of gravitational waves in scalar-tensor theories: the case for torsion \textit{Phys. Rev.} D \textbf{100} 124039