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ABSTRACT

We revisit the problem of inferring the overall ranking among entities in the framework of Bradley-Terry-Luce (BTL) model, based on available empirical data on pairwise preferences. By a simple transformation, we can cast the problem as that of solving a noisy linear system, for which a ready algorithm is available in the form of the randomized Kaczmarz method. This scheme is provably convergent, has excellent empirical performance, and is amenable to on-line, distributed and asynchronous variants. Convergence, convergence rate, and error analysis of the proposed algorithm are presented and several numerical experiments are conducted whose results validate our theoretical findings.

1. INTRODUCTION

Rank aggregation is the problem of combining multiple (partial) preferences over a collection of items into a single ‘consensus’ ordering that best describes the available data. It finds applications in a wide variety of domains, ranging from web search [5, 8] to recommendation systems [28], and from competitive sports and online gaming systems [12] to crowdsourced services [6].

One particular category of data which is quite popular in the literature is pairwise comparisons, for example a recommendation system enquiring which of a pair of items does a user prefer, or the result of a match between two chess players. Results of such pairwise comparisons can be used to estimate the inherent ‘quality’ or ‘score’ of an item, for example the skill level of a chess player, and can be modeled as noisy samples of the relative score of the items being compared. By comparing several item pairs repeatedly, one can estimate the inherent scores of the various items and in turn, use it to decide on a ranking of the items. This is the context in which this paper is placed.

In particular, we consider the popular Bradley-Terry-Luce (BTL) model [3, 22] for pairwise comparisons and using a simple transformation, convert the problem of inferring the item values into one of solving a noisy linear system of equations. We employ a randomized version of the widely popular Kaczmarz method [37] for solving this system and present an analysis of the resulting error, in terms of the spectral properties of the underlying comparison graph. This allows us to characterize the number of pairwise comparisons needed to achieve a certain error threshold. We find that for the case where the comparison graph is an Erdős-Rényi graph, i.e., item pairs are chosen uniformly at random for comparison, the total number of comparisons needed by our scheme is in fact order-optimal. We discuss online, distributed, and asynchronous variants of the scheme and run extensive numerical experiments to validate our theoretical findings.

1.1 Related work

There is a vast literature on rank aggregation, we only discuss the works that we feel are the most relevant to the contents of this paper. The main theme of this paper is to infer a ranking over a collection of items from noisy data, generated according to a statistical model. There is a wide variety of such probabilistic models studied in the literature, see for example [31, 20, 11, 40] study the problem of ranking with noisy comparisons between item pairs, where the result of each comparison follows the true order with probability p for some p > 1/2. Other variants include active ranking [17], where the items to be compared are chosen in an adaptive and sequential fashion, and adversarial comparators [1]. Another popular model is the Mallows model, which given a true ranking σ∗, randomly generates a noisy full ranking σ with probability proportional to \( \exp(−βd(\sigma, \sigma^*)) \), where β is a spreading parameter and d(·, ·) is a distance metric over permutations, such as the Kendall-Tau or the Kemeny distance. [4] present polynomial time algorithms for identifying the true ranking over n items with high probability, given O(\log n) independent noisy rankings. Random Utility Models (RUMs) [50] present another alternative, where each item i is associated with a score wi. An instance of the available noisy data is a (possibly partial) ranking σ generated by assigning a random utility \( X_i \) for each item i, according to a conditional distribution \( \mu_i(\cdot|w_i) \), and then ordering them. A special case of RUMs is the Plackett-Luce (PL) [22, 30], where the random utilities are generated according to Gumbel distributions. The PL model allows for an analytical characterization of the Maximum Likelihood Estimator [15, 24] and the optimal number of independent partial rankings required to achieve a target error [11]. In this work, we focus on the Bradley-Terry-Luce (BTL) model [3, 22], which is a special case of the PL model where only...
pairwise comparisons are allowed. Rank aggregation under the BTL model has received a lot of attention recently [21 33 32]. The work closest to ours is [27] which proposes an iterative algorithm called Rank Centrality for estimating the underlying item scores. The algorithm is based on the Markov Chain Monte Carlo (MCMC) method, with the transition matrix constructed using results of various pairwise comparisons, and the score estimate vector being the leading eigenvector. In contrast, we formulate the problem as one of solving a noisy system of linear equations and use the randomized version of the iterative Kaczmarz solution method which is provably convergent, has excellent empirical performance, and is amenable to on-line, distributed and asynchronous variants. In spirit, our work is also close to [35, 36, 13, 16] which pose rank aggregation as a least squares problem.

While most of the literature mentioned above considers the case of one true ranking, there has been recent work on collaborative ranking for a pool of users [21, 13, 25, 28, 11]. Finally, unlike the works mentioned above, a non-parametric model for distributions over rankings has been proposed in [16].

2. THE PROBLEM AND THE ALGORITHM

We consider $N >> 1$ entities identified with the nodes of an undirected graph $G = (V, E)$, where $V$ is its node set (thus $|V| = N$) and $E$ its edge set, with $|E| = M$ (say). We assume that the graph is connected. Following the Bradley-Terry-Luce (BTL) model, we postulate `node weights' $w_i > 0$ associated with node $i \in V$. Let $(w, \bar{w})$ denote the dynamic range of the $w_i$'s and $b = \bar{w}/w_i$. Set $p_{ij} := \text{the probability that } i \text{ is preferred over } j$. Given $(i, j) \in E$, let $X_{ij}^k$ be the $k$th dimensional vector of the $k$-th comparison between $i$ and $j$ be defined as 1 if $i$ is preferred over $j$, and 0 otherwise. Then, according to the BTL model,

$$X_{ij}^k = \begin{cases} 1, \text{ with probability } p_{ij} \\ 0, \text{ otherwise} \end{cases}$$

(1)

For each $(i, j) \in E$, we will in general assume that multiple such comparisons are made, and the corresponding outcomes are assumed to be independent across $i$, $j$, and $k$. Thus what we have are estimates $\hat{p}_{ij}$ of $p_{ij}$'s, viz.,

$$\hat{p}_{ij} := \frac{\sum_k X_{ij}^k}{\sum_k X_{ij}^k + \sum_k X_{ji}^k},$$

(2)

the fraction of times $i$ was preferred over $j$. The nodes are to be ranked according to the decreasing values of $w_i$, based on estimates thereof. These have to be computed from available data regarding observed preferences of a population that gives pairwise preferences among neighboring nodes of $G$ (rather, we consider a pair of nodes neighbors when such data is available for them). Thus

$$\hat{p}_{ij} \approx p_{ij} = \frac{w_i}{w_i + w_j} \approx \frac{w_j}{w_i} = \frac{1}{p_{ij}} - 1 \approx \frac{1}{\hat{p}_{ij}} - 1$$

$$\Rightarrow \log w_i - \log w_j = -\log \left(\frac{1}{\hat{p}_{ij}} - 1\right) \approx -\log \left(\frac{1}{\hat{p}_{ij}} - 1\right).$$

Set $v_i := \log w_i$, $i \in V$, $y'_{ij} := -\log \left(\frac{1}{\hat{p}_{ij}} - 1\right)$. Let $v = [v_1, \cdots, v_N]^T$, $y' := [y'_{ij}]$ and $y' := [y'_{ij}]$, lexicographically arranged, after retaining only one of the pair $y'_{ij}$, $y'_j$ for each $(i, j)$, say the smaller one if they are unequal and either one if they are equal. This removes redundancy, since $p_{ij} + p_{ji} = 1$, leading to

$$y'_{ij} = -\log \left(\frac{1}{1 - e^{-y'_{ij}}} - 1\right).$$

We retain the edge $(i, j)$ and drop the edge $(j, i)$ if $y'_{ij}$ is retained. The graph is now directed with the same node set as before. We continue to refer to it as $G = (V, E)$ by abuse of notation. The presence of an edge $(i, j)$ now means that $j$ is preferred over $i$ in at least half the samples. We assign a direction to the edge $(i, j)$ from $i$ to $j$ if $y'_{ij}$ is retained and $j$ to $i$ if not. Denote by $L \in \mathbb{R}^{N \times M}$ the incidence matrix associated with the graph, i.e., the node-edge matrix such that if we consider the column, say $l$, corresponding to edge $(i, j)$ with direction from $i$ to $j$, $(i, l)$ is 1, $(l, j)$ is -1, and all other elements are 0. Then we can cast the above relationship as $y = L^Tv$. We do not, however, have access to $y'$. What we have instead is $y := \text{the vector of } y'_{ij}$'s, where $y_{ij} := -\log \left(\frac{1}{\hat{p}_{ij}} - 1\right)$. Thus what we have is $y = L^Tv + \text{noise}$. Our problem then is to estimate $v$. Casting it as the problem of minimizing the quadratic error criterion $||y - L^Tv||^2$ over $v$ leads to the optimality equation

$$Ly = LL^Tv,$$

(3)

where $LL^T$ is in fact the Laplacian matrix for the graph $G$ and $\hat{v}$ denotes the desired estimate. Our problem has now been reduced to that of solving a noisy linear system of equations. Note that we have an underdetermined system of equations, since the Laplacian matrix $LL^T$ is rank deficient. In fact, the eigenvector corresponding to eigenvalue 0 is the all-one vector and so $\hat{v}$ can be determined only up to a constant-vector shift. For solving a linear system of equations, a randomized version of Kaczmarz algorithm can be used. We describe this next.

The $(i, i)$th diagonal element of $LL^T$ is $N(i) := \text{the total degree (in-degree + out-degree) of node } i$. For $j \neq i$, the $(i, j)$th element of $LL^T$ is 1 if $i, j$ are neighbors, 0 otherwise. Let $a_i := \text{the } i\text{th row of } LL^T$ and $b = Ly$. Then

$$||a_i|| = \sqrt{N(i)(N(i) + 1)}.$$

Let $N(i)$ denote the set of neighbors of $i$. The randomized Kaczmarz algorithm for solving a system of linear equations $Ax = b$ is given by

$$x(n + 1) = x(n) + \sum_i I\{i, i\} \left(\frac{b_i - \langle a_i, x(n)\rangle}{||a_i||^2} a_i\right),$$

(4)

Here $\{\xi_n\}$ are IID random variables taking values in the set $\{1, 2, \cdots, N\}$ with $p_i := P(\xi_n = i) > 0 \forall i$. In the present
We consider in this paper being a special case. e consider

\[ x(n + 1) = x(n) + \sum_i I\{\xi_n = i\} \times \frac{1}{\|a_i\|^2} \times \left( \sum_{(j(i,j)) \in E} (y_{ij} - y_{ji}) - (x_i - x_j(n)) \right) a_i^T \]

(5)

where \( x(n) \) corresponds to the estimate for \( \hat{v} \) at the \( n \)th iteration. Recall that for each pair \( i,j \in \mathcal{V} \), at most one of \( y_{ij}, y_{ji} \) is non-zero.

Here the idea is to update one component of the iteration at a time and \( \xi_n \) is periodic in a round robin manner. We stick to the randomized scheme in view of the proven performance gains for it over the classical set-up \cite{37,42}, and its better adaptability for on-line scheme that we describe later.

3. CONVERGENCE OF THE ALGORITHM

We now discuss convergence and convergence rate for a general randomized Kaczmarz scheme, with the ranking problem considered in this paper being a special case. e consider a linear system

\[ Ax = b \]

(6)

which may be underdetermined (as in our case), exactly determined, or overdetermined and consistent. The general randomized Kaczmarz scheme is

\[ x(n + 1) = x(n) + \sum_i I\{\xi_n = i\} \left( \frac{b_i - (a_i, x(n))}{\|a_i\|^2} \right) a_i^T, \]

for \( 1 \leq i \leq N \). Introduce the notation

\[ \hat{b}_i := \frac{b_i}{\|a_i\|}, \quad \hat{b} := [\hat{b}_1, \ldots, \hat{b}_N]^T, \]

\[ \hat{a}_i := \frac{1}{\|a_i\|^2} a_i, \]

\[ 1 = [1, 1, \ldots, 1]^T, \quad \theta := [0, 0, \ldots, 0]^T, \]

\[ H := \left\{ r : z^T r = z^T x(0), \forall z \text{ such that } Az = \theta \right\} \]

\[ H_0 := \left\{ r : z^T r = 0, \forall z \text{ such that } Az = \theta \right\} \]

For the problem studied in this paper, \( A = LL^T \) and we have \( Az = \theta \) only for \( z = 1 \). So \( H \) consists of all vectors \( y \) such that \( \sum_i r_i = \sum_i x_i(0) \).

For any \( z \) such that \( Az = \theta \), we have from (7) that

\[ z^T x(n + 1) = z^T x(n) + \theta = z^T x(n). \]

Hence the iterates in the randomized Kaczmarz scheme always remain in the affine space \( H \). (\( H \) is the whole space for exactly determined and consistent overdetermined \( A \).)

We have the following simple lemma.

\[ \text{Lemma 1. There is a unique solution } x^* \text{ in } H \text{ to } Ax = b. \]

Proof. Suppose there are two distinct solutions \( x_1, x_2 \) in \( H \) to \( Ax = b \). Then, we have \( A(x_1 - x_2) = \theta \). From the definition of \( H \), we must have

\[ (x_1 - x_2)^T x_1 = (x_1 - x_2)^T x_2 \] \[ \implies \|x_1 - x_2\|^2 = 0, \]

which is a contradiction, since we assumed \( x_1 \neq x_2 \). \[ \Box \]

Define

\[ e(n) := x(n) - x^*, \quad \bar{e}(n) := \frac{e(n)}{\|e(n)\|}. \]

\[ s^* := \arg\min_{\|s\| = 1} \left( \sum_i p_i |\langle \hat{a}_i, s \rangle|^2 \right). \]

Thus, \( s^* \) is the eigenvector of the non-negative definite matrix \( S := \sum_i p_i \hat{a}_i^T \hat{a}_i \) corresponding to the minimum non-zero eigenvalue \( \lambda_{\min} \) of \( S \). Further, the minimum value of the quantity being minimized is in fact \( \lambda_{\min} \). Convergence of the randomized Kaczmarz scheme has been widely studied, see for example \cite{37,23,26,10}. The following result establishes convergence and provides a lower bound on the rate of convergence.

\[ \text{Theorem 1. Suppose } \lambda_{\min} \in (0, 1). \text{ Then } e(n) \to 0 \text{ a.s. and } E \left[ \|e(n)\|^2 \right] \to 0 \text{ exponentially. In particular,} \]

\[ E \left[ \|e(n)\|^2 \right] \leq (1 - \lambda_{\min})^n \cdot E \left[ \|e(0)\|^2 \right]. \]

The proof of the above result has been included in the appendix for completeness. \cite{37} proposed the choice \( p_i = \frac{1}{\sum_i \|a_i\|^2} \) and the following argument shows that \( \lambda_{\min} \in (0, 1) \) for this choice. Let \( \| \cdot \|_F \) denote the Frobenius norm of a non-negative definite matrix. Let \( \lambda_{\min}^* \) denote the minimum non-zero eigenvalue of \( A^T A \). With above choice of \( p_i \), we have

\[ \sum_i p_i \hat{a}_i^T \hat{a}_i = \frac{1}{\|A\|_F^2} \sum_i a_i^T a_i \]

\[ \implies \sum_i p_i |\langle \hat{a}_i, s^* \rangle|^2 = \lambda_{\min} \]

\[ = \frac{1}{\|A\|_F^2} \lambda_{\min}^* \]

\[ = \frac{\lambda_{\min}^*}{\text{tr}(A^T A)} < 1. \]

Thus by choosing \( p_i = \frac{1}{\sum_i \|a_i\|^2} \), we are guaranteed exponential convergence for the randomized Kaczmarz algorithm. Finally, specializing the result to our problem, we have:

\[ \text{Corollary 1. Almost surely, } x(n) \to x^* := \text{the unique solution to } (8) \text{ satisfying } \sum_i x_i^* = x_i(0) \text{ and} \]

\[ E \left[ \|x(n) - x^*\|^2 \right] \to 0 \]

at an exponential rate.

We now briefly comment on the complexity of the proposed scheme. In each iteration, we need to calculate the \( (\sum (y_{ij} - y_{ji}) - (x_i(n) - x_j(n))) \) only for the neighbours of node \( i \). In terms of time complexity, this take \( O(N(i)) \) number of computations. Also, for each iteration we update only the node chosen in that iteration along with its
neighbors = \( N(i) + 1 = O(N(i)) \) (non-zero entries in the row \( a_i \)). Thus the total number of computations per iteration is \( S \propto O(N(i)) \). In the case of the randomized Kaczmarz algorithm, where we choose the node \( i \) with probability \( p(i) \propto ||a(i)||^2 = N(i)^2 + N(i) \), the expected number of computations per iteration is given by
\[
E[S] = E[p(i) \cdot N(i)] + E[1],
\]
\[
p(i) \cdot N(i) = \frac{N(i)^2(N(i) + 1)}{\sum_{j} N(j)(N(j) + 1)}
\]
\[
\implies E[p(i) \cdot N(i)] = E \left[ \frac{N(i)^2 + N(i)^3}{N(i) + N(i)^2} \right] = E[N(i)].
\]
For the special case when the underlying graph \( G \) is an Erdős-Rényi graph with edge probability \( p \), \( E[N(i)] = (N - 1)p \) and hence \( E[S] = O(Np) \).

Let \( k_i \) give us the number of iterations required to reach within an error \( \epsilon \) of the solution. From [37], we can see that expected value of \( k_i \) is given as:
\[
E[k_i] \leq \frac{2 \log \epsilon}{\log(1 - \lambda_{\min}/\text{trace}(A^T A))} \approx \frac{\text{trace}(A^T A)}{\lambda_{\min}} \log \frac{1}{\epsilon}.
\]
For our setup, the matrix \( A \) is the Laplacian matrix of the underlying comparison graph \( G \). For the special case when the underlying graph \( G \) is an Erdős-Rényi graph with edge probability \( p \), all the eigenvalues of the matrix \( A^T A \) are \( \Theta(Np) \) \([23] [11]\), \( \frac{\text{trace}(A^T A)}{\lambda_{\min}} \approx N \) as \( N \) grows large. Hence
\[
E[k_i] = O(N)
\]
and the total number of computations \( T \) for our algorithm is given by
\[
E[T] = E[S] \cdot E[k_i] = O(N^2 p).
\]

4. ERROR ANALYSIS

In this section, we consider the error performance of our proposed scheme for ranking using pairwise comparisons and have the following main result:

**Theorem 2.** Consider \( N \) entities with associated weights \( w_1, w_2, \ldots, w_N \) and a connected comparison graph \( G = (V, E) \) with \( |E| = M \). Let \( C \) denote the total number of comparisons, such that each pair \((i, j) \in E\) is compared \( k = C/M \) times, with outcomes according to the BTL model \([11]\). Then for \( k \geq \Omega(\log N) \), the normalized weight error of the proposed scheme using the randomized Kaczmarz algorithm is given by
\[
\frac{||\tilde{w} - w||}{||w||} \leq O \left( \frac{Mb(1 + b) \sqrt{\lambda_{\max}} \log M}{\sqrt{CN\lambda_{\min}^2}} \right)
\]
with high probability \( (w.h.p.) \), where \( \lambda_{\max}, \lambda_{\min} \) denote the maximum and minimum eigenvalues respectively of the Laplacian matrix for the comparison graph \( G \); and \( [w, \tilde{w}] \) denotes the dynamic range of the \( w_i \)’s with \( b = \tilde{w}/w \).

**Proof.** The first part of the proof proceeds through a sequence of steps in order to characterize the error in estimating \( v \) by solving the set of linear equations in \([3]\). Throughout, we use the notation ‘\( \Delta \cdots \)’ for error in ‘\( \cdots \)’.

- **Claim 1:** \( ||\Delta v|| \leq O(1/\lambda_{\min}^2)||\Delta Ly'||

  **Proof.** From \([3]\), we compute an estimate \( \hat{v} = v + \Delta v \) by solving a noisy version of the linear system \( Ly' = LL^Tv \), restricted to a translation of the orthogonal compliment of the null space of \( LL^T \). Thus any error \( ||\Delta Ly'|| \) in \( y' \) will lead to an error of at most \( O(1/\lambda_{\min}^2)||\Delta Ly'|| \) in our estimate of \( v \), where \( \lambda_{\min}^2 \) is the minimum non-zero eigenvalue of the Laplacian matrix \( LL^T \) for the underlying graph \( G \).

- **Claim 2:** \( ||\Delta Ly'|| \leq O(\sqrt{\lambda_{\max}})||\Delta y'||

  **Proof.** Any error \( ||\Delta y'|| \) in \( y' \) will lead to an error of at most \( O(\sqrt{\lambda_{\max}})||\Delta y'|| \) in \( Ly' \), where \( \lambda_{\max} \) is the maximum eigenvalue of the Laplacian matrix \( LL^T \) for the underlying graph \( G \).

- **Claim 3:** For each \((i, j) \in E\), \( \Delta y'_{ij} \leq 2(1 + b)(|\Delta p_{ij}| + |\Delta p_{ji}|) \) w.h.p.

  **Proof.** Recall that \( y'_{ij} = -\log \left( \frac{1}{p_{ij}} - 1 \right) \), \( y_{ij} = y'_{ij} + \Delta y'_{ij} = -\log \left( \frac{1}{p_{ij}} - 1 \right) \).

  Then we have
  \[
  y'_{ij} = \log(p_{ij}) - \log(p_{ji})
  \]
  and
  \[
  y_{ij} = \log \left( \frac{1}{b} \sum_l X'_{ij} \right) = \log(p_{ij} + \Delta p_{ij}) - \log(p_{ji} + \Delta p_{ji}).
  \]
  By the mean value theorem, there exists \( p^* \in (p_{ij} - |\Delta p_{ij}|, p_{ij} + |\Delta p_{ij}|) \) such that
  \[
  \frac{\log(p_{ij} + \Delta p_{ij}) - \log(p_{ij})}{\Delta p_{ij}} = \frac{d \log p}{dp} \bigg|_{p=p^*} = \frac{1}{p^*} \geq \frac{1}{p_{ij} - |\Delta p_{ij}|} \geq 2(1 + b)
  \]
  where \( (a) \) follows w.h.p. from \([3]\) below and the last inequality holds since \( p_{ij} \geq 1/(1 + b) \). Thus we have
  \[
  |\log(p_{ij} + \Delta p_{ij}) - \log(p_{ij})| \leq 2(1 + b)|\Delta p_{ij}|.
  \]
  Similarly, we can show that
  \[
  |\log(p_{ji} + \Delta p_{ji}) - \log(p_{ji})| \leq 2(1 + b)|\Delta p_{ji}|.
  \]
  Combining the above inequalities, we have
  \[
  |\Delta y'_{ij}| \leq 2(1 + b)(|\Delta p_{ij}| + |\Delta p_{ji}|).
  \]
• Claim 4: For $\eta > 0$ and each $(i, j) \in E$, $P(\|\Delta p_{ij}\| \geq \eta) \leq 2e^{-2\eta^2k}$.

**Proof.** We have $k$ comparisons between $i$ and $j$. Then from (2), we have a weight on $p_{ij}$, based on the measurements, given by

$$
\hat{p}_{ij} = \frac{\sum_{t} X_{ij}^t + \sum_{t} X_{ji}^t}{k}.
$$

It follows from Hoeffding inequality that for any $\eta > 0$,

$$
P(\|\Delta p_{ij}\| \geq \eta) \leq 2e^{-2\eta^2k} \quad (8)
$$

which proves the claim. In particular, if we set $\eta = p_{ij}/2$ and $k = 6\log N/p_{ij}^2$, then we have

$$
|\Delta p_{ij}| \leq p_{ij}/2 \text{ with prob. } 1 - O(1/N^3). \quad (9)
$$

Since $p_{ij} = w_i/w_j + w_j$ for all edges $(i, j)$ and there are at most $O(N^2)$ edges in the graph, $k \geq 2(1+b)^2 \log N \forall (i, j)$ suffices for the above bound on $|\Delta p_{ij}|$ to hold true for all $(i, j) \in E$ w.h.p. as $N$ grows large.

Combining all the preceding claims, we then have that the total error in the estimate $\hat{v}$ is given by

$$
\|\Delta v\| \leq O\left(\frac{\eta(1+b)\sqrt{\lambda_{\text{max}} L}\bar{M}}{\lambda_{\text{min}}^C M_{\text{opt}}}ight),
$$

with probability $1 - 2Me^{-2\eta^2C/M}$.

Taking $\eta = \sqrt{M\log M/C}$, we have

$$
\|\Delta v\| \leq O\left(\frac{M(1+b)\sqrt{\lambda_{\text{max}} \log M}}{C\lambda_{\text{min}}^C}ight),
$$

with probability $1 - O(1/M)$.

Then

$$
(\hat{w}_i - w_i)^2 = w_i^2 (\exp(\Delta v) - 1)^2 \approx w_i^2 \cdot \Delta v^2
$$

$$
\Rightarrow \|\hat{w} - w\| \leq \hat{w}\|\Delta v\|
$$

$$
\Rightarrow \|\hat{w} - w\| / \|w\| \leq \hat{w}/\|w\| \sqrt{N}
$$

Thus, as $N$ grows large, the above inequality holds w.h.p.. In that case, the normalized weight error is given by

$$
\frac{\|\Delta w\|}{\|w\|} \leq \frac{b \cdot ||\Delta v\||}{\sqrt{N}}.
$$

$$
\leq O\left(\frac{M(1+b)\sqrt{\lambda_{\text{max}} \log M}}{\sqrt{C} N^{\lambda_{\text{min}}^C}}\right). \quad (10)
$$

which completes the proof of Theorem 2.

A couple of comments are in order.

1. In the calculations above, we have not accounted for the additional error due to the finite run of the randomized Kaczmarz scheme. From Theorem 1, we have an exponential bound on the mean square error caused thereby. Specifically, after $n$ iterations of the randomized Kaczmarz scheme, the additional mean square error is $O(\alpha^n)$ for some $\alpha \in (0, 1)$, which converges to zero exponentially fast.

2. The estimate $\hat{y}_{ij}$ of $y_{ij}$ is based on the strong law of large numbers and is unbiased. But that is not so for the estimate $y_{ij}$ of $y_{ij}$ because of the intervening non-linear transformations. Nevertheless, since our problem of ranking is an ordinal problem that is insensitive to sufficiently small errors, the foregoing ensures correct ranking with a very high probability if sufficiently many samples are used for estimating the probabilities and then the randomized Kaczmarz is run for sufficiently long.

3. Consider the special case when the comparison graph $G$ is the Erdős-Rényi graph, so that for each pair of nodes, the edge between them exists with some probability $p$. For $p \geq \Omega(\log N/N)$, which is the minimum needed to ensure that the graph is connected as the size of the graph $N$ grows large, we have the number of edges $M = \Theta(N^2p)$, and both $\lambda_{\text{max}}^L$ and $\lambda_{\text{min}}^L$ are $\Theta(Np)$ [25, 14]. From Theorem 2 and $C = M$, we have

$$
\frac{\|\Delta w\|}{\|w\|} \leq O\left(\frac{N^2bp(1+b)\sqrt{Np\log(2Np)}}{\sqrt{bC}Np(Np)}\right)
$$

$$
\leq O\left(\frac{b(1+b)\sqrt{\log N}}{\sqrt{k}}\right) \quad (11)
$$

Thus, in order to ensure that the normalized weight error is at most some constant $\epsilon > 0$, we need $k \geq \Omega(\log N)$. When $p = \Theta(\log N)$, the number of edges $M = \Theta(N\log N)$ w.h.p. as $N$ grows large, and hence the total number of comparisons needed is $C \geq \Omega(N\log^2 N)$. The minimum number of edges needed to ensure w.h.p. that the Erdős-Rényi graph is connected is $\Omega(N\log N)$, so the above requirement on $C$ is optimal up to logarithmic factors. This is similar to the result obtained in [27].

5. REMARKS AND EXTENSIONS

We sketch here several important variants and extensions, along with some general remarks.

1. **Optimal sampling distribution:**

Let

$$
F(p) := \sum_i p_i (\hat{a}_i, z^*(p))^2.
$$

We can define the optimal sampling distribution as

$$
p^* = [p_1^*, \ldots, p_N^*] \in \text{Argmax}_{F(p)}
$$

This leads to the problem of evaluating the outer maximizer of

$$
\max_p \min_{x: \|x\|_1 = 1, x \in H_0} \sum p_i (\hat{a}_i, z)^2.
$$

Note that the problem is not amenable to the Von Neumann - Ky Fan minmax theorem because the inner minimization is over a sphere, a non-convex set.

2. **Exactly determined system:**
As already observed, \( v \) can be specified only up to an additive scalar, since its pairwise differences is the only thing that counts. Thus we may set one component of \( v \), say \( v_0 \), equal to zero, which is tantamount to dropping the corresponding row and column of \( L \) from consideration. This modification renders \( L, LL^T \) full rank. We also experimented with the randomized Kaczmarz corresponding to this exactly determined system, but the performance was not as good as the underdetermined system.

3. **Comparison with Clock Syncronization**:

It is also worth noting that the equations we have are exactly the same as those arising in clock synchronization where similar issues arise \([34]\). The algorithm proposed in \([34]\) is another alternative scheme which is quite similar to ours. Our experimentation, however, indicated that the present randomized Kaczmarz scheme has a superior performance.

4. **Ranking based on insufficient data**:

This corresponds to the case when we have data only on a small subset of edges, so that \( L \) does not correspond to a connected graph provided in advance but only to a subset of its edges. The Kaczmarz algorithm works nevertheless in view of our analysis above, the only difference being that \( H \) is now a higher dimensional space. The iterates then converge a.s. to an initial condition dependent point in \( H \) as proved above.

5. **On-line distributed scheme**:

Suppose that the user preference data is episodic and we correspondingly keep running estimates of \( \{\hat{p}_{ij}(n)\} \), updating each when a new observation relevant to the particular estimate appears. The randomized Kaczmarz scheme keeps running in the background on its own clock. At each time \( n \), we use the most recent estimates \( \{\hat{p}_{ij}(n)\} \). Then \( \hat{p}_{ij}(n) \to p_{ij} \) \( \forall i, j, n \uparrow \infty \). We can mimic our earlier analysis to obtain an error bound

\[
E \left[ \| x(n+1) - x^* \|^2 \right] \leq aE \left[ \| x(n) - x^* \|^2 \right] + \epsilon(n)
\]

where \( \epsilon(n) \) is an asymptotically vanishing error variance term. This captures the combined effect of the quantities \( \{\text{var}(\hat{p}_{ij}(n))\} \). Iterating, we see that we have

\[
E \left[ \| x(n) - x^* \|^2 \right] = O(\alpha^2 + \epsilon(n)) \to 0.
\]

6. **Tracking slowly varying rankings**:

Our scheme can be modified to address the situation when the rankings drift slowly over time and the aim is to track them. We resort to the stochastic approximation version of the Kaczmarz method \([35]\). Suppose a new observation is received for pair \((i,j)\) (assuming it is the one retained in our calculations, not \((j,i)\)), then update \( \hat{p}_{ij}(n) \) by a running average and concurrently run the constant step size asynchronous stochastic approximation scheme (with \( m := \) the lexicographical position of \((i,j)\) in our ordering)

\[
x(n+1) = (1 - cI \{\xi_n = m\}) x(n) + c f \{\xi_n = m\} \times \frac{1}{\|a_m\|^2} \times \\
\sum_{(j:i,j) \in \mathcal{E}} (y_{ij}(n) - y_{ji}(n)) (x_i(n) - x_j(n)) \alpha_T,
\]

where

\[
y_{ij}(n) := - \log \left( \frac{1}{\hat{p}_{ij}(n)} - 1 \right)
\]

and \( c > 0 \) is a small\(^2\) constant step size. There is, however, one subtlety. Earlier \( \xi_n \) stood for the component we chose to update, hence we could ensure that all components are sampled with a prescribed positive relative frequency. Now it is the component the environment chose to provide us data on. Thus we need to make assumptions regarding its statistics. One very general and convenient assumption is that the fraction of times any particular component was updated till time \( n \) remains bounded away from zero with probability one as \( n \uparrow \infty \). Then analysis similar to \([35]\) is possible, leading to the conclusion that the algorithm tracks the correct rankings with an error that is \( O(c) \). This is what we expect from the theory of constant stepsize stochastic approximation, see \([2]\) Chapter 9.

Stochastic approximation is an incremental algorithm which uses decreasing step size to suppress the effect of discretization errors, noise and communication delays. It is unwarranted for our original set up because we have convergence even without incrementality which can only slow it down. In fact our experimentation did show degradation in speed of the original scheme \([4]\) when it was replaced by \([12]\).

6. **EXPERIMENTAL RESULTS**

In Section \([4]\) we studied the performance of our algorithm with respect to the normalized weight error \( \| w - \hat{w} \| / \| w \| \). Since we are primarily concerned with the ranking and the error therein, we define the following error metric:

\[
D_w(\sigma) = \sqrt{\frac{1}{2n\|w\|^2} \sum_{i<j} (w_i - w_j)^2 \mathbb{I}((w_i - w_j)(\sigma_i - \sigma_j) > 0)}
\]

where \( \mathbb{I}(\cdot) \) is the indicator function, \( w_i \)'s are the actual weights of the players in the BTL model, and \( \sigma \) the ordering according to the estimated weights. This error metric considers pairs of items and penalizes errors in their ordering, in proportion to the difference in their weights. Thus, the penalty

\[^2\text{This should be small, but not so small that the algorithmic time scale given by } t(n) = nc \text{ is no faster than the time scale on which the environment changes, in which case the algorithm loses its tracking ability.}\]
is smaller if we get an error in ranking two players with similar weights, as compared to when they are vastly different. This error metric was also used in [27] to evaluate the performance of their proposed ranking algorithm. Furthermore, [27] showed that if \( \hat{w} \) is the estimated weight vector used for the ordering \( \sigma \), then

\[
D_w(\sigma) \leq \frac{\|w - \hat{w}\|}{\|w\|}.
\]

**Data Generation:** We consider \( N = 400 \) items and assign a weight \( w_i \) to each item \( i \) as \( w_i = 10^{1/3} \). Thus, the dynamic range for the weights \( b = \hat{w}/w \) is 10. For the underlying comparison graph \( G \), we assume an Erdős-Rényi graph, so that for each pair of nodes, the edge between them exists with some probability \( p \). Finally, we will denote the number of comparisons made per edge by \( k \) and the total number of comparisons in \( G \) by \( C \).

For each comparison, we randomly generate the output according to [11]. After collecting the outputs for all the comparisons, we run our proposed iterative algorithm, as described in Section 4, and output the predicted weight vector upon convergence. We average our results over a large number of experiments and present the results below.

### 6.1 Error Performance

We compare the performance of the proposed Randomized Kaczmarz estimator with the Rank Centrality estimator from [27] and the Maximum Likelihood Estimator for the BTL model from [9]. We consider two error metrics, the normalized weight error (\( \|w - \hat{w}\|/\|w\| \)) and \( D_w(\sigma) \), as defined in (13). Figures 1 and 2 illustrate the performance of the various algorithms in terms of the normalized weight error (\( \|w - \hat{w}\|/\|w\| \)) and \( D_w(\sigma) \) respectively, as a function of the number of comparisons per edge \( k \) for a fixed value of edge probability \( p = 0.32 \). The normalized weight error decays as \( k^{-0.5} \), as expected from (11) in the error analysis section. In terms of \( D_w(\sigma) \), which reflects the error in ranking the items, all the three estimators demonstrate very similar performance.

Similarly, Figures 3 and 4 show the dependence of these error metrics on the edge probability \( p \), while fixing the number of comparisons per edge \( k \in \{30, 100\} \). We can see that the error in the ordering matches almost exactly as that of the Rank Centrality, but the normalized weight error is a bit higher for higher edge probabilities. Hence, this shows that in terms of ordering, we perform as well as Rank Centrality (which in turn is as good as the Maximum Likelihood Estimator). Also we can see some dependence of the error on the edge probability too. However, some of the bounds used in the error analysis in Section 3 are too generous and hence the error bound in (11) fails to capture this dependence.

### 6.2 Stopping Criterion and Related Issues

1. **Stopping Criterion:**

   Define \( \hat{w}_n \) to be the estimate of the weight vector after \( n \) iterations. We continue iterating till there is a very small change in the estimated weight vector over say \( i \) iterations:

   \[
   \frac{\|\hat{w}_{n+i} - \hat{w}_n\|}{\|\hat{w}_n\|} \leq \epsilon.
   \]

   Let the number of iteration required be denoted by \( I_1(i, \epsilon) \). Figure 5 shows the variation in \( I_1(500, 10^{-7}) \) with different values of the edge probability \( p \). The time complexity for the computation of this stopping criterion is \( O(N) \) for each iteration, since we only need to calculate the norm.

2. **Warm Start:**

   One more possibility for speeding up the iterations is to initialize the iterative algorithm appropriately. We
choose a reference node \( v_{ref} \) (a good choice would be the distance centre of the graph) and assign the initial estimate for the reference node \( v_{ref}^0 = 0 \). If the graph is connected, then there exists a path between each node and the reference node. Go along the shortest path for each node to assign a value \( v_i^0 = \sum y_{ij} \) summed over the path, and use this rather than the zero vector as the initial condition. Let \( D^k_I \) be the number of iterations required to satisfy the criterion in (13). Figure 5 plots \( I^k_2(500, 10^{-7}) \) vs the edge probability \( p \) and also provides a comparison with \( I_1(500, 10^{-7}) \). We can see that this choice of initial values helps reduce the number of iterations needed. The reduction in the number of iterations will be higher for higher number of comparisons, as we would be closer to the solution as \( k \) increases. But there will be an initial computational cost of assigning these values before the iteration starts. Since this is similar to performing a Breadth-First search, the worst case time complexity for this pre-processing step is \( O(|E|) = O(N^2 p) \).

3. Convergence of \( D_w(\sigma) \):
As discussed before, since we are primarily interested in ranking items, the \( D_w(\sigma) \) error metric is more relevant than the normalized weight error. Here, we will calculate \( D_w(\sigma) \) after each iteration and run iterations till it has converged. If this error metric has converged, then further iterations can only yield a better estimate of the weights, but the ranking will stay nearly the same. Let \( D_w(\sigma^*) \) be the error in the ordering \( \sigma^* \) after \( n \) iterations. Then the iteration number \( I_3(i, \epsilon) = \min (n : D_w(\sigma^{n+1}) - D_w(\sigma^n) \leq \epsilon) \). See Figure 5 for a plot of \( I_3(500, 10^{-7}) \) and note that it is significantly smaller as compared to \( I_1 \) and \( I_2 \) which were based on the normalized weight error.

Note that to calculate \( D_w(\sigma) \), we need to know the true ranking and for our experiments, we assume that to be true. The main goal of this experiment was to underscore the fact that convergence of ranks is much faster than the convergence of weight estimates.

4. Top \( K \) in \( M \):
Often it is not necessary to get the complete ranking correctly and it suffices to have the true \( K \) top-ranked items to be among the estimated top \( M \) items. Here we run our proposed algorithm with this as the stopping criterion. Again the knowledge of ground truth is necessary in this result, but it is an indicator of how fast this criterion is satisfied using this algorithm. Let \( I_4(20, 50) \) and \( I_4(30, 75) \) denote the number of iterations needed to satisfy the stopping criteria top 20 in top 50 and top 30 in top 75 respectively, see Figure 5 for an illustration. We can see that the top 20 in 50 criterion requires more iterations than top 30 in 75, which is expected as the former is a stricter criterion. Also, the top \( K \) in \( M \) criterion is achieved much faster than the other criterions. Further, the gap is the largest for high values of the edge probability \( p \). This is because higher \( p \) implies more edges in the network which in turn results in more weights being updated per iteration and thus the top \( K \) start falling into the top \( M \) sooner.

As before, to implement such a stopping criterion we would need to know the true ranking and the main goal of the experiment was to demonstrate the faster convergence of ranks as opposed to weight estimates.

Figure 4 compares the number of iterations needed with the various stopping criteria discussed above. We have plots for the same synthesized data for: \( I_1, I^0_2, I_3, I_4(20, 50), \) and \( I_4(30, 75) \).
Hence, a regularization was necessary and we redefine the objective function of the corresponding convex optimization problem, see [27] for details. Setting $\epsilon = 1, \lambda = 0.05$ and running the proposed algorithm, we get Table 1. We can see that if we had ranked the players by solely using the winning ratio, Rafael Nadal would have been ranked first. However, our algorithm also puts weight on the rank of the beaten opponent and this enables Roger Federer to grab the top position. Since we have taken all the played matches into account, there are differences with the current ATP rankings which only take recent performance into account. For example, the players who have performed well overall but not as good in the recent past like Jarkko Nieminen and Jurgen Melzer are ranked much higher than their current ATP rankings.

| ATP Rank | Name            | Degree | Win Ratio | $\epsilon = 1$, RC | $\epsilon = 1$, RK | $\lambda = 0.05$, MLE |
|----------|-----------------|--------|-----------|-------------------|-------------------|------------------------|
| 1        | N. Djokovic     | 88     | 4.37      | 2.09              | 2                 | 2.13                   |
| 2        | A. Murray       | 94     | 3.03      | 1.73              | 4                 | 1.79                   |
| 3        | R. Federer      | 88     | 4.51      | 2.15              | 1                 | 2.30                   |
| 4        | S. Wawrinka     | 96     | 1.64      | 1.14              | 9                 | 1.18                   |
| 5        | R. Nadal        | 96     | 4.73      | 1.95              | 3                 | 1.99                   |
|          |                 |        |           |                   |                   |                        |
| 150      | B. Kavcic       | 103    | 0.88      | 0.56              | 87                | 0.56                   |
| 151      | K. Khachanov    | 28     | 0.35      | 0.37              | 152               | 0.36                   |
| 152      | J. Nieminen     | 100    | 0.81      | 0.65              | 48                | 0.66                   |
| 153      | J. Melzer       | 102    | 0.99      | 0.73              | 30                | 0.74                   |
| 154      | J. Thompson     | 26     | 0.35      | 0.36              | 153               | 0.35                   |

Figure 5: Number of iterations required for the same data set by different stopping criteria.

### 6.3 Performance on real dataset

We wanted to evaluate the performance of our proposed algorithm on real data with some head to head statistics where all players have not played each other. Professional lawn tennis seemed to be a good option. We collected the data of all the head to head matches of 154 players as available in November 2015. We have a connectivity of 0.54 in the observed data with an average 2.5 comparison per edge. Since there are pairs $i, j$ such that $i$ has won all its matches against $j$, if we used the fraction of wins as our probability estimate, as done in [2], it would yield $y_{ij} = \infty$ and $y_{ji} = -\infty$ for which our iterative algorithm would not work. Hence, a regularization was necessary and we redefine the equation for $\hat{p}_{ij}$ as:

$$\hat{p}_{ij} = \frac{\sum X_{ij} + \epsilon}{\sum X_{ij} + \sum X_{ji} + 2 \cdot \epsilon}$$

for some $\epsilon > 0$. Similarly, we also use a regularized version of the MLE which adds a penalty term of the form $\frac{1}{2} \lambda ||\theta||^2$ to the objective function of the corresponding convex optimization problem, see [27] for details. Setting $\epsilon = 1, \lambda = 0.05$ and running the proposed algorithm, we get Table 1. We can see that if we had ranked the players by solely using the winning ratio, Rafael Nadal would have been ranked first. However, our algorithm also puts weight on the rank of the beaten opponent and this enables Roger Federer to grab the top position. Since we have taken all the played matches into account, there are differences with the current ATP rankings which only take recent performance into account. For example, the players who have performed well overall but not as good in the recent past like Jarkko Nieminen and Jurgen Melzer are ranked much higher than their current ATP rankings.

### 7. CONCLUSIONS

We have considered the problem of rank aggregation of entities associated with the nodes of a connected graph when pairwise comparisons for neighboring nodes are available. Using the Bradley-Terry-Luce model, we associate preferences in terms of certain node weights which are then to be estimated in order to come up with the overall ranking. Using a simple transformation, this is reduced to the problem of solving an underdetermined system of linear equations. We use the randomized Kaczmarz scheme for the purpose, which has provable convergence and exponential decay of mean square error, and in addition shows excellent performance in examples. We also discussed several variations, notably an online version. Further, we observed empirically that the rank order converges much faster than the weights themselves. Also, if one settles for the softer criterion of ‘top $K$ in top $M$’ for prescribed $M > K$, again the convergence is very fast.

One of the future directions is to consider choosing edges of the graph to sample comparative preferences on subject to a suitable cost of sampling, as also to come up with effective schemes when the sampled edges do not form a connected graph and in fact may form a significantly small subset of the edge set. In addition, we plan to conduct more extensive numerical simulations as well as evaluations on real datasets in the future.

### Table 1: Rank Aggregation for Tennis Players based on Pairwise Comparisons

| Rank | Name            | Degree | Win Ratio | $\epsilon = 1$, RC | $\epsilon = 1$, RK | $\lambda = 0.05$, MLE |
|------|-----------------|--------|-----------|-------------------|-------------------|------------------------|
| 1    | N. Djokovic     | 88     | 4.37      | 2.09              | 2                 | 2.13                   |
| 2    | A. Murray       | 94     | 3.03      | 1.73              | 4                 | 1.79                   |
| 3    | R. Federer      | 88     | 4.51      | 2.15              | 1                 | 2.30                   |
| 4    | S. Wawrinka     | 96     | 1.64      | 1.14              | 9                 | 1.18                   |
| 5    | R. Nadal        | 96     | 4.73      | 1.95              | 3                 | 1.99                   |
|      |                 |        |           |                   |                   |                        |
| 150  | B. Kavcic       | 103    | 0.88      | 0.56              | 87                | 0.56                   |
| 151  | K. Khachanov    | 28     | 0.35      | 0.37              | 152               | 0.36                   |
| 152  | J. Nieminen     | 100    | 0.81      | 0.65              | 48                | 0.66                   |
| 153  | J. Melzer       | 102    | 0.99      | 0.73              | 30                | 0.74                   |
| 154  | J. Thompson     | 26     | 0.35      | 0.36              | 153               | 0.35                   |
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We provide the proof of Theorem 1 here, similar analysis

has also been done in [37, 23, 10].

Since $x^*$ is a solution to $Ax = b$, we have

$$b_i - \langle a_i, x^* \rangle = 0 \ \forall \ i$$

Then we have the following sequence of equations.

$$x(n + 1) - x^* = (x(n) - x^*) - \sum_i I\{\xi(n) = i\} \times$$

$$\left( \frac{\langle a_i, x(n) - x^* \rangle}{\| a_i \|^2} \right) a_i^T$$

$$\implies$$

$$e(n + 1) = e(n) - \sum_i I\{\xi(n) = i\} \langle \hat{a}_i, e(n) \rangle \hat{a}_i^T$$

$$\implies$$

$$\| e(n + 1) \|^2 = \| e(n) \|^2 - \sum_i I\{\xi(n) = i\} |\langle \hat{a}_i, e(n) \rangle|^2$$

$$= \| e(n) \|^2 \cdot \left( 1 - \sum_i I\{\xi(n) = i\} |\langle \hat{a}_i, e(n) \rangle|^2 \right).$$

Taking expectation on both sides, we have

$$E \left[ \| e(n + 1) \|^2 \right] = E \left[ \| e(n) \|^2 \times \right.$$

$$\left. \left( 1 - \sum_i I\{\xi(n) = i\} |\langle \hat{a}_i, e(n) \rangle|^2 \right) \right]$$

Since $\lambda_{\min} \in (0, 1)$, the second claim follows. The first claim
then follows from the Borel-Cantelli lemma, combined with
Markov’s inequality.