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Abstract—In this paper, we investigate resource allocation algorithm design for large intelligent reflecting surface (IRS)-assisted simultaneous wireless information and power transfer (SWIPT) systems. To this end, we adopt a physics-based IRS model that, unlike the conventional IRS model, takes into account the impact of the incident and reflection angles of the impinging electromagnetic wave on the reflected signal. To facilitate efficient resource allocation design for large IRSs, we employ a scalable optimization framework, where the IRS is partitioned into several tiles and the phase shift elements of each tile are jointly designed to realize different transmission modes. Then, the beamforming vectors at the base station (BS) and the transmission mode selection of the tiles of the IRS are jointly optimized for minimization of the BS transmit power taking into account the quality-of-service requirements of both non-linear energy harvesting receivers and information decoding receivers. For handling the resulting non-convex optimization problem, we apply a penalty-based method, successive convex approximation, and semidefinite relaxation to develop a computationally efficient algorithm which asymptotically converges to a locally optimal solution of the considered problem. Our simulation results show that the proposed scheme enables considerable power savings compared to two baseline schemes. Moreover, our results also illustrate that the advocated physics-based model and scalable optimization framework for large IRSs allows us to strike a balance between system performance and computational complexity, which is vital for realizing large IRS-assisted communication systems.

I. INTRODUCTION

Recently, radio frequency (RF) transmission enabled simultaneous wireless information and power transfer (SWIPT) has emerged as a promising technique for facilitating sustainable operation of energy-constrained communication systems [1], [2]. However, since the path loss is proportional to the transmission distance, a significant amount of energy can be harvested only within a small area around the transmitter. Moreover, due to the randomness of wireless channels, the performance of SWIPT systems can be significantly degraded when the radio propagation environment is unfavorable. One promising solution to overcome these obstacles is the application of intelligent reflecting surfaces (IRSs). In particular, an IRS consists of numerous energy-efficient phase shift elements which each element can reflect a received electromagnetic wave and apply a desired phase shift [3]. By intelligently adapting the IRS elements to the channel conditions, the reflected signals can be constructively combined at desired locations creating a favorable radio propagation environment for performance improvement [4]. As a result, several works have proposed the application of IRSs in SWIPT systems to enhance system performance. In particular, the authors of [5] studied the joint design of the beamforming vector at the base station (BS) and the phase shift pattern of the IRS for maximization of the minimum harvested energy among all the energy harvesting receivers (ERs) in an IRS-aided SWIPT system. In [6], the authors considered an IRS-enabled multiple-input multiple-output (MIMO) SWIPT system and developed an alternating optimization (AO)-based algorithm for maximization of the system spectral efficiency while providing reliable wireless power transfer service to multiple ERs. However, the authors of [5] and [6] assumed that the IRS can reflect the signals originating from different directions with unit gain and adopted a linear energy harvesting (EH) model.

In practice, depending on the incident angle, the reflection angle, and the polarization of the electromagnetic wave, the IRS reflects the signals incident from different directions with different gains [7]. Moreover, in free space propagation environments, the path loss of the BS-IRS-receiver link is much larger than that of the direct link for far-field scenarios. It has been shown in [7] that for the path loss of the IRS-assisted link to be the same as that of the unobstructed direct link, the IRS should be equipped with hundreds of phase shift elements for typical system parameters. Moreover, the resource allocation algorithms proposed in [5] and [6] optimize the phase shift of each individual IRS element which entails a high complexity. Hence, these algorithms may not be efficient and suitable for online resource allocation design for large IRS-assisted SWIPT systems in practice. Furthermore, the authors of [5] and [6] adopted an overly-simplified EH model, which assumes that the harvested power of the ERs increases linearly with the received RF power. However, according to measurements [9], [10], the linear EH model is only accurate when the received RF power does not vary significantly. In fact, due to the combination of the signals from the direct path and the reflected path, the received RF power at the ERs in IRS-assisted SWIPT systems usually experiences a larger dynamic range than in conventional SWIPT systems. Therefore, the resource allocation algorithm designs proposed in [5] and [6] may not be able to effectively enhance the performance of practical large IRS-assisted SWIPT systems.

Motivated by the above discussion, in this paper, we investigate resource allocation algorithm design for large IRS-assisted SWIPT systems. We adopt the physics-based IRS model which has been recently developed in [7] and characterize the IRS in terms of a finite number of phase shift configurations, which we refer to as transmission modes.
Moreover, we adopt the non-linear EH model for ERs from \cite{11}. Based on these IRS and EH models, we minimize the total transmit power of the IRS-assisted SWIPT system by jointly designing the BS beamforming and IRS transmission mode selection policy. Due to the binary constraint introduced by the transmission mode selection and the coupled optimization variables, determining the globally optimal solution of the resulting optimization problem is generally intractable. Therefore, in this paper, by capitalizing on a penalty-based method, successive convex approximation (SCA), and semidefinite relaxation, we develop a computationally efficient algorithm which asymptotically converges to a locally optimal solution of the considered problem.

**Notation:** In this paper, boldface lower case and face capital letters denote vectors and matrices, respectively. \( \mathbb{C}^{N \times M} \) denotes the space of \( N \times M \) complex-valued matrices. \( \mathbb{H}^{N} \) denotes the set of all \( N \)-dimensional complex Hermitian matrices. \( I_{N} \) refers to the \( N \times N \) identity matrix. \( || \cdot ||_{2} \) denote the absolute value of a complex scalar and the 2-norm of a vector, respectively. \( A^{H} \) stands for the conjugate transpose of matrix \( A \). \( A \succeq 0 \) indicates that \( A \) is a positive semidefinite matrix. \( \text{Rank}(A) \) and \( \text{Tr}(A) \) denote the rank and the trace of matrix \( A \), respectively. \( \mathcal{E}\{\cdot\} \) denotes statistical expectation. \( \sim \) and \( \cong \) stand for “distributed as” and “defined as”, respectively. The distribution of a circularly symmetric complex Gaussian random variable with mean \( \mu \) and variance \( \sigma^{2} \) is denoted by \( \mathcal{CN}(\mu, \sigma^{2}) \). \( x^{*} \) denotes the optimal value of optimization variable \( x \).

## II. SYSTEM MODEL

The considered IRS-assisted SWIPT system comprises a BS, \( K \) information decoding receivers (IRs), and \( J \) ERs, cf. Figure 1. In particular, the BS is equipped with \( N_{T} \) antennas while all receivers are single-antenna devices. To enhance the performance of the considered system, a large IRS is deployed to assist in the SWIPT from the BS to the two sets of receivers. Specifically, we consider a large rectangular IRS comprising \( M \) phase shift elements. Moreover, we adopt the scalable physics-based IRS model recently developed in \cite{7} to facilitate computationally efficient resource allocation algorithm design for large IRSs. In particular, we partition the large IRS into \( T \) tiles of equal size and then optimize each tile in two stages, namely an offline design stage and an online optimization stage. In the offline design stage, we generate a codebook by jointly designing the phase shift elements of each tile for the support of \( S \) different transmission modes\(^{1} \), where each transmission mode corresponds to a certain configuration of the phase shifts that the tile applies to the incident signals. In the online optimization stage, from the transmission mode set, we choose the best transmission mode for each tile such that the performance is maximized. In the following, we assume the transmission mode set of each tile has already been generated in the offline design stage, using e.g. the approach in \cite{7}, and focus on the online optimization stage. Besides, we define sets \( \mathcal{J} = \{ 1, \cdots, J \} \) and \( \mathcal{K} = \{ 1, \cdots, K \} \) to collect the indices of the ERs and IRs, respectively.

In a given scheduling time slot, the BS transmit signal is given by

\[
x = \sum_{k \in \mathcal{K}} w_{k} d_{k}^{I} + \sum_{j \in \mathcal{J}} v_{j} d_{j}^{E},
\]

where \( w_{k} \in \mathbb{C}^{N_{T} \times 1} \) and \( d_{k}^{I} \in \mathbb{C} \) denote the beamforming vector for IR \( k \) and the corresponding information symbol while \( v_{j} \in \mathbb{C}^{N_{T} \times 1} \) and \( d_{j}^{E} \in \mathbb{C} \) denote the beamformer for ER \( j \) and the corresponding energy signal. Without loss of generality, we assume \( \mathcal{E}\{|d_{k}^{I}|^{2}\} = 1, \forall k \in \mathcal{K} \), and \( \mathcal{E}\{|d_{j}^{E}|^{2}\} = 1, \forall j \in \mathcal{J} \).

The received signals at IR \( k \) and ER \( j \) are given by

\[
y_{k}^{t} = \sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T} \cup \{0\}} b_{s,t} h_{s,t,k}^{H} \left( \sum_{r \in \mathcal{K}} w_{r} d_{r}^{I} + \sum_{j \in \mathcal{J}} v_{j} d_{j}^{E} \right) + n_{k}^{t}, (2)
\]

\[
y_{j}^{E} = \sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T} \cup \{0\}} b_{s,t} g_{s,t,j}^{H} \left( \sum_{k \in \mathcal{K}} w_{k} d_{k}^{I} + \sum_{i \in \mathcal{I}} v_{i} d_{i}^{E} \right) + n_{j}^{E}, (3)
\]

respectively, where sets \( \mathcal{S} = \{ 1, \cdots, S \} \) and \( \mathcal{T} = \{ 1, \cdots, T \} \) collect the indices of the transmission modes and tiles, respectively. Furthermore, \( b_{s,t} \) is a binary optimization variable with \( b_{s,t} = 1 \) if tile \( t \) employs transmission mode \( s \), \( \forall s \in \mathcal{S}, \forall t \in \mathcal{T} \); otherwise, it is equal to zero. Variables \( n_{k}^{t} \sim \mathcal{CN}(0, \sigma_{k}^{2}) \) and \( n_{j}^{E} \sim \mathcal{CN}(0, \sigma_{j}^{2}) \) denote the additive white Gaussian noises at IR \( k \) and ER \( j \), respectively. For tile \( t \) employing transmission mode \( s \), the effective end-to-end channel between the BS and IR \( k \), i.e., \( h_{s,t,k}^{H} \), is given by

\[
h_{s,t,k}^{H} = a_{R_{k}}^{H} C_{R_{k}} R_{s,t,k} C_{T_{k}} D_{T_{k}}, \quad \forall t \in \mathcal{T}. \quad (4)
\]

Here, \( a_{R_{k}} \in \mathbb{C}^{L_{R_{k}} \times 1} \) denotes the receive steering vector at IR \( k \) evaluated at the angles-of-arrival (AoAs) of the paths

\(^{1}\) Depending on the requirements, the \( S \) transmission modes can be designed to realize reflection along different directions or/and to ensure the coherent combination of the reflected signals originating from different tiles, see \cite{7} for more details.
between the IRS and IR \( k \). \( \mathbf{D}_T \in \mathbb{C}^{L_T \times N_T} \) is a matrix whose rows are the transmit steering vectors at the BS evaluated at the angles-of-departure (AoDs) of the paths between the IRS and the BS. \( L_T \) and \( L_{R_k} \) denote the numbers of scatterers of the BS-IRS and IRS-IR \( k \) link, respectively. Moreover, \( \mathbf{C}_T \in \mathbb{C}^{L_T \times L_T} \) and \( \mathbf{C}_{R_k} \in \mathbb{C}^{L_{R_k} \times L_{R_k}} \) are diagonal matrices containing the channel coefficients of the BS-IRS and IRS-IR \( k \) path\(^4\) respectively. Furthermore, matrix \( \mathbf{R}_{s,t,k} \in \mathbb{C}^{L_{R_k} \times L_T} \) denotes the response function of tile \( t \) applying the \( s \)-th transmission mode evaluated at the AoAs and AoDs of the BS-IRS-IR \( k \) link. For given incident angles, reflection angles, and polarization of the electromagnetic wave, \( \mathbf{R}_{s,t,k} \) can be calculated according to [7] Propositions 1 and 2. On the other hand, for convenience of presentation, we define the channel vector of the direct link between the BS and IR \( k \) via a virtual tile \( t = 0 \) as

\[
\mathbf{h}_{s,0,k}^H = \mathbf{a}_{D_k}^H \mathbf{C}_{D_k} \mathbf{D}_D,
\]

where \( \mathbf{a}_{D_k} \in \mathbb{C}^{L_{D_k} \times 1} \), \( \mathbf{D}_D \in \mathbb{C}^{L_{D_k} \times N_T} \), and \( \mathbf{C}_{D_k} \in \mathbb{C}^{L_{D_k} \times L_{D_k}} \) are the respective components of the direct path between the BS and IR \( k \). Here, \( L_{D_k} \) denotes the number of scatterers of the BS-IR \( k \) link. We note that the effective end-to-end channels of the reflected BS-IRS-ER \( j \) link and the direct BS-ER \( j \) link, i.e., \( \mathbf{g}_{s,t,j} \) and \( \mathbf{g}_{s,o,j} \), are defined in a similar manner as \( \mathbf{h}_{s,t,k} \) and \( \mathbf{h}_{s,0,k} \), respectively. Furthermore, to determine the maximum achievable performance, similar to [12], [13], we assume that the perfect channel state information (CSI) of the system is available at the BS. For notational simplicity, we define a new index set \( \mathcal{F} = \mathcal{T} \cup \{0\} \).

Remark 1: In this paper, we adopt the physics-based channel model in [7] for IRS-assisted SWIPT systems which facilitates scalable optimization for large IRSs. Assuming the effective end-to-end channels in [4] are known, we aim to select the best transmission mode for each tile from the given transmission mode set. As a result, the computational complexity of the proposed resource allocation algorithm design does not scale with the number of the IRS elements \( M \), but with the numbers of tiles and transmission modes, i.e., \( T \) and \( S \). Hence, by properly adjusting the number of tiles and the number of transmission modes, the computational complexity of the online design of large IRSs becomes affordable for practical IRS-assisted SWIPT systems.

Moreover, several existing works adopted a linear EH model for IRS-assisted SWIPT systems [5], [6]. However, this model is not accurate as the RF energy conversion efficiency depends on the input RF power level of the EH circuit. To capture this effect, in this paper, we adopt the non-linear EH model proposed in [11]. In particular, the energy harvested by ER \( j \), i.e., \( \gamma_{j}^{EH} \), is given by

\[
\gamma_{j}^{EH} = \frac{\lambda_j - a_j \xi_j}{1 - \xi_j}, \quad \xi_j = \frac{1}{1 + \exp(-a_j(c_j))}, \quad \lambda_j = \frac{a_j}{1 + \exp(-a_j(c_j))},
\]

where \( \lambda_j \) is the logistic function for a given received RF power \( P_{j}^{ER} \) at ER \( j \). Moreover, constant \( \xi_j \) is imposed to ensure a zero-input/zero-output response. Besides, \( a_j, c_j \), and \( \gamma_j \) are constant parameters determined by the employed EH circuit [11].

III. Optimization Problem Formulation

In this section, the resource allocation optimization problem is formulated for the considered system. However, first the adopted performance metrics are defined.

The receive signal-to-noise-plus-interference ratio (SINR) of IR \( k \), i.e., \( \Gamma_k \) is given in (8) shown at the top of the next page. Furthermore, the received RF power at ER \( j \), i.e., \( P_{j}^{ER} \) is given in (9) shown at the top of the next page.

In this paper, we assume that the transmission mode set is given and we focus on the online resource allocation algorithm design for the considered system. In particular, we aim to minimize the total transmit power at the BS while satisfying the QoS requirements of the IRs and the EH requirements of the ERs. In particular, the joint beamforming and transmission mode selection policy, i.e., \( \{\mathbf{w}_k, \mathbf{v}_j, b_{s,t}\} \), is obtained by solving the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in K} \|\mathbf{w}_k\|^2 + \sum_{j \in J} \|\mathbf{v}_j\|^2 \\
\text{subject to} & \quad C1: \Gamma_k \geq \Gamma_{req}, \quad \forall k, \\
& \quad C2: \gamma_{j}^{EH} \geq \gamma_{req}, \quad \forall j, \\
& \quad C3: b_{s,t} \in \{0, 1\}, \quad \forall s, \forall t, \\
& \quad C4: \sum_{s \in S} b_{s,t} = 1, \quad \forall t. \quad (10)
\end{align*}
\]

Here, \( \Gamma_{req} \) in constraint C1 is the predefined minimum required SINR of IR \( k \). Constraint C2 indicates that the minimum harvested power at ER \( j \) should be greater than a given threshold \( \gamma_{req} \). Constraints C3 and C4 are imposed since only one transmission mode can be selected for each tile.

We note that the optimization problem in (10) is a non-convex problem. In particular, the non-convexity stems from the coupling of the optimization variables, the fractional function in constraint C1, and the binary selection constraint in C3. In general, it is not possible to solve (10) optimally in polynomial time. Hence, in the next section, we propose a computationally efficient SCA-based suboptimal algorithm to handle the optimization problem.

IV. Solution of the Problem

Let us first define \( \mathbf{W}_k = \mathbf{w}_k \mathbf{w}_k^H, \forall k, \) and \( \mathbf{V}_j = \mathbf{v}_j \mathbf{v}_j^H, \forall j. \) Also, we define new optimization variable \( \beta_{s,p,t,q} = b_s b_p b_{t,q} \), \( \forall s, p \in S, \forall t, q \in \mathcal{T} \), which satisfies the following convex constraints:

\[
\begin{align*}
\text{C5a:} \quad & 0 \leq \beta_{s,p,t,q} \leq 1, \\
\text{C5b:} \quad & \beta_{s,p,t,q} \leq b_{s,t}, \\
\text{C5c:} \quad & \beta_{s,p,t,q} \leq b_{p,q}, \\
\text{C5d:} \quad & \beta_{s,p,t,q} \geq b_{s,t} + b_{p,q} - 1. \quad (12)
\end{align*}
\]
Then, the SINR of IR $k$ and the received RF power at ER $j$ can be rewritten as follows, respectively,

$$
\begin{align*}
\Gamma_k &= \frac{\sum_{s, p \in S, t, q \in T} b_{s, t} b_{p, q} h_{s, t, k}^H w_k h_{p, q, k}}{\sum_{s, p \in S, t, q \in T} b_{s, t} b_{p, q} h_{s, t, k}^H \left( \sum_{r \in \mathcal{K} \setminus \{k\}} w_r w_r^H + \sum_{j \in \mathcal{J}} v_j v_j^H \right) h_{p, q, k} + \sigma_{I_k}^2}, \\
P_{j}^{ER} &= \sum_{s, p \in S, t, q \in T} b_{s, t} b_{p, q} g_{s, t, j}^H \left( \sum_{k \in \mathcal{K}} w_k w_k^H + \sum_{i \in \mathcal{I}} v_i v_i^H \right) g_{p, q, j}.
\end{align*}
$$

One obstacle to solving the problem in (10) is the coupling of the optimization variables. We overcome this difficulty by applying the big-M formulation [14]. In particular, we define new optimization variables $\hat{W}_{k, s, p, t, q} = \beta_{s, p, t, q} W_k$ and $\hat{V}_{j, s, p, t, q} = \beta_{s, p, t, q} V_j$ and decompose the product terms by imposing the following additional convex constraints:

$$
\begin{align*}
C6a: & \quad \hat{W}_{k, s, p, t, q} \leq \beta_{s, p, t, q} P_{\text{max}} I_{NT}, \\
C6b: & \quad \hat{W}_{k, s, p, t, q} \geq W_k - (1 - \beta_{s, p, t, q}) P_{\text{max}} I_{NT}, \\
C6c: & \quad \hat{W}_{k, s, p, t, q} \leq W_k, \\
C6d: & \quad \hat{W}_{k, s, p, t, q} \geq 0,
\end{align*}
$$

where $P_{\text{max}}$ denotes the maximum transmit power allowance available at the BS. Then, constraints C1 and C2 can be recast as constraints $\hat{C}1$ and $\hat{C}2$ which are given in (21) and (22) and shown at the top of this page, respectively. Constant $C_{\text{req}}$ in $\hat{C}2$ is defined as $C_{\text{req}} = (\frac{a_j}{E_{\text{req}}(1 - \chi_j) + \alpha_j}) - 1) \exp(-g_j c_j)$.

Then, the optimization problem in (10) can be equivalently rewritten as follows:

$$
\begin{align*}
& \text{minimize} \quad \text{Tr} \left( \sum_{k \in \mathcal{K}} W_k + \sum_{j \in \mathcal{J}} V_j \right) \\
& \text{s.t.} \quad \hat{C}1, \hat{C}2, \hat{C}3, \hat{C}4, \hat{C}5a-C5d, \hat{C}6a-C6d, \hat{C}7a-C7d, \\
& \quad \hat{C}8: \text{Rank}(W_k) \leq 1, \forall k, \hat{C}9: \text{Rank}(V_j) \leq 1, \forall j,
\end{align*}
$$

where $W_k, V_j \in \mathbb{H}^{N_T \times N_T}$, and constraints $\hat{C}8$ and $\hat{C}9$ are imposed to guarantee that $W_k = W_k^H$ and $V_j = V_j^H$ hold after optimization. We note that the non-convex constraints $C3, C8, \text{and } C9$ are still obstacles to solving problem (23).

In particular, constraint $C3$ is a binary constraint which is intrinsically non-convex. For handling this, we first rewrite constraint $C3$ equivalently as follows:

$$
\begin{align*}
C3a: & \quad \sum_{s, t \in \mathcal{T}} b_{s, t} - b_{s, t}^2 \leq 0 \quad \text{and} \quad C3b: 0 \leq b_{s, t} \leq 1, \forall s, t.
\end{align*}
$$

Yet, we note that constraint $C3a$ involves a difference of convex functions. Hence, we employ the penalty method [15] and recast (23) as follows:

$$
\begin{align*}
& \text{minimize} \quad \text{Tr} \left( \sum_{k \in \mathcal{K}} W_k + \sum_{j \in \mathcal{J}} V_j \right) + \frac{\chi}{\sum_{s, t \in \mathcal{T}}} \sum_{s, t \in \mathcal{T}} (b_{s, t} - b_{s, t}^2) \\
& \text{s.t.} \quad \hat{C}1, \hat{C}2, \hat{C}3b, \hat{C}4, \hat{C}5a-C5d, \hat{C}6a-C6d, \hat{C}7a-C7d, \hat{C}8, \hat{C}9,
\end{align*}
$$

where $\chi \gg 0$ is a constant penalty factor which ensures that $b_{s, t}$ is binary. Next, we reveal the equivalence between problem (25) and problem (23) in the following theorem [15].

**Theorem 1:** Denote the optimal solution of problem (25) as $(b_{s, t})_i$ with penalty factor $\chi = \chi_i$. When $\chi_i$ is sufficiently
large, i.e., \( \chi = \chi_t \to \infty \), every limit point \((b_{s,t})\) of the sequence \(\{b_{s,t}\}\) is an optimal solution of problem (23).

**Proof:** Theorem 1 can be proved by following a similar approach as in [16, Appendix B] and is omitted here due to the page limitation.

We note that the objective function of (25) is in the canonical form of a difference of convex programming problem, which facilitates the application of SCA. In particular, for a given feasible point \(b_{s,t}^m\) found in iteration \(m\) of the SCA procedure, we construct a global underestimator of \(b_{s,t}\) as follows:

\[
b_{s,t}^2 \geq 2b_{s,t}b_{s,t}^m - (b_{s,t}^m)^2, \quad \forall s, t.
\]

The optimization problem solved in the \((m+1)\)-th iteration of the proposed algorithm is given by:

\[
\min_{w_k, w_{k,s,p,t,q}, v_j, v_{j,s,p,t,q}, b_{s,t}, \beta_{s,p,t,q}} f(\Omega^{(m)})
\]

\[\text{s.t.} \quad C1, C2, C3b, C4, C5a-C7d, C8, C9, \] (27)

where \(\Omega^{(m)}\) contains the intermediate solution in the \(m\)-th iteration of the developed algorithm and \(f(\Omega^{(m)}) \equiv \sum_{k \in K} \sum_{j \in J} v_j + \chi \sum_{s \in S, t} (b_{s,t} - 2b_{s,t}b_{s,t}^m + (b_{s,t}^m)^2)\) is the corresponding objective function value. We note that the only non-convex constraints in (27) are the unit-rank constraints C8 and C9. To overcome this, we omit constraints C8 and C9 by applying SDR. As a result, the rank-relaxed version of (27) becomes a standard convex optimization problem which can be solved by convex program solvers such as CVX [17]. We note that the solution of the relaxed problem is the global optimum of (27). Next, we show the tightness of the relaxation by introducing the following theorem.

**Theorem 2:** For given \(\Gamma_{\text{req}} > 0\), the optimal solution \(W_k^*\) and \(V_j^*\) always satisfies \(\text{Rank}(W_k^*) = 1, \forall k\), and \(\text{Rank}(V_j^*) = 1, \forall j\), respectively.

**Proof:** Problem (27) has a similar structure as [18] Problem (69) and Theorem 2 can be proved following the same steps as in [18] Appendix A. Due to the space constraints, we omit the detailed proof of Theorem 2.

The overall algorithm is summarized in Algorithm 1. We note that in each iteration of Algorithm 1, the objective function in (25) is monotonically decreasing. Moreover, as \(\chi \to \infty\), the proposed algorithm asymptotically converges to a locally optimal solution of (25) in polynomial time. The per iteration computational complexity of Algorithm 1 scales with the number of tiles (but not with the number of IRS elements) and the number of transmission modes and is given by \(O\left((K + J)S^2(T + 1)^2N_3^2 + ((K + J)S^2(T + 1)^2)^2N_2^2 + (K + J)S^2(T + 1)^2\right)\), where \(O(\cdot)\) is the big-O notation [19, Theorem 3.12].

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed scheme via simulations. In particular, we assume that there are \(K = 2\) IRSs and \(J = 2\) ERSs in the SWIF system. We consider a rectangular IRS comprising 24 x 20 elements in the x-y plane with an element spacing of half a wavelength. The IRS is 30 m away from the BS. To facilitate computationally efficient resource allocation algorithm design, we partition the 480 IRS elements into \(T\) tiles of equal size and jointly design all the elements of each tile offline to generate a set of transmission modes. Following a similar approach as in [17] Section III-A, for all tiles, we generate identical reflection codebooks with 121 transmission modes and wavefront phase codebooks with 3 transmission modes. Then, we adjust the size of the reflection codebook by selecting the \(S_T\) transmission modes which yield the strongest channels. In particular, we calculate the Euclidean norm of \(b_{s,t,k}\), i.e., \(\|b_{s,t,k}\|_2^2\), and select the \(S_T\) channel vectors with the largest magnitude \(\|b_{s,t,k}\|_2\). As a result, the size of the transmission mode set for online optimization is given by \(S = 3S_T\), where \(S_T \in \{10, 15, 30, 100\}\) for our simulations. Moreover, we assume the channel coefficients in \(C_T, C_{RI},\) and \(C_D\) are impaired by free space path loss and Rayleigh fading. Due to the severe shadowing of the direct link, we assume shadowing attenuations of \(-30\) dB and 0 dB for the direct links and the reflected links, respectively.

The overall codebook designed in the offline stage is the product of the reflection codebook and the wavefront phase codebook. In particular, the reflection codebook enables the tile to reflect an incident signal with desired elevation and azimuth angles while the wavefront phase codebook facilitates the constructive or destructive combination of the signals that arrive from different tiles at the receivers.

---

**TABLE I**

| Parameter   | Value               |
|-------------|---------------------|
| \(f_c\)    | 2.5 GHz             |
| \(\beta\)  | Path loss exponent  |
| \(S\)      | Number of transmission modes |
| \(N_T\)    | Number of antennas at the BS |
| \(\Gamma_{\text{req}}\) | Min. required SINR at IR \(k\) |
| \(\Gamma_{\text{req}}\) | Min. required energy at ER \(j\) |
| \(G_t\)    | BS antenna gain     |
| \(a_t\)    | EH parameter        |
| \(c_{RI}, q_t\) | EH parameters       |
| \(J_{D_t}, J_{T}, J_{R_t}\) | Numbers of scatterers |
| \(\sigma_{I_t}, \sigma_{E_t}\) | Noise power at receivers |
| \(\epsilon\) | SCAN error tolerance |
| \(\chi\)   | Penalty factor      |

---
The AoAs and AoDs at the BS and the IRS are uniformly distributed random variables and are generated as follows: The azimuth angles and polarizations of the incident signal are uniformly distributed in the interval $[0, 2\pi]$. The elevation angles of the IRS and the BS are uniformly distributed in the range of $[0, \pi/4]$ while the elevation angles of all users are uniformly distributed in the interval $[0, \pi]$. The adopted parameter values are listed in Table I.

In Figure 2, we investigate the convergence of the proposed algorithm for different IRS models. Apart from the problem in (10), we also apply the AO-based algorithm proposed in [20] to a problem similar to (10) but with the conventional IRS model. In particular, for the conventional IRS model, we jointly optimize the phase shifts of all IRS elements as well as the transmit beamformers for minimization of the total transmit power while satisfying the QoS requirements of the IRs and ERs. As can be seen from Figure 2 for a large IRS with 480 elements, solving the problem for the conventional IRS model requires a considerably larger number of iterations compared to the physics-based IRS model. This is because the physics-based IRS model allows us to decouple the size of the search space of the developed algorithm from the number of IRS elements. Instead, the size of the search space scales with the number of tiles and the size of the transmission mode set. However, by narrowing the search space, the proposed scheme based on the physics-based IRS model also suffers from a performance loss compared to the scheme based on the conventional IRS model. Furthermore, although the proposed schemes with $T = 8$ and $S = 45$ and with $T = 8$ and $S = 90$ result in better performances compared to the scheme with $T = 6$ and $S = 30$, they also require 15 more and 40 more iterations to converge, respectively. This reveals that by reconfiguring the tiles and resizing the transmission mode set, the number of iterations required for convergence of Algorithm 1 can be controlled to trade complexity and performance. Furthermore, for the parameters adopted in Figure 2, we provide the average convergence runtime of the proposed Algorithm 1 and the AO-based scheme in Table II (in seconds). As can be observed from Table II, the AO-based scheme with the conventional IRS model requires a significantly larger runtime compared to the proposed scheme with the physics-based IRS model indicating a higher complexity and slower convergence.

In Figure 3, we investigate the average total transmit power versus the minimum required SINR at the IRs for different resource allocation schemes with $K = 2$, $J = 2$, $T = 8$, $N_T = 8$, and $E_{\text{req}, j} = -10$ dBm.
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**Fig. 2.** Convergence for the proposed algorithm of different IRS models for $K = 2$, $J = 2$, $N_T = 8$, $\Gamma_{\text{req}, k} = 10$ dB, and $E_{\text{req}, j} = -10$ dBm.
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**Fig. 3.** Average total transmit power (dBm) versus minimum required SINR at IRs for different resource allocation schemes with $K = 2$, $J = 2$, $T = 8$, $N_T = 8$, and $E_{\text{req}, j} = -10$ dBm.

| Scheme | Avg. runtime (s) |
|--------|------------------|
| Proposed scheme with $T = 6$ and $S = 30$ | 1845 |
| Proposed scheme with $T = 8$ and $S = 45$ | 4220 |
| Proposed scheme with $T = 8$ and $S = 90$ | 10725 |
| AO-based scheme with conventional IRS model | 24903 |

**TABLE II**

**COMPARISON OF THE AVERAGE CONVERGENCE RUNTIME FOR DIFFERENT SCHEMES.**

These simulations were carried out on a computer equipped with an Intel Core i7-3770 processor with a base frequency of 3.40 GHz.
vectors and transmission mode selection. Furthermore, we also study the transmit power of the proposed scheme for different transmission mode set sizes. In particular, as the size of the transmission mode set increases from 45 to 90, the BS consumes less power to meet the QoS requirements of the IRs and ERs. This is due to the fact that for a larger transmission mode set size, the IRS can perform more precise beamforming which results in power savings. However, as we further increase the size of the transmission mode set to 300, the additional power savings of the proposed scheme are limited. In fact, the proposed scheme with $S = 300$ transmission modes closely approaches the performance of the AO-based scheme employing the conventional phase shift model where all the IRS elements are jointly optimized. We note that, for an even larger IRS (e.g. more than 1000 phase shift elements), the AO-based scheme with the conventional IRS model would be prohibitively complex, while for the proposed scheme the values of $T$ and $S$ can still be properly set for efficient online optimization. On the other hand, we also evaluate the performance of the proposed scheme if the conventional linear EH model is adopted. In particular, we solve a problem similar to (10) but with the linear EH model. Then, we employ the obtained solution in the actual system with non-linear EH and check if the QoS requirements of the ERs are satisfied. In fact, due to the non-linear nature of the EH circuits, the proposed scheme with the linear EH model may cause saturation in the EH circuit of some of the ERs and underutilization of other ERs. If the QoS requirements of the ERs are not satisfied, we increase the power allocated to the ERs until constraint $C_2$ in (10) is fulfilled. As can be observed from Figure 3, to satisfy the QoS requirement of the ERs, the scheme based on the linear EH model consumes more power compared to the proposed scheme based on the non-linear EH model.

VI. CONCLUSION

In this paper, we investigated the resource allocation algorithm design for large IRS-assisted SWIPT systems. Compared to existing works assuming an overly simplified system model, we adopted a non-linear EH model and a physics-based IRS model which better reflect the properties of practical IRS-assisted SWIPT systems and lead to scalable optimization for large IRSs. The required transmission mode set was generated in an offline design stage, and we focused on the joint online optimization of the transmit beamformers and the transmission mode selection for minimization of the total BS transmit power while satisfying the QoS requirements of the IRs and ERs. To tackle the formulated non-convex optimization problem, we developed an SCA-based computationally efficient algorithm which asymptotically converges to a locally optimal solution. Simulation results showed that the proposed scheme achieved considerable power savings compared to two baseline schemes. Moreover, our results revealed that the adopted physics-based channel model and the proposed scalable optimization framework for large IRSs did not only facilitate efficient resource allocation for IRS-assisted SWIPT systems but also enabled a flexible tradeoff between computational complexity and performance.
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