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ABSTRACT

We investigate the implications of interference detection for experiments that are pursuing a detection of the redshifted 21-cm signals from the epoch of reionization (EoR). Interference detection causes samples to be sporadically flagged and rejected. As a necessity to reduce the data volume, flagged samples are typically (implicitly) interpolated during time or frequency averaging or uv-gridding. This so-far unexplored systematic biases of the 21-cm power spectrum, and it is important to understand this bias for current 21-cm experiments as well as the upcoming Square Kilometre Array EoR experiment. We analyse simulated data using power spectrum analysis and Gaussian process regression. We find that the combination of flagging and averaging causes tiny spectral fluctuations, resulting in ‘flagging excess power’. This excess power does not substantially average down overtime and, without extra mitigation techniques, can exceed the power of realistic models of the 21-cm reionization signals in Low-Frequency Array (LOFAR) observations. We mitigate the bias by (i) implementing a novel way to average data using a Gaussian-weighted interpolation scheme, (ii) using unitary instead of inverse variance weighting of visibilities, and (iii) using low-resolution forward modelling of the data. After these modifications, which have been integrated in the LOFAR EoR processing pipeline, the excess power reduces by approximately three orders of magnitude, and is no longer preventing a detection of the 21-cm signals.
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1 INTRODUCTION

The epoch of reionization (EoR) is a phase in the evolution of our Universe of which, at present, relatively little is known. A promising way to study the EoR is using a low-frequency interferometric array to statistically detect the redshifted 21-cm signals of neutral hydrogen from the EoR using 21-cm power spectrum analyses (Iliev et al. 2002; Morales 2005; Furlanetto, Oh & Briggs 2006; McQuinn et al. 2006). Several telescopes have been designed to study the 21-cm EoR power spectrum, such as the Low-Frequency Array (LOFAR; van Haarlem et al. 2013), the Donald C. Backer Precision Array for Probing the EoR (PAPER; Parsons et al. 2012), and the Murchison Widefield Array (MWA; Beardsley et al. 2016), and it is one of the planned key science drivers of the Square Kilometre Array (SKA).

The faint signals from the EoR are hidden behind strong Galactic and extragalactic foregrounds, which are orders of magnitude brighter (Jelčić et al. 2008; Bernardi et al. 2010). There are several methods that are pursued to achieve a detection. First of all, a large part of the foregrounds can be subtracted from the data by creating accurate sky models (Yatawatta et al. 2013; Carroll et al. 2016; Procopio et al. 2017). Furthermore, the foregrounds and 21-cm signals are expected to have different spectral behaviour, and are therefore distinguishable in different parts of a cylindrically averaged power spectrum (Liu, Tegmark & Zaldarriaga 2009; Datta, Bowman & Carilli 2010; Morales et al. 2012; Vedantham, Shankar & Subrahmanyan 2012; Offringa et al. 2016). Finally, techniques have been designed that can statistically separate the (residual) spectrally smooth foregrounds from the spectrally fluctuating 21-cm signals (Harker et al. 2009; Chapman et al. 2013; Mertens, Ghosh & Koopmans 2018). To some level, all these techniques assume that the foregrounds are measured extremely accurately: if rapidly fluctuating features are introduced by either the instrument or the processing that are not modelled, it may no longer be possible to separate foregrounds from 21-cm signals. This sets strong requirements on the accuracy to which the data are calibrated (Barry et al. 2016; Ewall-Wice et al. 2017; Patil et al. 2017; Trott & Wayth 2017). In this paper, we analyse the contaminating effect that...
All major interferometric EoR experiments use some form of radio-frequency interference (RFI) rejection, for example, by detecting outlier samples and ‘flagging’ these as being contaminated (Middelberg 2006; Winkel, Kerp & Stanko 2006; Prasad & Chengalur 2012; Peck & Fenech 2013; Offringa et al. 2015). Further processing (calibration, imaging, power spectrum generation) will subsequently ignore those samples. RFI detection is most effective at high resolution (Offringa et al. 2010), while many of the scientific goals, including EoR power spectrum studies, do not require high-resolution products. Therefore, the recorded data are typically averaged in time and frequency to a resolution of several seconds and tens of kilohertz to reduce its volume after flagging. Furthermore, pipelines that work from a gridded uv-plane or from images employ binning of visibilities based on their uv-values. During the gridding process, visibilities are also averaged together. If the RFI-flagged samples are removed during these data-averaging steps, the irregular distribution of missing samples will result in fluctuations in the visibilities. In this paper, we will analyse the magnitude of these effects on the 21-cm power spectrum within the context of the LOFAR EoR experiment. 

In Section 2, we introduce the standard LOFAR EoR processing methodology. Section 3 describes the methods used in this work to analyse and mitigate the flagging excess power. In Section 4, we show the impact of flagging on 21-cm power spectrum analyses, and present the results of the mitigation methods. In Section 5, we draw our conclusions.

2 THE LOFAR EOR PROCESSING PIPELINE

This paper analyses results within the context of the LOFAR EoR data-processing methodology (Patil et al. 2016). Therefore, we briefly introduce the default LOFAR EoR processing steps, which are (i) RFI rejection using AOFLAGGER (Offringa, van de Gronde & Roerdink 2012), (ii) data averaging using DPPP, (iii) optionally) data compression using DYSCO (Offringa 2016), (iv) direction-independent calibration using DPPP or SAGECAL (Kazemi et al. 2011), (v) direction-dependent compact source removal using SAGECAL-CO (Yatawatta 2016), (vi) imaging using WSCLEAN (Offringa et al. 2014) or EXCON (Yatawatta 2014), (vii) residual foreground removal using GPR (Mertens et al. 2018), and (viii) power spectrum calculation using both a PYTHON and a C++ power spectrum pipeline (Section 3.1).

Typical LOFAR EoR observations are performed at a time and frequency resolution of 2 s and 3 kHz, respectively, which will be referred to as ‘high-resolution data’ in the paper. Because RFI detection is most effective at high-time and high-frequency resolution (Offringa et al. 2010), it is the first processing step that is performed after recording. Afterwards, the data are averaged down by about a factor of 100 to typical resolutions of 10 s and 40 to 60 kHz. This data product will be referred to as the ‘low-resolution data’. Averaging decreases the data volume considerably, while it is still of high enough resolution to not cause any significant time or frequency smearing within the 5° LOFAR primary beam.

3 SIMULATED DATA & METHODS

To accurately simulate the effect of flagging, we use the RFI-detection flags from an actual LOFAR observation of the north celestial pole (NCP) – one of the target fields of the LOFAR EoR project. During typical processing, the flagged high-resolution data with a resolution of 2 s and 3 kHz are not written to disc, but are immediately averaged down, and the high-resolution input data are removed afterwards to free up space for further observations. To gain access to the high-resolution flags for this study, the full raw data are intercepted before averaging down and are written to disc. Subsequently, AOFLAGGER is run on the data without averaging afterwards. Thereafter, the observed visibilities are replaced by simulated visibilities for a realistic model. The result is a simulated high-resolution visibility set with realistic RFI-detection flags.

Table 1 summarizes the observation that was used for RFI detection. Offringa et al. (2013) have previously studied the RFI environment of LOFAR using two 24 hour observations targeting the NCP. They show that the 114–128 MHz frequency range is one of the least RFI affected frequency ranges in the high-band antenna (HBA) band, which is also reflected in the detected RFI occupancies (1.1 per cent found in this study versus an average of 3.2 per cent in the HBA as found by Offringa et al. 2013). Fig. 1 shows an overview overtime and frequency of the detected RFI occupancies of the data used in this work.

Although an extensive model of the NCP field is available, we chose to use a simulated point-source model based on a population study, which prevents selection effects and artefacts in the model. We use a simple randomly generated population distribution that follows the empirically determined distribution by Franzen et al. (2016):

\[
\frac{dN}{dS} = 6998 S^{-1.54} Jy^{-1} Sr^{-1}.
\]
We analytically predict (using the direct Fourier transform) the contribution for sources with a flux density between 10 mJy and 10 Jy, and assign a random spectral index to each source with an average of $\alpha = -0.8$ and a standard deviation of 0.2 (with $S(\nu) = S(\nu_0)\nu^{-\alpha}$). This is a reasonable distribution at the corresponding frequency (e.g. Hurley-Walker et al. 2017), albeit that we ignore flattening of fainter (starburst) galaxies and ignore special classes of sources such as ultra-steep spectrum (USS), compact steep spectrum (CSS), or gigahertz-peaked spectrum (GPS) sources that can have steep or curved spectra at the frequencies of interest (see Callingham et al. 2017 for an overview). We also do not simulate any diffuse emission. Using the DPRP software, the flux density contribution of each source in our final source model is predicted at the resolution of our data and multiplied by the corresponding gain of the LOFAR HBA beam model that combines the station array factor and the tile beam. Because of the high resolution of our data, this step is the most expensive step in the processing, and takes about a week of computing on 16 high-performance nodes, each with 40 CPU-cores.

After having predicted the simulated foregrounds into the observation, we create two averaged sets from these: one in which the flagged samples are excluded in the averaging, which is how RFI flagging would affect a regular observation, and one in which the flags are ignored and all data are used, which simulates an observation that is completely free of RFI.

### 3.1 Image-based calculation of power spectra

The LOFAR EoR project uses two independent power spectrum pipelines: a PYTHON pipeline and a C++ pipeline. The PYTHON pipeline is written to integrate Gaussian process regression (GPR), while the C++ pipeline is used for quick analysis. Having multiple pipelines has been very useful for the verification of results, as also noted by other teams (Jacobs et al. 2016). When using the same settings and data, our two pipelines produce similar results.

For calculating the power spectra, we follow the definitions from Parsons et al. (2012) and Trott et al. (2016), where the power spectrum is calculated as

$$\hat{P}(k) \equiv V |\hat{T}(k)|^2.$$  

(2)

Here, $V$ is the comoving volume of the data cube, $\hat{T}$ is defined as (the normalized) discrete Fourier transform of $T$:

$$\hat{T}(k) = \frac{1}{N} \sum_{x} T(x) e^{-ikx}.$$  

(3)

where $x$ is a physical coordinate, $k$ is the inverse scale, and $N$ is the number of voxels in the data cube. For this work, both pipelines use WSCLEAN (Offringa et al. 2014) as a first step to grid the data and decrease the data volume. Nevertheless, the PYTHON pipeline can also work directly from ungridded visibilities (Ghosh, Mertens & Koopmans 2018). We perform the imaging with increased accuracy settings for WSCLEAN, which includes a larger gridding kernel, higher oversampling rate, and increased number of $w$-layers, compared to default settings of WSCLEAN. The output of the imager is a naturally weighted primary-beam-corrected image with units of Jy beam$^{-1}$. Commonly, conversion to Kelvin is performed by fitting the synthesized beam to a Gaussian, followed by evaluation of

$$T(x) \equiv S_{\nu_0/\nu}(x) \frac{10^{-26} c^2}{2 k_B \nu^2 \Omega_1 \nu},$$  

(4)

with $S_{\nu_0/\nu}(x)$ the data cube in units of Jy beam$^{-1}$. However, we found that the synthesized beam of LOFAR deviates from a Gaussian function, causing the power to be underestimated by a factor of 1.5 when using this approach. To overcome this, WSCLEAN stores$^2$ the factor that it has divided the data by, and from which the ‘per beam’ term can be calculated. This allows us to accurately convert the image to units of Jy pixel$^{-1}$. While naturally weighted images lead to the best power spectrum sensitivity (Morales & Matejek 2009), it requires normalization of the $w$-cells in order not to bias the power spectrum. We do this by dividing by the $w$-plane of the data by the $w$-plane of the point spread function (PSF). In principal, this can lead to undefined values when the $w$-plane is not fully covered. The $w$-plane corresponding to the PSF can in this case contain very small values due to rounding errors and small gridding kernel values. Propagating the PSF $w$ values and using these as data weights mostly solves this issue and improves the sensitivity of the final power spectrum. Both our pipelines do this. In the case of LOFAR, the perpendicular scales that we target correspond to a baseline range of 50–250 $\lambda$, and all $w$-cells are sufficiently covered within this range by the LOFAR array configuration.

Combining the above, the Fourier transform $\hat{T}$ is calculated as

$$\tilde{\hat{T}}(k) = \frac{10^{-26} c^2}{2 k_B \Omega_1 \nu N_e} \sum_{x} \left( \frac{1}{v^2} e^{-ivt} \right) \sum_{l} \frac{P(x)e^{-i\chi l}}{P(x)} ,$$  

(5)

with $P$ the value of the PSF. Because of lost edge channels due to the poly phase filter of LOFAR, the bandwidth is non-uniform. Moreover, as mentioned before, each data sample has an associated weight with it, which is to be used in the line-of-sight Fourier transform. Both our pipelines solve this by performing an inverse covariance weighted, least-squares spectral analysis of the line-of-sight Fourier transform operation (Trott et al. 2016).

In simulations, where the foreground has not been subtracted from the data, we use a window function to prevent leakage from the wedge to higher $k$ values and adapt the box volume $V$ to accommodate for the decreased line-of-sight dimension, for example, a Blackman–Nuttall window (Nuttall 1981) as described by Vedantham et al. (2012). This step is normally not taken when processing real data within the LOFAR EoR project: in that case, power spectra are made from direction-dependent calibrated data, and a window function is not necessary because the foreground wedge is not present.

### 3.2 Gaussian process regression

After calibration and direction-dependent compact source removal of data in the LOFAR EoR project, the remaining foregrounds, composed of extragalactic emission below the confusion noise level and diffuse galactic emission, are still approximately three to four orders of magnitude brighter than the 21-cm signal. The LOFAR EoR project uses the technique of GPR (Mertens et al. ...)
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2018) to model and remove these residual foregrounds. In this framework, the different components of the observations, including the astrophysical foregrounds, mode-mixing contaminants, and the 21-cm signal, are modelled as a Gaussian process (GP). A GP is the joint distribution of a collection of normally distributed random variables (Rasmussen & Williams 2005). The covariance matrix of this distribution is specified by a covariance function, which defines the covariance between pairs of observations (e.g. at different frequencies). The covariance function determines the structure that the GP will be able to model, for example, its smoothness. In GPR, we use GP as parametrized prior, and the Bayesian likelihood of the model is estimated by conditioning this prior to the observations. Standard optimization or Markov chain Monte Carlo (MCMC) methods can be used to determine the parameters of the covariance functions.

Formally, we model our data \( d \) observed at frequencies \( \nu \) by a foreground, a 21-cm, and a noise signal \( n \) (Mertens et al. 2018):

\[
d = f_{fg}(\nu) + f_{21}(\nu) + n.
\]

The foreground signal can be separated from the 21-cm signal by exploiting their different frequency behaviour: the 21-cm signal is expected to be largely uncorrelated on scales of a few MHz, while the foregrounds are expected to be smooth on that scale. The covariance function of our GP model can then be composed of a foreground covariance function \( K_{fg} \) and a 21-cm signal covariance function \( K_{21} \):

\[
K = K_{fg} + K_{21}.
\]

The foregrounds covariance kernel itself is decomposed in two, accounting for the large frequency coherence-scale of the intrinsic foreground and the smaller frequency coherence-scale (about 1–5 MHz) of the mode-mixing component. We use an exponential covariance function for the 21-cm signal, as we found that it was 5 MHz) of the mode-mixing component. We use an exponential covariance function for the 21-cm signal, as we found that it was 5 MHz) of the mode-mixing component. We use an exponential covariance function for the 21-cm signal, as we found that it was 5 MHz) of the mode-mixing component.

Using the shorthand \( K \equiv K(\nu, \nu) \). After GPR, the foregrounds part of the model is retrieved:

\[
E(f_{fg}) = K_{fg} \left[ \sigma_n^2 I - K_{fg} \right]^{-1} d.
\]

\[
\text{cov}(f_{fg}) = K_{fg} - K_{fg} \left[ \sigma_n^2 I - K_{fg} \right]^{-1} K_{fg},
\]

and is subtracted from the original data.

### 3.3 Spectral fluctuations caused by data flagging

To introduce the symptoms of flagged data and demonstrate why a study is necessary, we compare two simulated image cubes: a flagged cube and a non-flagged ‘ground-truth’ cube. For the flagged cube, the high-resolution RFI-detection flags from a real LOFAR observation are transferred before averaging the observation down. Fig. 2 shows slices through the spectral and spatial direction of several image cubes. The left plot is from data that includes flags, and shows smooth structure from sources and their sidelobes. After removing a fifth-order polynomial fit from each line of sight (in \( \nu \)-space), about an order of magnitude of flux from the data is removed, revealing residual higher order, smooth structure from the sources, but also rapid spectral fluctuations on the order of tens of mJy (Fig. 2, centre). These fluctuations are only present when the flags from RFI detection are added to the high-resolution data, before averaging down. The right plot of Fig. 2 shows the simulated data without flags, after a polynomial fit.

The spectral fluctuations caused by data flagging causes some part of the power of the foregrounds to have spectral fluctuations that correspond to the redshifted signals from the EoR. For example, the cylindrically averaged power spectra corresponding to the simulated clean and flagged data in Fig. 3 show that flagging causes a significant increase of power at high \( k_z \), above the foreground wedge. In the next sections, we explain the source of the fluctuations and describe methods to mitigate them.

### 3.4 Temporal and spectral averaging

Data averaging is a common step in radio astronomy; it is implemented in several pipelines, including the LOFAR EoR pipeline, and can be performed with several tools (e.g. CASA,
DPPP, and COTTER). In this study, we find that the standard method of averaging data increases the spectral fluctuations caused by flagging.

The way averaging in time and frequency is implemented in the aforementioned tools is by binning samples that are close together in time and frequency. When samples are flagged, they are excluded from the bin, causing the time–frequency bin to not exactly be equal to the mean of the visibility function of the sky. It is effectively equal to interpolating the flagged sample and replacing it by the average of the mean of the other samples in that bin. While the error made by this method (the difference between the interpolated value and the true value of the interpolated visibility) is small and mostly negligible in regular radio-astronomical data analysis, cosmological 21-cm power spectrum analyses are extremely sensitive to spectral fluctuations, and can be negatively affected by this effect.

To form images from visibilities, samples are gridded on a regular $uv$ plane. Similar to averaging, data are also binned during data gridding, and samples that are missing due to RFI will affect the imaging in a similar way. Flagged samples can therefore cause spectral fluctuations both during data averaging as well as during gridding.

We also find that another technical detail is relevant to the excess flagging power. In standard radio interferometric data, each visibility has an associated weight stored with it. This weight is taken into account during calibration and imaging, which results in inverse variance weighted, least-squares calibration solutions, and inverse variance weighted images, and therefore in an inverse variance weighted power spectrum. When averaging data, the visibility weights are normally updated: When half the input samples in an averaging bin are flagged, the averaged visibility will get half the weight of a fully averaged sample. Unfortunately, weighting samples based on the RFI flags during imaging will cause differences between the $uv$-coverage at different frequencies. Similar to flagging and averaging, having different $uv$-coverages at different frequencies can lead to spectral fluctuations. The effect of non-smooth weights over frequency will, when visibilities are averaged or binned on to a $uv$-grid, lead to effects that are similar to the effect of missing samples. On first order, it changes the centroid of a $uv$-cell with unevenly distributed weights, causing fluctuations over frequency. We will compare the inverse variance weighting method to unitary weighting of the visibilities, in which all visibilities are given equal weight independently of how many samples were flagged before averaging.
3.5 Improved interpolation during averaging and gridding

As discussed in a previous section, during standard radio-interferometric data averaging, flagged samples are interpolated and replaced by the mean of the time–frequency bin they are in. This binning interpolation method contributes to the flagging excess power because a bin with flagged samples can have a biased average that results in spectral fluctuations. In this paper, we test an improved interpolation scheme.

For our improved interpolation scheme, before averaging we replace flagged samples by the windowed, Gaussian-weighted average of unflagged samples:

\[
V'(i, j) = \frac{\sum_{k,l} W(k, l) F(i + k, j + l) V(i + k, j + l)}{\sum_{k,l} W(k, l) F(i + k, j + l)},
\]

with \( W(k, l) = \exp(-0.5(k^2 + l^2)/\sigma^2) \), the 2D Gaussian function with width parameter \( \sigma \), \( V(i, j) \) the complex visibility for time-step \( i \) and channel \( j \), and \( F(i, j) \) the flag status for sample \( (i, j) \): 0 if it is flagged and 1 otherwise. The sums in equation (11) are over \( i, k \) \( \in \{ -\frac{1}{2}(N - 1) : \frac{1}{2}(N - 1) \} \), with \( N \) the (odd) size of the window. We have chosen \( \sigma \) to be the width of one time-step/channel (corresponding to a temporal \( \sigma \) of 2 s and a spectral \( \sigma \) of 3 kHz), which we find is large enough to calculate a representable visibility for missing samples, and at the same time small enough to avoid the need of a computationally expensive large window.

3.6 Forward modelling

As long as the high-resolution RFI-detection flags are stored along with the averaged data, it is possible to forward predict the sky model, including the effect of data flagging and averaging. This requires storing the high-resolution flags, predicting the model at high resolution and propagating the high-resolution model data through the same flagging and averaging steps. This would cancel the excess flagging power associated with the modelled sky sources. However, doing so requires prediction of the sky model at the time and frequency resolution at which flagging is performed, which is computationally expensive. For LOFAR, predicting the foreground model at low-resolution costs already approximately half of our total computational budget. Predicting at high resolution (> 100 times more visibilities) is therefore expensive with current techniques, although optimizations might be possible. Prediction at low resolution is, however, already feasible. A low-resolution prediction will not fully take into account the loss of flagged high-resolution samples, but will remove most of the foreground power before gridding, and this will therefore reduce the excess power associated with the gridding step. We will assess to what level low-resolution modelling mitigates the flagging excess power.

4 RESULTS

Fig. 3 shows cylindrically averaged power spectra from the simulated data. Because no foreground removal strategy has been applied yet, the power spectra are dominated by power from the spectrally smooth foregrounds. The power in the plot decreases rapidly with increasing \( k \). There is a horizontal line of high power visible at \( k \approx 2.5 \, h \, \text{Mpc}^{-1} \), which is caused by missing channels at the 200 kHz LOFAR sub-band edges. The polyphase filter that forms the sub-bands aliases the signals from other channels into these channels, and these channels have to be removed in observations. We have therefore also removed these edge channels in the simulations.

The top right-hand panel in Fig. 3 shows the cylindrically averaged power spectra from data that includes RFI flags. It can be seen that the spectral fluctuations caused by flagging result in excess power at high \( k \)-values. As can be seen in the bottom left-hand image of Fig. 3, which shows the power spectrum of the data cube difference with and without flagging, the flagging excess power affects all \( k \)-values with approximately equal power. It therefore also contaminates the power spectrum window in which the EoR signals are most easily detectable.

Certain effects can be absorbed in calibration solutions. To validate whether calibration affects the excess power, we have also performed calibration of the simulated data. This results in fact in a slightly increased excess power; the excess power is not suppressed by calibration.

Visibility weighting results: So far, the visibilities were inverse variance weighted, i.e. the number of unflagged visibilities before averaging is propagated into the weight of an individual averaged visibility. The bottom right-hand panel of Fig. 3 shows the power spectrum from the same data after giving all visibilities the same weight. The excess flagging power has decreased quite significantly compared to the inverse variance visibility weighted plot, but excess power is still visible. Similar to the inverse variance weighting case, the power spectrum from unitary-weighted visibilities is affected with approximately similar power at all modes. The reason that inverse variance increases flagging excess power, is that the inverse variance weights are dependent on the number of flagged samples, and therefore cause the \( m \)-coverage to be different for different frequencies. On first order, having spatially fluctuating weights causes the centroid of \( m \)-cells to be different for different frequencies and therefore results in small fluctuations in the gridded visibilities.

Fig. 4 shows \( k_s = 0.1 \, h \, \text{Mpc}^{-1} \) slices through the cylindrically averaged power spectra of Fig. 3, converted to dimensionless power \( \Delta(k) = k P(k)/(2\pi^2) \), with \( k = \sqrt{k_x^2 + k_y^2} \). Similarly, Fig. 5 shows the difference between the non-flagged ‘ground truth’ data and various cases that include flagging. The difference plot is constructed by subtracting the affected visibilities from the ground-truth visibilities in gridded uv-space before calculating the power.
The values in these plots can be compared to the expected value of the power in the 21-cm signal fluctuations, which is typically predicted to be several to tens of mK at these redshifts and \( k \)-values (e.g. Greig & Mesinger 2015). Because of the conversion to dimensionless power, the power (and excess flagging power) increases towards higher \( |k| \) values. The power levels are still relatively high because no foregrounds were yet subtracted. With inverse variance weighting, the excess flagging amplitude at \( k_L = 0.1 \, h \, \text{Mpc}^{-1} \) ranges from approximately 100 to 3000 mK at low and high \( k_L \), respectively. This decreases from 10 to 400 mK when using unitary visibility weighting.

Another correction we try is to grid the visibilities on their true centroid during the gridding process. The LOFAR DPPP software stores metadata in the measurement set from which the true visibility centroid position can be inferred. However, we find that such a correction results in no improvement.

**Gaussian interpolation results:** In Section 3.5, we have described an interpolation method to replace flagged samples by a Gaussian-weighted average of unflagged samples. This type of interpolation was implemented in the DPPP software. To test this method, we construct a simulated high-resolution LOFAR data cube including flags as before. Subsequently, we interpolate flagged values with a window size \( N = 15 \) and a Gaussian kernel size of \( \sigma = 1 \). If for a particular sample all samples within the corresponding window are flagged, the sample is not interpolated and the corresponding output sample is flagged.

Even though the interpolation step is performed at high resolution, it is computationally insignificant compared to the RFI-detection step and reading of the data.

The power spectrum results for this interpolation scheme are visualized in Figs 4 and 5. Compared to normal averaging with unit weighted visibilities, Gaussian interpolation reduces the excess flagging power by over an order of magnitude. At small \( k_L \) values, the excess noise decreases to a level of approximately one mK. With this decrease in excess power, together with further decomposition of the data by GPR and the decrease caused by averaging multiple nights together, the flagging excess power will no longer prevent detection of 21-cm signals from the EoR.

**Forward modelling results:** Fig. 5 includes the result of subtracting the predicted sky model from the low-resolution data. After low-resolution prediction, the residual excess power varies from 0.3 to 19 mK. The residual excess power is caused by the fact that a low-resolution prediction does not match the high-resolution predicted data precisely because of the combination of flagging and averaging. Compared to high-resolution interpolation, the low-resolution sky model subtraction reduces the excess power by approximately a factor of 2 and 5 at low and high \( k_L \), respectively. Considering that a low-resolution prediction removes power before the gridding operation, and cannot model the excess fluctuations that are arising from averaging high-resolution data, this result implies that most of the flagging excess power arises during gridding of the low-resolution data on the \( uv \)-plane, and not during the first stage of high-resolution data averaging. Although the low-resolution data have considerably fewer flags because of data averaging, in which flagged values are replaced by the bin average, a number of samples remain flagged after averaging. Those flags arise when an averaging bin (or interpolation kernel) was completely flagged in the high-resolution data. It is those flags that cause most of the excess power.

This result also implies that flagging at lower resolution to skip the time-frequency averaging, will not avoid the excess noise: although the averaged visibilities do no longer have biases due to the high-resolution flagging, the gridding of visibilities in bins would still be affected by missing low-resolution samples. Moreover, flagging at a lower resolution is less effective, causing more false negative.

Low-resolution prediction cannot solve inaccuracies that were petrified into the data during high-resolution processing. However, using Gaussian interpolation of the high-resolution data instead of data averaging, it is possible to reduce the excess power further. As shown in Fig. 5, the combination of uniform weighting, high-resolution interpolation, and low-resolution forward modelling results in the lowest excess power, being \( < 1 \) mK at \( k_L < 1 \, h \, \text{Mpc}^{-1} \).

### 4.1 Systematic nature of excess flagging power

So far, we have simulated a single night of observation. The single night results indicate that, if not mitigated, the excess flagging power can be above likely predictions of the 21-cm signal power. However, if this power would decrease with time similar to the system noise, it will be an order of magnitude lower for a 100 night data analysis. When using unitary visibility weighting with no further mitigation, the results show that the excess power will in that case (mostly) not prevent detection of the 21-cm signals. We investigate therefore whether excess flagging power indeed behaves noise-like or has a systematic nature.

Certain transmitting sources of interference will occupy the same frequencies consistently, while other sources of interference might behave more erratic, occupying random time slots or channels. Examples of sources for such interference are lightning, solar flares, and sparking devices. To assess whether the excess flagging power is systematically present or whether it averages down with time, we split our data in even and odd time-steps. This approach is taken instead of constructing a second night of simulated data because simulating a second high-resolution observation with real RFI flags from a second night is practically difficult, mainly because storing (another) large volume of data on our EoR cluster would interfere with the running LOFAR EoR observations. Another approach would be to analyse the time dependence by splitting the observation halfway in time. This would be slightly more representative because the even and odd time-steps are more likely to correlate than the first and second half of the observation. However, doing so resulted in excess noise that is different from the first and second halves is different.
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Figure 7. Correlation between the odd and even cases (magenta line) drawn together with the variance (orange line). Bands with higher RFI excess power, and therefore higher RFI occupancy, show a stronger correlation between odd and even. This implies that stronger sources are more consistently present.

If the excess power is not systematic, using half the data should increase the power (in units of mK) by approximately a factor of $\sqrt{2}$, comparable with the system noise. However, as shown in Figs 4 and 5, the data do not agree with this hypothesis: the excess power in the even time-step set is at the same level as in the full data. This implies that this source of excess power is systematic and could therefore be problematic for EoR experiments if not mitigated.
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4.2 Impact of GPR on the excess power

By applying GPR on simulated data sets, one can analyse what would be the impact of running GPR on RFI-affected observation, and if part of the flagging excess power can be modelled by GPR as part of the foregrounds mode mixing. In Fig. 8, we analyse excess image cubes that are constructed by subtracting an unflagged from a flagged data cube. As before, noiseless simulations are used. GPR is able to model part of the excess power at lower $k$-values. This is particularity the case when using inverse variance weighting and without interpolation, for which a reduction in excess power of more than one order of magnitude at small $k$ is observed. When using unit weighting and with interpolation, the frequency coherence of the excess power is reduced, and as is the impact of the GPR. Nevertheless, at this stage the excess power is considerably reduced and is at the level of the 21-cm signal. Flagging the sub-bands that are most affected by RFI (see e.g. Fig. 7) and subtracting the low-resolution forward model before gridding could reduce it even more.
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For the LOFAR EoR case, we have shown that RFI flagging followed by data averaging and gridding, with no further mitigation, causes excess power that is significantly above the expected 21-cm signals and does not considerably average down overtime. In order to achieve a detection of 21-cm signals, the excess power can be significantly decreased by (i) using the same weight for all visibilities, instead of propagating the number of visibilities in the averaging bin (i.e. inverse variance weighting), (ii) forward modelling (‘prediction’) of the data at low resolution, and (iii) Gaussian interpolation of missing samples prior to any data averaging, instead of the commonly used method of replacing a sample by the mean of the averaging bin. Furthermore, a part of the excess power behaves statistically as normally distributed foregrounds, and GPR can remove about another factor of two of the excess power. Sub-bands that see a larger contamination of RFI show stronger excess flagging power, and a final mitigation strategy is to select bands that are less contaminated by RFI. Together, these techniques reduce the excess flagging power by approximately three orders of magnitude. In particular, inside the EoR window at $k = 0.1 \, h \, \text{Mpc}^{-1}$ the power is reduced from about 200 to 0.3 mK, where the 21-cm signals are expected to be on the order of several mK.

The presented techniques have been implemented in the pipeline of the LOFAR EoR project. Subtraction of the low-resolution forward model is part of the direction-dependent calibration scheme. This scheme uses Sagecal CO (Yatawatta 2016) to subtract the image cubes that are constructed by subtracting an unflagged from a flagged data cube. As before, noiseless simulations are used. GPR is able to model part of the excess power at lower $k$-values. This is particularity the case when using inverse variance weighting and without interpolation, for which a reduction in excess power of more than one order of magnitude at small $k$ is observed. When using unit weighting and with interpolation, the frequency coherence of the excess power is reduced, and as is the impact of the GPR. Nevertheless, at this stage the excess power is considerably reduced and is at the level of the 21-cm signal. Flagging the sub-bands that are most affected by RFI (see e.g. Fig. 7) and subtracting the low-resolution forward model before gridding could reduce it even more.
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of RFI observed with the MWA is 1.1 per cent. For the LOFAR bandwidth used in this work, this value is 1.12 per cent (see Table 1). One of the reasons for this relatively low occupation of RFI compared to the MWA is the high time and frequency data recording resolution of LOFAR (Offringa et al. 2013). Delay delay-rate filtering (Parsons & Backer 2009) to remove foregrounds as performed by the PAPER EoR team is similar to interpolation and/or forward modelling, and is likely to decrease the flagging excess power as well, depending on the resolution of the data at which it is applied.

These conclusions are also important for the SKA telescope, for which the data rate is so high that early averaging of data is mandatory, and the full resolution data at which the RFI is detected will not be kept. For a future SKA EoR experiment, it is probably necessary to implement a scheme similar to the Gaussian interpolation introduced in this work. It is also important to store the high-resolution flags when averaging the data, so that any residualflagging excess power from modelled sources can be forward modelled as accurately as is computationally allowed.

In some cases, calibration can remove unmodelled effects, such as cable reflections or beam changes. In the case of flagging excess power, we found that the observed excess power is not absorbed in calibration solutions. This is expected because RFI flagging is inherently a baseline-based effect, and will be variable on time and frequency scales smaller than the solution interval. This is particularly the case when the solutions are constrained to be spectrally smooth, as is desirable to avoid suppression of the unmodelled 21-cm signals (Patil et al. 2016) and to avoid calibration-induced excess power (Barry et al. 2016).

We have shown how interpolation using a Gaussian kernel before time and frequency averaging can help in reducing excess power. It is worth mentioning that this interpolation technique does not only benefit EoR studies, but will in general result in more accurately averaged visibilities compared to the de facto method of replacing missing samples by the mean of the averaging bin. This is because for a particular sample, the Gaussian interpolated visibility will generally represent the interpolated visibility more closely than the mean of a time–frequency averaged bin. With the de facto averaging method, an averaging bin is generally not centred on the interpolated visibility, and visibilities are weighted equally independent of their Euclidean time–frequency distance to the interpolated visibility. Because of the small magnitude of the effect that averaging of flagged samples has, improved interpolation will likely be of inconsiderable small magnitude for most science cases. Nevertheless, it might still be relevant for reaching high dynamic ranges, for example, in continuum imaging. Because of the small computational cost of the method, it is straightforward to implement.
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Figure 8. Impact on the excess power of the GPR procedure. Left: Spherically averaged power spectra. Right: 2D power spectra averaged over all \( k_x \) and \( k_y \). The excess power is shown for three different processing set-ups, before (solid line) and after applying GPR (dashed line). For comparison, we also show the thermal noise power spectra corresponding to about 100 nights of LOFAR–HBA observation (assuming an SEFD = 4000 Jy), and the power spectra of a simulated 21-cm signal.
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