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Abstract The problem of assessing the mechanisms underlying the phenomenon of virality of social network posts is of great value for many activities, such as advertising and viral marketing, influencing and promoting, early monitoring and emergency response. Among the several social networks, Twitter.com is one of the most effective in propagating information in real time, and the propagation effectiveness of a post (i.e., tweet) is related to the number of times the tweet has been retweeted. Different models have been proposed in the literature to understand the reweet proneness of a tweet (tendency or inclination of a tweet to be retweeted). In this paper, a further step is presented, thus several features extracted from Twitter data have been analyzed to create predictive models, with the aim of predicting the degree of retweeting of tweets (i.e., the number of retweets a given tweet may get). The main goal is to obtain indications about the probable number of retweets a tweet may obtain from the social network. In the paper, the usage of the classification trees with recursive partitioning procedure for prediction has been proposed and the obtained results have been compared, in terms of accuracy and processing time, with respect to other methods. The Twitter data employed for the proposed study have been collected by using the Twitter Vigilance study and research platform of DISIT Lab in the last 18 months. The work has been developed in the context of smart city projects of the European Commission RESOLUTE H2020, in which the
capacity of communicating information is fundamental for advertising, promoting alerts of civil protection, etc.
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1 Introduction

In recent years, social media have become an important communication tool and instrument for monitoring preferences of users, as well as making predictions in a number of contexts. Many social media platforms allow rapid multimedia information diffusion, and thus they may be used as a source of information for viral advertising and marketing, early warning, emergency response and, more generally, for promoting and/or informing many users. Among the various platforms, Twitter.com has a very large user base, consisting of 1.3 billion of accounts and hundreds of millions of users per month. Twitter users can produce a post (i.e., a “tweet”), about any topic within the 140-characters limit and can follow other users, in order to receive their tweets/posts on their own twitter web page, as well as on the mobile App. Twitter plays an important role in spreading information, allowing people to communicate and share contents in a fast manner. The posts made by a user are displayed on his/her profile page, and they are also brought to the attention of all his/her followers. It is also possible to send some direct private messages to other users without provoking diffusion. Another solution to enhance the diffusion and the echo of tweets is to include in a tweet including a direct mention of a user; this can be done by using the “@” prefix such as “@usernickname”. In this case, the @usernickname user is stimulated by receiving a notification. Therefore, the information conveyed in a tweet is diffused among the social network users through retweets of the former tweet, thus echoing the original message to the followers, hence producing a chain of messages since the retweets are also echoed. A retweet represents the echo of an original tweet made by one user that has been automatically forwarded by Twitter.com to the followers of the retweeting users (a part for eventual promotions performed by Twitter.com for featuring the most important tweets when they are getting on the list of the most appreciated). In the world of Twitter, the effectiveness of a tweet is frequently measured in terms of retweet count, which is the number of times the tweet has been retweeted [46]. It gives a measure of the number of reached audience and/or appreciation.

There is a growing interest, both in research and commercial fields, for influential strategies and solutions for seeding and diffusing information. Twitter offers to business users the possibility to integrate its analytics with audience measurement tools and services, such as Nielsen Digital Ad Ratings (DAR) and ComScore validated Campaign Essentials (vCE). Overviews of predictive methods exploiting tweets have been proposed in the works of Sikdar et al. [52], Madlberger and Almansour [37], Zaman et al. [61]. In most cases, the predictive capabilities of Twitter data have been identified by using volume metrics on tweets (i.e., the total number of tweets and/or retweets associated with a Twitter user or presenting a certain hashtag). However, in specific cases, a deeper semantic understanding of tweets has been required to create useful predictive capabilities. Thus, algorithms for sentiment analysis computation have been proposed to consider the meaning of tweets by means of natural language processing algorithms. Moreover, the adoption of techniques for segmenting, filtering or clustering by context (e.g., using natural language processing for avoiding the
misclassification of tweets talking about flu), or by users’ profiles (e.g., age, location, language, and genre) may help to obtain more precise results in terms of predictability. On the other hand, the aim of this paper is to study the retweet proneness of a tweet, which we define and refer in the following of the paper as the capability to be retweeted, including a quantitative measure of the number of retweets a given tweet may get (which can be considered as the potential degree of being retweeted).

This paper is focused on presenting a study on identifying and assessing the most representative metrics which can be used to predict the degree of retweeting of a tweet (i.e., the number of retweets a given tweet may get). According to the literature, the tweet features can be related to the tweet, to the author of the tweet and thus to the network of relationships of the tweets’ author. The study is grounded on the analysis of tweets datasets collected in different areas in the last 18 months, for a total amount of about 100 million posts. By analyzing the datasets with the aim of identifying the best predicting model allowed us to identify also the main characteristics of tweets to predict the degree of retweeting. Please note that, according to the state of the art reviewed and presented in the following section, the identification of models for estimating the degree of retweeting of a tweet has been only partially addressed in the literature; a few efforts are mainly focused on identifying parameters to guess the probability of retweeting, and/or to study the cascading effect through the network.

To our knowledge, the main original contributions brought by the work proposed in the present paper are the following: our work aims not simply predicting the probability for a tweet to be retweeted, rather to go a step further, which is predicting and estimating the degree of retweeting. Moreover, the proposed analysis identified additional relevant metrics/features, with respect to those proposed in the reviewed literature, such as the publication time of tweets and the number of users who added a given tweet’s author to a list, as discussed later in more detail. The motivation for establishing the probability of prediction of a tweet is related with the value of the tweet itself and the value of the advertising service that may have produced it. The estimation of the probability to be retweeted is a measure of the effectiveness of a tweet and it is somehow a more precise measure of the concept of tweet virality, that tend to assess only tweets and their context to create huge volumes of retweets.

The paper is organized as follows. In Section 2, a review of the state of the art and related works found in recent literature is presented. In Section 3, the general architecture of the Twitter Vigilance solution, adopted for collecting Twitter data and making statistical analysis, is reported and discussed. Section 4 provides an overview of the methods and models adopted to explain the metrics that might affect the number of retweets of a tweet and the prediction of the degree of retweeting. In Section 5, preliminarily the different classification models are summarized; then the predictive method is presented together with an analysis of features that determine the retweet proneness of tweets. Section 6 provides a comparison among results that can be obtained by using different models. Conclusions are drawn in section 7.

2 Related works

In this section, the predictive capability of Twitter data has been reviewed with the aim of providing a better view of the context in which the research has been developed, and the impact of the obtained results. In the work of Sinha et al. [53], a solution for predicting results of football games has been proposed, taking into account the volume of tweets. Opinions pools
and politie elections predictions have been proposed to be correlated with the volume of tweets by using Sentiment Analysis techniques in O’Connor et al. [43]. Different models based on volume of tweets and other means have been also used for predicting purposes: voting results in Bermingham and Smeaton [3] and in Tumasjan et al. [56], economics [4, 15], marketability of consumer goods [50], public health seasonal flu [1, 34, 51], box-office revenues for movies [2, 36, 38, 54], crimes [58], book sales [26], recommendations on places to be visited [14] and weather forecast information [24, 25]. Moreover, Twitter-based metrics have been used to predict and estimate the number of people in some location, such as airports, the so-called crowd size estimation by the work of Botta et al. [5], as well as to predict the audience of scheduled television programmes, where the audience is highly involved, such as it occurs with reality shows (i.e., X Factor and Pechino Express, in Italy) [17]. Other adoptions of Twitter have been used to perform risk analysis [29].

In general, a Twitter user could find a tweet worth sharing, and therefore he/she may retweet it to followers. There is no upper limit to the number of times a retweet (re-post) operation can be performed. Hence, multiple levels of retweeting can be identified (considering the retweet of an original tweet as the first-level). A user could actually retweet a formerly retweeted post to his/her followers, and his/her followers can do the same again and again. In this way, retweets became a popular mean of propagating information through the Twitter community, as they may get viral propagation when volumes of retweets become high. Most studies about the assessment of the retweeting capability of tweets (proneness of a given tweet to be retweeted) try to analyze retweeting behaviors and, thus, to discover the features that may help Twitter users (i.e., the tweets’ authors) in creating tweets which are more effective in collecting retweets. In the literature, different models have been proposed to shed some light on what kind of factors are likely to influence information propagation in Twitter.

Various motivations for retweeting behaviors have been explored in the paper of Golder [22]. They found that the most influential users can retain significant influence over several different topics. In the works of Kwak et al. [33] and Cha et al. [13], the relationships between the number of followers of Twitter users and their influence and lists of the most influential Twitter users, compiled according to a variety of metrics (including retweet count), have been investigated. Kwak et al., have ranked users by the number of followers and by PageRank, and found the two rankings to be similar. They have analyzed the tweets of top trending topics and reported on the temporal behavior of trending topics and user participation. Cha et al. [13] have examined three types of influential users, performed in propagating popular news topics. Hansen et al. investigated the features of tweets that garner large numbers of retweets, analyzing a dataset of 210,000 tweets about the 2009 United Nations Climate Change Conference, as well as a random sample of about 350,000 tweets from 2010 [27]. Hong et al. [28], studied the dynamics of user influence across topics and time, as well as the problem of predicting the popularity of messages as measured by the number of future retweets. The study was conducted by classifying tweets in four categories according to the number of retweets they received (0, < 100, [100, 9999], ≥ 10,000), formulating the prediction task as a classification problem. Moreover, they used a multi-class classifier, training it on one week and testing it on the next week for creating a short-term prediction. Naveed et al. [41] used a similar technique to predict the probability that a tweet receives any retweets. They proposed a predictive model to forecast the likelihood for a given tweet of being retweeted, based on its contexts; furthermore, they deduced what are the most influential features that contribute to the likelihood of a retweet on the basis of the parameters learned by the model. In the work of Suh et al. [55], a number of features that might affect the probability of tweets to be
retweeted ("retweetability", e.g., retweet proneness of a tweet) have been examined by using the principal component method and logistic regression models. The aim was the assessment of the probability of a tweet to be retweeted without assessing the degree of retweeting. Amongst the features that can be computed for each tweet, the presence of URLs and hashtags in the tweet body have been proved to present a strong relationship with retweetability. The experiment has been computed on a small dataset of 10 K observations, and the achieving prediction accuracy is not reported. Pezzoni et al. [46] have defined the "influence" as the ability of a user to spread information in a network, assuming that the retweet count may measure the popularity of a message on Twitter. The influence of a user could be also estimated by the average number of retweets collected by all tweets of the user. In that paper, the authors demonstrated by simulation that the probability to be retweeted is modeled by a power law function and the capacity of the most influential authors depends on their number of followers. Peng et al. [45] have proposed a model called retweet patterns (i.e., the retweet propagation trend). In that case conditional random fields have been used, taking into account three types of features: tweets features, users features and relationship features (which incorporates the perspectives whether the tweet may be simultaneously retweetable for two users). They have constructed the network relations for retweet prediction, and have demonstrated that conditional random fields can improve prediction effectiveness by incorporating social relationships, compared to those baselines that do not take into account such feature. Morchid et al. [39] have computed both Naïve Bayes and Support Vector Machine models considering two classes: tweets retweeted less than 30 times and tweets retweeted more than 100 times (massively retweeted tweets). The aim of their study was to detect those tweets that are massively retweeted in a short time, however without addressing the problem of predicting the potential number of retweets. They also used the principal component analysis to evaluate relevant features that could have an impact in detecting some retweeting proneness, without proposing a model for assessing the degree of retweeting, thus presenting only an exploratory descriptive approach. Zaman et al. [60] have measured the popularity of a tweet through the time-series path of its retweets, by using a Bayesian probabilistic model. They have used the user ID of the original tweet and retweet authors, the number of followers and the word contained in tweets to predict the future retweets. Uysal and Croft [57] proposed a predictive model for estimating the likelihood of retweeting for a given user and tweet by using a logistic regression model.

Yang and Counts [59], used a factor graph model to investigate the retweeting behavior focusing on those features related to the user profile and to the content of a tweet. Can et al. [10] focused their research on predicting the expected retweet count of a tweet by studying three types of features: content based features (presence or absence of hashtags), structure based features (as followers count, friends count, statuses count), as well as multimedia and image based features (the distribution of color intensities, perceptual dimensions, responses of individual object detectors). They have used the logarithm of retweet count for a given tweet as the response variable, and three different types of regression: linear, SVM with a Gaussian kernel, and Random Forest. The experiments produced better results with Random Forest, providing a RMSE score of 1.297 in log scale, very close similar performances have been obtained with SVM. They identified the Followers counts to be the most correlated feature. A common drawback found in content-based predicting tools reviewed in the literature, is represented by the 140-character constraint imposed by Twitter, which makes it difficult to identify and extract content-based predictive features [10].

Pálovics et al. [44] have treated the retweet prediction as a binary classification problem. They have used a multi-class classification for ranges of cascade sizes, in order to directly
predict the logarithm of the retweets volume. For each day in the testing period, they have trained a Random Forest classifier to predict the future volume of retweets for tweets appearing on the day. The experiments have been compared by using the AUC (area under the precision-recall curve) demonstrating the dependency of the model with respect to the user feature (e.g., followers counts), hashtag used popularity, user network features. Bunyamin and Tunys [9], have provided a comparison of the performance for different learning methods and features, in terms of retweet prediction accuracy and feature importance, to understand what kind of tweets would be retweeted, by using as response variable a dummy variable representing the two states of being retweeted or not retweeted. They have found that Random Forests method archives the best performance. Moreover, they have found and included among the best features the following ones: number of times the user is listed by other users, number of followers, and the average number of tweets posted per day. On the same line, Jiang et al. [30] and Zhang et al. [62] have treated the retweeting behavior prediction as a binary classification problem, achieving an accuracy of 0.85 and 0.789 respectively. Liu et al. [35] have proposed a two-phase model to predict how many times a tweet can be retweeted in Sina Weibo microblog. In the first step, they have built a multi-classification model, while in the second step a regression model on each class has been constructed. They have achieved a high Mean Absolute Error of 58.22%, using the combination of Random Forest model and Least Median Squared Linear Regression model. However, discussion about the importance of each considered features is not reported. Firdaus et al. [19] have tried to consider user’s different behaviors in different roles for the purpose of retweet prediction. They argue that the retweet prediction model might give better prediction accuracy results when the difference between the behavior of the author and retweeters is considered, determining the topic of interest of a user based on his past tweet and retweet.

### 3 Twitter vigilance architecture

The Twitter Vigilance platform (http://www.disit.org/tv/) has been designed and realized by the DISIT Lab of University of Florence as a multipurpose comprehensive tool providing different tasks and metrics suitable for Twitter search API and streams, their monitoring and analysis, for research purpose [12]. The architecture is depicted in Fig. 1.

In Twitter Vigilance, a distributed crawler performs data gathering and extraction by using Twitter Search API. The data acquisition approach is based on the concept of Twitter Vigilance Channel, consisting in a set of simple and complex search queries which can be defined by a registered user by combining keywords, hashtags, user’s IDs, citations, etc., in a structured logical syntax, according to the search syntax of Twitter. The search queries associated with each Twitter Vigilance Channel are posed to the Twitter platform via a crawler. Both configuration parameters and statistical results are accessible from the front-end interface for the user. Collected tweets are made accessible to the back-office processes, which implement statistical analysis, natural language processing (NLP) and sentiment analysis (based on distributed NLP on Hadoop [42]), as well as general data indexing. The metrics resulted by the back-office processes are stored on a dedicated database and made accessible to the front-end graphical user interface (see Fig. 2 as an example), which allows visual analytics, temporal trends and time series visualizations, data results navigation, Twitter users statistics and analysis.

All these kinds of analysis are performed at both Twitter Vigilance Channel level and at single search level. In the specific, the following information and metrics can be retrieved:
number of tweets and retweets; user citations (to detect potential influencers, pushers, emerging citations, etc.); hashtags (to understand which are the most used, emerging, evolving, etc.); keywords tagged with their part-of-speech (that is, their grammatical function), in terms of nouns, verbs, and adjectives; sentiment analysis; relationships among users; etc.

The derived metrics and information can be useful to understand which are the most widely used or emerging hashtags, as well to detect which are the most influential in determining the positive/negative signature and polarity detection in the sentiment analysis, and thus for better tuning the tweet collected and for precomputing basic metrics that can be useful for the researcher to make further analysis in different domains and generically for communication and media, predictive models [24, 25]. It can be a useful tool for identifying reasons for positive/negative tweets, as well as the reaction of the community.

![Twitter vigilance architecture](image1)

Fig. 1 Twitter vigilance architecture

![Twitter vigilance dashboard](image2)

Fig. 2 Twitter vigilance front-end graphic user interface, showing temporal trends volume based metrics calculated for different user defined channels
4 Assessment framework for retweet modeling by using Twitter vigilance outcomes

According to the above presented state of the art, retweeting is a powerful mechanism to diffuse information on Twitter. The number of retweets of a tweet can be considered as a measure of how much the produced tweet has been effective in propagating the information, which is one of the major motivations for tweeting on Twitter.com. The proposed study aims at identifying the values of tweets’ features which may determine the degree of retweeting and, as a side effect to understand the mechanisms which may determine retweeting in Twitter. The main goal is to create a predictive model for assessing the degree of retweeting, and thus to classify tweets in terms of certain classes for their degree of retweeting. The computational process at the end is performed through the following steps as depicted in Fig. 3, and better described in the rest of the paper:

I. Collection of the data from Twitter.com by crawling them by using Twitter Vigilance platform and tools on the basis searches and channels. The platform allows computing simple metrics for counting tweets/retweets for search and channel, extracting relationships among users, etc.

II. Selection of predictors/features from collected data and metrics.

III. Computation of potential predictors: a statistical criterion is applied to identify the statistically significant features. The use of an exploratory method is a crucial issue not only for ranking the variables before the construction of a prediction model, but also to give the phenomenon’s first interpretation and to understand the underlying data structure.

IV. Computation of a predictive model for the assessment of the binary probability to be retweeted or not.

V. Computation of a model to predict the degree of retweeting. The results have been obtained by comparing several different computational alternatives and approaches and selecting the better ranked and the most relevant metrics as described in the following.

Fig. 3 Workflow of the overall process carried on by the proposed framework, from Twitter data ingestion to the computation of the predictive model
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According to the previous statements, we have adopted Classification And Regression Tree (CART) models to understand the relevance of variables and to construct a model for predicting the probability to be retweeted and the degree of retweeting.

4.1 Collection of the datasets

Three datasets have been considered for the analysis. The first includes 100 Million of tweets (100 M dataset) related to 45 different Twitter Vigilance Channels covering many different topics but collected on the basis of a large number of search keys on Twitter.com API (which can be mainly related to terrorism, weather, mobility and transport, politics, city services, health and drugs, tourism and city, TV events, etc., see Fig. 4 for details) from a larger set of 200 million dataset (as defined in Section 3, from April 2015 to June 2016). The second set includes 100,000 randomly selected tweets (100 K dataset) from the 200 million dataset. The third includes 500,000 randomly selected tweets (500 K dataset) from the 200 million dataset. All datasets have been used to perform an exploratory analysis, a classification and a regression tree model. From the 100 M dataset, the 61% of the tweets are in English, the 12% in Italian, the 9% in Spanish and the remaining tweet are in many other languages. In Fig. 4, details of the distribution of collected posts are illustrated, showing the most numerous (covering almost 90% of the whole collected dataset) search queries used for data ingestion (i.e. hashtags, citations, keywords etc.) grouped in their pertaining Twitter Vigilance channels; actually, as described in Section 3, a Twitter Vigilance channel can be considered as a thematic categorization of a set of semantically similar search queries. However, it is worthy to be noticed that the analysis and estimation of the degree of retweeting performed in this work is not dependent from the topic or subject.

4.2 Identification of potential features/metrics

As a second step, a set of features/metrics has been identified from the literature, by considering the information available on Twitter data, and by performing a qualitative analysis of

![Fig. 4 Distribution of collected posts dataset, showing the most frequent search queries (a), grouped by their pertaining Twitter Vigilance channels (b)](image-url)
twitter mechanisms by using a metric identification approach and methodology, such as GQM (Goal, Question, Metric). Such an approach has been followed considering that it would be desirable to identify metrics that may have some predictive capabilities in explaining the degree of retweeting. The identified metrics are reported in Table 1, in which some metrics can directly refer to data and information contained in the single tweet, while other ones are derived from the author that has produced the tweet. A first set of metrics concerns the content of the tweet, and includes the number of Hashtags, Mentions and URLs contained in the message, the number of Favorites obtained by a tweet. A second set of metrics is about the tweet authors, and includes information regarding the user who posted the tweet: the number of days since the author created the Twitter account and the number of tweets posted since the creation of its own account (Statuses). A third set of metrics is related to network connected to the author: the number of users who follows the author of a tweet (Followers), the number of friends that author is following (Followees) and the number of other users that have listed the author in some of their own lists (Listed Count). A part of the identified metrics has been also used in [55], where a simple descriptive and Principal Component Analysis have been provided without deriving a predictive model. In the paper of Bunyamin and Tunys [9], a comparative analysis of several methods has been proposed without considering all metrics we identified, and without addressing the prediction of the degree of retweeting.

In the proposed analysis, we have specifically addressed metrics such as: Publication Time and Listed Count. The Publication Time metric should consider the classical claim stating that a higher probability of retweeting could be achieved if the tweet is published when the audience is on-line. The Listed Count metric should consider the reputation of the author, which is an additional level with respect to be just followed by another user. In addition to the metrics reported in Table 1, we also collected the Retweet Count (i.e., # of retweets obtained by the tweet), which can be considered, in our case, the target of our prediction models and not a real metric.

4.3 Computation and understanding of potential predictors

In a third phase, all the metrics have been extracted for the above-mentioned datasets. Figure 5 reports the percentage of the distribution of Retweet Count for the 100 million dataset.

| Table 1 | Considered features/metrics from the tweet information |
|---------|--------------------------------------------------------|
| Tweet metrics | Description |
| URLs count | # of URLs in the tweet |
| Mentions count | # of mentions/citation of Twitter users in the tweet |
| Hashtags count | # of hashtags included in the tweet |
| Favorites count | # of favorite obtained by the tweet |
| Publication time | Local hour H24 in which the tweet has been published in the day according to the author’s local time. |
| Author of tweet metrics | Description |
| Days count | # of days since the tweet’s author created its Twitter account |
| Statuses count | # of tweets made by the tweet’s author since the creation of its own account |
| Author network metrics | Description |
| Followers count | # of followers the author of the tweet |
| Followees count | # of friends the tweet’s author is following |
| Listed count | # of people added the tweet’s author to a list |
Then, Principal Component Analysis (PCA) has been applied. PCA is an exploratory technique for multivariate data, applied as a structure analysis method typically used to reveal the underlying structure that maximally accounts for the variance in datasets. The basic goal of PCA is to describe variations in a set of correlated variables, \( x^T = (x_1, ..., x_q) \), in terms of a new set of uncorrelated variables, \( y^T = (y_1, ..., y_q) \), each of which is a linear combination of \( x \) variables. The new variables are derived in decreasing order of importance in the sense that \( y_1 \) accounts for as much as possible of the variation in the original data amongst all linear combinations of \( x \). Then \( y_2 \) is chosen to be uncorrelated with \( y_1 \) and to account for as much as possible of the remaining variation, and so on. The new variables defined by this process, \( y_1, ..., y_q \), are the principal components [18]. The first few components will account for a substantial proportion of the variation in the original variables, and they can be used to provide a lower-dimensional summary of these variables. To identify the optimal number of factors, several informal and more formal techniques are available [31]. The most common procedures to choose the number of components/metrics to retain are the following:

- Retain just enough components to explain some specified large percentage of the total variation of the original variables. Values between 70% and 90% are usually suggested, although smaller values might be appropriate as \( q \) or \( n \) (the sample size) increases [18].
- The Kaiser criterion [32] recommends retaining only factors with eigenvalues greater than one.
- The screen test of Cattell [11], recommends plotting the eigenvalues and finding a place where the smooth decrease of eigenvalues appears to level off to the right of the plot. The number of components selected is the value corresponding to an “elbow” in the curve, i.e., a change of slope.

PCA provides a first general idea about the internal structure of the data in a way that best explains the variance. PCA is performed on a representative random sample of 100 K observations with the eleven features (see Table 1), also including in this case the retweet count as performed by [55] on smaller number of variables. Table 2 reports the importance of factors extracted by PCA in descending order of variance. In the second column of Table 2, the eigenvalues that represent the variance for each factor are reported. The corresponding percentage of the variance is shown in the third column of the table. With respect to our analysis on a 100 K tweet dataset, according to the Kaiser Criterion and to the screen test (see
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**Fig. 5** Percentage of the retweet count distribution in main 5 classes
Fig. 6, the right number of principal components to be considered as relevant is five. The first five factors account for the 58.77% of the total variance. In Suh et al. [55], only 3 main PCA with an eigenvalue greater than 1 have been identified, explaining the 44.34% of the variance (Kaiser criterion), and considering only 10,000 tweets. In the work of Morchid et al. [39], 4 main components have been identified, explaining the 56.34% of the variance considering 6 million of tweets, not sampled from a larger dataset.

In Table 3, the principal components loading for the features of Table 1 (plus Retweet Count) are reported. The component correlations of the original metrics are graphically depicted in Figs. 7, 8, 9, and 10. Each feature in Table 2 is mapped into a vector in the factor map. The vector represents the correlation between the feature and the principal components (the axis of the graph).

Factor 1 carries more than 17% of the total variability of the dataset (Table 2), and this variability is mainly explained by the covariates Favorite Count, Followers Count and Listed Count. This first factor is strongly different with respect to the one identified by the Kaiser criterion [32], since the Listed Count metric (which is dominant) was taken into account in that article. The variability of Factor 2 (12.5%) is carried by the negative correlation of Hashtags Count (−0.5661) and URLs Count (−0.5483), while Factor 3 explains about 9.7% of the total variability, and it is represented by Followees Count feature. Component 4 explains almost

| Factors | Eigenvalue | % variance | % Cumulative variance |
|---------|------------|------------|-----------------------|
| 1  | 1.9545 | 17.7681 | 17.7681 |
| 2  | 1.3748 | 12.4979 | 30.2659 |
| 3  | 1.0777 | 9.7976 | 40.0636 |
| 4  | 1.0335 | 9.3959 | 49.4594 |
| 5  | 1.0248 | 9.3164 | 58.7758 |
| 6  | 0.9623 | 8.7485 | 67.5243 |
| 7  | 0.9523 | 8.6576 | 76.1819 |
| 8  | 0.9339 | 8.4899 | 84.6717 |
| 9  | 0.7679 | 6.9808 | 91.6526 |
| 10 | 0.5976 | 5.4325 | 97.0851 |
| 11 | 0.3206 | 2.9149 | 100 |

Fig. 6  Distribution of the percentage of variance from PCA analysis
9.3% of the total variability, and it is negatively correlated with the *Publication Time* of a tweet and the age of the author account (*Days Count*). Please note that also the *Publication Time* was not considered in [32]. The *Mentions* feature (0.7696) is mainly carried by Factor 5, and it explains the same proportion of variability of Component 4. PCA allowed to sort the features according to the impact on total variability, as well as to understand the correlation among the metrics and the number of retweets.

According to the analysis results, the most relevant metrics are: *Mentions Count* (76.9% of Factor 5 total variability); *Listed Count* (explains the main variability of Factor 3 sharing it with *Followers* and *Favorite*); *Hashtags* (that explains the main variability of Factor 2, sharing

Data reported in bold are the most relevant in the context

### Table 3  Principal component loadings

| Metrics        | PC1          | PC2          | PC3          | PC4          | PC5          |
|----------------|--------------|--------------|--------------|--------------|--------------|
| Retweet count  | −0.1623      | 0.4346       | 0.1635       | −0.0026      | −0.1009      |
| Favorites count | −0.6294      | 0.3908       | 0.1922       | −0.1128      | −0.1880      |
| Followers count | −0.7599      | 0.2736       | 0.0522       | −0.0983      | −0.0857      |
| Followees count | −0.1336      | −0.0907      | 0.4627       | −0.2494      | 0.1182       |
| Listed count   | −0.8431      | −0.1549      | −0.0498      | 0.1500       | 0.1871       |
| Statuses count | −0.4256      | −0.5016      | −0.3781      | 0.2795       | 0.2410       |
| Hashtags count | −0.1585      | −0.5661      | 0.4377       | −0.0517      | 0.0309       |
| Mentions count | 0.0394       | 0.2194       | 0.0786       | −0.1607      | 0.7697       |
| URLs count     | −0.1288      | −0.5483      | 0.2539       | −0.3388      | −0.3248      |
| Publication time | 0.0076      | −0.0728      | 0.3639       | −0.5186      | 0.3707       |
| Days count     | −0.0370      | 0.0070       | −0.5072      | −0.6604      | −0.1691      |

Data reported in bold are the most relevant in the context.

![Fig. 7  PCA factor map with factor 1 and factor 2](image)
Fig. 8 PCA factor map with factor 2 and factor 3

Fig. 9 PCA factor map with factor 3 and factor 4
it with URLs Count, Statuses Count and Retweets Count; Days Count (that explains the main variability of Factor 4, sharing it with Publication Time).

5 Predicting the probability to be retweeted and the degree of retweeting of a tweet

In this section, before to present the analyses performed, a presentation of the considered classifications methods is provided. Then, the different analyses are reported. As a first phase, as reported in Section 5.2, a binary classification has been performed to create a model to identify tweets that have a probability to be retweeted, and thus the most relevant features that may determine the model. As a second phase, Section 5.3 presents the model for predicting the degree of retweeting of tweet. Also in this case, the most relevant features for the prediction have been identified.

5.1 Analysis of the considered classification methods

Classification Trees are machine-learning methods for constructing prediction models from data, and they have been widely used for the data exploration, description and prediction purposes. Trees have many properties, including their ability to handle various types of response such as numeric, categorical, censored, multivariate, and dissimilarity matrices; trees are invariant to monotonic transformations of the predictors; complex interactions are modeled in a simple way; besides, missing values in the predictors are managed with minimal loss of
information. Thanks to these properties, the use of classification and regression trees (i.e., a recursive partitioning method that is free from distributional assumptions), has potential advantages to construct predictive models.

In this section, a short recall of the methods considered and compared for creating a suitable predicting model to estimate the degree of retweeting for single and/or groups of tweets is reported.

Recursive partitioning procedure models (RPART) are defined by recursively partitioning the data space, and defining a simple local prediction model for each resulting partition. This can be represented graphically as a decision tree, with one leaf per partition [6]. The model can be written in the following form (1):

$$f(x) = \mathbb{E}[y|x] = \sum_{m=1}^{M} w_m \mathbb{I}(x \in R_m) = \sum_{m=1}^{M} w_m \phi(x; v_m)$$

where $R_m$ is the $m$-th partition, $w_m$ is the response in this partition, and $v_m$ encodes the choice of variable to split on, together with the threshold value, on the path from the root to the $m$-th leaf. The best feature and the best value for that feature have been chosen by the split function (2):

$$\left(f^*, t^*\right) = \arg \min_{j \in \{1, \ldots, D\}} \min_{t \in T_j} \text{cost}\left(\{x_i, y_i : x_{ij} \leq t\}\right) + \text{cost}\left(\{x_i, y_i : x_{ij} > t\}\right).$$

In the classification setting, a multinoulli model has to be fitted to the data in the leaf satisfying the test $X_j < t$ by estimating the class-conditional probabilities $\hat{\pi}_c = \frac{1}{|D|} \sum_{i \in D} I(y_i = c)$, where $D$ is the data in the leaf. Given the class-conditional probabilities, we have used the Gini index [23] to evaluate the partition: $\sum_c \hat{\pi}_c (1 - \hat{\pi}_c) = \sum_c \hat{\pi}_c - \sum_c \hat{\pi}_c^2 = 1 - \sum_c \hat{\pi}_c^2$.

This index is the expected error rate $\hat{\pi}_c$ is the probability that a random entry in the leaf belongs to class $c$, and $1 - \hat{\pi}_c$ is the probability that it would be misclassified. To prevent overfitting, we have stopped the growth of the tree performing a pruning. This is performed by using a scheme that prunes the branches giving the least increase in the error [6]. A problem introduced by using recursive partitioning procedure is the fact that trees are unstable. One way to reduce the variance of an estimate is to average together many estimates using the bagging (bootstrap aggregating) technique.

In the Random Forests approach [8] each tree is constructed using a different bootstrap sample from the original data. For each tree of the collection, a random subset of predictors is chosen to determine each split. In this way, the correlations between predictions of the individual trees are reduced. In other words, Random Forests try to decorrelate (each tree has the same expectation) the base learners by learning trees based on a randomly chosen subset of input variables, as well as a randomly chosen subset of data cases. In general, Random Forests procedure is better than bagging.

Stochastic Gradient Boosting [21] is another way to reduce the variance. The algorithm for Boosting Trees evolved from the application of boosting methods. Boosting method (Freund and Schapire [20]) fits many large or small trees to reweighted versions of the training data, and performs classifications by weighted majority vote. In Stochastic Gradient Boosting, many small classification (or regression) trees are built sequentially from “pseudo”-residuals (the gradient of the loss function of the previous tree). At each iteration, a tree is built from a random sub-sample of the dataset (selected without replacement) producing an incremental
An improvement in the model. An advantage of Stochastic Gradient Boosting is that it is not necessary to pre-select or transform predictor variables. It is also resistant to outliers. In general, boosting procedure outperform the Random Forests.

In the multinomial approach, trees are formulated as statistical models, alike generalized linear and additive models [16]. In this approach, splits are based on an explicit statistical model, the deviance of which defines the dissimilarity measure. For classification trees the use of a multinomial model is equivalent to the information index, with the deviance defined by the multinomial log-likelihood.

### 5.2 The probability to be retweeted

By following the line of Suh et al. [55] and Naveed et al. [41], we have transformed the variable *Retweet Count* into a binary variable (0: no retweets, 1: one or more retweets). Suh et al., fitted a Generalized Linear Model (GLM) to 10 K dataset, and used the results in a logistic equation to predict the probability of a retweet. Naveed et al., trained a prediction model to forecast the likelihood, for a given tweet, of being retweeted based on its contents. From the parameters learned by the model, they deduced which are the influential content features that contribute to the likelihood of a tweet to be retweeted. Our aim is to evaluate the relevant metrics associated to the action of retweeting in a predictive perspective: we used a learning approach to predict the probability for a tweet to be retweeted. The binary classification model provides us a general picture of the most important features (Table 1) related to retweeting. Given the finding that some features have strong relationship associated with the degree of retweeting, we have fitted the predictive models, presented in Section 5, on 500 K dataset.

In order to verify and validate the learned model parameters, we measure the accuracy of retweet prediction. Therefore, we split the set of tweets into a training and a test set. We have used about 80% of data for the training set, and 20% for the validation set. According to the results reported in Table 4, Random Forests is the best model in terms of accuracy (91.5%) and $F_1$ score (90.61%). *Mentions Count* is the most relevant metric associated to retweeting in Random Forests, Recursive Partitioning and Gradient Boosting, while *Favorites Count* is the second one in all three models. In Multinomial (Logistic) Model, *Favorites Count* is the most important metric, followed by *Mentions Count*.

### 5.3 Predicting the degree of retweeting of a tweet

For the analysis of collected tweets, we conducted a 10-fold cross-validation evaluation on the complete 100 Million dataset and the features reported in Table 1. After the assessment of the above-mentioned approaches (as shown in the following), we have considered a CART model with Recursive Partitioning procedure (RPART model) as the best learning algorithm. In the

| Classification methods       | Accuracy | Precision | Recall  | $F_1$ score |
|-----------------------------|----------|-----------|---------|-------------|
| Recursive partitioning      | 0.9071   | 0.9926    | 0.8157  | 0.8955      |
| Random forests              | **0.9150** | 0.9826    | 0.8407  | **0.9061**  |
| Gradient boosting           | 0.9061   | 0.9936    | 0.8127  | 0.8941      |
| Multinomial/Logistic model  | 0.9021   | 0.8115    | 0.9853  | 0.8899      |
next section, a comparison of the above-mentioned methods is provided. In the considered predictive models the response variable *Retweet Count* has been transformed in a categorical variable, namely *Retweet Class*, having classes: “0”, “1–100”, “101–1000”, “1001–10,000”, and “Over 10,000”, with the evident meaning of classifying the *degree of retweeting*, in 0 retweets, from 1 to 100 retweets, etc. Please note that the chosen classes are different from those of Fig. 5. Actually, classes “1–10” and “11–100”, as depicted in Fig. 5, have been merged into a single size class “1–100”. In addition, we have created two new classes “1001–10,000” and “Over 10,000”, with the aim of understanding the *degree of retweeting* especially when the retweet count is high. As it will be described in the following, compacting classes “1–10” and “11–100” allowed us to obtain a higher accuracy (a better prediction model).

Note that, the training set has been extracted as the 80% of 100 million data and the validation of the predictive capability has been performed on a test set of 20% of the total observations.

According to the RPART approach, the CART models use a two-stage procedure. The resulting model can be represented as a binary tree. It should be noted that the resulting quality of most of the machine learning techniques is highly dependent on the calibration parameters. In our model, no optional classification parameters are specified, the Gini rule has been used for the splitting [49], according to which the prior probability is proportional to the observed data frequencies and the 0/1 losses are used. We used a cross-validation to choose the best value for the complexity parameter (CP). The 1-SE rule has been used to find the lowest cross-validation error as the sum between the smallest cross-validation error and the corresponding standard error. The results of RPART model statistics by class and the overall statistics are reported in Tables 5 and 6, respectively. The resulting accuracy of the predictive model is 68.15% and the precision is 85.64%, obtaining a satisfactory model for predicting the *degree of retweeting*. The kappa coefficient suggests that the level of agreement between the raters is discrete (see Table 6). The balanced accuracy (see Table 5) is very high for the first two classes, while it tends to decrease with the increasing degree of the retweeting classes. The accuracy decrease is probably due to a lack of numerosity in the higher classes of retweet (Class: “1001–10,000”, Class: “Over 10,000”) (see Fig. 5). Moreover, very high numbers of retweets are sporadic to be obtained, depending on many other factors, and less interesting for advertising and day by day activity of Twitter users. In fact, only the 6% over 100 Million of tweets obtain more than 1000 tweets. Typically, advertising campaigns are grounded on a large number of former tweets that collected less than 1000 retweets each. The classification performed also allows identifying when a tweet has low or null probability to be retweeted.

| Assessment drivers | Degree of retweeting classes |
|--------------------|-------------------------------|
|                    | 0               | 1–100 | 101–1000 | 1001–10,000 | Over 10,000 |
| Sensitivity        | 0.7737          | 0.8105 | 0.3142   | 0.0208      | 0.0136      |
| Specificity        | 0.9132          | 0.6964 | 0.9199   | 0.9996      | 1.0000      |
| Positive predictive value | 0.8564    | 0.6256 | 0.3752   | 0.7345      | 0.8488      |
| Negative predictive value | 0.8579   | 0.8382 | 0.8975   | 0.9485      | 0.9915      |
| Prevalence         | 0.4007          | 0.4053 | 0.1328   | 0.0526      | 0.0086      |
| Detection rate     | 0.3100          | 0.3285 | 0.0417   | 0.0011      | 0.0001      |
| Detection prevalence | 0.3620    | 0.5251 | 0.1112   | 0.0015      | 0.0001      |
| Balanced accuracy  | **0.8435**      | **0.7399** | **0.6170** | **0.5102** | **0.5068** |
Figure 11 reports the features in order of importance in the prediction. The histogram suggests that the variable *Mentions Count* is the most correlated with the *degree of retweeting*. Furthermore, it has demonstrated to be the metric that better explains the volume of retweets. On the other hand, by eliminating the covariate *Mentions Count* from the model, the overall accuracy decreases to 0.5378, the precision to 0.5243, the recall equals to 0.6610 and Kappa index 0.2395. Table 7 reports the confusion matrix among the classes considered for the classification. From the table, it is possible to understand how well the first two classes have been identified.

### 6 Comparison among different approaches

The choice of the RPART model has been justified by the fact that the accuracy obtained was higher than other ensemble learning techniques as Random Forests, Stochastic Gradient Boosting and Penalized Multinomial Regression. The comparisons have been performed by using the datasets of 100 K and 500 K tweets, due to the computational costs of some of the compared algorithms. Moreover, the recursive partitioning procedure is also the result of a compromise between goodness in terms of accuracy, simplicity in terms of interpretation (each tree derives from a series of logical rules [47]) and the ability to take into account of millions of data within a reasonable timeframe.

Furthermore, RPART models can easily handle mixed discrete and continuous inputs, they are insensitive to monotone transformations of the inputs (because the split points are based on ranking the data points), they perform automatic variable selection, and they are relatively

| Assessment parameters                  | Values          |
|----------------------------------------|-----------------|
| Accuracy                               | 0.6815          |
| Accuracy 95% confidential interval (min, max) | (0.6813, 0.6817) |
| Recall                                 | 0.7737          |
| Precision                              | 0.8564          |
| Kappa                                  | 0.4922          |
robust to outliers [40]. However, RPART model trees can produce models with high variance in the estimators. Two ways to reduce the variance of predictions could be adopted, for instance by using a bagging approach [7] or a boosting technique [48]: models like Random Forests often provide very good predictive accuracy. Actually, such an approach [8] aims at decorrelating the base learners by learning trees on the basis of a randomly chosen subset of input variables. Typically, the running time of classical Random Forests technique is not viable for millions of observations. On the other hand, applying it on a 100 K tweet dataset does not provided relevant improvements in term of accuracy with respect to the recursive partitioning procedure.

The $F_1$ score has been used to measure the models performance, and four approaches have been followed to build the model. Table 8 presents the results of the classification model with Recursive Partitioning procedure (RPART), the Random Forests techniques, the Stochastic Gradient Boosting model and the Multinomial Regression model on 100 K observations dataset. Also in these cases, we have used about 80% of data for the training set, and 20% for the validation set. In the fourth column, the $F_1$ score is reported. This is a measure to evaluate the robustness of a model for making predictions, as a compromise between precision and recall:

$$F_1\text{score} = 2 \times (\text{Precision} \times \text{Recall})/(\text{Precision} + \text{Recall})$$

(3)

$$\text{Precision} = \frac{\#\text{tweets classified into class } i}{\#\text{tweets classified as class } i}, \quad \text{Recall} = \frac{\#\text{tweets classified into class } i}{\#\text{tweets belonging to the class } i}$$

(4)

According to results reported in Table 8, the differences among the first three methods in terms of $F_1$ score (3) are minimal. Moreover, we should remark that the Mentions Count is the most relevant metric in all the models. Then, the second more relevant metrics in the models are Favorites Count for Recursive Partitioning, Hashtag Count for Multinomial Model, Followers Count for Random Forests, and Favorites Count for Gradient Boosting (see Table 8).

### Table 7: Confusion matrix of the RPART procedure

| Degree of retweeting classes | Reference degree of retweeting classes |
|-----------------------------|--------------------------------------|
|                             | 0          | 1–100      | 101–1000   | 1001–10,000 | Over10000 |
| 0                           | 31.0009    | 4.7219     | 0.3055     | 0.1487      | 0.0232     |
| 1–100                       | 7.3885     | 32.8530    | 8.7785     | 2.9702      | 0.5240     |
| 101–1000                    | 1.6765     | 2.9545     | 4.1732     | 2.0247      | 0.2941     |
| 1001–10,000                 | 0.0005     | 0.0055     | 0.0258     | 0.1092      | 0.0077     |
| Over10000                   | 0.0000     | 0.0000     | 0.0000     | 0.0021      | 0.0117     |

### Table 8: Models comparison on 100 K observations. The recursive partitioning resulted as the better ranked in terms of accuracy

| Classification methods      | Accuracy | Precision | Recall  | $F_1$score |
|-----------------------------|----------|-----------|---------|------------|
| Recursive partitioning      | 0.6827   | 0.8436    | 0.7806  | 0.8108     |
| Random forests              | 0.6812   | 0.8509    | 0.7761  | 0.8117     |
| Gradient boosting           | 0.6764   | 0.8547    | 0.7715  | 0.8110     |
| Multinomial model           | 0.6480   | 0.8423    | 0.7275  | 0.7807     |
Fig. 12). Please note that the only first two metrics are the same in the RPART model on 500 K and RPART model on 100 M.

On the other hand, Table 9 shows the comparison among the models working on a 500 K dataset in terms of processing time for training. The higher value of overall accuracy among the models, as well as the constraint of working with millions of observations (which, consequently, conveys fast execution times as a requirement), have led us to choose the recursive partitioning technique as the better ranked (see Table 9). The experiments have been performed for the evaluation of the predictive models on a computational node with 98 GB Ram and 4 octa core CPUs (32 total cores, at 2.5 Ghz), using R which exploited only one core at time. Despite the lack of parallelization, the Recursive Partitioning approach resulted to be the most suitable to work on large datasets, as 100 M or more.

7 Conclusions and future perspectives

The work presented in this paper started with the aim of better understanding the correlation of features associated to tweets with respect to the action of retweeting. Most of the proposed papers in the literature proposed analysis without deriving models for predicting the degree of retweeting, in others they limited to identify the probability to be rewetted or not. The proposed analysis identified additional relevant metrics with respect to those proposed in the literature, namely, Publication Time and Listed Count. This approach resulted in obtaining a more effective principal component analysis and coverage of the phenomena. Therefore, on the basis of such an analysis, in this paper we proposed a method to predict the degree of retweeting through a classification trees model with recursive partitioning procedure applied on a dataset of 100 Million of tweets. We have shown that the choice of the RPART model is justified by the fact that the accuracy is better with respect to Random Forests, Stochastic

| Classification methods       | Accuracy | Precision | Recall   | F1score | Processing time in sec. |
|------------------------------|----------|-----------|----------|---------|-------------------------|
| Recursive partitioning       | 0.6807   | 0.8512    | 0.7767   | 0.8122  | 180                     |
| Random forests               | 0.6884   | 0.8601    | 0.7866   | 0.8217  | 198,968                 |
| Gradient boosting            | 0.6796   | 0.8534    | 0.7731   | 0.8113  | 64,448                  |
| Multinomial model            | 0.6411   | 0.8367    | 0.7245   | 0.7765  | 31,576                  |
Gradient Boosting and Penalized Multinomial techniques, compared on a viable sample of 100 K observations. The Recursive Partitioning procedure is the result of a compromise between goodness in terms of accuracy, simplicity in terms of interpretation and the ability to take into account millions of observations within a reasonable timeframe. By analyzing the results obtained with the Recursive Partitioning procedure, Mentions Count is the most correlated metric with the degree of retweeting, and the accuracy of the predictive model is about 68%.

The model produced can be used for assessing the degree of retweeting of each single tweet produced by some author or those prepared for advertising and/or for information campaign. Potential applications fields are many, including marketing and advertising, early monitoring, emergency response and, more generally, promoting and diffusing information; and the related raking and pricing of the actions performed in advertising. The work has been developed in the context of smart city projects in which the capacity of communicating information is fundamental for diffusing information about changes in the city, and/or directives for alerts of civil protection, as weather forecast, and in general for early warning, and thus for communicating. In fact, when a tweet is structurally more likely to be retweeted is more effective in propagating information.

As a perspective for future research, the analysis for predicting the degree of retweeting could be focused at a deeper and more specific level, for instance considering narrower domains (e.g., selecting tweets on the basis of their topics or subjects in terms of hashtags, as well as considering specific Twitter Vigilance channels) such as politics, healthcare, weather, healthcare, city services, emergency, etc. This could be made in order to understand if it is possible to identify more specific metrics and models, with respect to the ones analyzed in the present work, which could lead to higher values of prediction accuracy.
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