Selection of the Optimal Actions for Crashing Processes Duration to Increase the Robustness of Construction Schedules
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Abstract: Both the construction clients and the contractors want their projects delivered on time. Construction schedules, usually tight from the beginning, tend to expire as the progress of works is disturbed by materializing risks. As consequence, the project’s original milestones are delayed. To protect the due date and, at the same time, avoid changes to the logic of work, the manager needs to the project progress and, if delays occur, speed up processes not yet completed. The authors investigate the problem of selecting the optimal set of actions of responding to schedule delays. They put forward a simulation-based method of selecting schedule compression measures (speeding up processes) and determining the best moment to take such actions. The idea is explained using a simple case. The results confirm that it is possible to find an easily implementable schedule crashing mode to answer schedule disturbances. The proposed method enables minimizing the cost of schedule crashing actions and the cost of delays as well as increasing the robustness of the schedule by reducing differences between the actual and the as-planned process starts. It is intended as a decision support tool to help construction managers prepare better reactive schedules. The lowest costs are achieved if the acceleration measures are implemented with some time lag to the occurrence of delays.
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1. Introduction

1.1. Motivation

Risk and uncertainty are inherent in construction projects [1,2]. Construction is claimed to be more vulnerable to them than other types of economic activity [3]. The effects of a large number of project participants, long production cycles, and variable locations of work units add to the impacts of external environmental factors. The more technically complex a project is and the longer it takes, the greater the impact of risk, while the greater the probability of risk occurrence makes the scale of impact more difficult to assess [4].

In practice, the actual construction time is rarely in line with the initial schedules. This is due to the effects of random conditions. The recent literature presents two directions of non-deterministic construction scheduling: one based on stochastic methods, the other employing the fuzzy set theory. The latter treats the process duration not as a random variable, but as an imprecise (fuzzy) number [5]. However, both of them assume that an experienced planner can predict an approximate scenario of the occurrence of disturbing factors and their approximate effects.

Risk is understood as the possibility of an undesirable result (a loss). It is often determined on based on an estimated probability of the event occurring within a period of analysis [6]. Risk
analysis is a process of assessing (estimating) the value of factors influencing the effects of a decision. Risk assessment is the process of determining the risk profile, allowing for the variability of the risk factors’ impact. The risk profile is explicitly described by a probability density or distribution function of time, cost, or other parameters describing the loss. Apart from risk analysis and assessment, the risk management process includes the design and implementation of risk response measures. These affect the impact or likelihood of adverse events and are aimed at reducing or maintaining the risk at an acceptable level.

Network methods are commonly used in the construction industry to schedule non-repeatable projects that include non-cyclical, non-rhythmic, and heterogeneous processes. The methods that treat process durations as random variables (like PERT (Program Evaluation and Review Technique), CYCLONE, Petri network) most often focus on estimating the probability of meeting a particular deadline or calculating the project duration at a given confidence level, rather than on creating expedient risk-aware schedules.

The scheduling process should focus on the reliability of the project due date, as exceeding it puts all parties of the contract in an uncomfortable situation: the client loses opportunities for operating the facility, while the contractor pays contractual penalties and loses reputation.

The project due date is not the only essential element of the plan: delays with milestones and even particular processes can become costly and propagate disturbance into the project’s meticulously designed organization system of subcontractors and suppliers, all of them trying to synchronize multiple duties in many projects. Thus, moving a subcontractor’s task to a later date may even be out of the question (it may result in breaking the contract), or at least lead to downtime and extra costs. Reliable process deadlines are also vital for managing the contractor’s in-house resources, planning material supplies, and plant maintenance.

The scheduling methods themselves may hinder defining reliable dates—because of the way their models simplify reality. For instance, PERT and some other classic scheduling techniques assume that processes start immediately after the end of their predecessors, ignoring other process starting policies observed in practice. This way, it is not possible to model a constraint that a process cannot start earlier than on a predetermined date.

Imperfect scheduling techniques produce schedules that easily expire, and their target dates cannot be met. This naturally leads to the researchers’ and practitioners’ undertaking to develop proactive methods to create disturbance-proof schedules. However, there is a demand for reactive methods to support updating schedules to answer disruptions. They are expected to prompt the most economical measures to prevent the propagation of schedule delays.

1.2. Literature Review

The volatility of construction conditions results in the variability of construction process execution time and even in uncertainties of the scope of work. To allow for the non-deterministic character of projects and their environment, the schedulers frequently treat process durations as random variables. Beta [7], logarithmic-normal [8], Weibull [9], trapezoidal [10], or triangular [11] distributions are thus used. The triangular distribution is argued to be the most intuitive to interpret [12–14]. Nevertheless, randomizing the durations of processes opens up the possibility to use simulation techniques to analyze the possible development of projects.

The literature presents numerous simulation models of construction projects [15–17]. The model of Lu and AbouRitzk [18] combined the discrete event simulation with a simplified way of defining the critical path in the network. Shi [19] used activity based construction simulation modeling that uses only one graphic symbol to represent a process. Lee et al. [20] developed a stochastic simulation system (AS4), based on the CPM (Critical Path Method). Sadeghi et al. [21] presented an original method of planning projects in random conditions DESPEL (discrete event simulation with probabilistic event list); they accounted for resource availability constraints. Lee [22] developed the stochastic project scheduling simulation (SPSS) to estimate the probability of meeting the due dates and the
criticality of processes. Aziz [23] constructed his repetitive-projects evaluation and review technique (RPERT) that combines PERT with the line of balance. Jaskowski and Biruk [24] used simulations to assess the process criticality according to the processes’ impact on the project timelines. The model by Leu and Hung [25] enables resource leveling under uncertain activity durations and combines the Monte Carlo simulation method with genetic algorithms. Biruk and Rzepcki [26] compared the performance of several priority rules applied to scheduling a pipeline project; the simulation was to help select a priority rule for resource allocation most suitable from the point of timely project completion in random conditions.

Two distinct approaches to random scheduling are observable in the literature: the “offline” and the “online” [27,28]. The former, also referred to as proactive or predictive [29], consists of constructing a schedule that anticipates all possible future disruptions, with their identification resting upon the incomplete and uncertain information available before the start of the project. The latter is considered a continuous activity, with decisions on the processes’ timing or scope, made and verified as the works progress and for a short planning horizon. The online scheduling uses the concepts of stochastic and reactive scheduling to create the schedule and update it.

The proactive approach consists of designing robust schedules to be immune to the future and uncertain disturbances. It uses robust optimization techniques that focus on keeping the schedule acceptable (i.e., meeting all constraints) for all realizations of the uncertain durations within an uncertainty set. These techniques can be applied even if the probability distribution of the parameters cannot be defined, provided that the ranges of their values are known [30]. However, this approach is considered conservative: it may produce solutions much worse than expected or even infeasible.

One of the ways to increase the schedule robustness is to allocate time buffers to processes using techniques based on contingency or redundancy. Some researchers put forward constructing a schedule in a traditional way (no risks considered), then adding time buffers at the end of all processes, and treating the buffers as an integral part of the expected process duration [31]. In this case, the time buffer does not prevent the propagation of disturbances throughout the schedule. For these reasons, other strategies of buffer allocation are recommended, for instance, placing buffers only before the particularly important processes [29,31,32].

The critical chain concept by Goldratt [33] is one of the first methods of designing disturbance-resilient schedules, where the completion date is protected by time buffers. Goldratt’s critical chain does not allow the planner to define precise completion dates of individual processes—as with PERT, processes are modeled to start immediately on completion of their predecessors.

Buffer sizing and location are still unsolved issues [34,35]. Herroelen and Leus [32] constructed an optimization model to determine the size of time buffers in a schedule with discrete disturbances of a single process. However, as the level of complexity of real-life problems is much greater (many possible disruptions of numerous processes), it seems pointless to look for exact optimal solutions [29]. The heuristics of the adapted float factor, the resource-flow dependent float factor, the virtual activity duration extension, and the starting time criticality [32,34,36] belong to the best-known algorithms for buffer sizing.

Herroelen and Leus [32], as well as Van de Vonder et al. [34,36], maintain that a robust schedule with a fixed due date must minimize the instability cost function. The function is defined as the weighted sum of the expected deviations between the processes’ as-scheduled start dates and the random variables of their durations.

The method of increasing the reliability of predictive schedules and minimizing the instability cost function was proposed by Jaśkowski [37]. An effective way to reduce the instability cost is to look for time-optimal baseline schedules to increase the total float to be distributed among the processes in the form of time buffers. For this purpose, a variety of schedule compressing methods can be applied.

With stochastic scheduling, no baseline schedule is needed. Consecutive activities are added to a previously built partial schedule according to a predefined scheduling policy (e.g., priority rule).
At each decision point, the policy determines which activity is to be incorporated into the schedule concerning all precedence relations and constraints [38].

The framework of simulation-based scheduling is widely used to select the best scheduling policy [39,40]. Wang et al. [41] used this method to compare the efficiency of the 20 most common priority rules of resource allocation. They conducted a full factorial experiment on a sample of 1260 projects combined into 420 project portfolios. Their results provide guidelines for selecting the most suitable priority rule according to both the schedule quality and the measures of robustness.

As for the reactive scheduling approach, it rests upon updating schedules whenever they expire due to disturbance. The scope of such updates is defined based on all available information on the project itself and its environment collected so far [42]. The rescheduling action can be planned at fixed intervals or in reaction to a substantial disturbance [39].

If the actual duration of some activity deviates from the baseline schedule, the common objective of rescheduling is to keep the discrepancies between the baseline and the updated schedule to a minimum. This typically consists of minimizing the weighted sum of the expected absolute deviations between the as-planned and actual activity start dates while maintaining the original objectives and constraints of the schedule.

As in the case of proactive scheduling, the reactive methods also use scheduling policies. For instance, Van de Vonder [43] proposed two new schemes of robust reactive schedule generation based on priority rules.

Pasławski [44] put forward a method to improve the performance of the reactive approach by increasing the flexibility of the initial schedules. He recommended preparing a set of acceptable variants of construction methods and organizational solutions for the processes. This was to facilitate schedule updating as disruptions occur.

The same general idea of selecting from a number of activity modes was used by Deblaere et al. [45]. In the course of the rescheduling process, they allowed changes in the mode of some activities while adhering to resource availability constraints. However, they focused their analysis on two types of schedule disruptions: variations in activity durations and resource disruptions, both of a discrete character and occurring at random moments. They also neglected the randomness of processes not yet completed.

Yang [46] argues that most practitioners are reluctant towards computationally complex schedule optimization procedures; they prefer simple scheduling rules. Therefore, this paper puts forward a simple method of selecting actions, reducing the duration of processes not yet completed and determining the moment of their implementation to reduce delays in starting processes or project stages. The proposed method of responding to schedule disruptions does not use any advanced optimization algorithms but helps to reduce the cost of increasing the robustness of the schedule.

2. Materials and Methods

2.1. Simulation Technique for Construction Project Planning

Simulation models have been used to describe, plan, and study complex construction projects for several decades. Simulation is a technique of solving problems that consists of tracking changes in the dynamic model of a system over time [47,48]. Simulation methods are used to analyze models too complex to be approached with analytical methods. Their main advantages are the lack of limitations on the model’s structure and level of complexity, and the possibility to capture stochastic processes.

Simulation experiments on project network models with non-deterministic process durations help planners assess the impact of process duration variability on the project performance [49]. The probability distributions of process start times estimated in the course of simulation experiments may serve as the basis for contractual deadlines, such as subcontractors’ commencement with work or the project finish, at a predefined level of confidence.
The first stage of a simulation experiment is the preparation of the model to study the impact of the system input parameters on the outputs. In the course of modeling the construction project, its scope is broken down into elements, work packages, processes, or even detailed construction operations—depending on the desired level of detail. Then, these components are combined into a network by introducing technological and organizational relationships. The next stage, collection and analysis of input, consists of determining the quantity of the work, the related workloads, and estimating the distribution type and parameters of process durations.

The next step is programming. The model can be coded using a general-purpose programming language (e.g., C++ or Python) or one of the dedicated simulation languages. The latter contains in-built mechanisms of system time-lapse and simulation control, random number generators, and procedures for collecting and presenting results. Moreover, they facilitate rapid modifications of the model, the input, and the constraints. The popular languages for discrete simulation are GPSS and Simscripti Simula. A set of convenient tools to analyze network models is offered by visual interactive simulation (VIS) systems that facilitates the modeling process. VIS packages (e.g., AnyLogic or Witness) enable the user with no programming skills to build a model, conduct simulation tests and analyze the results. As the model is being programmed, and on completion of this process, verification is needed to confirm its correctness. This consists of checking its operation. Then, the model should be validated, which consists of assessing how exactly the model describes the real system [47]. Due to the one-time nature of construction projects, model validation is a difficult task. Most often, it consists of comparing the results generated by the model with results of other models, either analytical or other, verified, simulation models. The stage of planning experiments is to determine the values of input parameters. During the experiments, the observed values of the examined quantities are collected to determine—at the stage of analyzing the results—the confidence intervals for their means and standard errors. When designing simulation experiments, the aim is to minimize the length of the confidence intervals, which guarantees good quality of the results.

2.2. Modeling Process Duration with Risk

The credibility of the project model depends on the correctness of the input, in this case, the types and parameters of probability distributions of the process durations. The labor productivity benchmarks developed for the whole industry are estimated with the assumption of “average conditions”. They do not account for unique conditions of a particular organization, project, location, actual composition and qualification of work gangs, and inevitable fluctuations of their performance, or weather. Most “standard labor productivity rates” are published as single values, with no hint on the scale of variability observed during data collection. Therefore, their use in the simulations is limited.

In practice, the types and parameters of process durations are assumed based on historical data or expert opinions. Due to the unique nature of construction projects, historical data are of limited use. Collecting productivity data in the course of a project and recording them together with data on particular conditions is time-consuming and expensive. The results become unreliable when the technical and organizational conditions change, and the use of statistical forecasting methods is risky, especially when the values of the forecasted parameters exceed the range of available data. The quality of experts’ estimates depends on their individual experience and subject to bias. Experts from the client’s side tend to be over-optimistic, while the contractor prefers to be “on the safe side” and schedule processes to take longer. To balance opinions, group decision-making methods are applied [50].

The experience prompts that the probability density function of construction processes duration is right-skewed. According to Johnson [11], the triangular distribution—described using simple analytical dependencies understandable to practitioners—provides an adequate approximation of the beta distribution used in the PERT, and the results of the risk assessment do not differ significantly. Many authors (e.g., Johnson [11], Kotz and van Dorp [13]) recommend defining the parameters of triangular distribution based on the mode and quantiles \( t_{b,p} \) and \( t_{b,r} \) of order \( p \) and \( r \) (typically \( p = 0.10, \)
The method by Jaśkowski [24] may be used to determine the parameters of the triangular distribution of construction processes duration under various conditions.

### 2.3. Proposed Method to Improve Construction Schedule Robustness

The proposed method is intended to be applied in the course of the project to prompt reactions to schedule disturbances. It assumes that there exists a baseline schedule that defines the project completion date and the dates of key subcontracted processes. It assumes that a failure to meet these dates results in penalties. Their amounts are defined in the contract between the client and the general contractor and the contracts between the general contractor and the subcontractors. To mitigate delays and minimize penalties once delays occur, it is necessary to speed up processes not yet completed. The method helps select the most economical ways to do it.

The method encompasses the following steps:

1. Constructing the project’s network model (breaking down the scope into processes, allocating resources (crews/subcontractors), defining relationships between processes, defining process durations).
2. Creating the baseline schedule and specifying processes whose start dates must be protected against delays, then determining the unit costs of delaying their start.
3. Designing variants of actions to reduce process durations and determining their costs.
4. Simulation studies of the project implementation model for various time reduction policies.
5. Finding the optimal time reduction modes.

The project network is represented by a directed acyclic unigraph \( G = \langle V, E \rangle \) of a single start and a single end node. \( V = \{0, 1, \ldots, n\} \) is the set of construction processes (schedule tasks). \( E \subset V \times V \) is a two-argument relation describing the sequence of processes. A function \( T : V \rightarrow R^+ \) assigns durations \( t_i \) to processes \( i \in V \); the durations are random values of predefined distribution types and parameters. The estimated costs of processes are expressed as \( c_i \). The project’s predefined due date sets the time for completion to \( T_{\text{max}} \).

The baseline schedule is built using the expected values of process durations to meet the predefined due date. Alternatively, the baseline schedule may be based on process durations corresponding to a particular quantile of the duration distribution.

To improve the schedule’s robustness against disruption, it is advisable to distribute the free float as time buffers located before the processes whose start dates need to be protected (such as subcontracted processes with start dates contractually fixed or processes that involve an expensive hired plant). The set of processes that need to be protected is \( V_d \).

It is assumed that the processes from the set of \( V_d \) can start no earlier than on the date set for them in the baseline schedule; the literature refers to this scheduling policy as the railway policy. The unit cost of delaying the process that belongs to \( V_d \) is \( c_i^d \) and represents contractual penalties or other costs attributable to such delay.

The baseline schedule’s start dates of any process of the project is marked as \( s_i \). In the course of the project, the processes are going to start as their predecessors are actually completed. In the case of processes \( i \in V_d \), they are not allowed to start earlier than on the date set for them in the baseline schedule. Due to the stochastic nature of process duration, their starts can be delayed. Thus, the actual start of a process \( s'_i \) may come later than the as-scheduled start (\( s'_i > s_i \)).

As the delays are detected, the manager needs to decide on actions that prevent the propagation of disruptions on the processes to follow. These actions aim at reducing the execution time of delayed processes that are not yet started and consist in adding resources (reinforcing crews, using a more efficient plant), change of construction methods, working overtime, incentivizing the crews to work harder, etc. Inevitably, they result in an extra cost. The viable options of ways to compress the time of any process \( i \in V \) (also their combinations) form a set \( W_i \). The options differ in the resulting process time and cost. Let us assume that the option-related process duration \( t_{ij} \) is a random variable
of known distribution type and parameters, and the option-related process cost \( c_{ij} \) is deterministic. Therefore, the expected value of the duration of process \( i \), if decided to be delivered using option \( j \in W_{ij} \), is \( \Delta_{ij} = t_i - t_{ij} \), where \( t_i \) is the expected value of the random variable \( t_{ij} \). Let us put the options in the ascending order according to the values of \( \Delta_{ij} \) and number them accordingly \(( j = 1, 2, \ldots )\).

Selecting actions of reacting to the process start delays consists of determining the best option and the best time of its deployment. The latter is defined by a lag, marked as \( \lambda \), between the baseline start of the process and the moment when acceleration measures begin.

It is assumed that the first option of the time compressing actions (i.e., the option that offers the highest acceleration) is selected if \( s'_i - s_i \geq \lambda \). If \( s'_i - s_i \geq \Delta_{i,j+1} + \lambda \), then the next option is to be selected.

To facilitate operative management, the lag \( \lambda \) is constant and equal for all processes. Its value is subject to optimization: \( \lambda \) is defined in a way that minimizes the sum of the cost of process start delays, \( C_d \), and the cost of the duration compression measures, \( C_w \):

\[
\min C(\lambda) : C(\lambda) = C_d + C_w = \sum_{i \in V_d} c_i^d \cdot E(s_i - s_i^j) + \sum_{i \in V} \sum_{j \in W_i} (c_{ij} - c_i^d) \cdot E(x_{ij}(\lambda)),
\]

where \( s_i \) is the random variable representing the start of process \( i \in V_d \), and \( x_{ij}(\lambda) \) is an auxiliary random variable; it equals 1 if option \( j \) is decided for the delivery of process \( i \), and 0 otherwise; the value depends on the value of \( \lambda \). The expected values of \( s_i \) and \( x_{ij}(\lambda) \) are estimated based on simulation experiments for different \( \lambda \).

3. Results

The application of the method is presented in an example. It is based on the schedule of a project to build a single block of flats (reinforced concrete frame filled with masonry, monolithic floor slabs—a structure typical for Polish housing). The network model (Figure 1) presents relationships between processes entrusted to specialized crews/subcontractors. The project scope is broken down into 14 processes plus two dummy nodes: project start and project finish.

![Figure 1. Project network (example).](image)

The process durations are defined as random values of triangular distribution, and their costs are deterministic. The values of costs were derived from a real-life cost plan, and the parameters of random variables of process durations were the construction superintendent’s estimates gathered during an interview. Table 1 lists the values of process parameters.

The predefined time for completion is \( T_{\text{max}} = 200 \) days. Figure 2 presents the baseline schedule. Processes marked black are the processes whose start days must be protected against disruption (so the processes that belong to the set \( V_d \)). The unit costs of their delays are set to 1% of their total value—for each day of delay (they can be understood as penalties agreed with the subcontractors hired to deliver them). These processes are to be started according to the railway policy. The unit cost of delaying the whole project is also 1% of the total project cost (the sum of costs shown in Table 1), so 270,045 EUR/day (delay penalty of the main contract).
Table 1. List of processes and their parameters.

| i  | Process Name        | Minimal Duration (Days) | Maximal Duration (Days) | Mode (Days) | Expected Value (Days) | Cost (EUR) |
|----|---------------------|-------------------------|-------------------------|-------------|-----------------------|------------|
| 1  | Earthworks          | 5                       | 13                      | 6           | 8                     | 200,000    |
| 2  | Frame               | 33                      | 48                      | 39          | 40                    | 24,000,000 |
| 3  | Roof (structure)    | 19                      | 32                      | 24          | 25                    | 140,000    |
| 4  | Roof (cladding)     | 20                      | 37                      | 33          | 30                    | 175,000    |
| 5  | Facade              | 42                      | 62                      | 49          | 51                    | 165,000    |
| 6  | External works      | 39                      | 49                      | 44          | 44                    | 125,000    |
| 7  | Partitions          | 19                      | 32                      | 24          | 25                    | 340,000    |
| 8  | Systems             | 20                      | 26                      | 32          | 26                    | 600,000    |
| 9  | Plastering          | 14                      | 27                      | 22          | 21                    | 170,000    |
| 10 | Screeds             | 21                      | 35                      | 28          | 28                    | 320,000    |
| 11 | Decoration          | 21                      | 31                      | 26          | 26                    | 230,000    |
| 12 | Floors              | 16                      | 26                      | 18          | 20                    | 80,000     |
| 13 | Joinery             | 26                      | 33                      | 28          | 29                    | 500,000    |
| 14 | Tests on completion | 1                       | 1                       | 1           | 1                     | 0          |

Figure 2. Baseline schedule (example).

It was assumed that the project starts at moment zero (no delay). The “Earthworks” are to be carried out using the baseline methods (no time reduction measures—no options available). The same holds for the “Tests on completion”.

As for the remaining processes, each is assigned two options of time-reducing measures; their parameters are presented in separate tables (Tables 2 and 3) for clarity. The options with longer expected values of process durations are grouped in Table 2. Following the convention of numbering options in ascending order according to the scale of duration reduction (described in the previous chapter), this table presents the set of options with index \( j = 1 \). Table 3 groups options that compress durations more strongly, thus \( j = 2 \). Please note that stronger compression was assumed to be more costly (last column in Tables 2 and 3).
Table 2. Parameters of the first group of options of process duration compression measures.

| i  | Process Name     | Minimal Duration (Days) | Maximal Duration (Days) | Mode (Days) | Expected Value (Days) | Cost (EUR) |
|----|------------------|--------------------------|-------------------------|-------------|------------------------|------------|
| 2  | Frame            | 32                       | 44                      | 35          | 37                     | 25,000,000 |
| 3  | Roof (structure) | 17                       | 27                      | 22          | 22                     | 150,000    |
| 4  | Roof (cladding)  | 21                       | 36                      | 27          | 28                     | 185,000    |
| 5  | Facade           | 39                       | 57                      | 48          | 48                     | 195,000    |
| 6  | External works   | 36                       | 43                      | 38          | 39                     | 160,000    |
| 7  | Partitions       | 16                       | 29                      | 21          | 22                     | 355,000    |
| 8  | Systems          | 20                       | 24                      | 28          | 24                     | 720,000    |
| 9  | Plastering       | 12                       | 25                      | 20          | 19                     | 180,000    |
| 10 | Screeds          | 21                       | 33                      | 24          | 26                     | 340,000    |
| 11 | Decoration       | 19                       | 29                      | 24          | 24                     | 250,000    |
| 12 | Floors           | 14                       | 24                      | 16          | 18                     | 95,000     |
| 13 | Joinery          | 24                       | 31                      | 26          | 27                     | 620,000    |

Table 3. Parameters of the second group of options of process duration compression measures.

| i  | Process Name     | Minimal Duration (Days) | Maximal Duration (Days) | Mode (Days) | Expected Value (Days) | Cost (EUR) |
|----|------------------|--------------------------|-------------------------|-------------|------------------------|------------|
| 2  | Frame            | 30                       | 39                      | 33          | 34                     | 26,500,000 |
| 3  | Roof (structure) | 16                       | 21                      | 20          | 19                     | 165,000    |
| 4  | Roof (cladding)  | 16                       | 30                      | 20          | 22                     | 200,000    |
| 5  | Facade           | 36                       | 51                      | 39          | 42                     | 220,000    |
| 6  | External works   | 31                       | 40                      | 37          | 36                     | 180,000    |
| 7  | Partitions       | 15                       | 25                      | 20          | 20                     | 380,000    |
| 8  | Systems          | 15                       | 22                      | 26          | 21                     | 900,000    |
| 9  | Plastering       | 10                       | 23                      | 15          | 16                     | 200,000    |
| 10 | Screeds          | 17                       | 28                      | 21          | 22                     | 355,000    |
| 11 | Decoration       | 17                       | 25                      | 21          | 21                     | 285,000    |
| 12 | Floors           | 12                       | 20                      | 16          | 16                     | 100,000    |
| 13 | Joinery          | 20                       | 29                      | 23          | 24                     | 705,000    |

The simulation model was coded using GPSS language, and the simulations were conducted in GPSS Word Minuteman Software. The experiment was repeated with different lags (λ) for introducing the time compression measures. Each experiment involved 10,000 simulation runs.

Table 4 lists the expected values of delayed start dates of processes, juxtaposing three cases. Case I allows no time-reduction measures—all processes are delivered using methods assumed for the baseline. Case II offers a choice between the baseline methods and options coming only from the first group (Table 2). Case III makes it possible to choose from the baseline option and both options of time-reducing measures.

Table 4. Expected values of delayed start dates of processes.

| Case | λ  | E(s5−73) | E(s5−104) | E(s6−155) | E(s7−50) | E(s8−77) | E(s13−124) | E(s15−200) |
|------|----|----------|-----------|-----------|----------|----------|------------|------------|
| I    | 0  | 2.0170   | 2.4767    | 3.5912    | 0.8064   | 0.8705   | 4.1804     | 6.8009     |
|      | 1  | 0.5744   | 1.1926    | 1.7892    | 0.3075   | 0.567    | 1.6492     | 1.5647     |
|      | 2  | 1.0812   | 1.4799    | 2.1809    | 0.5515   | 0.6938   | 2.2433     | 2.3916     |
|      | 3  | 1.3551   | 1.6813    | 2.4390    | 0.6728   | 0.7593   | 2.6359     | 2.9381     |
|      | 4  | 1.5962   | 1.8885    | 2.7090    | 0.7656   | 0.8186   | 3.0373     | 3.5479     |
|      | 6  | 1.8647   | 2.1944    | 3.1113    | 0.8064   | 0.866    | 3.6283     | 4.6561     |
|      | 8  | 1.9758   | 2.3692    | 3.3577    | 0.8064   | 0.8705   | 3.9299     | 5.5422     |
|      | 10 | 2.0126   | 2.4507    | 3.4987    | 0.8064   | 0.8705   | 4.0787     | 6.1302     |
|      | 12 | 2.0170   | 2.4695    | 3.5582    | 0.8064   | 0.8705   | 4.1432     | 6.4640     |
|      | 14 | 2.0170   | 2.4752    | 3.5813    | 0.8064   | 0.8705   | 4.1678     | 6.6369     |
Table 4. Cont.

| Case | $\lambda$ | $E(s_4 - 73)$ | $E(s_5 - 104)$ | $E(s_6 - 155)$ | $E(s_7 - 50)$ | $E(s_8 - 77)$ | $E(s_{13} - 124)$ | $E(s_{15} - 200)$ |
|------|-----------|---------------|----------------|---------------|---------------|---------------|---------------|---------------|
| III 0| 0.3996    | 1.0807        | 1.5231         | 0.2531        | 0.5611        | 0.7877        | 1.0931        |
| 1    | 0.6393    | 1.1681        | 1.7651         | 0.4023        | 0.6183        | 0.8155        | 1.1684        | 1.4434        |
| 2    | 0.9419    | 1.3128        | 2.0323         | 0.5515        | 0.6934        | 0.7593        | 2.181         | 2.5129        |
| 3    | 1.2521    | 1.5042        | 2.3074         | 0.6728        | 0.7593        | 0.8155        | 2.6871        | 3.1614        |
| 4    | 1.5239    | 1.7265        | 2.5748         | 0.8064        | 0.8705        | 0.8705        | 3.4279        | 4.3833        |
| 6    | 1.8480    | 2.0809        | 3.0018         | 0.8064        | 0.8705        | 0.8705        | 3.8276        | 5.3736        |
| 8    | 1.9747    | 2.3255        | 3.3029         | 0.8064        | 0.8705        | 0.8705        | 4.1266        | 6.4243        |
| 10   | 2.0126    | 2.4296        | 3.4705         | 0.8064        | 0.8705        | 0.8705        | 4.3833        | 6.4243        |
| 12   | 2.0170    | 2.4752        | 3.5789         | 0.8064        | 0.8705        | 0.8705        | 4.1635        | 6.6190        |

Figures 3 and 4 show the relationships between the value of the lag ($\lambda$) for introducing duration compression measures and the expected value of the total cost of delays ($C_d$) and time reduction measures ($C_w$) for cases II and III, respectively.

![Figure 3. Relationship between the value of the lag ($\lambda$) for introducing duration compression measures and the expected value of the total cost of delays ($C_d$) and time reduction measures ($C_w$) for case II.](image)

![Figure 4. Relationship between the value of the lag ($\lambda$) for introducing duration compression measures and the expected value of the total cost of delays ($C_d$) and time reduction measures ($C_w$) for case III.](image)
Figure 5 shows how the optimal lag ($\lambda$) and the total cost $C(\lambda)$ (penalties plus cost of schedule compression measures) depend on the penalty rate. Please note that the penalty per unit of time is calculated as a percentage (i.e., penalty rate defined in the contract) of the value assigned to a process.

![Diagram showing the effect of penalty rate on the optimal lag and total cost.](image)

**Figure 5.** Effect of penalty rate on the optimal lag ($\lambda$) and the total cost of delays and duration compression measures for case III.

4. Discussion

The results of the simulation experiment made it possible to determine the optimal value of lag $\lambda$ between the occurrence of a delay and the moment of implementing the duration compression measures.

For both cases analyzed in the example, this lag was the same (two days). Let us consider process four (roof cladding): its baseline start was scheduled for day 73 ($s_4 = 73$). The expected value of its duration is $t_4 = 30$ (baseline), and, if accelerated by switching to the first option, $t_4^1 = 28$. Therefore, $\Delta_{41} = 2$. If all predecessors of process four are completed by day 70 (earlier than scheduled in the baseline), so $s_4' = 70$, the process must start on day 73 anyway—because of the railway policy that rules this process. As $\Delta_{41} + \lambda = 4$, if the actual start of process four happened between day 75 and 77: $75 \leq s_4'' \leq 77$, this process should be conducted according to the first option of duration compressing measures. If process four was observed to start later than on day 77 ($s_4'' > 77$), switching to the second option of duration compressing measures was advised.

Oddly enough, a lower total cost $C(\lambda)$ was obtainable by introducing more expensive duration reduction measures from the second group of options: $C(\lambda) = 828,882.84$ EUR in case III, whereas $C(\lambda) = 946,833.96$ EUR in case II. However, this fact is attributable to the possibilities of stronger compression offered in case III—stronger compression means a reduction in delay penalties ($C_p$). The expected values of duration compression measures ($C_{w}$) proved similar: (case II—276,897 EUR, case III—282,029 EUR).

The results of the sensitivity analysis of the optimal lag to changes in penalty rate (Figure 5) indicate that the lower the penalty rates, the less stable the optimal solutions. Thus, even a small change in the contract regarding the penalty rate, may call for repeating the optimization procedure. A smaller penalty rate gives the construction manager more time to implement the schedule compression measures.

The results can be compared with the effects of actions taken intuitively by construction managers. In practice, to avoid contractual penalties, these actions are undertaken each time a delay occurs, and implemented immediately. Such actions are consistent with the proposed approach with $\lambda = 0$. The total cost corresponding to such a rule is 1,056,214.98 EUR for case II and 1,045,415.87 EUR for case III. Therefore, the application of the proposed method enables a reduction in the cost and financial penalties on average by 109,381.02 EUR (case II) and 216,533.03 EUR (case III).
5. Conclusions

The performance of construction projects depends largely on the efficiency of the operative management and decisions taken in the course of the project. The proposed method was intended to support decisions at the stage of designing the implementation of construction projects. It helps assess the chances of meeting the project due date and considers the effects of corrective measures (working overtime, hiring additional resources, etc.) in terms of both cost and time.

The proposed approach is innovative: the existing methods of reactive scheduling respond to schedule disturbances by relocating resources and rescheduling the processes that have not started yet—in a way that minimizes the weighted sum of the differences between the updated and the baseline process starts [43]. The authors found only one study [45] that, in addition to the above, considers the problem of selecting the process acceleration measures.

The authors assume that, due to risk, the process durations can be modeled as random values. In contrast to other approaches, the aim is not to build an optimized schedule after each disturbance. Instead, an optimal decision rule to pick the schedule acceleration measures is desirable. It is therefore not necessary to carry out an optimization procedure every time a disruption occurs. The quality of the decision rule is evaluated in the course of the simulations: its outcomes are assessed based on the distribution of results obtained in many simulation runs. Therefore, as the assumptions are different, the results obtained using the proposed method are not directly comparable with the results generated employing the methods proposed in the literature.

The proposed method is intuitive. It does not involve complex optimization calculus which the site engineers might be not familiar with. The simulation model needs to be developed only once, and the simulation tests are repeated only when the parameters of the model are changed—the lag time. They can be performed using practically any simulation package available on the market. The data for the model are obtained based on expert opinions, as in PERT, which is widely established in the construction industry.

Construction activity is considered particularly exposed to risk and uncertainty. Nevertheless, assumptions of full knowledge of work organization parameters and on the influence of disturbing factors are frequently made by construction schedulers. The reason may be the availability of software that supports only deterministic planning, or a natural human preference for exact numbers that define project dates. However, deterministic schedules tend to expire. The approach of subsequent updates in reaction to changes (incremental design strategy) is usually less efficient than the strategy of searching for an optimal solution in given conditions (proactive approach), yet it is commonly used in practice. Therefore, the direction of further research is to develop pro-active scheduling methods that account for the possibility to switch from one mode of operation to some other, selected out of a set of options differing in duration, cost, and even resources.
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