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Abstract
This is the first of two papers devoted to the proof of conformal invariance of the critical double random current model on the square lattice. More precisely, we show the convergence of loop ensembles obtained by taking the cluster boundaries in the sum of two independent currents with free and wired boundary conditions. The strategy is first to prove convergence of the associated height function to the continuum Gaussian free field, and then to characterize the scaling limit of the loop ensembles as certain local sets of this Gaussian Free Field. In this paper, we identify uniquely the possible subsequential limits of the loop ensembles. Combined with [21], this completes the proof of conformal invariance.

1 Introduction
1.1 Motivation and overview
The rigorous understanding of Conformal Field Theory (CFT) and Conformally Invariant random objects via the developments of the Schramm-Loewner Evolution (SLE) and its relations to the Gaussian Free Field (GFF) has progressed greatly in the last twenty-five years. It is fair to say that once a discrete lattice model is proved to be conformally invariant in the scaling limit, most of what mathematical physicists are interested in can be exactly computed using the powerful tools in the continuum.

A large class of discrete lattice models are conjectured to have interfaces that converge in the scaling limit to SLEκ type curves for κ ∈ (0, 8]. Unfortunately, such convergence results are only proved for a handful of models, including the loop-erased random walk [53] and the uniform spanning tree [38] (corresponding to κ = 2 and 8), the Ising model [14] and its FK representation [61] (corresponding to κ = 3 and 16/3), Bernoulli site percolation on the triangular lattice [60] (corresponding to κ = 6). Known proofs involve a combination of exact integrability enabling the computation of certain discrete observables, and of discrete
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complex analysis to imply the convergence in the scaling limit to holomorphic/harmonic functions satisfying certain boundary value problems that are naturally conformally covariant.

To upgrade the result from conformal covariance of these “witness” observables to the convergence of interfaces in the system, one needs an additional ingredient. In some cases, when properties of the discrete models are sufficiently nice (typically tightness of the family of interfaces, mixing type properties, etc), a clever martingale argument introduced by Oded Schramm enables to prove convergence of interfaces to SLEs and CLEs. This last step involves the spatial Markov properties of the discrete model in a crucial fashion. We refer to the proofs of conformal invariance of interfaces in Bernoulli site percolation, the Ising model, the FK Ising model, or the harmonic explorer for examples. Unfortunately, the discrete properties of the model are sometimes not sufficiently nice to implement this martingale argument and there are still many remaining examples for which the scaling limit of the interfaces cannot be easily deduced from the conformal invariance of certain observables – most notably for the case of the double dimer model, for which an important breakthrough was performed by Kenyon in \cite{35}, followed by a series of impressive papers \cite{7,17}.

In this paper we prove convergence of the nested inner and outer boundaries of clusters in the critical double random current model with free boundary conditions, as well as in its dual model with wired boundary conditions, to level loops of a GFF. In particular, the outer boundaries of clusters in the critical double random current model with free boundary conditions converge to CLE$_4$. The random current model has proved to be a very powerful tool to understand the Ising model. Its applications range from correlation inequalities \cite{27}, exponential decay in the off-critical regime \cite{22,25}, classification of Gibbs states \cite{50}, continuity of the phase transition \cite{3}, etc. Even in two dimensions, where a number of other tools are available, new developments have been made possible via the use of this representation \cite{4,20,43}. In particular, as mentioned at the end of this Section 1.2, the scaling limit of the double random current gives access to the scaling limit of spin correlations in the Ising model. For a more exhaustive account of random currents, we refer the reader to \cite{19}.

Convergence to SLE$_4$ type curves were previously proved for the harmonic explorer \cite{57}, contour lines of the discrete GFF \cite{54}, and cluster boundaries of a random walk loop-soup with the critical intensity \cite{9,42}. Nevertheless, all these models are discrete approximations of objects defined in the continuum which are already known to be SLE$_4$ type curves. In this respect, the double random current model is the first discrete lattice model not having any a priori connection to SLE$_4$ whose interfaces are proved to converge to SLE$_4$ type curves.

As mentioned above, our proof does not follow the martingale strategy. Instead, it relies on a coupling between the double random current and a naturally associated height function, and can be decomposed into three main steps (see the next sections for more details):

(i) Proving the joint tightness of the family of interfaces in the double random current model and the height function, as well as certain properties of the joint coupling.

(ii) Proving convergence of the height function to the GFF.

(iii) In the continuum, identifying the scaling limit of the interfaces using properties of the GFF and its local sets.

Each of the three previous steps involves quite different branches of probability. The first one extensively uses percolation-type arguments for dependent percolation models. The
second one concerns a height function studied already by Dubédat \cite{Dub16}, and Boutilier and de Tilière \cite{Bot08}. However, unlike in \cite{Bot08, Dub16}, it harvests a link between a percolation model (the double random current) and dimers. Moreover, it uses techniques introduced by Kenyon to prove convergence of the dimer height function, but with a new twist as the proof relies heavily on fermionic observables introduced by Chelkak and Smirnov to prove conformal invariance of the Ising model, as well as a delicate result on the double random current model (see below) helping identifying the boundary conditions. Finally, the last step relies on properties of the local sets of the GFF introduced by Schramm and Sheffield \cite{SchS11}, and in particular on the two-valued local sets introduced by Aru, Sepúlveda and Werner \cite{AruS18}. This step crucially uses the spatial Markov properties of the interfaces and the associated height function deduced from step (ii), but also establishes a certain spatial Markov property of the outer boundaries of the clusters in the continuum limit (which turn out to be CLE$_4$ of the limiting GFF) which is unknown in the discrete.

Part (i) of the proof is postponed to the second paper \cite{Dub18}. In this paper, we focus on (ii) and (iii).

In the reminder of this introduction, we state the results of the convergence of the interfaces in the double random current models with free and wired boundary conditions (Section \ref{sec_conv_interfaces}) and the convergence of the height function associated with the double random currents (Section \ref{sec_conv_height}). In reality, the double random currents with free and wired boundary conditions can be coupled on the primal and dual graphs and be associated with the same height function, so that these three objects converge jointly. In particular, we have more precise descriptions on their joint limit, but we postpone these further results to Section \ref{sec_results_joint} for simplicity.

**Notation**

Consider a finite graph $G = (V, E)$ with vertex set $V$ and edge set $E$. For a domain $D \subseteq \mathbb{C}$ in the complex plane and $\delta > 0$, introduce the graph $D^\delta$ to be the subgraph of $\delta \mathbb{Z}^2$ induced by the vertices of $\delta \mathbb{Z}^2$ that are inside $D$.

Below, we will speak of convergence of random variables taking values in families of loops contained in $D$, and distributions (generalized functions). While the latter is classical and has a well-defined associated topology, we provide some details on the former. To this end, let $\mathcal{C} = \mathcal{C}(D)$ be the collection of locally finite families $\mathcal{F}$ of non-self-crossing loops contained in $D$ that do not intersect each other. Inspired by \cite{Ahu}, we define a metric on $\mathcal{C}$,

$$d(\mathcal{F}, \mathcal{F}') \leq \varepsilon \iff \exists f : \mathcal{F}_\varepsilon \to \mathcal{F}' \text{ one-to-one s.t. } \forall \gamma \in \mathcal{F}_\varepsilon, d(\gamma, f(\gamma)) \leq \varepsilon,$$

and similarly when exchanging $\mathcal{F}'$ and $\mathcal{F}$.

where, $\mathcal{F}_\varepsilon$ is the collection of loops in $\mathcal{F}$ with a diameter larger than $\varepsilon$, and for two loops $\gamma_1$ and $\gamma_2$, we set

$$d(\gamma_1, \gamma_2) := \inf_{t \in S^1} |\gamma_1(t) - \gamma_2(t)|,$$

with the infimum running over all continuous bijective parametrizations of the loops $\gamma_1$ and $\gamma_2$ by $S^1$. 
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1.2 Convergence of interfaces in double random currents

A current \( n \) on \( G = (V,E) \) is an integer-valued function defined on the undirected edges \( \{v,v'\} \in E \). The current’s set of sources is defined as the set

\[
\partial n := \left\{ v \in V : \sum_{v' \in V : \{v,v'\} \sim v} n_{\{v,v'\}} \text{ is odd} \right\},
\]

(1.1)

where \( v' \sim v \) means that \( \{v,v'\} \in E \).

Let \( \Omega^B \) be the set of currents with the set of sources equal to \( B \). When \( B = \emptyset \), we speak of a sourceless current. For the nearest-neighbor ferromagnetic Ising model on \( G \), we associate to a current \( n \) the weight

\[
w_{G,\beta}(n) := \prod_{\{v,v'\} \in E} \frac{(\beta J_{\{v,v'\}})^{n_{\{v,v'\}}}}{n_{\{v,v'\}}!}.
\]

(1.2)

Again, for now we focus on the critical parameters on the square lattice

\[\beta = \beta_c = \frac{1}{2} \ln(\sqrt{2} + 1),\]

and \( J_{\{v,v'\}} = 1 \) for every \( \{v,v'\} \) which is an edge of \( G \), and 0 otherwise, and drop them from the notation. General models will be considered in Section 2.

We introduce the probability measure on currents with sources \( B \subseteq V \) given by

\[
P_B^G(n) := \frac{w_G(n)}{Z_B^G}, \quad \text{for every } n \in \Omega^B,
\]

(1.3)

where \( Z_B^G \) is the partition function. The random variable \( n \) is called a random current configuration on \( G \) with free boundary conditions and source-set \( B \).

We define \( P_{G,H}^{A,B} \) to be the law of \((n_1,n_2)\), where \( n_1 \) and \( n_2 \) are two independent currents with respective laws \( P_A^G \) and \( P_B^H \). We call a cluster of \( n \) a connected component of the graph with vertex set \( V \) and edge set \( E(n) := \{e \in E : n_e > 0\} \). For a given cluster \( C \), we associate a loop configuration made of the edges \( e^* \) where \( e = \{v,v'\} \) is such that \( v \in C \) and \( v' \notin C \). Note that this loop configuration is made of loops on the dual lattice corresponding to the different connected components of \( \mathbb{Z}^2 \setminus C \). The loop corresponding to the unbounded component is called the outer boundary of the cluster, and the loops corresponding to the boundaries of the bounded ones (sometimes referred to as holes) are called the inner boundaries. We define the (nested) boundaries contour configuration \( \eta(n) \) to be the collection of outer and inner boundaries of the clusters in \( n \).

As before, we fix a simply connected Jordan domain \( D \subseteq \mathbb{C} \) and consider the double random current on \( D^\delta \). To state the following theorem, we will need the notion of two-valued sets \( \mathcal{A}_{-a,b} \) introduced in [6], which is the unique thin local set of the Gaussian free field in \( D \) with boundary values \(-a\) and \( b \). In this work, we use \( \mathcal{L}_{-a,b} \) to denote the collection of outer boundaries (which are SLE\(_4\)-type simple loops and level loops of the Gaussian free field) of the connected components of \( D \setminus \mathcal{A}_{-a,b} \). We refer to Section 4 for more details on two-valued sets and related objects. We define

\[\lambda = \sqrt{\pi/8}.
\]
Figure 1.1: **Left:** We depict the outermost clusters in a double random current with free boundary conditions. The outer boundaries of these clusters are in red (they form a CLE$_4$). The inner boundaries of the clusters are in black. **Right:** We depict the unique outermost cluster in a double random current with wired boundary conditions. The inner boundaries of this cluster are in black. **For both:** In each domain encircled by an inner boundary loop, one has (the scaling limit of) an independent double random current with free boundary conditions. This allows us to iteratively sample the nested interfaces.

**Theorem 1.1** (Convergence of double random current clusters with free boundary conditions). Fix a simply connected Jordan domain $D \subseteq \mathbb{C}$, and let $\eta^\delta$ be the nested boundaries contour configuration of $n_1^\delta + n_2^\delta$ where $(n_1^\delta, n_2^\delta) \sim P_{D^\delta, D^\delta}^{0,0}$. Then as $\delta \to 0$, $\eta^\delta$ converges in distribution to a limit whose law is invariant under all conformal automorphisms of $D$ (see Fig.1.1 Left). More precisely, we have that

- The outer boundaries of the outermost clusters converge to a CLE$_4$ in $D$.
- If the outer boundary of a cluster converges to $\gamma$, then the inner boundaries of this cluster converge to $L_{-2\lambda, (2\sqrt{2}-2)\lambda}$ in the domain encircled by $\gamma$.
- If a loop in the inner boundary of a cluster converges to $\gamma$, then the outer boundaries of the outermost clusters enclosed by $\gamma$ converge to a CLE$_4$ in the domain encircled by $\gamma$.

We will also work with the random current model with wired boundary conditions on $G$ defined simply as the random current model with free boundary conditions on an augmented graph $G^+$ constructed as follows. Let $\partial G$ be the set of vertices of $G$ that lie on the unbounded face of $G$. We define $G^+$ to be the graph with vertex set $V^+ := V \cup \{g\}$ where $g$ is an additional vertex that lies in the unbounded face of $G$, and $E^+ := E \cup \{\{v, g\} : v \in \partial G\}$. Accordingly, we introduce the measures $P_{G^+}^{G^+, H^+}$ and $P_{G^+}^{A,B}$ as before.

For technical reasons that will be discussed later, we focus on simply connected domains $D$ such that $\partial D$ is $C^1$. 
Theorem 1.2 (Convergence of double random current clusters with wired boundary conditions). Fix a simply connected domain $D \subseteq \mathbb{C}$ such that $\partial D$ is $C^1$, and let $\eta^\delta$ be the nested boundaries contour configuration of $n^\delta_1 + n^\delta_2$ where $(n^\delta_1, n^\delta_2) \sim P_{(D^\delta)^+, (D^\delta)^+}$. Then as $\delta \to 0$, $\eta^\delta$ converges in distribution to a limit whose law is invariant under all conformal automorphisms of $D$ (see Fig. 1.1 Right). More precisely, we have that

- The inner boundaries of the unique outermost cluster converge to $L - \sqrt{2} \lambda$, $\sqrt{2} \lambda$ in $D$.
- If the inner boundary of a cluster converges to $\gamma$, then the outer boundaries of the outermost clusters enclosed by $\gamma$ converge to a CLE in the domain encircled by $\gamma$.
- If the outer boundary of a cluster converges to $\gamma$, then the inner boundaries of this cluster converge to $L - \frac{2}{2\sqrt{2} - 2} \lambda$ in the domain encircled by $\gamma$.

Theorems 1.1 and 1.2 have the following applications.

- The Hausdorff dimension of a double random current cluster in the scaling limit (for both free and wired boundary conditions) is $7/4$ (52).
- (Difference in log conformal radii) The difference of log conformal radii between two successive loops that encircle the origin in the scaling limit of double random current interfaces is equal to $T_1 + T_2$, where $T_1$ is the first time that a standard Brownian motion exits $[-\pi, (\sqrt{2} - 1)\pi]$ and $T_2$ is the first time that a standard Brownian motion exits $[-\pi, \pi]$ (see [6, Proposition 20]).
- (Number of clusters) Let $N(\varepsilon)$ be the number of double random current clusters in the unit disk surrounding the origin such that their outer boundaries have a conformal radius w.r.t. the origin at least $\varepsilon$. We will show in Lemma 5.13 that almost surely,
  $$N(\varepsilon)/\log(\varepsilon^{-1}) \xrightarrow{\varepsilon \to 0} \frac{1}{\sqrt{2} \pi^2}.$$  
- (Scaling limit of the magnetization in domains) With a little bit of additional work, one may derive from our results the conformal invariance of the $n$-point spin-spin correlations of the critical Ising model already obtained in [13] as these correlations are expressed in terms of connectivity properties of $n^1_1 + n^1_2$. The additional technicalities would consist in relating the point-to-point connectivity in $n^1_1 + n^1_2$ to the probabilities that the $\varepsilon$-neighborhoods of the points are connected. Such reasonings have been implemented repeatedly when proving conformal invariance, and we omit the details here as it would lengthen the paper even more. We still wished to mention this corollary even though the result is already known as our paper mostly uses the convergence of certain fermionic observables to obtain convergence of the nesting field height function to the GFF. Such fermionic observables convergence has been obtained for the Ashkin–Teller model (which is a combination of two interacting Ising models) in [26] via renormalization arguments using the crucial fact that the observables in question are local observables of the Grassmann representation of the model. Notoriously, the spin-spin correlations are not of this kind, which makes renormalization arguments much more difficult to implement. We believe that the strategy of this paper may be of use to extend the universality results from [26] to non-local Grassmann observables.
Finally, we remark that Theorems 1.1 and 1.2 are simplified versions of more detailed results (see Theorems 5.1 and 5.3) that we will prove in Section 5. We do not include all details in the introduction in order to facilitate the reading, but let us make some comments on the additional properties that we can obtain:

- The proofs of Theorems 1.1 and 1.2 rely on the coupling of the models with a height function that we will present in the next subsection. In fact, the primal and dual double random currents can be coupled together with the same height function (see Theorem 2.1). Consequently, the limiting interfaces of the primal and dual models are also coupled with the same GFF, so that we fully understand the nesting and intersecting behavior of their limiting interfaces.

- Theorems 1.1 and 1.2 state the convergence of the boundaries of double random current clusters. However, apart from the shape of the clusters, we also have an additional information on whether the current is even or odd on each edge. A hole of a double random current cluster is called odd if it is surrounded by odd currents, and otherwise it is called even. In the discrete, given the shape of the clusters, there is additional randomness to determine the parity of the holes. However, in the continuum limit, as we will show in Theorem 5.1, the parity of each hole in a double random current cluster with free b.c. is a deterministic function of the shape of the cluster.

1.3 Convergence of the nesting field of the double random current to the Gaussian free field

As mentioned above, a central piece in our strategy is a new convergence result dealing with the so-called nesting field of the double random current introduced by two of the authors in [20]. Let $G = (V, E)$ be a generic planar graph. Let $n_{\text{odd}}$ be the set of edges that have an odd current in $n$. A nontrivial connected component of the graph $(V, n_{\text{odd}})$ will be called a contour. In particular, each contour $C$ is contained in a unique cluster of $n$, and each cluster $C$ is associated to a contour configuration $C \cap n_{\text{odd}}$. Each contour configuration gives rise to a $\pm 1$ spin configuration on the faces of $G$, where the external unbounded face is assigned spin $+1$, and where the spin changes whenever one crosses an edge of a contour. We call a cluster $C$ odd around a face $u$ if the spin configuration associated with the contour configuration $C \cap n_{\text{odd}}$ assigns spin $-1$ to $u$.

For a current $n$, let $\mathcal{C}(n)$ be the collection of all clusters of $n$, and let $(\epsilon_\mathcal{C})_{\mathcal{C} \in \mathcal{C}(n)}$ be i.i.d. random variables equal to $+1$ or $-1$ with probability $1/2$ indexed by $\mathcal{C}(n)$. These random variables are called the labels of the clusters. The nesting field with free boundary conditions of a current $n$ on $G$ evaluated at a face $u$ of $G$ is defined by

$$h_G(u) := \sum_{\mathcal{C} \in \mathcal{C}(n)} 1\{\mathcal{C} \text{ odd around } u\} \epsilon_\mathcal{C}. \quad (1.4)$$

Analogously, the nesting field with wired boundary conditions of a current $n$ on $G^+$ evaluated at a face $u$ of $G^+$ is defined by

$$h_{G^+}^+(u) := (1/2 - 1\{\mathcal{C}_0 \text{ odd around } u\}) \epsilon_{\mathcal{C}_0} + \sum_{\mathcal{C} \neq \mathcal{C}_0} 1\{\mathcal{C} \text{ odd around } u\} \epsilon_\mathcal{C}, \quad (1.5)$$
where $C_g$ is the cluster containing the external vertex $g$, and where the sum is taken over all remaining clusters of $n$. Here, whether $C_g$ is odd around a face of $G$ or not depends on the embedding of the graph $G^+$. However, one can see that the distribution of $h_{G^+}^+(u)$ is independent of this embedding.

Note that due to the term corresponding to $C_g$, the nesting field with wired boundary conditions takes half-integer values, whereas the one with free boundary conditions is integer-valued. Such definition is justified by the next result, and by the joint coupling of $h_G$ and $h_{G^+}^+$ via a dimer model described in Section 2.2.3. We note that the global shift of $1/2$ between $h_G$ and $h_{G^+}^+$ is the same as in the work of Boutilier and de Tilière [8].

The following is the main result of this part of the argument. We identify the function $h_{D^\delta}$ defined on the faces of $D^\delta$ with a distribution on $D$ in the following sense: extend $h_{D^\delta}$ to all points in $D$ by setting it to be equal to $h_{D^\delta}(u)$ at every point strictly inside the face $u$, and 0 on the complement of the faces in $D$. Then, we view $h_{D^\delta}$ as a distribution (generalized function) by setting

$$h_{D^\delta}(f) := \int_D f(x) h_{D^\delta}(x) dx,$$

where $f$ is a test function, i.e. a smooth compactly supported function on $D$. We proceed analogously with the field $h_{(D^\delta)^*}^+$, and extend it to all points within the faces of $D^\delta$.

The Gaussian free field (GFF) $h_D$ with zero boundary conditions in $D$ is a random distribution such that for every smooth function $f$ with compact support in $D$, we have

$$\mathbb{E} \left[ \left( \int_D f(z) h_D(z) dz \right)^2 \right] = \int_D \int_D f(z_1) f(z_2) G_D(z_1, z_2) dz_1 dz_2,$$

where $G_D$ is the Green’s function on $D$ with zero boundary conditions satisfying $\Delta G_D(x, \cdot) = -\delta_x(\cdot)$, where $\delta_x$ denotes the Dirac mass at $x$. This normalization means e.g. that for the upper half plane $\mathbb{H}$, we have $G_\mathbb{H}(x, y) = \frac{1}{2\pi} \log |(x - \bar{y})/(x - y)|$.

**Theorem 1.3** (Convergence of the nesting field). Let $D \subseteq \mathbb{C}$ be a bounded simply connected Jordan domain and let $D^\delta \subseteq \delta \mathbb{Z}^2$ converge to $D$ as $\delta \to 0$ in the Carathéodory sense. Denote by $h_{D^\delta}$ the nesting field of the critical double random current model on $D^\delta$ with free boundary conditions, and by $h_{(D^\delta)^*}^+$ the nesting field of the critical double random current model on the weak dual graph $(D^\delta)^\dagger$ with wired boundary conditions. Then

$$\lim_{\delta \to 0} h_{D^\delta} = \lim_{\delta \to 0} h_{(D^\delta)^*}^+ = \frac{1}{\sqrt{\pi}} h_D,$$

where $h_D$ is the GFF in $D$ with zero boundary conditions, and where the convergence is in distribution in the space of generalized functions.

Moreover, $h_{D^\delta}$ and $h_{(D^\delta)^*}^+$ can be coupled together as one random height function $H_{D^\delta}$ defined on the faces of a planar graph $C_{D^\delta}$ (whose faces correspond to both the faces of $D^\delta$ and $(D^\delta)^\dagger$; see Fig. 2.1) in such a way that

$$\lim_{\delta \to 0} H_{D^\delta} = \frac{1}{\sqrt{\pi}} h_D.$$
More properties of the coupling of $h_{D\delta}$ and $h^+_{D(\delta^*)}$ are described in Section 2.1.

Our proof is based on the relationship between the nesting field of double random currents on a graph $G$ and the height function of a dimer model on decorated graphs $G^\delta$ and $C^\delta_G$ established in [20]. We will first explicitly identify the inverse Kasteleyn matrix associated with these dimer models with the correlators of real-valued Kadanoff–Ceva fermions in the Ising model [30]. This is valid for arbitrary planar weighted graphs, and can also be derived from the bozonization identities of Dubédat [16]. For completeness of exposition, we choose to present an alternative derivation that uses arguments similar to those of [20]. Compared to [16], rather than using the connection with the six-vertex model, we employ the double random current model. We then express the real-valued observables on general graph in terms of the complex-valued observables of Smirnov [61], Chelkak and Smirnov [14] and Hongler and Smirnov [29]. This is a well-known relation that can be e.g. found in [12]. We also state the relevant scaling limit results for the critical observables on the square lattice obtained in [14,29,61].

All in all, we identify the scaling limit of the inverse Kasteleyn matrix on graphs $C^\delta_G$ as $\delta \to 0$. This is an important ingredient in the computation of the limit of the moments of the height function which is done by modifying an argument of Kenyon [32]. Another crucial and new ingredient is a class of delicate estimates on the critical random current model from [21] that allow us to do two things:

- to identify the boundary conditions of the limiting GFF to be zero boundary conditions;
- to control the behaviour of the increments of the height function between vertices at small distances.

The first item is particularly important as handling boundary conditions directly in the dimer model is notoriously difficult. Here, the identification of the limiting boundary conditions is made possible by the connection with the double random current as well as the main result of [21] stating that large clusters of the double random current with free boundary conditions do not come close to the boundary of the domain (see Theorem 4.10 below). We see this observation and its implication for the nesting field as one of the key innovation of our paper.

We stress the fact that Theorem 1.3 does not follow from the scaling limit results of Kenyon [32,33] as the boundary conditions considered in these papers are related to Temperley’s bijection between dimers and spanning trees [36,37,62], whereas those considered in this paper correspond to the double Ising model [8,16,20]. Moreover we note that the infinite volume version of Theorem 1.3 was obtained by de Tilière [15]. Finally it can also be shown that the hedgehog domains of Russkikh [51] are a special case of our framework, where the boundary of $D^\delta$ makes turns at each discrete step.

**Organization** The paper is organized as follows. In Section 2 we recall the relationship between different discrete models and derive a connection between the inverse Kasteleyn matrix and complex-valued fermionic observables. While some (but not all) of these results are not completely new, they are scattered around the literature and we therefore review them here. In Section 3 we derive Theorem 1.3. Section 4 presents more preliminaries on the continuum objects. Section 5 is devoted to the identification of the scaling limit of double random currents.
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2 Preliminaries on discrete models

2.1 A coupling between the primal and dual double random current

In this section we discuss the joint coupling of the double random current on a primal graph and the double random current on the dual graph together with a height function that restricts to both the nesting field of the primal and the dual random current. The coupling constants for the dual model satisfy the Kramers–Wannier duality relation

\[
\exp(-2\beta^* J^*_e) = \tanh(\beta J_e).
\]

We note that if \( J_e = J_e^* = 1 \) for all \( e \), and \( \beta = \beta_c, \beta^* = \beta_c \) (the critical point is self dual). Properties of this coupling will be used in Section 5 to identify the scaling limit of the boundaries of the double random current clusters. We will provide a proof of this result at the end of Section 2.2.3 using a relation with the dimer model.

Theorem 2.1 (Master coupling). One can couple the following objects:

1. a double random current model \( n \) with free boundary conditions on the primal graph \( G = (V, E) \), together with i.i.d. \( \pm 1 \)-valued spins \( (\tau_C : C \in \mathcal{C}(n)) \) associated to each cluster of \( n \),

2. the dual double random current model \( n^\dagger \) with wired boundary conditions on the weak dual graph \( G^\dagger \) (equivalently with free boundary conditions on the full dual graph \( G^* = (U, E^*) \) and with the dual coupling constants, together with i.i.d. \( \pm 1 \)-valued spins \( (\tau^\dagger_C : C \in \mathcal{C}(n^\dagger)) \) associated with each cluster of \( n^\dagger \),

3. a height function \( H \) defined on \( V \cup U \),

in such a way that the following properties hold:

1. The odd part of \( n \) is equal to the collection of interfaces of \( \tau^\dagger \), and the odd part of \( n^\dagger \) is equal to the collection of interfaces of \( \tau \).

2. For a face \( u \in U \) and a vertex \( v \in V \) incident on \( u \), we have

\[
H(u) - H(v) = \frac{1}{2} \tau^\dagger_u \tau_v.
\]
By property (1), each cluster $C$ of $n$ (resp. a cluster of $n^\dagger$ different from the cluster of the ghost vertex $g$) can be assigned a well-defined dual spin $\tau^\dagger_C$ (resp. $\tau_C$). This is the spin assigned to any face of $G$ (resp. $G^\ast$) incident on $C$ from the outside. For the cluster of $g$ we set this spin to be $+1$.

With this definition, the height function $H$ restricted to the faces of $G$ (resp. $G^\ast$) has the law of the nesting field of $n$ with free boundary conditions (resp. $n^\dagger$ with wired boundary conditions) with labels associated to the clusters as in the definition (1.3) given by

$$\epsilon_C = \tau_C \tau^\dagger_C.$$ 

(2.1)

3. The configurations $n$ and $n^\dagger$ are disjoint in the sense that $n_e > 0$ implies $n^\dagger_e = 0$ and $n^\dagger_e > 0$ implies $n_e = 0$, where $e^\ast$ is the dual edge of $e$.

Recall that in the definition of the nesting field (1.4), the labels are independent given the current, and one can see that indeed the variables $(\epsilon_C)_{C \in C(n)}$ as defined by (2.1) are independent given $n$ as $\tau^\dagger_C$ is a deterministic function of $n$, and $\tau_C$ are independent by definition.

Remark 2.2. We note that the laws of $\tau$ and $\tau^\dagger$ are those of a XOR Ising model and the dual XOR Ising model respectively. However, we will not use this fact in the rest of the article. An extension of this coupling to the Ashkin–Teller model can be found in the works [39, 40] that appeared before but were based on the current article. Here we will provide a different proof that uses the associated dimer model representation.

We stress that the fact that the interfaces of $\tau$ and $\tau^\dagger$ are disjoint in the sense of Property 3 appears already in the works of Dubédat [16], and Boutillier and de Tilière [8]. However, Property 3 is a stronger statement as it concerns the full double random current, and not only its odd part.

### 2.2 Mappings between discrete models

In this section we recall the combinatorial equivalences between double random currents, alternating flows and bipartite dimers established in [20,41]. We will later use them to derive a version of Dubédat’s bosonization identity [16]. An additional black-white symmetry for correlators of monomer insertions is established that is not apparent in [16]. The results here are stated for general Ising models on arbitrary planar graphs $G = (V,E)$ and with arbitrary coupling constants $(J_e)_{e \in E}$. We focus on the free boundary conditions case and the wired boundary conditions can be treated analogously, replacing $G$ with $G^\ast$. We will actually mostly consider wired boundary conditions on the dual graph $G^\ast$ which one can think of as $(G^\dagger)^\ast$, where $G^\dagger$ is the weak dual of $G$ whose vertex set does not contain the unbounded faces of $G$.

We start by describing the relevant decorated graphs: the double random current model on a graph $G$ will be related to the alternating flow model on a directed graph $\vec{G}$, and the dimer model on two bipartite graphs $G^d$ and $C_G$. All these graphs are weighted, and their local structure together with the corresponding edge weights are shown in Fig. 2.1. We now describe their construction in detail.

Given $G$, $\vec{G}$ is obtained by replacing each edge $e$ of $G$ by three parallel directed edges $e_{s1}$, $e_m$, $e_{s2}$ such that the orientation of the side (or outer) edges $e_{s1}$ and $e_{s2}$ is opposite to
Figure 2.1: One can construct the graphs $\vec{G}$, $G^d$ and $C_G$ locally around each vertex of $G$. The weights satisfy $y = \frac{2x}{1-x^2}$, $w = \frac{2x}{1+x^2}$, $z = \frac{1-x^2}{1+x^2}$. Here $x = x_e$ is the high-temperature weight equal to $\tanh(\beta J_e)$. The edges carrying weight 1 in $G^d$ (resp. in $C_G$) are called short (resp. roads), and the remaining edges are called long (resp. streets).

the orientation of the middle edge $e_m$. The orientation of the middle edge can be chosen arbitrarily.

To obtain $G^d$ from $\vec{G}$, we replace each vertex $v$ of $\vec{G}$ by a cycle of vertices of even length which is given by the number of times the orientation of edges in $\vec{G}$ incident on $v$ changes when going around $v$. We colour the new vertices black if the corresponding edges are incoming into $v$ and white otherwise. We then connect the white vertices in a cycle corresponding to $v$ with the appropriate black vertices in a cycle corresponding to $v'$, where $v$ and $v'$ are adjacent in $\vec{G}$. We call long all the edges of $G^d$ that correspond to an edge of $\vec{G}$, and short the remaining edges connecting the vertices in the cycles.

The last graph $C_G$ can be constructed directly from $G$ by replacing each edge of $G$ by a quadrangle of edges, and then connecting two quadrangles by an edge if the corresponding edges of $G$ share a vertex and are incident to the same face (see Fig. 2.1). Following [16], we call streets the edges in the quadrangles and roads those connecting the quadrangles (which represent cities).

We note that the set of faces $U$ (resp. vertices $V$) of $G$ naturally embeds into the set of faces of $\vec{G}$, $G^d$ and $C_G$ (resp. $G^d$ and $C_G$). We therefore think of $U$ and $V$ as subsets of the set of faces of the respective decorated graphs (e.g., when we talk about equality in distribution of the height function on $C_G$ and the nesting field on $G$).

In the remainder of this section we describe the mappings between the different models in the following order: In Section 2.2.1, Alternating flows on $\vec{G}$ are mapped by an application $\theta$ to the image by a map $\vartheta$ of double random currents on $G$. In Section 2.2.2, dimers on $G^d$ are mapped by an application $\pi$ to alternating flows on $\vec{G}$. In Section 2.2.3, dimers on $G^d$ are mapped to dimers on $C_G$. The corresponding statements for wired boundary conditions can be recovered by replacing $G$ with $G^+$.

The first two maps yield relations between configurations of the associated models, and the last map is described as a sequence of local transformations (urban renewals) of the
graphs $C_G$ or $G^d$ that does not change the distribution of the height function on a certain subset of the faces of these two graphs.

We first describe relations on the level of distributions on configurations where no sources or disorders are imposed. Later on (in Section 2.3) we increase the complexity by introducing sources.

### 2.2.1 Double random currents on $G$ and alternating flows on $\vec{G}$

A sourceless alternating flow $F$ is a set of edges of the directed graph $\vec{G}$ satisfying the alternating condition, i.e., for each vertex $v$, the edges in $F$ that are incident to $v$ alternate between being oriented towards and away from $v$ when going around $v$ (see Fig. 2.2). In particular, the same number of edges enters and leaves $v$. We denote the set of sourceless alternating flows on $\vec{G}$ by $\mathcal{F}^\emptyset$, and following [41], we define a probability measure on $\mathcal{F}^\emptyset$ by the formula, for every $F \in \mathcal{F}^\emptyset$,

$$P^\emptyset_{\text{flow}}(F) := \frac{1}{Z^\emptyset_{\text{flow}}} w_{\text{flow}}(F), \quad (2.2)$$

where $Z^\emptyset_{\text{flow}}$ is the partition function of sourceless flows and, if $V(F)$ denotes the set of vertices in the graph $(V, F)$ that have at least one incident edge,

$$w_{\text{flow}}(F) := 2^{|V| - |V(F)|} \prod_{e \in F} x_e, \quad (2.3)$$

with the weights $x_e$ as in Fig. [2.1]. We also define the height function of a flow $F$ to be a function $h = h_F$ defined on the faces of $\vec{G}$ in the following way:

(i) $h(u_0) = 0$ for the unbounded face $u_0$,

(ii) for every other face $u$, choose a path $\gamma$ connecting $u_0$ and $u$, and define $h(u)$ to be total flux of $F$ through $\gamma$, i.e., the number of edges in $F$ crossing $\gamma$ from left to right minus the number of edges crossing $\gamma$ from right to left.

The function $h$ is well defined, i.e., independent of the choice of $\gamma$, since at each $v \in V$, the same number of edges of $F$ enters and leaves $v$ (and so the total flux of $F$ through any closed path of faces is zero).

We are ready to state the correspondence between double random currents and alternating flows. Consider the map $\vartheta$ from $\Omega^B$ to the set $\Omega^B$ of pairs $(E_{\text{odd}}, E_{\text{even}})$ of subsets of $E$ with $E_{\text{odd}}$ of even degree at every vertex in $V \setminus B$, and odd degree at every vertex in $B$, obtained as follows:

$$\vartheta(n) := (n_{\text{odd}}, n_{\text{even}}) \quad \text{where} \quad n_{\text{odd}} \text{ is the set of edges } e \text{ with } n_e \text{ odd}, \quad n_{\text{even}} \text{ is the set of edges with } n_e \text{ even and strictly positive.}$$

In what follows we will often identify a current $n$ with the pair $(n_{\text{odd}}, n_{\text{even}})$ as it carries all the relevant information for our considerations.

Also define a map $\theta : \mathcal{F}^\emptyset \to \Omega^B$ as follows. For every $F \in \mathcal{F}^\emptyset$ and every $e \in E$, consider the number of corresponding directed edges $e_m, e_{s1}, e_{s2}$ that are present in $F$. Let $n_{\text{odd}} \subseteq E$
be the set with one or three such present edges, and \( n_{\text{odd}} \subseteq E \) the set with exactly two such edges, and set 
\[
\theta(F) := (n_{\text{odd}}, n_{\text{even}}).
\]

Denote by \( \theta, \mathcal{P}_\text{flow}^\emptyset \) the pushforward measure on \( \Omega^\emptyset \). The following result was proved in \([20, 41]\).

**Lemma 2.3** \([20]\). We have \( \theta, \mathcal{P}_\text{flow}^\emptyset = \vartheta, \mathcal{P}_\text{dcur}^\emptyset \). Moreover, under this identification the restrictions to \( U \) of the nesting field of double random currents and the height function of the alternating flows have the same distribution.

**Proof.** This is a consequence of the fact that the total weight of all alternating flows corresponding to a cluster in the double random current, and whose outer boundary is oriented clockwise is the same as those oriented counterclockwise (see also the proof of Lemma 2.9). This corresponds to the fact that the nesting field is defined using symmetric coin flip random variables \( \epsilon_C \). Moreover, the sum of these two weights is the same as the weight of the cluster in the double random current model. The details are provided in \([20]\). \( \square \)

### 2.2.2 Alternating flows on \( \vec{G} \) and dimers on \( G^d \)

Consider a weighted graph \( G \). Recall that a *dimer cover* (or *perfect matching*) \( M \) of \( G \) is a subset of edges such that every vertex of the graph is incident to exactly one edge of \( M \). We write \( \mathcal{M}(G) \) for the set of all dimer covers of \( G \). The *dimer model* is a probability measure on \( \mathcal{M}(G) \) which assigns a probability to a dimer cover that is proportional to the product of the edge-weights over the dimer cover.

To each dimer cover \( M \) on a bipartite planar finite graph \( G \) (implicitly colored in black and white in a bipartite fashion, one can associate a 1-form \( f_M \) (i.e. a function defined on directed edges which is antisymmetric under a change of orientation) satisfying \( f_M((v, v')) = -f_M((v', v)) = 1 \) if \( \{v, v'\} \in M \) and \( v \) is white, and \( f_M((v, v')) = 0 \) otherwise. For a 1-form \( f \) and a vertex \( v \), let \( df(v) = \sum_{v' \sim v} f((v, v')) \) be the divergence of \( f \) at \( v \). Note that for a dimer cover \( M \), \( df_M(v) = 1 \) if \( v \) is white, and \( df_M(v) = -1 \) if \( v \) is black. Fixing a reference 1-form \( f_0 \) with the same divergence, we define the *height function* \( h = h_M \) by

1. \( h(u_0) = 0 \) for the unbounded face \( u_0 \),
2. for every other face \( u \), choose a dual path \( \gamma \) connecting \( u_0 \) and \( u \), and define \( h(u) \) to be the total flux of \( f_M - f_0 \) through \( \gamma \), i.e., the sum of values of \( f_M - f_0 \) over the edges crossing \( \gamma \) from left to right.

The height function is well defined, i.e. independent of the choice of \( \gamma \), since \( f_M - f_0 \) is a divergence-free flow, i.e. \( d(f_M - f_0) = 0 \).

We will write \( \mathbf{P}_{G^d} \) for the dimer model measure on \( G^d \) with weights as in Fig. 2.1. We also fix a reference 1-form \( f_0 \) on \( G^d \) given by

- \( f_0((w, b)) = -f_0((b, w)) = 1/2 \) if \( \{w, b\} \) is a short edge and \( w \) is white,
- \( f_0((w, b)) = f_0((b, w)) = 0 \) if \( \{w, b\} \) is a long edge.

We now describe a straightforward map \( \pi \) from the dimer covers on \( G^d \) to alternating flows on \( \vec{G} \) that preserves the law of the height function. We note that one could carry out
Figure 2.2: Left: A configuration $\vartheta(n) = (n_{\text{odd}}, n_{\text{even}})$ on a piece of the hexagonal lattice $G$. The blue edges represent $n_{\text{odd}}$ and the red edges represent $n_{\text{even}}$. The blue and red edges together form one cluster $C$. Middle: Two alternating flow configurations on $G$ mapped to $\vartheta(n)$ under $\theta$. The two clusters have opposite orientations of the outer boundary. Depending on this orientation the height function either increases or decreases by one when going from the outside to the inside of the lower hexagon. This corresponds to two different outcomes for the label $\epsilon_C$ in the definition of the nesting field (1.4). Right: Two dimer configurations on $G^d$ that map to the corresponding alternating flows under $\pi$. Note that the parity of the height function on $G^d$ restricted to the vertices of $C$ and shifted by $1/2$ changes whenever the sign of $\epsilon_C$ changes. This can be seen from the placement of the dimers on the short edges. This property is used in the proof of Theorem 2.1. On the other hand the parity of the height function on the faces of $G$ is independent of $\epsilon_C$.

We also note that both $\pi$ and $\theta$ are many-to-one maps.
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Figure 2.3: Urban renewal and vertex splitting are transformations of weighted graphs preserving the distribution of dimers and the height function outside the modified region. The weights in urban renewal satisfy

\begin{align*}
x'_1 &= \frac{x_3}{x_1 x_3 + x_2 x_4}, \quad x'_2 = \frac{x_4}{x_1 x_3 + x_2 x_4}, \quad x'_3 = \frac{x_1}{x_1 x_3 + x_2 x_4}, \\
x'_4 &= \frac{x_2}{x_1 x_3 + x_2 x_4}.
\end{align*}

the same discussion and make a connection with double random currents directly, without introducing alternating flows. However, we find the language of alternating flows particularly convenient to express some of the crucial steps discussed later on (especially Lemmata 2.9 and 2.10). To this end, to each matching \( M \in \mathcal{M}(G^d) \), associate a flow \( \pi(M) \in \mathcal{F}^\emptyset \) by replacing each long edge in \( M \) by the corresponding directed edge in \( \vec{G} \). One can check that this always produces an alternating flow. Indeed, assuming otherwise, there would be two consecutive edges in \( \mathcal{F}(M) \) of the same orientation, and therefore the path of short edges connecting them in a cycle would be of odd length and therefore could not have a dimer cover, which is a contradiction. Let \( \pi_* \mathcal{P}_G^\emptyset \) be the pushforward measure on \( \mathcal{F}^\emptyset \) under the map \( \pi \).

**Lemma 2.4** (20). We have \( \pi_* \mathcal{P}_G^\emptyset = \mathcal{P}_G^\text{flow} \). Moreover, under this identification, the restriction to \( U \) of the height functions of the dimer model and alternating flows have the same distribution.

**Proof.** This is a consequence of the fact that the reference 1-form vanishes on long edges, and hence its contribution to the increment of the height function across a long edge of \( G^d \) is equal to zero, and the fact that the weights of the edges of \( \vec{G} \) and the long edges of \( G^d \) are the same. Moreover, if a vertex \( v \) has zero flow through it, i.e., \( v \in V \setminus V(F) \), then there are exactly 2 dimer covers of the cycle of short edges of \( G^d \) corresponding to \( v \). Since both of these covers have total edge-weight 1, this accounts for the factor \( 2^{|V| - |V(F)|} \) in (2.3).

### 2.2.3 Dimers on \( G^d \) and on \( C_G \)

We will write \( \mathcal{P}^\emptyset_{C_G} \) for the dimer model measure on \( C_G \) with weights as in Fig. 2.1. The dimer models on \( G^d \) and \( (G^*)^d \) are closely related to the dimer model on \( C_G \) (as was described in [20]) using standard dimer model transformations called the vertex splitting and urban renewal, see Fig. 2.3.
Lemma 2.5. One can transform $G^d$ and $(G^*)^d$ to $C_G$ (and the other way around) using urban renewals and vertex splittings.

Proof. We will describe how to transform $G^d$ to $C_G$. The second part follows since $C_G$ is symmetric with respect to $G$ and $G^*$.

To this end, note that to each edge $e$ in $G$, there corresponds one quadrilateral in $C_G$, and two quadrilaterals in $G^d$. Given $e$, choose for the internal quadrilateral of urban renewal the quadrilateral in $G^d$ with the opposite colors of vertices. Then, split each vertex that the chosen quadrilateral shares with a quadrilateral corresponding to a different edge of $G$. In this way we find ourselves in the situation from the upper left panel in Fig. 2.3. After performing urban renewal and collapsing the doubled edge, we are left with one quadrilateral as desired. One can check that the weights that we obtain match those from Fig. 2.1. We then repeat the procedure for every edge of $G$. The resulting graph is $C_G$.

A choice of quadrilaterals where urban renewals are applied for a rectangular piece of the square lattice is depicted in Fig. 2.4. In this way, the XOR-Ising model on the square lattice is related to a (weighted) dimer model on the square-octagon lattice. In Fig. 2.5, we illustrate the behavior of local dimer configurations under one urban renewal performed in the construction described in the lemma above.

As the reference 1-form for the dimer model on $C_G$ we choose the canonical one given by

$$f_0((w, b)) = -f_0((b, w)) = \mathcal{P}^b_{C_G} (\{w, b\} \in M),$$

(2.4)

where $w$ is a white vertex. Note that this makes the height function centered as all its increments become centered by definition. This is the same 1-form as used in [8] on the infinite square-octagon lattice $C_{Z^2}$. In [34], two crucial properties of $f_0$ were established when $G$ is an infinite isoradial graph and the Ising model on $G$ is critical. In the next lemma we show that both of these properties hold for arbitrary Ising weights on general finite planar graphs.
Lemma 2.6. We have

- $P_{C_G}(e \in M) = 1/2$, if $e$ is a road, i.e., $e$ corresponds to a corner of $G$,

- $P_{C_G}(e \in M) = P_{C_G}(e' \in M)$, if $e$ and $e'$ are two parallel streets corresponding to the same edge of $G$ (or of the dual $G^*$).

In the proof, which is postponed to the end of Section 2.3, we actually compute the probability from the second item in terms of the underlying Ising measure. However, the exact value will not be important for our considerations. We note that the first bullet of the lemma above is the reason why the nesting field with free boundary conditions on $G$ is defined to be integer-valued and the one with wired boundary conditions on $G^*$ to be half-integer valued.

A crucial observation now is that the height function on the faces of $G^d$ corresponding to the faces and vertices of $G$ is not modified by vertex splitting and urban renewal. This follows from basic properties of these transformations, and the fact that the reference 1-form on the short edges of $G^d$ is the same as the one on the roads of $C_G$ (by the first item of the lemma above). Indeed, one can compute the height function on the faces of $G^d$ and $C_G$ corresponding to the faces and vertices of $G$ using only increments across short edges and roads respectively. This means that the resulting height function on these faces of $C_G$ has the same distribution as the one on $G^d$. Since $C_G$ plays the same role with respect to $G^*$ as to $G$, we immediately get the following corollary.
Figure 2.6: The reverse mapping to that in Fig. 2.5. Again, urban renewal is performed on the left-hand side quadrangle of the local configuration on $G^d$. Whenever there is ambiguity, we use additional randomness which is independent for each local configuration and with probabilities as in the figure with $s = \frac{2(1-x^2)}{3+x^4}$. These probabilities are simply obtained from Fig. 2.5 using the definitions of the weights in both dimer models on $C_G$ and $G^d$ and elementary conditional probability computations.

**Corollary 2.7.** The height function on $C_G$ restricted to the faces and vertices of $G$ is distributed as the the height functions on $G^d$ and $(G^*)^d$ restricted to the faces and vertices of $G$. In particular, the height function on $C_G$ restricted to the faces of $G$ has the law of the nesting field of the double random current with free boundary conditions on $G$, and restricted to the vertices of $G$ has the law of the nesting field of the double random current with wired boundary conditions on $G^\uparrow$ (or free boundary conditions on $G^\uparrow$).

This observation is at the heart of the proof of the master coupling for double random currents and the XOR-Ising model from Theorem 2.1. However, one has to be careful since there is loss of information between the dimer model on $G^d$ and the one on $C_G$. Indeed, a dimer configuration on $C_G$ does not contain information on where the even nonzero values of the double random current are. To recover it, one needs to add additional randomness in the form of independent coin flips for each edge of $G$ with a proper success probability.

**Proof of Theorem 2.1.** We will use a procedure reverse to that from the proof of Lemma 2.5. This procedure induces a measure preserving mapping between local configurations on $C_G$ and $G^d$, see Fig. 2.7, where in certain cases additional randomness is used to decide on the exact configuration on $G^d$.

As mentioned, the graph $C_G$ plays a symmetric role with respect to $G$ and $G^*$. Hence, taking the Kramers–Wannier dual parameters $x_e^* = (1 - x_e)/(1 + x_e)$ and rotating the local configuration on $C_G$ by $\pi/2$, one can use the same mapping from Fig. 2.7 to generate local dimer configurations on $(G^*)^d$ that will correspond to dual random current configurations.
Recall that part of our aim is to couple the double random current on $G$ with its dual on $G^*$ so that no edge and its dual are open at the same time. The idea is to first sample a dimer configuration on $C_G$, and then using the rules from Fig. 2.7 choose, possibly introducing additional randomness, the dimer configurations on both $G^d$ and $(G^*)^d$. The desired property of the coupling will follow from the way we use the additional randomness for $G^d$ and $(G^*)^d$.

We now explain this in more detail. In the coupling between double random currents and dimers on $G^d$, an edge in the current is closed (or has value zero) if and only if there is no long edge present in the corresponding local dimer configuration. From Fig. 2.7, we see that the only possibility to have nonzero values of double currents for both a primal edge $e$ and its dual $e^*$ is when the quadrangle in $C_G$ that corresponds to both $e$ and $e^*$ has no dimer in the dimer cover. In that case we have a probability of $2x_e^2/(1 + x_e^2)$ to get a non-zero (and even) value of the primal double current and a probability of $2(x_e^*)^2/(1 + (x_e^*)^2)$ to get a non-zero (and even) value of the dual double current. However, since these choices are independent of the possible choices for other local configurations, and since

$$\frac{2x_e^2}{1 + x_e^2} + \frac{2(x_e^*)^2}{1 + (x_e^*)^2} = 1 - \frac{2x_e(1 - x_e)}{1 + x_e^2} < 1$$

we can couple the results so that the primal and dual currents are never both open (nonzero) at $e$. Together establishes Property 3 from the statement of the theorem.

We now focus on Property 1. Note that the spins $\tau^\dagger$ defined by the interfaces of odd current in $n$ satisfy

$$\tau^\dagger_u = (-1)^{H(u)}$$  (2.5)

for $u \in U$, where $H$ is the height function on $C_G$. By Corollary 2.7 we already know that $H$ restricted to $U$ has the law of the height function on $(G^*)^d$ restricted to $U$. From the relationship between the double random current $n^\dagger$ on $G^*$ and the alternating flow model on $\vec{G}^*$, one can see that the parity of this height function at a face $u$ changes with the change of the orientation of the outer boundary of the cluster of $n^\dagger$ containing $u$ (see Fig. 2.2 for a dual example). Therefore $(-1)^{H(u)}$ is distributed as an independent assignment of a sign to each cluster of $n^\dagger$. This yields Property 1. A dual argument for

$$\tau_v = i(-1)^{H(v)}$$  (2.6)

with $v \in V$, and $i$ the imaginary unit, yields the dual correspondence. Here, the factor $i$ appears due to the fact that the height function takes half-integer values on $V$.

Finally, (2.5) and (2.6) together imply Property 2.

We leave it to the interested reader to check that the resulting coupling of the primal and dual double random current model is the same as the one described in [40] (where no connection with the dimer model is used).

### 2.3 Disorder and source insertions

It will be important for our analysis to introduce the so-called sources in dimers, alternating flows, and double random currents, and to see how they relate to order-disorder variables in the Ising model.
Figure 2.7: The reverse mapping to that in Fig. 2.5. Again, urban renewal is performed on the left-hand side quadrangle of the local configuration on $G^d$. Whenever there is ambiguity, we use additional randomness which is independent for each local configuration and with probabilities as in the figure with $s = \frac{2(1-x^2)}{3+x^4}$. These probabilities are simply obtained from Fig. 2.5 using the definitions of the weights in both dimer models on $C_G$ and $G^d$ and elementary conditional probability computations.

A corner $c = (u,v)$ of a planar graph $G$ is a pair composed of a face $u = u(c)$ (also seen as a vertex of the dual graph) and a vertex $v = v(c)$ bordering $u$. One can visualize corners as segments from the center of the face $u$ to the vertex $v$ (see Fig. 2.8). In this section we discuss correlations of disorder insertions, by which we mean modifications of the state space of the appropriate model that are localized at the corners of $G$, and describe their mutual relationships. In what follows, consider two corners $c_i$ and $c_j$, and a simple dual path $\gamma$ connecting $u(c_i)$ to $u(c_j)$. For a collection of edges $H$ of $G$, $\tilde{G}$, $G^d$ or $C_G$, we define $\text{sgn}_\gamma(H) = -1$ if the number of edges in $H$ crossed by $\gamma$ is odd and $\text{sgn}_\gamma(H) = 1$ otherwise.

In the following subsections we introduce correlation functions of corner insertions in the relevant models and relate them to each other.

### 2.3.1 Kadanoff–Ceva fermions via double random currents

The two-point correlation function of Kadanoff–Ceva fermions is defined by

$$\langle \chi_{c_i} \chi_{c_j} \rangle := \frac{1}{Z_{hT}^0} \sum_{\eta \in \mathcal{E}(v(c_i), v(c_j))} \text{sgn}_\gamma(\eta) \prod_{e \in \eta} x_e,$$

where $Z_{hT}^0 := \sum_{\eta \in \mathcal{E}} \prod_{e \in \eta} x_e$. Here, $\mathcal{E}$ is the collection of sets of edges $\eta \subseteq E$ such that each vertex in the graph $(V, \eta)$ has even degree, and $\mathcal{E}(v(c_i), v(c_j))$ is the collection of sets of edges such that each vertex has even degree except for $v(c_i)$ and $v(c_j)$ that have odd degree.
Figure 2.8: Corner insertions in the relevant models can be realized by considering additional edges connecting a vertex and a neighbouring face.

Note that the sign of this correlator depends (in this notation, implicitly) on the choice of $\gamma$. However, its amplitude depends only on the corners $c_i$ and $c_j$.

The next lemma was proved in [4, Lemma 6.3]. It expresses Kadanoff–Ceva correlators in terms of double currents for which $u(c_i)$ is connected to $u(c_j)$ in the dual configuration. Below, for $(n_{\text{odd}}, n_{\text{even}}) \in \Omega^B$, let

$$w_{\text{dcur}}(n_{\text{odd}}, n_{\text{even}}) := \sum_{n \in \Omega^B : \bar{\varrho}(n) = (n_{\text{odd}}, n_{\text{even}})} w(n).$$

For a current $n$, recall the definition of $n^*$ from Section 4.2 and for two faces $u$ and $u'$, let $u \xrightarrow{n^*} u'$ mean that $u$ is connected to $u'$ in $n^*$, i.e., that $u$ and $u'$ belong to the same connected component of the graph $(U, n^*)$. We stress the fact that the identity below involves the weight $w_{\text{dcur}}$ and not the single current weight $w$.

**Lemma 2.8** (fermions via double currents [4]). We have

$$\langle \chi_{c_i} \chi_{c_j} \rangle = \frac{1}{Z_{\text{dcur}}^\emptyset(n_{\text{odd}}, n_{\text{even}}) \in \Omega^B} \sum_{n \in \Omega^B : \bar{\varrho}(n) = (n_{\text{odd}}, n_{\text{even}})} \text{sgn}_\gamma(n_{\text{odd}}) w_{\text{dcur}}(n_{\text{odd}}, n_{\text{even}}) 1\{u(c_i) \xrightarrow{n^*} u(c_j)\}.$$ 

### 2.3.2 Sink and source insertions in alternating flows

Consider the graph $\tilde{G}$ with two additional directed edges $c_i = (u(c_i), v(c_i))$ and $-c_j = (v(c_j), u(c_j))$, and let $\mathcal{F}_{c_i, -c_j}$ be the set of alternating flows on this graph that contain both $c_i$ and $-c_j$. By an alternating flow here we mean a subset of edges of the extended graph that satisfies the alternating condition at every vertex of $\tilde{G}$. The weights of $c_i$ and $-c_j$ are set to 1. With $\gamma$ defined as above, introduce

$$Z_{\text{flow}}'(c_i, -c_j) := \sum_{F \in \mathcal{F}_{c_i, -c_j}} \text{sgn}_\gamma(F) w_{\text{flow}}(F).$$
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Here, $c_i$ plays the role of the source and $-c_j$ is the sink of the flow $F$.

Recall that $\theta : \mathcal{F}_0^i \to \Omega^0$ is the measure preserving map sending sourceless alternating flows on $\tilde{G}$ to images by $\vartheta$ of sourceless double current configurations on $G$. With a slight abuse of notation, we also write $\theta$ for the analogous map from $\mathcal{F}^{c_i,-c_j}$ to the image by $\vartheta$ of the set $\Omega^{(v(c_i),v(c_j))}$ of currents on $G$ with sources at $v(c_i)$ and $v(c_j)$ (for currents there is no distinction between sources and sinks).

The next lemma is closely related to [41, Theorem 4.1].

**Lemma 2.9** (Symmetry between sinks and sources). We have

$$Z_{\text{flow}}^\gamma(c_i, -c_j) = Z_{\text{flow}}^\gamma(c_j, -c_i).$$

**Proof.** Note that the flow’s weights on $\tilde{G}$ are invariant under the reversal of direction of the flow, i.e., the weights of the three directed edges $e_{s1}, e_m, e_{s2}$ of $\tilde{G}$ corresponding to a single edge $e$ of $G$ satisfy $x_{e_{s1}} + x_{e_{s2}} + x_{e_m} = x_e$ by construction. Hence, for a fixed $(n_{\text{odd}}, n_{\text{even}}) \in \Omega^{(v(c_i), v(c_j))}$, we have

$$\sum_{F \in \mathcal{F}^{c_i,-c_j} : \theta(F) = (n_{\text{odd}}, n_{\text{even}})} w_{\text{flow}}(F) = \sum_{F \in \mathcal{F}^{c_j,-c_i} : \theta(F) = (n_{\text{odd}}, n_{\text{even}})} w_{\text{flow}}(F).$$

We finish the proof by summing both sides of this identity over $(n_{\text{odd}}, n_{\text{even}}) \in \Omega^{(v(c_i), v(c_j))}$, and using the fact that $\text{sgn}_\gamma(F)$ depends only on $\theta(F)$. \qed

The next result is a direct analog of Lemma 2.8 with an additional factor of $1/2$ that corresponds to the fact that the connected component of the flow that connects $c_i$ to $-c_j$ has a fixed orientation.

**Lemma 2.10** (Dual connection in alternating flows). We have

$$\theta(\mathcal{F}^{c_i,-c_j}) = \{(n_{\text{odd}}, n_{\text{even}}) \in \Omega^{(v(c_i), v(c_j))} : u(c_i) \xrightarrow{n^*} u(c_j)\},$$

and moreover

$$Z_{\text{flow}}^\gamma(c_i, -c_j) = \frac{1}{2} \sum_{(n_{\text{odd}}, n_{\text{even}}) \in \Omega^{(v(u), v(c))}} \text{sgn}_\gamma(n_{\text{odd}}, n_{\text{even}}) \cdot w_{\text{dcurr}}(n_{\text{odd}}, n_{\text{even}}) \mathbf{1}\{u(c_i) \xrightarrow{n^*} u(c_j)\}.$$  

**Proof.** We first argue that for each $(n_{\text{odd}}, n_{\text{even}}) = \theta(F)$ with $F \in \mathcal{F}^{c_i,-c_j}$, we have that $u(c_i) \xrightarrow{n^*} u(c_j)$. This follows from topological arguments and the alternating condition for flows. Indeed, assume by contradiction that there is a cycle of edges in $F$ separating $u(c_i)$ from $u(c_j)$, and choose the innermost such cycle surrounding $u(c_j)$. Consider the vertex $v$ of this cycle that is first visited on a path from $c_i$ to $-c_j$. The alternating condition implies that the edges of the cycle on both sides of $v$ should be oriented away from $v$. Following that orientation around the cycle, we must arrive at another vertex $v'$ of the cycle where both incident edges are oriented towards $v'$. That is in contradiction with the alternating condition and the fact that the cycle is minimal. The fact that the image of the map is $\{u(c_i) \xrightarrow{n^*} u(c_j)\}$ follows from the same arguments as in [41, Lemma 5.4].

The second part of the statement follows from the proof of [41, Theorem 4.1] or [20, Theorem 1.7] (the weights of flows in [41] are the same as ours up to a global factor).
multiplicative constant $1/2$ is a consequence of the fact that the orientation of the cluster containing the corners is fixed to one of the two possibilities, and in the double random current measure there is an additional factor of 2 for each cluster (see [41, Theorem 3.2]). □

**Corollary 2.11.** We have

$$\langle \chi_{c_i} \chi_{c_j} \rangle = 2 \frac{Z^\gamma_{flow}(c_i, -c_j)}{Z^\gamma_{flow}} = 2 \frac{Z^\gamma_{flow}(c_j, -c_i)}{Z^\gamma_{flow}}.$$  

Proof. This follows directly from Lemmata 2.8 and 2.10. □

### 2.3.3 Monomer insertions on $G^d$ and $C_G$

We identify the faces and vertices of the graphs $G$ and $\bar{G}$ with the corresponding subsets of the faces of the dimer graphs $G^d$ and $C_G$. We say that a vertex of $G^d$ or $C_G$ is a *corner (vertex)* corresponding to $c = vu$ if it is incident both on the vertex $v$ and the face $u$ of $G$ in this identification.

**Lemma 2.12** (Symmetry between white and black corners). Let $b_i$ and $w_i$ (resp. $b_j$ and $w_j$) be a black and white corner vertex of $G^d$ corresponding to the corner $c_i$ (resp. $c_j$). If there is no such vertex of the chosen colour, we modify $G^d$ by splitting the corner vertex of the opposite colour (using the vertex splitting operation from Figure 2.3). Then

$$Z^\gamma_{G^d}(b_i, w_j) = Z^\gamma_{G^d}(w_i, b_j) = Z^\gamma_{flow}(c_i, c_j).$$

Proof. By the definition of the measure preserving map $F_*$ between dimers and alternating flows, a corner monomer insertion in dimers is a source or sink insertion in alternating flows, which yields

$$Z^\gamma_{flow}(c_i, c_j) = Z^\gamma_{G^d}(b_i, w_j).$$

The statement then follows immediately from Lemma 2.9. □

**Lemma 2.13** (Monomer insertions in $G^d$ and $C_G$). Let $b$ and $w$ be respectively black and white corner vertices of $G^d$, and let $\bar{b}$ and $\bar{w}$ be the corresponding black and white vertices of $C_G$. Then

$$Z^\gamma_{G^d}(b, w) = Z^\gamma_{C_G}(\bar{b}, \bar{w}).$$

Proof. We use urban renewal as in Fig. 2.9 to transform $G^d$ with monomer insertions to $C_G$ with monomer insertions. Note that here we use urban renewal with some of the long edges having negative weight. However, this is not a problem since the opposite edges in a quadrilateral being transformed by urban renewal always have the same sign, which results in a non-zero multiplicative constant for the partition functions. The resulting weights of $C_G$ are negative if and only if the edge crosses $\gamma$. This implies the claim readily. □

We finally combine the previous results to obtain the following identity. We note that it can also be derived using the approach of [16] after taking into account the symmetry of the underlying six-vertex model (that we do not discuss here and that is also not discussed in [16]).
Figure 2.9: Behaviour of corner monomer insertions under urban renewal. Insertion of a monomer is modelled by the addition of edges with weight one into the dimer model: above (resp. below), the insertion of a black (resp. white) monomer at the corner \(c = uv\) with a disorder operator at \(u\). The green edges crossing \(\gamma\) are assigned negative weights. Urban renewal is applied to the yellow quadrilaterals on the left-hand side yielding the yellow quadrilaterals on the right-hand side. Note that the colour of the monomer insertions on the left-hand and right-hand sides agree.

Corollary 2.14. In the setting of Lemma 2.12, we have

\[
\langle \chi_c \chi_{c'} \rangle = \frac{Z_{\gamma \mathcal{C}_G}^\dagger(w_i, b_j)}{Z_{\mathcal{C}_G}} = \frac{Z_{\gamma \mathcal{C}_G}^\dagger(w_j, b_i)}{Z_{\mathcal{C}_G}}.
\]

Proof. This follows from Lemmata 2.13 and 2.12 as well as Corollary 2.11.

The final item of this section is the proof of Lemma 2.4 which explicitly computes the canonical reference 1-form \([2.6]\) on \(\mathcal{C}_G\) in terms of the underlying Ising measures.

Proof of Lemma 2.4. By the corollary above, for a street \(\{w, b\}\) of \(\mathcal{C}_G\) corresponding to an edge \(e = \{v, v'\}\) of \(G\), we have

\[
P_{\mathcal{C}_G}^\emptyset(\{w, b\} \in M) = \frac{2x}{1 + x^2} \frac{Z_{\gamma \mathcal{C}_G}^\dagger(w, b)}{Z_{\mathcal{C}_G}} = \frac{x}{1 + x^2} \langle \chi_c \chi_{c'} \rangle,
\]

where \(x = x_e = \tanh \beta J_e\) is the high-temperature Ising weight, \(\frac{2x}{1 + x^2}\) is the weight of the edge \(\{w, b\}\) in the dimer model on \(\mathcal{C}_G\) as in Fig. 2.1, and where \(c\) and \(c'\) are the two corners of \(G\) corresponding to the two roads of \(\mathcal{C}_G\) that are incident on \(w\) and \(b\) respectively. Indeed, the first identity is a consequence of the fact that in this case the path \(\gamma\) can be chosen empty and therefore the numerator \(Z_{\gamma \mathcal{C}_G}^\dagger(w, b)\) is actually the unsigned partition function of dimer covers of the graph where \(w\) and \(b\) are removed.

We now compute \(\langle \chi_c \chi_{c'} \rangle\) in terms of the Ising two-point function \(\mu_G[\sigma_v \sigma_{v'}]\). To this end, recall that \(\mathcal{E}^\emptyset\) is the collection of sets of edges \(\eta \subseteq E\) such that each vertex in the graph \((V, \eta)\)
has even degree, and \( \mathcal{E}^{\{v,v'\}} \) is the collection of sets of edges such that each vertex has even degree except for \( v \) and \( v' \) that have odd degree. Let

\[
Z_+ := \sum_{\eta \in \mathcal{E}^0} \prod_{e \in \eta} x_e, \quad \text{and} \quad Z_- := \sum_{\eta \in \mathcal{E}^0 \setminus \eta} \prod_{e \notin \eta} x_e,
\]

and \( Z = Z^0 \). By definition (2.7) of Kadanoff–Ceva fermions with \( \gamma \) empty, the high-temperature expansion of spin correlations, and the fact that \( \eta \mapsto \eta \Delta \{e\} \) is a bijection between \( \mathcal{E}^0 \) and \( \mathcal{E}^{\{v,v'\}} \), (2.8) gives

\[
\mathbf{P}^0_{C_G}( \{w, b\} \in M) = \frac{x}{1 + x^2} \frac{1}{Z} (x^{-1} Z_+ + x Z_-) = \frac{x}{1 + x^2} \mu_G[\sigma_v \sigma_{v'}]. 
\]

(2.9)

The same argument applied to the other street \( \{w', b'\} \) corresponding to the same edge \( e \) yields

\[
\mathbf{P}^0_{C_G}( \{w, b\} \in M) = \mathbf{P}^0_{C_G}( \{w', b'\} \in M) \quad \text{as the last displayed expression depends only on } e. 
\]

Moreover by the Kramers–Wannier duality and the same computation for the dual Ising model on the dual graph \( G^* \), we have

\[
\mathbf{P}^0_{C_G}( \{w', b'\} \in M) = \frac{x^*}{1 + (x^*)^2} \frac{1}{\mu_{G^*}[\sigma_u \sigma_{u'}]} = \frac{1 - x^2}{2(1 + x^2)} \mu_{G^*}[\sigma_u \sigma_u],
\]

(2.10)

where \( x^* := (1 - x)/(1 + x) \) is the dual weight, and where \( \{u, u'\} \) is the dual edge of \( \{v, v'\} \). This yields the second bullet of the lemma.

To prove the first bullet of the lemma, we need to relate the dual energy correlators \( \mu_G[\sigma_v \sigma_{v'}] \) and \( \mu_{G^*}[\sigma_u \sigma_u] \) with each other. Interpreting the graphs in \( \mathcal{E}^0 \) as interfaces between spins of different value on the vertices of \( G^* \), and using the low-temperature expansion we get

\[
\mu_{G^*}[\sigma_u \sigma_{u'}] = \frac{Z_- - Z_+}{Z}.
\]

This together with the second equality of (2.9), and the fact that \( Z_+ + Z_- = Z \), yields

\[
2x \mu_G[\sigma_v \sigma_{v'}] + (1 - x^2) \mu_{G^*}[\sigma_u \sigma_u] = 1 + x^2.
\]

Therefore adding (2.9) and (2.10) gives

\[
\mathbf{P}^0_{C_G}( \{w, b\} \in M) + \mathbf{P}^0_{C_G}( \{w, b'\} \in M) = 1/2.
\]

This means that the probability of seeing the road containing \( w \) in the dimer configuration is 1/2. By symmetry this is true for all roads of \( C_G \). This finishes the proof.

\[\square\]

2.4 Kasteleyn theory and complex-valued fermionic observables

In this section, we introduce a Kasteleyn orientation which will be directly related to complex-valued observables introduced by Chelkak and Smirnov [14].
Figure 2.10: A piece of the primal graph $G$ and its dual $G^*$ (black solid and dashed edges respectively) and the corresponding diamond graph (blue edges) used to define the Kasteleyn weighting. Each street $e$ of $C_G$ can be identified with a directed edge of $G$ or $G^*$. Then, the angle $\theta_e$ is the angle in the diamond graph at the origin of this directed edge as depicted in the figure. By definition, these angles sum up to $2\pi$ around every vertex and face of $G$, and around every face of the diamond graph. This guarantees that the associated weighting satisfies the Kasteleyn condition.

### 2.4.1 A choice of Kasteleyn’s orientation

A *Kasteleyn weighting* of a planar bipartite graph is an assignment of complex phases $\varsigma_e \in \mathbb{C}$ with $|\varsigma_e| = 1$ to the edges of the graph satisfying the *alternating product condition* meaning that for each cycle $e_1, e_2, \ldots, e_{2k}$ in the graph, we have

$$\prod_{i=1}^{k} \varsigma_{e_{2i-1}} \varsigma_{e_{2i}}^{-1} = (-1)^{k+1}. \quad (2.11)$$

Note that it is enough to check the condition around every bounded face of the graph.

To define an explicit Kasteleyn weighting for $C_G$, consider the diamond graph of $G$, i.e., the graph whose vertices are the vertices and faces of $G$, and whose edges are the corners of $G$ (see Fig. 2.10). Recall that the edges of $C_G$ that correspond to the corners of $G$ are called roads and the remaining edges (forming the quadrangles) are called streets. To each street there is assigned an angle $\theta_e$ between the two neighbouring corners in the diamond graph. We now define

- $\varsigma_e = -1$ if $e$ is a road,
- $\varsigma_e = \exp\left(\frac{i}{2} \theta_e\right)$ if $e$ is a street that crosses a primal edge of $G$,
- $\varsigma_e = \exp\left(-\frac{i}{2} \theta_e\right)$ if $e$ is a street that crosses a dual edge of $G^*$.

That $\varsigma$ is a Kasteleyn orientation of $C_G$ follows from the fact that the angles sum up to $2\pi$ around every vertex and face of $G$, and around every face of the diamond graph. Note that if $G$ is a finite subgraph of an embedded infinite graph $\Gamma$, then one can as well use the angles from the diamond graph of $\Gamma$ since, as already mentioned, one needs to check condition (2.11) only on the bounded faces of $C_G$. In particular, for subgraphs of the square lattice with the standard embedding, we will take $\theta_e = \pi/2$ for all edges $e$. 
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Fix a bipartite coloring of $C_G$, and let $K = K_{C_G}$ be a Kasteleyn matrix for a dimer model on the bipartite graph $C_G$ with the weighting as above, i.e., the matrix whose rows are indexed by the black vertices and the columns by the white vertices, and whose entries are

$$K(b, w) := s_{bw}x_{bw}$$

if $bw$ is an edge of $C_G$ and $K(b, w) = 0$ otherwise, where $b$ and $w$ are respectively black and white vertices, and $x$ is the edge weight for $C_G$ as in Fig. 2.1.

We assume that the set of corners of $G$ comes with a prescribed order $c_1, \ldots, c_m$, and we order the rows and columns of $K$ according to this order (for each white and black vertex of $C_G$, there is exactly one corner of $G$ that the vertex corresponds to). We denote by $b_i$ and $w_i$ the black and white vertex of $C_G$ corresponding to $c_i$.

The following lemma is a known observation.

**Lemma 2.15.** We have that

$$K^{-1}(w_i, b_j) = i\kappa_\gamma \frac{Z_{C_G}^\gamma(w_i, b_j)}{Z_{C_G}}, \quad (2.12)$$

where $\gamma$ is a dual path connecting a face $u_i$ adjacent to $b_i$ with a face $u_j$ adjacent to $w_j$, $\kappa_\gamma$ is a global complex phase depending only on $\gamma$ given by

$$\kappa_\gamma = (-1)^{i+j+1+N} \text{sgn}(\pi)_i \prod_{k=1}^{m-1} \tilde{s}_{b_k w_{\pi(k)}}, \quad (2.13)$$

and $Z_{C_G}^\gamma(b_i, w_j)$ is the partition function of dimers on $C_G$ with $b_i$ and $w_j$ removed, and with negative weights assigned to the edges crossing $\gamma$.

The factor $i$ is due to an arbitrary choice of $\kappa_\gamma$ which is made for later convenience. We will now justify (2.12) and explicitly identify the complex phase $\kappa_\gamma$ in this expression.

**Proof.** To compute the inverse matrix, we use the cofactor representation as a ratio of determinants:

$$K^{-1}(w_i, b_j) = (-1)^{i+j}\frac{\det K^{b_j, w_i}}{\det K},$$

where $K^{w_i, b_j} = \tilde{K}$ is the matrix $K$ with the $j$-th row and $i$-th column removed.

By definition of the determinant, we have

$$\det K = \sum_{\pi \in S_m} \text{sgn}(\pi) \prod_{k=1}^{m} s_{b_k w_{\pi(k)}} x_{b_k w_{\pi(k)}}.$$

In this sum, only terms where $\pi$ corresponds to a perfect matching on $C_G$ are nonzero. Moreover, by a classical theorem of Kasteleyn [31], the complex phase $\text{sgn}(\pi) \prod_{i=1}^{m} s_{b_i w_{\pi(i)}}$ is constant for such $\pi$. In particular, we can take $\pi$ to be the identity. Since $s_{b_i w_i} = -1$, we get that

$$\det K = (-1)^N Z_{C_G},$$

where $N$ is the number of corner edges in $C_G$. 28
We now want to interpret $\tilde{K}$ as a Kasteleyn matrix for the graph $\tilde{C}_G$ obtained from $C_G$ by removing the vertices $w_i$ and $b_j$. To this end, if $w_i$ and $b_j$ are not incident on the same face $u_i = u_j$, we need to introduce a sign change to the Kasteleyn weighting along a dual path $\gamma$ which connects $u_i$ to $u_j$. We do it as follows. Define modified weights $\tilde{\zeta}$ and $\tilde{x}$ by $\tilde{\zeta}_e = -\zeta_e$ (resp. $\tilde{x}_e = -x_e$), if $e$ is crossed by $\gamma$, and $\tilde{\zeta}_e = \zeta_e$ (resp. $\tilde{x}_e = x_e$) otherwise. Then $\tilde{\zeta}_e x_e = \tilde{\zeta}_e \tilde{x}_e$, and hence $K(b, w) = \tilde{\zeta}_{bw} \tilde{x}_{bw}$ if $bw$ is an edge of $\tilde{C}_G$, and $\tilde{K}(b, w) = 0$ otherwise. We leave it to the reader to verify that $\tilde{\zeta}$ is indeed a Kasteleyn weighting for $\tilde{C}_G$.

We can therefore again apply Kasteleyn’s theorem to obtain

$$\det \tilde{K} = \sum_{\pi \in S_m} \text{sgn}(\pi) \prod_{k=1}^{m-1} \tilde{\zeta}_{b_k \tilde{w}_{\pi(k)}} \tilde{x}_{b_k \tilde{w}_{\pi(k)}} = K_\gamma Z_{\tilde{C}_G}(w_i, b_j),$$

where $\tilde{b}_1, \ldots, \tilde{b}_{m-1}$ (resp. $\tilde{w}_1, \ldots, \tilde{w}_{m-1}$) is an order preserving renumbering of the black (resp. white) vertices where $b_j$ (resp. $w_i$) is removed. Again,

$$K_\gamma = \text{sgn}(\pi) \prod_{k=1}^{m-1} \tilde{\zeta}_{b_k \tilde{w}_{\pi(k)}}$$

is a constant complex factor independent of the permutation $\pi$ defining a perfect matching of $\tilde{C}_G$. This justifies (2.12).

We now proceed to giving $\kappa_\gamma$ a concrete representation in terms of the winding angle of $\gamma$. To this end, we first need to introduce some complex factors. We follow [12] and for each directed edge or corner $e$, we fix a square root of the corresponding direction in the complex plane and denote by $\eta_e$ its complex conjugate. Recall that we always assume that a corner $c$ is oriented towards its vertex $v(c)$, and we write $-c$ whenever we consider the opposite orientation. For two directed edges or corners $e, g$ that do not point in opposite directions, we define $\angle(e, g)$ to be the turning angle from $e$ to $g$, i.e., the number in $(-\pi, \pi)$ satisfying

$$e^{-i\angle(e, g)} = (\overline{\eta_e} \eta_g)^2.$$

**Lemma 2.16.** Let $c_i, c_j$, and $\gamma$ be as above. Define $\tilde{\gamma}$ to be the extended path starting at $-c_j$, following $\gamma$, and ending at $c_i$. Then,

$$\kappa_\gamma = \exp(\frac{i}{2} \text{wind}(\tilde{\gamma})),
$$

where $\text{wind}(\tilde{\gamma})$ is the total winding angle of the path $\tilde{\gamma}$, i.e., the sum of all turning angles along the path.

**Proof.** Let $\rho$ be a simple primal path starting at $v(c_i)$ and ending at $v(c_j)$, and let $\tilde{\rho}$ be the extended path that starts at $c_i$, then follows $\rho$, and ends at $-c_j$. We will define a perfect matching $M_\rho$ of $\tilde{C}_G$ that corresponds to $\rho$ in a natural way (see Fig. 2.11). Note that there is a unique sequence of streets $S_{\rho}$ such that the first edge contains $b_i$ and the last edge contains $w_j$, and where all the edges are directly to the right of the oriented path $\tilde{\rho}$ (the orange edges in Fig. 2.11). We define $M_\rho$ to contain $S_{\rho}$ and all the remaining roads denoted by $R_\rho$.\]
Figure 2.11: An illustration of the proof of Lemma 2.16 in the case where $G$ is a piece of the square lattice. The green lines represent corners $c_i$ and $c_j$, the red lines represent the primal path $\rho$ from $v(c_i)$ to $v(c_j)$, and the blue lines show the dual path $\gamma$ from $u(c_j)$ to $u(c_i)$. The red vertices $w_i$ and $b_j$ are removed in the graph $\tilde{C}_G$. The matching $M_\rho$ corresponding to $\rho$ contains the orange streets and all remaining roads. The dashed (resp. solid) orange edges carry a phase $\exp(\frac{i\pi}{4})$ (resp. $\exp(-\frac{i\pi}{4})$) in the original Kasteleyn weighting $\varsigma$ of $C_G$. The orange edge crossed by $\gamma$ gets an additional $-1$ sign in the Kasteleyn weighting $\tilde{\varsigma}$ of $\tilde{C}_G$.

Moreover, let $\ell$ be the loop (closed path) which is the concatenation of $\tilde{\rho}$ and $\tilde{\gamma}$. We claim that

$$\prod_{bw \in S_\rho} \tilde{\varsigma}_{bw} = (-1)^{t(\ell)} \prod_{bw \in S_\rho} \varsigma_{bw} = (-1)^{t(\ell)+1}\exp(-\frac{1}{2}\text{wind}(\tilde{\rho})),$$

(2.14)

where $t(\ell)$ is the number of self-crossings of $\ell$. Indeed, the first identity follows since the self-crossings of $\ell$ only come from a crossing between $\gamma$ and $\rho$, and each such edge gets an additional $-1$ factor in the Kasteleyn weighting $\tilde{\varsigma}$. We now argue for the second inequality by inspecting the contribution of the phases $\varsigma$ at each turn of $\tilde{\rho}$. To this end we consider all the corners adjacent to $\rho$. We denote by $\alpha_k$ (resp. $\alpha_k^*$), $k=1,2,\ldots$, the unsigned angles between two consecutive corners that share a vertex (resp. a face) of $G$, and by $\beta_k$ we denote the angles between the edges of $\rho$ and the corners (see Fig. 2.12). Note that there is exactly $|\rho|$ angles of type $\alpha^*$, and $2|\rho|$ angles of type $\beta$ (there can be more angles of type $\alpha$). Moreover, $\alpha_k^* = \pi - \beta_{2k-1} - \beta_{2k}$ for each $k \in \{1,\ldots,|\rho|\}$. Finally, the sum of all angles of type $\alpha$ and $\beta$ around a vertex of $G$ is by definition equal to $\pi$ plus the turning angle of $\rho$ at that vertex. Writing $A$ (resp. $B$) for the sum of all angles of type $\alpha$ (resp. $\beta$), and using the definition of $\varsigma$, we find

$$\prod_{bw \in S_\rho} \varsigma_{bw} = \prod_k e^{-\frac{i\alpha_k}{2}} \prod_k e^{i\alpha_k^*} = e^{-\frac{1}{2}(A+B-|\rho|\pi)} = e^{-\frac{1}{2}\text{wind}(\tilde{\rho})+\pi} = -\exp(-\frac{1}{2}\text{wind}(\tilde{\rho})),$$

which justifies (2.14).

On the other hand, a classical fact due to Whitney [63] (see also [12, Lemma 2.2]) says
Figure 2.12: An illustration of the proof of (2.14). The path \( \rho \) goes from \( c_i \) to \( -c_j \), and is composed of the two red edges. The orange edges represent \( S_\rho \).

that

\[
\exp\left(\frac{i}{2} \text{wind}(\ell)\right) = (-1)^{\ell(\ell)+1}.
\] (2.15)

Factorizing the left-hand side into the contributions coming from \( \tilde{\rho} \) and \( \tilde{\gamma} \), we get

\[
\exp\left(\frac{i}{2} \text{wind}(\ell)\right) = \kappa_{\gamma} \exp\left(\frac{i}{2} \text{wind}(\tilde{\rho})\right).
\]

Combining with (2.14) we arrive at

\[
\prod_{bw \in M_\rho} \tilde{s}_{bw} = \prod_{bw \in S_\rho} \tilde{s}_{bw} \prod_{bw \in R_\rho} \tilde{s}_{bw} = (-1)^{|R_\rho|} i^{\kappa_{\gamma}},
\]

where the second equality holds true since roads have complex phase \( \varsigma = -1 \). On the other hand, by (2.13) we have

\[
\kappa_{\gamma} = (-1)^{i+j+1+N} \text{sgn}(\pi) i \prod_{k=1}^{m-1} \tilde{s}_{b_{\ell, w_x(k)}} = (-1)^{i+j+1+N} \text{sgn}(\pi) i \prod_{bw \in M_\rho} \tilde{s}_{bw},
\]

where \( \pi \in S_{k-1} \) is the permutation defining the matching \( M_\rho \), and \( N \) is the number of all corner edges in \( C_G \). Therefore to finish the proof, it is enough to show that

\[
\text{sgn}(\pi) = (-1)^{i+j+N+|R_\rho|}.
\] (2.16)

To this end, first note that \( M_\rho \) naturally defines a bijection \( \tilde{\pi} \) of the set of corners of \( G \) with the two corners \( c_i \) and \( c_j \) identified as one corner, called from now on \( \tilde{c} \), where \( \tilde{\pi}(c) = c' \) if the black vertex corresponding to \( c \) is connected by an edge in \( M_\rho \) to the white vertex corresponding to \( c' \). This bijection can be thought of as a permutation of \( \{1, \ldots, k-1\} \) where the index corresponding to \( \tilde{c} \) is \( m-1 \), and where the first \( m-2 \) indices respect the original order on the remaining corners of \( C_G \). Clearly \( \tilde{\pi} \) has only one nontrivial cycle whose length is \( |S_\rho| + 1 \), and hence \( \text{sgn}(\tilde{\pi}) = (-1)^{|S_\rho|} \). Without loss of generality, let \( j > i \) and for an index \( l \in \{1, \ldots, k-1\} \), let \( p_l \in S_{k-1} \) be the permutation such that \( p_l(l) = k-1 \) and that
does not change the order of the remaining indices. Note that $\text{sgn}(p_l) = (-1)^{k-1-l}$ as $p_l$ is a composition of $k-1-l$ transpositions. One can check that $\pi = p^{-1}_l \pi p_{j-1}$, and as a result $\text{sgn}(\pi) = (-1)^{i+j-1+|S_{\rho}|}$. To show (2.16) and finish the proof, we count the roads whose both endpoints are covered by a street in $S_{\rho}$, to get that $N = |S_{\rho}| + 1 + |R_{\rho}|$.

All in all, from (2.12) together with Corollary 2.14 we obtain the following statement.

**Corollary 2.17.** We have

$$K^{-1}(w_i, b_j) = \frac{1}{2} i \kappa_{\gamma} \langle \chi_c, \chi_{c'} \rangle,$$

where the complex phase $\kappa_{\gamma}$ is as in Lemma 2.16.

### 2.4.2 Complex-valued fermionic observables

In this section we rewrite $\langle \chi_c, \chi_{c'} \rangle$, and hence the right-hand side of (2.17), in terms of complex-valued fermionic observables of Chelkak–Smirnov [14], and Hongler–Smirnov [29]. This correspondence is well-known (and can be e.g. found in [12]) but we choose to present the details for completeness of exposition. In the next section, we will use it together with the available scaling limit results to derive the scaling limit of $K^{-1}$ for the critical model on $C_{Ds}$.

We first define the complex version of the Kadanoff–Ceva observable for two corners $c_i$ and $c_j$ by

$$f(c_i, c_j) := \frac{1}{Z_{hT}^*} \sum_{\eta \in E^{u(c_i), u(c_j)}} \exp(-\frac{1}{2}\text{wind}(\rho_{\eta})) \prod_{e \in \eta} x_e,$$

where $\text{wind}(\rho_{\eta})$ is again the total winding angle of the path $\rho_{\eta}$, i.e. the sum of all turning angles along the path, and where $\rho_{\eta}$ is a simple path contained in $\eta \cup \{c_i, c_j\}$ that starts at $c_i$ and ends at $-c_j$, and is defined as follows: for each vertex $v$ of degree larger than two in $\eta$, one connects the edges around $v$ into pairs in a non-crossing way, thus giving rise to a collection of non-crossing cycles $C_{\eta}$ and a path from $c_i$ to $-c_j$ that we call $\rho_{\eta}$.

It is a standard fact that the definition of $f(c_i, c_j)$ does not depend on the way the connections at each vertex of $\eta$ are chosen (as long as they are noncrossing). Moreover, for all $\eta \in E^{u(c_i), u(c_j)}$, we have

$$-\kappa_{\gamma} \exp(-\frac{1}{2}\text{wind}(\rho_{\eta})) = \text{sgn}_{\gamma}(\eta),$$

where as before, $\gamma$ is a fixed dual path connecting $u(c_i)$ and $u(c_j)$, and $\kappa_{\gamma} = \exp(\frac{1}{2}\text{wind}(\tilde{\gamma}))$, with $\tilde{\gamma}$ being the path starting at $-c_j$, then following $\gamma$, and ending at $c_i$. To justify this identity, we consider the loop $\ell$ which is the concatenation of $\rho_{\eta}$ and the path $\tilde{\gamma}$, and write

$$\exp(-\frac{1}{2}\text{wind}(\ell)) = \kappa_{\gamma} \exp(-\frac{1}{2}\text{wind}(\rho_{\eta})).$$

We then again use Whitney’s identity (2.15) and the fact that the collection of cycles $C_{\eta}$ must, by construction, cross $\gamma$ an even number of times (since $C_{\eta}$ does not cross $\rho_{\eta}$, and $C_{\eta}$ crosses $\ell$ an even number of times for topological reasons). This justifies (2.19) and implies that

$$\langle \chi_c, \chi_{c'} \rangle = -\kappa_{\gamma} f(c_i, c_j),$$

which together with Corollary 2.17 gives the following proposition.
**Proposition 2.18.** We have

$$K^{-1}(w_i, b_j) = -\frac{i}{2} f(c_i, c_j).$$  \hspace{1cm} (2.20)

To make the connection with the scaling limit results of [29], we still need to introduce an observable that is indexed by two directed edges of \(G\) instead of two corners. To this end, for each edge \(e\) of \(G\), let \(z_e\) be its midpoint. Also, for a directed edge \(e = (v_1, v_2)\), let \(h(e)\) be the half-edge \(\{z_e, v_2\}\), let \(-e = (v_2, v_1)\) be its reversal, and let \(\bar{e} = \{v_1, v_2\}\) be its undirected version. Moreover, for two directed edges \(e = (v_1, v_2)\) and \(g = (\tilde{v}_1, \tilde{v}_2)\), let \(E_{e,g}\) be the collections of edges \(\tilde{\eta} \in E^{\tilde{\eta}_1, \tilde{\eta}_2}\) that do not contain \(\bar{e}\) and \(\bar{g}\). We define

$$f(e,g) := \frac{1}{Z_{hT}} \sum_{\tilde{\eta} \in E^{e,g}} \exp(-\frac{1}{2} \text{wind}(\rho_{\tilde{\eta}})) \prod_{e \in \tilde{\eta}} x_e,$$

where \(\rho_{\tilde{\eta}}\) is a simple path in \(\tilde{\eta} \cup \{h(e), h(-g)\}\) that starts at \(z_e\) and ends at \(z_g\), and is analogous to \(\rho_\eta\) from (2.18). Note that the winding of \(\rho_{\tilde{\eta}}\) is constant (independent of \(\tilde{\eta}\)) modulo \(2\pi\) and equal to \(\angle(e, g)\), and therefore

$$f(e,g) \in \eta_{e, \eta_{g}} \mathbb{R}. \hspace{1cm} (2.21)$$

### 3 Proof of Theorem 1.3

Let \(D\) be a bounded simply connected domain, and let \(D^\delta\) be an approximation of \(D\) by \(\delta \mathbb{Z}^2\). We consider the critical double random current model with free boundary conditions on \(D^\delta\), and the corresponding dimer model on Dubédat’s square-octagon graph \(C_{D^\delta}\). We call \(U^\delta\) and \(V^\delta\) the set of faces of \(C_{D^\delta}\) that correspond to the faces and vertices of \(D^\delta\) respectively. In this section we show that the moments of the associated height function \(h^\delta\) converge to the moments of \(\frac{1}{\sqrt{\pi}}\) times the Dirichlet GFF.

#### 3.1 Scaling limit of inverse Kasteleyn matrix

We start by establishing the scaling limit of the inverse Kasteleyn matrix on \(C_{D^\delta}\). This is crucial for the computation of the moments of the height function that is done in the next section.

Our method is to use Proposition 2.18 obtained in the previous section, as well as the existing scaling limit results for discrete s-holomorphic observables in the Ising model [13, 29]. It is important to note that for the purpose of proving the main conjecture of Wilson, we need to work with continuum domains \(D\) with an arbitrary (possibly fractal) boundary. Therefore, we state a generalized version of the scaling limit results of Hongler and Smirnov [29] for the critical fermionic observable with two points in the bulk of the domain. Their result, as stated, is valid only for domains whose boundary is a rectifiable curve (see also [28]). Even though the stronger result that we need is most likely known to the experts, for the sake of completeness, we will outline its proof, which is a direct consequence of the robust framework of Chelkak, Hongler and Izyurov [13] that was used to establish scaling limits for critical spin correlations.
From now on, we assume that the observables are critical, i.e., the weight $x_e$ is constant and equal to $x_c = \sqrt{2} - 1$ so that $\prod_{e \in \eta} x_e = x_c^{\eta}$. Also, we define
\[
f(e, z_g) := x_c(f(e, g) + f(e, -g)),
\]
which is the observable of Hongler and Smirnov [29] (when $e$ is a horizontal edge pointing to the right) that is indexed by a directed edge $e$ and a midpoint of an edge $z_g$. The next lemma relates this observable to the corner observable in a linear fashion. This type of identities is well known (see e.g. [12]) and is closely related to the notion of s-holomorphicity introduced by Smirnov [61] for the square lattice, and generalized by Chelkak and Smirnov [14], and Chelkak [10,11]. We omit the proof.

**Lemma 3.1.** Let $c_i$ and $c_j$ be two corners that do not share a vertex, and let $e$ and $g$ be directed edges incident to $v(c_i)$ and $v(c_j)$ respectively. Then
\[
f(c_i, c_j) = \frac{1}{\sqrt{2}} \sum_{e' \in \{e, -e\}} (1 + (\bar{\eta}_{c_i} \eta_{e'})^2) \left( f(e', z_g) - (\bar{\eta}_{c_i} \eta_{e'})^2 f(e', z_g) \right).
\]

We also need to introduce the continuum counterparts of the discrete holomorphic observables. To this end, let $D \subset \mathbb{C}$ be a simply connected domain different from $\mathbb{C}$, and let $\psi_w = \psi_w^D$ be the unique conformal map from $D$ to the unit disk with $\psi_w(w) = 0$ and $\psi_w'(w) > 0$. For $w, z \in D$, we define
\[
f^D_-(w, z) := \frac{1}{2\pi} \sqrt{\psi_w'(w)\psi_w'(z)} \quad \text{and} \quad f^D_+(w, z) := \frac{1}{2\pi} \sqrt{\psi_w'(w)\psi_w'(z)} \frac{1}{\psi_w(z)}.
\]

**Lemma 3.2** (Conformal covariance of $f^D_\pm$). Let $\varphi: D \rightarrow D'$ be a conformal map. Then
\[
f^D_+(w, z) = \frac{1}{\varphi'(w)^2 \varphi'(z)^2} f^D_+(\varphi(w), \varphi(z)),
\]
\[
f^D_-(w, z) = \varphi'(w)^{\frac{1}{2}} \varphi'(z)^{\frac{1}{2}} f^D_+(\varphi(w), \varphi(z)).
\]

Moreover, for the upper half-plane $\mathbb{H}$, we have
\[
f^\mathbb{H}_+(w, z) = \frac{i}{2\pi(z - w)} \quad \text{and} \quad f^\mathbb{H}_+(w, z) = \frac{1}{2\pi(z - w)}.
\]

**Proof.** To prove the first part, note that $\psi_{\varphi(w)}^D(z) = \psi_w^D(\varphi^{-1}(z)) \frac{\varphi'(w)}{|\varphi'(w)|}$. Indeed, the right-hand side is a conformal map with a positive derivative $(\psi_w^D)'(w)/|\varphi'(w)|$ and vanishing at $\varphi(w)$. Hence we have
\[
f^D_-(\varphi(w), \varphi(z)) = \left| \left( \psi_{\varphi(w)}^D(\varphi(w)) \psi_{\varphi(w)}^D(\varphi(z)) \right)^{\frac{1}{2}} \right|
\]
\[
= \left| \left( \psi_w^D(w) \psi_w^D(z) \right)^{\frac{1}{2}} \frac{\varphi'(w)}{|\varphi'(w)|} \right|^{\frac{1}{2}}
\]
\[
= f^D_-(w, z) \varphi'(w)^{\frac{1}{2}} \varphi'(z)^{\frac{1}{2}},
\]
and similarly for $f^D_+$. The second part follows from the fact that $\psi_{\varphi(w)}^\mathbb{H}(z) = i \frac{\bar{\varphi}(w) - z}{\varphi(w) - \bar{w}}$ and the definition of $f^\mathbb{H}_\pm$. \qed
We now proceed to the generalization of \cite{hongler-smirnov-2017} Theorem 8] mentioned at the beginning of the section. In the proof we will very closely follow the proof of \cite{chelkak-hongler-izyurov-2017} Theorem 2.16] dealing with the convergence of discrete s-holomorphic spinors.

**Theorem 3.3.** Let $D \subseteq \mathbb{C}$ be a bounded simply connected domain, and let $D^\delta$ approximate $D$ as $\delta \to 0$. Fix $w, z \in D$, and let $e = e^\delta$ and $g = g^\delta$ be edges of $D^\delta$ whose midpoints converge to $w$ and $z$ respectively as $\delta \to 0$. Then

$$f^\delta(e, z_g) = \delta( f^D(w, z) + \overline{\eta^2_c f^D(w, z)} + o(1))$$

as $\delta \to 0$,

where $f^\delta$ is the observable from (3.1) defined on $D^\delta$. Moreover the convergence is uniform on compact subsets of $\{(w, z) \in D^2 : w \neq z\}$.

Before giving a sketch of the proof of this theorem, we state a corollary that will be convenient for us when computing moments of the height function in the next section.

**Corollary 3.4.** Consider the setting from the lemma above and let $c_i = c_i^\delta$ and $c_j = c_j^\delta$ be two corners of $D^\delta$ whose vertices converge to $w$ and $z$ respectively. Then

$$K^{-1}(w_i, b_j) = -\frac{1}{\sqrt{2}} \delta( f^D(w, z) - \overline{\eta^2_c f^D(w, z)} + \overline{\eta^2_c f^D(w, z)} - \eta^2_c f^D(w, z) + o(1)),$$

where $K^{-1}$ is the inverse Kasteleyn matrix on $C_{D^\delta}$.

**Proof.** To simplify the notation, we drop the superscripts. We combine Lemma 3.3 and Lemma 3.1 to get that $\sqrt{2} f(c_i, c_j)$ equals to

$$\sum_{e' \in \{e, -e\}} (1 + (\overline{\eta^2_c} \eta^2_e))^2( f(e', z_g) - (\overline{\eta^2_c} \eta^2_e))^2 f(e', z_g))$$

$$= \sum_{e' \in \{e, -e\}} (1 + (\overline{\eta^2_c} \eta^2_e)^2)( f_-(w, z) + \overline{\eta^2_c} f_+(w, z) - (\overline{\eta^2_c} \eta^2_e)^2 f_-(w, z) - \eta^2_e f_+(w, z)) + o(1)$$

$$= 2( f_-(w, z) + \overline{\eta^2_c} f_+(w, z) - \eta^2_c \eta^2_e f_-(w, z) - \overline{\eta^2_c} \eta^2_e f_+(w, z)) + o(1),$$

where the last equality holds due to cancellations resulting from $\eta^2_e = -\eta^2_c$. On the other hand, by \cite[20]{chelkak-hongler-izyurov-2017}, $K^{-1}(w_i, b_j) = -\frac{1}{2} f(c_i, c_j)$ which finishes the proof. \qed

**Sketch of proof of Theorem 3.3.** Based on the scaling limit results of Hongler–Smirnov \cite{hongler-smirnov-2017}, we first argue that the statement holds true for a domain $D$ with a smooth boundary. Indeed, in \cite{hongler-smirnov-2017} it is assumed that $\eta^2_e = 1$ and hence, in that case, the result follows directly from \cite{hongler-smirnov-2017} Theorem 8. Applying this to a rotated domain together with the conformal covariance properties from Lemma 3.2 yields the statement for a general direction of $e$.

We now briefly describe how to use the robust framework of Chelkak, Hongler and Izyurov to extend this to general simply connected domains. In \cite[Theorem 2.16]{chelkak-hongler-izyurov-2017}, a scaling limit result was established for a discrete holomorphic spinor $F^\delta$ defined on an approximation $D^\delta$ of an arbitrary bounded simply connected domain $D$. The two observables $F^\delta$ and $f^\delta$ satisfy the same boundary conditions (of \cite[Proposition 18]{hongler-smirnov-2017} and \cite[(2.7)]{chelkak-hongler-izyurov-2017}). Moreover, both observables are s-holomorphic away from the diagonal. The difference however is their singular behaviour near the diagonal. In \cite{chelkak-hongler-izyurov-2017}, the full plane version $F^\delta_C$ (the discrete analog
of $1/\sqrt{z-w}$ of the observable is subtracted from $F^\delta$ in order to cancel out the discrete-holomorphic singularity on the diagonal. The details of the proof of [13, Theorem 2.16] can be carried out verbatim for $f^\delta$ instead of $F^\delta$ and its full plane version $f^\delta_C$ (the discrete analog of $1/(z-w)$) introduced in [29] instead of $F^\delta_C$. Indeed, the arguments in [13] depend only on the fact that the observables in question are s-holomorphic and satisfy the correct boundary value problem.

Since the scaling limit is conformally invariant and was uniquely identified for domains with a smooth boundary by the argument above. This finishes the proof.

3.2 Moments of $h^\delta$

For simplicity of exposition, we only consider the height function on $C_D^\delta$ restricted to $U^\delta$ which has the same distribution as the nesting field of the critical double random current on $D$ with free boundary conditions. The case of mixed moments (for the joint height function on both the faces and vertices of $D^\delta$) follows in the same manner as the faces and vertices of $D^\delta$ play a symmetric role in the graph $C_D^\delta$. To this end, let $a_1, a_2, \ldots, a_n$ be distinct points in $D$, and let $h^\delta(a_i)$ ($i = 1, \ldots, n$) be the height function evaluated at the face $u_i^\delta = u_i^\delta(a_i) \in U^\delta$ of $D^\delta$, in which the point $a_i$ lies (we choose a face arbitrarily if $a_i$ lies on an edge of $D^\delta$).

Let $G_D(z, w)$ be the Dirichlet Green’s function in $D$, i.e., the Green’s function of standard Brownian motion in $D$ killed upon hitting $\partial D$. In particular for the upper-half plane $\mathbb{H}$, we have

$$G_\mathbb{H}(z, w) = \frac{1}{2\pi} \ln \left| \frac{z-w}{z-w} \right|.$$  

This section is devoted to the proof of the following theorem. Below, $P_{D^\delta, D^\delta}$ denotes the probability measure of the double random current model together with the independent labels used to define the nesting field.

**Theorem 3.5.** For every even integer $n$ and any distinct points $a_1, a_2, \ldots, a_n \in D$, we have

$$\lim_{\delta \to 0} E_{D^\delta, D^\delta} \left[ \prod_{i=1}^{n} h^\delta(a_i) \right] = \sum_{\text{pairing of } \{a_1, \ldots, a_n\}} \prod_{\{z, w\} \in \pi} \frac{1}{2} G_D(z, w),$$

where a pairing is a partition into sets of size two.

Note that the field $h^\delta$ is symmetric, and therefore the corresponding moments for $n$ odd vanish.

In the proof of the theorem, we follow the line of computation due to Kenyon [32] but with several adjustments to our setting. In particular, we start with an algebraic manipulation to take care of the behaviour of $K^{-1}$ near the boundary of $D^\delta$: for $a_1^0, \ldots, a_n^0 \in D$, write

$$E_{D^\delta, D^\delta} \left[ \prod_{i=1}^{n} h^\delta(a_i) \right] = E_{D^\delta, D^\delta} \left[ \prod_{i=1}^{n} (h^\delta(a_i) - h^\delta(a_i^0)) \right] - \sum_{t \in \{0,1\}^n \setminus \{t \neq (1,\ldots,1)\}} (-1)^{\sum_{i=1}^{n} (1-t_i)} E_{D^\delta, D^\delta} \left[ \prod_{i=1}^{n} h^\delta(a_i^t) \right],$$

where $a_i^1 = a_i$ for $i = 1, \ldots, n$.  

36
The advantage of this formulation is that the first term on the right-hand side can be computed using Kasteleyn theory, and that the others are small when \( a_0^1, \ldots, a_0^n \) are close to the boundary. This latter fact is not obvious and is relying on discrete properties of the double random current obtained in [21] (note that it is basically saying that the field is uniformly small – in terms of moments – near the boundary).

We start by proving that the remaining terms are small.

**Proposition 3.6.** For any \( \varepsilon > 0 \) and \( a_1, \ldots, a_n \in D \), one may choose \( a_0^1, \ldots, a_0^n \in D \) so that

\[
\left| E_{D^\delta, D^\delta}^{0,0} \left[ \prod_{i=1}^n h^\delta(a_i) \right] - E_{D^\delta, D^\delta}^{0,0} \left[ \prod_{i=1}^n (h^\delta(a_i) - h^\delta(a_0^i)) \right] \right| < \varepsilon
\]

uniformly in \( \delta > 0 \).

**Remark 3.7.** This proposition, which basically claims that the second term on the right-hand side of (3.2) is approximately zero provided the \( a_0^i \) are close enough to the boundary, is a restatement of the fact that boundary conditions for the limiting height function are zero. It is therefore the main place where we identify boundary conditions. Note that this proposition relies heavily on the main result in [21] and is as such non-trivial.

To prove this proposition, we need to introduce some auxiliary notions. We say that a cluster of the double random current is **relevant** for \( A = \{ a_1, \ldots, a_n \} \subseteq D \) if it is odd around \( u_\delta^i \) for at least two different \( i \in \{1, \ldots, n\} \) (it is possible that \( u_\delta^i = u_\delta^j \) even though \( a_i \neq a_j \)). We denote by \( R^\delta(A) \) the number of relevant clusters for \( A \) in \( D^\delta \), and by \( I^\delta(A) \) the event that all faces \( u_\delta^1, \ldots, u_\delta^n \) are surrounded by at least one relevant cluster for \( A \). We start with three lemmata.

**Lemma 3.8.** For every \( n \geq 2 \) even, there exists \( P_n \in (0, \infty) \) such that for all sets of points \( A = \{ a_1, \ldots, a_n \} \subseteq D \), we have

\[
E_{D^\delta, D^\delta}^{0,0} \left[ \prod_{i=1}^n h^\delta(a_i) \right] \leq P_n \sqrt{E_{D^\delta, D^\delta}^{0,0}[R^\delta(A)^n]P_{D^\delta, D^\delta}[I^\delta(A)]}.
\]

**Proof.** For a cluster \( C \) of the double random current, let

\[
\text{Odd}(C) := \{ a_i \in A : C \text{ is odd around } u_\delta^i \}.
\]

We denote a partition of \( A \) by \( \{ A_1, \ldots, A_k \} \). We call such a partition even if all its elements have even cardinality. Using the correspondence with the nesting field of the critical double
random current on $D^\delta$ with free boundary conditions defined in \([1,4]\), we have

\[
E_{D^\delta,D^\delta}^{0,0} \left[ \prod_{i=1}^{n} h^\delta(a_i) \right] = E_{D^\delta,D^\delta}^{0,0} \left[ \prod_{i=1}^{n} \left( \sum_{c_i} c_i \mathbf{1}_{\{C_i \text{ odd around } u^\delta_i\}} \right) \right]
\]

\[
= E_{D^\delta,D^\delta}^{0,0} \left[ \sum_{\{C_1, \ldots, C_n\} : (C_1, \ldots, C_n) \text{ even}} \prod_{i=1}^{n} c_i \mathbf{1}_{\{C_i \text{ odd around } u^\delta_i\}} \right]
\]

\[
\leq P_n \left[ E_{D^\delta,D^\delta}^{0,0} \left[ R^\delta(A)^{n/2} \mathbf{1}_{f(A)} \right] \right]
\]

\[
\leq P_n \sqrt{\left( E_{D^\delta,D^\delta}^{0,0} \left[ R^\delta(A)^{n} \right] \right) \left( P_{D^\delta,D^\delta}^{0,0} \left[ |f(A)| \right] \right)},
\]

where $P_n$ is the number of even partitions of a set of size $n$ (we used that $k \leq n/2$), and where in the last inequality we used the Cauchy–Schwarz inequality.

\[\square\]

**Lemma 3.9** (Log bound on the number of clusters). There exists $C \in (0, \infty)$ such that for every bounded domain $D$ and every $A = \{a_1, \ldots, a_n\} \subseteq D$,

\[
E_{D^\delta,D^\delta}^{0,0} [R(A)^N] \leq \frac{1}{N!} \left[ C n \log \left( \frac{\text{diam}(D)}{\min_{i \neq j} |a_i - a_j|} \right) \right]^N,
\]

uniformly in $\delta > 0$.

**Proof.** Consider the constant $C$ given by Theorem 4.7 Set $\kappa := \frac{1}{2} \min_{i \neq j} |a_i - a_j|$ and $d := \text{diam}(D)$.

Consider the family $B = (\Lambda_{\kappa r}(x_k) : k \in \mathcal{K})$ containing the boxes $\Lambda_{\frac{r}{10^{2i}}} x_k$ with $r := 2^i \kappa$, $x_k \in \left[ \frac{r}{10^i} \right] \mathbb{Z}^2 \cap \text{Ann}(a_i, r, 2r)$ for every $1 \leq i \leq n$ and $0 \leq j \leq \lfloor \log_2(d/\kappa) \rfloor$. One may easily check that every cluster that surrounds at least two vertices in $A$ must contain, for some $k \in \mathcal{K}$, a crossing from $\Lambda_{\kappa r}(x_k)$ to $\Lambda_{2Cr_r}(x_k)$. We deduce that if $X_k$ is the number of disjoint $\Lambda_{2Cr_r}(x_k)$-clusters crossing $\text{Ann}(x_k, r, 2Cr_r)$ from inside to outside, then

\[
R(A) \leq \sum_{k \in \mathcal{K}} X_k.
\]

Now, for each $k \in \mathcal{K}$, $\Lambda_{2Cr_r}(x_k)$ intersects at most $O(C^2)$ boxes $\Lambda_{3Cr} (x_l)$ for $l \in \mathcal{K}$. We may therefore partition $\mathcal{K}$ in $I = O(C^2)$ disjoint sets $\mathcal{K}_1, \ldots, \mathcal{K}_I$ for which the $\Lambda_{3Cr_r}(x_k)$ with $k \in \mathcal{K}_i$ are all disjoint. Set $S_i := \sum_{k \in \mathcal{K}_i} X_k$. Hölder’s inequality implies that

\[
E_{D^\delta,D^\delta}^{0,0} [R(A)^N] \leq E_{D^\delta,D^\delta}^{0,0} [(S_1 + \cdots + S_{|I|})^N] \leq |I|^{N-1} \sum_{i=1}^{|I|} E_{D^\delta,D^\delta}^{0,0} [S_i^N].
\]

The mixing property of the double random current proved in \([21]\) and Theorem 4.7 imply the existence of $C_{mix} \in (0, \infty)$ (independent of everything) such that $S_i$ is stochastically
dominated by $C_{\text{mix}}\bar{S}_i$, where $\bar{S}_i$ is the sum of $|K_i|$ independent Geometric random variables $(\bar{X}_k : k \in K_i)$ of parameter $1/2$. We deduce that
\[
\mathbb{E}^{\emptyset,\emptyset}_{D^n} [S_i^N] \leq C_{\text{mix}}^N \times \frac{(C_0|K_i|)^N}{N!}.
\]

Since $|K_i| \leq |K| \leq C_1n \log(d/\kappa)$, we deduce that
\[
\mathbb{E}^{\emptyset,\emptyset}_{D^n} [R(A)^N] \leq \frac{(C_2n \log(d/\kappa))^N}{N!}.
\]
This concludes the proof.

We now turn to the third lemma that we will need. Let $\partial_\alpha \Omega$ be the set of points in $\Omega$ that are exactly at a Euclidean distance equal to $\alpha$ away from $\partial \Omega$.

**Lemma 3.10** (Large double random current clusters do not come close to the boundary). For every $C, \alpha, \varepsilon > 0$, there exists $\beta = \beta(C, \alpha, \varepsilon) > 0$ such that for every $D \subseteq \Lambda_C$,
\[
P^{\emptyset,\emptyset}_{D^n} [\partial_\alpha D \rightleftharpoons \partial_\beta D] \leq \varepsilon. \tag{3.4}
\]

**Proof.** Assume that $\partial_\alpha D$ is not empty otherwise there is nothing to prove. Since $D \subseteq \Lambda_C$, one may find a collection of $k = O((C/\alpha)^2)$ vertices $x_1, \ldots, x_k \in 1/3 \alpha \mathbb{Z}^2$ such that
- $\Lambda_{2\alpha/3}(x_i) \subseteq D$ for $1 \leq i \leq k$;
- $\Lambda_{\alpha}(x_i) \not\subseteq D$ for $1 \leq i \leq k$;
- $\partial_\alpha D \subseteq \Lambda_{\alpha/3}(x_1) \cup \cdots \cup \Lambda_{\alpha/3}(x_k)$.

Then, Theorem [4.10] implies that
\[
P^{\emptyset,\emptyset}_{D^n} [\partial_\alpha D \rightleftharpoons \partial_\beta D] \leq \sum_{i=1}^{k} P^{\emptyset,\emptyset}_{D^n} [\Lambda_{\alpha/3}(x_i) \rightleftharpoons \partial_\beta D] \leq k\varepsilon(\beta/\alpha). \tag{3.5}
\]
We then choose $\beta$ so that the right-hand side is smaller than $\varepsilon$. 

These ingredients are enough for the proof of Proposition [3.6].

**Proof of Proposition [3.6]** First, Lemma [3.9] shows that for every $n \geq 2$, there exist $C_n, M_n < \infty$ such that for all sets of points $A = \{a_1, \ldots, a_n\} \subseteq D$, we have
\[
\mathbb{E}^{\emptyset,\emptyset}_{D^n} [R^\delta(A)^n] \leq C_n \left[ \log(\min_{i \neq j} |a_i - a_j|) \wedge \log 1/\delta \right]^{M_n}. \tag{3.6}
\]

Lemma [3.10] implies that for every $n \geq 2$ and every $\eta > 0$, there exists a function $\rho : [0, \infty) \to [0, \infty)$ satisfying $\rho(0) = 0$ and continuous at 0, and such that for all $\delta$ and all sets of points $A = \{a_1, \ldots, a_n\} \subseteq D$ that are pairwise at least $\eta$ away from each other, we have
\[
P^{\emptyset,\emptyset}_{D^n} [\ell^\delta(A)] \leq \rho(\min_{i} \text{dist}(u_i, \partial D)).
\]
The proof is then a direct combination of these two inequalities with Lemma [3.8] and (3.2).
We now turn to the computation of the first term on the right-hand side of (3.2) using the approach of Kenyon [32]. The next result is an analog of [32] Proposition 20.

**Proposition 3.11.** Let \(a_1, a_1^0, \ldots, a_n, a_n^0\) be distinct points in \(D\), and let \(\gamma_1, \ldots, \gamma_n\) be pairwise disjoint curves in \(D\) connecting \(a_i^0\) to \(a_i\) for \(i = 1, \ldots, n\). Then,

\[
\lim_{\delta \to 0} E^{\delta, \delta}_{D, D} \left[ \prod_{i=1}^{n} (h^\delta(a_i) - h^\delta(a_i^0)) \right] = i^n \sum_{\epsilon \in \{\pm 1\}^n} \prod_{i=1}^{n} \epsilon_i \int_{\gamma_1} \cdots \int_{\gamma_n} \det [f_{\epsilon_i, \epsilon_j}(z_i, z_j)]_{1 \leq i, j \leq n} \, dz_1^{(\epsilon_1)} \cdots \, dz_n^{(\epsilon_n)},
\]

where \(dz_i^{(1)} = dz_i, \, dz_i^{(-1)} = d\overline{z}_i\), and

\[
f_{\epsilon_i, \epsilon_j}(z_i, z_j) = \begin{cases} 0 & \text{if } i = j, \\ f_-(z_i, z_j) & \text{if } (\epsilon_i, \epsilon_j) = (-1, 1), \\ f_+(z_i, z_j) & \text{if } (\epsilon_i, \epsilon_j) = (1, 1), \\ \\ f_-(z_i, z_j) & \text{if } (\epsilon_i, \epsilon_j) = (1, -1), \\ f_+(z_i, z_j) & \text{if } (\epsilon_i, \epsilon_j) = (-1, -1). \end{cases}
\]

Moreover the limit is conformally invariant.

**Proof.** We start by proving a stronger version of the conformal invariance statement. Namely, if one expands the determinant under the integrals as a sum of terms over permutations \(\iota\), then each multiple integral of the term \(T_{\epsilon, \iota}\) corresponding to a fixed \(\epsilon\) and \(\iota\) is conformally invariant. This follows from the conformal covariance of the functions \(f_\pm(z_i, z_j)\) stated in Lemma 3.2 and an integration by substitution. Indeed, it is enough to notice that \(T_{\epsilon, \iota}\) is a product of \(n\) functions \(f_\pm(z_i, z_j)\) or their conjugates with the property that each variable \(z_i\) appears in it exactly twice and in a way that, under a conformal map \(\varphi\), it contributes a factor \(\varphi'(z_i)\) if \(\epsilon_i = 1\) and \(\overline{\varphi'(z_i)}\) if \(\epsilon_i = -1\).

We now turn to the convergence part. To this end, we fix dual paths \(\gamma_1^\delta, \ldots, \gamma_n^\delta\) connecting \((u_i^0)^\delta\) with \(u_i^\delta\) for every \(i = 1, \ldots, n\). It will be convenient to choose the paths \(\gamma\) in such a way that:

- the faces of \(C_{D^\delta}\) visited by each \(\gamma\) alternate with each step between \(U^\delta\) and \(V^\delta\) (by definition, the paths start and end in \(U^\delta\)),
- the restriction of each \(\gamma\) to \(U^\delta\) is a path in the dual of \(D^\delta\), meaning that consecutive faces share an edge in \(D^\delta\),
- the restriction of each \(\gamma\) to \(V^\delta\) is a path in \(D^\delta\) given by the left endpoints of the edges of \(D^\delta\) crossed by the path.

Note that paths satisfying these conditions only cross corner edges of \(C_{D^\delta}\).

We enumerate the edges crossed by \(\gamma_i^\delta\) (there is always an even number of them) using the symbols \(c_{i,t}^+, c_{i,t}^-, \ldots, c_{i,t}^{+(n_i)}\). With a slight abuse of notation we will also write \(c_{i,t}^\pm\) for the indicator functions that the edge belongs to the dimer cover, and \(\hat{c}_{i,t}^\pm := c_{i,t}^\pm - E[c_{i,t}^\pm]\) for the centred version. Since the height increments are centered by the choice of the reference
1-form $f_0$ \((2.4)\) and since $|f_0| = 1/2$ on all roads, we find

$$E_{D^f,D^h}^{0,0} \left[ \prod_{i=1}^{n} (h^\delta(a_i) - h^\delta(a_i^0)) \right] = E_{D^f,D^h}^{0,0} \left[ \prod_{i=1}^{n} \sum_{t=1}^{l_i} (c^+_{i,t} - c^-_{i,t}) \right] = E_{D^f,D^h}^{0,0} \left[ \prod_{i=1}^{n} \sum_{t=1}^{l_i} (\hat{c}^+_{i,t} - \hat{c}^-_{i,t}) \right]$$

$$= \sum_{t_1} \cdots \sum_{t_n} \sum_{s \in \{\pm\}^n} (-1)^{#_-(s)} E \left[ \prod_{i=1}^{n} \hat{c}^s_{i,t_i} \right], \quad (3.7)$$

where $#_- (s)$ is the number of minuses in $s$.

Fix $t_1, \ldots, t_n$ and $s \in \{\pm\}^n$, and let $\hat{c}_i := \hat{c}^s_{i,t_i}$. By \([32] \text{ Lemma 21}\), the determinant of the inverse Kasteleyn matrix gives correlations of height increments, hence

$$E_{D^f,D^h}^{0,0} \left[ \prod_{i=1}^{n} \hat{c}_i \right] = \left( \prod_{i=1}^{n} K(b_i, w_i) \right) \det \hat{C} = (-1)^n \det \hat{C} = \det \hat{C}, \quad \text{(3.8)}$$

where $\hat{C}$ is the $n \times n$ matrix given by

$$\hat{C}_{i,j} = \begin{cases} K^{-1}(w_i, b_j) & \text{if } i \neq j, \\ 0 & \text{otherwise}. \end{cases}$$

Here we used that the edges of $C^\delta$ (roads) corresponding to the corners in $D^\delta$ are assigned weight $-1$ in the Kasteleyn weighting as defined in Section \((2.4.1)\).

Let $e_i$ be the edge satisfying $\mp (e_i) = c^s_{i,t_i}$, and let $z_i$ be its midpoint. We write $f^\pm := f^D_{\pm}$ and $f^\delta := f^{D^h}$. Proposition \((3.4)\) gives

$$K^{-1}(w_i, b_j) = -\frac{\delta_i}{\sqrt{2}} \left( f_-(z_i, z_j) - \eta^{2}_{c_i} \eta_{c_i}^2 f_-(z_i, z_j) + \eta^{2}_{c_i} f_+(z_i, z_j) - \eta^{2}_{c_i} f_+(z_i, z_j) + o(1) \right).$$

We now expand the determinant from \((3.8)\) as a sum over permutations. Let us investigate the term in this expansion coming from a fixed permutation $\iota$, and for simplicity of notation, let us assume that $\iota$ is the cycle $\iota(i) = i + 1 \ (\text{mod} \ n)$. The case of a general permutation will follow in a similar manner. The term under consideration reads

$$\text{sgn}(\iota) \frac{\delta^n}{\sqrt{2}} \prod_{i=1}^{n} \left( f_-(z_i, z_{i+1}) + \eta^{2}_{c_i} f_+(z_i, z_{i+1}) - \eta^{2}_{c_i} \eta^{2}_{c_{i+1}} f_-(z_i, z_{i+1}) - \eta^{2}_{c_i} f_+(z_i, z_{i+1}) + o(\delta^n) \right)$$

$$= \text{sgn}(\iota) \frac{\delta^n}{\sqrt{2}} \prod_{i=1}^{n} \left( f_{-1,1}(z_i, z_{i+1}) + \eta^{2}_{c_i} f_{1,1}(z_i, z_{i+1}) - \eta^{2}_{c_i} \eta^{2}_{c_{i+1}} f_{-1,1}(z_i, z_{i+1}) - \eta^{2}_{c_i} f_{1,1}(z_i, z_{i+1}) + o(\delta^n) \right). \quad (3.9)$$

We can now expand the product into a sum of $4^n$ terms. Note that for each corner $c_i$, the factors $\eta^{2}_{c_i}$ and $\eta^{2}_{c_i}$ appear in exactly one out of $n$ brackets, meaning that each final term contains a multiplicative factor of $\eta^{r_{c_i}}$, where $r_{c_i} \in \{-2, 0, 2\}$. 
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Finally, summing back over all permutations, we obtain that (3.7) is equal to

\[ \eta_{c_i}^{\pm 2} = \sqrt{2} \delta^{-1} dc_i^{(\pm 1)}, \]

where \( dc_i^{(1)} := dc_i \) and \( dc_i^{(-1)} := \overline{dc_i} \). Hence, the \( \sqrt{2} \)-terms cancel out, and each such term is of the form

\[ \text{sgn}(i)^n \left( \prod_{i=1}^{n} \epsilon_i \right) \left( \prod_{i=1}^{n} f_{\epsilon_i, \epsilon_{i+1}}(z_i, z_{i+1}) \right) dc_i^{(\epsilon_1)} \cdots dc_n^{(\epsilon_n)} + o(\delta^n). \quad (3.10) \]

The term \( \prod_{i=1}^{n} \epsilon_i \) arises as the product of the signs from the expansion of (3.9).

Since

\[ d(c_i^{(\pm 1)})^{(\epsilon_i)} - d(c_i^{(\pm 1)})^{(\epsilon_i)} = d(z_i^{(\epsilon)})^{(\epsilon_i)}, \]

keeping the permutation \( \epsilon \) and the signs \( \epsilon \) fixed, and summing (3.10) over all \( s \in \{-1, 1\}^n \), we obtain

\[ \text{sgn}(i)^n \left( \prod_{i=1}^{n} \epsilon_i \right) \left( \prod_{i=1}^{n} f_{\epsilon_i, \epsilon_{i+1}}(z_i, z_{i+1}) \right) d(z_1^{(\epsilon_1)}) \cdots d(z_n^{(\epsilon_n)}) + o(\delta^n). \]

Finally, summing back over all permutations, we obtain that (3.7) is equal to

\[ i^n \sum_{t_1=1}^{l_1} \cdots \sum_{t_n=1}^{l_n} \left( \sum_{\epsilon \in \{\pm\}^n} \left( \prod_{i=1}^{n} \epsilon_i \right) \det \left[ f_{\epsilon_i, \epsilon_j}(z_i, z_j) \right]_{1 \leq i, j \leq n} d(z_1^{(\epsilon_1)}) \cdots d(z_n^{(\epsilon_n)}) + o(\delta^n) \right) \]

\[ = i^n \sum_{\epsilon \in \{\pm\}^n} \left( \prod_{i=1}^{n} \epsilon_i \right) \prod_{\gamma_1} \cdots \prod_{\gamma_n} \det \left[ f_{\epsilon_i, \epsilon_j}(z_i, z_j) \right]_{1 \leq i, j \leq n} d(z_1^{(\epsilon_1)}) \cdots d(z_n^{(\epsilon_n)}) + o(1). \quad (3.11) \]

This concludes the proof of Proposition 3.11.

\[ \square \]

Proof of Theorem 3.5. We already proved in Proposition 3.11 that the desired limit exists and is conformally invariant. Hence, it is enough to identify it for the upper half-plane \( \mathbb{H} \). In this case, by Lemma 3.2 we have an explicit formula

\[ f_{\epsilon_i, \epsilon_j}(z_i, z_j) = \frac{\epsilon_j - \epsilon_i}{2\pi (z_j^{(\epsilon_j)} - z_i^{(\epsilon_i)})}, \]

where \( z_i^{(1)} = z_i \) and \( z_i^{(-1)} = \overline{z_i} \). Up to conjugation by a diagonal matrix with entries \( i^{\epsilon_i^2} \), this is the same matrix as in [33, Lemma 3.1], and hence

\[ \det \left[ f_{\epsilon_i, \epsilon_j}(z_i, z_j) \right]_{1 \leq i, j \leq n} = \frac{1}{(2\pi)^n} \sum_{\pi \text{ pairing of } \{1, \ldots, n\}} \prod_{\{i, j\} \in \pi} \frac{1}{(z_j^{(\epsilon_j)} - z_i^{(\epsilon_i)})^2}. \]
This means that, after exchanging the order of summations, integrals and products, (3.11) is equal to
\[
\frac{i^n}{(2\pi)^n} \sum_{\text{pairing of } \{1,\ldots,n\}} \prod_{i,j} 2\Re \left[ \int_{\gamma_i} \int_{\gamma_j} \frac{dz_i dz_j}{(z_j - z_i)^2} - \frac{dz_i dz_j}{(z_j - \pi)^2} \right]
\]
\[= \pi^{-\frac{n}{2}} \sum_{\text{pairing of } \{1,\ldots,n\}} \prod_{i,j} \frac{1}{2\pi} \ln \left( \frac{(u_j - u_i)(u_j^0 - u_i^0)(u_j^0 - \overline{u_i})(u_j - \overline{u_i^0})}{(u_j^0 - u_i)(u_j - u_i^0)(u_j - \overline{u_i})(u_j^0 - \overline{u_i^0})} \right).
\]

Note that the terms in the product above converge to \(G_{\mathbb{H}}(u_i, u_j)\) as \(u_i^0\) and \(u_j^0\) get close to \(\partial \mathbb{H}\). This together with (3.3) implies that, up to the explicit multiplicative constant, the moments have the same scaling limit as in \([33]\), which ends the proof. \(\square\)

### 3.3 Convergence of \(h^\delta\) as a random distribution

Recall that for \(a \in D\) we write \(h^\delta(a)\) for the evaluation of the nesting field at a face \(u^\delta = u^\delta(a)\) of \(D^\delta\) containing \(a\). For a test function \(g : D \to \mathbb{R}\), define
\[
h^\delta(g) := \int_D g(a) h^\delta(a) da.
\] (3.12)

**Theorem 3.12.** Let \(h_D\) be the GFF in \(D\) with zero boundary conditions, and let \(g_1, \ldots, g_k\) be continuous test functions with compact support. Then, for \(l_1, \ldots, l_k \in \mathbb{N}\),
\[
\lim_{\delta \to 0} \mathbb{E}[h^\delta(g_1^{l_1}) \cdots h^\delta(g_k^{l_k})] = \mathbb{E}\left[ \prod_{i=1}^k \left( \frac{1}{\sqrt{\pi}} h_D(g_i) \right)^{l_i} \right],
\]

**Proof.** To simplify notation, we only consider moments \(\mathbb{E}[h^\delta(g)^l]\) of one test function \(g\) for even. The general case follows in a similar way. To this end, we fix \(l \geq 2\), and define
\[
D^l_\delta := \{(a_1, \ldots, a_l) \in D^l : |a_i - a_j| < \delta\text{ for some } i \neq j\}.
\]

Then by Lemma 3.8 and (3.6) we have
\[
\int_D \cdots \int_D \mathbb{E}[h^\delta(a_1) \cdots h^\delta(a_l)] 1_{(a_1, \ldots, a_l) \in D^l_\delta} da_1 \cdots da_l \leq C \mathbb{E}\left[ \left( \frac{1}{\sqrt{\pi}} h_D(g_i) \right)^{l_i} \right] \leq C' \|g\|_\infty^l \lambda^{2l}(D^l_\delta)
\]
\[\leq C' \|g\|_\infty^l \lambda^{2l}(D)^{l-1} (\log \frac{1}{\delta})^M \delta^2
\]
for some constants \(C, C'\) and \(M\) that depend on \(l\), where \(\lambda^{2l}\) is the \(2l\)-dimensional Lebesgue measure. Note that the right-hand side tends to zero as \(\delta \to 0\). The function
\[
(a_1, \ldots, a_l) \mapsto |\log(\min_{i \neq j} |a_i - a_j|)|^{Ml}
\]
is integrable over \(D^l\), and hence by dominated convergence, Lemma 3.8 and (3.6) again, we
have
\[
\lim_{\delta \to 0} E_{D^f, D^l}^{\emptyset, \emptyset} [h^\delta (g)^l] = \lim_{\delta \to 0} \int_D \cdots \int_D E_{D^f, D^l}^{\emptyset, \emptyset} \left[ \prod_{i=1}^l g(a_i) h^\delta (a_i) \right] da_1 \cdots da_l
\]
\[
= \lim_{\delta \to 0} \int_D \cdots \int_D E_{D^f, D^l}^{\emptyset, \emptyset} \left[ \prod_{i=1}^l g(a_i) h^\delta (a_i) \right] 1_{(a_1, \ldots, a_l) \in D^f \setminus D^l} da_1 \cdots da_l
\]
\[
= \int_D \cdots \int_D \left( \prod_{i=1}^l g(a_i) \right) \lim_{\delta \to 0} E_{D^f, D^l}^{\emptyset, \emptyset} \left[ \prod_{i=1}^n h^\delta (a_i) \right] 1_{(a_1, \ldots, a_l) \in D^f \setminus D^l} da_1 \cdots da_l
\]
\[
= \int_D \cdots \int_D \left( \prod_{i=1}^l g(a_i) \right) \sum_{\pi \text{ pairing}} \prod_{\{i,j\} \in \pi} \frac{1}{\sqrt{\pi}} G_{D}(a_i, a_j) da_1 \cdots da_l
\]
where the second last equality follows from Theorem 3.5.

Remark 3.13. We note that the same convergence as in Theorem 3.12 holds if the height function is considered as a function on all faces of $C_{G^\delta}$ and not only on the faces of $G^\delta$.

We are now ready to conclude the proof the main theorem of this section.

Proof of Theorem 1.3. By Theorem 3.12, all moments of $h^\delta$ converge to the corresponding moments of $\frac{1}{\sqrt{\pi}} h_D$, and since $h_D$ is a Gaussian process, we conclude that $h^\delta$ tends to $\frac{1}{\sqrt{\pi}} h_D$ in distribution as $\delta$ tends to 0 in the space of generalized functions acting on continuous test functions with compact support. 

4 Further preliminaries

In this section, we give further preliminaries which are necessary for the proof in the next section. We first recall some background on the continuum side in Section 4.1 and then recap in Section 4.2 some inputs from [21] that are used in this paper.

4.1 On Gaussian free field, local sets and two-valued sets

In this section, we recall some background on the continuum side, notably on the Gaussian free field, the local sets and the two-valued sets. Throughout, let $D \subseteq \mathbb{C}$ be a simply connected domain whose boundary is a Jordan curve.

The Schramm-Loewner evolution (SLE) was introduced by Schramm in [53]. It is a family of non self-crossing random curves which depend on a parameter $\kappa > 0$. For many discrete models, free or wired/monochromatic boundary conditions force the interfaces to take the form of loops. The loop interfaces are conjectured (and sometimes proved) to converge to a conformal loop ensemble (CLE) in the continuum, which is a random collection of loops contained in $D$ that do not cross each other. The family of CLE was introduced by Sheffield in [58] and further studied by Sheffield and Werner in [59]. It depends on a parameter $\kappa \in (8/3, 8)$ and can be constructed using variants of SLE$\kappa$. 
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In [54, 55], Schramm and Sheffield made the important discovery that level lines of the discrete Gaussian free field (GFF) converge in the scaling limit to SLE$_{4}$ curves, and that the limiting SLE$_{4}$ curves are coupled with the continuum GFF as its local sets (i.e., a set with a certain spatial Markov property, see Definition 4.1). More generally, the theory of local sets developed in [55] allows one to couple SLE$_{κ}$ with the GFF for all $κ \in (0, 8)$. The coupling between SLE$_{κ}$ and GFF was further developed in [18, 45–48] (also, see references therein).

In this work, we are only concerned with the case $κ = 4$. It was shown in [55] that SLE$_{4}$-type curves are coupled with the GFF with a height gap $2λ$ in such a way that they are local sets of the GFF with boundary values respectively $a - λ$ and $a + λ$ on the left- and right-hand sides of the curve. A crucial property shown in [55] is that such SLE$_{4}$-type curves are deterministic functions of the GFF. We call these curves level lines, to keep the same terminology as in the discrete. The value $a \in \mathbb{R}$ is called the height of the level line. The coupling between SLE$_{4}$ and GFF was extended to CLE$_{κ}$ and GFF by Miller and Sheffield [44] (a more general coupling between CLE$_{κ}$ and GFF for all $κ \in (0, 8)$ was established in [49]; a proof for the case $κ = 4$ was also provided in [6]).

Let us fix some notation that will be used throughout this work. For any simply connected domain $U$, we say that its boundary $∂U$ is a contour. If $γ$ is a simple loop, then let $O(γ)$ denote the domain encircled by $γ$, which is equal to the unique bounded connected component of $\mathbb{C} \setminus γ$. Let $\overline{O}(γ)$ be the closure of $O(γ)$. Every simple loop is a contour, but a contour need not be a loop or a curve.\footnote{In this paper, we in fact only deal with contours which are or turn out in the end to be simple loops. However, we distinguish the notions of contour and loop, because we will later prove general results about local sets whose boundaries are not \textit{a priori} known to be curves.}

Let $h$ be a zero boundary GFF in $D$. For every simply connected domain $U \subseteq D$, let $h|_{U}$ denote the restriction of $h$ to the domain $U$. If $h|_{U}$ is equal to a GFF in $U$ with constant boundary conditions, say equal to $c$, then let $h^{0}|_{U}$ be the zero boundary GFF so that $h|_{U}$ is equal to $h^{0}|_{U}$ plus $c$. This constant $c$ is also called the boundary value of $U$, or the boundary value of $∂U$. Let $Γ$ denote a collection of simple loops which do not cross each other. Let $\text{gask}(Γ)$ denote the gasket of $Γ$, which is equal to $\overline{D} \setminus \bigcup_{γ \in Γ} O(γ)$. Given a connected set $A \subseteq \overline{D}$ such that $∂D \subseteq A$, let $L(A)$ denote the collection of outer boundaries of the connected components of $D \setminus A$.

The Miller-Sheffield coupling between the GFF and CLE$_{4}$ states that $h$ a.s. uniquely determines a random collection $Γ$ of simple loops which do not cross each other and satisfy the following property (see Fig. 4.1 left): conditionally on $\text{gask}(Γ)$, for each loop $γ \in Γ$, there exists $ε(γ) \in \{-1, 1\}$ such that $h|_{O(γ)}$ is equal to $ε(γ)2λ$ plus a zero-boundary GFF. In addition, the fields $h|_{O(γ)}$ for different $γ$‘s are (conditionally) independent of each other. In other words, $\text{gask}(Γ)$ is a local set of $h$ with boundary values in $\{-2λ, 2λ\}$. It turns out that $Γ$ has the law of a CLE$_{4}$. In addition, $\text{gask}(Γ)$ carries no mass of the GFF: for all test function $f$ on $D$, we have

$$
\int_{D} f(x)h(x)dx = \sum_{γ \in Γ} \int_{O(γ)} f(x)h|_{O(γ)}(x)dx.
$$

Each loop $γ$ in CLE$_{4}$ is a level line (we also call it a level loop) of the GFF with boundary value $ε(γ)2λ$ on the inner side of the loop and 0 on the outer side of the loop (so it is at height $ε(γ)λ$).
Figure 4.1: **Left:** A sketch of CLE$_4$ coupled with the GFF. The loops have boundary values $-2\lambda$ or $2\lambda$. **Right:** We depict a few layers of the nested CLE$_4$ coupled with the same GFF. We mark in red the outermost loops that have boundary values $-4\lambda$ or $4\lambda$, which belong to $\mathcal{L}_{-4\lambda,4\lambda}$.

It is also natural to consider level loops of $h$ at other heights than those of CLE$_4$. For example, the previous coupling can be extended to the nested CLE$_4$ (by sampling the CLE$_4$ coupled to $h^0|_{\partial(\gamma)}$ for each $\gamma \in \Gamma$), so that the further layers of CLE$_4$ loops are at heights $(2k+1)\lambda$ for $k \in \mathbb{Z}$. For $a \in (-\lambda, \lambda)$, the outermost level loops of $h$ at height $a$ are given by boundary conformal loop ensembles (BCLE) [49], and one can then also consider nested versions of BCLE to obtain level loops of $h$ at a continuum range of heights.

The gaskets of CLEs and BCLEs belong to a particular class of local sets called *two-valued sets* introduced by Aru, Sepúlveda and Werner in [6]: a two-valued set is a thin local set (a terminology in [56] meaning that the local set carries no mass of the GFF, described by (4.1)) with two boundary values in $\{-a, b\}$, denoted by $\mathbb{A}_{-a,b}$. For example, the gasket of CLE$_4$ is equal to $\mathbb{A}_{-2\lambda,2\lambda}$, and the gaskets of BCLEs correspond to $\mathbb{A}_{-a,b}$ with $a + b = 2\lambda$. It was shown in [6] that the sets $\mathbb{A}_{-a,b}$ exist for $a, b > 0$ with $a + b \geq 2\lambda$, and are a.s. unique and determined by $h$. Let us use $\mathcal{L}_{-a,b}$ to denote $\mathcal{L}(\mathbb{A}_{-a,b})$. Throughout, we denote by $\mathcal{L}_{-a,b}^+$ (resp. $\mathcal{L}_{-a,b}^-$) the set of loops in $\mathcal{L}_{-a,b}$ with boundary value $b$ (resp. $-a$). We will also use notations like CLE$_4(h)$ and $\mathcal{L}_{-a,b}(h)$ to represent these sets coupled to $h$ (especially when there are different GFFs involved).

The loops in $\mathcal{L}_{-a,b}$ are composed of SLE$_4$-type curves which are level lines of $h$, hence are a.s. simple and do not cross each other (but can intersect each other). The law of $\mathcal{L}_{-a,b}$ is invariant under all conformal automorphisms from $D$ onto itself, since $h$ is invariant under those conformal maps. The geometric properties of the loops in $\mathcal{L}_{-a,b}$ are well understood (see e.g. [5,6,52] and Lemma 4.6).

Let us now give a simple and intuitive explanation of the two-valued sets, and postpone more details to the next subsection. As pointed out in [6], $\mathbb{A}_{-a,b}$ is a 2D analogue for GFF of the stopping time of a 1D Brownian motion upon exiting $[-a, b]$, and is intuitively the set of points that are connected to the boundary by a path on which the values of $h$ remain in $[-a, b]$. Let us illustrate this by the following construction of $\mathbb{A}_{-2n\lambda,2n\lambda}$ via iterated CLE$_4$s.
(see Fig. 4.1, right). For each point \( z \in D \), the boundary values of the successive loops that encircle \( z \) in the nested CLE\(_4\) perform a symmetric random walk with steps \( \pm 2\lambda \). The loops in \( L_{-2n\lambda,2n\lambda} \) correspond to the first time that we obtain a nested CLE\(_4\) loop with boundary value equal to \(-2n\lambda\) or \(2n\lambda\).

Let us give more details on Gaussian free field, local sets and two-valued sets. Here, we look at a GFF in the unit disk \( U \). For any other simply connected domain \( D \), one can simply map \( D \) conformally onto \( U \). Let \( \Gamma \) be the space of all closed nonempty subsets of \( U \). We view \( \Gamma \) as a metric space, endowed by the Hausdorff metric induced by the Euclidean distance. Note that \( \Gamma \) is naturally equipped with the Borel \( \sigma \)-algebra on \( \Gamma \) induced by this metric.

Given \( A \in \Gamma \), let \( A_\delta \) denote the closure of the \( \delta \)-neighborhood of \( A \) in \( U \). Let \( A_\delta \) be the smallest \( \sigma \)-algebra in which \( A \) and the restriction of \( h \) to the interior of \( A_\delta \) are measurable.

Let \( A := \bigcap_{\delta \in \mathbb{Q}, \delta > 0} A_\delta \). Intuitively, this is the smallest \( \sigma \)-algebra in which \( A \) and the values of \( h \) in an infinitesimal neighborhood of \( A \) are measurable.

**Definition 4.1 (Local set [55]).** Let \( h \) be a GFF in \( U \). We say that \( A \) is a local set of \( h \) if \( A \) is a closed subset of \( U \) and one can write \( h = h_A + h^A \), where

- \( h_A \) is an \( A \)-measurable random distribution which on \( U \setminus A \) a.s. has finite pointwise values and is harmonic.
- \( h^A \) is a random distribution which is independent of \( A \). It is a.s. zero on \( A \) and equal to an independent zero boundary GFF in each connected component of \( U \setminus A \).

Two-valued sets were introduced by Aru, Sepúlveda and Werner in [6]. More precisely, they denote thin local sets with two prescribed boundary values. In Section 4.1 we have mentioned the examples of CLE\(_4\) (whose gasket is a thin local set of a GFF with two boundary values in \( \{-2\lambda, 2\lambda\} \)) and BCLE\(_4\)(\(-1\)) (whose gasket is a thin local set of a GFF with two boundary values in \( \{-\lambda, \lambda\} \)).

In [6], the authors first defined the more general family of bounded type thin local sets (denoted by BTLS), as follows.

**Definition 4.2 (Bounded type thin local sets, [6]).** Let \( h \) be a GFF in \( D \). Let \( A \) be a relatively closed subset of \( D \). For \( K > 0 \), we say that \( A \) is a \( K \)-BTLS of \( h \) if

1. (boundedness) \( A \) is a local set of \( h \) such that \( |h_A(x)| \leq K \) for all \( x \in D \setminus A \).
2. (thinness) for any smooth function \( f \), we have \( (h_A, f) = \int_{D \setminus A} h_A(x)f(x)dx \).

It was shown in [6] that a BTLS must be connected to the boundary of the domain.

**Lemma 4.3 (Proposition 4, [6]).** If \( A \) is a BTLS, then \( A \cup \partial D \) is a.s. connected.

A two-valued set is defined to be a BTLS \( A \) such that \( h_A \in \{-a,b\} \) for \( a, b > 0 \). The family of two-valued sets satisfies the properties of the following lemma.

**Lemma 4.4 (Proposition 2 in [6]).** Let \(-a < 0 < b\).
• When \( a + b < 2\lambda \), it is not possible to construct a BTLS \( A \) such that \( h_A \in \{ -a, b \} \) a.s.

• When \( a + b \geq 2\lambda \), there is a unique BTLS \( A \) coupled with \( h \) such that \( h_A \in \{ -a, b \} \) a.s. We denote this set \( A \) by \( A_{-a,b} \).

• If \([a, b] \subseteq [a', b']\), then \( A_{-a,b} \subseteq A_{-a',b'} \) a.s.

This lemma shows that two-valued sets are deterministic functions of the GFF \( h \) (when they exist), and this property will be instrumental in our proof.

When \( a + b = 2\lambda \), the set \( \mathcal{L}_{-a,b} \) is equal to BCLE\(_4(\rho)\) and can be constructed using branching SLE\(_4(\rho, -2 - \rho)\) processes \((6)^{[49]}\). Properties of such SLE processes directly imply the following lemma.

**Lemma 4.5.** If \( a + b = 2\lambda \), every loop in \( \mathcal{L}_{-a,b} \) intersects \( \partial D \).

For other values of \( a, b \), \( A_{-a,b} \) is constructed by iterating the branching SLE\(_4(\rho, -2 - \rho)\) processes. Properties of the SLE\(_4(\rho, -2 - \rho)\) processes also lead to the following intersecting behavior of the loops in \( \mathcal{L}_{-a,b} \).

**Lemma 4.6** (Intersecting behavior of the loops \((5)\)).

1. There exists a loop in \( \mathcal{L}_{-a,b}^+ \) (resp. \( \mathcal{L}_{-a,b}^- \)) which intersects \( \partial D \) if and only if \( b < 2\lambda \) (resp. \( a < 2\lambda \)).

2. If \( a + b < 4\lambda \), then one can connect any two loops \( \eta_1 \) and \( \eta_2 \) in \( \mathcal{L}_{-a,b} \) by a finite sequence of loops \((\gamma_1, \ldots, \gamma_n)\) so that \( \gamma_1 = \eta_1 \), \( \gamma_n = \eta_2 \) and \( \gamma_{k+1} \) intersects \( \gamma_k \) for each \( 1 \leq k \leq n - 1 \). Only loops with different boundary values can intersect each other.

### 4.2 Input from the second paper of the series

In this section we briefly recap some inputs from \(21\) that are used in this paper. We refer to \(21\) for the proofs. We only mention the main tools from \(21\) that we will use and refer, later in the proof, to the precise statements of \(21\) when they were not mentioned in this section.

**Results for the double random current model**  As mentioned above, we need tightness results for several families of loops, notably for the outer boundaries of the double random current clusters. This is done using an Aizenman–Burchard-type criterion for the double random current. Below, for a subset \( A \) of vertices, a \( A \)-cluster is a cluster for the current configuration restricted to \( A \). A domain \( D \) is a subgraph of \( \mathbb{Z}^2 \) whose boundary is a self-avoiding polygon in \( \mathbb{Z}^2 \). Let \( \Lambda_r := [-r, r]^2 \) and \( \text{Ann}(r, R) := \Lambda_R \setminus \Lambda_{r-1} \). Call an \( \text{Ann}(r, R) \)-cluster crossing if it intersects both \( \partial \Lambda_r \) and \( \partial \Lambda_R \). For an integer \( k \geq 1 \), let \( A_{2k}(r, R) \) be the event\(^3\) that there are \( k \) distinct \( \text{Ann}(r, R) \)-clusters in \( n_1 + n_2 \) crossing \( \text{Ann}(r, R) \).

**Theorem 4.7** (Aizenman–Burchard criterion for the double random current model). There exist sequences \((C_k)_{k \geq 1}, (\lambda_k)_{k \geq 1}\) with \( \lambda_k \) tending to infinity as \( k \to \infty \), such that for every domain \( D \), every \( k \geq 1 \) and all \( r, R \) with \( 1 \leq r \leq R/2 \),

\[
P^{0,0}_{D,D}[A_{2k}(r, R)] \leq C_k \left( \frac{r}{R} \right)^{\lambda_k}. \tag{4.2}
\]

\(^3\)The subscript \( 2k \) instead of \( k \) is meant to illustrate that there are \( k \) \( \text{Ann}(r, R) \)-clusters from inside to outside separated by \( k \) dual clusters separating them.
Furthermore, for every $\varepsilon > 0$ and every domain $\Omega$, there exists $\eta = \eta(\varepsilon) > 0$ such that for all $r, R$ with $1 \leq r \leq \eta R$ and every domain $\Omega \supset \Lambda_{2R}$,
\[ P^{\theta,0}_{\Omega,\Omega} [\exists x \in \Lambda_{R} : A_{1}^{\bullet}(x, r, R)] \leq \varepsilon. \tag{4.4} \]

The result is coherent with the fact that the scaling limit of the outer boundary of large clusters in $\mathbf{n}_{1} + \mathbf{n}_{2}$ is given by CLE$_{4}$, which is known to be made of simple loops that do not touch each other. Interestingly, to derive the convergence to the continuum object it will be necessary to first prove this property at the discrete level.

We turn to a second result of the same type. For a current $\mathbf{n}$, let $\mathbf{n}^{\bullet}$ be the set of dual edges $e^{\bullet}$ with $\mathbf{n}_{e} = 0$. For a dual path $\gamma = (e_{1}^{\bullet}, e_{2}^{\bullet}, \ldots, e_{k}^{\bullet})$, call the $\mathbf{n}$-flux through $\gamma$ the sum of the $\mathbf{n}_{e_{i}}$. Call an Ann$(r, R)$-hole in $\mathbf{n}_{1} + \mathbf{n}_{2}$ a connected component of $(\mathbf{n}_{1} + \mathbf{n}_{2})^{\bullet}$ restricted to Ann$(r, R)^{\bullet}$ (note that it can be seen as a collection of faces). An Ann$(r, R)$-hole is said to be crossing Ann$(r, R)$ if it intersects $\partial \Lambda_{r}$ and $\partial \Lambda_{R}^{\bullet}$. Consider the event
\[ A_{1}^{\bullet}(r, R) := \left\{ \text{there exist two Ann}(r, R)$-holes crossing Ann$(r, R)$ and the shortest dual path between them has even $(\mathbf{n}_{1} + \mathbf{n}_{2})$-flux } \right\}. \]

Denote its translate by $x$ by $A_{1}^{\bullet}(x, r, R)$.

**Theorem 4.9.** There exists $C > 0$ such that for all $r, R$ with $1 \leq r \leq R$,
\[ P^{\theta,0}_{\mathbb{Z}^{2},\mathbb{Z}^{2}} [A_{1}^{\bullet}(r, R)] \leq C(r/R)^{2}. \tag{4.5} \]

Furthermore, for every $\varepsilon > 0$, there exists $\eta = \eta(\varepsilon) > 0$ such that for all $r, R$ with $1 \leq r \leq \eta R$ and every domain $D \supset \Lambda_{2R}$,
\[ P^{\theta,0}_{\Omega,\Omega} [\exists x \in \Lambda_{R} : A_{1}^{\bullet}(x, r, R)] \leq \varepsilon. \tag{4.6} \]

Let us mention that the previous results are obtained using the following key statement, which is of independent interest and is also directly used in this paper. For a set $D$, let $\partial_{r} D$ be the set of vertices in $D$ that are within a distance $r$ from $\partial D$.

**Theorem 4.10** (Connection probabilities close to the boundary for double random current). There exists $c > 0$ such that for all $r, R$ with $1 \leq r \leq R$ and every domain $D$ containing $\Lambda_{2R}$ but not $\Lambda_{3R}$,
\[ \frac{c}{\log(R/r)} \leq P^{\theta,0}_{D,D} [\Lambda_{R} \xrightarrow{\mathbf{n}_{1} + \mathbf{n}_{2}} \partial_{r} D] \leq \varepsilon(R), \]
where $x \mapsto \varepsilon(x)$ is an explicit function tending to 0 as $x$ tends to 0.
We predict that the upper bound should be true for $\epsilon(x) := C/\log(1/x)$ but we do not need such a precise estimate here. Again, the result is coherent with the fact that the scaling limit of the outer boundary of large clusters in $n_1 + n_2$ is given by CLE$_4$.

The lower bound is to be compared with recent estimates [23, 24] obtained for another dependent percolation model, namely the critical Fortuin–Kasteleyn random cluster model with cluster-weight $q \in [1, 4)$. There, it was proved that the crossing probability is bounded from below by a constant $c = c(q) > 0$ uniformly in $r/R$. We expect that the behaviour of the critical random cluster model with cluster weight $q = 4$ on the other hand is comparable to the behaviour presented here: large clusters do not come close to the boundary of domains when the boundary conditions are free.

5 Scaling limit of the double random current clusters

In this section, we identify the scaling limit of the double random current clusters with free and wired boundary conditions. More precisely, we prove Theorems 5.1 and 5.3 which imply Theorems 1.1 and 1.2 As we have pointed out at the end of Section 1.2 Theorems 5.3 and 5.1 contain more information than Theorems 1.1 and 1.2.

Our proof crucially relies on the height function from Section 3 which satisfies a strong form of spatial Markov property at the inner boundaries of the double random current clusters, namely one has an independent height function (which converges to a GFF) inside each domain encircled by the inner boundary of a cluster. The boundary values $\sqrt{2}\lambda$ and $2\sqrt{2}\lambda$ at the inner boundaries of the clusters come from the discrete height function (in the discrete, the height changes by $\pm 1$ or $\pm 1/2$ between neighbouring sites and faces but the limiting field is $(2\sqrt{2}\lambda)^{-1}$ times the GFF, hence the values of the continuum field on the scaling limit of such inner boundaries are multiples of $\sqrt{2}\lambda$). For example, the scaling limit of the inner boundaries of the outermost cluster in a double random current model with wired boundary conditions follow directly from this spatial Markov property and the characterization of two-valued sets (Lemma 4.4) [6].

In contrast, in a double random current model with free boundary conditions, the discrete height function does not have this form of spatial Markov property at the outer boundaries of the clusters. However, we establish this spatial Markov property in the continuum limit, using additional information on the geometric properties of these loops and their interaction with other interfaces of the primal and dual models coupled through Theorem 2.1. More precisely, we show that the outer boundaries of the clusters in a free boundary double random current model converge to the CLE$_4$ coupled with the limiting GFF, so that each limiting loop has boundary value $-2\lambda$ or $2\lambda$. The value $2\lambda$ cannot be found in the height function of the discrete model, but only appears in the continuum limit. This is the same value as the height gap at the two sides of a level line, identified in [54] (see Remark 5.10).

Throughout, let $D \subseteq \mathbb{C}$ be a simply connected domain whose boundary is a Jordan curve. We say that two contours $\partial U_1$ and $\partial U_2$ cross each other if $U_1 \not\subseteq U_2$, $U_2 \not\subseteq U_1$ and $U_1 \cap U_2 \neq \emptyset$. We say that a contour $\partial U_1$ encircles another contour $\partial U_2$ if $U_2 \subseteq U_1$, and we say $\partial U_1$ strictly encircles $\partial U_2$ if $U_2 \subsetneq U_1$.  
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5.1 Main results

In this section, we state the main results Theorems 5.1 and 5.3, which can be seen as enhanced versions of Theorems 1.1 and 1.2 presented in the introduction.

**Free boundary conditions** Let us consider the coupling \( P_{D^\delta} \) between two independent copies \( n_1^\delta \) and \( n_2^\delta \) of sourceless currents on \( D^\delta \), i.e., \((n_1^\delta, n_2^\delta) \sim P_{D^\delta, D^\delta}^0\), the labels \( \epsilon^\delta \) associated to the clusters of \( n_1^\delta + n_2^\delta \), and the nesting field \( h^\delta \). Let \( B^\delta \) be the collection of outer boundaries of the outermost double random current clusters on \( D^\delta \). For each loop \( \ell \in B^\delta \), let \( \epsilon^\delta(\ell) \) be the label of the double random current cluster \( C(\ell) \) with outer boundary \( \ell \), and \( A^\delta(\ell) \) be the collection of loops corresponding to the inner boundary of \( C(\ell) \). Let \( A^\delta := \cup_{\ell \in B^\delta} A^\delta(\ell) \). For each \( \gamma \in A^\delta(\ell) \), we say that it is the boundary of an odd hole if \( C(\ell) \) is odd around every face encircled by \( \gamma \) (see definition in Section 1.3). Otherwise we say that \( \gamma \) is the boundary of an even hole. We let \( c^\delta(\gamma) = 1 \) (resp. \( c^\delta(\gamma) = 0 \)) if \( \gamma \) is the boundary of an odd (resp. even) hole. We will prove the following theorem.

**Theorem 5.1** (Free boundary conditions). Let \( D \subsetneq \mathbb{C} \) be a simply connected Jordan domain; as \( \delta \to 0 \), the family \((B^\delta, A^\delta, h^\delta, \epsilon^\delta, c^\delta)\) defined above converges in distribution to a limit \((B, A, h, \epsilon, c)\) satisfying (see Fig. 5.1):

- \( h \) is a GFF with zero boundary conditions in \( D \).

- The collection of loops \( B \) is equal to CLE\(_4\)\((h)\). For each \( \ell \in B \), \( h|_{O(\ell)} \) is equal to an independent zero-boundary GFF \( h^0|_{O(\ell)} \) plus the constant \( \epsilon(\ell)2\lambda \).
Every loop in $A$ is encircled by a loop in $B$. For each loop $\ell \in B$, let $A(\ell)$ denote the collection of loops in $A$ that are encircled by $\ell$.

- If $\epsilon(\ell) = 1$, then $A(\ell)$ is equal to $L_{-2\lambda,2\sqrt{2}}(h^0\lvert_O(\ell))$.
- If $\epsilon(\ell) = -1$, then $A(\ell)$ is equal to $L_{-(2\sqrt{2}-2),2\lambda}(h^0\lvert_O(\ell))$.
- Each loop $\gamma \in A(\ell)$ has boundary value $\epsilon(\ell)c(\gamma)\sqrt{2}\lambda$.

Remark 5.2. We can deduce using crossing estimates from [21] that for each loop $\ell \in B$, two loops in $A(\ell)$ of the same parity (hence of the same boundary value and drawn in the same color in Fig. 5.1) never touch each other. Only the limit of odd holes can touch $\ell$. This is consistent with Theorem 5.1 and the adjacency properties of the loops in a two-valued set (Lemma 4.6). Moreover, Theorem 5.1 implies that each loop in $A(\ell)$ is connected to $\ell$ via a finite chain of loops of alternating parities (hence the length of this chain always has a fixed parity). In particular, the parity of the holes are determined by the shape of the clusters.

Theorem 5.1 implies Theorem 1.1.

Proof of Theorem 1.1. Theorem 5.1 identifies the limit of the (inner and outer) boundaries of the outermost clusters in a double random current model with free boundary conditions. For each loop $\gamma$ in $A$, the next layer of outermost clusters in $O(\gamma)$ satisfies the same properties (i.e., Properties from Section 5.2) as the outermost clusters in $D$. The same proof as that of Theorem 5.1 then identifies the law of the next layer of outermost clusters in $O(\gamma)$. Iterating, we can deduce Theorem 1.1.

Wired boundary conditions Consider the double random current $n$ with wired boundary conditions on the weak dual $(D^\delta)^\dagger$. Let $\hat{A}^\delta$ be the collection of loops in the inner boundary of the cluster $\hat{C}$ of the outer boundary of $(D^\delta)^\dagger$ in $n$. For each $\gamma \in \hat{A}^\delta$, we say that it is the boundary of an odd hole if $\hat{C}$ is odd around every face encircled by $\gamma$. Otherwise we say that $\gamma$ is the boundary of an even hole. We let $\hat{c}^\delta(\gamma) = 1$ (resp. $\hat{c}^\delta(\gamma) = -1$) if $\gamma$ is the boundary of an odd (resp. even) hole.

Below, we focus on simply connected domains $D$ with $C^1$-smooth boundary. The restriction to such domains comes from a technical condition from Remark 7.3 of [21] which could possibly be removed modulo some additional work.

Theorem 5.3 (Wired boundary conditions). Consider a simply connected domain $D \subseteq \mathbb{C}$ and such that $\partial D$ is $C^1$. Then as $\delta \to 0$, $(\hat{A}^\delta, h^\delta, \hat{c}^\delta)$ converges in distribution to a limit $(\hat{A}, h, \hat{c})$, where $h$ is a GFF in $D$ with zero boundary conditions and $\hat{A} = L_{-\sqrt{2}\lambda,\sqrt{2}\lambda}(h)$. Moreover, $h$ restricted to $O(\gamma)$ has boundary value $c(\gamma)\sqrt{2}\lambda$.

Remark 5.4. We can deduce using crossing estimates from [21] that two loops in $\hat{A}$ of the same parity (hence of the same boundary value and drawn in the same color in Fig. 5.2) never touch each other. This is consistent with Theorem 5.3 and the adjacency properties of the loops in a two-valued set (Lemma 4.6). From Theorem 5.3 and Theorem 5.1 (which will be proved in the next subsection), we can deduce Theorem 1.2.
Proof of Theorem 1.2. The first bullet point of Theorem 1.2 is given by Theorem 5.3. Given \( \hat{A} \), for each loop \( \gamma \in A \), we have the scaling limit of an independent double random current model in \( O(\gamma) \) with free boundary conditions. This Markov property together with Theorem 1.1 (which will be proved in the next subsection) implies the second and third bullet points of Theorem 1.2.

5.2 First properties of the limiting interfaces

In this subsection, we first prove some properties for the free-boundary double random currents (Proposition 5.5), then prove Theorem 5.3 for the wired boundary conditions, and finally prove Lemma 5.6 which relies on the coupling of the primal and dual models.

Proposition 5.5. Fix a simply connected Jordan domain \( D \subset \mathbb{C} \) and consider the double random current on \( D \) with free boundary conditions. The family \( (B_\delta, A_\delta, \epsilon_\delta, h_\delta, c_\delta)_{\delta > 0} \) is tight for the topology of weak convergence and for every subsequential limit \( (B, A, \epsilon, h, c) \), a.s.

1. \( h \) is a GFF with zero boundary conditions in \( D \).

2. The sets \( A \) and \( B \) consist of simple loops which do not cross each other. Every loop in \( A \) is encircled by some loop in \( B \). The set \( A \) is not equal to \( \{ \partial D \} \).

3. Almost surely, any two loops in \( B \) do not intersect each other.

4. For any \( z \in D \) and \( R > r > 0 \), we say that a loop crosses the annulus \( B(z, R) \setminus B(z, r) \) if it intersects both \( \partial B(z, r) \) and \( \partial B(z, R) \). Almost surely, there can be a finite number of loops in \( B \) that cross any annulus contained in \( D \).

5. (Local set) The set \( \text{gask}(A) \) is a thin local set of \( h \) with boundary values belonging to \( \{-2\sqrt{2}\lambda, 0, 2\sqrt{2}\lambda\} \). More precisely, for each loop \( \ell \in B \), for all \( \gamma \in A(\ell) \), \( h \) restricted to \( O(\gamma) \) is equal to an independent GFF with boundary condition \( \epsilon(\ell)c(\gamma)2\sqrt{2}\lambda \).

6. The loops in \( A \) that have boundary value 0 do not touch the loops in \( B \).

Proof. Proof of tightness and Property 1. We already know that \( h_\delta \) converges as \( \delta \to 0 \) to the GFF in \( D \) with zero boundary conditions. Furthermore, the tightness of \( \epsilon_\delta \) is trivial once the one of \( (B_\delta, A_\delta) \) has been justified. We therefore focus on the latter. Recall the tightness criterion \([2, H1]\): a family of random variables \( F_\delta \) (with law \( P_\delta \)) taking values in \( \mathbb{C}(\Omega) \) satisfies \( H1 \) if for every \( k < \infty \) and every annulus \( \text{Ann}(x, r, R) \) with \( \delta \leq r \leq R \leq 1 \), the following bound holds uniformly in \( \delta > 0 \):

\[
P_\delta[\text{Ann}(x, r, R) \text{ is crossed by } k \text{ separate pieces of interfaces in } F_\delta] \leq C(k)(\frac{r}{R})^{\lambda(k)}, \quad (5.1)
\]

with \( C(k) > 0 \) and \( \lambda(k) \) tending to infinity as \( k \to \infty \).

We apply this criterion to the family \( (B_\delta \cup A_\delta) \) (we can also apply it to \( B_\delta \) or \( A_\delta \)). The event that \( \text{Ann}(x, r, R) \) is crossed by \( k \) separate pieces of interfaces in \( A_\delta \cup B_\delta \) is included in the (rescaled version of the) event \( A_{2k}(r/\delta, R/\delta) \), so that we may apply Theorem 4.7.

For the tightness of the \( c_\delta \), note that \( c_\delta \) is determined by \( (A_\delta, B_\delta, c_\delta) \) and the information on which holes are odd or not. The latter is determined by the odd part of the double random current, which we call \( \eta^\delta \) for the reminder of this proof. Paper [21] also applies to odd parts of...
where the definition of the nesting field implies that

Proof of Property 5. Let \( \beta \) be the sequence of \((B, A, \epsilon, h, c)\) to be the limit of a converging subsequence \((B_n^\delta, A_n^\delta, \epsilon_n^\delta, h_n^\delta, c_n^\delta)\).

Proof of Properties 2, 3 and 4. Every loop in \( A \) is surrounded by a loop in \( B \) by construction. The loops in \( A \) and \( B \) also do not cross each other by construction.

The fact that the loops in \( B \) do not intersect each other is a direct consequence of Theorem 4.8. Indeed, fix \( \alpha, \beta, \epsilon > 0 \). For two loops of \( A_n^\delta \) of diameter at least \( \alpha \) to come within distance \( \beta \) of each other, there must be \( x \in \Omega_n^\delta \) such that the translate by \( x \) of the rescaled version of the event \( A_n^\delta(x/\delta_n, \alpha/\delta_n) \) occurs. Yet, Theorem 4.8 implies that provided that \( \beta \leq \beta_0(\alpha, \epsilon) \), this occurs with probability smaller than \( \epsilon \). The same is true for two loops of \( B_n^\delta \).

The fact that the loops in \( A \) and \( B \) are simple is also direct consequence of Theorem 4.8. Indeed, the event that a single loop comes within distance \( \alpha \) of itself after going away to distance \( \alpha \) also implies the same event. Letting \( \beta \) tend to zero, then \( \alpha \), and finally \( \epsilon \), we obtain the result.

The fact that \( A \) is not equal to \( \{ \partial D \} \) is an easy consequence of Theorem 4.10.

Property 4 is a direct consequence of the Aizenman-Burchard criterion Theorem 4.8 given below.

Proof of Property 5. Let \( C(\ell) \) be the cluster whose exterior boundary is \( \ell \). Notice that the definition of the nesting field implies that

\[
h_n^\delta = \sum_{\ell \in B_n^\delta} \sum_{\gamma \in A_n^\delta(\ell)} (\delta_n^\delta + \epsilon_n^\delta C(\ell)) \gamma(\delta_n^\delta),
\]

where \( \delta_n^\delta \) is the nesting field in \( O(\gamma) \). Let us start by showing that for every test function \( g \),

\[
\lim_{\alpha \to 0} \lim_{n \to \infty} \int_{D_n^\delta} g(x) \delta_n^\delta(x) \mathbf{1}_{x \in E_n^\delta} dx = 0,
\]

where, if \( \Lambda_\alpha(y) := y + [-\alpha, \alpha]^2 \),

\[
E_n^\delta := \text{union of the } \Lambda_\alpha(y) \text{ for } y \in \alpha \mathbb{Z}^2 \text{ such that } \Lambda_\alpha(x) \text{ intersects some } \gamma \in A_n^\delta
\]

(note that in particular every \( x \) that is within a distance \( \alpha \) of some \( \gamma \) in \( A_n^\delta \) must be in \( E_n^\delta \)).

In order to prove this statement, we fix \( \epsilon > 0 \) and see that

\[
\mathbb{E}_\delta \left[ \int_{D_n^\delta} g(x) \delta_n^\delta(x) \mathbf{1}_{x \in E_n^\delta} dx \geq \epsilon \right] \leq \mathbb{E}_\delta \left[ \int_{D_n^\delta} g(x) \delta_n^\delta(x) \mathbf{1}_{x \in E_n^\delta} dx \right]
\]

\[
\leq \sum_{y \in \alpha \mathbb{Z}^2} \mathbb{E}_\delta \left[ \int_{\Lambda_\alpha(y)} g(x) \delta_n^\delta(x) \mathbf{1}_{x \in E_n^\delta} dx \right]
\]

\[
= \sum_{y \in \alpha \mathbb{Z}^2} \mathbb{E}_\delta \left[ \mathbb{E}_\delta \left[ \int_{\Lambda_\alpha(y)} g(x) \delta_n^\delta(x) dx \right] \right]
\]

\[
\leq \sum_{y \in \alpha \mathbb{Z}^2} \mathbb{E}_\delta \left[ \left( \int_{\Lambda_\alpha(y)} g(x) \delta_n^\delta(x) dx \right)^2 \right]^{1/2}
\]

\[
\leq \sum_{y \in \alpha \mathbb{Z}^2} \alpha^c \times C(g) \alpha^2 \log(1/\alpha) \leq C(g, D) \log(1/\alpha) \alpha^c.
\]
Above, we used Markov’s inequality in the first inequality, the triangle inequality in the second, the fact that $x \in E_{\alpha}^{\delta_n}$ is equivalent to $y \in E_{\alpha}^{\delta_n}$ in the third, and Cauchy–Schwarz in the fourth. In the fifth, we combine an easy estimate on the second moment of $\int_{\Lambda_{\alpha}(y)} g(x) h_{\delta_n}^\beta(x)dx$ based on the definition of the nesting field and RSW type estimates from [21], together with the fact that for $\Lambda_{\alpha}(y)$ to intersect a loop $\gamma$ in $A^{\delta_n}$, there must be a primal path in $n_1+n_2$ from $\Lambda_{\alpha}(x)$ to $\Lambda_{\beta}(x)$ or a path in $(n_1+n_2)^*$ from $\partial \Lambda_{\beta}(x) \to \partial \Lambda_{\delta}(x, \partial D)$, where $\beta := \sqrt{\alpha d(x, \partial D)}$.

Then, (5.2) follows by sending $n$ to infinity, then $\alpha$ to 0, and finally $\varepsilon$ to 0.

Let us recall from the proof of Property 1 that one can use the further variable $(\eta_{\delta_n})$. With this one at hand, we now proceed.

For every fixed $\alpha > 0$, the convergence of $A^{\delta_n}$, the spatial Markov property (in each $O(\gamma)$, the double random current has free boundary conditions) and Theorem 1.3 imply that the dual ones (see Fig. 5.2). For every loop $\ell$ discrete. To Property 5 of Proposition 5.5 comes from the construction of the nesting field in the continuous.

First note that the family $(\hat{A}^{\delta}, h^{\delta}, \hat{c}^{\delta})_{\delta > 0}$ is tight as a consequence of Remark 7.3 of [21]. Let $(\hat{A}, h, \hat{c})$ be a subsequential limit. By Theorem 5.3 we know that $h$ is a GFF with zero boundary conditions in $D$.

By the same argument as the one leading to Property 5 of Proposition 5.5, we know that $gask(\hat{A})$ is a thin local set of $h$, and that for each $\gamma \in A$, the restriction of $h$ to $O(\gamma)$ has boundary value equal to $\hat{c}(\gamma) \sqrt{2\lambda}$ which is in $\{-\sqrt{2\lambda}, \sqrt{2\lambda}\}$. This uniquely characterizes $\hat{A}$ as a two-valued set $\mathcal{L}_{-\sqrt{2\lambda}, \sqrt{2\lambda}}$ by Lemma 4.4. The reason for the difference in gaps compared to Property 3 of Proposition 5.5 comes from the construction of the nesting field in the discrete.

The following lemma states how the primal double random currents are coupled with the dual ones (see Fig. 5.2). For every loop $\ell \in \hat{A}$, let $B_{\ell}^\beta$ be the collection of loops in $B^\delta$ which intersect $\ell$. Let $B_{\ell}^\delta$ be the union of $B_{\ell}^\beta$ for all $\ell \in \hat{A}$.

**Lemma 5.6** (Coupling with the dual d.r.c.). The family $(B^\delta, \hat{A}^\delta, h^\delta, \hat{c}^\delta, B_{\ell}^\beta)_{\delta > 0}$ is tight. Every subsequential limit $(B, A, \epsilon, h, \hat{A}, B_1)$ satisfies the following properties.

- The loops in $B$ do not cross the loops in $\hat{A}$.
Figure 5.2: The red and black loops represent the limit of the wired d.r.c. interfaces, i.e., the loops in \( \hat{A} \). The red (resp. black) loops are the limit of even (resp. odd) holes. The blue loops are the loops in \( B_1 \).

- Suppose \( \ell \in \hat{A} \) has inner boundary condition \( \sqrt{2} \lambda \) (resp. \(-\sqrt{2} \lambda \)), and let \( B_1(\ell) \) be the set of loops in \( B_1 \) which are encircled by \( \ell \). Then every loop in \( B_1(\ell) \) has label +1 (resp. −1).

- Conditionally on \( B_1(\ell) \), \( h \) restricted to \( O(\ell) \setminus \bigcup_{\gamma \in B_1(\ell)} \overline{O}(\gamma) \) is an independent GFF with zero boundary conditions.

Proof. Let us explain how these properties follow from the master coupling in Theorem 2.1. First of all, the fact that loops in \( B \) and \( \hat{A} \) do not cross follows from Property (3) and the subsequential convergence.

Moreover, in the discrete by (2.1), the labels of the loops \( \gamma \in B_1^\delta(\ell) \) are equal to the primal spin \( \tau_C \) where \( C \) is the cluster encircled by the loop \( \gamma \) (for every \( \gamma \in B_1^\delta(\ell) \), this is equal to −1 if the loop \( \ell \) encircles an odd hole and +1 if it encircles and even hole), times the spin of the dual cluster of the boundary \( \mathcal{C}_0 \). By definition (1.5), the boundary conditions of the dual nesting field \( h^+ \) in \( \ell \) are

\[
\left( \frac{1}{2} - 1 \{ \ell \text{ encircles an odd hole} \} \right) \tau_{\mathcal{C}_0} = \frac{1}{2} \tau_{\mathcal{C}} \tau_{\mathcal{C}_0} = \frac{1}{2} \epsilon_{\mathcal{C}}.
\]

where \( \epsilon_{\mathcal{C}} \) is the label of \( \mathcal{C} \). By definition this is also the label of \( \gamma \). Multiplying the above by \( 2 \sqrt{2} \lambda \) and using the scaling limit of the nesting field from Theorem 1.3 gives the boundary conditions in the continuum and proves the second bullet.

Finally, in the discrete system, one can explore \( O(\ell) \setminus \bigcup_{\ell' \in B_1^\delta(\ell)} O(\ell') \) from the outside, and the remaining primal double random current inside this domain has free boundary conditions. Furthermore, the corresponding primal nesting nesting field has zero boundary conditions. This follows directly from Property 2 in Theorem 2.1 and the second bullet. \( \square \)
Figure 5.3: Proof of Proposition 5.7. The exterior black loop represents a loop $\ell$ in $\hat{A}$ with boundary value $\sqrt{2}\lambda$. The blue loops represent the loops in $L^+_{-\sqrt{2}\lambda,(2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$ which have boundary value $2\lambda$. The complement of the blue loops constitutes the set $L^-_{-\sqrt{2}\lambda,(2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$ and each loop in this set has boundary value $0$. We further split each blue loop into a two-valued set with loops of boundary values 0 (in green) and $2\sqrt{2}\lambda$ (in red). Proposition 5.7 shows that the blue loops coincide with the loops of $B_1(\ell)$.

5.3 Proof of Theorem 5.1

In this subsection, we will prove Theorem 5.1. Suppose that $(B,A,\epsilon,h,c)$ is a subsequential limit given by Proposition 5.5, then $gask(A)$ is a thin local set with boundary values in $\{-2\sqrt{2}\lambda,0,2\sqrt{2}\lambda\}$. There is a wide range of thin local sets with this property, so we need to use additional information from Section 5.2 to uniquely determine $A$. In this process, we will also uniquely determine $B$ as the CLE$_4$ coupled to $h$. Throughout, we let $A^0,A^+,A^-$ denote the collection of loops in $A$ that respectively have boundary value 0, $2\sqrt{2}$ and $-2\sqrt{2}$.

Recall the set of loops $\hat{A}$ defined in Theorem 5.3. Suppose that $\ell$ is a loop in $\hat{A}$. Let $B_1(\ell)$ be the set of loops defined by Lemma 5.6. Let $B_2(\ell)$ be the set of loops which are the outer boundaries of the connected components of $O(\ell) \setminus (\cup_{\gamma \in B_1(\ell)} O(\gamma))$. (5.3)

The key to the proof is the following proposition which identifies the laws of $B_1(\ell)$ and $B_2(\ell)$. See Fig. 5.3 for an illustration.

**Proposition 5.7.** Suppose that $\ell \in \hat{A}$ has boundary value $\sqrt{2}\lambda$, then

$$B_1(\ell) = L^+_{-\sqrt{2}\lambda,(2-\sqrt{2})\lambda}(h^0|_{O(\ell)}) \text{ and } B_2(\ell) = L^-_{-\sqrt{2}\lambda,(2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$$

Otherwise if $\ell \in \hat{A}$ has boundary value $-\sqrt{2}\lambda$, then

$$B_1(\ell) = L^-_{-(2-\sqrt{2})\lambda,\sqrt{2}\lambda}(h^0|_{O(\ell)}) \text{ and } B_2(\ell) = L^+_{-(2-\sqrt{2})\lambda,\sqrt{2}\lambda}(h^0|_{O(\ell)})$$

In order to prove Proposition 5.7, we need to first collect a few lemmata.
Lemma 5.8. For every $\ell \in \mathcal{A}$, every loop $\eta \in B_2(\ell)$ touches $\ell$.

Proof. Fix $\ell$ and $\eta$ as in the statement. To arrive at a contradiction assume that $\eta$ does not touch $\ell$. By definition of $B_1(\ell)$ and $B_2(\ell)$ this means that each point on $\eta$ must either belong to a loop in $B_1(\ell)$ or is approached by a sequence of loops in $B_1(\ell)$.

- Suppose that there is a point $z \in \eta$ which is approached by a sequence of loops in $B_1(\ell)$, namely there exists a sequence $(\gamma_n)_{n \geq 0}$ of loops in $B_1(\ell)$ such that the distance between $z$ and $\gamma_n$ tends to 0 as $n \to \infty$. Let $r > 0$ be the distance between $\eta$ and $\ell$. Since each loop $\gamma_n$ belongs to $B_1(\ell)$, it must intersect $\ell$, so it must go to distance at least $r$ from $z$. On the other hand, for each $\varepsilon \in (0, r/2)$, one can find $N > 0$ such that for all $n \geq N$, $\gamma_n$ intersects $B(z, \varepsilon)$. Therefore every loop $\gamma_n$ for $n \geq N$ crosses the annulus $B(z, r) \setminus B(z, \varepsilon)$, which contradicts Property 3 of Proposition 5.5. Therefore, every point on $\eta$ must belong to a loop in $B_1(\ell)$.

- Note that $\eta$ cannot be a subset of a single loop in $B_1(\ell)$, because both $\eta$ and the loops in $B_1(\ell)$ are simple loops so this would imply $\eta \in B_1(\ell)$ which is impossible.

- By the first point, there exists $\gamma \in B_1(\ell)$ such that $\eta \cap \gamma \neq \emptyset$. By the second point, we know that $\eta \setminus \gamma \neq \emptyset$. Let $z \in \eta \setminus \gamma$ be a point which is also the limit of a sequence of points $(z_n)_{n \geq 0}$ in the set $\eta \setminus \gamma$. By the first point, each point $z_n$ is on some loop in $B_1(\ell)$. Suppose that $\gamma_0 \in B_1(\ell)$ is such that $z_0 \in \gamma_0$, then $\gamma_0$ can only contain a finite number of points in the sequence $(z_n)_{n \geq 0}$ because otherwise $\gamma_0$ would also contain the point $z$, leading to $\gamma \cap \gamma_0 \neq \emptyset$ which contradicts Property 3 of Proposition 5.5. Let $n_0 > 0$ be the largest number such that $z_{n_0} \in \gamma_0$, then $z_{n_0+1}$ must be contained in a loop $\gamma_1 \in B_1(\ell)$ which is different from $\gamma$ and $\gamma_0$. Similarly, $\gamma_1$ can also contain only a finite number of points in $(z_n)_{n \geq 0}$. Iterating, we can find an infinite sequence of loops in $B_1(\ell)$ which approaches $z$. This contradicts the first point.

This proves the lemma.

For each $\ell \in \mathcal{A}$, we define the set of loops $H(\ell)$ to be the union of the loops in $B_2(\ell)$ together with the union of all the loops in $A$ which are encircled by some loop in $B_1(\ell)$. We can determine the law of $H(\ell)$.

Lemma 5.9. For each $\ell \in \mathcal{A}$, the set $H(\ell)$ is equal to $L_{-\sqrt{2}\lambda, \sqrt{2}\lambda}(h^0|_{O(\ell)})$.

Proof. Suppose that $\ell$ has boundary value $\sqrt{2}\lambda$ (the case where $\ell$ has boundary value $-\sqrt{2}\lambda$ is symmetric). First note that $H(\ell)$ is a set of simple loops which do not cross each other. Moreover, the gasket of $H(\ell)$ inside $O(\ell)$ is thin because it is a subset of the gasket of $A$ which is thin. By Lemma 5.6, every loop in $B_1(\ell)$ has label +1, so every loop in $A$ which is encircled by a loop in $B_1(\ell)$ has boundary value $2\sqrt{2}\lambda$ or 0. Lemma 5.6 also implies that every loop in $B_2(\ell)$ has boundary value 0. This uniquely determines $H(\ell)$ as a two-valued set by Lemma 4.4.

By construction, the loops of $B_1(\ell) \cup B_2(\ell)$ encircle the loops of $H(\ell)$. In order to prove Proposition 5.7, it remains to understand how the loops in $B_1(\ell) \cup B_2(\ell)$ nest with the loops in $H(\ell)$. By symmetry, without loss of generality, it suffices to consider $\ell \in \mathcal{A}$ with boundary
value \( \sqrt{2} \lambda \). We fix such a loop \( \ell \) from now on until the end of the proof. Note that \( H(\ell) \) is also equal to the following set of loops

\[
\mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \cup \bigcup_{\gamma \in \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\gamma))} \mathcal{L}_{-2 \lambda,(2\sqrt{2})\lambda}(h_0|O(\gamma)),
\]

since the gasket of this set of loops forms a two-valued set with the same boundary values as \( H(\ell) \). This relation describes the nesting between the loops of \( H(\ell) \) and the loops of \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \). We aim to show that the latter set of loops is in fact equal to \( B_1(\ell) \cup B_2(\ell) \) (i.e. Proposition 5.7). Note that the loops in \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \) have boundary values 0 or 2\( \lambda \). Moreover, the value 2\( \lambda \) does not exist in the discrete height function, and only appears in the continuum limit.

**Remark 5.10.** One way to see the value 2\( \lambda \), in the framework of our proof, is that it is the only value \( a \) for which every loop in \( \mathcal{L}_{-\sqrt{2} \lambda,a,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \) touches the boundary \( \ell \). By definition, every loop in \( B_1(\ell) \) touches \( \ell \). We also know by Lemma 5.8 that every loop in \( B_2(\ell) \) touches \( \ell \). Consequently, if \( B_1(\ell) \cup B_2(\ell) \) should be equal to a set \( \mathcal{L}_{-\sqrt{2} \lambda,a,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \) (this is not a priori known, but turns out to be true), then \( a \) must be equal to 2\( \lambda \).

More fundamentally, the value 2\( \lambda \) is related to the height gap at the two sides of a level line of the GFF, first identified in [53]. Suppose that we know that the loops in \( B_1(\ell) \) are level lines of \( h \) (this is not a priori known, but turns out to be true). Since we know from Lemma 5.6 that the outer sides of the loops in \( B_1(\ell) \) (which correspond to the inner sides of the loops in \( B_2(\ell) \)) take boundary value 0, then the inner side of the loops in \( B_1(\ell) \) should take boundary values \(-2 \lambda \) or 2\( \lambda \).

**Lemma 5.11.** We have

\[
\mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \subseteq B_2(\ell).
\]

Moreover, each loop in \( B_1(\ell) \) is encircled by a loop in \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \).

**Proof.** Let \( \gamma \) be a loop in \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \) so that \( \gamma \) has boundary value 0. By Lemma 4.5, the loop \( \gamma \) is the connected component of \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\gamma)) \). Since \( \gamma \) is a 0-loop in \( H(\ell) \), it belongs either to \( B_2(\ell) \) or \( A_0 \). Suppose that \( \gamma \) belongs to \( A_0 \). Let \( \gamma' \) be the loop in \( B_1(\ell) \) which encircles \( \gamma \). Since \( O(\gamma) \subseteq O(\gamma') \subseteq O(\ell) \), we deduce that \( \gamma \) must also intersect \( \gamma' \). However, by Property 6 of Proposition 5.5, we know that the loops in \( A_0 \) are disjoint from the loops in \( B \), leading to a contradiction. We conclude that \( \gamma \) cannot be a loop in \( A_0 \), so \( \gamma \) must belong to \( B_2(\ell) \). This implies (5.4).

Due to (5.3), each loop in \( B_1(\ell) \) must be contained in (the closure of) a connected component of

\[
O(\ell) \setminus (\bigcup_{\gamma \in B_2(\ell)} O(\gamma)).
\]

The connected components of

\[
O(\ell) \setminus (\bigcup_{\gamma \in \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell))} O(\gamma))
\]

are exactly given by the domains encircled by the loops in \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \). Combined with (5.4), we know that each loop in \( B_1(\ell) \) is encircled by a loop in \( \mathcal{L}_{-\sqrt{2} \lambda,(2-\sqrt{2})\lambda}(h_0|O(\ell)) \). \( \square \)
Lemma 5.12. For every $\xi \in \mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$, every loop in $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$ is encircled by a loop in $B_1(\ell)$.

Proof. Let $\xi$ be a loop in $\mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$ and let $\eta$ be a loop in $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$. Then $\eta$ has boundary value either 0 or $2\sqrt{2}\lambda$. If $\eta$ has boundary value $2\sqrt{2}\lambda$, then since $\eta \in H(\ell)$, we know that $\eta \in A^+$ and $\eta$ must be encircled by some loop in $B_1(\ell)$. We now suppose that $\eta$ has boundary value 0, and we will show that $\eta$ must belong to $A^0$ and be encircled by some loop in $B_1(\ell)$. Indeed, note that $\eta \in \mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$. By Lemma 4.6 $\eta$ must not intersect $\xi$, hence $\eta$ also does not intersect $\ell$. Suppose by contradiction that $\eta$ is not encircled by any loop in $B_1(\ell)$, then $\eta$ must belong to $B_2(\ell)$. However, by Lemma 5.8 every loop in $B_2(\ell)$ intersects $\ell$ which is a contradiction. We ultimately conclude that $\eta$ is encircled by a loop in $B_1(\ell)$. \hfill \Box

We are now ready to prove Proposition 5.7.

Proof of Proposition 5.7. Suppose that $\xi$ is a loop in $\mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}(h^0|_{O(\ell)})$. Lemma 5.12 implies that every loop in $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$ is encircled by a loop in $B_1(\ell)$, which should itself be encircled by $\xi$ by Lemma 5.11. Note that the gasket of $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$ in $O(\xi)$ is thin in the sense of Definition 4.2, so in particular this gasket cannot contain any open ball. Every point in $O(\xi)$ is either encircled by a loop in $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$, or is equal to the limit of a sequence of points which are each encircled by some loop in $\mathcal{L}^+_{-2\lambda, (2\sqrt{2}-2)\lambda}(h^0|_{O(\xi)})$. As a consequence, there exists a set of loops $U(\xi) \subseteq B_1(\ell)$ which are all encircled by $\xi$ such that

$$O(\xi) = \bigcup_{\gamma \in U(\xi)} O(\gamma).$$

(5.5)

Now, let us show that $\xi$ in fact belongs to $B_1(\ell)$, namely $U(\xi)$ contains only one loop which is $\xi$. If this is not the case, then there exists a loop $\gamma_1 \in U(\xi)$ which is not equal to $\xi$. This implies that there exists a point $z \in \gamma_1 \setminus \xi$. Since $O(\gamma_1) \subseteq O(\xi)$, we have $z \in O(\xi)$. Due to (5.5) and Property 3 of Proposition 5.5, $z$ must be approached by a sequence of loops in $U(\xi)$. Since $z$ is at positive distance from $\ell$ and every loop in $U(\xi)$ intersects $\ell$, this also creates an infinite sequence of loops that cross an annulus around $z$, which contradicts Property 4 of Proposition 5.5. This proves that $\xi \in B_1(\ell)$. Therefore

$$\mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}(h^0|_{O(\ell)}) \subseteq B_1(\ell).$$

(5.6)

Note that $B_1(\ell) \cup B_2(\ell)$, as well as $\mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}$, is a set of simple loops which do not cross or nest with each other and whose gasket is thin in $O(\ell)$. Therefore, the $\subseteq$ in (5.4) and (5.6) should be equalities, since there can be no other loop in $B_1(\ell) \cup B_2(\ell)$ apart from those in $\mathcal{L}^+_{-\sqrt{2}\lambda, (2-\sqrt{2})\lambda}$. This completes the proof of the proposition. \hfill \Box

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. Proposition 5.7 implies that the gasket of the following set of loops

$$B_0 := \bigcup_{\ell \in \hat{A}} B_1(\ell) \cup B_2(\ell)$$
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is a thin local set of $h$ with boundary values in $\{-2\lambda, 0, 2\lambda\}$. Moreover, every loop $\gamma$ in $\bigcup_{\ell \in \hat{A}} B_1(\ell)$ has boundary value $2\lambda\epsilon(\gamma)$, and the loops in $\bigcup_{\ell \in \hat{A}} B_2(\ell)$ have boundary value 0. The union of the loops in $\bigcup_{\ell \in \hat{A}} B_1(\ell)$ together with the union of $\mathcal{L}_{-2\lambda, 2\lambda}(h_0^0|_{O(\gamma)})$ over all loops $\gamma \in \bigcup_{\ell \in \hat{A}} B_2(\ell)$ forms a thin local set of $h$ with boundary values in $\{-2\lambda, 2\lambda\}$, hence must be equal to CLE$_4(h)$. This implies that for every $\ell \in \hat{A}$, every loop in $B_1(\ell)$ is a loop in CLE$_4(h)$.

On the other hand, for every $\ell \in \hat{A}$ and every $\gamma \in B_2(\ell)$, we again have the scaling limit of an independent double random current in $O(\gamma)$. The height function of this double random current model is equal to an independent zero-boundary GFF in $O(\gamma)$. We can apply the same reasoning to the model in $O(\gamma)$ and deduce that the following set of loops

$$\bigcup_{\ell \in \mathcal{L}_{-\sqrt{2}\lambda, \sqrt{2}\lambda}(h|_{O(\gamma)})} \mathcal{L}_{-2\sqrt{2}\lambda}(h_0^0|_{O(\gamma)}) \bigcup_{\ell \in \mathcal{L}_{-\sqrt{2}\lambda, \sqrt{2}\lambda}(h|_{O(\gamma)})} \mathcal{L}_{\sqrt{2}\lambda, -\sqrt{2}\lambda}(h_0^0|_{O(\gamma)})$$

all belong to $B$ and also belong to CLE$_4(h)$. Iterating, we can deduce that $B$ is in fact equal to CLE$_4(h)$, and every loop $\gamma \in B$ has boundary value $2\lambda\epsilon(\gamma)$. The loops in $A(\gamma)$ is a thin local set of $h_0^0|_{O(\gamma)}$ with two boundary values, hence is uniquely determined by Lemma [1.4 Property 5.4.5] further implies that a loop in $A$ has the right boundary value as stated in Theorem [5.1]. This completes the proof. 

**5.4 Asymptotic behavior of the number of clusters**

Let us now prove a lemma which leads to the asymptotic numbers of clusters in the double random current models that surround the origin.

**Lemma 5.13.** In the scaling limit of the double random current model in the unit disk (with either the free or wired boundary conditions), let $N(\varepsilon)$ be the number of clusters surrounding the origin such that their outer boundaries have a conformal radius w.r.t. the origin at least $\varepsilon$. Then

$$N(\varepsilon)/\log(\varepsilon^{-1}) \to 1/(\sqrt{2}\pi^2).$$

**Proof.** By Theorems [1.1 and 1.2 and 6 Proposition 20], we know that the difference of log conformal radii between the outer boundaries of two successive double random current clusters that encircle the origin is given by $R := T_1 + T_2$, where $T_1$ is the first time that a standard Brownian motion exits $[-\pi, (\sqrt{2} - 1)\pi]$ and $T_2$ is the first time that a standard Brownian motion exits $[-\pi, \pi]$. We have

$$\mathbb{E}(T_1 + T_2) = (\sqrt{2} - 1)\pi^2 + \pi^2 = \sqrt{2}\pi^2.$$

The $n$-th cluster which encircles the origin has log conformal radius equal to $-S_n$ where $S_n := -(R_1 + \cdots + R_n)$ and $R_i$ are i.i.d. random variables distributed like $R$. Then $N(\varepsilon)$ is the smallest $n \geq 1$ such that $S_n \geq \log(\varepsilon^{-1})$. By the law of large numbers, we know that $S_n/n$ converges to $\mathbb{E}(R)$ a.s. as $n \to \infty$. Since $N(\varepsilon) \to \infty$ as $\varepsilon \to 0$, we also have that

$$S_{N(\varepsilon) + 1}/(N(\varepsilon) + 1) \to \mathbb{E}(R) \text{ a.s. as } \varepsilon \to 0.$$
Note that \( \log(\varepsilon^{-1}) \leq S_{N(\varepsilon)+1} \leq \log(\varepsilon^{-1}) + R_{N(\varepsilon)} \). It follows that

\[
\lim_{{\varepsilon \to 0}} \frac{\log(\varepsilon^{-1})}{N(\varepsilon)} = \mathbb{E}(R) = \sqrt{2\pi^2}.
\]

The inverse of the above equation proves the lemma. \(\square\)
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