ABSTRACT: Macroscopic assemblies of interacting spins give rise to a broad spectrum of behaviors determined by the spatial arrangement of the magnetic sites and the electronic interactions between them. Compounds of copper(II), in which each copper carries spin 1/2, exhibit a vast variety of physical properties. For antiferromagnetically coupled spin sites, there are two limiting scenarios: spin chains in which the spins can exhibit a long-range order or a mixture of dimers in which the spins within each pair are entangled but do not interact with the spins from other dimers. In principle, the two types can be distinguished on the basis of experimental observations and modeling using empirically parameterized effective Hamiltonians, but in practice, ambiguity may persist for decades, as is the case for copper oxalate. Here, we use high-level ab initio calculations to establish the validity of the nearest-site Heisenberg model and to predict the interaction strength between the magnetic sites. The computed magnetic susceptibility provides an unambiguous interpretation of magnetic experiments performed over half a century, clearly supporting the infinite spin-chain behavior of solid copper oxalate.

1. INTRODUCTION

Strongly correlated materials exhibit unusual properties, which are exploited in emerging applications such as quantum information science and spintronics. Physical properties depend on the spatial arrangement and the strengths of electronic couplings between the magnetic sites, as illustrated in Figure 1. For example, chains of antiferromagnetically coupled spins exhibit long-range spin correlations and a zero spectral gap at zero magnetic field. In contrast, an assembly of weakly coupled spin pairs has no long-range order and has a gap at zero field. Both cases give rise to a bell-shape magnetic susceptibility curve \( \chi(T) \). In both types of systems, the equilibrium state can be converted to a fully spin-polarized state above the saturation field, roughly equal to the exchange coupling. The differences between the two cases can be seen at low temperatures, for example, spin chains have finite \( \chi(T) \), in contrast to dimers. The spectral gap and long-range order can also be probed by neutron scattering experiments, for example, dynamic structural factors for the spin-chains at zero field start at zero energy and show a characteristic sinusoidal shape, following the spinon dispersion relation \( \epsilon(k) = \pi/2 |J| \sin(k) \), as was illustrated for copper sulfate; whereas the dimers are expected to show flat bands at finite energy. In addition to their technological relevance, spin chains are also fundamentally interesting—for example, they give rise to quantum criticality around the saturation field.

Copper(II) salts can behave both as antiferromagnetic spin chains and as spin-paired dimers. Copper compounds also...
exhibit more complicated types of magnetic interactions, such as magnetic helixes emerging due to the interplay of spin chains and spin frustration,7 zigzag spin chains,8 and alternating spin chains.9–11 When experimental data are limited to finite-temperature magnetic susceptibility, as in the case of copper oxalate, one cannot confidently identify the magnetic structure without first-principles calculations. Here, we report the first fully ab initio determination of the effective Hamiltonian and macroscopic magnetic susceptibility for copper oxalate. The results provide unambiguous interpretation of magnetic experiments performed over half a century and clearly support the infinite spin chain behavior of the solid copper oxalate.

As shown in Figure 1, an infinite chain of spins can be treated with the XXX Heisenberg Hamiltonian

$$H = -J \sum_i S_i S_{i+1}$$

where $S_i$ are the local spins and $J$ is the effective exchange constant. If the effective exchange constant is negative, the system adopts the antiferromagnetic singlet ground state with opposite spin orientation of the adjacent magnetic centers. The case of $S = 1/2$ is one of the few known quantum integrable models. Its exact solution is given by the Bethe ansatz,12 which facilitated the development of solid-state physics and mathematics of integrable systems. The thermodynamic properties of this model are well known and have been used to explain experimental observables of real materials, containing, for instance, copper,7,13 vanadium,14 and magnesium15 magnetic centers. We note that earlier studies often employed the Ising model, which can be described as an approximation to the Heisenberg model in which only the $S_i$ components of the spin operators $S$ are retained; however, such a treatment yields an incorrect state degeneracy pattern in the dimers and noticeably different results for magnetic susceptibility of extended systems.16

An oxalate ligand is a common building block in transition-metal compounds. Despite its simplicity, the magnetic structure of copper oxalate has not been settled. The first measurements of magnetic susceptibility of copper oxalate17,18 were fitted using a dimer model. Another susceptibility measurement19 provided fitting to the Ising spin chain model. These contradictory explanations prompted a question of which model should be used to interpret magnetic susceptibility.16 Jotham16 compared the results of fitting magnetic susceptibilities of several copper salts (including copper oxalate) to the Ising, Heisenberg, and dimer models and explained the limitations of the Ising model, arguing in favor of the dimer model for some salts while emphasizing that for copper oxalates the infinite Heisenberg spin-chain model provides the best description. Later, EPR and EXAFS experiments20,21 also proposed the infinite quantum Heisenberg model. However, even after the determination22 of the crystal structure in 2014, the choice of magnetic model remained open: for example, the dimer model was used to treat magnetic susceptibility in this most recent study.27

Importantly, in all these earlier studies, the validity of the model was assessed solely on its ability to provide a good fit to the experimental data and no attempts to validate these models using first-principles calculations were done. The first such attempt23 was made in 1980 by Girerd, Kahn, and Verdaguer, who carried out calculations for copper oxalate using an empirical extended Hückel model; the results argued in favor of the infinite quantum Heisenberg model. Later computational studies employed more advanced theoretical approaches, yet most of the previous work on copper oxalate complexes was carried out for dinuclear complexes and employed spin-broken density functional theory (DFT).24–27 The only exceptions are ab initio perturbative analysis28 and a spin-flip study.29 The limitations and empirical nature of broken-symmetry DFT are well documented30,31—the results depend on the functional and on the exact form of the projector and are not systematically improvable. Moreover, applications to polyradical systems suffer from additional ambiguity due to the rapidly growing number of broken-symmetry solutions. Hence, first-principles calculations are highly desirable.31

Even when the model is known, the first-principles determination of the effective exchange constant is not trivial. The strongly correlated nature of magnetic systems combined with their large sizes pose a formidable challenge for quantum chemistry. Among ab initio methods, configuration interaction (CI) methods have been used for single-molecule magnets.31–34 Multireference CI and perturbation theory approaches have been applied to bulk magnetic systems.35 Here, we use state-of-the-art wave function methods based on equation-of-motion coupled-cluster (EOM-CC) theory.36 In contrast to popular broken-symmetry DFT, our approach has no empirical or system-dependent parameters and does not rely on unphysical spin-scrambled solutions. We begin with the full-electron treatment of model systems (dimers, trimers, and tetramers) and use the resulting wave functions to build effective Hamiltonians,31,37,38 which afford a coarse-grained description of the electronic structure and allow the extrapolation to infinite systems. This is the first application of the spin-flip EOM-CC method to describe a periodic system, opening a new route in the treatment of periodic strongly correlated systems. Our theoretical results provide unambiguous interpretation of the magnetic measurements19,20 of copper oxalate performed over several decades.

2. THEORY

The EOM-CC36,39–42 parameterizes a manifold of electronic states $\Psi$ as

$$\ket{\Psi} = \sum_i \Phi_i \ket{\Phi_0}$$

where $\Phi_0$ is a reference determinant, $\hat{T}$ is a CC excitation operator describing the correlation of the reference state, and $\hat{R}$ is a general EOM excitation operator. The exact choice of $\hat{R}$ defines the specific EOM-CC model. For example, in EOM-EE-CCSD43 (designed to describe excitation energies), the operator $\hat{R}$ contains $1h1p$ and $2h2p$ excitation operators ($h$ and $p$ denote holes and particles, respectively) and the operator $\hat{T}$ is truncated at the same level. In EOM-IP-CCSD44,45 and EOM-DIP-CCSD46,47 (variants for ionization and double ionization potentials), the operators $\hat{R}$ are of $1h1p$ and $2h3l$ types, respectively. EOM-EA-CCSD48 and EOM-DEA-CCSD48–51 describe attachment of one and two electrons by means of $1p/1h2p$ and $2p/1h3p$ operators. EOM-SF-CCSD52–54 a spin-flip variant of the theory, starts from a high-spin reference state and applies spin-flip excitation operators of the $1k1p/2h2p$ type that change the spin-projection by $\Delta M_s = -1$. The spin-flip ansatz treats important open-shell and closed-shell configurations in a balanced manner (see Figure 2), which is crucial for the quantitative description of the electronic structure of di- and triradical.
species.\textsuperscript{55,56} EOM-DSF-CCSD,\textsuperscript{57} a double spin-flip variant, uses $2h2p$ and $3h3p$ operators; it can tackle systems with four unpaired electrons, but has an $N^6$ cost that limits its applications to small systems. In EOM-CC, amplitudes $\hat{T}$ are computed from either CC or MP2 equations for the reference state. Then, amplitudes $\hat{R}$ are found by the diagonalization of the similarity-transformed Hamiltonian $\hat{H}$ in the corresponding sector of the Fock space

$$\hat{H} = e^{-T} \hat{H} e^{T}$$

(3)

$$\hat{H} \hat{R}_K = E_K \hat{R}_K$$

(4)

$$L_1 \hat{H} = L_1 E_1 \hat{A}$$

(5)

where the left vector $L$ describes the bra-state. Because $\hat{H}$ is not Hermitian, left and right states are not Hermitian conjugates of each other, but can be chosen to form a biorthogonal set.

Bloch’s effective Hamiltonian theory\textsuperscript{38} provides a recipe for a rigorous construction of effective Hamiltonians from ab initio calculations. It introduces a wave operator $\Omega$ that maps the model space to a target space

$$|\Psi_{\mu}'\rangle = \Omega \bar{|\Psi_{\mu}\rangle}$$

(6)

where a set of model states (states expressed in a compact model space) is denoted by $|\Psi_{\mu}\rangle$, and a set of target states (expressed in the full Hilbert space) is denoted by $|\Psi_{\mu}'\rangle$. Effective Hamiltonian acts in the model space and by construction yields exactly the same eigenenergies for the manifold of states it was constructed for as the original Hamiltonian

$$\hat{H} |\Psi_{\mu}'\rangle = E_{\mu} |\Psi_{\mu}'\rangle$$

(7)

$$\hat{H}^{\text{eff}} |\bar{\Psi}_{\mu}\rangle = E_{\mu} |\bar{\Psi}_{\mu}\rangle$$

(8)

There are different recipes for construction of effective Hamiltonians and wave operators. We use Bloch’s\textsuperscript{58} and des Cloizeaux\textsuperscript{59} forms of effective Hamiltonians. Applied to EOM-CC,\textsuperscript{58} they give

$$|\Psi_{\mu}^{R}\rangle = \hat{R}_{\mu} |\Psi_{0}\rangle$$

(9)

where $I$ is the intermediate matrix composed of the overlaps between the target states and the model configurations and $H_{\text{eff}}$ and $H_{\text{eff}}^{-1}$ are the effective Hamiltonians in the Bloch’s and des Cloizeaux’ forms. Bold font denotes matrices, such as $R = (|\Phi_{\mu}\rangle |\Psi_{\mu}^{R}\rangle)_{\mu,\mu'}$—the amplitude vectors, expressed on the basis of model functions.

Our approach to treating strong correlation closely follows the coarse-graining strategy proposed by Mayhall and Head-Gordon.\textsuperscript{30,60} We begin with high-spin reference states (e.g., with 2, 3, and 4 unpaired same-spin electrons for the dimer, trimer, and tetramer model systems, respectively) and carry out single spin-flip calculations. We then use effective Hamiltonian theory\textsuperscript{58} to construct the effective Hamiltonians, whose diagonalization yields the full manifold of electronic states, including those that are not accessible in single spin-flip calculations. Here, we use this approach to construct the effective Hamiltonians for the model systems of the increasing size (dimers, trimers, and tetramers). These calculations allow us to validate the nearest-neighbor Heisenberg Hamiltonian, which we then employ to describe the infinite system and to compute macroscopic susceptibility.

### 3. COMPUTATIONAL DETAILS

Cartesian coordinates were extracted from the crystal unit cell parameters of copper oxalate (CuC$_2$O$_4$) reported in ref 22. The crystal structure is composed of the polymer CuC$_2$O$_4$ (Figure 3). The unit cell was repeated and the CuC$_2$O$_4$ stripes were extracted. Hydrogen atoms were added to the oxygen ends of the chain with the corresponding to oxalic acid bond lengths and angles. The Cartesian coordinates for all structures are given in the Supporting Information.

All calculations were performed with the Q-Chem quantum chemistry package.\textsuperscript{61,62} We used Dunning’s cc-pVDZ and cc-pVTZ basis sets for all atoms.\textsuperscript{63–66} Unrestricted orbitals were used in calculations with open-shell references. To accelerate electronic structure calculations, we used single precision\textsuperscript{67} for CCSD, intermediates, and EOM-SF-CCSD, combined with the libxm library for tensor contractions.\textsuperscript{68}

We used the open-shell frozen natural orbital truncation of the virtual space\textsuperscript{69} with the truncation threshold corresponding to 99% of the total preserved occupation in the virtual space. Core electrons were frozen in all calculations. Triples corrections were computed using (FT) perturbative triples\textsuperscript{70} for EOM-SF-CCSD. In the (FT) calculations for a model dimer, the 40 lowest occupied orbitals were frozen for the dimer fragment. In all other calculations, 36, 51, and 66 lowest occupied orbitals were frozen for the dimer, trimer, and tetramer, respectively.

Calculations of spin—orbit couplings\textsuperscript{71} were performed using EOM-DIP-CCSD wave functions\textsuperscript{72} within the state-interaction approach. We used 10 singlet and 10 triplet
correlation effects, folded in by means of the Bloch wave operator. We then use the Heisenberg Hamiltonian to obtain the states that are not reachable by a single spin-flip, as was pioneered by Mayhall and Head-Gordon for single-molecule magnets.

Note that in these calculations, we constructed the full Heisenberg Hamiltonian (as shown in the pink box in Figure 1), that is, without assuming the nearest-neighbor approximation or constraining all neighboring $J$ to be the same. The analysis of these ab initio constructed effective Hamiltonians clearly reveals antiferromagnetic spin interactions. The off-diagonal elements decay rapidly with the distance between the copper centers, such that only the nearest-neighbor spin couplings are significant. Non-nearest-neighbor couplings are about 1 cm$^{-1}$ or less, which is comparable with the thresholds used in the calculations. To further quantify the impact of neglecting the non-nearest neighbor contributions, we carried out two additional numeric tests. First, we computed eigenvalues of the Heisenberg Hamiltonian in which we zeroed the contributions from non-nearest neighbors and compared them with the eigenvalues of the full Hamiltonian; the results are shown in Table S3 of the Supporting Information. As one can see, the individual eigenvalues change by less than 0.5 cm$^{-1}$ and the effect on the spectral gap is of the same magnitude—for example, the difference between the highest and the lowest eigenstate in the 4-copper Hamiltonian changes by 0.44 cm$^{-1}$ due to the zeroing out non-nearest neighbor elements, which is indeed small compared to the value of the gap (301.07 cm$^{-1}$). Second, we triadiagonalized the full effective Hamiltonian for the 3 and 4 copper centers, so that the effect of the non-nearest neighbor contributions is folded into the remaining matrix elements. The results (Figure S2 in the Supporting Information) show that this operation changes the value of the key matrix element (between the two middle coppers) by only 0.63 cm$^{-1}$. Therefore, we conclude that the nearest-neighbor approximation is indeed fully justified for this system, such that the full Heisenberg Hamiltonian for the fragments can be replaced by the XXX Heisenberg Hamiltonian for the infinite spin chain, eq 1, which we use to extrapolate the Hamiltonian to the limit of the infinite number of copper centers. The effective exchange constants computed for the fragments of increasing sizes (collected in Table S2) show little variation and converge rapidly with respect to the model system size. Hence, for calculations of thermodynamic properties, we use the 1J/1 constant from the middle of the 4-copper fragment ($-178.1$ cm$^{-1}$).

To account for weak correlations beyond EOM-CCSD, we calculated a perturbative triples correction using the (FT) method for a model dimer. Surprisingly, inclusion of triple excitations leads to a more than 20% increase of 1J ($42.7$ cm$^{-1}$), illustrating that weak correlations are important for quantitative results. The direction of the change can be explained by the Pauli repulsion principle. Pauli repulsion, which is already built-in in the wave function at the mean-field level by virtue of using Slater determinants, allows the electrons in the triplet state to avoid each other. The resulting Pauli hole covers the errors due to an incomplete description of the Coulomb hole, which requires electron correlation. Consequently, the correlation effects are always smaller for triplet states$^{53}$ and improving correlation treatment results in stabilizing singlets relative to triplets. Previous calculations of dicopper single-molecule magnets suggested that the cc-pVDZ

4. RESULTS AND DISCUSSION

The crystal structure$^{30}$ of copper oxalate (shown in Figure 3) reveals a regular pattern of copper oxalate chains with a bidentate orientation of the oxalate ligands. We begin with EOM-SF-CCSD/cc-pVDZ calculations for the fragments of increasing length (containing 2, 3, and 4 copper centers, as shown in Figure 3, and capped with hydrogen atoms). We use the resulting energies and wave functions to build effective Hamiltonians$^{31,38}$, which afford a coarse-grained description of the electronic structure.

The effective Heisenberg Hamiltonians for fragments built from these highly accurate EOM-SF-CCSD calculations are shown in the middle panel of Figure 3. Bloch’s and des Cloizeaux’s versions of the effective Hamiltonians are consistent with each other and yield nearly the same values of effective exchange constants $J$, as shown in Table S2 in the Supporting Information. This procedure provides a rigorous mapping between the full-electron description and effective interactions between the magnetic centers. In particular, the resulting effective exchange constant includes not only the contribution from the exchange integral, but also screening and

$$H = -\sum_{i<j} J_{ij} S_i S_j \implies H = -J \sum_i S_i S_{i-1}$$

Figure 3. Top, left: Crystal structure of copper oxalate (Cu$_2$C$_2$O$_4$). Top, right: Fragments with 2, 3, and 4 copper atoms from the crystal. Middle: Localized orbitals defining the open-shell model spaces. Bottom: Des Cloizeaux effective Hamiltonians built from the EOM-SF wave functions in the basis of open-shell determinants. The energies are shifted to produce a zero trace. The numbers in blue show the couplings between the nearest neighbors. The numbers in red show the couplings between distant centers.
basis is nearly sufficient. To account for a basis-set effect beyond cc-pVDZ, we performed EOM-SF-CCSD calculations for the dimer with the cc-pVTZ basis set. These calculations show that this improvement of the basis set reduces the $|J|_1$ value by 8.5 cm$^{-1}$.

To account for spin–orbit interactions, which can split and shift energy levels, we computed spin–orbit couplings (for the model dimer) using the Breit–Pauli Hamiltonian within spin–orbit mean-field approximation and nonrelativistic EOM-CC states. In these calculations, we used the EOM-DIP-CCSD ansatz, which can describe not only the lowest singlet and triplet states (i.e., the Heisenberg states), but the entire manifold of the low-lying states derived from different occupations of copper’s $d$-orbitals. Although these states are relatively far in energy from the lowest singlet/triplet pair (about 1.6 eV above the lowest singlet), they are expected to be important for spin–orbit coupling by virtue of El-Sayed’s rule, which says that states with different orbital occupations give rise to large spin–orbit interactions.

The EOM-DIP-CCSD ansatz, which can handle strong correlation well but underestimate weak correlation and orbital relaxation, overestimates the energy gap relative to EOM-SF-CCSD ($J = -388.6$ cm$^{-1}$ for the dimer). To correct for this limitation, we combined the EOM-SF-CCSD energy gap with EOM-DIP-CCSD spin–orbit couplings to evaluate the effective $|J|$. Table S4 illustrates the convergence of the $J$ constant with respect to the lowest singlet number of interacting states. We observe that both the lowest singlet and the lowest triplet states interact strongly through the spin–orbit operator with higher excited states. This interaction shifts both states, largely canceling the effect of the spin–orbit coupling on the singlet-triplet gap. Nevertheless, the singlet interacts more strongly with the excited states than the triplet does, which results in a substantial (13%) increase of antiferromagnetic $|J|_1$ by 32 cm$^{-1}$. We note that these results indicate that neglect of the spin–orbit interaction in previous studies of dicopper single-molecule magnets might be responsible for the reported systematic discrepancies between the theoretical and computed $J$-values.

Table 1 summarizes the various contributions to the effective $J$ and gives our best estimate of $J = -244$ cm$^{-1}$ = $-30.25$ meV. Compared to other copper spin chains, this value is 33 times higher than that of copper pyrazine and 118 times higher than that of copper sulfate, implying that a much stronger magnetic field (on the order of 400–500 T) would be required to bring this system to the fully polarized spin state and into the quantum criticality regime.

To compare the computed effective exchange constants with the experimental observable, one needs to compute macroscopic magnetic susceptibility $\chi(T)$. In the classical treatment, the quantum Heisenberg Hamiltonian is mapped onto the classical Heisenberg Hamiltonian. The connection between the quantum and classical parameters in the case of $S = 1/2$ is given by

$$J^{\text{quant}}/2 = J^{\text{cl}}$$

$$g^{\text{quant}} = g^{\text{cl}}$$

The analytic solution of the $\chi(T)$ exists for the case of a classical linear spin chain with the nearest-neighbor approximation under the assumption of uniformness, meaning that $J_{\text{eff}}$ and $g$ are the same for all local spins. The solution has the following form

$$\chi(T) = \frac{N_g \chi^{\text{cl}}}{2k_BT}$$

where $N$ is the number of centers, $g^{\text{cl}}$ is a classical electron $g$-factor (we assumed $g^{\text{cl}} = g^{\text{quant}} = 2$), $\mu_B$ is Bohr’s magneton, and $k$ is the Boltzmann constant. This expression predicts a maximum on the susceptibility curve at

$$kT_{\text{max}} \approx 0.2382|J|^{\text{cl}}$$

The analytic expression for quantum susceptibility is not known, but there are Padé approximants fitted to numerical curves with high quality. We used such a curve (fit 1 in Table I in ref 78) for calculation of quantum magnetic susceptibility. The susceptibility curve of a quantum infinite spin chain has a maximum at

$$kT_{\text{max}} \approx 0.640851|J|$$

One can immediately see that for the same value of $J^{\text{quant}}$, the classical model yields $T_{\text{max}}$ which is about 5.4 times lower than that of the quantum model. Conversely, using the classical model to fit the experimental data would yield a 5.4 times larger effective exchange constant.

It is instructive to compare the predictions of the Heisenberg model with the dimer model, which gives the well-known Bleaney–Bowers expression for magnetic susceptibility

$$\chi^{\text{dim}}(T) = \frac{N_g \chi^{\text{cl}}}{kT} \left( 1 + \frac{e^{-J/kT}}{2} \right)$$

The susceptibility of the dimer reaches the maximum at

$$kT_{\text{max}}^{\text{dim}} \approx 0.624|J|$$

Thus, although based on very different physics, the dimer model yields a very similar value of $T_{\text{max}}$, that is, within 3% from the quantum susceptibility derived from the Heisenberg model.

The results of the classical and quantum Heisenberg models and the dimer model are shown in Figure 4. The susceptibility of the classical spin model differs dramatically from the quantum spin model (Figure 4, left), making the classical approximation not satisfactory in the interpretation of the magnetic data. This is expected because the susceptibility of the classical model approaches the susceptibility of the quantum model only for the large spin on each center.
Classical, quantum, and experimental susceptibility curves reach maximum at 42, 225, and 260 K, respectively. The quantum dimer model gives the maximum at 219 K. The difference between the quantum infinite chain and the dimer Heisenberg models in terms of the maximum position of the $\chi(T)$ curve is not large, but the absolute values are vastly different (the dimer model yields absolute values that are about four times higher). Figure 5 shows the comparison between $\chi(T)$ but also the overall shape of the curve much better than the scaled and shifted dimer model.

We also see that the $\chi(T)$ curve is broad and rather flat, which makes it difficult to precisely extract $T_{\text{max}}$ from the noisy experimental data. Hence, the comparison on the basis of the maximum may be misleading, and one should look at the overall shape. Near zero-temperature results would be important to further highlight the discrepancy, but, unfortunately, there are no reliable data, as the study that attempted such measurements clearly shows contamination of the sample.

The right panel of Figure 4 shows the impact of different effects on the overall magnetic susceptibility of the quantum spin chain model. The value of the effective exchange constant from the 4-center fragment results in a susceptibility curve that is far from the experimental one. Inclusion of spin–orbit effects and weak correlation through perturbative triples improves agreement. The impact of the basis set is relatively small but it improves agreement even further. The more effects are included, the closer the agreement with the experiment becomes. This systematic convergence of the computed magnetic susceptibility to the experimental value shows the power of fully ab initio treatment.

Inelastic neutron scattering allows one to probe the manifold of spin states of a magnetic system. The intensity of inelastic neutron scattering is proportional to the dynamic structure factor, given by

$$S^{\sigma\sigma'}(k, \omega) = \sum_i \langle \Psi_i | \delta^{\sigma\sigma'} | \Psi_i \rangle \langle \Psi_i | S_k^\sigma | \Psi_0 \rangle \delta(\omega - \omega_i)$$

where $S_k^\sigma = \frac{1}{N} \sum_{\eta} e^{i k \cdot S_\eta} S_\eta^\sigma$ are the spin operators in the periodic representation, $\Psi_0$ and $\Psi_i$ are the ground and excited states, and $\omega_i$ is the excitation energy of excited state $\Psi_i$. Mixtures of weakly interacting antiferromagnetic dimers would have a sharp intensity peak at the transfer energy matching the singlet–triplet gap. The energy position of the peak does not depend on the momentum transfer $k$. In contrast, extended spin chains show a characteristic dispersion law, where the intensity is large at the distribution of energies and wave vectors. Future neutron scattering experiments for copper oxalate could further confirm the infinite spin-chain...
model and tighten the experimental error bar on the effective exchange constant.

5. CONCLUSIONS

We presented fully ab initio treatment of the infinite spin-chain solid, copper oxalate, based on the EOM-CC theory and effective Hamiltonian approach. The rigorously derived ab initio effective Hamiltonian for copper oxalate corresponds to the infinite Heisenberg spin chain model and validates the nearest-neighbor approximation. This is the first purely theoretical validation of the XXX Heisenberg model for copper oxalate that is based on nonempirical all-electron many-body calculations and not relying on spin-symmetry broken solutions. Our results show that both strong and weak body calculations and not relying on spin-symmetry broken account for all these effects whereas the dependence on the basis set is relatively weak. The spin–orbit interaction introduces a noticeable additional shift that further changes the effective exchange constant. Only after accounting for all these effects does the magnetic susceptibility of the quantum spin model agree well with the experimental values. This is the first application of the EOM-SF-CC method to describe a periodic system, opening a new route in the treatment of strongly correlated periodic systems. These results provide a solid basis for future quantitative modeling of spin chains, including magnetic field effects.
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