Quantized Weight Transfer Method Using Spike-Timing-Dependent Plasticity for Hardware Spiking Neural Network
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Abstract: A hardware-based spiking neural network (SNN) has attracted many researcher’s attention due to its energy-efficiency. When implementing the hardware-based SNN, offline training is most commonly used by which trained weights by a software-based artificial neural network (ANN) are transferred to synaptic devices. However, it is time-consuming to map all the synaptic weights as the scale of the neural network increases. In this paper, we propose a method for quantized weight transfer using spike-timing-dependent plasticity (STDP) for hardware-based SNN. STDP is an online learning algorithm for SNN, but we utilize it as the weight transfer method. Firstly, we train SNN using the Modified National Institute of Standards and Technology (MNIST) dataset and perform weight quantization. Next, the quantized weights are mapped to the synaptic devices using STDP, by which all the synaptic weights connected to a neuron are transferred simultaneously, reducing the number of pulse steps. The performance of the proposed method is confirmed, and it is demonstrated that there is little reduction in the accuracy at more than a certain level of quantization, but the number of pulse steps for weight transfer substantially decreased. In addition, the effect of the device variation is verified.
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1. Introduction

Artificial neural network (ANN) has become a core technology that leads the modern artificial intelligence (AI) industry, thus it has been utilized in various fields such as image recognition, natural language processing, autonomous vehicles, and so on [1–3]. Given that the operation of ANN is based on vector-matrix multiplication (VMM), which is basically parallel calculation, the conventional computing system (called von Neumann architecture) where central processing units (CPUs) and memory are connected in series is not suitable for ANN [4,5]. In recent years, a neuromorphic computing system has been considered as a potential candidate for future computing architecture to overcome the limitation of von Neumann architecture [6–8]. The basic components consisting of the neuromorphic system are synapses and neurons, which are connected in parallel. An integrate-and-fire (I&F) neuron circuit receives pre-synaptic inputs and spatiotemporally integrates them into a membrane. When the membrane potential exceeds a threshold of the neuron, a spike is generated, and it is transmitted to the next neurons. Conventional I&F neuron circuits have been fabricated by the complementary metal-oxide-semiconductor process with a membrane capacitor [9,10]; however, in recent years, there have been some research about I&F neurons based on memristors such as resistive random-access memory (RRAM), phase-change random-access memory (PRAM), and magnetic random-access...
memory (MRAM), which have advantages in energy and area [11,12]. A synapse adjusts the strength of the connection between neurons, which is called a synaptic weight. As synaptic devices, non-volatile memories, such as flash memory, memristors, etc., have been actively studied [13–16]. Conductance of the synaptic device changes according to its program (PGM) and erase (ERS) states, thus that the strength of the signal transmitted to the neuron (the weight) can be adjusted.

When implementing a hardware-based spiking neural network (SNN) using I&F neuron circuits and synaptic devices, there are two methods to train the network: Online and offline learning [17]. Online learning is capable of self-learning in hardware without the help of software through biologically plausible learning algorithms such as spike-timing-dependent plasticity (STDP). STDP is a Hebbian learning algorithm, which has been widely used for unsupervised learning, and supervised learning based on STDP has also been actively studied [18–20]; however, its performance has not yet reached state-of-the-art performance. Therefore, offline learning where weights are trained by a gradient descent algorithm in software-based ANN and transferred to the hardware-based SNN has attracted a lot of attention [21–23].

In order to use the hardware-based SNN as an inference system, it is important to precisely map trained weights to synaptic devices. When transferring the weights, two main issues should be taken into consideration. First of all, 32-bit full precision floating point numbers are generally used for trained weights by software-based ANN, but it is difficult to implement synaptic devices having multi-level conductance comparable to software-based weights. Moreover, it must be possible to access an individual synaptic device and be capable of mapping target weights by repeatedly applying PGM/ERS pulses. However, as the scale of the neural network increases, the number of synapses increases, thus it can be time-consuming to transfer all the weights.

In this paper, we propose a scheme for transferring quantized synaptic weights to hardware-based SNN through STDP. Firstly, we train a network for the Modified National Institute of Standards and Technology (MNIST) pattern recognition using a software-based learning algorithm and try to quantize the trained weights thus that they can fit in the characteristic of the synaptic device. STDP is generally used as a learning algorithm, but it is employed as a method for weight transfer. Based on the STDP characteristic, a timing difference to adjust the conductance to the target quantized weight level can be obtained, and then all synaptic devices with the same target weight connected to a neuron can be modulated simultaneously if a teaching signal having the extracted timing difference is applied to the synaptic devices. This can significantly reduce the number of PGM/ERS steps to transfer the weights to hardware-based SNN. The silicon-based four-terminal synaptic transistor previously reported by our group is used as a synaptic device for this work [24,25]. We demonstrate the validity of the proposed method by a system-level simulation of hardware-based SNN. All the simulation is performed by MATLAB 2019b.

2. Methods
2.1. Silicon-Based Four Terminal Synaptic Transistor

The synaptic device used in this work was a silicon-based 4-terminal synaptic transistor previously reported by our group [24,25]. The synaptic device was composed of an asymmetric dual gate. Only SiO$_2$ was formed below n$^+$-doped polysilicon for gate 1 (G1), which received a pre-synaptic spike, and SiO$_2$/Si$_3$N$_4$/SiO$_2$ stack was formed below n$^+$-doped polysilicon for gate 2 (G2), which was used for STDP. The detailed fabrication process is illustrated in the previous work [24,25]. Figure 1 illustrates the mechanism of the weight modulation by trapping electrons and holes in the charge trapping layer. If asymmetric spikes were applied to G1 and G2 with a timing difference $\Delta t$, the type of charge trapped in the charge storage layer and the amount of charge can be controlled. With the positive $\Delta t$ between the spikes of G1 and G2, as shown in Figure 1a, hot holes generated by impact ionization were injected into the charge storage layer, which makes the threshold voltage of the synaptic device ($V_{th}$) decrease (potentiation). In the opposite case, as shown
in Figure 1b, hot electrons were injected into the charge storage layer with the negative $\Delta t$, which leads to the positive shift of $V_{th}$ (depression). The changes of the synaptic weights with the timing difference $\Delta t$ are plotted in Figure 1c, which was analogous to the biological STDP characteristic [26]. The STDP characteristic was measured with a Keithley 4200-SCS and pulse measurement unit (PMU). Curve fitting for STDP characteristic was performed, and the equations of potentiation and depression were extracted as:

$$
\Delta I_{source} = \begin{cases} 
A_p e^{-\frac{\Delta t}{\tau_p}}, & \text{for } \Delta t > 0 \text{ (potentiation)} \\
A_d e^{\frac{\Delta t}{\tau_d}}, & \text{for } \Delta t < 0 \text{ (depression)} 
\end{cases} 
$$

(1)

where $A_p$ and $A_d$ correspond to the fitting constant for potentiation and depression, respectively, and $\tau_p$ and $\tau_d$ denote for the time constant of potentiation and depression, respectively. The extracted parameters for the synaptic device are summarized in the inset of Figure 1c. Based on Equation (1), we can calculate the timing difference to adjust the target quantized weights. The detailed scheme for the weight transfer will be explained in Section 3.

![Figure 1](image)

**Figure 1.** Weight adjustment of the silicon-based four-terminal synaptic transistor by: (a) Hot hole injection (potentiation) and (b) hot electron injection (depression); (c) measured spike-timing-dependent plasticity (STDP) characteristic and the fitting curve.

### 2.2. Network Configurations

As shown in Figure 2a, a network consisting of 784, 800, and 10 neurons in the input, hidden and output layers, respectively, were trained. As mentioned above, since the performance of learning algorithms for SNN had not reached the state-of-the-art, we trained the network using software-based learning techniques with MNIST dataset. The MNIST dataset is composed of 60,000 train and 10,000 test images, and each image has a label vector, which gives the answer [21–23]. The network was optimized by stochastic gradient descent (SGD) algorithm with a learning rate of $5 \times 10^{-3}$ and momentum of 0.9 [27]. In order to prevent over-fitting, some nodes were randomly dropped out with the probability of 0.5 [28]. After training, we obtained an accuracy of 98.23% for 10,000 test images.
level quantized weight distribution with the optimal compared with the case using the full-precision weight. Figure 3 illustrates 3, 5, 7, and 9-changes. It can be seen that there is the optimal $\alpha$ which equally divides the weight distribution into a linear scale [17]. As shown in Figure 2, the weights were quantized by a linear quantization method, which evenly divides the weight distribution into a linear scale. In this work, we employed ‘Data-based Normalization’ where the trained weights were normalized by the maximum output activation or maximum weight [21]. In addition, an analog value of the input was encoded using rate-based coding. Rate-based spike trains were generated by applying the constant current input spikes were applied in one timestep or one input spike with a too large weight came in, the neuron could not properly represent the output activations [21]. In order to properly implement SNN with the trained weights by software-based learning rules, weight normalization must be performed. This can prevent the I&F neuron from underestimating the output activations [21]. In this work, we employed ‘Data-based Normalization’ where the trained weights were normalized by the maximum output activation or maximum weight [21]. In addition, an analog value of the input was encoded using rate-based coding. Rate-based spike trains were generated by applying the constant current inputs corresponding to the input values to the I&F neuron. Figure 2b shows the accuracy of SNN for 10,000 test images with the full-precision weight according to the simulation time. SNN determines the index of the maximum firing neuron in the output layer as the answer, thus we can extract the accuracy by comparing the answer with the label vector in the dataset. In SNN, there was an inherent latency since it takes an integration time for a certain neuron to fire. Thus, the accuracy increased with respect to the simulation time, and it finally converged to the ANN’s accuracy.

The I&F neuron cannot fire more than one spike at one timestep. When too many input spikes were applied in one timestep or one input spike with a too large weight came in, the neuron could not properly represent the output activations [21]. In order to properly implement SNN with the trained weights by software-based learning rules, weight normalization must be performed. This can prevent the I&F neuron from underestimating the output activations [21]. In this work, we employed ‘Data-based Normalization’ where the trained weights were normalized by the maximum output activation or maximum weight [21]. In addition, an analog value of the input was encoded using rate-based coding. Rate-based spike trains were generated by applying the constant current inputs corresponding to the input values to the I&F neuron. Figure 2b shows the accuracy of SNN for 10,000 test images with the full-precision weight according to the simulation time. SNN determines the index of the maximum firing neuron in the output layer as the answer, thus we can extract the accuracy by comparing the answer with the label vector in the dataset. In SNN, there was an inherent latency since it takes an integration time for a certain neuron to fire. Thus, the accuracy increased with respect to the simulation time, and it finally converged to the ANN’s accuracy.

After the weight normalization, we needed to quantize the weights because it was impossible for the synaptic devices to have 32-bit full precision weights as the weights in software-based ANN. The weights were quantized by a linear quantization method, which equally divides the weight distribution into a linear scale [17]. As shown in Figure 2c, the normalized weight distribution can be divided by $(2n + 1)$-level as $\{w_{-n} \ldots, w, w_{+1}, w_{+0}, w_{+1}, w_{+2}, \ldots, w_{+n}\}$, and the interval between each level is $\alpha$. Figure 2d indicates the converged accuracy of SNNs according to the quantization level when $\alpha$ changes. It can be seen that there is the optimal $\alpha$, which can minimize the accuracy loss compared with the case using the full-precision weight. Figure 3 illustrates 3, 5, 7, and
9-level quantized weight distribution with the optimal $\alpha$, which will be transferred to the hardware-based SNN using the proposed method.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figures/figure3.png}
\caption{Weight distributions quantized by: (a) 3; (b) 5; (c) 7 and (d) 9-level, each of which is optimized by the interval $\alpha$.}
\end{figure}

3. Results

3.1. Configurations of Hardware SNNs

Figure 4 shows a schematic diagram of the hardware-based SNN. The silicon-based four-terminal synaptic transistors form a NOR-type synapse array. There are $k^l$ wordlines (WLs) for the pre-synaptic inputs applied to $G_1$ and the drain of the synaptic devices simultaneously. Here, $k^l$ denotes for the number of neurons in $l^{th}$ layer. Since the synaptic device does not flow current when there is no spike, the standby power can be suppressed in the hardware-based SNN. One synaptic weight was implemented by a pair of two synaptic transistors, which act as an excitatory and inhibitory synapse, respectively. There are $2k^l+1$ bitlines (BLs) where $BL_{k^l+1}^+$ and $BL_{k^l+1}^-$ are connected to the same post-synaptic neuron $k^l$; the excitatory synaptic current ($I_{\text{exc}}$) flows through $BL_{k^l+1}^+$, and it is accumulated as the membrane potential of the post-synaptic neuron; the inhibitory synaptic current ($I_{\text{inh}}$) on $BL_{k^l+1}^-$ withdraws the membrane potential; therefore, positive, zero, and negative weights can be implemented according to the relative weights of the two synaptic devices [29]. G2 of the synaptic device is connected in BL direction as $G_{2k^l+1}^+$ and $G_{2k^l+1}^-$ which are used only for the weight transfer. By connecting G2 in BL direction, all the synapses on the same column can be correlated with a spike by the same neuron, indicating the biological STDP characteristic [24].
For inference operation, the input image was encoded by the rate-based coding, which was applied to WL as the pre-synaptic inputs. It is assumed that the I&F neuron circuit follows the simple non-leaky I&F neuron model, and the detailed model equations are in the previous research [19]. Thus, the synaptic currents were delivered to the post-synaptic I&F neuron circuits and integrated as the membrane potential; the I&F neuron generated the spikes when the membrane potential was above its threshold; then, the spikes were transferred to the subsequent layers, and finally, the spikes occurred in the output layer. Decision making was performed by comparing the neuron index having the maximum firing rates in the output layer with the label vector in the dataset.

3.2. Weight Transfer by STDP

In order to transfer the weights to the synaptic devices, it was necessary to apply PGM/ERS pulses for the precise weight adjustment. Since the weight adjustment was performed through accessing the individual synaptic devices one by one, the number of pulses required for the weight transfer was at least as many as the number of synapses in the network. However, the proposed method was based on STDP, thus that it can adjust all the synaptic weights connected with the same BL simultaneously, which reduces the pulse steps for the weight adjustment.

Let us take an example with 5-level quantized weight for the weight transfer using STDP. It was assumed that all the synaptic devices were in the initial state since the STDP characteristic changes, given that the synaptic devices were not in the initial state [24]. First of all, we can find the exact timing difference to adjust the precise quantized weight based on the STDP characteristic of Equation (1), as shown in Figure 5a. The extracted timing differences were denoted as \( \{\Delta t_1^-, \Delta t_1^+, \Delta t_2^-, \Delta t_2^+\} \). For the simplicity of the weight mapping process, we only adjusted the weights of the excitatory synapses while keeping those of the inhibitory synapses in the initial state. Because one synaptic weight was implemented by the conductance differences between the excitatory and inhibitory synapses, \( \Delta I_{\text{source}} \) of the excitatory synapse directly corresponded to the synaptic weight. In order to implement the positive weight, the timing difference must be positive, which was applied to the excitatory synapses. On the other hand, the negative timing difference...
can be obtained through the depression part of Equation (1), and it was also applied to the excitatory synapses. Here, it was unnecessary to apply STDP pulse for the zero-weight since it can be implemented with the initial states of the excitatory and inhibitory synapses.

![Figure 5.](image_url)

**Figure 5.** (a) Example of extracting the timing differences from STDP curve with 5-level quantized weights; (b) extracted weight map having the value of \( w^2, w^1, w^1, w^2 \) connected to the first neuron in the first hidden layer.

Next, select a neuron in the \( l \)-th layer. The weight maps connected to the neuron having only the value of each quantized level can be extracted. For example, four weight maps with the size of \( 28 \times 28 \) were extracted for the first neuron in the first hidden layer of the trained network above, and the white pixels in each weight map corresponded to the synapses having the weight value of \( w^2, w^1, w^1, w^2 \), as shown in Figure 5b. Then, let us apply the image of the weight maps encoded by voltage input sequentially to neurons in \((l - 1)\)-th layer. As illustrated in Figure 6a, the weight map of the value \( w^1 \) was applied to the input layer in which the weight pixels were encoded by the asymmetric voltage pulse while the black pixels were at zero voltage. At the same time, if a teaching signal of the asymmetric voltage with the timing difference \( \Delta t^1 \) was applied to \( G_{l+1} \), all the weights with the value of \( w^1 \) were transferred simultaneously. This process can be performed for the remaining weights \( w^2, w^1, w^1, w^2 \) with the timing differences \( \Delta t^2, \Delta t^1, \Delta t^1 \), and \( \Delta t^2 \), as shown in Figure 6b-d. It requires only 4 steps for 784 synaptic weights to be transferred. Now, we can map all synaptic weights by repeating the previous process for the remaining neurons in the network. Through this method, the minimum number of pulse steps \((N)\) required to transfer the entire synaptic weight can be reduced, and it is defined as:

\[
N = \sum_{l=1}^{m} (n - 1)k^{l}
\]  

where \( l \) and \( k^{l} \) denote for the layer index \((l = 0, 1, 2, \cdots, m)\) and the number of neurons in layer \( l \). The negative one in the first term of Equation (2) is caused by a zero-weight state.

### 3.3. Accuracy and Variation Effect

Figure 7a shows the accuracy according to the simulation time with the different quantization levels transferred by the proposed method. It can be seen that the accuracy of SNNs gradually increased over time. The accuracy loss increased as the quantization level decreased, but the accuracy with 3-level quantization at the steady-state was 97.58%, which was still quite close to that with the full-precision weight. The minimum number of pulse steps \((N)\) and the accuracy with respect to the quantization level are summarized in Table 1. It indicates that the proposed method can substantially reduce the required pulse steps by more than \( \times 10^2 \), but there is still a trade-off among the quantization level, the ease of the weight transfer, and the accuracy.
At the same time, a teaching signal with the timing difference obtained from STDP characteristic is applied to the G2 line of the neuron. Then, the weights connected to the neuron are transferred sequentially with the value of $w$, $w^1$, $w^2$, and $w^3$.

**Figure 6.** Illustration of the weight mapping process by STDP. The extracted weight map is applied as the voltage inputs. At the same time, a teaching signal with the timing difference obtained from STDP characteristic is applied to the G2 line of the neuron. Then, the weights connected to the neuron are transferred sequentially with the value of $w$, $w^1$, $w^2$, and $w^3$.

**Figure 7.** (a) Classification accuracy according to the simulation time when 3, 7, 5, and 9-level of the quantization weights transferred by the proposed method are used; (b) the variation effects on the classification accuracy with 3, 7, 5, and 9-level of the quantization weights.

**Table 1.** Summary of the $N$ and the accuracy according to the quantization levels.

| Weight Level    | Minimum Steps (N) | Accuracy  |
|-----------------|-------------------|-----------|
| Full-Precision  | 635,200           | 98.23%    |
| 3               | 1620              | 97.58%    |
| 5               | 3240              | 98.16%    |
| 7               | 4860              | 98.22%    |
| 9               | 6480              | 98.23%    |
Figure 7b shows the performance by variations of synaptic devices. Since the variation of the initial state of the excitatory and inhibitory synapses as well as the PGM/ERS variation of STDP affects the overall performance, it is necessary to simulate the effect of the variation on the performance of hardware-based SNN. We introduce the variation to the synaptic weights since all the variation sources change the synaptic weights. The variation of the synaptic weights was assumed to show a Gaussian distribution where \( \mu \) and \( \sigma \) were the mean value and the standard deviation, respectively. Here, the mean value was defined as the target weight state, and the variation effect was simulated by varying \( \sigma / \mu \) from 0% to 30% with 5% steps. All the simulation was conducted 10 times for generalization. Overall, as the variation increased, the accuracy decreased more severely. In addition, the accuracy was more vulnerable to the variation as the quantization level increased because the possibility of interfering with the weights of adjacent levels increased. Therefore, as the quantization level increased, the performance can be improved, but more precise variation control is required.

4. Conclusions

In this paper, we propose a method based on STDP for transferring quantized weights to a hardware-based spiking neural network. In order to precisely map the weights trained by software-based ANN to the hardware synapse array, each synaptic device must be accessed and adjusted repeatedly. However, as the scale of the neural network increases, the number of synapses needed to be tuned increases, which is quite time-consuming. STDP is originally a method for online learning of SNNs, but through this, we propose a method of mapping the quantized weights to a large number of synapses at once. The performance of the proposed method is confirmed with a system-level simulation of two-layer fully-connected SNNs for MNIST pattern recognition. It is demonstrated that there is little reduction in the accuracy at more than a certain level of quantization, but the number of pulse steps for weight transfer significantly decreased. In addition, the effect of the device variation is verified. Consequently, the hardware-based SNN with the quantized weights transferred by the proposed method has the trade-off among the accuracy, the number of pulse steps, and the tolerance to the variation.
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