Modelling of IP Geolocation by use of Latency Measurements
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Abstract—IP Geolocation is a key enabler for many areas of application like Content Delivery Networks, targeted advertisement and law enforcement. Therefore, an increased accuracy is needed to improve service quality. Although IP Geolocation is an ongoing field of research for over one decade, it is still a challenging task, whereas good results are only achieved by the use of active latency measurements. This paper presents a novel approach to find optimized Landmarks positions which are used for active probing and introduce an improved location estimation. Since a reasonable Landmark selection is important for a highly accurate localization service, the goal is to find Landmarks close to the target with respect to the infrastructure and hop count. Current techniques provide less information about solving this problem as well as are using imprecise models. We demonstrate the usability of our approach in a real-world environment. The combination of an optimized Landmark selection and advanced modulation results in an improved accuracy of IP Geolocation.

I. INTRODUCTION

Determining the real-world geographical location of a network entity is called Geolocation. It describes the process of allocating a physical location, e.g. defined by country, city, longitude, and latitude, to a logical address by using the Internet Protocol (IP) [1]. The necessity for a highly accurate and reliable Geolocation service has been identified as an important goal for the Internet [2]. More and more applications are taking into account from where users are accessing. Thereby location-aware services offer novel functionalities to their customers and provide adjusted content. One major field of application is location based advertising [3]. Customers are automatically redirected to the appropriate language or receive, e.g. advertisement from shops in their surroundings. Another important use case are Content Delivery Networks (CDN) [4]. In this context location information are supporting optimized load balancing between customer and mirror servers and providing better traffic management for downloads [5], [6]. As illustrated in Figure 1 measurement based techniques are relying on actively probing a particular host and infer the geographical location by measuring latencies. For this purpose most of these procedures are utilizing reference hosts with well-known location information, called Landmarks or Vantage Points. Since these approaches are using the moderate correlation between network delay and geographic distance, the accuracy is mainly influenced by the selection of Landmarks and the mathematical modelling [7].

The paper introduce two novelties. First, we present Dra- goon an improvement in terms of positioning and selection of Landmarks for Geolocation strategies based on latency measurements. Second, we describe an advanced approach of a more accurate mathematical modelling of the location estimation process. Therefor, the correlation between network delay, latency measurement, network topology and geographical distance is analysed for the first time focusing Europe.

II. RELATED WORK

According to Endo et al. [8] approaches for IP Geolocation can be classified in either IP mapping based - including semantic - or measurement based strategies. In this work, we focus on the more dynamic and actual measurement based techniques. These are relying on an active interaction with the target system. The similarity of all those strategies is, that they are based on the assumption of an existent correlation between network latency and geographical distance. This relationship has been proven [7]. Shortest Ping [2] is a simple delay-based technique. Each target is mapped to the Landmark that is closest to it in terms of the measured RTT. GeoPing as part of IP2Geo [1] uses network delay measurements from geographically distributed locations to set up latency vectors. The corresponding location of the latency vector which is most similar to the target is inferred as geographic location.
In addition it is possible to further divide measurement based techniques in constrained- and topology-based as well as hybrid approaches. Since hybrid approaches might be capable of integrating also IP mapping based strategies, they are still basically relying on active probing and thus can be considered as measurements based. **Constraint-Based Geolocation (CBG)** [9] infers the geographic location of Internet hosts by using multilateration with distance constraints. Hence establishing a continuous space of answers instead of a discrete one. **Topology-Based Geolocation (TBG)** [2] introduces topology measurements to simultaneously geolocate intermediate routers. Nevertheless TBG is only an enhanced version of the original CBG. **Octant** [3] is a framework for IP Geolocation and the current “State-of-the-Art” in terms of active measurements based approaches [10]. Other examples for hybrid or measurement based approaches are HawkEyes [11], Spotter [12] and Posit [10].

Almost all current measurement approaches, in particular the obtained accuracy, are highly depending on Landmarks. The dilemma of using as much as necessary but as few as possible and well distributed Landmarks to reach a highly accurate location estimation, can be considered as **Landmark Problem** [7], [10]. All notably measurement based approaches use Landmarks for their analyses, but do not provide comprehensive information about optimal selection, positioning or give no attention on this problem at all. In addition, they are using euclidean distances. The work from Ziviani et. al [7] provides an algorithm for placement of Landmarks. Their proposed linear programming (LP) model is used as a reference for the Landmark location selection. Nevertheless, the presented approach is not suitable for realistic and large scale scenarios. Thus, our focus is to determine a predefined amount of Landmarks in a given infrastructure to improve the measurement based IP localization.

### III. Concept

Our proposed Geolocation service uses a predefined amount of known Landmarks to actively probe the target host. The RTT and hop count from all Landmarks to the target are measured for geographical distance correlation and further calculations. Through multilateration by using these results, the geographical location is inferred. The underlying problem is the selection and placement of Landmarks out of a given set of possible locations for probing. The Vantage Points have to be identified in the topology with respect to minimize the maximum distance to the surrounding network topology. With better placement of Landmarks, these are closer to the target. As nearer they are, the distance is lower and the variance of measurement results is reduced.

#### A. Dragoon: Finding Landmarks

We introduce a new algorithm Dragoon (Diversification Rectifies Advanced Greedy Overdetermined Optimization N-Dimensions) to find optimized locations for Landmarks, which represent central nodes in a given network topology. The first placed Landmark usually covers a high amount of nodes, which shows the serious influence of the first placement decision. Nevertheless, an even distribution of Landmarks would be desirable to measure from different directions using several network paths. As the target location is not known beforehand, a distributed network of Landmarks is highly recommended.

Our algorithm starts with a novel initialization process. In the preliminary stage an orientation mark is placed at the optimal position in respect to the distances of the given network topology. Afterwards, the predefined amount of Landmarks is placed using the 2-Approx strategy [13]. 2-Approx calculates for every network node the distance to all placed Vantage Points. It chooses the node with the largest distance to their closest Landmark as the new location to place the next one. After the initialization, the algorithm starts with the iterative refinement to find the list of final locations for Landmarks. The algorithm checks all possible locations around the observed Landmark position. The algorithm tests all connected nodes with a direct edge to the current position of the Vantage Point. If the new location improves the overall situation, the algorithm accepts it and replaces the current observed Landmark with the new position. This is done with respect to the specified optimization criterion. In our case, it is the maximum distance counted by hops. If this value is unchanged, the algorithm will use another additional criterion. We use an average or mean criterion to choose between two solutions and to identify an improvement. In every iteration step, the network nodes are (re)assigned to their closest Landmark. Afterwards, an updated location is calculated for every Vantage Point. This is done with respect to the entire scenario. In each iteration, every Landmark is allowed to shift its position only once. This iterative optimization is repeated until all locations of the Vantage Points do not change any more. In comparison to other Landmarks selections, we achieve a better distribution of measurement points with a shorter estimated distance to the target.

![Figure 2. Improvement of the current Landmark position (red) with the possibilities (yellow) tried by Dragoon and considered other network nodes (blue).](image)
approximately a logarithmic curve. Equation 1 presents the formula of such a curve fully parametrized, whereas latency is \( \text{RTT} \) subtracted by the average delay of the detected hops, which is about 0.1 ms per hop [15]. The reason for the logarithmic correlation is the relatively large transmission delay through the processing units compared to the signal propagation speed in the conductor. This influence is particularly strong in the so called “Last Mile”, the connection to the end user [7]. In comparison, most current research work abstract this correlation as a linear function. Such modelling do not take the different Tier network levels into account. In this case it can be considered to be imprecise.

\[
\text{distance} = p \times \log_e(q \times \text{latency} + n) + m
\]  

(1)

The parameters \( p, q, n \) and \( m \) for such a curve are not known and should be calculated for every Landmark individually, because of their unique location in the network topology. For the curve reconstruction and evaluation, we estimate the function based on multiple inter Landmark measurements and curve fitting with a minimized sum of squared-error.

The distance calculation in our model is based on the WGS84 reference ellipsoid as well as orthodromic distances, also known as great-circle. This is also used by the Global Positioning System (GPS). Thereby, we achieve a much higher accuracy than modelling the earth as a ball without mountains and valleys, rotation flattening effect and applied euclidean distances like in [4]. An orthodromic distance corresponds to the shortest distance between two locations on the surface of a sphere, whereas the euclidean space represents the length of a straight line between these locations. Indeed, the path on the surface especially along the network infrastructure is obvious longer than a straight line, which leads to larger distances and wrong estimated target locations.

C. Lateration

A geographical location of a target can be estimated using lateration. It uses two known geographical Landmark locations and the estimated distance from each to the target. To increase the precision, multiple Landmarks are probing the targets IP address. As we dealing with distances by the calculation of lateration, the measured RTT and the hop count are converted to a distance using the determined logarithmic function and the principle described in Section III-B. The calculated distance represents the radius \( r_i \) of a circle or ellipse with the location of Landmarks in the center \((x_t, y_t)\):

\[
(x - x_t)^2 + (y - y_t)^2 = r_i
\]

(2)

For the lateration, we calculate the intersection of two circles. This is done without using angles. This is mandatory for a precise modelling, due to the shape of the Earth.

Two circles can have zero, one or two intersections. In the case of zero intersection point and non overlapping circles, the target location can be estimated in the middle of the space between two Landmarks. If the circles are completely overlapping, it is likely that the target is in the range of the circle with the smaller radius. Otherwise, results from zero intersection point can be disregarded in further calculation. Alternatively, we reduce the radius of the larger circle until we get an intersection point. As we deal with probabilities, the estimated location is more likely to be at this point. In the case of just one intersection point we assume this point as the location of the target. The only inconclusive case is about two intersection points. Here we need further information calculated with support of other Landmarks to decide between the two possible solutions to get the right one. The different cases are visualized in the Figures 3 to 6.

D. Target location estimation

As result of the conducted multilateration, we get a cloud of multiple locations, where the target location is estimated as shown in Figure 7. With our Dragoon algorithm, adapted to a constrained free center placement, we calculate the center location of all points according to the optimization criterion minimized average distance. For the free placement constraint, our algorithm tests all points on a grid with a defined distance \( \varepsilon \). If one of the tested locations results in a better performance for the overall scenario, it will be accepted. This location is used for the next iteration step. If no location leads to an improvement we successively decrease the granularity of the grid (\( \varepsilon_{\text{new}} := \frac{\varepsilon_{\text{old}}}{2} \)). This process is repeated until the grid distance \( \varepsilon \) is smaller than the maximal accepted deviation. The processing steps of the iterative optimization are shown in Figure 8. The left side illustrates the movement to an improved spot. The right side shows the increased granularity of the grid by bisection. For an improved target location estimation, we filter single points, which are too far away from the other points. Therefor, we iteratively repeat the placement of the center node and filter the points with largest distances from the optimized center location.

E. Measurement

From a measurement point of view, the end-to-end delay over a fixed path can be split into two components: A deterministic and a stochastic delay [16]. The deterministic delay is composed by the minimum processing time at each router, the transmission delay, queuing delay, and the propagation delay. This deterministic delay is fixed for any given path and is taken into account in our concept described in Section III-B. The stochastic delay composes the queuing delay at the intermediate routers and the variable processing time as well as buffering at each router that exceeds the minimum processing
out of ten measurements, a logarithmic curve is calculated. By using the hop count and the measured minimum delay and the RTT we use “Paris Traceroute” and ICMP echo identified in the previous step. To determine the hop count to measure the RTT and hop count between all Landmarks and longitude. If no direct match is possible we chose the reference hosts to find direct matches according to latitude and longitude, in respect to the given topology. The next step is to calculate optimal positions, determined by latitude and longitude, in respect to the given topology. After probing the target IP address from each Landmark, the curve is used to convert the RTT and hop count to a geographic distance. Using the calculated distance and the knowledge of the longitude as well as the latitude of each probing Landmark, Dragoon is able to infer the actual location of the target.

B. Results and Findings

The Table I shows an excerpt from the comparison of estimated target locations obtained by different applied Landmarks, which are identified by Dragoon and 2-Approx. Since the used scenario is too large for common LP solver, we used the alternative algorithm 2-Approx to the LP in Section II. It illustrates the impact of the selected Landmarks to the results of IP Geolocation.

Nevertheless, in comparison to the solution presented in [12], [10], [19] we achieved better results based on active measurements. Considering the stochastic delay, the measurements have been conducted between afternoon and early evening. During this time the network load and variance is higher in comparison to other day times. Nevertheless, our applied modelling shows stable results.

IV. Evaluation

In order to verify the improvements of our introduced concept and algorithm, in terms of selection and positioning of Landmarks, we set up an experiment for geolocating IP addresses.

A. Evaluation Environment and Procedure

To get a first impression how our algorithm is performing we are focusing on Europe using public available information as well as research data on the Tier 1 topology like [17]. Since the introduced algorithm calculates the optimal position for Landmarks in respect to a given topology, we have to build a set of distributed reference hosts to which we have access to. This is mandatory for probing and determining the geographic location of our target systems. For this purpose we are using the RIPE Atlas Project [18] providing us with over 8200 well-known nodes for probing. To avoid confusion the calculated Landmarks are in the following referenced as Center Nodes, whereas the reference hosts which we are in the end using for probing are the actual Landmarks. For a first evaluation we use ten Landmarks to cover entire Europe.

The first step is to calculate optimal positions, determined by latitude and longitude, in respect to the given topology. Afterwards we compare these Center Nodes to our set of reference hosts to find direct matches according to latitude and longitude. If no direct match is possible we chose the reference host as actual Landmark, which is closest to the position of the calculated Center Node. The next step is to measure the RTT and hop count between all Landmarks identified in the previous step. To determine the hop count and the RTT we use “Paris Traceroute” and ICMP echo request provided by the RIPE Atlas measurement interface. By using the hop count and the measured minimum delay out of ten measurements, a logarithmic curve is calculated in order to represent a correlation between measured latency and geographic distance. The curve reconstruction is calculated parameter pairwise iteratively with the tool R and the curve fitting method nls.

V. Conclusion

In this paper we propose a novel strategy Dragoon to optimize the selection and positioning of Landmarks in a given network infrastructure. Our strategy outperforms existing IP Geolocation approaches based on active measurements in real-world environments. Considering the selection and positioning of Landmarks, our algorithm achieve results close to the global optimum. We show the general usability of time measurements for IP localization with high precision based on the selection and position of Landmarks. Reasonable Landmark positions are important for an accurate IP localization service. The closer a Landmark is to a target, the lower are the interferences during the measurements.
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