Topological invariants for Floquet-Bloch systems with chiral, time-reversal, or particle-hole symmetry
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We introduce $\mathbb{Z}_2$-valued bulk invariants for symmetry-protected topological phases in 2 + 1 dimensional driven quantum systems. These invariants adapt the $W_3$-invariant, expressed as a sum over degeneracy points of the propagator, to the respective symmetry class of the Floquet-Bloch Hamiltonian. The bulk-boundary correspondence that holds for each invariant relates a non-zero value of the bulk invariant to the existence of symmetry-protected topological boundary states. To demonstrate this correspondence we apply our invariants to a chiral Harper, time-reversal Kane-Mele, and particle-hole symmetric graphene model with periodic driving, where they successfully predict the appearance of boundary states that exist despite the trivial topological character of the Floquet bands. Especially for particle-hole symmetry, combination of the $W_3$ and the $Z_2$-invariants allows us to distinguish between weak and strong topological phases.

I. INTRODUCTION

Topological states of matter\textsuperscript{1–6} have become the subject of intensive research activities over the past decade. More recently, unconventional topological phases in periodically driven systems\textsuperscript{7–12} have moved into focus. Driving allows for non-trivial topological phases even if each individual Floquet band is topologically trivial. These phases cannot be characterized by static invariants, such as the Chern numbers of the Floquet bands, but only through invariants that depend on the entire dynamical evolution of the system\textsuperscript{11}. Irradiated solid state systems\textsuperscript{13–15} and photonic crystals\textsuperscript{16–19}, where the third spatial dimension represents the time axis, are promising candidates for the realization of these new topological phases.

The relevant topological invariant of driven 2+1 dimensional systems is the $W_3$-invariant of unitary maps\textsuperscript{11}, which is evaluated for the Floquet-Bloch propagator $U(k,t)$ that solves the Schrödinger equation $i\partial_t U(k,t) = H(k,t)U(k,t)$ with a periodic Hamiltonian $H(k,t+t) = H(k,t)$. The bulk-boundary correspondence for the $W_3$-invariant guarantees that the value of $W_3(\epsilon)$ equals the number of chiral boundary states in the gap around the quasienergy $\epsilon$.

The situation changes again for driven systems with additional symmetries. Symmetry-protected boundary states appear in pairs of opposite chirality, such that the $W_3$-invariant can no longer characterize the non-trivial topological phases\textsuperscript{20–28}. Two questions arise immediately: Can the phases be characterized by new invariants? Can these invariants be computed for complicated Hamiltonians and Floquet-Bloch propagators?

In this paper we try to answer both questions affirmatively by deriving and evaluating $\mathbb{Z}_2$-valued bulk invariants for Floquet-Bloch systems with chiral, time-reversal, or particle-hole symmetry. In each case, the symmetry is given by a relation of the form $H(k,t) = \pm SH(k,\pm t)S^{-1}$ for the time-dependent Bloch Hamiltonian $H(k,t)$, with a (anti)-unitary operator $S$ and an involution $k \mapsto k$ on the Brillouin zone $B$. The symmetry relation implies a zero $W_3$-invariant in certain gaps, because the degeneracy points of $U(k,t)$ that contribute to $W_3(\epsilon)$ occur in symmetric pairs and cancel. Conceptually, the new symmetry-adapted invariants count only one partner of each pair of degeneracy points. Since the result depends on which partner is counted, the new invariants are $\mathbb{Z}_2$-valued. Symmetry-protected topological boundary states appear in gaps where the symmetry relation enforces $W_3(\epsilon) = 0$, but the $\mathbb{Z}_2$-invariants are non-zero.

Topological invariants for Floquet-Bloch systems with and without additional symmetries have been introduced before\textsuperscript{7,11,24–26,28,29}, and our constructions resemble some of them\textsuperscript{24–26} in various aspects. However, most constructions in the literature differ for each symmetry. One of our goals is to show that the construction of invariants in terms of degeneracy points of $U(k,t)$ applies to each symmetry equally, with only the obvious minimal modifications. In this way the constructions described here constitute a unified approach to topological invariants in Floquet-Bloch systems with symmetries.

Our presentation begins in Sec. II with the discussion of an expression for the $W_3$-invariant that is particularly well suited for the following constructions, before the different invariants for chiral, time-reversal, and particle-hole symmetry are introduced in Sec. III. Sec. IV summarizes our conclusions, and the appendices (App. A–App. D) give details on the derivations in the main text.

II. $W_3$-INTEGRANT AND DEGENERACY POINTS

The starting point for the construction of the $\mathbb{Z}_2$-invariants is the expression

$$W_3(\epsilon) = \sum_{\nu=1}^n \sum_{i=1}^{dp} N^\nu(\epsilon, d_i) C^\nu(d_i)$$

of the $W_3$-invariant as a sum over all degeneracy points $i = 1, \ldots, dp$ of the Floquet-Bloch propagator $U(k,t)$ that occur during time evolution $0 \leq t \leq T$. 

Eq. (1) is a modified version of an expression for \( W_3(\epsilon) \) given in Ref. 30. As explained in App. A, which contains a detailed derivation, it generalizes a similar expression introduced in Ref. 25. A unique feature of Eq. (1) is the invariance of all quantities under general shifts \( \epsilon(\cdot) \mapsto \epsilon(\cdot) + 2\pi m \) of the Floquet quasienergies, whereby the ambiguity of mapping eigenvalues \( e^{-i\epsilon(\cdot)} \) of \( U(\cdot) \) to quasienergies \( \epsilon(\cdot) \) is resolved from the outset. For this reason, Eq. (1) is particularly convenient for numerical evaluation, e.g., with the algorithm from Ref. 30. Note that for the sake of clarity of the main presentation we assume in Eq. (1) that the bands are topologically trivial for \( t \to 0 \). The general case is given in the appendix.

To evaluate Eq. (1), we must decompose \( U(k,t) = \sum_{\nu=1}^{n} e^{-i\epsilon(\nu)} |s^{\nu}| (s^{\nu}) \) into bands \( \nu = 1, \ldots, n \) with quasienergies \( \epsilon^{\nu} \equiv \epsilon^{\nu}(k,t) \) and eigenvectors \( s^{\nu} \equiv s^{\nu}(k,t) \). Quasienergies measured in units of \( 1/T \), and defined up to multiples of \( 2\pi \). We assume that the \( \epsilon^{\nu}(k,t) \) are continuous functions. At \( t = T \), \( \epsilon^{\nu}(k,T) \) agrees (modulo \( 2\pi \)) with the Floquet quasienergy derived from the eigenvalues of \( U(k,T) \).

A degeneracy point \( d_i = (k_i, t_i, \epsilon_i) \) occurs whenever the quasienergies \( \epsilon^{\nu}(k_i, t_i), \epsilon^{\mu}(k_i, t_i) \) of two bands \( \nu \neq \mu \) differ by a multiple of \( 2\pi \), such that \( e^{-i\epsilon^{\nu}} = e^{-i\epsilon^{\mu}} = e^{-i\epsilon} \), for two eigenvalues of \( U(k_i, t_i) \). With each degeneracy point, we can associate the Chern numbers \( C^{\nu}(d_i) = \int_{S(d_i)} F_{\alpha} \ d\alpha \), given as the integral of the Berry curvature \( 2\pi F_{\alpha} = \epsilon_{\alpha\beta\gamma} \partial\beta(s^{\nu}(k,t)^\dagger \partial\gamma s^{\nu}(k,t)) \) over a small surface \( S(d_i) \) enclosing the degeneracy point. It is \( C^{\nu}(d_i) = -C^{\mu}(d_i) \neq 0 \) only for the bands \( \nu, \mu \) that touch in the degeneracy point.

The contribution from each degeneracy point is multiplied by the integer \( N^{\nu}(\epsilon, d_i) = \left[ (\epsilon^{\nu}(k_i, t_i) - \epsilon) / (2\pi) \right] + \left[ (\epsilon - \epsilon^{\nu}(k, T)) / (2\pi) \right] \) that counts how often band \( \nu \) crosses the gap at \( \epsilon \) while it evolves from the degeneracy point at \( t = t_i \) to its final position at \( t = T \). Here, \( \lceil x \rceil \) denotes rounding up to the next integer. Since \( \epsilon \) lies in a gap, \( N^{\nu}(\epsilon, d_i) \) does not depend on \( k \).

Moving from one gap at \( \epsilon \) to the next gap at \( \epsilon' \), both being separated by band \( \nu \), the value of \( N^{\nu}(\epsilon, d_i) \) changes by one, such that \( W_3(\epsilon) \) changes by \( \sum_{i=1}^{dp} C^{\nu}(d_i) \). The value of \( C^{\nu} \) is just the Chern number of band \( \nu \) at \( t = T \). Note that when we move once through the quasienergy spectrum, letting \( \epsilon \mapsto \epsilon + 2\pi \), we change \( W_3(\epsilon) \) by \( \sum_{\nu} C^{\nu} = 0 \).

In the situation sketched in Fig. 1, we have \( N^{\nu}(\epsilon, d_i) = 1 \) (or \( N^{\nu}(\epsilon, d_i) = 0 \)) for the band directly below (or above) the gap at \( \epsilon \). Here, where the bands of \( U(k,t) \) do not wind around the circle independently, \( W_3(\epsilon) \) is simply the sum over the degeneracy points in each gap.

### III. \( \mathbb{Z}_2 \)-invariants for Floquet-Bloch systems with symmetries

For the construction of the new \( \mathbb{Z}_2 \)-invariants we adapt Eq. (1), essentially by including only half of the degeneracy points in the summation. We will now, for each of the three symmetries, introduce the respective invariant, formulate the bulk-boundary correspondence between the invariant and symmetry-protected topological boundary states, and present an exemplary application to a Floquet-Bloch system with the specific symmetry.

#### A. Chiral symmetry.

The symmetry relation for chiral symmetry, realized as a sublattice symmetry on a bipartite lattice, is

\[
H_{ch}(k, t) = -S H_{ch}(k + k_\sigma, T - t) S^{-1}
\]

with a unitary operator \( S \), and a reciprocal lattice vector \( k_\sigma \) corresponding to the sublattice decomposition (e.g., \( k_\sigma = (\pi, \pi) \) for a square lattice).

Note that the symmetry relation (2) differs from the standard definition of chiral symmetry \(^{27-29}\), which does not contain the momentum shift \( k_\sigma \). The inclusion of the momentum shift \( k_\sigma \) is crucial for the existence of symmetry-protected boundary states and of the \( \mathbb{Z}_2 \)-invariant defined below. As detailed in App. B, a Hamiltonian \( H_{ch}(\cdot) \) that fulfills Eq. (2) also fulfills the standard chiral symmetry relation but possesses an additional symmetry that protects the topological phases and boundary states. Without the \( k_\sigma \)-shift, chiral symmetry does not allow for the symmetry-protected boundary states observed here \(^{27-29}\).

Because of the \( T - t \) argument on the right hand side, the symmetry relation (2) does not extend to \( U(k,t) \) but only to the time-symmetrized propagator \( U_s(k, t) = U(k, \frac{1}{2}(t + T))^\dagger \), for which it implies \( SU_s(k + k_\sigma, T - t) S^{-1} = U_s(k, t) \). Therefore, degeneracy points of \( U_s(\cdot) \) occur in pairs \( d_i = (k_i, t_i, \epsilon_i) \), \( d_i = (k_i + k_\sigma, t_i, -\epsilon_i) \) with opposite sign of \( C^{\nu}(d_i) = \sum_{\nu} C^{\nu}(d_i) \).
The W₃-invariant, computed from $U_s(\cdot)$, fulfills $W_3(-\epsilon) = -W_3(\epsilon)$, especially $W_3(\epsilon) = 0$ for a gap at $\epsilon = 0, \pi$.

Note that $U_s(\cdot)$ belongs to a family of propagators that are related to $U(\cdot)$ by the homotopy $s \mapsto U(k, (1-s)t + sT)U^\dagger(k, s(T-t))$. For $s = 0$, we obtain the original propagator $U(\cdot)$, for $s = 1/2$ the symmetrized propagator $U_s(\cdot)$. Since $U_s(\cdot)$ is homotopic to $U(\cdot)$, with fixed boundary values $U_s(k, 0) = 1$ and $U_s(k, T) = U(k, T)$, we obtain the same result if $W_3(\epsilon)$ is computed with the original propagator $U(\cdot)$. In this computation, however, the cancellation of degeneracy points would not be obvious.

We now define a $\mathbb{Z}_2$-invariant, for $\epsilon = 0$ or $\epsilon = \pi$, via

$$W_{\text{ch}}(\epsilon) = \sum_{i=1}^{n} \sum_{\nu=1}^{dp/2} N^{\nu}(\epsilon, \mathbf{d}_i) C^{\nu}(\mathbf{d}_i) \mod 2,$$

where the upper limit $dp/2$ in the sum over $i$ indicates that exactly one degeneracy point of each symmetric pair $\mathbf{d}_i, \mathbf{d}_i\pm \mathbf{d}_i$ is included. Depending on which points are included the sum can differ by an even number, such that $W_{\text{ch}}(\epsilon) \in \mathbb{Z}_2$. Since the degeneracy points in each pair are separated by $\mathbf{k}_x$, a homotopy of $H_{\text{ch}}(\cdot)$ that respects chiral symmetry cannot annihilate the degeneracy points. Therefore, $W_{\text{ch}}(\epsilon)$ is invariant under such a homotopy.

A non-zero value of $W_{\text{ch}}(\epsilon)$ indicates that an odd number of pairs of degeneracy points occur in the gap at $\epsilon$ during time-evolution from 0 to $T$. If a boundary is introduced into the system, say along the $x$-direction, the first pair of degeneracy points $\mathbf{d}_i, \mathbf{d}_i$ gives rise to two boundary states $B_1, B_2$ of opposite chirality that appear immediately after $t_i$ at momenta $(\mathbf{k}_i, \mathbf{k}_i + \mathbf{k}_y)$. During the subsequent time-evolution the dispersion of these boundary states is related by $\epsilon_1(k_x) = -\epsilon_1(k_x + \pi)$ due to chiral symmetry. Therefore, the boundary states are protected: They cannot annihilate each other, because the number of crossing through $\epsilon = 0, \pi$ is fixed by the above relation. The pair of boundary states can disappear only through the appearance of a second pair of degeneracy points at a later $t_j > t_i$. In this way, each pair flips the value of $W_{\text{ch}}(\epsilon)$ and the number of symmetry-protected boundary states in the respective gap. This consideration establishes the bulk-boundary correspondence for chiral symmetry: A non-zero bulk invariant $W_{\text{ch}}(\epsilon)$ corresponds to the existence of a pair of symmetry-protected boundary states with opposite chirality in the gap at $\epsilon$.

Chiral symmetry is realized in the extended Harper model on a square lattice\cite{22}

$$H_{\text{ch}}(t) = \sum_{ij} \left[ J_x(t) e^{2\pi i a_j c_{i+1,j} c_{ij} + h.c.} + J_y(t) (c_{i,j+1} c_{ij} + h.c.) \right],$$

provided that $J_x(T-t) = J_x(t)$. The rational parameter $\alpha = p/n$ controls the number $n$ of Floquet bands. Note that the (magnetic) unit cell of this model has one element in $x$-direction and $n$ elements in $y$-direction.

For the results in Fig. 2 we set $J_x(t) = J_{x,1} + J_{x,2} \cos(2\pi t/T)$, with $\alpha = 1/3, J_{x,1} = 2, J_{x,2} = 1, J_y = 2$. Since $n$ is odd, chiral symmetry prevents the opening of a gap at $\epsilon = 0$. In the gap at $\epsilon = \pi$, where $W_3(\pi) = 0$, a pair of symmetry-protected boundary states exists in accordance with the non-zero value of $W_{\text{ch}}(\pi)$.

In summary, we see that Eq. (3) defines a $\mathbb{Z}_2$-valued bulk invariant for chiral symmetry, which predicts the appearance (or absence) of a symmetry-protected topological phase and of the corresponding boundary states. A different $\mathbb{Z}_2$-invariant, which is constructed for a finite system with absorbing boundaries, has been introduced in Ref. 26, where also the ‘weak’ or ‘strong’ nature
of topological phases with chiral symmetry is addressed. To relate these results to our $Z_2$-invariant we include in App. B additional data for different boundary orientations in the Harper model from Eq. (4).

**B. Time-reversal symmetry.**

The symmetry relation for time-reversal symmetry of fermionic particles is

$$H_{tr}(k, t) = \Theta H_{tr}(-k, T - t) \Theta^{-1}, \quad (5)$$

with an anti-unitary operator $\Theta$ for which $\Theta^2 = -1$. The symmetry relation (5) implies $\Theta U_*(-k, t)\Theta^{-1} = U_0^\dagger(k, t)$, again for the time-symmetrized propagator $U_0(\cdot)$. Therefore, degeneracy points of $U_0(k, t)$ occur in pairs $d_i = (k_i, t_i, \epsilon_i)$, $d_i = (-k_i, t_i, \epsilon_i)$ with opposite sign of $C^\nu(d_i) = -C^\nu(d_i)$. It is $W_3(\epsilon) = 0$ in each gap. We now define a $Z_2$-invariant

$$W_{tr}(\epsilon) \equiv \frac{2\pi}{2\nu \pi/2} \sum_{i=1}^{2\nu} \sum_{i=1}^{2\nu} N^{\nu}(\epsilon, d_i) C^\nu(d_i) \mod 2, \quad (6)$$

where again only one degeneracy point from each symmetric pair is included in the sum.

Note that the bands of $U_0(\cdot)$ appear in Kramers pairs which, if arranged in this specific order, fulfill $\epsilon^{2\nu-1}(-k, t) = \epsilon^{2\nu}(k, t)$. The two bands of each Kramers pair are degenerate at the invariant momenta (IM) $k \equiv -k$ (modulo a reciprocal lattice vector). The Kramers degeneracy at the IM, which is enforced by time-reversal symmetry for all $t$, must be distinguished from the degeneracy points that contribute in Eq. (6). These occur only at certain $t_i$ and involve two bands from two different Kramers pairs.

The considerations leading to a bulk-boundary correspondence are similar to those for chiral symmetry. Again, a pair of degeneracy points $d_i$, $d_i$ gives rise to two boundary states, which now appear at momenta $(k_i)_x$, $-(k_i)_x$. Their dispersion relations are connected by $c_1(k_x) = c_{11}(-k_x)$, with Kramers degeneracy at the IM $k_x \equiv -k_x$. Because of $\Theta^2 = -1$ the boundary states are two-fold degenerate at the IM, which prevents their mutual annihilation. Continuing with the reasoning as before, we conclude that a non-zero value of $W_{tr}(\epsilon)$ implies the existence of a pair of symmetry-protected boundary states with opposite chirality in the gap $\epsilon$.

If we move from one gap at $\epsilon$ to the next gap at $\epsilon'$, separated by a Kramers pair of bands $2\nu - 1$, $2\nu$, the value of $W_{tr}(\epsilon)$ changes by $W_{tr}(\epsilon') - W_{tr}(\epsilon) \equiv \sum_{\nu=1}^{(2\nu)} (C^{2\nu} - C^\nu) \mod 2$. The right hand side of this expression gives just the Kane-Mele invariant (the respective Kramers pair (see App. C).

Time-reversal symmetry is realized in the extended Kane-Mele model on a graphene lattice

$$H_{tr}(t) = J_1(t) \sum_{(i,j)} c_i^\dagger c_j + iJ_2(t) \sum_{(i,j)} \nu_{ij} c_i^\dagger \sigma_z c_j$$

$$+ \lambda_\nu \sum_{i} \xi_i c_i^\dagger c_i + i\lambda_R \sum_{(i,j)} c_i^\dagger (\sigma \times d_{ij})_z c_j, \quad (7)$$

provided that $J_{1,2}(T-t) = J_{1,2}(t)$. For the results in Fig. 3 we set $J_1(t) = J_a + J_b \cos(2\pi t/T)$, $J_2(t) = J_c + J_d \cos(2\pi t/T)$ with $J_a = 0.9, J_b = 1.8, J_c = 0.6, J_d = 1.2$, and $\lambda_\nu = 1.8, \lambda_R = 0.3$. The $W_{tr}$-invariant correctly predicts the appearance of symmetry protected boundary states in the gaps at $\epsilon = 0$ and $\epsilon = \pi$, while the Kane-Mele invariants of the Floquet bands and the $W_3$-invariant vanish.

In summary, we see that Eq. (6) defines a $Z_2$-valued bulk invariant for time-reversal symmetry. The construction of this invariant closely resembles the construction from Ref. 25, to which it reduces under the additional conditions stated in App. A for the $W_3$-invariant. A different $Z_2$-invariant has been introduced in Ref. 24, which is based on the original expression for the $W_3$-invariant and requires a more complicated auxiliary construction of a time-symmetrized propagator.
C. Particle-hole symmetry.

The symmetry relation for particle-hole symmetry of fermionic particles is

\[ H_{\text{ph}}(k, t) = -\Pi H_{\text{ph}}(-k, t)\Pi^{-1}, \]  

with an anti-unitary operator \( \Pi \) for which \( \Pi^2 = 1 \). The symmetry relation (8) implies \( \Pi U(-k, t)\Pi^{-1} = U(k, t) \), for the original propagator \( U(\cdot) \). If degeneracy points of \( U(k, t) \) occur in pairs \( d_i = (k_i, t_i), d_i = (-k_i, t_i, -\epsilon_i) \), they now occur with the same sign of \( C^\nu(d_i) = C^\nu(d_i) \).

We can only conclude \( W_3(\epsilon) = W_3(-\epsilon) \), and in contrast to chiral and time-reversal symmetry the symmetry relation does not enforce \( W_3(\epsilon) = 0 \) in any gap.

Despite this difference, symmetry-protected boundary states exist also for particle-hole symmetry, because the IM \( k = -k \) again have specific significance but play the opposite role as in the case of time-reversal symmetry. There, \( \Theta^2 = -1 \) forbids single unpaired boundary states at the IM, while here \( \Pi^2 = 1 \) is compatible with their appearance. An unpaired boundary state in the gaps at \( \epsilon = 0, \pi \), which is pinned at the IM, is protected by particle-hole symmetry. These states are associated with unpaired degeneracy points of \( U(k, t) \) at the IM.

Let the four IM in the 2 + 1 dimensional bulk system be \( M_0 = 0, M_1 = b_1/2, M_2 = b_2/2, M_3 = (b_1 + b_2)/2 \), for two primitive reciprocal lattice vectors \( b_1, b_2 \). If we introduce a boundary along a primitive lattice vector \( a \), with \( a \cdot b_{1,2} \in \{0, 2\pi\} \), the four IM are projected onto two momenta \( k_a = a \cdot M_m \in \{0, \pi\} \).

Symmetry-protected boundary states, with dispersion relation \( \epsilon(-k_a) = -\epsilon(k_a) \), can exist at both momenta.

To capture this situation, we need a total of four \( Z_2 \)-invariants, defined for \( \alpha = 0, \pi \) and \( \epsilon = 0, \pi \) as

\[ W_{\text{ph}}^\alpha(\epsilon) = \sum_{\nu=1}^n \sum_{k_i \in \{M_m\} \atop a \cdot k_i = \alpha} \nu(\epsilon, d_i) C^\nu(d_i) \mod 2. \]  

In Eq. (9) only unpaired degeneracy points at the two IM \( M_m \) with \( a \cdot M_m = \alpha \) contribute. Therefore, a non-zero \( W_{\text{ph}}^{\alpha}(\epsilon) \) invariant implies the existence of a symmetry-protected boundary state that is pinned at the respective momentum \( k_a = \alpha \). For example, \( W_{\text{ph}}^0(0) \neq 0 \) corresponds to a symmetry-protected boundary state with \( \epsilon(k_a = \pi) = 0 \) in the gap at \( \epsilon = 0 \). Note that we assume here the absence of boundary states for \( t = 0 \) (but see App. D for an extended discussion).

The \( W_{\text{ph}} \)-invariants only count unpaired degeneracy points, which necessarily occur at IM. The \( W_3 \)-invariant also counts paired degeneracy points with opposite momenta \( \pm k_i \) that occur away from the IM. Since paired degeneracy points change the \( W_3 \)-invariant by an even number, we have \( W_{\text{ph}}^0 + W^\pi_{\text{ph}} = W_3 \mod 2 \).

According to the summation in Eq. (9) the \( W_{\text{ph}} \)-invariants depend on the boundary orientation given by \( a \). Especially if \( W_3(\epsilon) = 0 \) a ‘weak’ topological phase can occur, where two symmetry-protected boundary states exist on some boundaries where \( W_{\text{ph}}^0 = W_{\text{ph}}^\pi = 1 \), but not on other boundaries where \( W_{\text{ph}}^0 = W_{\text{ph}}^\pi = 0 \). If, on the other hand, \( W_3(\epsilon) \neq 0 \) in a ‘strong’ topological phase, boundary states occur on each boundary. Especially for odd \( W_3(\epsilon) \), we must have non-zero \( W_{\text{ph}} \)-invariants for each boundary orientation, and thus a symmetry-protected boundary state at either \( k_a = 0 \) or \( k_a = \pi \).

Particle-hole symmetry is realized in the graphene lattice model \[ H_{\text{ph}}(t) = \sum_{r=1}^3 \sum_{j=1}^3 J_j(t) c_{jB,r}^\dagger c_{A,r+\delta_i} + \text{h.c.}, \]  

without further constraints on the \( J_j(t) \). The \( J_j(t) \) are periodically varied according to the protocol in Ref. 26. For the results in Fig. 4 we set \( J_{s,1} = 3\pi/2, J_{s,2} = -3\pi/2, J_{s,3} = 3\pi/2, J_{u,1} = 0, J_{u,2} = -1.2, J_{u,3} = 0.9 \).

In Fig. 4 we recognize the weak topological phase just discussed: On a zigzag boundary along a lattice vector \( a_3 \), with invariants \( W_{\text{ph}}^\alpha(\epsilon) = W^\pi_{\text{ph}}(\epsilon) \neq 0 \), we observe in each gap two symmetry-protected boundary states with opposite chirality at momenta \( k_a^\pm = 0, \pi \). On an arm-
chair boundary along a nearest-neighbor vector $\delta_1$, with invariants $W_{ph}^0(\epsilon) = W_{ph}^2(\epsilon) = 0$, no boundary states cross $\epsilon = 0$ or $\epsilon = \pi$. The $W_{ph}$-invariants, together with the zero $W_3$-invariant, correctly describe this situation.

Note that for a hexagonal lattice, with three inequivalent orientations for each boundary type, an exhaustive analysis is significantly more complicated than suggested by Fig. 4. For details we refer the reader to App. D.

In summary, we see that Eq. (9) defines four $Z_2$-valued bulk invariants for particle-hole symmetry, which predict the appearance of symmetry-protected boundary states at $k_\delta = 0, \pi$ in dependence on the boundary orientation. Since non-zero $W_{ph}$-invariants are compatible with both $W_3(\epsilon) = 0$ and $W_3(\epsilon) \neq 0$, weak and strong topological phases can be distinguished. The possible combinations of the four invariants for fixed $W_3(\epsilon)$ are given by the summation rule stated above. Different $Z_2$-invariants have been introduced in Ref. 26, in the form of scattering invariants for finite systems.

**IV. CONCLUSIONS**

The $Z_2$-invariants introduced here allow for the classification of topological phases in driven systems with chiral, time-reversal, or particle-hole symmetry. In this way, they complement the $W_3$-invariant for driven systems without additional symmetries. The $Z_2$-invariants are related to previous constructions for symmetry-protected topological phases\textsuperscript{24–26,32}, but they combine two substantial aspects. First, they are bulk invariants of driven systems, and a bulk-boundary correspondence holds for each invariant. Second, they are given by simple and explicit expressions that involve the (time-symmetrized) Floquet-Bloch propagator, but require no complicated auxiliary constructions. Quite intuitively, the invariants are defined through counting of half of the degeneracy points that appear in symmetric pairs. Note that the invariants depend on the entire time evolution of $U(\mathbf{k}, t)$ over one period $0 \leq t \leq T$, as required for driven systems with the possibility of anomalous boundary states\textsuperscript{7,11,24–26}. Once the degeneracy points are known computation of the invariants according to Eqs. (3), (6), (9) is straightforward. Particularly efficient computation of the $Z_2$-invariants is possible with the algorithm from Ref. 30.

These aspects should make the $Z_2$-invariants viable tools in the analysis of driven systems with symmetries. For the three generic models considered here, the invariants correctly predict the appearance of symmetry-protected topological boundary states, even if the static invariants and the $W_3$-invariant vanish. Concerning the nature of these states, chiral and time-reversal symmetry are set apart from particle-hole symmetry. In the latter case, the existence of symmetry-protected states depends on the orientation of the boundary, similar to the situation for three-dimensional weak topological insulators\textsuperscript{6} or quantum Hall systems\textsuperscript{14}. It will be interesting to study the different impact of symmetries on topological phases, and on the anomalous boundary states that are unique to driven systems, in nature. One way towards realization of the proper symmetries should be offered by photonic crystals\textsuperscript{18,19}.
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**Appendix A: Derivation of expression Eq. (1) for the $W_3$-invariant**

We here give the details of the derivation of Eq. (1). In slightly different notation, Eqs. (3.18) and (5.4) in Ref. 30 yield the expression

$$W_3(\epsilon) = \frac{1}{2\pi} \sum_{\nu=1}^{n} \left[ \int_{0}^{T} \int_{B} (\partial^\nu F_3^\nu(k, t)) e^\nu(k, t) \, dk_1 dk_2 dt + \int_{B} F_3^\nu(k, T) \left( i \log e^{-i e^\nu(k, T)} - e^\nu(k, T) \right) dk_1 dk_2 + \int_{B} F_3^\nu(k, 0) e^\nu(k, 0) \, dk_1 dk_2 \right] \quad (A1)$$

for the $W_3$-invariant from Ref. 11. It is written as an integral of the Berry curvature

$$F_\alpha^\nu(k, t) = \frac{1}{2\pi} \epsilon_{\alpha\beta\gamma} \partial^\beta (s^\nu(k, t)) \partial^\gamma s^\nu(k, t), \quad (A2)$$

which involves the eigenvectors $s^\nu(k, t)$ and the quasienergies $e^\nu(k, t)$ of the different bands of the Floquet-Bloch propagator $U(k, t)$. Both quantities are obtained from diagonalization of $U(k, t)$ as

$$U(k, t) = \sum_{\nu=1}^{n} e^{-i e^\nu(k, t)} |s^\nu(k, t)\rangle \langle s^\nu(k, t)| \quad (A3)$$

For the above expression to make sense, we assume continuous quasienergies $e^\nu(k, t)$.

In Eq. (A2), $\epsilon_{\alpha\beta\gamma}$ is the antisymmetric Levi-Civita tensor, the indices $\alpha, \beta, \gamma$ run over permutations of the parameters $k_1, k_2, t$ of $U(\cdot)$, and summation over repeated indices is implied. In all expressions, e.g., for $F_3^\nu$, we choose $t$ as the third coordinate. The integration is over one period $0 \leq t \leq T$ and over the two-dimensional Brillouin zone $B$. The invariant $W_3(\epsilon)$ depends on the quasienergy $\epsilon$ within a gap through the second term, the boundary term at $t = T$, where the branch cut of the complex logarithm $\log e^{-i \epsilon}$ is chosen along the line from zero through $e^{-i \epsilon}$. 
The above expression, which is the starting point for the construction of the algorithm in Ref. 30, is not fully suitable for the present study because it is formulated with respect to an absolute reference point \( \epsilon = 0 \). Instead, we seek an expression where all quantities are computed relative to the quasienergies \( \epsilon \) of the gap under consideration.

To obtain this expression, note that the divergence of the Berry curvature \( F_\nu^\mu(k,t) \) is non-zero only when \( \epsilon \) touches at the degeneracy point \( d_i \) of the Berry curvature. For the third term in Eq. (A1), we have similarly that \( \delta \nu \) gives a contribution of the form

\[
\sum_{\nu} \text{ch}_{\mu}(\nu, d_i) = -C^\nu(d_i)
\]

for the two bands \( \mu, \nu \) that touch at \( d_i \).

We can now replace the first term in Eq. (A1) by a sum over all degeneracy points \( i \). Each degeneracy point gives a contribution of the form

\[
C^\nu(d_i)(\epsilon'(k, t_i) + \Delta_i) + C^\nu(d_i)\epsilon'(k, t_i) + \Delta_i, \quad (A4)
\]

where we can include a shift \( \Delta_i \) that cancels because of \( C^\nu(d_i) = -C^\nu(d_i) \). We choose \( \Delta_i \) such that \( \epsilon'(k, t_i) + \Delta_i = [(\epsilon'(k, t_i) - \epsilon)/2\pi] \), with the ceiling function \( [\cdot] \) (i.e., rounding up to the next integer). Then, it is also \( \epsilon'(k, t_i) + \Delta_i = [(\epsilon'(k, t_i) - \epsilon)/2\pi] \) because at a degeneracy point \( \epsilon'(k, t_i) \) and \( \epsilon'(k, t_i) \) differ by a multiple of \( 2\pi \).

For the second term in Eq. (A1), we note that the factor involving the quasienergies does not depend on \( k \) when \( \epsilon \) is in a gap. Therefore, it can be pulled out of the integral. Evaluation of the complex logarithm, with the branch cut at the right position, gives

\[
\int_{-\infty}^{\infty} e^{-i\epsilon(k, T)} - \epsilon'(k, T) = \frac{\epsilon - \epsilon'(k, T)}{2\pi}. \quad (A5)
\]

For the third term in Eq. (A1), we have similarly that \( \epsilon'(k, 0) \) does not depend on \( k \) and, because of \( U(k, 0) = 1 \), is in fact a multiple of \( 2\pi \).

Now we can sum the contribution of all degeneracy points to one band \( \nu \), and find

\[
C^\nu - C^\nu_0 = \iiint B \frac{F_3^\nu(k, T) - F_3^\nu(k, 0)}{dk_1dk_2} = \sum_{i=1}^{dp} C^\nu(d_i), \quad (A6)
\]

where

\[
C^\nu = \iiint B \frac{F_3^\nu(k, T)}{dk_1dk_2}
\]

and

\[
C_0 = \iiint B \frac{F_3^\nu(k, 0)}{dk_1dk_2}
\]

are the Chern numbers of band \( \nu \) at the final time \( t = T \) and initial time \( t = 0 \).

Putting everything together, we arrive at

\[
W_3(\epsilon) = \sum_{\nu=1}^{m} \sum_{i=1}^{dp} N^\nu(\epsilon, d_i)\epsilon'(k, t_i) + \left[ \begin{array}{c} \epsilon - \epsilon'(k, t) + \epsilon'(k, 0) \end{array} \right] C^\nu_0, \quad (A7)
\]

with

\[
N^\nu(\epsilon, d_i) = \left[ \begin{array}{cc} \epsilon'(k, t_i) - \epsilon & \epsilon - \epsilon'(k, T) \end{array} \right]. \quad (A8)
\]

Note that these expressions are invariant under shifts \( \epsilon'(k) \rightarrow \epsilon'(k) + 2\pi n \) of the quasienergies of a band by multiples of \( 2\pi \), as should. We can especially choose \( \epsilon'(k, 0) = 0 \), if we prefer, for example as in Fig. 1 in the main text. For the sake of brevity, we also drop the last term and set \( C^\nu_0 = 0 \) in the main text, as if all bands were topologically trivial at \( t = 0 \).

One might want to note the similarity of Eq. (A7) to Eq. (4.4) in Ref. 30, which is the basis of the algorithm presented there. Owing to this similarity, evaluation of the above expression, and also of the \( \mathbb{Z}_2 \)-invariants defined in the main text, is possible with that algorithm.

Let us finally remark that the expression for the \( \mathbb{Z}_2 \)-invariant given in Eq. (9) of Ref. 25 can be recovered from our Eq. (A7) if we adopt the same ordering of the Floquet bands in a “natural quasienergy Brillouin zone”. Specifically, we have to (a) set \( \epsilon'(k, 0) = 0 \), (b) impose the ordering condition: \( \epsilon'(k, t) \leq \epsilon'(k, t) \) for \( \nu < \nu' \), and (c) assume that \( \epsilon'(k, t) - \epsilon'(k, t) \leq 2\pi \).

Now suppose that the gap at \( \epsilon \) separates Floquet bands \( m, m+1 \), that is \( \epsilon^m(k, T) < \epsilon < \epsilon^{m+1}(k, T) \). In this case, Eq. (A7) reduces to

\[
W_3(\epsilon) = \sum_{\nu=1}^{m} C^\nu + \sum_{\nu=1}^{dp} \left[ \begin{array}{c} \epsilon'(k, t_i) - \epsilon \end{array} \right] C^\nu_0, \quad (A9)
\]

In this expression, the contributions from a degeneracy point \( d_i \) that occurs between two bands \( 1 \leq \mu < \mu + 1 \leq n \), that is for \( \epsilon^\nu(k, t_i) = \epsilon^{\nu+1}(k, t_i) \), cancel. The ceiling function \( [\cdot] \) has the same value for \( \nu \in \{\mu, \mu+1\} \), but \( C^\nu_0 = -C^{\nu+1}_0(d_i) \). Only the degeneracy points that occur between bands \( 1, n \), which fulfill \( \epsilon'(k, t_i) = \epsilon^\nu(k, t_i) - 2\pi \), contribute: Now \( [\cdot] = 0 \) for \( \nu = 1 \), but \( [\cdot] = 1 \) for \( \nu = n \). In Ref. 25, these degeneracy points are called “zone-edge singularities”. We thus obtain, under the above assumptions, an expression of the form

\[
W_3(\epsilon) = \sum_{\nu=1}^{m} C^\nu + \sum_{i=1}^{dp} C^\nu_0(d_i), \quad (A10)
\]

which is, up to notational differences, Eq. (9) from Ref. 25. We can thus recognize this equation as a special case of the more general Eq. (A7).

**Appendix B: Chiral symmetry with a momentum shift** \( k_s \)

In Eq. (2) chiral symmetry is defined with a \( k \leftrightarrow k + k_s \) momentum shift, which differs from the standard definition in the literature.\(^{27-29}\)

\[
\tilde{H}_{ch}(k, t) = -S \tilde{H}_{ch}(k, T - t)S^{-1}, \quad (B1)
\]
that does not involve a momentum shift.

The origin of the momentum shift in Eq. (2) is a bipartite even-odd sublattice symmetry assumed there. Specifically, we consider the original lattice, whose unit cells are enumerated by two indices \((i, j)\), as being composed of the sublattices of even \((i + j \equiv 0 \mod 2)\) and odd \((i + j \equiv 1 \mod 2)\) unit cells. If the chiral symmetry operator includes an alternating sign flip for every second unit cell of the lattice, say for the odd unit cells, the sign flip translates into the shift \(k \mapsto k + k_x\) for the Bloch Hamiltonian.

We can now consider the Bloch Hamiltonian for a \(2 \times 2\) unit cell that comprises four unit cells of the original lattice. If we enumerate these four unit cells in the obvious way, say in the order \((2i, 2j), (2i + 1, 2j), (2i, 2j + 1), (2i + 1, 2j + 1)\), the new Bloch Hamiltonian has the \(4 \times 4\) block form

\[
\hat{H}(k, t) = \begin{pmatrix}
H_{d} & H_x & H_y & H_d \\
H_x & H_{loc} & H_y & H_x \\
H_y & H_x & H_{loc} & H_y \\
H_d & H_y & H_x & H_{d}
\end{pmatrix}.
\]  

(B2)

It contains diagonal blocks \(H_{loc} \equiv H_{loc}(t)\) for terms within a unit cell, and the off-diagonal blocks \(H_{x/y} \equiv H_{x/y}(k, t)\) for hopping along the two lattice axes and \(H_d \equiv H_d(k, t)\) for diagonal hopping. For a Hamiltonian with only nearest-neighbor hopping, the blocks \(H_d \equiv 0\) vanish. The equality of the diagonal and off-diagonal blocks incorporated into Eq. (B2) follows from the translational symmetry of the original Hamiltonian. Note that we do not assume additional geometric symmetries, and allow for \(H_x \neq H_y\).

The chiral symmetry operator for \(\hat{H}(k, t)\),

\[
\hat{S} = \begin{pmatrix}
S & -S & 0 & 0 \\
-S & -S & 0 & 0 \\
0 & 0 & S & -S \\
0 & 0 & -S & S
\end{pmatrix},
\]  

(B3)

is block-diagonal. The plus and minus signs of the entries correspond to the alternating sign flip on the even-odd sublattice structure. If the original Hamiltonian \(H(k, t)\) satisfies Eq. (2), we have \(\hat{S}\hat{H}(k, t)\hat{S}^{-1} = -\hat{H}(k, T - t)\) for the new Hamiltonian. Therefore, \(\hat{H}(k, t)\) fulfills the standard chiral symmetry relation (B1).

To obtain \(\hat{H}(k, t)\) we have considered only translations by an even number of sites on the original lattice. \(\hat{H}(k, t)\) inherits additional symmetries from translations by an odd number of sites. The two symmetry operators are

\[
\hat{T}_x = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\hat{T}_y = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

(B4)

Since \([\hat{T}_x, \hat{T}_y] = 0\), only one of the two symmetry operators is needed below. Note that if we want to interpret \(\hat{T}_{x/y}\) as a translation on the original lattice some prefactors \(\sim e^{i\xi}\) must be included, but since the prefactors cancel trivially in all relations we have dropped them here. We have \([\hat{T}_{x/y}, \hat{H}(k, t)] = 0\), but \(\hat{S}\hat{T}_{x/y}\hat{S}^{-1} = -\hat{T}_{x/y}\).

The above relations carry over to the Floquet-Bloch propagator \(\hat{U}(k, t)\) associated to \(\hat{H}(k, t)\). We have \([\hat{S}\hat{U}_{x}(k, t)\hat{S}^{-1} = \hat{U}_{x}(k, t)]\), and \([\hat{T}_{x/y}, \hat{U}_x(k, t)] = 0\).

Now let us assume that \(|\psi\rangle\) is an eigenstate of \(\hat{U}_x(k, t)\), to the quasienergy \(\epsilon\). The state \(|\zeta\rangle = \hat{S}|\psi\rangle\) is an eigenstate of \(\hat{U}_x(k, t)\) to the negative quasienergy \(-\epsilon\). Now if \(\epsilon = 0, \pi\) the states \(|\psi\rangle, |\zeta\rangle\) are degenerate. For the original Hamiltonian, with symmetry relation (2), degenerate quasienergies occur at momenta \(k, k + k_x\). For the Hamiltonian \(\hat{H}\), with symmetry relation (B1), degeneracies occur at the same momentum \(k\).

For time-reversal symmetry, where a similar situation occurs at the IM, Kramers’ theorem implies the orthogonality of the two degenerate states, and thus the symmetry-protection of the corresponding topological phases. For chiral symmetry, the eigenstates can be classified by means of the symmetry operator \(\hat{T}_x\) (or \(\hat{T}_y\)), as \(\hat{T}_x|\psi\rangle = \pm|\psi\rangle\). Now \(|\zeta\rangle\) is also an eigenstate of \(\hat{T}_x\), with the negative eigenvalue \(\hat{T}_x|\zeta\rangle = \mp|\zeta\rangle\). This observation

FIG. 5. Same as Fig. 2, now for the periodically kicked version of the Harper model (4) as in Ref. 26 with \(J_x = \pi\). Left panel: Included are the Chern numbers of each band, and the \(W_3\) and \(W_{3a}\)-invariants in each gap. Central and right panel: Bands and boundary states on a semi-infinite strip along the \(x\) and \(-y\)-axis. In the right panel, we show only the gap at \(\epsilon = 0\) for better visibility. For both boundary configurations, one pair of symmetry-protected topological boundary states exists in the gap at \(\epsilon = 0\) in accordance with \(W_{ch}(\pi) \neq 0\) in the left panel.
implies the orthogonality of $|\psi\rangle$ and $|\zeta\rangle$.

Therefore, the situation for chiral symmetry is, although for different reasons, analogous to the situation for time-reversal symmetry: In both cases symmetry-protected topological phases exist because degenerate states occur only in orthogonal pairs. We repeat that without the momentum shift $k_x$ no such argument is possible, and we should not expect that a symmetry-protected topological phase exists because degenerate states in dependence on the value of the $\mathbb{Z}_2$-invariant $W_{ch}(\epsilon)$, but independently of the boundary orientation.

Appendix C: Degeneracy points and the Kane-Mele invariant

In the time-reversal symmetric case we can define an effective Brillouin zone $\mathcal{E}$ such that either $k \in \mathcal{E}$ or $-k \in \mathcal{E}$. Then, the sum over half of the degeneracy points in Eq. (6) for the $W_{\nu}$-invariant in the main text can be performed by counting exactly the degeneracy points $d_i$ with $k_i \in \mathcal{E}$. Including the time coordinate, these degeneracy points lie in the box $\mathcal{B} \mathcal{X} = \mathcal{E} \times [0,T]$.

Now consider a single Kramers pair of bands $2\nu - 1$, $2\nu$. The sum over all degeneracy points of this pair can be written as

$$\sum_{i=1}^{d_{p/2}} C^{2\nu-1}(d_i) + C^{2\nu}(d_i) = \int_{\mathcal{B} \mathcal{X}} \theta^{d_\alpha} F_{\alpha}^{2\nu-1}(k,t) + \theta^{d_\alpha} F_{\alpha}^{2\nu}(k,t) \, dk_1 dk_2 dt.$$  

(C1)

With Gauss’s theorem we can convert this integral into an integral over the surface of the box $\mathcal{B} \mathcal{X}$, which is the union of the two faces $\mathcal{F}_0 = \mathcal{E} \times \{0\}$, $\mathcal{F}_T = \mathcal{E} \times \{T\}$ and the cylinder $\mathcal{C} = \partial \mathcal{E} \times [0,T]$ that contains the points on the boundary curve $\partial \mathcal{E}$ of $\mathcal{E}$.

With Stokes’ theorem, the integral of the Berry curvature $F_{\alpha}^{2\nu-1}$, $F_{\alpha}^{2\nu}$ over $\mathcal{C}$ can be converted further into a line integral of the Berry connection $A^{\alpha,2\nu-1}$, $A^{\alpha,2\nu-1}$ over the two curves $\partial \mathcal{E} \times \{0\}$, $\partial \mathcal{E} \times \{T\}$. Recall that in terms of the eigenvectors of $U_\star(\cdot)$, it is $A^{\alpha,\nu}(k,t) = \frac{1}{2\nu} \left[ s^{\nu}(k,t) \right]^\dagger \partial^\alpha s^{\nu}(k,t)$. Since the Berry connection is gauge-dependent, we here have to impose a time-reversal constraint on $\partial \mathcal{E}$, namely

$$s^{2\nu-1}(-k,t) = \Theta s^{2\nu}(k,t),$$

$$s^{2\nu}(-k,t) = -\Theta s^{2\nu-1}(k,t).$$

(C2)
to obtain the Kane-Mele invariants in a manner analogously to Ref. 36. Note that the s(·) in this expression are the eigenvectors of the time-symmetrized propagator \( U_s(·) \), such that the time argument \( t \) is unchanged while \( k \) is flipped.

We arrive at the relation (everything taken modulo two)

\[
\sum_{i=1}^{dp/2} C^{2\nu-1}(d_i) + C^{2\nu}(d_i)
\]

\[
= \int \int_{\mathcal{E}} F_{\alpha}^{2\nu-1}(k, T) + F_{\alpha}^{2\nu}(k, T) \, dk_1dk_2
\]

\[
- \int_{\partial \mathcal{E}} A^{\alpha, 2\nu-1}(k, T) + A^{\alpha, 2\nu}(k, T) \, dk_\alpha
\]

\[
+ \int_{\partial \mathcal{E}} A^{\alpha, 2\nu-1}(k, 0) + A^{\alpha, 2\nu}(k, 0) \, dk_\alpha
\]

\[
\equiv \text{KM}^\nu(T) - \text{KM}^\nu(0)
\]

and recognize\(^{36}\) the Kane-Mele invariants \( \text{KM}^\nu(0) \) and \( \text{KM}^\nu(T) \) of the Kramers pair \( 2\nu - 1, 2\nu \) at \( t = 0 \) and \( t = T \). Therefore, the Kane-Mele invariants can be expressed as the sum over half of the degeneracy points of each Kramers pair. This observation justifies the corresponding statements in the main text. For the sake of brevity of the presentation, we therefore assume \( \text{KM}^\nu(0) = 0 \), as if the Kramers pairs were topologically trivial at \( t = 0 \).

**Appendix D: Particle-hole symmetric boundary states on a hexagonal lattice**

For a hexagonal lattice as in Fig. 7, zigzag boundaries occur along directions given by primitive lattice vectors \( a_1, a_2, a_3 \). Armchair boundaries occur along directions given by nearest-neighbor vectors \( \delta_1, \delta_2, \delta_3 \). Note that the primitive translation vector for an armchair boundary is \( 3\delta_1 \). In contrast to, say, the situation for a square lattice, both boundary types exist in three inequivalent orientations. This necessitates the more detailed analysis provided here.

To evaluate Eq. (9) for each boundary, we first need to project the IM \( \text{M}_1, \text{M}_2, \text{M}_3 \) onto the boundary direction (the projection of \( \text{M}_0 \) results in zero). For zigzag boundaries, we have \( a_i \cdot \text{M}_0 = 0 \), and \( a_i \cdot \text{M}_m = \pi \) for the remaining two IM with \( m \neq i \). For armchair boundaries we obtain essentially the same result: \( 3\delta_i \cdot \text{M}_0 = 0 \), and \( 3\delta_i \cdot \text{M}_m = \pi \) for \( m \neq i \). Note that all values are given modulo \( 2\pi \). We recognize that for each boundary orientation two IM will contribute in Eq. (9) for given momentum \( k_a = 0, \pi \).

To evaluate Eq. (9) we further need to determine the contribution \( N^\nu(\epsilon, d_i) C^\nu(d_i) \) from unpaired degeneracy points at each IM \( \text{M}_0, ..., \text{M}_3 \). For the model from Eq. (10), in the situation of Fig. 4 and Figs. 8, 9, these values are given in Tab. I. They have been determined from the propagator \( U(k, t) \) for \( 0 \leq t \leq T \), using the algorithm from Ref. 30.

With the information from Tab. I we can now immediately evaluate Eq. (9). In the gap at \( \epsilon = \pi \) we obtain the \( \text{W}_{\text{ph}} \)-invariants given in the first column of Tab. II. Note that because of \( W_3(\pi) = 0 \) we have \( W_{\text{ph}}^0(\pi) = W_{\text{ph}}^\pi(\pi) \). Comparison with Figs. 8, 9, where the boundary states are shown explicitly, confirms the correctness of the \( \text{W}_{\text{ph}} \)-invariants.

In the gap at \( \epsilon = 0 \) another complication arises due to the possibility of boundary states for \( t = 0 \). In the upper rows of Figs. 8, 9 we show the boundary spectrum of the initial Hamiltonian \( H_{\text{ph}}(t = 0) \), which is the starting point for the subsequent evolution described by \( U(·) \). Depending on the boundary orientation, \( H_{\text{ph}}(t = 0) \) can possess a boundary state at \( \epsilon = 0 \). In the present situation, where \( H_{\text{ph}}(t = 0) \) is particle-hole and (as a real-valued Hamiltonian) time-reversal symmetric, the dispersion of the boundary state is perfectly flat. Recall that

\[
\begin{array}{c|cccc}
\epsilon & M_0 & M_1 & M_2 & M_3 \\
\hline
0 & 0 & 0 & 1 & 1 \\
\pi & 0 & 0 & 1 & 1 \\
\end{array}
\]

**Table I. Values of \( N^\nu(\epsilon, d_i) C^\nu(d_i) \) for Figs. 8, 9.**
\[ U(k, t), \text{ on the other hand, is not time-reversal symmetric} \]
\[ \text{according to Eq. (5).} \]

The initial boundary states must be included in Eq. (9), just as we had to do for the \( W_3 \)-invariant in Eq. (A7) if the bands are not topologically trivial at \( t = 0 \). Any initial boundary state changes the corresponding \( W_{\alpha \nu} \)-invariant by one, that is, through counting modulo two, flips its value between zero and one. The number of initial boundary states \( N(t = 0) \) in Tab. II can be taken from the upper rows in Figs. 8, 9. The contribution from the degeneracy points of \( \tilde{\epsilon} \) is given in the third column of this table. Summation of both numbers now gives the \( W_{ph} \)-invariants for the gap at \( \epsilon = 0 \). Note that because of \( W_3(0) = 0 \) we have again \( W_{ph}(0) = W_{ph}^{\pi}(0) \). Comparison with Figs. 8, 9 confirms the correctness of the \( W_{ph} \)-invariants, also in cases where initial boundary states have to be taken into account.

In the main text, for Fig. 4, we have selected two boundaries without initial boundary states (namely, the third column from Fig. 8 and the first column in Fig. 9), which allowed for a straightforward discussion. With the present results for all boundaries, we recognize the full complexity associated with the ‘weak’ topological phase.

For the gap at \( \epsilon = \pi \), initial boundary states do not play a role (they simply do not exist outside of the spectrum of \( H_{ph}(t = 0) \)). According to the 0-\( \pi \) pattern of the projections \( a_i \cdot M_m \) or \( \delta_t \cdot M_m \), we expect that in a ‘weak’ phase symmetry-protected boundary states exist for two out of three boundary orientations. This is true for both zigzag and armchair boundaries in Figs. 8, 9.

For the gap at \( \epsilon = 0 \), the “two-out-of-three” rule does not apply because of the initial boundary states. For armchair boundaries, symmetry-protected boundary states do not occur for any boundary orientation. For zigzag boundaries, symmetry-protected boundary states occur for every boundary orientation. We like to stress that this effect is not a simple consequence of the different geometry of armchair and zigzag boundaries. In particular, as Figs. 8, 9 show, no immediate relation between the appearance of boundary states at \( t = 0 \) and at \( t = T \) exists. Unless one computes the full \( W_{ph} \)-invariants, which keep track of the creation and annihilation of symmetry-protected states during time-evolution, the entire situation remains obscure.

| \( \alpha \) | \( W^{\pi, \sigma}_{ph}(\pi) \) | \( N(t = 0) \) | \( \sum N_v C^v \) | \( W^{0, \sigma}_{ph}(0) \) |
|---|---|---|---|---|
| \( a_1 \) | 0 | 1 | 0 | 1 |
| \( a_2 \) | 1 | 0 | 1 | 1 |
| \( a_3 \) | 1 | 0 | 1 | 1 |
| \( 3\delta_1 \) | 0 | 0 | 0 | 0 |
| \( 3\delta_2 \) | 1 | 1 | 1 | 0 |
| \( 3\delta_3 \) | 1 | 1 | 1 | 0 |

**TABLE II.** \( W_{ph} \)-invariants for Figs. 8, 9.

---
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