Stopped processes and Doob’s optional sampling theorem

Jacobus J. Grobler
Research Unit for Business Mathematics and Informatics
North-West University (Potchefstroom Campus),
Potchefstroom 2520,
South Africa
email: jacjgrobler@gmail.com

Christopher Michael Schwanke
Department of Mathematics
Lyon College
Batesville, AR 72501, USA
and
Research Unit for Business Mathematics and Informatics
North-West University (Potchefstroom Campus),
Potchefstroom 2520,
South Africa
email: cmschwanke26@gmail.com

July 13, 2020

Abstract

Using the spectral measure $\mu_S$ of the stopping time $S$, we define the stopping element $X_S$ as a Daniell integral $\int X_t \, d\mu_S$ for an adapted stochastic process $(X_t)_{t \in J}$ that is a Daniell summable vector-valued function. This is an extension of the definition previously given for right-order-continuous sub-martingales with the Doob-Meyer decomposition property. The more general definition of $X_S$ necessitates a new proof of Doob’s optional sampling theorem, because the definition given earlier for sub-martingales implicitly used Doob’s theorem applied to martingales. We provide such a proof, thus removing the heretofore necessary assumption of the Doob-Meyer decomposition property in the result.

Another advancement presented in this paper is our use of unbounded order convergence, which properly characterizes the notion of almost everywhere convergence found in the classical theory. Using order projections in place of the traditional indicator functions, we also generalize the
notion of uniformly integrable sequences. In an essential ingredient to our main theorem mentioned above, we prove that uniformly integrable sequences that converge with respect to unbounded order convergence also converge to the same element in $L^1$.
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1 Introduction

In this paper we study the stopped process of a stochastic process in Riesz spaces. The notion of a stopped process is fundamental to the study of stochastic processes, since it is often used to extend results that are valid for bounded processes to hold also for unbounded processes. In [8] we defined stopped processes for a class of submartingales and we expressed the need to get a definition applicable to more general processes. In this paper we introduce a much more general definition of stopped processes using the Daniell integral. The definition applies to every Daniell integrable process with reference to a certain spectral measure; this class of processes includes the important class of right-continuous processes.

Considering the classical case, let $(\Omega, \mathcal{F}, P)$ be a probability space, and let $(X_t = X(t, \omega))_{t \in J, \omega \in \Omega}$ be a stochastic process in the $L^1(\Omega, \mathcal{F}, P)$ adapted to the filtration $(\mathcal{F}_t)$ of sub-$\sigma$-algebras of $\mathcal{F}$. If the real valued non-negative stochastic variable $S(\omega)$ is a stopping time for the filtration, then the stopped process is the process (see [14, Proposition 2.18])

$$(X_{t \wedge S})_{t \in J} = (X(t \wedge S(\omega), \omega))_{t \in J, \omega \in \Omega}.$$  

The paths of this process are equal to $X_t(\omega)$ up to time $S(\omega)$, and from then on they remain constant with value $X_S(\omega) = X(S(\omega), \omega)$.

The difficulty encountered in the abstract case is to define, what we shall call the stopping element, $X_S$, needed in the definition of the stopped process $X_{t \wedge S}$. We note that $X_S$ can be interpreted as an element of a vector-valued functional calculus on $\mathcal{E}$ induced by the vector function $t \mapsto X_t$, in the same way as, in the case of a real-valued function $t \mapsto f(t)$ the element $f(X)$, $X \in \mathcal{E}$, is an element of the functional calculus on $\mathcal{E}$ induced by $f$. The latter element can be obtained as a limit of simple elements of the form $\sum_{i=1}^n f(t_i)(E_{i+1} - E_i)$, with $E_i$ elements of the spectral system of $X$ with reference to a weak order unit $E$ (by taking $f(t) = t$, the reader will recognize this as Freudenthal’s spectral theorem). The element $f(X)$ can then be interpreted as an integral

$$\int_{\mathbb{R}} f(t) \, d\mu_E(t),$$  

with $\mu_E$ the spectral measure that is the extension to the Borel algebra in $\mathbb{R}$ of the (vector-) measure defined on left-open right-closed intervals $(a, b]$ by
Our approach will be to define a similar functional calculus for vector-valued functions, and we do this by employing the vector-valued Daniell integral as defined in [9].

Having a more general definition of $X_S$ implies that a new proof of Doob’s optional sampling theorem is needed. The reason is that a special case of Doob’s theorem (for martingales) is implicitly contained in the definition of $X_S$ as given in [8]. Having obtained such a proof also proves that the definition given in [8] is a valid definition for the case considered there.

A novelty in this paper is that we do not use order convergence in the definition of a continuous stochastic process, but unbounded order (uo-) convergence. This gives us a better model of the classic case, where convergence of a stochastic process is defined to mean that for almost every $\omega$ the paths $X_t(\omega)$ of the process are continuous functions of $t$. It is known that uo-convergence in function spaces is the correct notion to describe almost everywhere convergence. The fact, from integration theory, stating that a sequence that is pointwise almost everywhere convergent and uniformly integrable, is convergent in $L^1$, is also generalized. This generalization is needed in the proof of Doob’s optional sampling theorem.

We finally remark that we use, following [9, 17], the Daniell integral for vector-valued functions in our work. It turns out that Daniell’s integral fits in perfectly in the Riesz space setting in which we describe stochastic processes. In fact, Daniell’s original 1918 paper [4] was the first paper using, what we call today, Riesz space theory.

## 2 Preliminaries

Let $\mathfrak{E}$ be a Dedekind complete, perfect Riesz space with weak order unit $E$. We assume $\mathfrak{E}$ to be separated by its order continuous dual $\mathfrak{E}^\circ$. For the theory of Riesz spaces (vector lattices) we refer the reader to the following standard texts [2, 15, 16, 18, 21, 22]. For results on topological vector lattices the standard references are [1, 6]. We denote the *universal completion* of $\mathfrak{E}$, which is an $f$-algebra that contains $\mathfrak{E}$ as an order dense ideal, by $\mathfrak{E}^u$ (the fact that it is an ideal follows from [1, Lemma 7.23.15 and Definition 7.23.19]). Its multiplication is an extension of the multiplication defined on the principal ideal $\mathfrak{E}_E$ and $E$ is the algebraic unit and a weak order unit for $\mathfrak{E}^u$ (see [21]). The set of order bounded band preserving operators, called orthomorphisms, is denoted by Orth($\mathfrak{E}$). We refer to [5, 13] for the definition and properties of the *sup-completion* $\mathfrak{E}^s$ of a Dedekind complete Riesz space $\mathfrak{E}$. It is a unique Dedekind complete ordered cone that contains $\mathfrak{E}$ as a sub-cone of its group of invertible elements and its most important property is that it has a largest element. Being Dedekind complete this implies that every subset of $\mathfrak{E}^s$ has a supremum in $\mathfrak{E}^s$. Also, for every $C \in \mathfrak{E}^s$, we have $C = \sup\{X \in \mathfrak{E} : X \leq C\}$ and $\mathfrak{E}$ is a solid subset of $\mathfrak{E}^s$.

A *conditional expectation* $\mathcal{F}$ defined on $\mathfrak{E}$ is a strictly positive order continuous linear projection with range a Dedekind complete Riesz subspace $\mathfrak{F}$ of $\mathfrak{E}$. 

$\mu_{\mathfrak{E}}([a,b]) = E_b - E_a$ (see [19, Sections IV.10, XI.5-7]).
It has the property that it maps weak order units onto weak order units. It may be assumed, as we will do, that \( FE = E \) for the weak order unit \( E \). The space \( E \) is called \( F \)-universally complete (respectively, \( F \)-universally complete in \( E^u \)) if, whenever \( X_α \uparrow E \) and \( F(X_α) \) is bounded in \( E \) (respectively in \( E^u \)), then \( X_α \uparrow X \) for some \( X \in E \). If \( E \) is \( F \)-universally complete in \( E^u \), then it is \( F \)-universally complete.

We shall henceforth tacitly assume that \( E \) is \( F \)-universally complete in \( E^u \).

For an order closed subspace \( F \) of \( E \), we shall denote the set of all order projections in \( E \) by \( \mathcal{P}_F \) and its subset of all order projections mapping \( F \) into itself, by \( \mathcal{P}_{F,F} \). This set can be identified with the set of all order projections of the vector lattice \( F \) (see [7]).

B.A. Watson [20] proved that if \( G \) is an order closed Riesz subspace of \( E \) with \( F \subset G \), then there exists a unique conditional expectation \( F(G) \) on \( E \) with range \( G \) and \( F(G) = F \) (see [8, 20]). We shall also use the fact (see [8, Theorem 3.3 and Proposition 3.4]) that \( \Phi = F(G)(X) \), if and only if we have

\[
F(PZ) = F(PX) \text{ holds for every projection } P \in \mathcal{P}_{F,G}.
\]

The conditional expectation \( F \) may be extended to the sup-completion in the following way: For every \( X \in E^s \), define \( F_X \) by sup\( _{q \in \mathcal{Q}} F_X \in E^s \) for any upward directed net \( X_α \uparrow X \), \( X_α \in E \). It is well defined (see [12]). We define \( \text{dom}^+ F := \{ 0 \leq X \in E^s : F(X) \in E^u \} \). Then \( \text{dom}^+ F \subset E^u \) (see [10, Proposition 2.1]) and we define \( \text{dom}^+ F = \text{dom}^+ F - \text{dom}^+ F \). Since we’re assuming \( E \) is \( F \)-universally complete in \( E^u \), we have \( \text{dom} F = E \).

If \( XY \in \text{dom} F \) (with the multiplication taken in the \( f \)-algebra \( E^u \)), where \( Y \in E \) and \( X \in \mathcal{F} = \mathcal{R}(F) \), we have that \( F(XY) = XF(Y) \). This fundamental fact is referred to as the averaging property of \( F \) (see [7]).

Let \( \Phi \) be the set of all \( \phi \in E^s \) satisfying \( |\phi| F = 1 \) and extend \( |\phi| \) to \( E^s \) by continuity. Define \( P \) to be the set of all Riesz seminorms defined on \( E \) by \( p_\phi(X) := |\phi| F(|X|) \) where \( \phi \in \Phi \). We define the space \( \mathcal{L}^1 := (E, \sigma(P)) \) and have that \( \mathcal{L}^1 := \{ X \in E^s : p_\phi(X) < \infty \text{ for all } \phi \in \Phi \} \), equipped with the locally solid topology \( \sigma(\mathcal{L}^1, P) \) (for the proof see [13]).

We next define the space \( \mathcal{L}^2 \) to consist of all \( X \in \mathcal{L}^1 \) satisfying \( |X|^2 \in \mathcal{L}^1 \), where the product is taken in the \( f \)-algebra \( E^u \). Thus, \( \mathcal{L}^2 := \{ X \in E^u : |\phi| F(|X|^2) < \infty \text{ for all } \phi \in \Phi \} \). For \( X \in \mathcal{L}^2 \) we define the Riesz seminorm \( q_\phi(X) := (|\phi| F(|X|^2))^{1/2} \), and we denote the set of all these seminorms by \( \mathcal{Q} \), and we equip \( \mathcal{L}^2 \) with the weak topology \( \sigma(\mathcal{Q}) \).

The spaces \( \mathcal{L}^1 \) and \( \mathcal{L}^2 \) are topologically complete (see [11] and [13] and note that this may not be true without the assumption that \( E \) is \( F \)-universally complete in \( E^u \)).

A filtration on \( E \) is a set \( (\mathcal{F}_t)_{t \in J} \) of conditional expectations satisfying \( \mathcal{F}_s = \mathcal{F}_s \mathcal{F}_t \) for all \( s < t \). We denote the range of \( \mathcal{F}_t \) by \( \mathcal{G}_t \). A stochastic process in \( E \) is a function \( t \mapsto X_t \in E \), for \( t \in J \), with \( J \subset \mathbb{R}^+ \) an interval. The stochastic process \( (X_t)_{t \in J} \) is adapted to the filtration if \( X_t \in \mathcal{G}_t \) for all \( t \in J \).
We shall write \( \mathcal{P}_t \) to denote the set of all order projections that maps \( \mathcal{F}_t \) into itself and we recall that \( \mathcal{P}_t \mathcal{P} = \mathcal{P} \mathcal{F}_t \) holds for all \( \mathcal{P} \in \mathcal{P}_t \). The projections in \( \mathcal{P}_t \) are the events up to time \( t \) and \( \mathcal{P}_t \) is a complete Boolean algebra.

Let \( (\mathcal{F}_t)_{t \in J} \) be a filtration on \( \mathcal{E} \). We recall that \( \mathcal{F}_t^+ := \bigcap_{s > t} \mathcal{F}_s \), and the filtration is called right continuous if \( \mathcal{F}_t^+ = \mathcal{F}_t \) for all \( t \in J \). Since we’re assuming that \( \mathcal{E} \) is \( \mathcal{F} \)-universally complete in \( \mathcal{E}^u \), there exists a unique conditional expectation \( \mathcal{F}_t^+ \) from \( \mathcal{E} \) onto \( \mathcal{F}_t^+ \) satisfying \( \mathcal{F} \mathcal{F}_t^+ = \mathcal{F}_t^+ \mathcal{F} = \mathcal{F} \) (see [8, Proposition 3.8]). The set of order projections in the space \( \mathcal{F}_t^+ \) will be denoted by \( \mathcal{P}_t^+ \).

If \( (X_t) \) is a stochastic process adapted to \( (\mathcal{F}_t, \mathcal{F}_t) \), we call \( (X_t, \mathcal{F}_t, \mathcal{F}_t) \) a supermartingale (respectively submartingale) if \( \mathcal{F}_t(X_s) \leq X_t \) (respectively \( \mathcal{F}_t(X_s) \geq X_t \)) for all \( t \leq s \). If the process is both a sub- and a supermartingale, it is called a martingale. A stochastic process \( (X_t) \) is said to be uo-convergent to \( X \in \mathcal{E} \) as \( t \) tends to \( s \), if

\[
\liminf_{t \to s} |X_t - X| \land Z = 0
\]

for every positive \( Z \in \mathcal{E} \).

We call a stochastic process uo-continuous in a point \( s \) if

\[
\lim_{t \to s} X_t = X_s.
\]

In function spaces uo-convergence corresponds to pointwise almost everywhere convergence. Hence, the use of uo-convergence to define continuity in the abstract case, yields a direct generalization of the notion of path-wise continuity. The definitions of right-uo-continuity and left-uo-continuity in a point \( s \) use uo-convergence from the right or from the left respectively.

The band generated by \( (t \mathcal{E} - X)^+ \) in \( \mathcal{E} \) is denoted by \( \mathcal{B}_{(t \mathcal{E} > X)} \) and the projection of \( \mathcal{E} \) onto this band by \( \mathcal{P}_{(t \mathcal{E} > X)} \). The component of \( \mathcal{E} \) in \( \mathcal{B}_{(t \mathcal{E} > X)} \) is denoted by \( \mathcal{E}^t \), i.e., \( \mathcal{E}^t = \mathcal{P}_{(t \mathcal{E} > X)} \mathcal{E} \). The system \( (\mathcal{E}^t)_{t \in J} \) is an increasing left-continuous system, called the left-continuous spectral system of \( X \). Also, if \( \mathcal{E}^t \) is the component of \( \mathcal{E} \) in the band generated by \( (X - t \mathcal{E})^+ \) and \( \mathcal{E}^r := \mathcal{E} - \mathcal{E}^t \), the system \( (\mathcal{E}^r) \) is an increasing right-continuous system of components of \( \mathcal{E} \), called the right-continuous spectral system of \( X \) (see [15, 8]). The next definition was given in [8].

**Definition 2.1** A **stopping time** for the filtration \( (\mathcal{F}_t, \mathcal{F}_t)_{t \in J} \) is an orthomorphism \( \mathbb{S} \in \text{Orth}(\mathcal{E}) \) such that its right continuous spectral system \( (\mathbb{S}^r_t) \) of projections satisfies \( \mathbb{S}^r_t \in \mathcal{P}_t \). It is called an optional time if the condition holds for its left-continuous system \( (\mathbb{S}^l_t)_{t \in J} \).

We recall the fact that a stopping time is also an optional time and that the two concepts coincide for right-continuous filtrations. We shall use the
following notation: $C^l_t := S^l_t E$ and $C^r_t := S^r_t E$. The processes $C^l_S := (C^l_t)_{t \in J}$ and $C^r_S := (C^r_t)_{t \in J}$ are processes of components of $E$. We have the following reformulation of the definition:

**Proposition 2.2** The orthomorphism $S$ is a stopping time for the filtration $(F_t, \mathcal{F}_t)$ if and only if the stochastic process $C^r_S$ is adapted to the filtration. Similarly, $S$ is an optional time if and only if the stochastic process $C^l_S$ is adapted to the filtration.

We recall (see [8]) that the set of events (order projections) determined prior to the stopping time $S$ is defined to be the family of projections

$$\mathcal{P}_S := \{ P \in \mathcal{P} : PS^r_t F_t = F_t PS^r_t \text{ for all } t \}.$$  

$\mathcal{P}_S$ is a complete Boolean sub-algebra of $\mathcal{P}$ and $P \in \mathcal{P}_S$ if and only if $PS^r_t \in \mathcal{P}_t$ for every $t \in J$. The set

$$\mathcal{C}_S := \{ PE : P \in \mathcal{P}_S \},$$

is a Boolean algebra of components of $E$ and we denote by $\mathfrak{F}_S$ the order closed Riesz subspace of $\mathcal{E}$ generated by $\mathcal{C}_S$. By [8, Proposition 5.4], there exists a unique conditional expectation $F_S$ that maps $\mathcal{E}$ onto $\mathfrak{F}_S$ with the property that $F = FF_S = F_S F$.

Similarly, if $S$ is an optional time for the filtration $(F_t, \mathcal{F}_t)$, we find in [8] that the Boolean algebra $\mathcal{P}_{S+}$ of events determined immediately after $S$ is the Boolean algebra of projections given by

$$\mathcal{P}_{S+} := \{ P \in \mathcal{P} : PS^r_t F_{t+} = F_{t+} PS^r_t \text{ for all } t \}.$$  

This is again a complete Boolean algebra of projections and

$$\mathcal{C}_{S+} := \{ PE : P \in \mathcal{P}_{S+} \}$$

is a complete Boolean algebra of components of $E$. We define the space $\mathfrak{F}_{S+}$ to be the Dedekind complete Riesz space generated by $\mathcal{C}_{S+}$. Since the space contains $\mathfrak{F}_0$, there exists a unique conditional expectation, denoted by $F_{S+}$, that maps $\mathcal{E}$ onto $\mathfrak{F}_{S+}$ with the property that $F = FF_{S+} = F_{S+} F$.

Our aim is now to define the stopping element $X_S$ for a stopping time $S$, and having done that, the process $(X_{t\wedge S})$ will be called the stopped process.

### 3 Definition of the stopping element $X_S$

Let $J = [a, b]$ and consider the optional time $S$ for the filtration $(F_t, \mathcal{F}_t)_{t \in J}$ defined on $\mathcal{E}$ with spectral interval contained in $J$. Its left continuous spectrum of band projections $(S^l_t)_{t \in J}$ is then adapted to the filtration meaning that $S^l_t$ is a band projection in the Dedekind complete space $\mathfrak{F}_t$. Therefore, the component $C^l_t$ of $E$ is an element of $\mathfrak{F}_t$. We define a vector measure $\mu_S$ on the intervals $(s, t)$ by defining

$$\mu_S[s, t] := C^l_t - C^l_{t-1}.$$
We refer the reader to [19, Section XI.5] for a proof that this defines a \( \sigma \)-additive measure on the algebra of all finite unions of disjoint sub-intervals of the form \([s, t]\) in \(J\) (and can be extended to \(\sigma\)-additive measure on the \(\sigma\)-algebra of Borel subsets of \(J\)).

Next, let \(\pi = \{a = t_0 < t_1 < \cdots < t_n = b\}\) be a partition of \(J\). We define \(L\) to be the Riesz space of all right-continuous simple processes of the form

\[
X^\pi_t := \sum_{t_i \in \pi} X_{t_i} \chi_{(t_{i-1}, t_i]}, \quad X_{t_i} \in \mathcal{F}_{t_i},
\]

where \(\pi\) varies over all partitions of \(J\) and \(\chi_S\) is the indicator function of the set \(S\).

We note that the process \((X^\pi_t)_{t \in J}\) is not in general adapted to the filtration \((\mathcal{F}_t, \mathcal{F}_t)\), because \(X^\pi_{t_{i-1}} = X_{t_i}\) and \(X_{t_i}\) need not be an element of \(\mathcal{F}_{t_{i-1}}\). We have that \(X^\pi_t \in \mathcal{F}_{t_i}\) for all \(t_{i-1} \leq t < t_i\).

The next proposition holds.

**Proposition 3.1** With pointwise ordering, \(L\) is a Riesz subspace of the Dedekind complete Riesz space \(E^J\) of all \(E\)-valued functions defined on the interval \(J\).

Let

\[
I_S(X^\pi_t) := \sum_{t_i \in \pi} X_{t_i} (C^\pi_{t_i} - C^\pi_{t_{i-1}}) = \sum_{t_i \in \pi} X_{t_i} \mu_S [t_{i-1}, t_i),
\]

where the product of \(X \in E\) and the component \(C = \mathbb{P}E, \mathbb{P} \in \mathfrak{P}\), is defined to be \(\mathbb{P}X\). We can therefore also write

\[
I_S(X^\pi_t) := \sum_{t_i \in \pi} (S^\pi_{t_i} - S^\pi_{t_{i-1}}) X_{t_i}.
\]

**Proposition 3.2** The operator \(I_S : L \rightarrow E\) has the following properties.

1. \(I_S\) is positive and linear;
2. \(I_S\) is \(\sigma\)-order continuous, i.e., if \(X_{n,t} \in L\) and \(X_{n,t} \downarrow 0\) for each \(t \in J\), then \(I_S(X_{n,t}) \downarrow 0\);
3. \(I_S\) is a lattice homomorphism.

The operator \(I_S\) is therefore a positive vector-valued Daniell integral defined on \(L\).

**Proof.** Property (1) needs no proof. To prove (2), let \(X_{n,t} \in L\) satisfy \(X_{n,t} \downarrow 0\) for every \(t \in [a, b]\). Let

\[
X_{1,t} = \sum_{i=1}^N \xi_i X_{(t_{i-1}, t_i]}(t), \xi_i \in \mathfrak{F}_t,
\]

where \(\xi_i\) are bounded measurable functions. Then

\[
I_S(X_{1,t}) = \sum_{i=1}^N \xi_i \int_{(t_{i-1}, t_i]} \mu_S d\lambda(t)
\]

is well-defined, and

\[
I_S(X_{n,t}) = \sum_{i=1}^N \xi_i \int_{(t_{i-1}, t_i]} \mu_S d\lambda(t).
\]

This shows the truth of (2).
and let $\epsilon > 0$ be arbitrary. For each $i, 1 \leq i \leq N$, let

$$\mathcal{B}_{1,i} := \mathcal{B}_{(\xi_i, \epsilon E)} = (X_{t_{i-1}, t_i}(t) \cap \epsilon E)$$

i.e., the band generated by $(\xi_i - \epsilon E)^+$ in $\mathfrak{E}$. We also define

$$\mathcal{B}_{n,i} := \mathcal{B}_{(X_{t_{i-1}, t_i}(t) \cap \epsilon E)}$$

for $n \geq 1$, and we denote the band projection onto $\mathcal{B}_{n,i}$ by $\mathcal{P}_{n,i}$ for each $i$ and $n$. Then, since $X_{n,t} \downarrow 0$ for all $t$, we have that

$$\mathcal{B}_{n+1,i} \subset \mathcal{B}_{n,i} \subset \mathcal{B}_{1,i} \text{ for } 1 \leq i \leq N.$$ 

For $n \geq 1$, let $B_{n,i} \subset J$ be defined by

$$B_{n,i} := \{ t \in [t_{i-1}, t_i) : \mathcal{P}_{n,i}X_{n,t} > 0 \}.$$ 

The definition of the simple function $X_{n,t}$ implies that each $B_{n,i}$ is a finite union of left-closed right-open intervals, and note also that by the definition of $\mathcal{P}_{n,i}$, we have for every $t \in B_{n,i}$, $\mathcal{P}_{n,i}X_{n,t} > \epsilon E$. Since, for every fixed $t \in J$ we have that $X_{n,t} \downarrow 0$, it follows that $B_{n,i} \downarrow 0$. The vector measure $\mu_{\Sigma}$ is a $\sigma$-additive measure and it follows, since $\mu_{\Sigma}(J) = C_b^\ell - C_a^\ell \in \mathfrak{E}$, that $\mu_{\Sigma}(B_{n,i}) \downarrow 0$. Then,

$$I_{\Sigma}(X_{n,t}\chi_{[t_{i-1}, t_i]}(t)) = I_{\Sigma}((\mathcal{P}_{n,i}X_{n,t} + \mathcal{P}_{n,i}X_{n,t})(\chi_{B_{n,i}}(t) + \chi_{B_{n,i}^c}(t)))$$

$$\leq (\mathcal{P}_{n,i}\xi_t + \epsilon E)\mu_{\Sigma}(B_{n,i}) + \epsilon(\mathcal{P}_t - \mathcal{P}_{t-1})E$$

$$\leq (\xi_t + \epsilon E)\mu_{\Sigma}(B_{n,i}) + \epsilon(\mathcal{P}_t - \mathcal{P}_{t-1})E.$$

It therefore follows, for each $\epsilon > 0$ and $i, 1 \leq i \leq N$, that

$$\sigma - \lim_{n \to \infty} I_{\Sigma}(X_{n,t}\chi_{[t_{i-1}, t_i]}(t)) \leq \epsilon(\mathcal{P}_t - \mathcal{P}_{t-1})E.$$

Summing over $i$, we get

$$\inf_n I_{\Sigma}(X_{n,t}) \leq \epsilon(\mathcal{P}_b - \mathcal{P}_a)E.$$ 

This holds for every $\epsilon > 0$ and so $I_{\Sigma}(X_{n,t}) \downarrow 0$.

We now prove (3). Let $X = X^T_t$ and $Y = Y^T_t$ be two elements of $\mathcal{L}$ written with the same partition $\pi$ of $J$. Then, with $\Delta \mathcal{S}^\ell_t := (\mathcal{S}^\ell_{t_i} - \mathcal{S}^\ell_{t_{i-1}})$

$$I_{\Sigma}(X \vee Y) = \sum_{i=1}^n \Delta \mathcal{S}^\ell_{t_i}(X_{t_i} \vee Y_{t_i}) = \sum_{i=1}^n \Delta \mathcal{S}^\ell_{t_i}X_{t_i} \vee \Delta \mathcal{S}^\ell_{t_i}Y_{t_i}$$

$$= \bigvee_{i=1}^n \Delta \mathcal{S}^\ell_{t_i}X_{t_i} \vee \Delta \mathcal{S}^\ell_{t_i}Y_{t_i} = \bigvee_{i=1}^n \Delta \mathcal{S}^\ell_{t_i}X_{t_i} \vee \bigvee_{i=1}^n \Delta \mathcal{S}^\ell_{t_i}Y_{t_i} = I_{\Sigma}(X) \vee I_{\Sigma}(Y).$$

Thus $I_{\Sigma}$ is a Riesz homomorphism. \hfill \Box

Applying the Daniell extension procedure to the primitive positive integral $I_{\Sigma}$, we obtain an integral defined on the Riesz space $\mathcal{L}$ of all Daniell $\mathfrak{S}$-summable vector-valued functions that has the special property that it is a Riesz homomorphism.
Theorem 3.3 An adapted left-continuous process \((X_t)\) that is bounded by an \(S\)-summable vector valued function \(X\) is \(S\)-summable. In particular, if \(|X_t| \leq ME, M \geq 0\), then \(X = (X_t)\) is \(S\)-summable.

Proof. Let \(\pi_n = \{a = t_0^{(n)} < t_1^{(n)} < \ldots < t_2^n = b\}\) be a diadic partition of \([a, b]\). Define the element \(X_n\) by

\[
X_n(t) := \sum_{i=1}^{2^n} X_{t_{i-1}^{(n)}} \chi_{[t_{i-1}^{(n)}, t_i^{(n)})}(t).
\]

Then \(X_n(t)\) belongs to \(L\) and we claim that \(X_n(t)\) converges to \(X_t\) in every point \(t \in [a, b]\).

Fix an element \(t_0 \in [a, b]\). Then, for each \(n\) we have that \(t_0 \in [t_{i-1}^{(n)}, t_i^{(n)}) \in \pi_n\) for a unique \(i, 1 \leq i \leq 2^n\), and \(X_n(t_0) = X_{t_i^{(n)}}\). If, at some stage, \(t_0\) is the left endpoint of an interval \([t_{i-1}^{(n)}, t_i^{(n)})\), then, for all finer partitions, it will remain the left endpoint of some interval in that partition and so \(X_n(t_0) = X_{t_0}\) for all \(n \geq n'\). We may therefore assume that \(t_0 > t_{i-1}^{(n)}\) for all \(n\) (here, by abusing the notation, \(t_i^{(n)}\) will always denote the left endpoint of the unique interval of \(\pi_n\) to which \(t_0\) belongs; \(i\) will therefore also depend on \(n\)). Since \(t_i^{(n)} - t_{i-1}^{(n)} < (b-a)2^{-n}\), we have that \(t_{i-1}^{(n)} \uparrow t_0\) as \(n\) tends to infinity, and by the left continuity of \((X_t)\) we have that \(X_n(t_0) = X_{t_i^{(n)}}\) converges to \(X_{t_0}\) in order as \(n \to \infty\).

Since \((X_t)\) is bounded by an \(S\)-summable function \(X\), the Lebesgue domination theorem for the Daniell integral implies that \((X_t)\) is summable and that, with convergence in order,

\[
\lim_{n \to \infty} IS(X_n(t)) = IS(X_t).
\]

\(\square\)

Definition 3.4 For \(X \in L_S\) we define

\[
X_S := IS(X_t).
\]

For the proof of the next result we need the following fact about unbounded order convergence.

Proposition 3.5 Let \(E\) be a Dedekind complete Riesz space with weak order unit \(E\). Then the following are equivalent

1. The sequence \((X_n) \subset E\) is \(uo\)-convergent to \(X \in E\).
2. \((|X_n - X| \wedge kE)\) is order convergent to 0 in \(E\) for every \(k \in \mathbb{N}\).
3. The sequence \((X_n)\) is order convergent to \(X\) in \(E^u\).

Proof. The implication (1) \(\implies\) (2) is clear.
Proof. The constant vector-valued functions $t \mapsto kE$ are in $\mathcal{L}$ and therefore Daniell integrable. This shows that the sequence $|X^n_t - X_t| \wedge kE$, which is order convergent to 0 in each point $t$, is pointwise bounded by the integrable function $t \mapsto kE$. Therefore Lebesgue’s dominated convergence theorem for the Daniell integral implies that $I_S(|X^n_t - X_t| \wedge kE)$ is order convergent to 0. But, since $I_S$ is a Riesz homomorphism,

$$I_S(|X^n_t - X_t| \wedge kE) = |I_S(X^n) - I_S(X)| \wedge I_S(kE) = |I_S(X^n) - I_S(X)| \wedge kE,$$

which shows that $X^n_S = I_S(X_n) \Rightarrow I_S(X) = X_S$. \hfill \Box
4 Uniform Integrability

In this section we generalize the notion of uniform integrability. There are several ways in which one can do this, due to the different modes of convergence we have. It seems that convergence in $L^1$ is the right notion to use in our case. The role of the integral is played by a conditional expectation $F$ we have. It seems that convergence in several ways in which one can do this, due to the different modes of convergence.

In this section we generalize the notion of uniform integrability. There are depending on $\varepsilon > 0$ this means that for every $\varepsilon > 0$ and for every $p_\phi \in P$ there exists some $\lambda_0$ (depending on $\varepsilon$ and $p_\phi$) such that for all $\lambda \geq \lambda_0$, we have we have that

$$p_\phi(F(|X_n| \geq \lambda E)|X_n|) \rightarrow 0 \text{ as } \lambda \uparrow \infty \text{ uniformly in } n.$$  \hspace{1cm} (4.1)

This means that for every $\varepsilon > 0$ and for every $p_\phi \in P$ there exists some $\lambda_0$ (depending on $\varepsilon$ and $p_\phi$) such that for all $\lambda \geq \lambda_0$, we have we have that

$$p_\phi(F(|X_n| \geq \lambda E)|X_n|) < \varepsilon \text{ for all } n \in \mathbb{N}.$$

A stronger notion, that can be called order-uniformly integrable is to have

$$\sup_{n \in \mathbb{N}} F(F(|X_n| \geq \lambda E)|X_n|) \downarrow 0 \text{ as } \lambda \uparrow \infty.$$

If $(X_n)$ is order-uniformly integrable, we have for every $n$ that

$$p_\phi(F(|X_n| \geq \lambda E)|X_n|) \leq p_\phi(\sup_{n \in \mathbb{N}} F(F(|X_n| \geq \lambda E)|X_n|)) \downarrow 0.$$

It follows that $p_\phi(F(|X_n| \geq \lambda E)|X_n|) \rightarrow 0$ uniformly in $n$ as $\lambda \uparrow \infty$. Thus, order-uniform integrability of $(X_n)$ implies $L^1$-uniform integrability of $(X_n)$.

We note that for each fixed $n$ we have that $F(|X_n| \geq \lambda E) \downarrow 0$ as $\lambda \uparrow \infty$. Therefore, for each fixed $n$, $F(|X_n| \geq \lambda E)|X_n| \downarrow 0$ as $\lambda \uparrow \infty$ and since $F$ is order continuous, also $F(F(|X_n| \geq \lambda E)|X_n|) \downarrow 0$ as $\lambda \uparrow \infty$ for each fixed $n$. Therefore, if $(X_n)$ has only a finite number of non-zero elements, it is clear (see [15, Theorem 16.1]) that $(X_n)$ is order-uniformly integrable.

If $(X_n)$ is a bounded sequence in $L^2$, i.e., if for every $q \in Q$ there exists a constant $M_\phi$ such that $q_\phi(X_n) \leq M_\phi$ for all $n \in \mathbb{N}$, then, by the Cauchy-inequality,

$$p_\phi(F(|X_n| \geq \lambda E)|X_n|) \leq p_\phi(F(|X_n| \geq \lambda E)E)q_\phi(X_n) \leq q_\phi(F(|X_n| \geq \lambda E)E)M_\phi.$$  \hspace{1cm} (4.2)

Therefore, if $q_\phi(F(|X_n| \geq \lambda E)E) \rightarrow 0$ uniformly in $n$ as $\lambda \uparrow \infty$, then $(X_n)$ is $L^1$-uniformly integrable. The next proposition can be compared to [3, Theorem I.2.1].
Proposition 4.2 Let $0 \leq X \in \mathcal{E}$, let $(\mathbb{P}_t)_{0 \leq t < \infty}$ be projections in $\mathfrak{P}$. Then, given any $p_\phi \in \mathcal{P}$ and $\epsilon > 0$, there exists a $\delta > 0$ such that $p_\phi(\mathbb{P}_t E) < \delta$, implies that $p_\phi(\mathbb{P}_t X) < \epsilon$. Thus, if $p_\phi(\mathbb{P}_t E)$ converges to 0, then $p_\phi(\mathbb{P}_t X)$ converges to 0.

Proof. Assume that the proposition is false. Then there exists an element $\phi \in \Phi$ and some $\epsilon > 0$ such that, for every $k$, there exists a projection $\mathbb{P}_{t_k}$ satisfying $p_\phi(\mathbb{P}_{t_k} E) < 2^{-k}$ and $p_\phi(\mathbb{P}_{t_k} X) > \epsilon$. Define

$$Q_k := \mathbb{P}_{t_k} \lor \mathbb{P}_{t_{k+1}} \lor \ldots,$$

Then $Q_k \downarrow$ and

$$p_\phi(Q_k X) \geq p_\phi(\mathbb{P}_{t_k} X) > \epsilon. \tag{4.2}$$

But,

$$p_\phi(Q_k E) \leq \sum_{j=k}^{\infty} p_\phi(\mathbb{P}_{t_j} E) \leq 2^{1-k} \downarrow 0, \text{ as } k \to \infty.$$

Since $F$ is strictly positive, $p_\phi = |\phi|F$ is strictly positive on the carrier band $C_\phi$ of $\phi$. Therefore, $Q_k E \downarrow 0$ on $C_\phi$. But then $Q_k X \downarrow 0$ on $C_\phi$. By the order continuity of $p_\phi$, it follows that $p_\phi(Q_k X) \downarrow 0$. This contradicts (4.2). \qed

The next theorem is also a generalization of a well-known fact about uniform integrability.

Theorem 4.3 The sequence $(X_n)$ in $\mathcal{E}$ is uniformly integrable if and only if it satisfies the following conditions:

1. $(X_n)$ is a bounded set in $\mathcal{L}^1$

2. For every $p_\phi \in \mathcal{P}$, $p_\phi(\mathbb{P}|X_n|) \to 0$ uniformly in $n$ as $p_\phi(\mathbb{P}E) \to 0$, i.e., given $\epsilon > 0$ and $p_\phi \in \mathcal{P}$, there exists a $\delta > 0$ such that, if $p_\phi(\mathbb{P}E) \leq \delta$, then $p_\phi(\mathbb{P}|X_n|) < \epsilon$ for all $n \in \mathbb{N}$.

Proof. Suppose that $(X_n)$ is a bounded set in $\mathcal{L}^1$ and that it is uniformly continuous, i.e., that $(X_n)$ satisfies condition (2). Then we have by Chebyshev’s inequality, we have

$$F(\mathbb{P}|X_n| \geq tE) \leq \frac{1}{t} F(|X_n|),$$

which implies that

$$p_\phi(\mathbb{P}|X_n| \geq tE) \leq \frac{1}{t} p_\phi(X_n) \leq M_\phi,$$

for a number $M_\phi \geq 0$. By the boundedness of $(X_n)$ in $\mathcal{L}^1$, it follows that $p_\phi(\mathbb{P}|X_n| \geq tE) \to 0$ uniformly in $n$. It follows by (2) that

$$p_\phi(\mathbb{P}|X_n|) \to 0 \text{ uniformly in } n.$$
and so \((X_n)\) is uniformly integrable. 

Conversely, if \((X_n)\) is uniformly integrable, we have for every \(p_\phi \in \mathcal{P}\) that 
\[
p_\phi(\mathbb{P}|X_n|) = p_\phi(\mathbb{P}(|X_n| \geq tE)|X_n|) + p_\phi(\mathbb{P}(|X_n| < tE)|X_n|) \\
\leq p_\phi(\mathbb{P}(|X_n| \geq tE)|X_n|) + tp_\phi(\mathbb{P}E). 
\]
(4.3)

By the uniform integrability, we can choose, for given \(\epsilon > 0\), a number \(t_0\) such that the first term is less than \(\epsilon/2\) for all \(n\). We then have, for \(\phi(\mathbb{P}E) < \epsilon/2t_0\) that \(p_\phi(\mathbb{P}|X_n|) < \epsilon\) for all \(n\), thus proving that condition (2) holds.

Taking the projection \(\mathbb{P}\) in (4.3) equal to the identity \(I\), it follows that for large \(t\) (depending on \(p_\phi\)) we have 
\[
p_\phi(|X_n|) \leq \epsilon + t = M_\phi < \infty.
\]

Since this holds for arbitrary \(p_\phi \in \mathcal{P}\), the set \((X_n)\) is bounded in \(L^1\).

**Corollary 4.4** If \((X_n)\) and \((Y_n)\) are uniformly integrable sequences, then \((X_n + Y_n)\) is also uniformly integrable. In particular, if \(X \in \mathcal{C}\) then \((X_n + X)\) is uniformly integrable.

**Proof.** It is clear that if \((X_n)\) and \((Y_n)\) are bounded sequences in \(L^1\) then \((X_n + Y_n)\) is also a bounded sequence in \(L^1\). Also, since they are uniformly integrable, they are uniformly continuous, i.e., condition (2) in Theorem 4.3 above holds for both of them. But then, for every \(p_\phi \in \mathcal{P}\), we have that if \(p_\phi(\mathbb{P}E) \to 0\), then 
\[
p_\phi(\mathbb{P}|X_n + Y_n|) \leq p_\phi(\mathbb{P}|X_n|) + p_\phi(\mathbb{P}|Y_n|) \to 0
\]
uniformly in \(n\). By Theorem 4.3, this implies that \((X_n + Y_n)\) is uniformly integrable.

Below we denote unbounded order convergence of a sequence \((X_n)\) to an element \(X\) by \(X_n \overset{uo}{\to} X\).

**Lemma 4.5** If \(X_n \overset{uo}{\to} 0\) and \((X_n)\) is uniformly integrable, then \(X_n \to 0\) in \(L^1\).

**Proof.** Suppose that \(X_n \overset{uo}{\to} 0\) and that \((X_n)\) is uniformly integrable. Let \(\epsilon > 0\) and \(p_\phi \in \mathcal{P}\) be given. Then, it follows from the uniform integrability, that 
\[
p_\phi(X_n) = p_\phi(\mathbb{P}(|X_n| \geq \lambda E)|X_n) + p_\phi(\mathbb{P}(|X_n| < \lambda E)|X_n) \leq p_\phi(\mathbb{P}(|X_n| \geq \lambda E)|X_n) + p_\phi(|X_n| \wedge \lambda E) \\
< \epsilon/2 + p_\phi(|X_n| \wedge \lambda_0 E),
\]
for some \(\lambda_0 > 0\) and for all \(n \in \mathbb{N}\). Since \(X_n \overset{uo}{\to} 0\) by assumption, and since \(p_\phi\) is order continuous, there exist some \(N \in \mathbb{N}\) such that for all \(n \geq N\) we have that the last term above is less than \(\epsilon/2\). Thus, \(p_\phi(X_n) \to 0\) and this holds for every \(p_\phi \in \mathcal{P}\). 

\[13\]
Theorem 4.6 If $X_n \xrightarrow{u.o} X$ and $(X_n)$ is uniformly integrable, then $X_n \rightarrow X$ in $L^1$.

Proof. Suppose that $X_n \xrightarrow{u.o} X$ and that $(X_n)$ is uniformly integrable. For each $n \in \mathbb{N}$ define $C_n := X_n - X$. Then $C_n \xrightarrow{u.o} 0$, and by Corollary 4.4, we know that $(C_n)$ is uniformly integrable. Thus, by Lemma 4.5, it is true that $C_n \rightarrow 0$ in $L^1$. But this is equivalent to $X_n \rightarrow X$ in $L^1$. □

Conclusion If the sequences $(X_{S_n})$ and $(X_{T_n})$ are uniformly integrable and $u.o$-converge in $E$ to $X_S$ and $X_T$, respectively, then it is easy to see that for any band projection $P$ we have that $P(X_{S_n}) \xrightarrow{u.o} P(X_S)$ and $P(X_{T_n}) \xrightarrow{u.o} P(X_T)$. It is also easy to see that $(P(X_{S_n}))$ and $(P(X_{T_n}))$ are also uniformly integrable. Therefore, by Theorem 4.6 we have $X_{S_n} \rightarrow X_S$ and $P X_{T_n} \rightarrow P X_T$ in $L^1$. This fact will be used in the proof of Doob’s optional sampling theorem below.

Definition 4.7 (see [14, Problem 3.11]) Let $(\mathcal{F}_n)$ be a decreasing sequence of Dedekind complete Riesz subspaces of $\mathcal{E}$, i.e.,

$$\mathcal{F}_{n+1} \subseteq \mathcal{F}_n \subseteq \mathcal{E},$$

with $\mathcal{F}_n$ the range of a conditional expectation $F_n : \mathcal{E} \rightarrow \mathcal{F}_n$ satisfying $F_n F_m = F_m F_n = F_m$ if $m > n$. The process $(X_n)$ with $X_n \in \mathcal{F}_n$ and $F_{n+1}(X_n) \geq X_{n+1}$ is called a backward submartingale.

We note that $\mathcal{F}_\infty := \bigcap_n \mathcal{F}_n$ is a Dedekind complete Riesz space that is contained in each of the spaces $\mathcal{F}_n$ and so there exists a conditional expectation $F_\infty : \mathcal{E} \rightarrow \mathcal{F}_\infty$ with the property that for each $n$ we have $F_\infty F_n = F_n F_\infty = F_\infty$. Furthermore, applying $F_\infty$ to both sides of the inequality in the definition, we find that for all $n$, $F_\infty(X_n) \geq F_\infty(X_{n+1})$, i.e., the sequence $(F_\infty(X_n))$ is a decreasing sequence. It is also easy to show by induction that for all $n$ one has $F_n(X_1) \geq X_n$.

Example 4.8 Let $(X_t, \mathcal{F}_t)_{t \in J}$ be a submartingale. With $J = [a, b]$, we have for any sequence of real numbers $t_n \downarrow a$, that $(X_{t_n}, \mathcal{F}_{t_n})_{n \in \mathbb{N}}$ is a backward submartingale. In this case, $F_\infty = F_a = \mathbb{F}$.

Since we work in the setting where we do not have an integral, but a fixed conditional expectation $F$, we shall assume for all backward submartingales considered that $F_\infty = \mathbb{F}$.

Proposition 4.9 Let $(X_n)$ be a backward submartingale with $F_\infty = \mathbb{F}$. If the sequence $(F(X_n))$ is bounded below, i.e., if

$$Y = \inf_{n \in \mathbb{N}} F(X_n) \text{ exists in } \mathcal{E},$$

then the sequence $(X_n)$ is uniformly integrable.
Proof. By Jensen’s inequality, \((X_n^+, \mathcal{F}_n)\) is also a backward submartingale. Hence, for \(\lambda > 0\), we find by the Chebyshev inequality that for each \(n\),
\[
\lambda \mathbb{P}(\mathbb{P}(\{X_n > \lambda E\}) \leq \mathbb{F}(|X_n|) = -\mathbb{F}(X_n) + 2\mathbb{F}(X_n^+) \leq -Y + 2\mathbb{F}(X_1^+).
\]
It follows that
\[
\lim_{\lambda \to \infty} p_\phi(\mathbb{P}(\{X_n > \lambda E\}) = 0 \text{ uniformly in } n,
\]
and therefore also
\[
\lim_{\lambda \to \infty} p_\phi(\mathbb{P}(X_n^+ > \lambda E)) = 0 \text{ uniformly in } n.
\]
Using the backward submartingale property of \((X_n^+)\), we have
\[
\mathbb{F}(\mathbb{P}(X_n^+ > \lambda E) X_n^+) \leq \mathbb{F}(\mathbb{P}(X_n^+ > \lambda E) \mathbb{P} X_n^+)
= \mathbb{F}(\mathbb{P}(\{X_n^+ > \lambda E\}) X_n^+) = \mathbb{F}(\mathbb{P}(\{X_n^+ > \lambda E\}) X_1^+).
\]
Hence, we have for any \(p_\phi \in \mathcal{P}\), that
\[
p_\phi(\mathbb{P}(X_n^+ > \lambda E) X_n^+) \leq p_\phi(\mathbb{P}(X_n^+ > \lambda E) X_1^+).
\]
We now apply Proposition 4.2 to find for every \(\epsilon > 0\), a \(\delta > 0\) such that, if \(p_\phi(\mathbb{P}(X_n^+ > \lambda E) < \delta\), then \(p_\phi(\mathbb{P}(X_n^+ > \lambda E) X_n^+) < \epsilon\). From (4.5), there exist some \(\lambda_0\) such that, for \(\lambda > \lambda_0\), \(p_\phi(\mathbb{P}(X_n^+ > \lambda E) E < \delta\), for all \(n \in \mathbb{N}\). It then follows from (4.7) that for all \(\lambda > \lambda_0\), we have \(p_\phi(\mathbb{P}(X_n^+ > \lambda E) X_n^+) < \epsilon\) for all \(n \in \mathbb{N}\). This shows that the backwards submartingale \((X_n^+)\) is uniformly integrable.

We next show that the sequence \((X_n^-)\) is also uniformly integrable. Note that \(\mathbb{P}(\{X_n < -\lambda E\}) = \mathbb{P}(\{X_n < -\lambda E\}) \) and that for \(m < n\), we have \(X_n \leq X_n \leq X_m\). Now,
\[
0 \geq \mathbb{F}(\mathbb{P}(X_n < -\lambda E) X_n) = \mathbb{F}(X_n) - \mathbb{F}(\mathbb{P}(\mathbb{P}(X_n < -\lambda E) X_n)
\geq \mathbb{F}(X_n) - \mathbb{F}(\mathbb{P}(\mathbb{P}(X_n < -\lambda E) X_m)
\geq \mathbb{F}(X_n) - \mathbb{F}(\mathbb{P}(\mathbb{P}(X_n < -\lambda E) X_m)
= \mathbb{F}(X_n) - \mathbb{F}(X_m) + \mathbb{F}(\mathbb{P}(X_n < -\lambda E) X_m).
\]
Since the sequence \(\mathbb{F}(X_n) \downarrow \mathbf{Y}, (X_n)\) is convergent in \(\mathcal{L}^1\) and therefore a Cauchy sequence. For a given \(\epsilon > 0\), we can choose \(m = m(\epsilon)\) such that for all \(n > m\), we have
\[
p_\phi(X_m - X_n) < \epsilon/2.
\]
Also, by Proposition 4.2, there exists a \(\delta > 0\), such that \(p_\phi(\mathbb{P}(\{X_n > \lambda E\}) < \delta\), implies that \(p_\phi(\mathbb{P}(\{X_n > \lambda E\} X_m) < \epsilon/2\) and using (4.4), we can find a \(\lambda_0\) such that for all \(\lambda > \lambda_0\), we have for all \(n \in \mathbb{N}\) that \(p_\phi(\mathbb{P}(\{X_n > \lambda E\}) < \delta\) and therefore for all \(n \in \mathbb{N}\) that \(p_\phi(\mathbb{P}(\{X_n > \lambda E\} X_m) < \epsilon/2\) if \(\lambda > \lambda_0\). But, \(\mathbb{P}(\{X_n < -\lambda E\}) \leq \mathbb{P}(\{X_n > \lambda E\})\) and therefore, there exists a \(\lambda\) such that for all \(\lambda > \lambda_0\),
\[
p_\phi(\mathbb{P}(\{X_n < -\lambda E\} X_m) < \epsilon/2\) for all \(n \in \mathbb{N}\).
We now use the inequality in (4.8): For all $n > m$ we have
\[
\mathbb{P}(X_n > \lambda E) - \mathbb{P}(X_n < -\lambda E) = -\mathbb{P}(X_n < -\lambda E) + \mathbb{P}(X_n > \lambda E)
\]
and so, for all $n > m$ we get
\[
p_\phi(\mathbb{P}(X_n > \lambda E)) = p_\phi(X_n - X_n) < \epsilon/2 + \epsilon/2 = \epsilon
\]
for all $\lambda > \lambda_0$.

For $n = 1, 2, \ldots, m$ we have that $p_\phi(\mathbb{P}(X_n > \lambda E)) \downarrow 0$ as $\lambda \to \infty$ so we can find $\lambda_n$ such that for $\lambda > \lambda_n$, we have $p_\phi(\mathbb{P}(X_n > \lambda E)) < \epsilon$. If $\lambda > \max\{\lambda_0, \lambda_1, \ldots, \lambda_m\}$ we have that
\[
p_\phi(\mathbb{P}(X_n > \lambda E)) < \epsilon
\]
for all $n \in \mathbb{N}$

Thus, $(X_n)$ is uniformly integrable. Our final result, that $(X_n) = (X^+_n - X^-_n)$ is uniformly integrable, follows from Corollary 4.4. □

5 The optional sampling theorem

As remarked in the introduction, we have to prove the optional sampling theorem using Definition 3.4.

**Theorem 5.1** Let $(X_t)_{t \in J}$ be a right-uo-continuous submartingale and let $S \leq T$ be two optional times of the filtration $(\mathbb{F}_t, \mathbb{F}_t)$. Then, if either

1. $T$ is bounded or
2. $(X_t)$ has a last element,

we have
\[
\mathbb{F}_{S+}X_T \geq X_S.
\]

If $S$ and $T$ are stopping times, one has
\[
\mathbb{F}_SX_T \geq X_S.
\]

**Proof.** Let $\pi_n = \{a = t_0 < t_1 < \ldots < t_{2^n} = b\}$ be a diadic partition of $J = [a, b]$ and define the sequence $(S_n, T_n)$ by putting
\[
S_n = \sum_{i=1}^{2^n} t_i(S_i - S_{i-1}) = \sum_{i=1}^{2^n} t_i \Delta S_i = \sum_{i=1}^{2^n} t_i S_i (S_i - S_{i-1})^d
\]
and similarly,
\[
T_n = \sum_{j=1}^{2^n} t_j(T_j - T_{j-1}) = \sum_{j=1}^{2^n} t_j \Delta T_j = \sum_{j=1}^{2^n} t_j T_j (T_j - T_{j-1})^d
\]

and
\[
\mathbb{F}_{S+}X_T \geq X_S.
\]

Proof. Let $\pi_n = \{a = t_0 < t_1 < \ldots < t_{2^n} = b\}$ be a diadic partition of $J = [a, b]$ and define the sequence $(S_n, T_n)$ by putting
\[
S_n = \sum_{i=1}^{2^n} t_i(S_i - S_{i-1}) = \sum_{i=1}^{2^n} t_i \Delta S_i = \sum_{i=1}^{2^n} t_i S_i (S_i - S_{i-1})^d
\]
and similarly,
\[
T_n = \sum_{j=1}^{2^n} t_j(T_j - T_{j-1}) = \sum_{j=1}^{2^n} t_j \Delta T_j = \sum_{j=1}^{2^n} t_j T_j (T_j - T_{j-1})^d
\]

Thus, $(X_n)$ is uniformly integrable. Our final result, that $(X_n) = (X^+_n - X^-_n)$ is uniformly integrable, follows from Corollary 4.4.
We now write them both as sums with respect to the partition $\{\Delta S_i^t \Delta T_i^t\}_{i,j=1}^n$, i.e., we get
\[
S_n = \sum_{i=1}^{2^n} \sum_{j=1}^{2^n} s_{ij} \Delta T_i^t \Delta S_i^t, \quad s_{ij} = t_i \text{ and } T_n = \sum_{i=1}^{2^n} \sum_{j=1}^{2^n} t_{ij} \Delta T_i^t \Delta S_i^t, \quad t_{ij} = t_j. \tag{5.3}
\]

Now, $S \leq T$ implies that for each fixed $n$, $S_n \leq T_n$ and so $s_{ij} \leq t_{ij}$; this implies that $t_i \Delta T_i^t \Delta S_i^t \leq t_j \Delta T_j^t \Delta S_j^t$ for all $i, j$ such that $\Delta T_i^t \Delta S_i^t \neq 0$.

Each $S_n$ and each $T_n$ is a stopping time for the filtration and by Freudenthal’s theorem, $S_n \downarrow S$ and $T_n \downarrow T$.

With these definitions for $S_n$ and $T_n$, we have that
\[
X_{S_n} = \sum_{i=1}^{2^n} \sum_{j=1}^{2^n} \Delta T_i^t \Delta S_i^t X_{t_i} \text{ and } X_{T_n} = \sum_{i=1}^{2^n} \sum_{j=1}^{2^n} \Delta T_i^t \Delta S_i^t X_{t_j}. \tag{5.4}
\]

Next, we put
\[
F_{S_n} := \sum_{i=1}^{2^n} \sum_{j=1}^{2^n} F_{t_i} \Delta T_i^t \Delta S_i^t, = \sum_{i=1}^{2^n} F_{t_i} \Delta S_i^t. \tag{5.5}
\]

It is readily checked that $F_{S_n}$ is a strictly positive, order continuous projection that maps $E$ onto $E$, i.e., $F_{S_n}$ is a conditional expectation. Its range is the direct sum
\[
\bigoplus_{i=1}^{2^n} \Delta S_i^t F_{t_i},
\]

of the bands $\Delta S_i^t F_{t_i}$ (since $F_{t_i}$ and $\Delta S_i^t$ commute), and the projections in $E$ that belong to this space are exactly those projections in $E$ that belong to $\mathcal{P}_i$ for all $t$ such that $S_n \leq t E$. Therefore, the space $\mathcal{F}_{S_n}$, which is by definition the space generated by these projections, is equal to the space $\bigoplus_{i=1}^{2^n} \Delta S_i^t F_{t_i}$. Moreover,
\[
FF_{S_n} = \sum_{i=1}^{2^n} FF_{t_i} \Delta S_i^t = F \sum_{i=1}^{2^n} \Delta S_i^t = F,
\]

and similarly $F_{S_n} F = F$. Therefore, $F_{S_n}$ is the unique conditional expectation with range $\mathcal{F}_{S_n}$ satisfying these two conditions.

For each fixed $i$, consider the sum
\[
\sum_{j=1}^{2^n} F_{t_i} \Delta T_i^t \Delta S_i^t X_{t_j} = F_{t_i} \Delta T_i^t \Delta S_i^t X_{t_{2^n}} + \ldots + F_{t_i} \Delta T_i^t \Delta S_i^t X_{t_{2^n}} \tag{5.6}
\]

and note that, in the first term,
\[
\Delta T_i^2 \Delta S_i^t = \Delta S_i^t (T_{i_{2^n}} (T_{i_{2^n-1}})^d) = \Delta S_i^t (T_{i_{2^n-1}})^d \in \Psi_{i_{2^n-1}}.
\]
Therefore,
\[
F_t \Delta T_n^f \Delta S^f_n X_{\Delta t} = F_t F_{\Delta t} \Delta T_n^f \Delta S^f_n X_{\Delta t} \\
= F_t \Delta T_n^f \Delta S^f_n X_{\Delta t} \\
\geq F_t \Delta T_n^f \Delta S^f_n X_{\Delta t}.
\]
Substituting this inequality in Equation (5.6), and repeating the process we finally arrive at
\[
\sum_{j=1}^{2^n} F_t \Delta T_j^f \Delta S^f_j X_{t_j} \geq F_t \Delta S^f \sum_{j=1}^{2^n} \Delta T_j^f X_{t_j} = F_t \Delta S^f \sum_{j=1}^{2^n} \Delta S^f_j X_{t_j} = \Delta S^f_j X_{t_j}.
\]
Thus,
\[
\mathbb{F}_n(X_{\Delta t}) = \sum_{i=1}^{2^n} F_t \Delta T_j^f \Delta S^f_j X_{t_j} \geq \sum_{i=1}^{2^n} \Delta S^f_i X_{t_i} = \mathbb{X}_n.
\]
(This is Doob’s optional sampling theorem for this special case.)
For every \( P \in \mathbb{P}_n \), we therefore have that
\[
\mathbb{P}(\mathbb{X}_n) = \mathbb{F}\mathbb{F}_n \mathbb{P}X_{\Delta t} \geq F(\mathbb{F}_n \mathbb{X}_n) \geq F(E_{\mathbb{X}_n}).
\]
By [8, Proposition 5.15], we have that \( \mathbb{P}_n = \bigcap_{n=1}^{\infty} \mathbb{P}_n \). Therefore, by (5.9),
\[
\mathbb{P}(\mathbb{X}_n) \geq F(\mathbb{P}X_{\Delta t}) \text{ holds for all } P \in \mathbb{P}_n.
\]
If \( T \) is a stopping time, it follows from [8, Proposition 5.9] that since \( T \leq S_n \), we have \( \mathbb{P}_n \subseteq \mathbb{P}_n \) and so this inequality holds in that case also for all \( P \in \mathbb{P}_S \).
Applying the arguments above to \( S_n \leq S_{n+1} \) we get as in (5.8) that
\[
\mathbb{F}_n(X_{\Delta t}) \geq \mathbb{X}_n \text{ for all } n,
\]
which implies that \( (S_n, \mathbb{F}_n) \) is a backward submartingale and so \( E(\mathbb{X}_n) \) is a decreasing sequence and, using (5.4), \( E(\mathbb{X}_n) \geq F(X_n) \) for all \( n \). Applying Proposition 4.9, we have that the sequence \( (\mathbb{X}_n) \) is uniformly integrable. The same is true for the sequence \( (X_{\Delta t}) \).
We now note that
\[
X_{\Delta t} = I_S(X^n), \text{ and } X_{\Delta t} = I_T(X^n),
\]
with
\[
X^n_t = \sum_{i=0}^{2^n} X_{t_i} \chi_{[i-1,i]}(t).
\]
Our assumption that \( X = (X_t) \) is uo-right-continuous, implies that in each point \( t \) we have that \( X^n_t \) is uo-convergent to \( X_t \). Now let \( k \in \mathbb{N} \) and define the constant
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process \((kE_t = E)\). This process is Daniell integrable since \(I_S(kE) = kE \in \mathcal{E}\). Consider the process \(X^n \wedge kE = (X^n_t \wedge kE_t) = (X^n_t \wedge kE)\). Then \(X^n \wedge kE\) converges in order pointwise to \(X \wedge kE\). By Lebesgue’s dominated convergence theorem, we get that \(I_S(X^n \wedge kE)\) is order convergent to \(I_S(X \wedge kE)\). But, \(I_S\) is a Riesz homomorphism, so we get that

\[
I_S(X^n \wedge kE) = I_S(X^n) \wedge I_S(kE) = I_S(X^n) \wedge kE.
\]

Therefore, by Proposition (3.5), \(X_{S_n} = I_S(X^n)\) is uo-convergent to \(I_S(X) = X_S\) and the same holds for \(I_T(X^n)\) and \(I_T(X)\). By our result for a uo-convergent sequence that is uniformly integrable we have that \(p_\phi(\mathbb{P}X_{S_n})\) converges to \(p_\phi(\mathbb{P}X_S)\) and also \(p_\phi(\mathbb{P}X_{T_n})\) converges to \(p_\phi(\mathbb{P}X_T)\), for every \(\mathbb{P} \in \mathfrak{P}_{S^+}\) and for every \(p_\phi \in \mathcal{P}\). Recalling that \(p_\phi = |\phi|\mathbb{F}\) for \(\phi \in \Phi\), this implies, using (5.10), that

\[
|\phi|\mathbb{F}(\mathbb{P}X_T) \geq |\phi|\mathbb{F}(\mathbb{P}X_S), \text{ for every } \mathbb{P} \in \mathfrak{P}_{S^+}.
\]

But since \(E_{\sim 00}\) separates the points of \(\mathcal{E}\), we get

\[
\mathbb{F}(\mathbb{P}X_T) \geq \mathbb{F}(\mathbb{P}X_S), \text{ for every } \mathbb{P} \in \mathfrak{P}_{S^+},
\]

and thus

\[
\mathbb{F}\mathfrak{F}_{S^+}(\mathbb{P}X_S) = \mathbb{F}(\mathbb{P}X_S, X_T) \geq \mathbb{F}(X_S).
\]

Since this holds for every \(\mathbb{P} \in \mathfrak{P}_{S^+}\), we have that

\[
\mathbb{F}\mathfrak{F}_{S^+}X_T \geq X_S.
\]

This proves the theorem if \(S, T\) are optional times. In the case that they are stopping times, the theorem holds since the inequalities hold for all \(\mathbb{P} \in \mathfrak{P}_{S^+}\).

\[\square\]
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