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Abstract

Objective: In this paper, we introduce a comprehensive framework for developing a machine learning-based SOAP (Subjective, Objective, Assessment, and Plan) classification system without manually SOAP annotated training data or with less manually SOAP annotated training data.

Materials and Methods: The system is composed of the following two parts: 1) Data construction, 2) A neural network-based SOAP classifier, and 3) Transfer learning framework. In data construction, since a manual construction of a large size training dataset is expensive, we propose a rule-based weak labeling method utilizing the structured information of an EHR note. Then, we present a SOAP classifier composed of a pre-trained language model and bi-directional long-short term memory with conditional random field (Bi-LSTM-CRF). Finally, we propose a transfer learning framework that re-uses the trained parameters of the SOAP classifier trained with the weakly labeled dataset for datasets collected from another hospital.

Results: The proposed weakly label-based learning model successfully performed SOAP classification (89.99 F1-score) on the notes collected from the target hospital. Otherwise, in the notes collected from other hospitals and departments, the performance dramatically decreased. Meanwhile, we verified that the transfer learning framework is advantageous for inter-hospital adaptation of the model increasing the models’ performance in every cases. In particular, the transfer learning approach was more efficient when the manually annotated data size was smaller.

Conclusion: We showed that SOAP classification models trained with our weakly labeling algorithm can perform SOAP classification without manually annotated data on the EHR notes from the same hospital. The transfer learning framework helps SOAP classification model’s inter-hospital migration with a minimal size of the manually annotated dataset.

1 Introduction

Electronic health record (EHR) notes are patient-centered clinical documentation that makes information securely accessible to authorized personnel. EHR notes are a fundamental resource for a broad range of clinical natural language processing (NLP) applications such as adverse drug detection¹, identification of associations between social determinants of health and opioid overdose², and predictions of diseases and outcomes³,⁴.

EHR notes typically have a problem-oriented SOAP (Subjective, Objective, Assessment, and Plan) structure⁵. The subjective section describes the patients’ current condition(s), which can be self-reported or the physician’s summary of previous status in the medical record relevant to the chief complaint. This section includes current symptoms, medical history, surgical history, family history, and social history along with current medications. The objective section includes clinical conditions, laboratory, physical, and other examination findings from the current visit. The assessment section typically contains medical diagnoses and summaries of the key elements that lead to the medical diagnoses. Following the diagnoses, physicians lay out the plan for treatment or additional testing.

Since each section of the SOAP structure describes the different clinical aspects of a patient, the SOAP structure information can play an important role in variety downstream biomedical natural language processing (BioNLP) systems that target to analyze EHR notes. Yang and Yu⁶ suggest to utilize the SOAP structure of EHR notes for the automated clinical assessment generation (MCAG). Specifically, the information in the subjective and objective sections of the
SOAP-structured EHR notes are used to train an automatic assessment generation model along with an additional medical knowledge graph. In addition, Gao et al. introduces a new assessment and plan relation label task that identifies plan subsections relevant to the major diseases/problems from a given EHR note.

Unfortunately, we found that EHR notes with explicit SOAP structure, when an EHR note includes all Subjective, Objective, Assessment, and Plan headers, account for only 26.37%, leaving the majority (73.63%) of the notes without explicit SOAP structure. Figure 1 shows two examples of EHR notes where one with the explicit SOAP structure. Thus, supervised machine-learning approaches are necessary to automatically identify the structure of EHR notes without explicit SOAP structure. Nonetheless, manual annotation of SOAP structure is expensive because it requires clinical knowledge. Moreover, since each hospital has a different SOAP note style, it is inevitable to construct a set of SOAP-labeled note data for each hospital. As a result, an innovation that does not depend or minimally depends on manual annotation data is required.

This paper introduces a novel deep learning-based automatic SOAP classification system that minimizes the dependence on manually labeled training data. For this, we first suggest a rule-based weakly SOAP labeling algorithm that utilizes 18,867 explicitly structured SOAP notes from the UMass Memorial Hospital. In addition, we present a deep learning-based SOAP classification model with a pretrained language model (LM) and bidirectional long-short term memory with conditional random field (Bi-LSTM CRF). Finally, for the effective inter-hospital adaptation of the model, we propose to employ a transfer-learning framework that reuses the parameters of the weakly trained model as initial parameters of a SOAP classification model instead of fine-tuning the parameters of a SOAP classification model from the scratch.

In experiments, we compared two LMs, BioSentVec and BioBERT, pretrained in biomedical text corpora. To verify the effectiveness of our weakly labeling approach, we conducted experiments on four different human annotated evaluation sets collected from several hospitals and departments. The best performing system is the BioBERT-based model, achieving 89.99 on an EHR dataset from outpatient notes of the UMass Memorial Hospital. However, when we deployed the model to two other dataset from the Veterans Health Administration, the performance decreased substantially, resulting on 62.16 on an outpatient’s EHR dataset and 39.28 F1 score on an EHR note dataset for urgent care patients. Moreover, we performed the models on the other publicly available dataset from the intensive care units (ICU) of the Beth Israel Deaconess Medical Center showing the worst performance of 13.52. Meanwhile, to demonstrate the better inter-hospital adaption of SOAP classification models with the transfer learning framework, we conducted experiments on m training data of various sizes. In all experiments, the transfer learning framework positively affected SOAP classification performance. In particular, showing more than 20% performance improvement in the smallest samples of training data (50 notes), we could achieve higher performance improvement with smaller training data.

- We present a framework to train machine learning classifiers with a large size of (noisily) weakly labeled data.
- We introduce a neural network model for SOAP classification that uses pretrained language models.
- We suggest employing a transfer learning framework that utilizes the parameters of the weakly training model for a SOAP classification model’s efficient inter-hospital adaptation.
- Experimental results show that the weakly-trained models can achieve operatable performance without hand-labeled training data. Moreover, the transfer learning framework significantly increases SOAP classification performance.

Figure 1: This figure represents the examples of explicitly and non-explicitly structured SOAP notes. The yellow lines, blue lines, green lines, and red lines indicate Subjective, Objective, Assessment and Plan sections, respectively. The lines that are not colored are out-of-SOAP structure. All headers are bolded. Note that the examples are part of de-identified real clinician notes.
2 Related Work

Early studies of SOAP classification used a supervised machine learning-based approach. Mowery et al.\cite{mowery2010automatic} represents a supervised framework for building a SOAP classification system. The authors suggest using various types of lexical, syntactic, semantic, contextual, and heuristic feature groups extracted via sophisticated feature engineering. Then a Support Vector Machine (SVM)\cite{cortes1995support} is trained with a small number of human-annotated EHR notes. Recently, deep learning-based methods using pretrained LMs are being actively studied. Schloss and Konam\cite{schloss2021using} propose to use pre-trained Embeddings from Language Models (ELMo) and a neural network model to classify a medical conversation into the SOAP sections. Nair et al.\cite{nair2021deep} suggest using the transfer learning method using pretrained contextual embeddings for the SOAP classification. On the other hand, since it is expensive to manually construct sufficient training data for the machine learning models, the weakly labeling approaches have been studied. Ni et al.\cite{ni2021distant} propose to adopt a distant supervision approach using header-to-tag map which is a knowledge-base of section headers mapping to the weak SOAP label. However, since this approach heavily relies on the pre-defined section headers, it can be problematic when a header does not belong to the knowledge-base. In particular, considering that the format of the EHR note and the headers can be different according to hospitals, departments, and even clinicians, this may limit the generalizability of the model. Note that, we also build our training dataset via weak labeling approach, but unlike the existing method, we do not rely on header information. Moreover, our SOAP classifier does not use any header information for training and inference.

3 Automatic SOAP Classification System with the Rule-based Weakly Labeled Dataset

Figure 2 represents the overall structure of our automatic SOAP classification system. The system consists of the following steps: 1) Data construction, 2) Context vectorization, and 3) SOAP classifier.

Task Definition

The SOAP classification system can be defined as the document segmentation task and sequence label task. First, this system is the document segmentation task to classify documents into sentences or documents with similar topics. The input document is the patient’s EHR note, and we extract the SOAP structure of paragraphs composing the note. Specifically, each paragraph should be one of five classes which is a part of SOAP sections (‘Subjective,’ ‘Objective,’ ‘Assessment,’ and ‘Plan’) or the out-of-SOAP, ‘O’. Moreover, since every paragraph in an EHR note is a one of the

![Figure 2: Illustrative concept of the automatic SOAP classification system.](image-url)
## Algorithm 1 Pseudo code for the rule-based weak labeling

**Require:** EHR Note (D)

1. \( P \leftarrow D.\text{split}(\backslash n') \)
2. \( L_0 \leftarrow 'O' \)
3. \( R \leftarrow [ ] \)
4. \( T \leftarrow \text{UTS}(P) \)
5. \( \text{for } P_i, T_i \text{ in } P, T \text{ do} \)
6. \( h_i \leftarrow \text{get\_header}(P_i) \)
7. \( \text{if } h_i \text{ in } H \text{ then} \)
8. \( L_i \leftarrow h_i \)
9. \( \text{else if } L_{i-1} \text{ is 'Plan' and } T_{i-1} \neq T_i \text{ then} \)
10. \( L_i \leftarrow 'O' \)
11. \( \text{end if} \)
12. \( R \leftarrow R + [(P_i, L_i)] \)
13. \( \text{end for} \)
14. \( \text{Return } R \)

five labels, we can define this work as the sequence labeling task.

## Data Construction

This section describes how a weakly-supervision dataset for the training is made from the 71,534 de-identified EHR notes collected from the University of Massachusetts Memorial Medical Center. All patients’ protected health information (PHI) was masked with a ‘UNK’ token. The dataset consists of information on outpatients aged 18 years old or older who visited from 2014/01/01 to 2017/01/01.

### Structured Note Extraction

First of all, we select explicitly structured notes defined the EHR notes explicitly containing all of the ‘Subjective,’ ‘Objective,’ ‘Assessment,’ and ‘Plan’ headers (SOAP header). We utilize the following regular expression for the header extraction.

\[
\hat{A}-Za-z/\backslash:\text{blank}:+\quad (1)
\]

Herein, most notes have ‘Assessment’ (71,534; 100%) and ‘Plan’ (70,260; 98.22%) headers. On the other side, only a small portion of EHR notes explicitly include ‘Subjective’ (20,727; 28.98%) and ‘Objective’ (21,340; 29.84%) headers. Overall, we can extract 18,867 (26.37%) notes that contains entire ‘Subjective,’ ‘Objective,’ ‘Assessment,’ and ‘Plan’ headers.

### Data Preprocessing

In data preprocessing, we first split a document into paragraphs and sentences. Then, the sequence of a single type of special characters is cleaned as a single special character. For example, a sequence of non-alphabetic or numeric characters such as ‘====’ and ‘.’ are replaced to ‘=’ and ‘.’, respectively. Finally, all headers are converted to uppercase.

### Rule-based Weak Labeling

Although we choose the structured notes, paragraphs without the SOAP headers also can be a part of the SOAP structure. For example, paragraphs started with headers such as history and current medication can be considered as subjective sections, while examination can be regarded as objective setion. Moreover, in many cases, such as when the previous paragraph and topic are the same, there may not be an explicit header. Thus, if it is regarded that only paragraphs including the SOAP header are part of the SOAP structure in the training dataset, many patterns may be missed. To ameliorate this issue, we suggest a simple labeling rule the dataset with the following assumptions:

1. In the EHR note, the SOAP structure should be in the Subjective-Objective-Assessment-Plan order.
2. If the header of a paragraph is part of the SOAP header set that consists of Subjective, Objective, Assessment, Plan, or the predefined header set introduced by Mowery et al., the paragraph is annotated as the corresponding label.

3. Paragraphs between paragraphs in which the SOAP header has the same label with the previous paragraph. That is, all paragraphs placed after the paragraph with the Subjective header and before the paragraph with the Objective header are annotated as Subjective.

Algorithm 1 is a pseudo code for the annotation rule that reflects our assumptions where \( D \) is an input EHR note and \( H \) the SOAP header set. To begin with, an input EHR note \( D \) is split as a sequence of lines (line 1). Then, we initialize the current label variable \( L \) as ‘O’ that indicates the out-of-SOAP section. In line 3, \( R \) is the return value and it is set to a blank list. We perform topic segmentation, clustering the text of the document according to the topic, and store the result in \( T \) (line 4). As a result, \( T \) represents whether each paragraph has the same topic as the previous paragraph in binary encoding form. Herein, we utilize the unsupervised text segmentation (UTS) tool for topic segmentation.

Lines 5-13 are the process of defining the label of each paragraph. In line 6, we explicit the header of \( i^{th} \) paragraph \( P_i \) by using the aforementioned regular expression. If the header includes in \( H \) (line 7), then \( L \) is set to the \( h_i \). Otherwise, if \( h_i \) is not the SOAP header but \( L \) is ‘Plan’ and the topic of the current paragraph (\( T_i \)) is different from the topic of the previous paragraph (\( T_{i-1} \)), then we set \( L \) as ‘O’ (Lines 9-11). This is because text not related to SOAP structure such as closing and clinician’s signature can place at the end of the EHR note. Subsequently, \( R \) is updated by appending the pair of the current paragraph \( P_i \) and \( L \).

Context Vectorization

In the context vectorizer, input text (\( w \)) is transformed into a feature vector that is an input of machine learning models. Traditionally, in the BioNLP domain, lexical features (bag-of-words, word n-grams ...), grammatical features (part-of-speech tags, parsing tree, ...), and semantic features (semantic type, named-entity types ...) used for input features. Recently, after the emergence of deep learning, many studies utilized word distributed word vector features. Especially, since the advent of BERT, contextualized word vector representations overwhelm previous approaches in most NLP domains. In this paper, by following cutting-edge technological trends, we extract input feature vectors with pretrained LMs. The paragraphs belonging to the input text \( w \) are input to the pretrained LMs and converted into the fixed-length vector. Finally, the paragraph vectors are concatenated to form the input matrix \( X \).

In this work, for the context vectorization, BioSentVec and BioBERT models are used as pretrained LM designed to be specialized in the Biomedical text domain. Herein, we describe how can we create the paragraph vector from an input paragraph via BioSentVec and BioBERT.

BioSentVec We first split an input paragraph into the sequence of words with the model’s tokenizer. The sequence of tokenized words is transferred to the sequence of word vectors via pretrained word embedding. Then, the word vectors are input to the model generating paragraph vector.

BioBERT Since BERT models have a strict limitation in the input token length of 512, some long paragraphs are difficult to handle with the model. Thus, an input paragraph is split as a sequence of sentences with a sentence splitter. Then, a sentence are tokenized into the sequence of wordpiece tokens with the model’s tokenizer. The sequence of tokens is input to the model then we can get hidden vector representations of the tokens. Then, mean pooling is utilized to generate the sentence vector of the input sentence. Finally, the paragraph vector is created by mean pooling of the vector representations of the sentences that belong to the paragraph.

SOAP Classifier

In this study, the SOAP classifier uses Bi-LSTM-CRFs, which has been widely used in biomedical named entity recognition tasks. The model comprises two layers 1) the Bi-LSTM layer and 2) the CRF layer.
The Bi-LSTM layer is a stacked Bi-LSTM that is comprised of multi-layer Bi-LSTM. Herein, in Eq 2 \( X \) is input to Bi-LSTM layer resulting hidden \( H \). Then, logit \( S \) can be calculated via linear transformation of \( H \) Eq 3. In this case, each dimension of \( S \) represents the observation scores of the output labels.

\[
\mathbf{H} = \text{Bi-LSTM}(\mathbf{X}) \quad \text{(2)}
\]

\[
\mathbf{S} = \text{Linear}(\mathbf{H}) \quad \text{(3)}
\]

Finally, the observation score is input to the conditional random field (CRF) layer. Herein, let’s assume that \( y \) is a sequence of output labels. Then, we can calculate the score of the sequence \( y \) defined as Eq. 4 with the transition matrix \( T \). Then, in Eq 4 we jointly decode the optimal output sequence \( \hat{y} \) from all possible sequences of labels \( Y \).

\[
f(y) = \exp \left( \sum_{i=0}^{n} T_{y_i,y_{i+1}} + \sum_{i=0}^{n} S_{y_i} \right) \quad \text{(4)}
\]

\[
\hat{y} = \arg\max_{y \in Y} f(y) \quad \text{(5)}
\]

4 Transfer-learning Framework for Efficient Inter-hospital Adaptation of a Model

Although the SOAP structure helps clinicians to write progress notes structurally, since the required information to be described is different for each hospital, department, and patient, the structure of the SOAP note may vary which makes inter-hospital adaptation of the models more challenging. Therefore, it is difficult to avoid constructing manually-annotated SOAP datasets for each hospital or even department in a hospital. However, the annotators of SOAP classification should have a clinical background. Tremendous costs are required to construct such a large size SOAP annotated dataset for every hospital.

To ameliorate the aforementioned issue, we suggest employing the transfer learning framework that fine-tunes SOAP classifiers with trained parameters rather than with randomly initialized parameters. Specifically, we first make a weakly trained model with our rule-based labeled data then re-train the parameters of the weakly trained model with SOAP annotated notes from another hospital. Through this, it is expected that information necessary for inter-hospital migration, such as SOAP structure and similar header information, can be used in the weakly trained model.

5 Experiments

Experimental Dataset

In this work, we prepared five different types of the dataset collected from three different EHR databases: University of Massachusetts Memorial Medical Center (UMassWeak, UMassOutpatient), Veterans Affairs (VAOutpatient, VAUC) and Beth Israel Deaconess Medical Center (MIMIC). A detailed description of each dataset is given below.

The first dataset is UMassWeak includes EHR notes labeled by our weakly-labeling algorithm. Herein, the UMassWeak is randomly split into a 15,093 train set (80%), 1,887 validation set (10%), and 1,887 test set (10%). Using this dataset, we train the weakly-trained SOAP classifiers and evaluate the vector representation extracted from pretrained LMs.

MIMIC is a publicly available SOAP classification dataset that is a part of the progress note understanding tasks. The dataset is made up of 678 human-annotated intensive care notes from the MIMIC database. The dataset is split into 586 notes for the train set, 75 notes for the validation set, and 87 notes for the test set. Note that, in this dataset, the ‘Assessment’ and ‘Plan’ sections are not separated but regarded as one section named ‘Assessment & Plan.’ The dataset is available through PhysioNet.

On the other hand, we prepare additional two evaluation datasets which are annotated by human annotators. The first dataset is made up of 50 outpatient EHR notes collected from the UMass Medical School database (UMassOutpatient). The other dataset is composed of 50 EHR notes collected from Veterans Affairs (VA) Corporate Data Warehouse (CDW) and Text Integration Utilities (TIU). We randomly selected 25 primary care outpatient notes (VAOutpatient).
which is similar to UMassOutpatient and 25 primary care urgent care notes as a comparison (VAUC). Since doctors from the same hospital may use the same built-in SOAP notes templates to write notes, we collected each note from a different VA hospital site to test the universality of our algorithm. Two annotators separately annotates each EHR note. Then, we calculate inter-annotator agreement to check the reliability of the manual annotations via Cohen’s Kappa. As a result, the inter-annotator agreement is 90.67 (almost perfect agreement). We randomly select one of the annotator’s answers when the labels disagree.

We have the three main questions we would like to address with the dataset:

1. Do weakly-trained models predict SOAP structures of EHR notes from the same hospital? (UMassOutpatient)
2. Do weakly-trained models predict SOAP structures of EHR notes from other hospitals? (VAOutpatient, VAUC, and MIMIC)
3. Does the transfer learning framework help to improve the performance in another hospital? (MIMIC)

Experimental Setting

In preprocessing, we utilized medspaCy as a text analyzer. All pretrained LMs in the context vectorizer are set to default. For training experimental models, we set hyper-parameters as follows. Batch size, learning rate, and maximum epoch were set to 64, 5e-3 and 10. In addition, the Bi-LSTM layer is composed of stacked Bi-LSTM of 3 layers and the size of hidden nodes is 128. During model training, cross-entropy loss is utilized and only the parameters for the SOAP classifier are updated while the parameters of the pretrained LMs are frozen.

All experiments were conducted in Ubuntu 20.04 environment using one RTX6000 GPU, Intel Xeon Gold 6226R CPU, and 755GB RAM. In addition, we conducted the t-test to verify statistical significance on the performance difference between experimental results. Furthermore, the F1 score, the harmonic mean of precision of Eq. 6, and recall of Eq. 7, is used for performance evaluation criteria.

\[
\text{Precision} = \frac{\# \text{ of true positive SOAP labeled paragraphs}}{\# \text{ of positive SOAP labeled paragraphs}}
\]  
\[
\text{Recall} = \frac{\# \text{ of true positive SOAP labeled paragraphs}}{\# \text{ of true SOAP labeled paragraphs}}
\]

Experimental Results

Table 1 is the experimental results of weakly trained models on evaluation sets. Herein, the evaluation sets consist of and UMassOutpatient, VAOutpatient and VAUC and the MIMIC test set.

UMassOutpatient In UMassOutpatient, the BioBERT-based model shows the performance of 89.99 which denotes that the model trained with our weakly labeled data can be useful in real data. In addition, the performance of BioBERT-based model is 1.58%p higher than that of BioSentVec-based model. However, the overall performance of the weakly labeled test set is lower than that of the weakly labeled test set. In particular, the performance is markedly decreased in the Subjective and Assessment sections. First of all, in the case of Subjective, there are many cases of misclassifying the Chief Complaint (CC) section as the ‘Out’ section. This is because, in some cases, the CC section locates before the explicit Subjective section. Therefore, some CC sections are annotated as ‘Out’ with our rule-based weak labeling, acting as noise in model training. Otherwise, in the Assessment section, most error cases occur in psychiatric notes. Especially, the SOAP classifiers frequently fail to analyze the multi-axial system-based diagnosis.

The VA dataset By comparing UMassOutpatient, we can observe substantial performance decreases in VAOutpatient. One potential reason is that the UMass notes include more free-text sentences, while VAOutpatient tends to be structured as semi-structured notes. For example, only 2 (out of 50) Assessments of UMass outpatient notes were written in list format, while 12 (out of 25) Assessments of VA outpatient notes were written in list format. On the other hand,
the performance dramatically dropped in VA\textsubscript{UC}, because the gap with the training data of outpatients is large due to the characteristics of urgent care being different. In addition, some elements of the SOAP structure may be omitted. For example, all UMass\textsubscript{Outpatient} notes include the Assessment and Plan sections. However, in the 25 VA\textsubscript{UC} notes, only 11 have the Assessment section and only 5 have the Plan section. Finally, the BioSentVec-based model shows higher performance than the BioBERT-based model which means that it is advantageous for generalization.

We found that these performance decrement in the ‘Out’ section could be accounted for the discrepancies of the header formats of the weakly labeled data and the VA dataset. For example, the headers of the out section in the UMass dataset usually contains ‘Electronically signed by’, ‘Attending’. Otherwise, the headers of the out section in the VA dataset ‘D (Date)’, ‘T (Time)’ which are differently presented from the that of the UMass dataset.

MIMIC Both BioSent2Vec-based and BioBERT-based models show the lowest performance in MIMIC test set. Herein, BioBERT-based model has significantly lower performance of 13.52 compared to the that of BioSentVec-based model’s 17.95. Especially, both models could not identify ‘out’ sections at all and the performance dramatically decreased in the objective section. From the results, we found that not only the objective section header format is different from the weakly-labeled data, but also the weakly-trained model failed to properly detect it because there are many laboratory tests due to the characteristics of ICU notes. In the same way, the header format of ‘out’ sections were also divergent from the that of the weakly-labeled dataset including ‘Communication’, ‘Code status’, and ‘Disposition’.

Experimental Results on Transfer Learning

To verify that the transfer learning framework is advantageous for the models’ inter-hospital adaptation, we trained SOAP classification models on the MIMIC train data with the following two environments. The first setting is ‘Fine-tune’ where the parameters of the SOAP classifier of a model were randomly initialized and fine-tuned with the trained set of MIMIC dataset. The other one is ‘Transfer’ where the parameters of the SOAP classifier of a model were initialized with the pre-trained parameters of the UMass\textsubscript{Weak} model. Moreover, we trained models with the different sizes of data randomly sampled from the MIMIC training data. Finally, to minimize the effect of random sampling on data, we trained the models by three times on different random seeds for each environment and data size, and calculated the mean and variance.

Table demonstrates the experimental results on the transfer learning framework. We can see that the models trained in the transfer environment always have higher performance compared to those of the finetune environment achieving significantly higher performance ($p < 0.05$) in eight out of ten settings. Especially, we could get the higher the performance improvement as the smaller the training data size. The BioSentVec-based model trained with 50 notes got the highest performance enhancement of 28.89. The results supporting our assumption that a weakly trained model can help to reach higher SOAP classification performance with less training data via the transfer learning framework.

| Evaluation Set     | LM          | S       | O       | A       | P       | Out      | Macro Avg. |
|--------------------|-------------|---------|---------|---------|---------|----------|------------|
| UMass\textsubscript{Outpatient} | BioSentVec   | 86.15   | 96.92   | 80.30   | 88.68   | 90.01    | 88.41      |
| VA\textsubscript{Outpatient}    |             | 53.18   | 77.47   | 68.85   | 81.82   | 34.52    | 63.17      |
| VA\textsubscript{UC}   |             | 48.85   | 77.23   | 52.46   | 31.58   | 1.12     | 42.25      |
| MIMIC               |             | 53.11   | 0.00    | 18.71   | 0.00    | 0.00     | 17.95      |
| UMass\textsubscript{Outpatient} | BioBERT     | 89.66   | 92.91   | 84.30   | 88.89   | 94.19    | 89.99      |
| VA\textsubscript{Outpatient}    |             | 63.27   | 84.42   | 62.50   | 61.9    | 38.71    | 62.16      |
| VA\textsubscript{UC}   |             | 30.15   | 77.73   | 70.59   | 16.22   | 1.72     | 39.28      |
| MIMIC               |             | 45.94   | 5.84    | 2.33    | 0.00    | 0.00     | 13.52      |

Table 1: Experimental results on the zero-shot evaluation sets (UMass\textsubscript{Weak}, UMass\textsubscript{Outpatient}, VA\textsubscript{Outpatient}, VA\textsubscript{UC}, and MIMIC). Herein, ‘S’, ‘O’, ‘A’, ‘P’ and ‘Out’ means ‘Subjective’, ‘Objective’, ‘Assessment’, ‘Plan’, and ‘Out-of-SOAP’, respectively. Note that, since the assessment and plan sections are not separated but annotated as ‘Assessment and Plan’ in MIMIC, the performance of ‘A’ and ‘P’ sections are merged. Macro Avg. indicates the average F1 score of the classes.
| Model   | Train Size | Finetune | Transfer | ∆   | P-value |
|---------|------------|----------|----------|-----|---------|
|         | Avg. Std.  | Avg. Std.|          |     |         |
| BioSentVec | 50         | 56.16 1.53 | 85.05 3.62 | 28.89 | 0.005   |
|         | 100        | 66.35 6.46  | 89.23 1.86 | 22.88 | 0.018   |
|         | 200        | 84.80 2.90  | 90.45 0.27  | 5.65  | 0.044   |
|         | 400        | 87.70 2.07  | 91.72 0.88  | 4.02  | 0.015   |
|         | Full       | 92.05 1.15  | 93.12 0.59  | 1.07  | 0.099   |
| BioBERT | 50         | 66.37 3.16  | 90.54 0.85  | 24.18 | 0.003   |
|         | 100        | 71.52 1.39  | 91.56 0.63  | 20.04 | 0.002   |
|         | 200        | 85.71 4.36  | 92.88 0.25  | 7.17  | 0.048   |
|         | 400        | 89.79 2.87  | 93.39 0.44  | 3.60  | 0.082   |
|         | Full       | 92.98 0.05  | 93.81 0.28  | 0.83  | 0.018   |

Table 2: Experimental results on the transfer-learning framework trained on different sizes of MIMIC training dataset. Herein, ‘Train Size’ means the number notes randomly sampled from MIMIC training dataset. We trained the models with three different random seeds reporting the average (Avg.) of Macro F1s, the standard deviation (Std.). Furthermore, ‘Finetune’ is when the parameters in SOAP classifiers are randomly initialized. Meanwhile, ‘Transfer’ is when the parameters in SOAP classifiers are initialized with parameters pretrained on UMassWeak train data. Finally, ‘∆’ means the difference between the average values on the finetune and transfer settings finetune and transfer settings. ‘P-value’ is the statistical significance of the difference.

Moreover, in nine of the ten settings, the standard deviations were smaller in the transfer environment. It indicates that the models tend to be trained more stably in a transfer environment.

**Discussion**

**How Does the Size of Weakly Labeled Train Data Impacts on Evaluation Sets?**

Although the weakly labeling on EHR notes is beneficial to SOAP classifiers without additional annotations, it is still questionable whether a large amount of EHR notes is required. Thus, we conducted additional experiments on the impact of the size of the weakly labeled notes. To be specific, SOAP classifiers were trained with the difference sizes (100, 500, 1,000, 5,000, 10,000 and 15,903) of randomly sampled weakly labeled training set, then the performance of the classifiers were assessed on the evaluation sets. Herein, we calculated the Spearman’s rank correlation coefficient ($\rho_{\text{Spearman}}$) to analyze the correlation between the size of data and the performance.

Table 3 demonstrates the experimental results of the impact on the size of the weakly labeled notes. The results shows that as the size of the training set increases, the performance tends to improve without MIMIC. In UMassWeak, the performances were monotonically increased as the size of training set indicating that the models could accurately recognize the weakly labeling algorithm’s pattern with larger training samples. Meanwhile, the performance in UMassOutpatient enhanced more than 40% in both of BioSentVec and BioBERT based models showing very strongly monotonic increasing (both $\rho > 0.70$). Moreover, the performance increased more than twice in both VA evaluation sets presenting very strongly ($\rho > 0.70$) positive correlationship. However, in MIMIC, the performances have negligibly (0.00 > $\rho > -0.20$) or moderate ($-0.30 > \rho > -0.40$) negative correlation coefficient. As a result, a larger size of weakly labeling training data leads performance increment in target (UMassOutpatient) or relevant (VAOutpatient and VAAU/C) domain. Otherwise, the size of a weakly labeled train set does not benefit to the performance. Additional analyses on the lexical and header overlaps can be found in the supplementary materials.

**Execution Time Comparison**

We gauge the running time of the entire 18,867 weakly labeled dataset. Table 4 demonstrates the results of the execution time comparison of the BioSentVec and the BioBERT based models. Note that data preprocessing has the same execution time for both models since it is a common process between the models. Similarly, in SOAP
Table 3: Macro F1s of weakly trained models on different sizes of randomly sampled UMassWeak train data.

| Train Size | UMassWeak | UMassOutpatient | VAOutpatient | VAMIMIC |
|------------|-----------|----------------|--------------|---------|
| BioSentVec | 100       | 30.23          | 33.82        | 20.16   | 18.00 | 17.56 |
|            | 500       | 91.00          | 80.40        | 49.05   | 31.14 | 18.53 |
|            | 1,000     | 94.57          | 82.50        | 53.77   | 30.98 | 19.70 |
|            | 5,000     | 97.67          | 87.38        | 58.06   | 37.67 | 18.69 |
|            | 10,000    | 97.91          | 88.02        | 57.23   | 36.36 | 14.83 |
|            | 15,903    | 98.15          | 88.41        | 63.17   | 42.25 | 17.95 |

Spearman’s $\rho$ | 0.94 | 1.00 | 0.94 | 0.89 | -0.14 |

Table 4: Experimental results on the execution time comparison.

| | Model | Execution Time |
|---|-------|----------------|
| Data Preprocessing | - | 1h 4m 29s |
| Context Vectorizer | BioSentVec | 1m 36s |
| | BioBERT | 20m 37s |
| SOAP Classifier | BioSentVec | 2m 48s |
| | BioBERT | 2m 50s |

Figure 3: An example of an error case when the order of SOAP structure is not typical. The green-colored line indicates the Assessment section. Yellow-colored lines are the Subjective section. The blue-colored lines denote the Objective Section.

classifier, paragraph vectors of the same length are input in both models, and the only difference is the input vector dimension, so the difference in execution time is trivial. Otherwise, the experimental results show that BioSentVec is overwhelmingly faster because of the discrepancies in the models’ complexity. Thus, since the performance of the BioBERT-based model is higher, we should consider the tradeoff between the running time and the performance when we choose an appropriate model for downstream tasks.
Error Analysis

One representative error type is observed when the order of the SOAP section is not the typical Subjective-Objective-Assessment-Plan order. Figure 3 is an example de-identified EHR note in UMass Outpatient. Herein, the green-colored Assessment section is placed before the Subjective. In this case, the BioBERT-based model predicts the Assessment section as Subjective showing that our model not only uses text information but also depends on the typical order of the SOAP structure. Indeed, when the paragraph is located after the objective sections, the model appropriately classifies the paragraph as the Assessment.

Limitation

Through the experimental results, we can notice that the weakly trained models successfully predicted the SOAP structures in the target domain, while the models failed in inter-hospital adaptation. This is due to the SOAP template used differently in each hospital and department, and in particular, the weakly trained models suffered from unseen headers. Indeed, header features are known as major features in SOAP classification. We also verified the importance of header features through the experiments included in the supplementary material.

6 Conclusion and Future Work

This paper introduces weakly supervision approach. Moreover, we suggest to employ the transfer framework that utilize the pretrained parameters of the weakly trained models for the data efficient the SOAP classification training. We evaluated the SOAP classifier on various hand-labeled dataset. Experimental results show that our model can properly perform the SOAP classification in EHR notes gathered from the target hospital. In addition, although the performances on the EHR notes extracted from other hospitals and departments were decreased, we found that the transfer learning framework led better results with a small size of expert-annotated dataset.

In the future, we plan to explore advanced methodologies to achieve better results on the zero-shot setting. Especially, prompt-based approaches that concatenate additional text that can represent the target task into an original input text. In addition, automatic local analysis approaches (e.g. semi-supervision, pseudo relevance feedback ...) can be employed to increase the variance of the predefined SOAP header set.
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