Probe Selection with Fault Tolerance
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Abstract. Microarray techniques play an important role for testing some reactions of diseases which are caused by viruses. Probes in microarray are one kind of the most important materials. Usually, scientists use a unique probe for marking a special target sequence. Thus, for identifying $n$ different viruses, we need $n$ different probes. Recently, some researchers study non-unique probes to identify viruses by using less number of probes. In this case, a virus can be identified by a combination of some probes. In this paper, we study the problem of finding a set of probes that can identify all the given targets. We consider the $k$-fault tolerance selection of probes. That is, if any $k$ probes fail, then we still can identify each target. We propose a practical algorithm for this $k$-fault tolerance probe selection problem. Some experiments are studied on SARS, H5N1, and so on.

1 Introduction

Research for the human nosography and immunology is important today [1]. SARS, AIV, cervical cancer, acquired immunodeficiency syndrome (AIDS), and so on, are all infected from viruses. Many researchers use microarray for clinical experiments [4,8]. A microarray usually uses parallel analysis for an expression of thousands of genes. Because it can be formed by different types (e.g., oligonucleotide and cDNA), the applications of microarray are very wide [5].

Recent works or softwares try to find unique probes for the target sequences [2,11,12]. That is, each probe can only hybridize with one target sequence. In this case, for $n$ different targets, we need $n$ different probes to identify these targets. If we allow one probe fault, then for the premise of unique sequences, each target will need two unique sequences as probes. It is not hard to see that the number of probes will be doubled. It is very impractical. Thus, some researchers focus on non-unique probes [9,10]. Since each of non-unique probes can hybridize with more than one target, fewer probes are needed. In this case, a target is identified by a combination of selected probes.

Klau et al. proposed an integer linear programming algorithm to find a minimum set of non-unique probes which can identify all the input targets [6,7].
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In this paper, we propose a simple greedy algorithm to find a minimal set of non-unique probes for recognizing the input targets.

2 Preliminaries

A probe is a single-strand DNA or RNA molecule with a specific sequence labeled either radioactively or immunologically. It is used to detect the complementary sequence by hybridization for identifying unknown species or gene functions.

When designing probes, we need to get a single-strand DNA or RNA sequence. Then we use primers to help us produce the complement subsequences of the ss-DNA (RNA). Each of them is between 25 and 80 bp. To obtain probes, we need to consider the temperature, GC contents rate, DNA secondary structure, and cross-hybridization. Most known probes are stored in NCBI GeneBank. There are several softwares can help us to find probes, such as MAPS [2], GoArray [11], OligoArray [12], and so on.

Figure 1 shows an example. For unique probes, each target needs one unique probe to identify itself. In the non-unique probes, we use less probes to identify all the targets.

Table 1 shows a relation table according to Figure 1. In this table, if target $T_i$ can hybridize to probe $P_j$, then the $(i, j)$ entry is 1. According to this table, it is clear that we need four probes to identify all the targets by using unique probes. But for non-unique probes, two probes, namely, $P_1$ and $P_3$, are sufficient. That is an advantage of using non-unique probes. Furthermore, in large transcript families, such as alternative splice variants of a gene, or in a large family of closely homologous genes, it is often impossible to find a unique probe of 25 bp as a signature for a specific variant [10]. So we consider about non-unique probes.

A microarray is an array containing thousands of probes. These probes are printed on a solid surface. Sometimes it is a glass or nylon membrane.

The sensitive of a microarray will be influenced by the reaction of target’s concentration, temperature, and reaction time. Moreover, we also need to compute
the diffusion coefficient, adhesive force coefficient, the uniform level of reaction targets, and so on. Some researches show that a long oligonucleotide is more sensitive than short one \([3]\). However, the design problem is very complicated. Chung et al. try to use a hierarchical method to design probes \([3]\). For exon chip, the length of the probes on the chip can be different. But for GeneChip, its length has the limitation of 25 bp.

Sometimes probes will fail because of the pollution during producing a microarray. So we need to add extra probes in order to make sure if some probe fails, then there still has another probe can take care of it. Table 2 shows the case that if any probe fails, then the probe set still can identify the four targets.

**Table 2.** Probe sets with 1-fault tolerance for Figure 1 (A) and (B) respectively

\[
\begin{array}{cccccccc}
T_1 & P_1 & P_2 & P_3 & P_4 & P_5 & P_6 & P_7 & P_8 \\
T_1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
T_2 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
T_3 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
T_4 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
\end{array}
\]

(A)

\[
\begin{array}{cccc}
T_1 & P_1 & P_2 & P_3 & P_4 \\
T_1 & 1 & 1 & 0 & 0 \\
T_2 & 1 & 0 & 1 & 0 \\
T_3 & 0 & 1 & 1 & 0 \\
T_4 & 0 & 1 & 0 & 1 \\
\end{array}
\]

(B)

3 Methods

In this section, we will introduce our greedy algorithm for finding a set of non-unique probes with \(k\)-fault tolerance.

3.1 Data Preprocessing

In our method, we use the software Promide proposed by Rahmann to find all the possible probes \([9]\). The input file is in FASTA format. After finding the

**Table 3.** An example of target-probe relation table

\[
\begin{array}{cccccccc}
P_1 & P_2 & P_3 & P_4 & P_5 & P_6 \\
T_1 & 1 & 0 & 0 & 1 & 1 & 0 \\
T_2 & 0 & 1 & 0 & 0 & 1 & 1 \\
T_3 & 1 & 1 & 1 & 1 & 1 & 1 \\
T_4 & 0 & 1 & 1 & 1 & 0 & 0 \\
\end{array}
\]
probes, we construct a relation table between probes and targets. Table 3 shows an example. For each target, if a probe can bind the target, we then assign the value 1 in the corresponding entry. Thus, we know which probe can affect which target. For distinguishing the targets, we translate the relation table into the distinguishable table (see Table 4). In the case that different probes have the same distinguishable ability, we only keep one. In Table 4, T1 can hybridize to probe P1, but T2 cannot. That is, P1 can distinguish T1 and T2. Thus, we record the value 1 in the (P1-(T1,T2)) entry.

3.2 Relation Graph

Take Table 4 as an example. In order to illustrate the relationship between probes and target pairs, we use the distinguishable table to draw a relation graph (see Figure 2). In this graph, each edge denotes that the probe can differentiate the two targets in the target pair. By using non-unique probes, each target pair has more than two incident edges. That is, if we remove any one node from the probe set, any node in the target pairs still has at least one incident edge. It means that each target pair still can be distinguished by one probe. Based on this fact, it is not hard to see that a probe set is k-fault tolerance if every target pair in the graph has at least \( k+1 \) edges. Figure 3 shows an example of 1-fault tolerance. In this graph, every target pair has at least two edges and any failure probe will not affect the distinguishable ability.

Table 4. A distinguishable table obtained from Table 3

| Target pairs (T1,T2) | (T1,T3) | (T1,T4) | (T2,T3) | (T2,T4) | (T3,T4) |
|----------------------|---------|---------|---------|---------|---------|
| P1                   | 1       | 0       | 1       | 1       | 0       |
| P2                   | 1       | 1       | 0       | 0       | 0       |
| P3                   | 0       | 0       | 1       | 1       | 0       |
| P4                   | 0       | 0       | 0       | 1       | 1       |
| P5                   | 0       | 0       | 0       | 1       | 1       |
| P6                   | 1       | 1       | 0       | 0       | 1       |

Fig. 2. The relation graph of Table 4
Table 5. The main variables used in our algorithm

| **Input variables** | **Output variables** |
|---------------------|----------------------|
| *relationArray*     | *identifyArray*      |
| It is a $n \times m$ matrix, where $n$ is the number of possible probes and $m$ is the number of target pairs. | It is an array of size $n$. Each entry stores the number of probes that can be used to identify the target pair. |
| *ftValue*           | *ftArray*            |
| The number of fault tolerance. | It is an array of size $m$. Initially, every entry is 0. If every entry is at least $k + 1$, then the found probe set is $k$-fault tolerance. |
| *coverArray*        |                      |
| It is an array of size $n$. Each entry stores the number of target pairs that can be distinguished by the corresponding probe. | |
| *ProbeSet*          |                      |
| A probe set outputted by our algorithm. | |

3.3 Probe Selection Algorithm

After constructing the relation graph, we start to find a probe set. We give some definition first for the variables which are used in our algorithm in Table 5.

Our algorithm is shown in Algorithm 1. It can be divided into three parts. The first part is from step 7 to step 10. This part helps us to find the smallest number in the *identifyArray*. By our experience, if the target pair that can be distinguished by few probes, then considering it first will obtain a good solution.

After finding a candidate target pair in the first part, we then go to the second part from step 13 to step 16. In this part, we find the largest number in the *coverArray*. That is, we select the probe that can distinguish the maximum number of target pairs.

The final part of our algorithm is to update all the related information after we select a probe. If the requirement of the fault tolerance does not fulfill, we then repeat the process again until we fulfill the requirement.
Algorithm 1. ProbeSelect(\textit{relationArray}, \textit{n}, \textit{m}, \textit{ftValue})

1: \textit{ftArray}[i] = 0 for all \( i \in \{1, \ldots, m\} \)
2: \textit{ProbeSet} = \emptyset
3: \textit{loop} = .T.
4: \textbf{while} \textit{loop} \textbf{do}
5: \hspace{1em} \textit{temp} = \infty
6: \hspace{1em} \textit{targetPair} = 0
7: \hspace{1em} \textbf{for} \( i = 1 \) to \( m \) \textbf{do}
8: \hspace{1.2em} \textbf{if} \ \textit{ftArray}[i] < \textit{ftValue} \text{ and } \textit{identifyArray}[i] < \textit{temp} \textbf{then}
9: \hspace{1.2em} \hspace{1em} \textit{targetPair} = i
10: \hspace{1.2em} \hspace{1em} \textit{temp} = \textit{identifyArray}[i]
11: \hspace{1em} \hspace{1em} \textit{temp} = 0
12: \hspace{1em} \textit{probe} = 0
13: \hspace{1em} \textbf{for} \( i = 1 \) to \( n \) \textbf{do}
14: \hspace{1.2em} \textbf{if} \ \textit{relationArray}[i][\textit{targetPair}] = 1 \text{ and } \textit{temp} < \textit{coverArray}[i] \textbf{then}
15: \hspace{1.2em} \hspace{1em} \textit{probe} = i
16: \hspace{1.2em} \hspace{1em} \textit{temp} = \textit{coverArray}[i]
17: \hspace{1em} \hspace{1em} \textit{ProbeSet} = \textit{ProbeSet} \cup \{\textit{probe}\}
18: \hspace{1em} \textit{loop} = .F.
19: \hspace{1em} \textbf{for} \( i = 1 \) to \( m \) \textbf{do}
20: \hspace{1.2em} \textbf{if} \ \textit{relationArray}[\textit{probe}][i] = 1 \textbf{then}
21: \hspace{1.2em} \hspace{1em} \textit{identifyArray}[i] = \textit{identifyArray}[i] - 1
22: \hspace{1.2em} \hspace{1em} \textit{ftArray}[i] = \textit{ftArray}[i] + 1
23: \hspace{1.2em} \hspace{1em} \textbf{if} \ \textit{ftArray}[i] < \textit{ftValue} \textbf{then}
24: \hspace{1.2em} \hspace{1em} \hspace{1em} \textit{loop} = .T.
25: \textbf{return} \textit{ProbeSet}

The algorithm first finds the minimum number of \textit{identifyArray} (\textit{e.g.}, \textit{identifyArray}[1]). Then it finds the maximum number in \textit{coverArray} for target pair 1. Since probe 1 and probe 6 have the same value, we choose probe 1. After choosing probe 1, we update the remaining information. The selected probes are shown in Table 6, \textit{i.e.}, \{\textit{P}_1, \textit{P}_3, \textit{P}_6\}. It is not hard to check that any failure of selected probes does not loss the distinguishing ability for the input targets.

Table 6. The final result of our algorithm

| (T_1, T_2) | (T_1, T_3) | (T_1, T_4) | (T_2, T_3) | (T_2, T_4) | (T_3, T_4) |
|------------|------------|------------|------------|------------|------------|
| P_1        | P_6        | P_1        | P_1        | P_6        | P_1        |
| P_6        | P_3        | P_3        | P_3        | P_3        | P_6        |

4 Results

In this section, we show the result by using our algorithm to find a set of non-unique probes for some viruses (\textit{e.g.}, SARS, HIV, avian’s influenza A virus, and so on) with the ability of \textit{k}-fault tolerance. Our virus data were downloaded from
Table 7. An experimental result of our algorithm

| Dataset | No. of targets | No. of probes selected | 0-FT | 1-FT | 2-FT | 4-FT |
|---------|---------------|------------------------|------|------|------|------|
| SARS    | 121           | 1041                   | 75   | 140  | 207  | 336  |
| H5N1    | 136           | 1156                   | 79   | 142  | 222  | 387  |
| AIV     | 484           | 4356                   | 216  | 252  | 730  | 1203 |
| Retroviruses | 54   | 10169                  | 53   | 105  | 157  | 262  |

NCBI Database (http://www.ncbi.nlm.nih.gov/genomes/FLU/FLU.html). The avian’s influenza A virus was downloaded from the Influenza Virus Project website which is maintained by NCBI. All the data are stored in FASTA format.

In the experiment of AIV’s data, we mix all the H5N1’s PB2 sequences and other PB2 sequences of different subtypes of avian’s influenza A virus. Table 7 shows the result. The number $k$ in $k$-FT ($k$ from 0 to 4) is the fault tolerant number.

In our experiment, if the data are highly conservative such as SARS, then it is easy for Promide to find many possible non-unique probes. On the other hand, if the data are not highly conservative, Promide will find a lot of unique probes. In this case, our algorithm obtains a lot of probes like Retroviruses.

5 Discussion

The production of microarrays is costly. An important factor is the number of probes used in the microarray. Besides, the precision of tests for microarrays is another factor. These motivate this research. By the experimental result, our method shows that we can reduce the number of probes used for identifying several groups of viruses. Further, our method can be easily extended to $k$-fault tolerance, i.e., if there are $k$ failure probes, the remaining probes can still be used to recognize the input viruses.

In fact, our probe selection algorithm is an approximation algorithm. If the input size is not too large, we may use a branch-and-bound algorithm to find an optimal solution. Second, for the tool Promide, it is unable in dealing with an oversize sequences. Thus, it is necessary to find or design a new tool for large scale input size. Finally, while the cost of building microarrays is down, fault tolerance becomes an important issue. Our method obtains only an approximated result. Designing new algorithms considering fault tolerance will be a new direction.
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