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Abstract—We consider the mean-field game price formation model introduced by Gomes and Saúde. In this MFG model, agents trade a commodity whose supply can be deterministic or stochastic. Agents maximize profit, taking into account current and future prices. The balance between supply and demand determines the price. We introduce a potential function that converts the MFG into a convex variational problem. This variational formulation is particularly suitable for machine learning approaches. Here, we use a recurrent neural network to solve this problem. In the last section of the paper, we compare our results with known analytical solutions.

I. INTRODUCTION

Mean-field games (MFG) were introduced in [23], [22] as models for systems with a large number of competitive rational agents. In these games, agents take decisions according to preferences given by a utility function. Individually, agents have a negligible effect on the entire system but are affected by aggregate effects. These games arise to model power networks, free markets, social media, or pedestrians flows.

Here, we study the electricity market price formation model from [21]. Note, however, that the same model describes price formation for any commodity that can be traded, stored, and whose price is determined by market clearing conditions. In this model, agents have storage devices and may charge them (buy) or supply (sell) the grid with electricity. Agents maximize profit by trading electricity at a price \(\varpi(t)\). The balance between supply, \(Q(t)\), and aggregate demand determines the price, \(\varpi(t)\). We consider both deterministic and stochastic supply.

A. Deterministic supply

The deterministic supply, discussed in Section III-A, is outlined in the next problem.

**Problem 1:** Let \(\Theta = [0, T] \times \mathbb{R}\). Suppose that \(m_0 \in \mathcal{P}(\mathbb{R})\), where \(\mathcal{P}(\mathbb{R})\) is the set of probability measures on \(\mathbb{R}\), \(H \in C^2(\mathbb{R}^2)\) is uniformly convex, and \(u_T : \mathbb{R} \to \mathbb{R}\), the terminal cost, is Lipschitz continuous. Find \(u, m : \Theta \to \mathbb{R}\) and \(\varpi : [0, T] \to \mathbb{R}\) satisfying

\[
\begin{align*}
- u_x + H(x, \varpi + u_x) &= 0, \\
 m_t - (H_p(x, \varpi + u_x)m)_x &= 0, \\
 - \int_\mathbb{R} H_p(x, \varpi + u_x)m \, dx &= Q(t),
\end{align*}
\]

where \(m \geq 0\), and the initial-terminal conditions

\[
m(0, x) = m_0(x), \quad u(T, x) = u_T(x).
\]

Existence and uniqueness of solutions was addressed in [21]. [9] examined the connection between Aubry-Mather theory and Problem 1.

In [10], following the ideas in [11], we introduce a potential function \(\varphi : \Theta \to \mathbb{R}\) representing, for each \(t\), the cumulative distribution of \(m(t, \cdot)\). Further, \(\varphi_x = m\) and \(-\varphi_t\) is the agents’ current or flow. There, we formulate a variational problem and show that (1) is the corresponding Euler-Lagrange equation, see Section III-A. To detail this problem, we let \(L\) be the Legendre transform of \(H\),

\[
L(x, v) = \sup_{p \in \mathbb{R}} [-pv - H(x, p)].
\]

We assume that \(L\) and \(H\) are uniformly convex in the second variable and that, for some \(c, q > 0\), \(L(x, v) \geq c|v|^q\). Further, let \(F : \mathbb{R}^2 \times \mathbb{R}^+ \to \mathbb{R}^+\) be the perspective function of \(L\)

\[
F(x, j, m) = \begin{cases} 
L \left( x, \frac{j}{m} \right) m, & m > 0 \\
+\infty, & j \neq 0, m = 0 \\
0, & j = 0, m = 0.
\end{cases}
\]

The constrained variational problem corresponding to Problem 1 is as follows.

**Problem 2:** Consider the setting of Problem 1. Find \(\varphi : \Theta \to \mathbb{R}\) minimizing

\[
\int_\Theta F(x, -\varphi_t, \varphi_x) - u_T(x)\varphi_t \, dx dt,
\]

over all functions \(s.t. \varphi(0, x) = \int_0^{\infty} m_0(y) dy\), and, for all \(t \in [0, T]\), \(\varphi_x(t, \cdot) \in \mathcal{P}(\mathbb{R})\) and

\[
\int_\mathbb{R} \varphi(t, x) - \varphi(0, x) \, dx = -\int_0^t Q(s) \, ds.
\]

The functional to be minimized in the prior problem represents an average social cost; the constraint reflects the balance condition. In [10], we analyzed Problem 2. There, we obtained the correspondence between Problems 1 and 2 and proved the existence of the price, \(\varpi\), as a Lagrange multiplier.

B. Stochastic supply

The stochastic supply case was studied in [20] for the continuum, and in [19] for \(N\) players; the authors obtained a price as a Lagrange multiplier for the balance constraint. In the stochastic case, discussed in Section II-B, the corresponding problem is as follows.

**Problem 3:** Consider the setting of Problem 1. Let \((\Omega, \mathcal{F}, P)\) be a probability space that supports a standard Brownian motion \(W\). Let \(\mathcal{F}_t\) be the filtration generated by
$W_t$ and let $Q$ be a progressively measurable process (PMP) with respect to $F_t$. Find $m: \Theta \rightarrow \mathbb{R}$ and $u, Z$ and $\varpi$, PMP with respect to $F_t$, satisfying $m \geq 0$, (2), and

\begin{align*}
-\frac{du}{dt} + H(x, \varpi + u_x)dt &= Z(x, t)dW_t \\
i_x - \left(H_p(x, \varpi + u_x)m\right) &= 0 \\
\int_{\mathbb{R}} H_p(x, \varpi + u_x)md\varpi &= Q(t).
\end{align*}

Next, in Section III-C, we introduce a progressively measurable potential, $\varphi$, and derive the following stochastic variational problem associated with Problem 3.

**Problem 4:** Consider the setting of Problem 3. Find a progressively measurable function $\varphi: \Theta \times \Omega \rightarrow \mathbb{R}$ minimizing

$$E \int_{\Theta} F(x, -\varphi, \varphi_x) - \varpi(\varphi_t + Q \varphi_x) - u_T \varphi_t \, dxdt$$

over the set of PMP $\varphi$ such that $\varphi(0, x) = \int_{-\infty}^{x} m_0(y)dy$, and for all $t \in [0, T]$ satisfy $\varphi(t, \cdot) \in \mathcal{P}(\mathbb{R})$ and

$$\int_{\mathbb{R}} \varphi(t, x) - \varphi(0, x)dx = -\int_{0}^{t} Q(s)ds.$$

In Section IV, we parametrize the potential by a recurrent neural network (RNN) and use the variational problem as the residual. RNN preserve progressive measurability and give a compact way to represent the potential. This is particularly relevant in the random case where the problem is infinite-dimensional. In Section V, we illustrate our approach for the linear-quadratic setting and take as benchmarks the explicit formulas provided in [21] and [20].

**C. Prior work**

In [6] and [7], MFG models were used to describe intraday electricity markets. There, the price is a function of the demand rather than being determined by market clearance. In [15], the authors considered a Stackelberg game of an intraday market, where a major agent faces many small agents. A similar problem with a major player was studied in [18]. Using stochastic control theory, in [16], the authors studied renewable energy markets in the $N$-agent and MFG settings. A deterministic $N$-agent price model was considered in [8] and in [19]. Also, a $N$-agent price model was examined in [4]. There, the price is determined by the equilibrium of the system; the agents choose optimal controls (production and trading rates) to meet a demand with noise. In [12], [24], Stackelberg games modeled price formation under revenue optimization. To study price dynamics in the electricity market in [14], the authors considered a Cournot model and showed that their model is a MFG problem with common noise and a jump-diffusion. The paper [5] modeled the transition to renewable energies by an optimal switching MFG. The works [25] and [17] used market-clearing conditions to study Solar Energy Certificate Markets and flows in exchange markets, respectively.

Because there are only a few MFG models with explicit solutions, numerical analysis of MFGs plays a crucial role, see the survey [3] and the earlier works in [1] and [2]. However, prior methods cannot be used directly for our model because the price, $\varpi$, must satisfy an integral constraint.

In [10], we introduced a numerical scheme for Problem 1, which solves a convex minimization problem. In the case of common noise, this matter is more delicate because the state space becomes infinite-dimensional. A state-space reduction strategy was developed in [20] and the $N$ player case was studied in [19], but none of the prior references addressed this problem in full generality.

**D. Main contributions**

This paper contains the following contributions. We present a novel formulation of the price problem with a random supply as a stochastic MFG system (Problem 3), extending prior works limited to the linear-quadratic and $N$-player cases. We developed a potential approach for the random supply problem by introducing a stochastic variational problem (Problem 4). Finally, we used RNN to solve both the deterministic and stochastic price problems (Problems 2 and 4). Because the stochastic case is infinite-dimensional, the use of RNN seems to beat the curse of dimensionality.

**II. CONTROL PROBLEM ASSOCIATED WITH THE PRICE MODEL**

Now, we describe the price formation model.

**A. Deterministic price problem derivation**

Consider a deterministic supply $Q$. Given the price $\varpi$, each agent chooses a control $v: [t, T] \rightarrow \mathbb{R}$ that minimizes

$$u(x, t) = \inf_{v} \int_{t}^{T} L(x, v) + \varpi v \, ds + u_T(x(T)).$$

$L$ represents a running cost and $u_T$ a terminal cost for the agent. By the HJ verification theorem, if $u$ solves the first equation in (1), $u$ is the value function and $v^\ast = -H_p(x, \varpi + u_x)$ is an optimal control. Because agents are rational, they use this optimal strategy; hence, $x = v^\ast(t)$. Thus, the density $m$ solves the transport equation, the second equation in (1). While we assumed the price to be known, this MFG is a fixed point: the price must be consistent with the last identity in (1) that requires aggregated total demand (left-hand side) to match supply (right-hand side).

**B. Stochastic price problem derivation**

Consider the setting of Problem 3. Assume that $Q$ and $\varpi$ are PMP with respect to $\mathcal{F}$. Let $E[Z] = E[Z|\mathcal{F}_t]$, for any random variable $Z$. Each agent chooses a PMP $v$ to minimize

$$u(x, t) = \inf_{v} E_t \int_{t}^{T} L(x, v) + \varpi v \, ds + u_T(x(T)),$$

where $\dot{x} = v$ and $x(t) = x$.

**Theorem 1:** Let $u$ and $Z$ be PMP solving the stochastic HJ equation, the first equation in (3). Then, $u$ is the value function and $v = -H_p(x, \varpi + u_x)$ is an optimal control.

**Remark 1:** Note that the unknowns in the HJ equation are both $u$ and $Z$; the additional unknown $Z$ ensures progressive measurability.
Proof: For any PMP \( v \) we have
\[
E_t \int_t^T L(x, v) + \omega v \, ds + u_T(x(T))
\]
\[
= u(x, t) + E_t \int_t^T (L(x, v) + \omega v \, ds + du(x, s))
\]
\[
\geq u(x, t),
\]
by the first equation in (3) and the definition of \( L \). Because equality holds when \( v = -H_p(x, \omega + u_x) \), the claim follows.

Because agents are rational, each agent evolves according to \( \dot{x} = -H_p(x, \omega + u_x) \). This is an agent with a random vector field. Accordingly, \( m \) solves the (random) transport equation, the second equation in (3). Finally, we require the balance condition in (3) to hold.

III. POTENTIAL APPROACH

Here, we describe the potential approach for our models. This approach was introduced in [11], where one-dimensional first- and second-order MFG planning problems were examined.

A. Deterministic price

We begin our analysis by addressing the transport equation in (1). Let \((u, m, \omega)\) solve (1) with \( m > 0 \). The transport equation can be written as
\[
\text{div}_{(x,v)} (m, -H_p(x, \omega + u_x)m) = 0.
\]
Hence, by Poincaré lemma (see [13], Theorem 1.22), there exists \( \varphi : \Theta \rightarrow \mathbb{R} \) such that
\[
m = \varphi_x, \quad H_p(x, \omega + u_x)m = \varphi_t.
\]
Differentiating the Hamilton-Jacobi equation in (1) with respect to \( x \) and using (5), we rewrite the problem (1)-(2) in terms of \( \varphi \)
\[
\left\{ \begin{aligned}
&H \left( x, -D_vL \left( x, -\frac{\omega}{\varphi_x} \right) \right) x \\
&+ D_vL \left( x, -\frac{\omega}{\varphi_x} \right) + \omega \right) \right)_t = 0,
\end{aligned} \right.
\]
\[
- \int_\mathbb{R} \varphi_t + Q\varphi_x \, dx = 0,
\]
with \( \varphi(0, \cdot) = m(0, \cdot) \) and
\[
- D_vL \left( x, -\frac{\varphi_t(T, x)}{\varphi_x(T, x)} \right) - \omega(T) = u_T(x).
\]

Simple computations show that (6) and (7) are the Euler-Lagrange equations for the functional
\[
\int_\Theta F(x, -\varphi_t, \varphi_x) - \omega (\varphi_t + Q\varphi_x) - u_T\varphi_t \, dxdt.
\]
\( \omega \) can be seen as a Lagrange multiplier for the constraint \( \int_\mathbb{R} \varphi_t + Q\varphi_x \, dx = 0 \). Thus, we obtain Problem 2. Further, let \( \varphi \in C^2(\Theta) \) solve Problem 2. Then, we recover the solution \((u, m, \omega)\) to Problem 1 as follows. We set \( m = \varphi_x \), and
\[
u(t, x) = u_T(x) - \int_t^T H \left( x, -D_vL \left( x, -\frac{\varphi_t(s, x)}{\varphi_x(s, x)} \right) \right) ds.
\]
\( \omega \) is given by the first equation of (6) and (7).

B. Fundamental lemmas of the calculus of variations in random environments

Before we discuss the random supply case, we need some preliminary definitions. We consider the spaces of functions \( L^2 = L^2(\Theta \times \Omega) \), which consists of all PMP which are square-integrable in \( \Theta \times \Omega \) and \( H^1 = H^1(\Theta \times \Omega) \), which contains all PMP, \( \phi \in L^2 \), such that \( \phi_t, \phi_x \in L^2 \). Note for a process \( \psi \in H^1 \), \( d\psi = \psi_t dt \); that is, its quadratic variation vanishes. We also consider the space \( \tilde{H}(\Theta \times \Omega) \) of processes \( \psi \in L^2 \) such that its stochastic differential \( d\psi = adt + bdW_t \) exists with \( a, b \in L^2 \). Let \( \psi \in \tilde{H} \) and \( \phi \in H^1 \). Then, we have the following identity
\[
E \int_\Theta \psi \phi_t = -E \int_\Theta d(\psi)\phi
\]
if \( \phi(x, T) = \phi(x, 0) = 0 \). Moreover, if \( a, b \in L^2 \) and we have
\[
E \int_\Theta \varphi (adt + bdW_t) = 0,
\]
for all \( \varphi \in L^2 \), then \( a = 0 \).

C. Common noise case

Sufficiently regular critical points of the functional in Problem 4 satisfy the weak form of the Euler-Lagrange equation
\[
\int_\Theta -F_j \phi_t + F_m \phi_x - \omega \phi_t \, dxdt = 0,
\]
for all \( \phi \in H^1 \). Assume that \( F_j, \omega \in \tilde{H} \). By combining the integration by parts formula and the fundamental lemma, we get
\[
- d(-F_j - \omega) - (F_m)_{x} \, dxdt = RdW_t.
\]
Next, we define \( m \) and \( u \) according to (5), and set \( R = Z_x \). Because of (5), we have
\[
\omega + u_x = -D_vL(x, -\frac{\omega}{\varphi_x}) = -F_j(x, -\varphi_t, \varphi_x).
\]
Further, the definition of \( F \), yields
\[
F_m(x, -\varphi_t, \varphi_x) = L(x, -\frac{\omega}{\varphi_x}) + D_vL(x, -\frac{\omega}{\varphi_x}) \frac{\omega}{\varphi_x}
\]
\[
= -H(x, \omega + u_x).
\]
Therefore (10) can be rewritten as
\[
d(u_x) + (H(x, \omega + u_x))_{x} \, dxdt = RdW_t,
\]
which is the (weak) derivative of the stochastic HJ equation in (3).

IV. MACHINE LEARNING FRAMEWORK

To approximate \( \varphi \), we consider a RNN. A hidden state, \( h \), carries information about the path history. Thus, the outputs of this architecture depend on the path history and this guarantees their progressive measurability. Following several numerical experiments, we select a RNN with a hidden layer and three dense layers, all layers with dimension 32. The cell of the RNN that we iterate over the space-time grid is
depicted in Fig. 1 and its iteration is illustrated in Fig. 2; the blue arrows highlight the connection along the temporal component.

\[ \varphi(t^{(k)},x^{(i)}) = z^{[3]} \]

\[
\begin{align*}
\varphi(t^{(k)},x^{(i)}) & = z^{[3]} \\
\varphi(t^{(k)},x^{(i)}) & = \varsigma W^{[3]}(x^{[2]}_{k}) + b^{[3]} \\
\varphi(t^{(k)},x^{(i)}) & = S(W^{[2]}(x^{[1]}_{k}) + b^{[2]}) \\
\varphi(t^{(k)},x^{(i)}) & = \varsigma S(W^{[1]}(x^{[0]}_{k},h^{(k)}_{i}) + b^{[1]})
\end{align*}
\]

\[ h^{(k)} = \tanh(W_{h}y^{(k)} + b_{h}) \]

\[ y^{(k)} = \left\{ x^{(i)}, y^{(k)} \right\} = (t^{(k)}, Q^{(k)}, h^{(k-1)}) \]

Fig. 1: RNN cell computation at time $t$. $S$ is the sigmoid function, $W$ denotes a weight matrix, and $b$ denotes a bias.

The NN architecture depends on a parameter $\tau$ that includes all weights and biases defining the NN; that is,

\[
\tau = \left( W_{h}, b_{h}, W^{[1]}, b^{[1]}, W^{[2]}, b^{[2]}, W^{[3]}, b^{[3]} \right).
\]

The parameter $\tau$ is optimized to decrease a loss function $\tau \rightarrow L(\tau)$ by a gradient-descent method at each training step. We use an unsupervised approach to train the RNN. Thus, we do not need a data set to fit the model but the value of the potential computed by the RNN at grid points. Let $\varphi_{\tau}^{(k)}(i)$ denote the NN approximation of $\varphi(t_{k}, x_{i})$, where $t_{k}$ and $x_{i}$ belong to the time and space grids, of size $M_{t}$ and $M_{x}$, respectively. The loss function encodes all the required constraints on the potential. Let

\[ L_{V}(\varphi_{\tau}) = h_{z}h_{t} \sum_{k=1}^{M_{t}} \sum_{i=1}^{M_{x}} \left\{ F \left( x^{(i)}, -\partial_{t}\varphi_{\tau}^{(k)}(i), \partial_{x}\varphi_{\tau}^{(k)}(i) \right) \right\}\]

\[ L_{0}(\varphi_{\tau}) = \sum_{k=1}^{M_{t}} \sum_{i=1}^{M_{x}} \max \left\{ -\partial_{x}\varphi_{\tau}^{(k)}(i), 0 \right\}, \]

\[ L_{B}(\varphi_{\tau}) = \sum_{k=1}^{M_{t}} \left( h_{x} \sum_{i=1}^{M_{x}} \partial_{x}\varphi_{\tau}^{(k)}(i) + Q^{(k)} \right)^{2}, \]

\[ L_{M_{0}}(\varphi_{\tau}) = \sum_{i=1}^{M_{x}} \left( \varphi_{\tau}^{(0)}(i) - M_{0}(x^{(i)}) \right)^{2}, \]

\[ L_{P}(\varphi_{\tau}) = \sum_{k=1}^{M_{t}} \left( 1 - h_{x} \sum_{i=1}^{M_{x}} \partial_{x}\varphi_{\tau}^{(k)}(i) \right)^{2}. \]

$L_{V}$ corresponds to the discretization of the variational functional. Deviations from the balance constraint are penalized by $L_{B}$, and the initial condition is enforced in $L_{M_{0}}$. Moreover, $L_{0}$ and $L_{P}$ guarantee that $\varphi_{\tau}(t, \cdot)$ is a density function. Therefore, we consider the loss function

\[ L = L_{V} + L_{0} + L_{B} + L_{M_{0}} + L_{P} \]

that enforces the constraints by penalization.

A. Deterministic price

At each training step, we evaluate the supply at points on the time grid. Then, for each time level $k$, we compute $h^{(k)}$, which depends on $(t^{(i)}, Q^{(i)})$ for $i < k$. Next, we use $h^{(k)}$ for all points $x^{(i)}$ in the state grid. Fig. 1 illustrates the computation at time level $k$. After iterating over time steps, we obtain the NN approximation of the potential, $\varphi_{\tau}$, at grid points, and we compute $L$. This process is summarized in Table I.

\begin{table}[h]
\centering
\caption{Deterministic training step $j$.}
\begin{tabular}{|c|c|c|}
\hline
Input: $M_{0}$, $Q$, $\tau^{j-1}$, $\tau^{j}$ & \hline
1 & for $k = 1, \ldots, M_{t}$ do \hline
2 & compute $h^{(k)}$ \hline
3 & for $i = 1, \ldots, M_{x}$ do \hline
4 & compute $\varphi_{\tau_{j-1}}(t^{(k)}, x^{(i)})$ \hline
5 & compute $L(\varphi_{\tau_{j-1}})$ \hline
6 & compute $\tau^{j}$ by gradient descend \hline
\hline
Output: $\tau^{j}$ \hline
\end{tabular}
\end{table}

B. Random price

The training step follows the same structure as the deterministic case, except for the supply input that is used; we compute a new random supply sample for each training step. The training algorithm is outlined in Table II.

\begin{table}[h]
\centering
\caption{Stochastic training step $j$.}
\begin{tabular}{|c|c|c|}
\hline
Input: $M_{0}$, $dQ$, $\tau^{j-1}$ & \hline
1 & compute sample $Q_{j}$ \hline
2 & for $k = 1, \ldots, M_{t}$ do \hline
3 & compute $h^{(k)}$ \hline
4 & for $i = 1, \ldots, M_{x}$ do \hline
5 & compute $\varphi_{\tau_{j-1}}(t^{(k)}, x^{(i)})$ \hline
6 & compute $L(\varphi_{\tau_{j-1}})$ \hline
7 & compute $\tau^{j}$ by gradient descend \hline
\hline
Output: $\tau^{j}$ \hline
\end{tabular}
\end{table}
Here, we take $L(x,v) = \frac{1}{2} v^2$ without terminal cost. We select $T = 1$ and $M_t = 17$ equally spaced grid points for the time variable. We discretize the space variable interval $[-1,1]$ with $M_x = 31$ equally spaced points. We set $Q(0) = -0.5$, and $m_0$ is a symmetric and compactly supported distribution within $[-1,1]$. We discretize the partial derivatives as

$$
\partial_t \psi_k^{(i)} = \frac{1}{h_t} \left( \psi_{k+1}^{(i)}(\tau) - \psi_k^{(i)}(\tau) \right),
$$

$$
\partial_x \psi_k^{(i)} = \frac{1}{h_x} \left( \psi_{k}^{(i+1)}(\tau) - \psi_k^{(i)}(\tau) \right).
$$

To guarantee we obtain an approximation of the potential and price on the boundary of $[0,1] \times [-1,1]$, we extend the grid to $[0,1+h_t] \times [-1,1+h_x]$. The ML method is implemented in TensorFlow with Adam optimizer.

A. Deterministic case

We assume the supply follows the ODE

$$
dQ(t) = \theta \left( \bar{Q} - Q(t) \right) dt,
$$

on $[0,T]$, where $Q(0) = -0.5$, $\theta = 2$, and $\bar{Q} = 1$. In this case, $\varpi = -\bar{Q}$ [21]. Fig. 3 shows the price obtained after 18,000 training steps. The approximation for $\varphi$ and $m = \varphi_x$ is shown in Figures 4 and 5, respectively. For the analytical solution, we have $\mathcal{L} = \mathcal{L}_V = 0.127604$, since $\mathcal{L}_0$, $\mathcal{L}_B$, $\mathcal{L}_M$, and $\mathcal{L}_P$ evaluate to zero. For the NN approximation, we get $\mathcal{L}_V(\varphi_{\tau}) = 0.134984$. Figure 6 shows the loss functions evolve as needed. These results illustrate an excellent fit for the price function and a good representation of $m$, including its positivity.

B. Stochastic case

We consider a mean-reverting supply

$$
dQ(t) = \theta \left( \bar{Q} - Q(t) \right) dt + \sigma dW(t),
$$

on $[0,T]$, where $Q(0) = -0.5$, $\theta = 2$, $\bar{Q} = 1$, and $\sigma = 0.2$. According to [20], the SDE for the price is $d\varpi = -dQ$. To obtain convergence of our algorithm, we increase the training steps to 36,000. We assess the price approximation using a test set of 1000 samples of the supply, obtaining an $L^\infty$ mean error of 0.036619. For three samples of the supply,
Fig. 7 shows the approximated price, and Figure 8 shows the approximated potential \( \varphi \) and \( m \). Figure 9 shows the loss functions reach a value close to zero, as required.

![Stochastic price approx. (3 samples)](image1)

**Fig. 7:** Stochastic price approx. (3 samples)

![\( \varphi \) (left) and \( m = \varphi_x \) (right) approx. (3 samples)](image2)

**Fig. 8:** \( \varphi \) (left) and \( m = \varphi_x \) (right) approx. (3 samples)

![Loss functions evolution across training. \( L_0 \) is omitted as it becomes numerically zero after a few training steps.](image3)

**Fig. 9:** Loss functions evolution across training. \( L_0 \) is omitted as it becomes numerically zero after a few training steps.

VI. CONCLUSIONS AND FUTURE WORK

We developed a variational approach to price formation with common noise. This formulation, combined with machine learning techniques, provides an approach for solving infinite-dimensional MFGs. Future work should identify better network architectures and convergence results. A posteriori estimates would also be extremely interesting as they would provide a way to ensure the convergence.
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