ASYMPTOTIC BEHAVIOR OF SOLUTIONS OF PERIODIC LINEAR PARTIAL FUNCTIONAL DIFFERENTIAL EQUATIONS ON THE HALF LINE
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Abstract. We study conditions for the abstract linear functional differential equation $\dot{x} = Ax + F(t)x_t + f(t), t \geq 0$ to have asymptotic almost periodic solutions, where $F(\cdot)$ is periodic, $f$ is asymptotic almost periodic. The main conditions are stated in terms of the spectrum of the monodromy operator associated with the equation and the circular spectrum of the forcing term $f$. The obtained results extend recent results on the subject.

1. Introduction

In this paper we consider the asymptotic behavior of solutions to equations of the form

$$\begin{align*}
\frac{dx(t)}{dt} &= Ax(t) + F(t)x_t + f(t), \quad x \in X, t \geq 0,
\end{align*}$$

where the (unbounded) linear operator $A$ generates a strongly continuous semigroup, $x_t \in C_r := C([-r, 0], X)$, $x_t(\theta) := x(t + \theta)$, $r > 0$ is a given positive real number, $F(t)\varphi := \int_{-r}^{0} \eta(t, s)\varphi(s)$, $\forall \varphi \in C_r$, $\eta(t, \cdot) : C_r \to L(X)$ is periodic and continuous in $t$, of bounded variation, and $f$ is a $X$-valued asymptotic almost periodic function on the half line. Existence of asymptotic almost periodic solutions to equations on the half line is an interesting topic in the qualitative theory of differential equations. The reader is referred to [1, 2, 4] and the references therein for more information. If one uses the spectral theory of functions to study this problem, then a big challenge arises when one estimates the spectrum of mild solutions due to the non-autonomousness of the equations. In a recent paper [12], a concept of circular spectrum of functions on the whole line was introduced, and demonstrated as alternative approach to the problem. In this paper we further this idea for functions defined on the half line to study the asymptotic almost periodicity of solutions of (1.1). The main results obtained in this paper are Theorems 3.4, 3.5 where sufficient conditions for the asymptotic almost periodicity of solutions are given in terms of spectral properties of the input $f$ and the monodromy operator associated with the periodic homogeneous equations $x' = A(t)x(t) + F(t)x_t$. We note that in the paper [14] the circular spectrum of functions on the real line is employed to study the asymptotic behavior of solutions of equations defined on the whole line. This being said, our study in this paper will complement that of [14].
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2. Preliminaries

2.1. Notation. Throughout the paper we will use the following notations: \( \mathbb{N}, \mathbb{Z}, \mathbb{R}, \mathbb{C} \) stand for the sets of natural, integer, real, complex numbers, respectively. \( \Gamma \) denotes the unit circle in the complex plane \( \mathbb{C} \). \( X \) will denote a given complex Banach space. Given two Banach spaces \( X, Y \) by \( L(X, Y) \) we will denote the space of all bounded linear operators from \( X \) to \( Y \). As usual, \( \sigma(T), \rho(T), R(\lambda, T) \) are the notations of the spectrum, resolvent set and resolvent of the operator \( T \). The notations \( BC(\mathbb{R}, X), BUC(\mathbb{R}, X), AP(\mathbb{R}) \) will stand for the spaces of all \( X \)-valued bounded continuous, bounded uniformly continuous functions on \( \mathbb{R} \) and its subspace of almost periodic (in Bohr’s sense) functions, respectively. Let us denote by

\[
\begin{align*}
C_0(X) &:= \{ f \in BUC(\mathbb{R}^+, X) : \lim_{t \to +\infty} f(t) = 0 \} \\
AP(X) &:= \{ f \in BUC(\mathbb{R}, X) : f \text{ is almost periodic} \} \\
AP(\mathbb{R}^+, X) &:= \{ g : g = f|_{\mathbb{R}^+} \text{ for some } f \in AP(\mathbb{R}) \} \\
AAP(\mathbb{R}^+, X) &:= AP(\mathbb{R}^+, X) \oplus C_0(X).
\end{align*}
\]

Any element of \( AAP(\mathbb{R}^+, X) \) is called an asymptotic almost periodic function with values in \( X \). For a positive number \( r \) we denote \( C_r := C([-r, 0], X) \). If \( x(\cdot) \) is a function define on \( (a, b) \), then \( x_t(\theta) := x(t + \theta) \), if \( t + \theta \in (a, b) \). In this case \( x_t \in C_r \). If the interval \( (a, b) \) is large enough, so \( x_t \) is defined on an interval, and the notation \( x_t \) will be used later to denote the function \( t \mapsto x_t \).

2.2. Almost periodic functions. A subset \( E \subset \mathbb{R} \) is said to be relatively dense if there exists a number \( l > 0 \) (inclusion length) such that every interval \( [a, a + l] \) contains at least one point of \( E \). Let \( f \) be a continuous function on \( \mathbb{R} \) taking values in a complex Banach space \( X \). \( f \) is said to be almost periodic in the sense of Bohr if to every \( \epsilon > 0 \) there corresponds a relatively dense set \( T(\epsilon, f) \) (of \( \epsilon \)-periods) such that

\[ \sup_{t \in \mathbb{R}} \| f(t + \tau) - f(t) \| \leq \epsilon, \quad \forall \tau \in T(\epsilon, f). \]

If \( f \) is almost periodic function, then (approximation theorem [11, Chap. 2]) it can be approximated uniformly on \( \mathbb{R} \) by a sequence of trigonometric polynomials, i.e., a sequence of functions in \( t \in \mathbb{R} \) of the form

\[ P_n(t) := \sum_{k=1}^{N(n)} a_{n, k} e^{i\lambda_n k t}, \quad n = 1, 2, \ldots; \lambda_n, k \in \mathbb{R}, a_{n, k} \in X, t \in \mathbb{R}. \]

Of course, every function which can be approximated by a sequence of trigonometric polynomials is almost periodic. Specifically, the exponents of the trigonometric polynomials (i.e., the reals \( \lambda_n k \) in (2.2)) can be chosen from the set of all reals \( \lambda \) (Fourier exponents) such that the following integrals (Fourier coefficients)

\[ a(\lambda, f) := \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(t) e^{-i\lambda t} dt \]

are different from 0. As is known, there are at most countably such reals \( \lambda \), the set of which will be denoted by \( \sigma_b(f) \) and called Bohr spectrum of \( f \).
We define

\[ AP(\mathbb{R}^+, \mathcal{X}) := \{ f|_{\mathbb{R}^+}, f \in AP(\mathcal{X}) \}. \]

From the definition of almost periodicity it is easy to prove that

\[ \sup_{t \in \mathbb{R}} \| f(t) \| = \sup_{t \in \mathbb{R}^+} \| f(t) \|, \text{ for all } f \in AP(\mathcal{X}). \]

Therefore, the operator of restriction of a function from \( AP(\mathcal{X}) \) to the half line \( \mathbb{R}^+ \) is actually an invertible isometry from \( AP(\mathcal{X}) \) onto \( AP(\mathbb{R}^+, \mathcal{X}) \). Later on we will sometimes identify the function \( f \in AP(\mathcal{X}) \) with its restriction to the half line \( \mathbb{R}^+ \).

2.3. Circular Spectra of Functions on the half line. Recall that the translation semigroup \( (S(t))_{t \geq 0} \) defined as

\[ [S(t)x](\xi) := x(t + \xi), \quad t \geq 0, \xi \geq 0, \quad x \in BUC(\mathbb{R}^+, \mathcal{X}) \]

leaves \( BUC(\mathbb{R}^+, \mathcal{X}) \) invariant.

**Definition 2.1.** A subspace of \( \mathcal{M} \) of \( BUC(\mathbb{R}^+, \mathcal{X}) \) is said to be admissible if it of the form \( AP_+^\Lambda(\mathcal{X}) \oplus C_0(\mathcal{X}) \), where \( AP_+^\Lambda(\mathcal{X}) \) is the restrictions of all almost periodic functions to the positive half line with Bohr spectrum contained in a closed set \( \Lambda \) of real numbers.

Note that for any given set of reals \( \Lambda \) the subspace \( AP_+^\Lambda(\mathcal{X}) \) of \( BUC(\mathbb{R}^+, \mathcal{X}) \) is closed, so is \( AP_+^\Lambda(\mathcal{X}) \oplus C_0(\mathcal{X}) \). This means that any admissible subspace \( \mathcal{M} \) is a closed subspace of \( BUC(\mathbb{R}^+, \mathcal{X}) \).

For a given admissible subspace \( \mathcal{M} \) let us consider the quotient space \( \mathcal{Y} := BUC(\mathbb{R}^+, \mathcal{X})/\mathcal{M} \). Since the translation semigroup in \( BUC(\mathbb{R}^+, \mathcal{X}) \) leaves the closed subspace \( \mathcal{M} \) invariant, this induces a strongly continuous semigroup in \( \mathcal{Y} \), denoted by \( (\tilde{S}(t))_{t \geq 0} \). The following lemma is actually known as a remark in [1]. However, for the completeness we will give a proof below.

**Lemma 2.2.** Let \( \mathcal{M} \) be an admissible subspace of \( BUC(\mathbb{R}^+, \mathcal{X}) \). Under the above notations, the semigroup \( (S(t))_{t \geq 0} \) can be extended to a group of isometries in \( \mathcal{Y} \).

**Proof.** First, for each \( t > 0 \) we will prove that \( \tilde{S}(t) \) is invertible. To this end, given an element \([g]\) \( \in \mathcal{Y} \), we will show that there exists a unique class \([f]\) \( \subset BUC(\mathbb{R}^+, \mathcal{X}) \) as an element of \( \mathcal{Y} \) such that \( S(t)[f] = [g] \). Note that the function \( f \) defined as

\[ f(s) := \begin{cases} g(s-t), & \text{if } s \geq t \\ g(0), & \text{if } 0 \leq s < t \end{cases} \]

is in \( BUC(\mathbb{R}^+, \mathcal{X}) \), and satisfies \( S(t)f = g \), so \( S(t)[f] = [g] \). For the uniqueness we suppose that \( \tilde{S}(t)[k] = [0] \) for some class \([k]\). Then, \([k] = [0]\). In fact, if \( k(\cdot) \) is a function in \( BUC(\mathbb{R}^+, \mathcal{X}) \) such that \( k(\cdot + t) \) is in \( \mathcal{M} := AP_+^\Lambda(\mathcal{X}) \oplus C_0(\mathcal{X}) \), that is \( k(\cdot + t) = k_1(\cdot) + k_2(\cdot) \) where \( k_1 \in AP_+^\Lambda(\mathcal{X}), k_2 \in C_0(\mathcal{X}) \). It is well known that \( k_2(\cdot) \) is the restriction of an almost periodic function on the real line to the positive half line, so \( k_2 \) may denote for an almost periodic function on \( \mathbb{R} \). We will extend \( k_2 \) to the interval \([-t, \infty)\) by setting

\[ k_2(s) := \begin{cases} k_2(s), & \text{if } s \geq 0 \\ k(s + t) - k_1(s), & \text{if } -t \leq s < 0. \end{cases} \]
Obviously, \( k_1(\cdot - t) \in AP_\infty^+(\mathcal{X}) \), and \( k_2(\cdot - t) \in C_0(\mathcal{X}) \). Therefore, as \( k(s) = k_1(s - t) + k_2(s - t), \ k \in \mathcal{M} \), that \( [k] = [0] \), the uniqueness is proved. Therefore, \((\tilde{S}(t))_{t \geq 0}\) is extendable to a strongly continuous group.

Next, we prove that \((\tilde{S}(t))_{t \in \mathbb{R}}\) consists of isometries. From the above argument for \( t \geq 0 \) we have

\[
\|\tilde{S}(t)[f]\| = \inf_{g \in [f]} \|S(t)g\|
\]

\[
= \inf_{g \in [f]} \sup_{s \geq 0} \|g(s + t)\|
\]

\[
\leq \inf_{g \in [f]} \sup_{s \geq 0} \|g(s)\|
\]

\[
= \inf_{g \in [f]} \|g\|
\]

\[
= \|[f]\|.
\]

Therefore, if \( t \geq 0 \), \( \|\tilde{S}(t)\| \leq 1 \). Next, for each function \( f \in BUC(R^+, \mathcal{X}) \) and \( g \in \mathcal{M} \) we define

\[
h(s) := \begin{cases} 
  g(s - t), & \text{if } s \geq t, \\
  g(0) + f(s) - f(t), & \text{if } 0 \leq s < t.
\end{cases}
\]

Then, \( h \in \mathcal{M} \), and

\[
\|f - h\| = \sup_{s \geq 0} \|f(s) - h(s)\|
\]

\[
= \sup_{s \geq t} \|f(s) - g(s - t)\| = \sup_{s \geq 0} \|f(s + t) - g(s)\|
\]

\[
= \|S(t)f - g\|.
\]

Therefore,

\[
\|[f]\| = \inf_{k \in \mathcal{M}} \|f - k\| \leq \|f - h\|
\]

\[
\leq \|S(t)f - g\|.
\]

Since \( g \) is arbitrary this shows that

\[
\|[f]\| \leq \inf_{g \in \mathcal{M}} \|S(t)f - g\| = \|[S(t)f]\|
\]

and hence, \( \|[f]\| \leq \|\tilde{S}(t)[f]\| \) for each \( t > 0 \), \( f \in BUC(R^+, \mathcal{X}) \). In view of the above inequality, \( \|\tilde{S}(t)[f]\| = \|[f]\| \) for all \( t \geq 0 \). If \( t < 0 \), then, for each \( f \in BUC(R^+, \mathcal{X}) \)

\[
\|[f]\| = \|\tilde{S}(-t)\tilde{S}(t)[f]\| = \|\tilde{S}(t)[f]\|.
\]

Therefore, the group \((\tilde{S}(t))_{t \in \mathbb{R}}\) is a strongly continuous group of isometries. \(\square\)

Let \( \mathcal{M} \) be a fixed admissible subspace of \( BUC(R^+, \mathcal{X}) \). For each \( x(\cdot) \in BUC(\mathbb{R}, ^+ \mathcal{X}) \) let us consider the complex function \( Sx(\lambda) \) in \( \lambda \in \mathbb{C} \setminus \Gamma \) defined as

\[
Sx(\lambda) := R(\lambda, \tilde{S})x, \quad \lambda \in \mathbb{C} \setminus \Gamma,
\]

where \( \tilde{S} := \tilde{S}(1) \). Since \( \tilde{S} \) is an invertible isometry, this transform is an analytic function in \( \lambda \in \mathbb{C} \setminus \Gamma \).

**Lemma 2.3.** We have the following estimate:

\[
\|Sx(\lambda)\| \leq \frac{\|x\|}{|1 - |\lambda||}, \ |\lambda| \neq 1.
\]

(2.1)
Proof. For any element $\bar{y} \in \mathcal{Y}$, we have
\[
\|(\lambda I - \bar{S})\bar{y}\| = \|\lambda\bar{y} - \bar{S}\bar{y}\| \\
\geq \|\lambda\|\|\bar{y}\| - \|\bar{S}\bar{y}\| \\
= \|\lambda\|\|\bar{y}\| - \|\bar{y}\| \\
= (1 - |\lambda|)\|\bar{y}\|.
\]
If $|\lambda| \neq 1$, we choose $\bar{y} := R(\lambda, \bar{S})\bar{x}$. Therefore,
\[
\|
\bar{x}\| = \|(\lambda I - \bar{S})R(\lambda, \bar{S})\bar{x}\| \\
\geq (1 - |\lambda|)\|R(\lambda, \bar{S})\bar{x}\|.
\]
This yields (2.1). \qed

**Definition 2.4.** The *circular spectrum* of $x \in \text{BUC}(\mathbb{R}^+, \mathcal{X})$ with respect to a given admissible subspace $\mathcal{M}$ is defined to be the set of all $\xi_0 \in \Gamma$ such that $S_x(\lambda)$ has no analytic extension into any neighborhood of $\xi_0$ in the complex plane. This spectrum of $x$ is denoted by $\sigma_{\mathcal{M}}(x)$. When $\mathcal{M} = C_0(\mathcal{X})$ it will be called for short *the spectrum of* $g$ if this does not cause any confusion. We will denote by $\rho(x)$ the set $\Gamma \setminus \sigma(x)$.

The following lemma justifies the introduction of these concepts of spectra.

**Lemma 2.5.** Let $\mathcal{M}$ be an admissible subspace of $\text{BUC}(\mathbb{R}^+, \mathcal{X})$, and let $x(\cdot) \in \text{BUC}(\mathbb{R}^+, \mathcal{X})$. Then,

i) $x(\cdot)$ is in $\mathcal{M}$ if and only if $\sigma_{\mathcal{M}}(x) = \emptyset$,

ii) If $Q$ is an operator in $\text{BUC}(\mathbb{R}^+, \mathcal{X})$ that commutes with $S(1)$ and leaves $\mathcal{M}$ invariant, then for each $x(\cdot) \in \text{BUC}(\mathbb{R}^+, \mathcal{X})$,

\[
\sigma_{\mathcal{M}}(Qx) \subset \sigma_{\mathcal{M}}(x).
\]

**Proof.** (i): If $x(\cdot)$ is in $\mathcal{M}$, then $\bar{x} = 0$ in $\mathcal{Y}$. Therefore, $g(\lambda) := R(\lambda, \bar{S})\bar{x} = 0$ for all $\lambda \in \mathbb{C}\setminus\Gamma$, so it has a natural extension to the whole complex plane, and thus $\sigma_{\mathcal{M}}(x) = \emptyset$. Conversely, let $\sigma_{\mathcal{M}}(x) = \emptyset$. Then, the function $g(\lambda) := R(\lambda, \bar{S})\bar{x}$ is an entire function. By (2.1), the function is bounded, so by Liouville Theorem it is a constant. Moreover, this constant must be zero also by (2.1). Since $R(\lambda, \bar{S})$ is an injective, this yields that $\bar{x} = 0$. That is, $x(\cdot)$ is in $\mathcal{M}$.

(ii): This claim is straightforward as $R(\lambda, \bar{S})Qg = QR(\lambda, \bar{S})g$, where $\bar{S}$ and $\bar{Q}$ are operators induced by $S$ and $Q$ in the quotient spaces $\text{BUC}(\mathbb{R}^+, \mathcal{X})/\mathcal{M}$.

In the same lines as in (i) the following version of a Gelfand’s Theorem can be obtained:

**Lemma 2.6.** Assume that $\bar{x}$ is any point in $\mathcal{Y}$, and the complex function $S(\lambda) := R(\lambda, \bar{S})\bar{x}$ has the point $\lambda = \xi_0 \in \Gamma$ as an isolated singular point. Then, $\xi_0$ is either a removable singular point or a pole of first order.

Before proceeding we introduce a new notation: let $0 \neq z \in \mathbb{C}$ such that $z = re^{i\varphi}$ with reals $r = |z|, \varphi$, and let $F(z)$ be any complex function. Then, (with $s$ larger than $r$) we define

\[
\lim_{\lambda \downarrow \xi} F(\lambda) := \lim_{s \downarrow r} F(se^{i\varphi}).
\]

As a consequence of Lemma (2.6) we have the following:
Lemma 2.7. Let \( \xi_0 \in \Gamma \) be an isolated singular point of \( S(\lambda) = R(\lambda, \bar{S})\bar{x} \) with a given \( \bar{x} \in \mathbb{Y} \). Then, this singular point \( \xi_0 \) is removable provided that

\[
\lim_{\lambda \to \xi_0} (\lambda - \xi_0) R(\lambda, \bar{S})\bar{x} = 0.
\]

As a consequence of the Lemma 2.7 we can prove the following result that will be used as a main tool later on:

Theorem 2.8. Let \( \mathcal{M} \) be an admissible subspace of \( BUC(\mathbb{R}^+, \mathbb{X}) \), and let \( x(\cdot) \) be an element of \( BUC(\mathbb{R}^+, \mathbb{X}) \) such that the set \( \sigma_{\mathcal{M}}(x) \) is countable, and let the following condition hold for each \( \xi_0 \in \sigma_{\mathcal{M}}(x) \)

\[
\lim_{\lambda \to \xi_0} (\lambda - \xi_0) R(\lambda, \bar{S})\bar{x} = 0.
\]

Then, \( x(\cdot) \) is in \( \mathcal{M} \).

2.4. Beurling spectrum and almost periodic functions. Below we will recall the concept of Beurling spectrum of a function. We denote by \( F \) the Fourier transform, i.e.

\[
(Ff)(s) := \int_{-\infty}^{+\infty} e^{-ist} f(t) dt
\]

for \( s \in \mathbb{R}, f \in L^1(\mathbb{R}) \). Then the Beurling spectrum of \( u \in BUC(\mathbb{R}, \mathbb{X}) \) is defined to be the following set

\[
sp(u) := \{ \xi \in \mathbb{R} : \forall \epsilon > 0 \ \exists f \in L^1(\mathbb{R}), \ \supp Ff \subset (\xi - \epsilon, \xi + \epsilon), f \ast u \neq 0 \}
\]

where

\[
f \ast u(s) := \int_{-\infty}^{+\infty} f(s - t) u(t) dt.
\]

Throughout the paper, if \( f \in AP(\mathbb{X}) \) we will use the relation

\[
sp(f) = \sigma_b(f).
\]

Let \( g \in AP(\mathbb{R}^+, \mathbb{X}) \). Then, there exists a unique \( g_\mathbb{R} \in AP(\mathbb{X}) \) whose restriction to \( \mathbb{R}^+ \) is exactly \( g \).

Proposition 2.9. Let \( g \in AP(\mathbb{R}^+, \mathbb{X}) \). Then

\[
\sigma(g) = e^{isp(g_\mathbb{R})}.
\]

Proof. By the Weak Spectral Mapping Theorem (see e.g. [3]) we have

\[
\sigma(g_\mathbb{R}) = e^{isp(g_\mathbb{R})},
\]

where \( \sigma(g_\mathbb{R}) \) denotes the circular spectrum of \( g_\mathbb{R} \) as a function defined on the whole line \( \mathbb{R} \) (see [12]). Therefore, it suffices to show that

\[
\sigma(g) = \sigma(g_\mathbb{R}).
\]

For \( |\lambda| \neq 1 \), by the isometry mentioned above (that is, the isometry \( AP(\mathbb{X}) \ni f \mapsto f|_{\mathbb{R}^+} \in AP(\mathbb{R}^+, \mathbb{X}) \)) we can identify \( R(\lambda, S)g \) with \( R(\lambda, S)g_\mathbb{R} \). That means, the complex function \( R(\lambda, S)g \) can be identified as \( R(\lambda, S)g_\mathbb{R} \) for any \( \lambda \neq 1 \). Suppose that \( \lambda_0 \in \Gamma \), and \( R(\lambda, S)g_\mathbb{R} \) has an analytic extension to a neighborhood of \( \lambda_0 \). We can take this extension for the complex function \( R(\lambda, S)g \), so the complex
function $R(\lambda, \bar{S})\bar{g}$ also has an analytic extension to a neighborhood of $\lambda_0$. Therefore, $\lambda_0 \notin \sigma(g)$.

Conversely, if $\lambda_0 \in \Gamma$ and $\lambda_0 \notin \sigma(g)$. By the definition, $R(\lambda, \bar{S})\bar{g}$ has an analytic extension to a neighborhood of $\lambda_0$. Note that the projection map $p : BUC(\mathbb{R}^+, X) \rightarrow Y := BUC(\mathbb{R}^+, X)/C_0(X)$ preserves norm if we restrict $p$ to $AP(\mathbb{R}^+, X)$. Therefore we can identify $R(\lambda, \bar{S})\bar{g}$ with $R(\lambda, S)g$ since all these functions are almost periodic. Hence, we can identify $R(\lambda, \bar{S})\bar{g}$ with $R(\lambda, S)g_{\mathbb{R}}$, and thus, we can use the analytic extension of $R(\lambda, S)g$ to be an analytic extension of $R(\lambda, S)g_{\mathbb{R}}$. or $\lambda_0 \notin \sigma(g_{\mathbb{R}}$. The proposition is proved.

\section{Periodic evolutionary processes.}

\begin{definition}
Let $(U(t, s))_{t \geq s}$ be a two-parameter family of bounded operators in a Banach space $X$. Then, it is called an evolutionary process if
\begin{itemize}
  \item[i)] $U(t, t) = I$ for all $t \in \mathbb{R}$,
  \item[ii)] $U(t, s)U(s, r) = U(t, r)$ for all $t \geq s \geq r$,
  \item[iii)] The map $(t, s) \mapsto U(t, s)x$ is continuous for every fixed $x \in X$,
  \item[iv)] $\|U(t, s)\| < Ne^{\omega(t-s)}$ for some positive $N, \omega$ independent of $t \geq s$.
\end{itemize}

An evolutionary process is called \textit{1-periodic} if $U(t + 1, s + 1) = U(t, s)$, for all $t \geq s$.

Recall that for a given 1-periodic evolutionary process $(U(t, s))_{t \geq s}$ the following operator
\begin{equation}
P(t) := U(t, t - 1), t \in \mathbb{R}
\end{equation}
is called \textit{monodromy operator} (or sometime \textit{period map}, \textit{Poincaré map}). Thus we have a family of monodromy operators. We will denote $P := P(0)$. The nonzero eigenvalues of $P(t)$ are called \textit{characteristic multipliers}. An important property of monodromy operators is stated in the following lemma whose proof can be found or modified from similar results in [7, 8].

\begin{lemma}
Under the notation as above the following assertions hold:
\begin{itemize}
  \item[i)] $P(t + 1) = P(t)$ for all $t$; characteristic multipliers are independent of time, i.e. the nonzero eigenvalues of $P(t)$ coincide with those of $P$,
  \item[ii)] $\sigma(P(t)) \setminus \{0\} = \sigma(P) \setminus \{0\}$, i.e., it is independent of $t$,
  \item[iii)] If $\lambda \in \rho(P)$, then the resolvent $R(\lambda, P(t))$ is strongly continuous,
  \item[iv)] If $P$ denotes the operator of multiplication by $P(t)$ in any one of the function spaces $BUC(\mathbb{R}^+, X)$ or $AP(\mathbb{R}^+, X)$, then
  \begin{equation}
  \sigma(P) \setminus \{0\} \subset \sigma(P) \setminus \{0\}.
  \end{equation}
\end{itemize}
\end{lemma}

3. Existence of almost periodic solutions of Eq. (1.1)

\begin{definition}
A continuous function $u(\cdot) \in BUC(\mathbb{R}^+, X)$ is said to be a mild solution on $\mathbb{R}^+$ of Eq. (1.1) with initial $\phi \in C_r$ if $u_0 = \phi$ and for all $t > s \geq 0$
\begin{equation}
u(t) = T(t - s)u(s) + \int_s^t T(t - \xi)[F(\xi)u_\xi + f(\xi)]d\xi
\end{equation}

It is well known that if $A$ generates a $C_0$-semigroup, and $F(t) : C_r \rightarrow X$ for each $t$ and depends continuously and periodically on $t$ with period 1, then the homogeneous equation
\begin{equation}
du/\,dt = Au(t) + F(t)u_t,
\end{equation}
will generates a 1-periodic evolutionary process, denoted by \((U(t, s)_{t \geq s})\) in the phase space \(C_r\). In fact,
\[
U(t, s) : C_r \ni \phi \mapsto u_t \in C_r,
\]
where \(u\) is the solution of the equation
\[
\begin{align*}
\begin{aligned}
  u(\tau) &= T(\tau - s)\phi(0) + \int_s^\tau T(\tau - \xi)F(\xi)u_\xi d\xi, \quad \tau \geq s, \\
  u_s &= \phi.
\end{aligned}
\end{align*}
\]
We introduce a function \(\Gamma^n\) defined by
\[
\Gamma^n(\theta) = \begin{cases}
  (n\theta + 1)I, & -1/n \leq \theta \leq 0 \\
  0, & \theta < -1/n,
\end{cases}
\]
where \(n\) is any positive integer and \(I\) is the identity operator on \(X\). An explanation of the function \(\Gamma^n f(s)\) as an element of \(C_r\) is in order. By our definition,
\[
\Gamma^n f(s) : [-r, 0] \ni \theta \mapsto \Gamma^n(\theta)f(s) = \begin{cases}
  (n\theta + 1)f(s), & -1/n \leq \theta \leq 0 \\
  0, & \theta < -1/n,
\end{cases}
\]
Since the evolutionary process \((U(t, s))_{t \geq s}\) is strongly continuous, the \(C_r\)-valued function \(U(t, s)\Gamma^n f(s)\) is continuous in \(s \in [-r, t]\) whenever \(f \in BUC(R^+, X)\).

The following theorem, whose proof could be found in [11], is a variation of constant formula for solutions of (1.1) in the phase space \(C_r\):

**Theorem 3.2.** The segment \(u_t(s, \phi; f)\) of solution \(u(\cdot, s, \phi, f)\) of (1.1) satisfies the following relation in \(C_r\):
\[
(3.2) \quad u_t(s, \phi; f) = U(t, s)\phi + \lim_{n \to \infty} \int_s^t U(t, \xi)\Gamma^n f(\xi)d\xi, \quad t \geq s \geq 0.
\]
Moreover, the above limit exists uniformly for bounded \(|t - s|\).

Using the variation of constant formula (3.2) we will prove the following estimate of spectrum that will be the key tool for our study in this paper.

**Lemma 3.3.** Let \(M = AP^+_\Lambda(X) \oplus C_0(X)\) be an admissible subspace of \(BUC(R^+, X)\). Furthermore, let \(\Lambda\) be of the form
\[
\Lambda = \{\lambda \in \mathbb{R} | e^{i\lambda} \in \Xi\},
\]
where \(\Xi\) is a closed subset of the unit circle \(\Gamma\).

Then, under the above notations, for each function \(u \in BUC(R^+, X)\) as a mild solution of Eq. (1.1) on \(R^+\), the following estimate is valid:
\[
(3.3) \quad \sigma_M(u) \subset \sigma_T(P) \cup \sigma_M(f).
\]

**Proof.** By the formula (3.2), for \(t \geq 0\)
\[
(3.4) \quad u_{t+1} = U(t+1, t)u_t + \lim_{n \to \infty} \int_t^{t+1} U(t+1, s)\Gamma^n f(s)ds,
\]
and the limit exists uniformly for all bounded \(t\). Define the operator \(G_n\) as below
\[
[G_n g](t) := \int_t^{t+1} U(t+1, s)\Gamma^n g(s)ds, \quad g \in M, t \geq 1.
\]
To proceed, let us define an admissible subspace $\hat{M}$ in $BUC(\mathbb{R}^+, C_r)$ as

$$\hat{M} := AP^+_\Lambda(C_r) \oplus C_0(C_r).$$

Then, we consider the space $\hat{Y} := BUC(\mathbb{R}^+, C_r)/\hat{M}$.

Note that $G_n$ commutes with $S$, so $\sigma_M(G_n f) \subset \sigma_M(f)$. Next, if we set

$$[Gf](t) := \lim_{n \to \infty} \int_t^{t+1} U(t + 1, s) \Gamma^n f(s) ds,$$

then due to the uniformity of the limit $\sigma_M(Gf) \subset \sigma_M(f)$ as well.

At this point we can easily see that for each $\lambda \in \mathbb{C}$ such that $|\lambda| \neq 1$

$$[(\lambda - S)u](t) = \lambda u_t - U(t + 1, t) u_t + \lim_{n \to \infty} G_n f$$

$$= \lambda u_t - P(t) u_t + Gf$$

Let us consider the operator of multiplication by $P(t)$, denoted by $\mathcal{P}$. The periodicity of the evolution process $(U(t,s))_{t \geq s}$ yields that $P(t)$ is 1-periodic, so it commutes with the translation $S$. Obviously

$$(\lambda - \tilde{S})\tilde{u} = (\lambda - \tilde{\mathcal{P}})\tilde{u} + Gf.$$ 

This means,

$$R(\lambda, \tilde{S})\tilde{u} = R(\lambda, \mathcal{P})\tilde{u} - R(\lambda, \mathcal{P}) R(\lambda, \tilde{S})(Gf),$$

whenever $\lambda$ is in a small neighborhood of $\xi_0 \notin (\sigma(\mathcal{P}) \cup \sigma_M(f))$. This shows that $R(\lambda, \tilde{S})\tilde{u}$ has an analytic extension in a neighborhood of $\xi_0$, and so does $R(\lambda, \tilde{S})\tilde{u}$. This proves (3.3), completing the proof of the lemma.

The following result is an analog of the Katznelson-Tsafriri Theorem.

**Theorem 3.4.** Let $\sigma(\mathcal{P}) \subset \{1\}$, and $u \in BUC(\mathbb{R}^+, \mathcal{X})$ be a mild solution of Eq. (1.1) on the half line $\mathbb{R}^+$, and let $f \in C_0(\mathcal{X})$. Then,

$$\lim_{t \to \infty} (u(t + 1) - u(t)) = 0.$$

**Proof.** By Lemma 3.3

$$\sigma(u) \subset \{1\},$$

$$\sigma(Su) \subset \{1\}.$$ 

Therefore,

$$\sigma(Su - u) \subset \{1\}.$$ 

Consider the transform

$$h(\lambda) := R(\lambda, \tilde{S})(\tilde{S} u - \tilde{u}).$$

It is analytic everywhere, with only possible exception at $\lambda = 1$.

On the other hand, using the identity $R(\lambda, \tilde{S})\tilde{S} u = \lambda R(\lambda, \tilde{S})\tilde{u} - \tilde{x}$ gives

$$R(\lambda, \tilde{S})(\tilde{S} u - \tilde{u}) = R(\lambda, \tilde{S})\tilde{S} u - R(\lambda, \tilde{S})\tilde{u}$$

$$= \lambda R(\lambda, \tilde{S})\tilde{u} - \tilde{u} - R(\lambda, \tilde{S})\tilde{u}$$

$$= (\lambda - 1)R(\lambda, \tilde{S})\tilde{u} - \tilde{u}.$$ 

By Lemma 2.6 the function $h(\lambda)$ must be extendable analytically to the whole complex plane since 1 is the only possible pole of first order of the function $R(\lambda, \tilde{S})\tilde{u}$. Therefore, by the definition of the spectrum of $(Su - u)$, $\sigma(Su - u) = \emptyset$. By Lemma 2.6 $(Su - u) \in C_0(\mathcal{X})$. The theorem is proved. □
Theorem 3.5. Let \( u \in \text{BUC}(\mathbb{R}^+, X) \) be a mild solution of Eq. (1.1). Assume further that

i) \( f \in \text{AAP}(\mathbb{R}^+, X) \) with

\[
  f = f_{AP} + f_0,
\]

where \( f_{AP} \in \text{AP}(\mathbb{R}^+, X) \), and \( f_0 \in C_0(X) \).

ii) \( \sigma_T(P) \) is countable and for every \( x \in X \) and \( \xi_0 \in \sigma_T(P) \)

\[
  \lim_{\lambda \downarrow \xi_0} (\lambda - \xi_0)R(\lambda, P)x = 0.
\]

Then, the following assertions are true:

i) \( u \in \text{AAP}(\mathbb{R}^+, X) \), that is,

\[
  u = u_{AP} + u_0,
\]

where \( u_{AP} \in \text{AP}(\mathbb{R}^+, X) \) and \( u_0 \in C_0(X) \),

ii) \( \text{e}^{\sigma(u_{AP})} \subset \sigma_T(P) \cup \sigma_{\text{e}}(f_{AP}) \).

Proof. By [10] Theorem 2.10 the sequence \( \{P^nu_0\}_{n=1}^\infty = \{u_n\}_{n=1}^\infty \) is asymptotically almost periodic. Applying the same lines of the proof of [11] Proposition 2.11 we can deduce that the mild solution \( u(\cdot) \) itself is asymptotically almost periodic.

Since in this case the space \( \mathcal{M} = C_0(X) \),

\[
  \sigma(u) = \sigma(u_{AP}), \quad \sigma(f) = \sigma(f_{AP}).
\]

By Proposition 2.9 and by (2.6)

\[
  \sigma(u_{AP}) = \text{e}^{\sigma(u_{AP})}, \quad \sigma(f_{AP}) = \text{e}^{\sigma(f_{AP})}.
\]

Now (3.7) follows from the estimate (3.3) of Lemma 3.3. This completes the proof of the theorem. \( \square \)

The following is an immediate corollary of the above theorem:

Corollary 3.6. Assume that

i) \( \sigma_T(P) \subset \{1\} \), \( f \) is asymptotic 1-periodic function,

ii)

\[
  \lim_{\lambda \downarrow 1} (\lambda - 1)R(\lambda, P)x = 0.
\]

Then, every bounded uniformly continuous mild solution of (1.1) is asymptotic 1-periodic.
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