FIXED ANGLE SCATTERING: RECOVERY OF SINGULARITIES AND ITS LIMITATIONS

CRISTÓBAL J. MERONNO

Abstract. We prove that in dimension $n \geq 2$ the main singularities of a complex potential $q$ having a certain a priori regularity are contained in the Born approximation $q_\theta$ constructed from fixed angle scattering data. Moreover, $q - q_\theta$ can be up to one derivative more regular than $q$ in the Sobolev scale. In fact, this result is optimal, we construct a family of compactly supported and radial potentials for which it is not possible to have more than one derivative gain. Also, these functions show that for $n > 3$, the maximum derivative gain can be very small for potentials in the Sobolev scale not having a certain a priori level of regularity which grows with the dimension.

1. Introduction and main results

The central problem in inverse scattering for the Schrödinger equation is to recover a potential $q(x), x \in \mathbb{R}^n$, from the scattering data, the so-called scattering amplitude $u_\infty$. The scattering amplitude measures the far field response of the Hamiltonian $H := -\Delta + q$ to incident plane waves. In applications to physics one of the most used methods in scattering is to construct from the data the Born approximation of the potential, essentially a linear approximation to the inverse problem. There are several natural ways to construct a Born approximation, and they differ on how the scattering data are used. The main examples are related to the backscattering problem, the fixed angle scattering problem and the full data scattering problem, which we will introduce in detail in the next section.

As the name suggests, the Born approximation is a good approximation for potentials satisfying certain smallness conditions. But, motivated by applications, an interesting question from a mathematical point of view is to establish how much and what kind of information does it contain about a potential $q(x)$ which does not necessarily satisfy any smallness condition. In [14] the full data Born approximation was introduced and they showed that in dimension three it must contain the leading singularities of $q(x)$. Since then, this approach has received a great amount of attention in all the three different scattering problems mentioned. Due to its radial symmetry properties the most studied cases are the backscattering problem (see, among others [2,6,11,15,16,19] and [8,10] for a different approach) and the full data scattering problem (see [12–14] for real potentials and [1] for complex potentials). In the case of fixed angle scattering we mention [17] for results in dimension.
In this work we are going to use the Sobolev scale with integrability exponent
usually the singularities are measured in the Sobolev, Hölder or integrability scales.
In this work we are going to use the Sobolev scale with integrability exponent $p = 2$, see [1, 17] for results in more general Sobolev spaces. If $<x> = (1 + |x|^2)^{1/2}$ and $\alpha \in \mathbb{R}$, we introduce the (Bessel) fractional derivative operator $<D>^\alpha$ given by the Fourier symbol $<\xi>^\alpha$ see [1, 17] for results in more general Sobolev spaces. If $<x>$ for $\delta \in \mathbb{R}$ we say that $f \in W_\delta^{\alpha,p}(\mathbb{R}^n)$ if $\phi f \in W^{\alpha,p}(\mathbb{R}^n)$ for every $\phi \in C_\infty(\mathbb{R}^n)$, also we use the notation $L_\delta^p(\mathbb{R}^n) := W_\delta^{0,p}(\mathbb{R}^n)$.

As we shall see in the next section, the Born approximations $q_\theta$ of fixed angle scattering and the Born approximation $q_F$ of full data scattering are related to the potential through the Born series expansion, respectively

$q_\theta \sim q + \sum_{j=2}^{\infty} Q_{\theta,j}(q)$, and $q_F \sim q + \sum_{j=2}^{\infty} Q_{F,j}(q)$,

where $Q_{\theta,j}(q)$ and $Q_{F,j}(q)$ are certain multilinear operators describing the multiple dispersion of waves (we use the $\sim$ symbol to avoid claiming anything about convergence yet). We will call the $Q_{\theta,2}$ operator the double dispersion operator of fixed angle scattering (and analogously in full data scattering). The $\theta$ subindex in the notation is due to the fact that in fixed angle scattering the plane waves have a fixed direction of propagation $\theta \in \mathbb{S}^{n-1}$. We can now introduce the main theorems in this work

**Theorem 1.1.** Let $n \geq 2$ and $\beta \geq 0$. Assume that at least one of the statements $q - q_\theta \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n)$ or $q - q_F \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n)$ holds for every $q \in W^{\beta,2}(\mathbb{R}^n)$ compactly supported, radial, and real. Then $\alpha$ necessarily satisfies,

$$\alpha \leq \begin{cases} 2\beta - (n-4)/2, & \text{if } m \leq \beta < (n-2)/2, \\ \beta + 1, & \text{if } (n-2)/2 \leq \beta < \infty, \end{cases}$$

where $m = (n-4)/2 + 2/(n+1)$.

As far as we know, this is the first time that necessary conditions are given for the regularity of $q - q_\theta$ and $q - q_F$. As a consequence, it has been established that in general it is not possible to have more than one derivative gain in the Sobolev scale. In fact, in the worst case $\beta = m$ we have $(\alpha - \beta) \leq 2/(n+1)$ which goes to zero as $n$ grows (see Figure 1). This is true even if we consider only radial, real and compactly supported potentials. We remark that for $n \geq 4$ and $0 \leq \beta < m$, it is not even known if the (high frequency) Born series converges in both scattering problems (see Proposition 2.1 below). We have also the following positive results.

**Theorem 1.2** (Recovery of singularities). Assume that $q \in W^{\beta,2}(\mathbb{R}^n)$ is a compactly supported function. Then $q - q_\theta \in W^{\alpha,2}(\mathbb{R}^n)$, modulo a $C^\infty$ function, if $0 \leq \beta < \infty$ and the following conditions hold,

$$\alpha < \begin{cases} 2\beta - (n-3)/2, & \text{if } (n-3)/2 < \beta < (n-1)/2, \\ \beta + 1, & \text{if } (n-1)/2 \leq \beta < \infty. \end{cases}$$
The condition \( q - q_\theta \in W^{\alpha,2}(\mathbb{R}^n) \), modulo a \( C^\infty \) function implies that \( q - q_\theta \in W^{\alpha,2}_{loc}(\mathbb{R}^n) \). This theorem shows that there is a \( 1^- \) derivative gain when \( \beta \geq (n - 1)/2 \), which, except for the limiting case \( \alpha = \beta + 1 \), is the best possible result by Theorem 1.1. It also improves the results of [17] in the spaces \( W^{\alpha,2}(\mathbb{R}^n) \) for every value of \( \beta \) (see Figure 1).

The key point to prove Theorem 1.2 is to obtain new estimates of the double dispersion operator \( Q_{\theta,2} \) that we now introduce. Consider a constant \( C_0 > 1 \) and let \( 0 \leq \chi(\xi) \leq 1, \xi \in \mathbb{R}^n \), be a smooth cut-off function such that

\[
\chi(\xi) = 1 \text{ if } |\xi| > 2C_0 \text{ and } \chi(\xi) = 0 \text{ if } |\xi| < C_0.
\]

Then we define

\[
\tilde{Q}_{\theta,j}(q)(\xi) := \chi(\xi)\hat{Q}_{\theta,j}(q)(\xi).
\]

Hence, \( \tilde{Q}_{\theta,j}(q) \) and \( Q_{\theta,j}(q) \) differ just in a \( C^\infty \) function.

**Theorem 1.3.** Let \( n \geq 2 \) and \( q \in W^{\beta,2}_{2}(\mathbb{R}^n) \) with \( 0 \leq \beta < \infty \). Then

\[
\|\tilde{Q}_{\theta,2}(q)\|_{W^{\alpha,2}} \leq C\|q\|^{2}_{W^{\beta,2}},
\]

if the following conditions also hold,

\[
\alpha < \begin{cases} 
2\beta - (n - 3)/2, & \text{if } (n - 3)/2 < \beta < (n - 1)/2, \\
\beta + 1, & \text{if } (n - 1)/2 \leq \beta < \infty.
\end{cases}
\]

Conversely, if we assume that \( Q_{\theta,2}(q) \in W^{\alpha,2}_{loc}(\mathbb{R}^n) \) for all \( q \in W^{\beta,2}(\mathbb{R}^n) \) real, radial and compactly supported, then \( \alpha \) necessarily satisfies

\[
\alpha \leq \min(\beta + 1, 2\beta - (n - 4)/2).
\]

The necessary condition (1.5) also holds for the double dispersion operator \( Q_{F,2} \) in full data scattering (see Theorem 5.1). It is interesting to notice that this implies that the estimates of \( Q_{F,2} \) given in [1, Theorem 1.2] are the best possible for every
$0 \leq \beta < \infty$ and $p = 2$ (except for the limiting case). Hence, in full data scattering the regularity gap between the positive and negative results for the double dispersion operator has been closed for the complete range of $\beta$ and $n \geq 2$. Unfortunately, this is not translated into optimal results of recovery of singularities, since also the estimates of higher order $Q_{F,j}$ operators should be improved in the range $(n - 4)/2 < \beta \leq (n - 2)/2$ (see [1, Theorem 1.1]).

The paper is structured as follows. In section 2 we introduce in detail the fixed angle and full data scattering problems, and we sketch the proof of Theorem 1.2 from Theorem 1.3. In sections 3 and 4 we prove the estimates of the $\tilde{Q}_{\theta,j}$ operator given in Theorem 1.3. The proof of this theorem is finished in section 5, where we construct the counterexamples from which condition (1.5) follows and we prove Theorem 1.1. In the appendix we give some technical results used in the rest of the paper.

2. THE FIXED ANGLE AND FULL DATA SCATTERING PROBLEMS

We now introduce with more detail the fixed angle and full data scattering inverse problems, following [1] (see, for example, [7, chapter V] for a more general introduction to scattering). Consider the scattering solution $u_s(k, \theta, x)$, $k \in (0, \infty)$, $\theta \in S^{n-1}$, of the stationary Schrödinger equation which satisfies

\begin{equation}
\begin{cases}
(\Delta + q - k^2)u = 0 \\
u(x) = e^{ik\theta \cdot x} + u_s(k, \theta, x) \\
\lim_{|x| \to \infty} (\frac{\partial u}{\partial r} -iku_s)(x) = o(|x|^{-(n-1)/2}),
\end{cases}
\end{equation}

where the last line is the outgoing Sommerfeld radiation condition necessary for uniqueness. If $q$ is compactly supported, a solution $u_s$ of (2.1) must have the following asymptotic behavior when $|x| \to \infty$

$$u_s(k, \theta, x) = C|x|^{-(n-1)/2} k^{(n-3)/2} e^{ik|x|} u_\infty(k, \theta, x/|x|) + o(|x|^{-(n-1)/2}),$$

for a certain function $u_\infty(k, \theta, \theta')$, $k \in (0, \infty)$, $\theta, \theta' \in S^{n-1}$. As mentioned in the introduction, $u_\infty$ is the scattering amplitude or far field pattern, and it is given by the expression

\begin{equation}
\begin{aligned}
u_\infty(k, \theta, \theta') = \int_{\mathbb{R}^n} e^{-i k \theta' \cdot y} q(y) u(y) \, dy,
\end{aligned}
\end{equation}

where it is important to notice that $u$ depends also on $k$ and $\theta$ (see, for example, [18] for a proof of this fact when $q \in C_c^\infty(\mathbb{R}^n)$).

Applying the outgoing resolvent of the Laplacian $R_k$ in the first line of (2.1), where

\begin{equation}
\begin{aligned}
R_k(f)(\xi) = (-|\xi|^2 + k^2 + i0)^{-1} \hat{f}(\xi),
\end{aligned}
\end{equation}

we obtain the Lippmann-Schwinger integral equation

\begin{equation}
u_s = R_k(q e^{ik\theta \cdot (\cdot)}) + R_k(q u_s(k, \theta, \cdot)).
\end{equation}

The existence and uniqueness of the scattering solution of (2.1) follows from a priori estimates for the resolvent operator $R_k$ and the previous integral equation (2.4). In the case of real potentials, this can be shown with the help of Fredholm theory, see, for example, [18, Chapter 6]. Otherwise, since the norm of the operator
We notice that the condition $S$ is satisfied if $q$ is large enough to consider compactly supported $k$ (in general, we also use a Neumann series expansion in (2.4) which will be convergent for $k > k_0$). For our purposes it is enough to consider compactly supported $q \in L^r(\mathbb{R}^n)$, $r > n/2$. Notice that by the Sobolev embedding this is satisfied if $q \in W^{\beta,2}(\mathbb{R}^n)$ with $\beta > (n-4)/2$. See [1, p. 511] for more details and references.

We can now introduce the inverse scattering problems. If we insert (2.4) in (2.2), we can expand the Lippmann-Schwinger equation in a Neumann series, as we mentioned before. Then we obtain the Born series expansion relating the scattering amplitude and the Fourier transform of the potential

$$u_\infty(k, \theta, \theta') = \tilde{q}(\eta) + \sum_{j=2}^{\infty} \int_{\mathbb{R}^n} e^{-ik\theta' \cdot y} (q R_{k})^{j-1}(q(\cdot)e^{ik\theta \cdot (\cdot)}) (y) dy$$

$$+ \int_{\mathbb{R}^n} e^{-ik\theta' \cdot y} (q R_{k})^{l-1}(q(\cdot)u_\infty(k, \theta, \cdot))(y) dy,$$

where $\eta = k(\theta' - \theta)$, $k > k_0$ and the last is the error term. The problem of determining $q$ from the knowledge of the scattering amplitude is formally overdetermined in the sense that the data $u_\infty(k, \theta, \theta')$ is described by $2n-1$ variables, while the unknown potential $q(x)$ has only $n$. There are different ways to deal with the extra parameters.

**Backscattering problem.** In backscattering, only knowledge of $u_\infty(k, \theta, -\theta)$ is assumed for all $k > k_0$ and $\theta \in S^{n-1}$. Then the problem is formally well determined, and the Born approximation $q_B$ is defined by the identity,

$$\tilde{q}_B(\eta) := u_\infty(k, \theta, -\theta),$$

where $\eta = -2k\theta$ and $k > k_0$. We will not treat this problem further in this work, see the introduction for references.

**Fixed angle scattering problem.** In the fixed angle scattering problem one assumes knowledge of $u_\infty(k, \theta, \theta')$ only for a fixed $\theta \in S^{n-1}$ and the opposite unit vector $-\theta$, and for all $k > k_0$ and $\theta' \in S^{n-1}$. Then the problem is formally well determined. Uniqueness for the inverse problem of recovering $q(x)$ from the previous data is still an open question. Generic uniqueness and uniqueness for small potentials has been obtained in [21] for potentials in dimension 3 with certain smoothness conditions. Also, it has been shown in [4] that if the scattering amplitude vanishes for a fixed $\theta$, then $q$ has to be zero.

Now, for a fixed $\theta$, the identity $\eta = k(\theta' - \theta)$ gives us a diffeomorphism (a chart) from $(0, \infty) \times S^{n-1}$ to $H_\theta \subset \mathbb{R}^n$, where

$$H_\theta := \{ \eta \in \mathbb{R}^n : \eta \cdot \theta < 0 \},$$

is an open half space of $\mathbb{R}^n$. Inverting this diffeomorphism, we obtain that for $\eta \in H_\theta$, the relation $\eta = k(\theta' - \theta)$ is satisfied if and only if

$$k(\eta, \theta) := -\frac{\eta^2}{\theta \cdot \eta} \quad \text{and} \quad \theta'(\eta, \theta) := k^{-1}(\eta + k\theta).$$

We notice that the condition $k(\eta, \theta) > k_0$ holds if we ask $|\eta| > C_0$ for any constant $C_0 > 2k_0$ since we always have that $2k \geq |\eta|$. Therefore for $|\eta| > C_0$, we can define
the Born approximation of fixed angle scattering as follows,

\begin{equation}
\tilde{q}_\theta(\eta) := \begin{cases} 
    u_\infty(k(\eta, \theta), \theta, \theta'(\eta, \theta)), & \text{when } \eta \in H_{\theta}, \\
    u_\infty(k(\eta, -\theta), -\theta, \theta'(\eta, -\theta)), & \text{when } \eta \in H_{-\theta},
\end{cases}
\end{equation}

where we need the angle \(-\theta\) to generate the opposite half space to cover a full measure subset of \(\mathbb{R}^n\). For real potentials, using symmetries of the scattering data \(u_\infty\), is possible to reduce the data to only one unit vector \(\theta\) (see [14]) but we consider directly the general case. Assuming convergence of the series, we can write (2.5) taking \(l \to \infty\) as follows,

\begin{equation}
\chi(\eta)\tilde{q}_\theta(\eta) = \chi(\eta)\tilde{q}(\eta) + \sum_{j=2}^{\infty} \widetilde{Q_{\theta,j}}(q)(\eta),
\end{equation}

where \(\widetilde{Q_{\theta,j}}(q)(\eta) = \chi(\eta)\widetilde{Q_{\theta,j}}(q)(\eta)\) (see (1.3)), and

\begin{equation}
\widetilde{Q_{\theta,j}}(q)(\eta) := B_{\theta,j}(q)(\eta) + B_{-\theta,j}(q)(\eta),
\end{equation}

if we define, for \(\theta \in \mathbb{S}^{n-1}\),

\begin{equation}
B_{\theta,j}(q)(\eta) := \begin{cases} 
    \int_{\mathbb{R}^n} e^{-ik\theta \cdot y}(qR_k)^j \chi(\eta) dy, & \text{if } \eta \in H_{\theta}, \\
    0 & \text{if } \eta \notin H_{\theta},
\end{cases}
\end{equation}

with \(k = k(\eta, \theta)\) and \(\theta' = \theta'(\eta, \theta)\) given by (2.6). Notice we have avoided giving a definition of \(\tilde{q}_\theta(\eta)\) for all \(|\eta| < C_0\). As a consequence, from now on it will be understood that the function \(q_\theta(x)\) is defined modulo a \(C^\infty\) function (when the potentials are real, \(u_\infty\) is defined for all \(k > 0\) so we also have, by (2.7) a definition of \(\tilde{q}_\theta(\eta)\) for low frequencies).

**Full data scattering.** In this case we construct a Born approximation considering the values \(u_\infty(k, \theta, \theta')\) for all \(k > k_0\) and \(\theta, \theta' \in \mathbb{S}^{n-1}\). To do that, fix \(\eta \in \mathbb{R}^n\), and consider the Born approximation of fixed angle scattering for every \(\theta \in \mathbb{S}^{n-1}\). We are going to deal with the overdeterminacy by taking an average on the \(\theta\) parameter. Taking the average of (2.8) in \(\mathbb{S}^{n-1}\), we obtain

\begin{equation}
\chi(\eta)\tilde{q}(\eta) = \chi(\eta)\tilde{q}_F(\eta) + \sum_{j=2}^{\infty} \widetilde{Q_{F,j}}(q)(\eta),
\end{equation}

where \(\widetilde{Q_{F,j}}(q)(\eta) := \chi(\eta)\widetilde{Q_{F,j}}(q)(\eta)\) and \(q_F\) is the Born approximation of full data scattering,

\[\tilde{q}_F(\eta) := \frac{1}{\mathbb{S}^{n-1}} \tilde{q}_\theta(\eta) d\sigma(\theta), \quad \text{and} \quad \widetilde{Q_{F,j}}(q)(\eta) = \frac{1}{\mathbb{S}^{n-1}} \widetilde{Q_{\theta,j}}(q)(\eta) d\sigma(\theta).\]

In this work we are not going to need any explicit formula for the \(Q_{F,j}\) operators, only to observe that by (2.9) we have

\begin{equation}
\widetilde{Q_{F,j}}(q)(\eta) = \frac{2}{|\mathbb{S}^{n-1}|} \int_{\{\theta \in \mathbb{S}^{n-1}: \eta \cdot \theta > 0\}} B_{\theta,j}(q)(\eta) d\sigma(\theta),
\end{equation}

(see [1] for a specific computation of the Fourier symbol of \(Q_{F,2}\)).

We now introduce the main result giving convergence of the series (2.8) in Sobolev spaces.
Proposition 2.1. Let \( n \geq 2, j \geq 2 \) and \( \max(0, m) \leq \beta < \infty \), where \( m \) was defined in (1.1). Then if \( q \in W^{\beta,2}(\mathbb{R}^n) \) is compactly supported, \( \tilde{Q}_{\theta,j}(q) \in W^{\alpha,2}(\mathbb{R}^n) \) if \( \alpha < \alpha_j \), with

\[
(2.13) \quad \alpha_j = \beta - \frac{1}{2} + (j - 1) - (j - 1) \frac{(n - 1)}{2} \max\left(0, \frac{1}{2} - \frac{\beta}{n}\right).
\]

Moreover, for every \( \alpha > 0 \), there exists an \( l \geq 2 \) such that the series \( \sum_{j=l}^{\infty} \tilde{Q}_{\theta,j}(q) \) converges absolutely in \( W^{\alpha,2}(\mathbb{R}^n) \) provided we take \( C_0 = C\|q\|_{W^{\alpha,2}}^{1/\varepsilon} \) in (1.2) and (1.3) for a large constant \( C = C(n, \alpha, \beta, \text{supp } q) \) and a certain \( \varepsilon = \varepsilon(n, \beta) > 0. \)

In dimension \( n > 4 \) this result gives convergence of the tail of the high frequency Born series provided \( q \in W^{\beta,2}(\mathbb{R}^n) \) with \( \beta > m > (n - 4)/2 \). This means that \( q \) must have more a priori regularity as \( n \) increases. In part, this is to be expected, since the condition \( q \in L^r, r > n/2 \) is necessary for the existence of scattering solutions, as mentioned previously. This also suggests that for high dimension it could be more adapted to the problem at hand to measure the regularity of \( q \) (and the regularity gain) in the space \( W^{\beta,r}(\mathbb{R}^n) \), for some \( r \geq n/2 \) instead of in \( W^{\beta,2}(\mathbb{R}^n) \), but this is a more difficult problem.

Proposition 2.1 is originally from [17], where it is proved for Sobolev spaces with more general \( p \). Since we have made a slight modification of the result in [17] to consider also the case of \( \beta \geq n/2 \), for the interested reader we give in the appendix some indications about its proof.

Remark 2.2. As noticed already in [1], by the definition of the \( \tilde{Q}_{F,j} \) operator as an average in \( \theta \) of \( \tilde{Q}_{\theta,j} \), Proposition 2.1 gives us an equivalent result for the convergence of the series \( \sum_{j=1}^{\infty} \tilde{Q}_{F,j}(q) \) (this follows from the fact that the estimates in [17] of the \( \tilde{Q}_{\theta,j} \) operators are uniform on \( \theta \)).

We can now reduce the proof of Theorem 1.2 to proving Theorem 1.3.

Proof of Theorem 1.2. Taking the inverse Fourier transform of (2.8), we have that, modulo a \( C^\infty \) function

\[
(2.14) \quad q(x) = q_0(x) - \tilde{Q}_{\theta,2}(q)(x) - \sum_{j=3}^{\infty} \tilde{Q}_{\theta,j}(q)(x).
\]

By the previous proposition, if \( \max(0, m) \leq \beta < \infty \), the series on the left-hand side converges in the Sobolev space \( W^{\alpha,2}(\mathbb{R}^n) \) with \( \alpha < \alpha_3 \) given by (2.13). On the other hand, when \( \max(0, (n - 3)/2) < \beta < \infty \), we have that \( \alpha_3 \geq \min(1, \beta - (n - 3)/2) \), which is the upper bound for the regularity of \( \tilde{Q}_{\theta,2}(q) \) given by (1.4). Therefore Theorem 1.3 implies that, modulo a \( C^\infty \) function, \( q - q_0 \in W^{\alpha,2}(\mathbb{R}^n) \) with \( \alpha \) satisfying (1.4). \( \square \)

To prove Theorem 1.3 we provide an explicit formula for \( Q_{\theta,2}(q) \) in the Fourier transform side. Let \( \zeta \in \mathbb{R}^n \) and \( r \in (0, \infty) \). We define the modified Ewald spheres

\[
\Gamma_r(\zeta) := \{ \xi \in \mathbb{R}^n : |\xi - \zeta/2| = r|\zeta/2| \},
\]

and we denote by \( \sigma_{rk} \) their Lebesgue measure.
Proposition 2.3. Let \( \theta \in \mathbb{S}^{n-1} \) and \( \eta \in \mathbb{R}^n \). Then we have that
\[
B_{\theta,2}(q)(\eta) = \chi_{H_{\theta}}(\eta) \left[ i\pi S_{\theta,1}(q)(\eta) + P_{\theta}(q)(\eta) \right],
\]
where
\[
S_{\theta,r}(q)(\eta) := \frac{1}{k(r+1)} \int_{r_\theta(-2k\theta)} \hat{q}(\xi)\hat{q}(\eta - \xi) \, d\sigma_{rk}(\xi),
\]
with \( k = k(\eta, \theta) \) given by (2.6), \( r \in (0, \infty) \), and
\[
P_{\theta}(q)(\eta) := P.V. \int_0^\infty \frac{1}{1-r} S_{\theta,r}(q)(\eta) \, dr.
\]

Proof. The resolvent of the Laplacian satisfies the formula
\[
R_k(f)(x) = i \frac{\pi}{2} k^{n-2} \int_{\mathbb{R}_-^n} e^{-ik\theta \cdot y} q(y) \int_{\mathbb{S}^{n-1}} \hat{q}(k\omega - k\theta) e^{iky \cdot \omega} \, d\sigma(\omega) \, dy + P.V. \int_{\mathbb{R}^n} e^{ix \cdot \zeta} \frac{\hat{f}(\zeta)}{-|\zeta|^2 + k^2} \, d\zeta,
\]
This follows from computing the limit implicit in (2.3) in the sense of distributions; see, for example, [18, Chapter 5] and [9, pp. 209-236]. Using this formula in (2.10) for \( j = 2 \), and computing the resulting Fourier transform in the \( y \) variable, we get for \( \eta \in H_{\theta} \), \( k = k(\eta, \theta) \), and \( \theta' = \theta'(\eta, \theta) \) that
\[
B_{\theta,2}(q)(\eta) = i \frac{\pi}{2} k^{n-2} \int_{\mathbb{R}_-^n} e^{-ik\theta' \cdot y} q(y) \int_{\mathbb{S}^{n-1}} \hat{q}(k\omega - k\theta) e^{iky \cdot \omega} \, d\sigma(\omega) \, dy + P.V. \int_{\mathbb{R}^n} e^{ix \cdot \zeta} \frac{\hat{q}(\zeta - k\theta)}{-|\zeta|^2 + k^2} \, d\zeta \, dy
= i \frac{\pi}{2} k^{n-2} \int_{\mathbb{S}^{n-1}} \hat{q}(k\theta' - k\omega) \hat{q}(k\omega - k\theta) \, d\sigma(\omega)
+ P.V. \int_{\mathbb{R}^n} \hat{q}(k\theta' - \zeta) \frac{\hat{q}(\zeta - k\theta)}{-|\zeta|^2 + k^2} \, d\zeta.
\]
If we put \( \xi = k(\omega - \theta) \) in the first integral and \( \xi = \zeta - k\theta \) in the second, then
\[
B_{\theta,2}(q)(\eta) = i\pi S_{\theta,1}(q)(\eta) - P.V. \int_{\mathbb{R}^n} \frac{\hat{q}(\xi)\hat{q}(\eta - \xi)}{\xi \cdot (\xi + 2k\theta)} \, d\xi,
\]
when \( \eta \in H_{\theta} \). Now, notice that
\[
-\xi \cdot (\xi + 2k\theta) = k^2 - |\xi - (-k\theta)|^2 = (k - |\xi - (-k\theta)|)(k + |\xi - (-k\theta)|).
\]
We are going to take spherical coordinates with a radial parameter \( t \) around the point \(-k\theta\) in the principal value integral, denoting by \( B_t \) the sphere of center \(-k\theta\) and radius \( t \), and by \( \sigma_t \) its Lebesgue measure. Hence, if we use the change of variables \( t = rk, r \in (0, \infty) \), in the radial variable, we obtain
\[
-P.V. \int_{\mathbb{R}^n} \frac{\hat{q}(\xi)\hat{q}(\eta - \xi)}{\xi \cdot (\xi + 2k\theta)} \, d\xi = P.V. \int_0^\infty \frac{1}{(k-t)(k+t)} \int_{\partial B_t} \hat{q}(\xi)\hat{q}(\eta - \xi) \, d\sigma_t(\xi) \, dt
= P.V. \int_0^\infty \frac{1}{1-r} \frac{1}{k(1+r)} \int_{r_\theta(-2k\theta)} \hat{q}(\xi)\hat{q}(\eta - \xi) \, d\sigma_{rk}(\xi) \, dr
= P.V. \int_0^\infty \frac{1}{1-r} S_{\theta,r}(q)(\eta) \, dr.
\]
\( \square \)
3. Estimates of the spherical operator

In order to prove the estimates of the $\tilde{Q}_{\theta,2}$ operator given by Theorem 1.3, we are going to bound the $B_{\theta,2}$ operators, introduced in the previous section, with the help of Proposition 2.3. We begin in this section with estimates for the spherical operator defined in (2.16). These estimates will be useful in the following section to bound the operator $P_{\theta}$ given in (2.17). To simplify notation, as in (1.3), we define

\begin{equation}
\tilde{S}_{\theta,r}(q)(\eta) := \chi(\eta)S_{\theta,r}(q)(\eta), \quad \text{and} \quad \tilde{P}_{\theta}(q)(\eta) := \chi(\eta)P_{\theta}(q)(\eta).
\end{equation}

**Lemma 3.1.** Let $n \geq 2$ and $q \in W^\beta_1(\mathbb{R}^n)$ with $\beta \geq 0$. Then if $0 \leq \varepsilon < 1$, the estimate

\begin{equation}
\|k^\varepsilon \tilde{S}_{\theta,r}(q)\|_{L^2_\alpha} \leq C(1 + r)^{-\gamma} \|q\|_{W^\beta_1}^2,
\end{equation}

holds when

\begin{equation}
\alpha \leq \beta + (n - 3)/2 - \varepsilon, \quad \text{if} \quad (n - 3)/2 + \varepsilon < \beta < (n - 1)/2,
\end{equation}

\begin{equation}
\alpha < \beta + 1 - \varepsilon, \quad \text{if} \quad (n - 1)/2 \leq \beta < \infty,
\end{equation}

for some real number $\gamma > 0$ (possibly depending on $\beta$). To simplify later computations we define the operator $\tilde{K}_{r}(g_1,g_2)(\eta) = \chi(\eta)K_{r}(g_1,g_2)(\eta)$, where

\begin{equation}
K_{r}(g_1,g_2)(\eta) := \frac{1}{k} \int_{\Gamma_{r,(-2k\theta)}} |g_1(\xi)||g_2(\eta - \xi)| d\sigma_{r,k}(\xi).
\end{equation}

Then we have that

\begin{equation}
\left|\tilde{S}_{\theta,r}(q)(\eta)\right| \leq \frac{1}{1 + r} \tilde{K}_{r}(\hat{q},\hat{q})(\eta),
\end{equation}

and therefore the proof of Lemma 3.1 is an immediate consequence of the following lemma taking $\gamma = 1 - \lambda$.

**Lemma 3.2.** Let $n \geq 2$ and $f_1, f_2 \in W^\beta_1(\mathbb{R}^n)$ with $\beta \geq 0$. Then if $0 \leq \varepsilon < 1$, the estimate

\begin{equation}
\|k^\varepsilon \tilde{K}_{r}(f_1,f_2)\|_{L^2_\alpha} \leq C(1 + r)^{\lambda} \|f_1\|_{W^\beta_1} \|f_2\|_{W^\beta_2},
\end{equation}

holds when $\alpha$ is in the range given in (3.3), for some real number $0 < \lambda < 1$ (possibly depending on $\beta$).

In the proof we are going to use the following result.

**Lemma 3.3.** Let $S_{\rho} \subset \mathbb{R}^n$ be any sphere of radius $\rho$ and let $\sigma_{\rho}$ be its Lebesgue measure. Then for any $0 < \lambda \leq (n - 1)/2$, we have that

\begin{equation}
\int_{S_{\rho}} \frac{1}{|x - y|^{(n-1) - 2\lambda}} d\sigma_{\rho}(y) \leq C_{\lambda} \rho^{2\lambda},
\end{equation}

for any $x \in \mathbb{R}^n$, and for a constant $C_{\lambda}$ that only depends on $\lambda$.

Its proof is a straightforward computation and we leave it for the appendix. We also need the following natural property of the Sobolev spaces.
Remark 3.4. We have that \( W^{\beta,2}_\delta \subset W^{\beta',2}_{\delta'} \) if \( \beta \geq \beta' \) and \( \delta \geq \delta' \). This follows from the equivalence

\[
\| < \cdot >^\delta D >^\alpha f \|_{L^2(\mathbb{R}^n)} \sim \| D >^\alpha < \cdot >^\delta f \|_{L^2(\mathbb{R}^n)},
\]

see, for example, [5, p. 222].

Proof of Lemma 3.2. Consider a parameter \( \varepsilon < \lambda < 1 \), for \( \varepsilon \) in the statement, and observe that \( k \) satisfies \( |\eta| \leq 2k \). Since \( C_0 > 1 \) in (1.2), we have that \( \chi(\eta) = 0 \) for \( |\eta| \leq 1 \). This means that \( |\eta|^{-1} \leq 2 < \eta^{-1} \) in the region where \( \chi \) does not vanish. Since \( \lambda < 1 \), putting these inequalities together we get \( k^{\lambda-1} \leq C < \eta^{\lambda-1} \), and this yields

\[
\| k^{\varepsilon} \tilde{K}_r(\tilde{f}_1, \tilde{f}_2) \|_{L^2_\beta}^2 \leq C \int_{\mathbb{R}^n} < \eta >^{2\varepsilon-2+2\lambda} \left( k^{\varepsilon-\lambda} \int_{\Gamma_r(-2k\theta)} |\tilde{f}_1(\xi)| \right) \left( \frac{\tilde{f}_2(\eta - \xi)}{d\sigma_{rk}(\xi)} \right)^2 d\eta.
\]

Now, we ask \( \lambda \) to also satisfy the relation

\[
(3.5) \quad \beta = \alpha - 1 + \lambda.
\]

We have \( \eta = (\eta - \xi) + \xi \), so if we choose any \( 0 < c < 1/2 \), for every \( \xi \in \Gamma_r(\eta) \) at least one of the conditions \( |\xi| > c|\eta| \) and \( |\eta - \xi| > c|\eta| \) must hold. Since we have assumed that \( \beta \geq 0 \), in both cases we are led, respectively, to the estimate

\[
\| k^{\varepsilon} \tilde{K}_r(\tilde{f}_1, \tilde{f}_2) \|_{L^2_\beta}^2 \leq C(I_1 + I_2),
\]

where

\[
I_1 := \int_{\mathbb{R}^n} \left( k^{\varepsilon-\lambda} \int_{\Gamma_r(-2k\theta)} |\tilde{f}_1(\xi)| < \xi >^\beta |\tilde{f}_2(\eta - \xi)| d\sigma_{rk}(\xi) \right)^2 d\eta,
\]

\[
I_2 := \int_{\mathbb{R}^n} \left( k^{\varepsilon-\lambda} \int_{\Gamma_r(-2k\theta)} |\tilde{f}_1(\xi)||\tilde{f}_2(\eta - \xi)| < \eta - \xi >^\beta d\sigma_{rk}(\xi) \right)^2 d\eta.
\]

We study the case of \( I_1 \). Multiplying and dividing by \( |\eta - \xi|^{(n-1)/2-\lambda+\varepsilon} \), and applying the Cauchy-Schwarz inequality, since \( 0 \leq \varepsilon < \lambda \) we have

\[
I_1 \leq C \int_{\mathbb{R}^n} \int_{\Gamma_r(-2k\theta)} \left| \tilde{f}_1(\xi) \right|^2 < \xi >^{2\beta} \left| \tilde{f}_2(\eta - \xi) \right|^2 |\eta - \xi|^{n-2(\lambda-\varepsilon)} d\sigma_{rk}(\xi) \times
\]

\[
\cdots \times \int_{\Gamma_r(-2k\theta)} \frac{k^{-2(\lambda-\varepsilon)}}{|\eta - \xi|^{n-2(\lambda-\varepsilon)}} d\sigma_{rk}(\xi) d\eta
\]

\[
(3.6) \leq C r^{2(\lambda-\varepsilon)} \int_{\mathbb{R}^n} \int_{\Gamma_r(-2k\theta)} \left| \tilde{f}_1(\xi) \right|^2 < \xi >^{2\beta} \left| \tilde{f}_2(\eta - \xi) \right|^2 |\eta - \xi|^{n-2(\lambda-\varepsilon)} d\sigma_{rk}(\xi) d\eta,
\]

where we need to impose the condition \( \lambda \leq (n-1)/2 + \varepsilon \), to apply Lemma 3.3 and get the last inequality (recall \( \Gamma_r(-2k\theta) \) has radius \( rk \)). To simplify the integral over the Ewald sphere we are going to use the trace theorem. The fundamental point is that for spheres, the constant of the trace theorem can be taken to be 1, independently of the radius of the sphere. See Proposition A.1 in the appendix for
an elementary proof of this fact. This yields
\[ \int_{\Gamma_r(-2\kappa)} |\hat{f}_1(\xi)|^2 < \xi > 2^\beta |\hat{f}_2(\eta - \xi)|^2 < \eta - \xi > n-1 - 2(\lambda - \varepsilon) \, d\sigma_{r_k}(\xi) \]
\[ \leq \int_{\mathbb{R}^n} |\hat{f}_1(\xi)|^2 < \xi > 2^\beta |\hat{f}_2(\eta - \xi)|^2 < \eta - \xi > (n-1) - 2(\lambda - \varepsilon) \, d\xi \]
\[ + \int_{\mathbb{R}^n} \nabla_\xi \left( \frac{\hat{f}_1(\xi)}{\xi} < \xi > 2^\beta |\hat{f}_2(\eta - \xi)|^2 < \eta - \xi > (n-1) - 2(\lambda - \varepsilon) \right) \, d\xi. \]
(3.7)
Therefore, inserting (3.7) into (3.6) and changing the order of integration we get
\[ I_1 \leq C r^{2(\lambda - \varepsilon)} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\hat{f}_1(\xi)|^2 < \xi > 2^\beta |\hat{f}_2(\eta - \xi)|^2 < \eta - \xi > (n-1) - 2(\lambda - \varepsilon) \, d\xi \, d\eta \]
\[ + C r^{2(\lambda - \varepsilon)} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nabla \left( \frac{\hat{f}_1(\xi)}{\xi} < \xi > 2^\beta |\hat{f}_2(\eta - \xi)|^2 < \eta - \xi > (n-1) - 2(\lambda - \varepsilon) \right) \, d\xi \, d\eta \]
\[ + C r^{2(\lambda - \varepsilon)} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\hat{f}_1(\xi)|^2 < \xi > 2^\beta \left( \nabla \left( \frac{\hat{f}_2(\eta - \xi)}{\eta} < \eta - \xi > (n-1) - 2(\lambda - \varepsilon) \right) \right)^2 \, d\xi \, d\eta \]
\[ \leq C r^{2(\lambda - \varepsilon)} \|f_1\|_{W^{\beta,2}} \|f_2\|_{W^{(n-1)/2 - (\lambda - \varepsilon),2}} \|
\]
(3.8)
since by Plancherel theorem we have
\[ \int_{\mathbb{R}^n} |\nabla \left( \frac{\hat{f}(\xi)}{\xi} > 1 \right) |^2 \, d\xi \leq C \|f\|_{W^{\beta,2}}^2. \]
The estimate of \( I_2 \) is nearly identical, the only difference is that we multiply and divide by the weight \( |\xi|^{(n-1)/2 - (\lambda - \varepsilon)} \) in (3.6), so essentially we recover estimate (3.8) with the roles of \( f_1 \) and \( f_2 \) interchanged. Hence we have that
\[ \|k \tilde{K}_r(\hat{f}_1, \hat{f}_2)\|_{L^2_{\varepsilon}} \]
\[ \leq C r^{(\lambda - \varepsilon)} \left( \|f_1\|_{W^{\beta,2}} \|f_2\|_{W^{(n-1)/2 - (\lambda - \varepsilon),2}} + \|f_2\|_{W^{\beta,2}} \|f_1\|_{W^{(n-1)/2 - (\lambda - \varepsilon),2}} \right). \]
(3.9)
Now, as a consequence of (3.5) and that \( \lambda > \varepsilon \), equation (3.4) will follow directly in the range \( \beta \geq (n - 1)/2 \) (we are also using remark 3.4). But, by the conditions imposed in the proof we have to take into account the restrictions
\[ \begin{cases} \varepsilon < \lambda < 1 \\ \varepsilon < \lambda \leq \frac{n-1}{2} + \varepsilon \end{cases} \iff \begin{cases} \beta < \alpha < \beta + 1 - \varepsilon \\ \beta + 1 - \frac{n-1}{2} - \varepsilon \leq \alpha < \beta + 1 - \varepsilon. \end{cases} \]
(3.9)
We can discard the lower bounds for \( \alpha \) using that \( \|f\|_{L^2_{\varepsilon}} \leq \|f\|_{L^2_{\alpha}} \) always holds if \( \alpha \leq \alpha' \). Therefore we have only the restriction \( \alpha < \beta + 1 - \varepsilon. \)
Otherwise, if \( \beta \) is in the range \( 0 \leq \beta < (n - 1)/2 \), estimate (3.4) will follow if we add the extra condition
\[ (n - 1)/2 - (\lambda - \varepsilon) \leq \beta. \]
(3.10)
Then, since \( \lambda < 1 \), we must have \( \beta > (n - 3)/2 + \varepsilon \) (the other conditions on \( \lambda \) don’t add new restrictions). Also (3.5) and (3.10) imply together that \( \alpha \leq 2\beta - (n - 3)/2 - \varepsilon \), which is a stronger condition than \( \alpha < \beta + 1 - \varepsilon \) since we have \( \beta < (n - 1)/2. \) Hence, we have obtained the ranges of parameters given in the statement. \( \square \)
In the next section we are going to need the following Lipschitz estimate for $\tilde{S}_{\theta,r}$ which follows from the previous lemma, to bound the principal value operator $P_{\theta}$.

**Proposition 3.5.** Let $n \geq 2$ and $q \in S(\mathbb{R}^n)$. Then for any $0 < \delta < 1$ and $r_1, r_2 \in (1 - \delta, 1 + \delta)$,

\[
\left\| k^{-1}(\tilde{S}_{\theta,r_1}(q) - \tilde{S}_{\theta,r_2}(q)) \right\|_{L^2_\omega} \leq C |r_1 - r_2| \|q\|_{W^{\beta,2}_2},
\]

holds when $\alpha$ and $\beta$ satisfy (3.3) with $\varepsilon = 0$.

In general the constant $C$ in the estimate is going to depend on $\delta$, but this has no special relevance. Observe also that the Sobolev space this time is $W^{\beta,2}_2$ instead of $W^{\beta,2}_1$.

**Proof.** We center the Ewald spheres in the origin with the change $\xi = rk\omega - k\theta$, where $\omega \in \mathbb{S}^{n-1}$,

\[
S_{\theta,r}(q)(\eta) := \frac{1}{k(1 + r)} \int_{\Gamma_r(-2k\theta)} \tilde{q}(\xi) \tilde{q}(\eta - \xi) \, d\sigma_{rk}(\xi)
\]

\[
= \frac{2k^{n-2}r^{n-1}}{(1 + r)^2} \int_{\mathbb{S}^{n-1}} \tilde{q}(rk\omega - k\theta) \tilde{q}(\eta - rk\omega + k\theta) \, d\sigma(\omega).
\]

Now we can compute derivatives in the $r$ variable. Consider $\eta$ fixed, then

\[
\frac{d}{dr} S_{\theta,r}(q)(\eta)
\]

\[
= \frac{k^{n-2}r^{-2}(n - 1)\omega^{-2}(1 + r) - r^{n-1}}{(1 + r)^2} \int_{\mathbb{S}^{n-1}} \tilde{q}(rk\omega - k\theta) \tilde{q}(\eta - rk\omega + k\theta) \, d\sigma(\omega)
\]

\[
+ \frac{k^{n-1}r^{-1}}{(1 + r)} \int_{\mathbb{S}^{n-1}} \omega \cdot \nabla \tilde{q}(rk\omega - k\theta) \tilde{q}(\eta - rk\omega + k\theta) \, d\sigma(\omega)
\]

\[
- \frac{k^{n-1}r^{-1}}{(1 + r)} \int_{\mathbb{S}^{n-1}} \tilde{q}(rk\omega - k\theta) \omega \cdot \nabla \tilde{q}(\eta - rk\omega + k\theta) \, d\sigma(\omega),
\]

(observe that $S_{\theta,r}(q)(\eta)$ is a smooth function in the $r$ variable for every $\eta \neq 0$). Hence, fixing some $0 < \delta < 1$, for $r \in (1 - \delta, 1 + \delta)$, if we undo the change to spherical coordinates we get

\[
\left| \frac{d}{dr} S_{\theta,r}(q)(\eta) \right| \leq CK_r(q) + CkK_r(|\nabla \tilde{q}|, \tilde{q})(\eta) + CkK_r(\tilde{q}, |\nabla \tilde{q}|)(\eta),
\]

taking the absolute values inside the integrals. Notice the $k$ factor multiplying the last terms. Now, if $\eta \neq 0$, by the fundamental theorem of calculus we have

\[
S_{\theta,r_2}(q)(\eta) - S_{\theta,r_1}(q)(\eta) = \int_{r_1}^{r_2} \frac{d}{dr} S_{\theta,r}(q)(\eta) \, dr
\]

\[
= (r_2 - r_1) \int_0^1 \left[ \frac{d}{dr} S_{\theta,r}(q)(\eta) \right]_{r=r(t)} \, dt,
\]

where for brevity, $r(t) = (r_2 - r_1)t + r_1$. Then by (3.12) we obtain

\[
|S_{\theta,r_2}(q)(\eta) - S_{\theta,r_1}(q)(\eta)|
\]

\[
\leq C |r_2 - r_1| \int_0^1 \left( K_{r(t)}(\tilde{q}, \tilde{q})(\eta) + kK_{r(t)}(|\nabla \tilde{q}|, \tilde{q})(\eta) + kK_{r(t)}(\tilde{q}, |\nabla \tilde{q}|)(\eta) \right) \, dt,
\]

where $K_r(q, \phi) = \int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} q(\eta - \xi) \phi(\eta - \eta') \, d\sigma(\eta') \, d\sigma(\xi)$.
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so multiplying by \( \chi(\eta) \), and applying Minkowski's integral inequality we have
\[
\|k^{-1}(\tilde{S}_{\theta,r_2}(q) - \tilde{S}_{\theta,r_1}(q))\|_{L^2_n} \leq C|r_2 - r_1| \int_0^1 \left( \|k^{-1}K_r(\tilde{q})\|_{L^2_n} + \|\tilde{K}_r(|\nabla \tilde{q}|, \tilde{q})\|_{L^2_n} + \|\tilde{K}_r(\tilde{q}, |\nabla \tilde{q}|)\|_{L^2_n} \right) dt.
\]
Then, since \( r(t) \in (1 - \delta, 1 + \delta) \), we can apply Lemma 3.2 with \( \epsilon = 0 \) to estimate the first term (using that \( k^{-1} \leq 2|\eta|^{-1} \)). The others follow similarly. Observe that
\[
K_r(|\nabla \tilde{q}|, \tilde{q}) \leq C\sum_{i=1}^n K_r(\partial_i \tilde{q}, \tilde{q}) = C\sum_{i=1}^n K_r(x_i \tilde{q}, \tilde{q}),
\]
so again we can apply Lemma 3.2 to estimate these terms, to obtain
\[
\|\tilde{K}_r(x_i \tilde{q}, \tilde{q})\|_{L^2_n} \leq C\|x_i q\|_{W^{\beta,2}_1}\|q\|_{W^{\beta,2}_1} \leq C\|q\|_{W^{\beta,2}_2}^2.
\]
This completes the proof. \( \square \)

4. Estimate of the Principal Value Operator

As a consequence of Lemma 3.1 and Proposition 3.5, we obtain the following estimate for the principal value operator \( P_0 \) introduced in (3.1).

**Proposition 4.1.** Let \( n \geq 2 \) and \( q \in W^{\beta,2}_2(\mathbb{R}^n) \) with \( \beta \geq 0 \). Then the estimate
\[
\|P_0(q)\|_{L^2_n} \leq C\|q\|_{W^{\beta,2}_2}^2,
\]
holds when
\[
\alpha < \begin{cases} 
\beta + (\beta - (n - 3)/2), & \text{if } (n - 3)/2 < \beta < (n - 1)/2, \\
\beta + 1, & \text{if } (n - 1)/2 \leq \beta < \infty.
\end{cases}
\]

**Proof.** By a density argument we might assume \( q \in \mathcal{S}(\mathbb{R}^n) \). Take the same \( \delta \) as in Proposition 3.5,
\[
\tilde{P}_0(q)(\eta) = P.V. \int_{|1 - r| < \delta} \frac{\tilde{S}_{\theta,r}(q)(\eta)}{1 - r} dr + \int_{\delta < |1 - r|} \frac{\tilde{S}_{\theta,r}(q)(\eta)}{1 - r} dr
\]
\[
=: P_{0,\delta}(q)(\eta) + P_{0,\delta,L}(q)(\eta),
\]
(drop we dropping the tilde symbol from the operators just defined to simplify notation). Applying Minkowski’s integral inequality and estimate (3.2) with \( \epsilon = 0 \), we obtain
\[
\|P_{0,\delta,L}(q)\|_{L^2_n} \leq \int_{\delta < |1 - r|} \frac{\|\tilde{S}_{\theta,r}(q)\|_{L^2_n}}{|1 - r|} dr \leq C\|q\|_{W^{\beta,2}_2}^2.
\]
To study \( P_{0,\delta} \) we need a finer decomposition in regions. Set \( \delta_k := \delta \min(k^{-2}, 1) \).

To simplify notation we define the region
\[
B_k := \{ r \in (0, \infty) : \delta_k \leq |1 - r| \leq \delta \},
\]
relevant when \( k > 1 \). By using that \( P.V. \int_{|1 - r| < \alpha} \frac{dr}{1 - r} = 0 \) for any \( \alpha > 0 \), we have
\[
P_{0,\delta}(q)(\eta) = \int_{|1 - r| < \delta_k} \frac{\tilde{S}_{\theta,r}(q)(\eta) - \tilde{S}_{\theta,1}(q)(\eta)}{1 - r} dr + \int_{B_k} \frac{\tilde{S}_{\theta,r}(q)(\eta)}{1 - r} dr
\]
\[
=: P_{0,\delta_k}(q)(\eta) + P_{0,B_k}(q)(\eta),
\]
where in (4.3) the $P.V.$ is no longer necessary since $q \in \mathcal{S}$ implies that $\widetilde{S}_{\theta,r}(q)(\eta)$ is smooth in the $r$ variable, so the singularity in the denominator is cancelled by the numerator. Then, using Cauchy-Schwarz’s inequality in the $r$ variable and estimate (3.11) we obtain

$$\|P_{\theta,\delta_k}(q)\|_{L^2}^2 = \int_{\mathbb{R}^n} <\eta>^{2\alpha} \left| \int_{|1-r|<\delta_k} \frac{\widetilde{S}_{\theta,1}(q)(\eta) - \widetilde{S}_{\theta,r}(q)(\eta)}{1-r} \, dr \right|^2 \, d\eta \leq 2\delta \int_{\mathbb{R}^n} <\eta>^{2\alpha} \left( k^{-1} \left| \frac{\widetilde{S}_{\theta,1}(q)(\eta) - \widetilde{S}_{\theta,r}(q)(\eta)}{1-r} \right| \right)^2 \, dr \, d\eta \leq 2\delta \int_{|1-r|<\delta} \frac{\|k^{-1}(\widetilde{S}_{\theta,1}(q)(\eta) - \widetilde{S}_{\theta,r}(q)(\eta))\|_{L^2}^2}{1-r^2} \, dr \leq C\delta^2 \|q\|_{W^{\beta,2}}^4.$$  

Now, to estimate $P_{\theta,B_k}(q)(\eta)$, set $N(k) = -\log_2(\delta k^{-2})$, and consider the next dyadic decomposition,  

$$P_{\theta,B_k}(q)(\eta) = \sum_{0 \leq j < N(k)} \int_{2^{-(j+1)}<|1-r|<2^{-j}} \chi_{B_k}(r) \frac{1}{1-r} \widetilde{S}_{\theta,r}(q)(\eta) \, dr,$$

where $\chi_{B_k}$ is the characteristic function of $B_k$. For $\eta$ fixed, if $0 \leq j < N(k)$, the definition of $N(k)$ implies that $2^j \leq k^2/\delta$. Therefore

$$|P_{\theta,B_k}(q)(\eta)| \leq \sum_{j=0}^{\infty} 2^{j+1} \chi_{(\delta 2^j,\infty)}(k^2) \int_{|1-r|<2^{-j}} \left| \widetilde{S}_{\theta,r}(q)(\eta) \right| \, dr,$$

where $\chi_{(\delta 2^j,\infty)}$ is again a characteristic function. But observe that in the last line we have a sublinear operator of the kind  

$$P^\lambda(q)(\eta) := \chi_{(\delta \lambda^{-1},\infty)}(k^2) \int_{|1-r|\leq \lambda} \left| \widetilde{S}_{\theta,r}(q)(\eta) \right| \, dr,$$

with $0 < \lambda < 1$. Take $\varepsilon > 0$ small. Computing the $L^2$ norm of $P^\lambda$ and applying Minkowski’s integral inequality we obtain

$$\|P^\lambda(q)\|_{L^2} \leq C\lambda^{\varepsilon/2} \int_{|1-r|\leq \lambda} \|k^\varepsilon \widetilde{S}_{\theta,r}(q)\|_{L^2} \, dr \leq \lambda^{1+\varepsilon/2} C \|q\|_{W^{\beta,2}}^2,$$

using estimate (3.2), and that in the region where the characteristic function does not vanish we have that $k^{-\varepsilon} \leq C\lambda^{\varepsilon/2}$. Hence, taking the $L^2$ norm of (4.5) and applying estimate (4.6),

$$\|P_{\theta,B_k}(q)\|_{L^2} \leq 2 \sum_{j=0}^{\infty} 2^j \|P^{2^{-j}}(q)\|_{L^2} \leq C \|q\|_{W^{\beta,2}}^2 \sum_{j=0}^{\infty} 2^{-j\varepsilon/2},$$

and the dyadic sum converges. This estimate holds when $\alpha$ is in the range given by (3.3), so for every $\alpha$ in the range given by (4.1) is possible to chose $\varepsilon$ so that (4.7) holds. Therefore since $\bar{P}_\theta = P_{\theta,L} + P_{\theta,\delta_k} + P_{\theta,B_k}$ we conclude the proof putting together estimates (4.2), (4.4) and (4.7). \qed
5. Some limitations on the regularity of the double dispersion operator

In this section we construct a family of real, radial and compactly supported functions \(g_\beta\) to obtain upper bounds for the regularity gain of the \(Q_{\theta,2}\) and \(Q_{F,2}\) operators. We will also give the proofs of Theorems 1.1 and 1.3.

**Theorem 5.1.** For every \(0 < \beta < \infty\), if \(\alpha_0 := \min(\beta + 1, 2\beta - (n - 4)/2)\), there is a radial, real and compactly supported function \(g_\beta\) satisfying \(g_\beta \in W^{\gamma,2}(\mathbb{R}^n)\) if \(\gamma < \beta\), and such that

i) \(Q_{\theta,2}(g_\beta) \in W_{\text{loc}}^{\alpha,2}(\mathbb{R}^n)\) only if \(\alpha < \alpha_0\).

ii) \(Q_{F,2}(g_\beta) \in W_{\text{loc}}^{\alpha,2}(\mathbb{R}^n)\) only if \(\alpha < \alpha_0\).

To simplify notation, we put \(S_\theta := S_{\theta,1}\), \(\Gamma(\zeta) := \Gamma_1(\zeta)\) and denote by \(\sigma_k\) the Lebesgue measure of this Ewald sphere. The key idea behind the proof of this theorem is to study the asymptotic behavior of \(|B_{\theta,2}(q)(\eta)|\) when \(|\eta| \to \infty\) and \(q = g_\beta\). Now, by construction (see Proposition 5.3 below), \(g_\beta\) has real and nonnegative Fourier transform. Hence, by (2.15), for \(\eta \in H_{\theta}, B_{\theta,2}(g_\beta)(\eta)\) has a real part given by \(P_{\theta}(g_\beta)(\eta)\) and an imaginary part given by \(\pi S_{\theta}(g_\beta)(\eta)\) (see Proposition 2.3). Therefore, since there are no possible cancellations between the real and imaginary parts, we are going to study the asymptotic behavior of only the spherical integral \(S_{\theta}(g_\beta)\), which has the advantage of having a positive integrand. The key estimate is the following.

**Lemma 5.2.** Consider the half cone \(D_\theta := \{\eta \in \mathbb{R}^n : \eta \cdot \theta \leq -a|\eta|\}\) for some \(0 < a < 1\). Assume also that \(q_\beta \in L^2(\mathbb{R}^n)\) satisfies the following conditions,

i) Its Fourier transform \(\hat{q}_\beta(\xi)\) is continuous, real and nonnegative in all \(\mathbb{R}^n\).

ii) There is a constant \(c > 0\) such that if \(|\xi| > c\), then \(\hat{q}_\beta(\xi) \geq C < \xi >^{-n/2-\beta}\).

iii) \(\hat{q}_\beta(0) > 0\).

Then we have that if \(|\eta| > 4c\), there is a constant \(C\) independent of \(\eta\) and \(\theta\) such that

\[S_{\theta}(q_\beta)(\eta) \geq C \chi_{D_\theta}(\eta) \max \left(\frac{1}{\eta >^{-\beta-n/2-1}}, \frac{1}{\eta >^{-2\beta-2}}\right),\]

where \(\chi_{D_\theta}\) denotes the characteristic function of the cone.

**Proof.** Observe that if \(\eta \cdot \theta \leq -a|\eta|\), by (2.6) we have that \(k \sim |\eta|\). Since \(\hat{q}_\beta\) is nonnegative, we have that

\[
S_{\theta}(q_\beta)(\eta) \geq \frac{1}{2k} \int_{A(\eta)} \hat{q}_\beta(\xi) \hat{q}_\beta(\eta - \xi) d\sigma_k(\xi),
\]

where \(A(\eta) \subset \Gamma(-2k\theta)\) is defined as follows

\[A(\eta) := \{\xi \in \Gamma(-2k\theta) : |\xi| > c \text{ and } |\eta - \xi| > c\}.\]

That is, we take the points on the Ewald sphere which are not contained in two balls of radius \(c\) centered, respectively, around \(\eta\) and the origin. This implies that the
measure of $A(\eta)$ satisfies $|A(\eta)| \geq Ck^{n-1}$ for some constant $C > 0$, since $|\eta| > 4c$ implies $k > 2c$. Therefore, by condition ii), in (5.1) we get
\begin{equation}
S_0(q_\beta)(\eta) \geq C_1 \int_{A(\eta)} \frac{1}{k} < \eta - \xi >^{-\beta-n/2} < \xi >^{-\beta-n/2} d\sigma_k(\xi)
\end{equation}
(5.2)

\[ \geq C_1 \frac{1}{k} < \eta >^{-2\beta-n} k^{n-1} \geq C < \eta >^{-2\beta-2}, \]
where we have used that $|\xi| \leq 2k \leq C|\eta|$ and that $|\eta - \xi| \leq |\eta| + 2k \leq C|\eta|$. 

Now, if $\hat{q}_\beta$ is continuous and $\hat{q}_\beta(0) > 0$, we can take a ball $B_c$ around the origin of radius $0 < \varepsilon < c$ such that $\hat{q}_\beta(\xi)$ is positive in its closure. Then if $|\eta| > 2c$, $\xi \in B_c \cap \Gamma(-2k\theta)$ implies $|\eta - \xi| > c$, so
\begin{equation}
S_0(q_\beta)(\eta) \geq \frac{1}{k} \int_{B_c \cap \Gamma(-2k\theta)} \hat{q}_\beta(\xi) \hat{q}_\beta(\eta - \xi) d\sigma_k(\xi)
\end{equation}
(5.3)

\[ \geq C_1 \frac{1}{k} \int_{B_c \cap \Gamma(-2k\theta)} < \eta - \xi >^{-\beta-n/2} d\sigma_k(\xi) \geq C < \eta >^{-\beta-n/2-1}, \]
using again that $|\eta - \xi| \leq C|\eta|$ and that the measure $|B_c \cap \Gamma(-2k\theta)|$ is bounded below by a positive constant independent of $\eta$ (this is because the region $B_c \cap \Gamma(-2k\theta)$ approaches a flat disc of radius $\varepsilon$ for $\eta$ large). To finish we just have to put together (5.2) and (5.3).

We construct now the family of functions $g_\beta$.

**Proposition 5.3.** For every $0 < \beta < \infty$ there is a radial, real and compactly supported function $g_\beta \in W^{\gamma,2}(\mathbb{R}^n)$ for every $\gamma < \beta$, such that $\hat{g}_\beta$ is nonnegative in $\mathbb{R}^n$, $\hat{g}_\beta(0) > 0$, and for some $c > 0$ we have that
\begin{equation}
\hat{g}_\beta(\xi) \geq C < \xi >^{-n/2-\beta} \quad \text{if} \quad |\xi| > c.
\end{equation}
(5.4)

**Proof.** We introduce the functions $G_\beta(x)$ given by the relation
\[ \hat{G}_\beta(\xi) := \frac{1}{< \xi >^{n/2+\beta}}. \]
These functions are, up to normalizing factors, kernels of Bessel potential operators. We observe that the Fourier transform of a radial and real function in $\mathbb{R}^n$, $\hat{g}_\beta(0) > 0$, and for some $c > 0$ we have that
\begin{equation}
\hat{g}_\beta(\xi) \geq C < \xi >^{-n/2-\beta} \quad \text{if} \quad |\xi| > c.
\end{equation}
(5.4)

The regularity properties of the $G_\beta$ function are determined by its behavior when $|x| \to 0$. Far from the origin $G_\beta(x)$ is smooth with exponential decay (see, for example, chapter V of [22]). This motivates us to choose $g_\beta = \phi G_\beta$ where, $\phi$ is any $C^\infty_c(\mathbb{R}^n)$ function nonvanishing at the origin. Then clearly we have $g_\beta \in W^{\gamma,2}(\mathbb{R}^n)$ for every $\gamma < \beta$, as desired.

The rest of the properties of $g_\beta$ follow if we choose $\phi$ in the following way. Consider again a radial and real function $\psi \in C^\infty_c(\mathbb{R}^n)$ such that $\hat{\psi}(0) \neq 0$, and put $\phi = \psi * \psi$. Then $\phi$ is going to be compactly supported, radial, real, and nonzero at the origin. Moreover its Fourier transform satisfies $\hat{\phi}(\xi) = \psi(\xi)^2 \geq 0$ for all $\xi \in \mathbb{R}^n$ and also that $\hat{\phi}(0) > 0$. 
Using this we get that \( \hat{g}_\beta(\xi) = \hat{\phi} * \hat{G}_\beta(\xi) \) is nonnegative. Also, since \( \hat{\phi}(0) > 0 \), there is an \( \varepsilon > 0 \) such that \( \hat{\phi}(\xi) \) is bounded below in \( B_\varepsilon = \{ \xi \in \mathbb{R}^n : |\xi| < \varepsilon \} \). This yields (5.4) since we have

\[
\hat{g}_\beta(\xi) = \int_{\mathbb{R}^n} \hat{G}_\beta(\xi - \zeta) \hat{\phi}(\zeta) \, d\zeta \geq \int_{B_\varepsilon} < \xi - \zeta > -n/2 - \beta \hat{\phi}(\zeta) \, d\zeta \\
\geq C \int_{B_\varepsilon} < \xi - \zeta > -n/2 - \beta \, d\zeta \geq C < |\xi| + \varepsilon > -n/2 - \beta \geq C < \xi > -n/2 - \beta,
\]

for \( |\xi| > \varepsilon \). To finish the proof we only have to verify that \( \hat{g}_\beta(0) > 0 \). But this is immediate,

\[
\hat{g}_\beta(0) = \int_{\mathbb{R}^n} \hat{G}_\beta(-\xi) \hat{\phi}(\xi) \, d\xi > 0,
\]
since \( \hat{G}_\beta(\xi) > 0 \) and \( \hat{\phi}(\xi) \geq 0 \) for every \( \xi \in \mathbb{R}^n \).

We can now prove Theorem 5.1, with the help of the following simple result.

**Lemma 5.4.** Let \( D_\theta \) be a half cone as defined in Lemma 5.2, and let \( f \in S'(\mathbb{R}^n) \) be such that \( \hat{f} \in L^1_{\text{loc}}(\mathbb{R}^n) \) and \( \hat{f}(\eta) \geq 0 \) almost everywhere. Assume also that for some \( c > 0 \), \( \gamma \in \mathbb{R} \) and \( |\eta| > c \) we have \( \hat{f}(\eta) \geq C < \eta > -n/2 - \gamma \) for \( \eta \in D_\theta \). Then we have that \( f \notin W^{n,2}_{\text{loc}} \) if \( \alpha \geq \gamma \).

We postpone the proof of this lemma until the end of this section.

**Proof of Theorem 5.1.** By Proposition 5.3, we have that \( g_\beta \in W^{n,2} \) if and only if \( \gamma < \beta \). Let’s prove \( i \). \( g_\beta \) satisfies all of the conditions necessary to apply Lemma 5.2, and hence, for \( |\eta| > 4c \), we have that

\[
S_\theta(g_\beta)(\eta) \geq C \chi_{D_\theta}(\eta) \max (\langle \eta > -\beta - n/2 - 1, \eta > -2\beta - 2 \rangle).
\]

As we mentioned before, since \( g_\beta \) is real, there are no cancellations possible between \( P_\theta(g_\beta) \) and \( i\pi S_\theta(g_\beta) \). Hence if we assume \( Q_{\theta,2}(g_\beta) \in W^{n,2}_{\text{loc}} \), it implies that \( \mathcal{F}^{-1}(S_\theta(g_\beta)) \in W^{n,2}_{\text{loc}} \). As a consequence, by Lemma 5.4 and (5.5) we obtain that \( \alpha \) must satisfy simultaneously \( \alpha < \beta + 1 \) and \( \alpha < 2\beta + (n - 4)/2 \).

To prove \( ii \) observe that taking the imaginary part of (2.12), we have

\[
I(Q_F;2(g_\beta))(\eta) = \frac{2\pi}{|\mathbb{S}^{n-1}|} \int_{\{\theta \in \mathbb{S}^{n-1} : |\eta - \theta| < 0\}} S_\theta(g_\beta)(\eta) \, d\sigma(\theta).
\]

Therefore, since the integrand is positive for every \( \theta \), if we consider an \( \eta \) fixed satisfying \( |\eta| > 4c \), we can restrict the integral to the subset of points \( \theta \in \mathbb{S}^{n-1} \) such that \( \eta \in D_\theta \). Then we obtain

\[
I(Q_F;2(g_\beta))(\eta) \geq \frac{2\pi}{|\mathbb{S}^{n-1}|} \int_{\{\theta \in \mathbb{S}^{n-1} : |\eta - \theta| < a|\eta|\}} S_\theta(g_\beta)(\eta) \, d\sigma(\theta) \geq C \max (\langle \eta > -\beta - n/2 - 1, \eta > -2\beta - 2 \rangle),
\]

where the last line follows from (5.5). From this estimate, reasoning as in the proof of \( i \) we obtain \( ii \). \( \Box \)
We can finally prove the remaining main theorems of this work.

**End of proof of theorem 1.3.** Condition (1.5) is an immediate consequence of Theorem 5.1. By Proposition 2.3 and equations (2.9) and (2.15), we have that
\[
\widehat{Q}_{\theta,2}(q)(\eta) = \chi\chi_{\eta}(\eta) \left( \widehat{S}_\theta(q)(\eta) + \widetilde{P}_\theta(q)(\eta) \right) + \chi\chi_{\eta}(\eta) \left( \widehat{S}_{-\theta}(q)(\eta) + \widetilde{P}_{-\theta}(q)(\eta) \right),
\]
so, the estimate of the spherical operators follows from Lemma 3.1 with \( \varepsilon = 0 \) and \( r = 1 \), and the estimate of the principal value operators from Proposition 4.1. □

**Proof of Theorem 1.1.** Take \( \alpha \geq 0 \) and assume that we have that \( q - q_0 \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \) for every compactly supported, real and radial potential \( q \in W^{\beta,2}(\mathbb{R}^n) \). We are going to prove that then necessarily \( Q_{\theta,j}(q) \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \) also.

Consider the Born series in (2.14), for the potential \( q(\lambda) = \lambda q \), where \( \lambda \in (0,1) \), and denote by \( q_0(\lambda) \) its corresponding Born approximation. By the multilinearity of the \( \widehat{Q}_{\theta,j} \) operators we have
\[
\lambda q - q_0(\lambda) = -\sum_{j=2}^{l-1} \lambda^j \widehat{Q}_{\theta,j}(q) + \sum_{j=l}^{\infty} \lambda^j \widehat{Q}_{\theta,j}(q),
\]
modulo a \( C^\infty \) function (possibly dependent on \( \lambda \)). By Proposition 2.1, we have that if \( \beta \geq m \), we can take \( l \) in (5.6) such that \( \alpha < \alpha_l \), and hence \( \sum_{j=2}^{l-1} \lambda^j \widehat{Q}_{\theta,j}(q) \)
will converge in \( W^{\alpha,2}(\mathbb{R}^n) \), for every \( \lambda \in (0,1) \).

Let \( V := \mathcal{S}'/W^{\alpha,2}_{\text{loc}} \) be the quotient vector space of \( \mathcal{S}'(\mathbb{R}^n) \) with \( W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \). We denote the elements of \( V \) by \( [h] \) where \( h \in \mathcal{S}' \) is any member of the equivalence class. Since by hypothesis we have that \( \lambda q - q_B(\lambda) \) is a \( W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \) function, then (5.6) becomes in \( V \),
\[
\sum_{j=2}^{l-1} \lambda^j \left\{ \widehat{Q}_{\theta,j}(q) \right\} = 0.
\]

Now, for every \( 2 \leq i \leq l - 1 \), we can always choose a \( \lambda_i \in (0,1) \) such that the \( l - 2 \) vectors of \( \mathbb{R}^{l-2} \) with coordinates \( (\lambda^2, \ldots, \lambda^{l-1}) \) are linearly independent. This implies that \([\widehat{Q}_{\theta,j}(q)] = 0\), and hence, that \( \widehat{Q}_{\theta,j}(q) \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \) for all \( 2 \leq j \leq l - 1 \).

As a consequence, we also obtain that \( Q_{\theta,j}(q) \in W^{\alpha,2}_{\text{loc}}(\mathbb{R}^n) \) for every \( j \). But by Theorem 1.3, we know that this implies that \( \alpha \leq \min(2\beta - (n - 4)/2, \beta + 1) \).

Using Remark 2.2 and Theorem 5.1 the case of full data scattering can be proved in the same way. □

**Proof of Lemma 5.4.** In the proof of Proposition 5.3 we have seen that we can take a function \( \phi \in C^\infty_c \) such that \( \widehat{\phi}(\xi) \geq 0 \) in \( \mathbb{R}^n \) and \( \widehat{\phi}(0) > 0 \). Then we can choose an \( 0 < \varepsilon < \varepsilon \) small so that \( \widehat{\phi}(\xi) \) is bounded below by a positive constant when \( |\xi| < \varepsilon \).

Then, if \( D_{\theta,\varepsilon} := \{ \eta \in D_{\theta} : (\eta - \xi) \in D_{\theta} \forall |\xi| < \varepsilon \} \) and we ask \( |\eta| \geq 2c \) and \( \eta \in D_{\theta,\varepsilon} \),
we obtain that
\[
\hat{\phi f}(\eta) = \int_{\mathbb{R}^n} \hat{\phi}(\xi) \hat{f}(\eta - \xi) \, d\xi \\
\geq \int_{B_n} \hat{\phi}(\xi) \hat{f}(\eta - \xi) \, d\xi \geq C <\eta>^{-n/2-\gamma}.
\]
As a consequence we have that \( \phi f \notin W^{\alpha,2}(\mathbb{R}^n) \) for \( \alpha \geq \gamma \), which implies that \( f \notin W^{\alpha,2}_{loc}(\mathbb{R}^n) \) by definition of the local Sobolev spaces.

**Appendix**

We begin giving some indications about how to prove Proposition 2.1 from analogous results in [17].

**Proof of Proposition 2.1.** In the proof of Proposition 4.1 of [17], using estimates for the resolvent \( R_k \), it is shown that for compactly supported \( q \)
\[
\|\tilde{Q}_{\theta,j}(q)\|_{W^{\alpha,2}}^2 \leq C^{2j} \|q\|_{W^{\beta,2}}^{2j} \int_{C_0} k^{n-1+2\alpha-2\gamma} \, dk,
\]
(see that in [17], the operators are indexed differently, with \( j' = j - 1 \)) where \( C = C(n,\alpha,\beta,\text{supp} \, q) > 0 \),
\[
\gamma = \beta - (j - 1) - \frac{(n - 1)}{2} \left( \frac{1}{t_1} - \sum_{\ell=1}^{j-1} \left( \frac{1}{r_\ell} - \frac{1}{t_{\ell+1}} \right) - \frac{3}{2} \right),
\]
and \( t_\ell, r_\ell \), are parameters that for \( \ell = 1,\ldots,j - 1 \) must satisfy the conditions \( t_{\ell+1} < 2, t_{\ell+1} < r_\ell \) and
\[
0 \leq \frac{1}{t_\ell} - \frac{1}{2} \leq \frac{1}{n+1}, \quad 0 \leq \frac{1}{r_{\ell+1}} - \frac{1}{2} \leq \frac{1}{n+1},
\]
\[
0 \leq \frac{1}{n+1} - \frac{1}{r_\ell} \leq 0 \leq \frac{1}{2 + \frac{1}{r_\ell} - \frac{1}{t_{\ell+1}}} \leq \frac{\beta}{n}.
\]
(We are applying the results of [17] always with integrability exponents \( p, p_\ell = 2 \).) The previous inequalities imply that
\[
0 < \frac{1}{t_{\ell+1}} - \frac{1}{r_\ell} \leq \frac{2}{n+1},
\]
and this together with the last condition in (A.3) gives the restriction \( \beta \geq \max(0, m) \) where \( m \) was defined in (1.1).

Now, we can always choose \( t_1 = 2 \), and \( t_{\ell+1}, r_\ell, \ell = 1,\ldots,j - 1 \) such that they satisfy all the previous conditions and
\[
\frac{1}{t_{\ell+1}} - \frac{1}{r_\ell} = \max \left( \varepsilon, \frac{1}{2} - \frac{\beta}{n} \right),
\]
for any \( \varepsilon > 0 \) small. This choice is slightly different from the one in [17], and it is the only change necessary to extend their results to the range \( \beta \geq n/2 \).

On the other hand (A.1) yields
\[
\|\tilde{Q}_{\theta,j}(q)\|_{W^{\alpha,2}}^2 \leq C^{2j} \|q\|_{W^{\beta,2}}^{2j} C_0^{2\alpha - 2\gamma + n},
\]
if we have that $n - 1 + 2\alpha - 2\gamma < -1$ which, together with (A.2) and the previous choice of parameters, implies

$$\alpha < \beta - \frac{1}{2} + (j - 1) - (j - 1) \frac{(n - 1)}{2} \max \left(\varepsilon, \frac{1 - \beta}{n}\right).$$

Since we can take $\varepsilon > 0$ as small as necessary, this gives the condition $\alpha < \alpha_j$ where $\alpha_j$ was defined in (2.13).

To show the convergence of the tail of the series, take any $\alpha \in \mathbb{R}$. Then, since $\alpha_j$ grows linearly with $j$ in the range $\max(0, m) \leq \beta < \infty$, we can find an $l \geq 2$ and an $\varepsilon = \varepsilon(n, \beta) > 0$ such that $\alpha_j - \alpha > \varepsilon j$ if $j \geq l$. Then by (A.4) we have

$$\|\sum_{j=l}^{\infty} \tilde{Q}_{\theta,j}(q)\|_{W^{n,2}} \leq \sum_{j=l}^{\infty} \|\tilde{Q}_{\theta,j}(q)\|_{W^{n,2}} \leq \sum_{j=l}^{\infty} C_j^j \|q\|_{W^{\beta,2}} C_0^{-\varepsilon j},$$

and therefore, taking $C_0$ large as specified in the statement of the proposition, we get the desired result. \hfill \Box

The following proposition gives an upper bound for the constant in the trace theorem on spheres.

**Proposition A.1.** Let $f \in W^{1,2}(\mathbb{R}^n)$, and let $S_\rho \subset \mathbb{R}^n$ be the any sphere of radius $\rho$. Then we have that

$$\int_{S_\rho} |f(x)|^2 d\sigma_\rho(x) \leq \int_{\mathbb{R}^n} |f(x)|^2 dx + \int_{\mathbb{R}^n} |\nabla f(x)|^2 dx.$$

**Proof.** Assume that $S_\rho$ is centered in the origin. The general case follows by the invariance under translations of the Sobolev norm. Without loss of generality consider a real function $f \in C_0^\infty(\mathbb{R}^n)$. Then using spherical coordinates with $\theta \in S^{n-1}$ we have that

$$\frac{d}{dr} \left( f(r\theta) r^{n-1} \right) = 2 \frac{df}{dr}(r\theta) f(r\theta) r^{n-1} + (n - 1) f^2(r\theta) r^{n-2}.$$

Fix $\rho \in (0, \infty)$. If we integrate the previous equation in the $r$ variable, by the fundamental theorem of calculus and the compactness of the support of $f$ we have

$$f(\rho\theta)^2 \rho^{n-1} = - \int_{\rho}^{\infty} 2 \frac{df}{dr}(r\theta) f(r\theta) r^{n-1} dr - (n - 1) \int_{\rho}^{\infty} f^2(r\theta) r^{n-2} dr$$

$$\leq 2 \int_{0}^{\rho} |\nabla f(r\theta)||f(r\theta)| r^{n-1} dr,$$

since the second integral in the first line is negative. Then, integrating both sides in the unit sphere $S^{n-1}$ we recover the statement of the proposition,

$$\int_{S^{n-1}} f(\rho\theta)^2 \rho^{n-1} d\sigma(\theta) \leq 2 \int_{\mathbb{R}^n} |\nabla f(x)||f(x)| dx$$

$$\leq \int_{\mathbb{R}^n} |f(x)|^2 dx + \int_{\mathbb{R}^n} |\nabla f(x)|^2 dx.$$

\hfill \Box

We now give the proof of Lemma 3.3, used in the estimate of the spherical operator.
Proof of Lemma 3.3. We can consider only the case of spheres $S_\rho$ centered on the origin. By homogeneity, if $y = \rho \theta$ we have
\[
\int_{S_\rho} \frac{1}{|x - y|^{(n-1) - 2\gamma}} \, d\sigma_\rho(y) = \rho^{2\gamma} \int_{S^{n-1}} \frac{1}{|x' - \theta'|^{(n-1) - 2\gamma}} \, d\sigma(\theta),
\]
where $x' \rho = x$ and $S^{n-1}$ is the sphere of radius 1 centered on the origin. Hence we need to bound uniformly on $x'$ the last integral. Now, assume that $x' \neq 0$ and take $\omega \in S^{n-1}$ such that $\omega = x' / |x'|$. Let $P_\omega = \{ x \in \mathbb{R}^n : x \cdot \omega = 0 \}$, and let $P(z) := z - (z \cdot \omega) \omega$, be the projection of $z \in \mathbb{R}^n$ on the plane $P_\omega$. Consider the half sphere comprised between this plane and the parallel one that goes trough $\omega$. The Jacobian of the projection $P$ restricted to $S^{n-1}$ is bounded if we exclude a small band of $\varepsilon$ width from it. Let's denote this region by $S_\varepsilon$ (the half sphere minus the band). In the first place we have
\[
\int_{S^{n-1}} \frac{1}{|x' - \theta'|^{(n-1) - 2\gamma}} \, d\sigma(\theta) \leq 2n \int_{S_\varepsilon} \frac{1}{|x' - \theta'|^{(n-1) - 2\gamma}} \, d\sigma(\theta).
\]
This is because in the region $S_\varepsilon$ the integrand has larger values than in the rest of the sphere, since we are in the half which is closer to $x'$, and it is possible to cover generously $S^{n-1}$ with $2n$ pieces like $S_\varepsilon$. But since the Jacobian of $P$ is bounded we can use the change of variables $y = P(\theta)$ to integrate in the corresponding region of the plane. Hence
\[
\int_{S_\varepsilon} \frac{1}{|x' - \theta'|^{(n-1) - 2\gamma}} \, d\sigma(\theta) \leq \int_{S_\varepsilon} \frac{1}{|P(\theta)|^{(n-1) - 2\gamma}} \, d\sigma(\theta) \leq C \int_{P(S_\varepsilon)} \frac{1}{|y|^{(n-1) - 2\gamma}} \, dy \leq C \int_{S^{n-1} \cap B_1} \frac{1}{|y|^{(n-1) - 2\gamma}} \, dy,
\]
where we have used that $P(x') = 0$. The last integral is finite and it does not depend in any way on $x'$. Therefore we have finished the proof. \qed
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