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Abstract

We study the homogenization of the Poisson equation with a reaction term and of the eigenvalue problem associated to the generator of multiscale Langevin dynamics. Our analysis extends the theory of two-scale convergence to the case of weighted Sobolev spaces in unbounded domains. We provide convergence results for the solution of the multiscale problems above to their homogenized surrogate. A series of numerical examples corroborate our analysis.
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1 Introduction

Multiscale diffusion processes are a powerful tool for modeling chemical reactions with species reacting at different speeds [25], the evolution of markets with macro/micro structures [4,5,41], and phenomena in oceanography and atmospheric sciences [11,40]. In all these scenarios, it is relevant to extract single-scale surrogates, which are effective for modeling the slowest component of the system, which often governs its macroscopic behavior. We consider in this paper multiscale models of the overdamped-Langevin kind, whose solution $X^\varepsilon_t$ satisfies for a potential $V^\varepsilon: \mathbb{R}^d \to \mathbb{R}$ and a $d$-dimensional Brownian motion $W_t$ the stochastic differential equation (SDE)

$$\frac{dX^\varepsilon_t}{dt} = -\nabla V^\varepsilon(X^\varepsilon_t) dt + \sqrt{2\sigma^2} dW_t,$$ (1.1)

where $\sigma > 0$ is a diffusion coefficient. Under assumptions on the potential $V^\varepsilon$ of scale separation, periodicity and dissipativity, which we will make more precise in the following, there exists in this case a homogenized process $X^0_t$, which, for a potential $V^0: \mathbb{R}^d \to \mathbb{R}$ and a symmetric positive definite diffusion matrix $\Sigma \in \mathbb{R}^{d \times d}$, solves the stochastic differential equation

$$\frac{dX^0_t}{dt} = -\nabla V^0(X^0_t) dt + \sqrt{2\Sigma^2} dW_t.$$ (1.2)

The process $X^0_t$ is indeed a surrogate for the slow-scale component of the system (1.1), and in particular $X^\varepsilon_t \to X^0_t$ in a weak sense. We remark that this multiscale model has been frequently an object of study in the field of parameter estimation due to its numerous applications and the fact that its surrogate dynamics admits a closed form expression which is easy to determine. Among the multiple examples we mention [1,3,18,29,34,35], where the aim is fitting a coarse-grained model from data originating from the multiscale equation. A generalization of this model to the case of one macroscale and multiple microscales fully coupled is given in [15], where the authors prove the weak convergence of the multiscale process to the homogenized one using a martingale approach [28]. We remark that in this case the limit equation has multiplicative noise.
In this paper, we consider the infinitesimal generator $L^\varepsilon$ of (1.1) and study first the partial differential equation (PDE)
\[-L^\varepsilon u^\varepsilon + \eta u^\varepsilon = f,\] (1.3)
where $\eta > 0$, and then the eigenvalue problem
\[-L^\varepsilon \phi^\varepsilon = \lambda^\varepsilon \phi^\varepsilon.\] (1.4)
We analyze the homogenization of problems (1.3) and (1.4) providing asymptotic results for their solutions in the limit of vanishing $\varepsilon$. In particular, we show that they converge to the solutions of the corresponding problems for the generator $L^0$ of the homogenized diffusion (1.2). We remark that these equations are defined on the whole space $\mathbb{R}^d$, and this leads us to the introduction of weighted Sobolev spaces where the weight function is the invariant density of the homogenized process (1.2). The proof of the convergence results relies on the theory of two-scale convergence, which we extend to the case of weighted Sobolev spaces in order to make it fit into our framework.

The Poisson problem for elliptic operators corresponding to infinitesimal generators of diffusion processes has been thoroughly investigated in [30–32], where more probabilistic approaches and the method of corrector are employed. In particular, the authors prove the existence and uniqueness of the solution in suitable weighted Sobolev spaces and its continuity with respect to parameters in the equations. Moreover, the Poisson problem for an extended generator defined in terms of an appropriate version of the Dynkin formula is analyzed in [39]. Regarding the study of the homogenization of the eigenvalue problem for elliptic operators, several results exist in the context of bounded domains [8,22,23], and additional first-order corrections for the eigenvalues of the homogenized generator are provided in [26]. Our theoretical analysis is based on the notion of two-scale convergence, which was initially introduced in [27] and then studied in greater detail in [6,7]. Our contribution to this field consists in the extension of this theory from Lebesgue spaces in bounded domains to the more general case of weighted Sobolev spaces in unbounded domains. An advantage of the two-scale convergence approach with respect to other techniques presented in the literature is the fact that it gives a mathematical justification to the formal asymptotic multiscale expansion which is usually employed to derive the homogenized equation.

We also mention that a further motivation to study the asymptotic properties of the multiscale eigenvalue problem is that it provides the framework for various spectral methods for the estimation of unknown parameters or the computation of numerical solutions, which have been proposed in literature. Two different inference procedures relying on the eigenvalues and eigenfunctions of the generator of the dynamic are presented in [13,24] for single-scale problems and then extended to multiscale diffusions in [3,14], respectively. Moreover, spectral methods are also employed to solve multiscale SDEs at the diffusive time scale in [2], where an alternative approach to the heterogeneous multiscale method based on the spectral properties of the generator of the coarse-grained model is proposed.

The main contribution of our work, in addition to the extension of the theory of two-scale convergence to weighted Sobolev spaces in unbounded domains, is the homogenization of the Poisson equation with a reaction term (1.3) and of the eigenvalue problem (1.4) for the generator of multiscale Langevin dynamics. In particular, we show:

- strong convergence in $L^2$ sense and weak convergence in $H^1$ sense of the solution of the multiscale equation (1.3) to the solution of the corresponding homogenized problem,
- convergence of the eigenvalues of the multiscale generator to the corresponding eigenvalues of the homogenized generator;
- strong convergence in $L^2$ sense and weak convergence in $H^1$ sense of the eigenvectors of the multiscale generator to the corresponding eigenvectors of the homogenized generator.

**Notation.** Let $\rho: \mathbb{R}^d \to \mathbb{R}$ be a probability density function. Then, the following functional spaces will be employed throughout the paper.
• \( L^2_p(\mathbb{R}^d) \) is the space of measurable functions \( u: \mathbb{R}^d \to \mathbb{R} \) such that
  \[
  \|u\|_{L^2_p(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} u(x)^2 \rho(x) \, dx \right)^{1/2} < \infty.
  \]

• \( L^2(\mathbb{R}^d \times Y) \) is the space of measurable functions \( u: \mathbb{R}^d \times Y \to \mathbb{R} \) such that
  \[
  \|u\|_{L^2(\mathbb{R}^d \times Y)} := \left( \int_{\mathbb{R}^d} \int_Y u(x,y)^2 \rho(x) \, dy \, dx \right)^{1/2} < \infty.
  \]

• \( H^1_p(\mathbb{R}^d) \) is the space of measurable weakly differentiable functions \( u: \mathbb{R}^d \to \mathbb{R} \) such that
  \[
  \|u\|_{H^1_p(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} u(x)^2 \rho(x) \, dx + \int_{\mathbb{R}^d} |\nabla u(x)|^2 \rho(x) \, dx \right)^{1/2} < \infty.
  \]

• \( C^k_{\text{per}}(Y) \) with \( k \in \mathbb{N} \) is the subspace of \( C^k(\mathbb{R}^d) \) of \( Y \)-periodic functions.

• \( H^1_{\text{per}}(Y) \) is the closure of \( C^\infty_{\text{per}}(Y) \) with respect to the norm in \( H^1(Y) \).

• \( \mathcal{W}_{\text{per}}(Y) \) is the quotient space \( H^1_{\text{per}}(Y)/\mathbb{R} \) and it is endowed with the norm
  \[
  \|u\|_{\mathcal{W}_{\text{per}}(Y)} = \|\nabla u\|_{L^2(Y)}.
  \]

• \( L^2_p(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is the space of measurable functions \( u: x \mapsto u(x) \in C^0_{\text{per}}(Y) \) such that
  \[
  \|u(x)\|_{L^\infty(Y)} \in L^2_p(\mathbb{R}^d) \text{ and it is endowed with the norm}
  \]
  \[
  \|u\|_{L^2_p(\mathbb{R}^d; C^0_{\text{per}}(Y))} = \left( \int_{\mathbb{R}^d} \sup_{y \in Y} |u(x,y)|^2 \rho(x) \, dx \right)^{1/2}.
  \]

• \( L^2_p(\mathbb{R}^d; \mathcal{W}_{\text{per}}(Y)) \) is the space of measurable functions \( u: x \mapsto u(x) \in \mathcal{W}_{\text{per}}(Y) \) such that
  \[
  \|u(x)\|_{\mathcal{W}_{\text{per}}(Y)} \in L^2_p(\mathbb{R}^d) \text{ and it is endowed with the norm}
  \]
  \[
  \|u\|_{L^2_p(\mathbb{R}^d; \mathcal{W}_{\text{per}}(Y))} = \left( \int_{\mathbb{R}^d} \int_Y |\nabla_y u(x,y)|^2 \rho(x) \, dy \, dx \right)^{1/2}.
  \]

Outline. The remainder of the paper is organized as follows. In Section 2 we introduce the multiscale Langevin dynamics and the weighted Sobolev spaces which are employed in the analysis. Then, in Sections 3 and 4 we study the homogenization of the Poisson problem with a reaction term and of the eigenvalue problem for the generator, respectively. Finally, in Section 5 we present numerical examples which confirm our theoretical findings.

2 Problem setting

In this section we present the main properties of the class of diffusions under investigation. Let us consider the \( d \)-dimensional multiscale overdamped Langevin equation (1.1) and assume that the potential \( V^\varepsilon \) admits a clear separation between the fastest and the slowest scale. In particular, let

\[
V^\varepsilon(x) = V(x) + p \left( \frac{x}{\varepsilon} \right),
\]

where \( V: \mathbb{R}^d \to \mathbb{R} \) and \( p: \mathbb{R}^d \to \mathbb{R} \) are respectively the slow and the fast components of the potential. Moreover, we consider the same dissipative framework of [35, Assumption 3.1], i.e., we work under the following assumption.
Assumption 2.1. The potentials $p$ and $V$ satisfy:

(i) $p \in C^\infty(\mathbb{R}^d)$ is $L$-periodic in all directions for some $L > 0$;

(ii) $V \in C^\infty(\mathbb{R}^d)$ is polynomially bounded from above and it is lower bounded. Moreover, there exist $a, b > 0$ such that
\begin{equation}
-\nabla V(x) \cdot x \leq a - b|x|^2.
\end{equation}

Remark 2.2. Inequality (2.2) in Assumption 2.1, which means that the potential $V$ grows at least quadratically, is crucial for the following analysis because it ensures the ergodicity of the stochastic processes under consideration.

Then, replacing the potential (2.1) into equation (1.1) we have
\begin{equation}
dX^\varepsilon_t = -\nabla V(X^\varepsilon_t) \, dt - \frac{1}{\varepsilon} \nabla p \left( \frac{X^\varepsilon_t}{\varepsilon} \right) \, dt + \sqrt{2 \sigma} \, dW_t,
\end{equation}
which is the model that we will consider from now on. Employing the theory of homogenization (see, e.g., [9, Chapter 3]), we deduce the existence of the homogenized SDE
\begin{equation}
dx^0_t = -K \nabla V(x^0_t) \, dt + \sqrt{2 \Sigma} \, dW_t,
\end{equation}
whose solution $X^0_t$ is close in a weak sense to the process $X^\varepsilon_t$ as $\varepsilon \to 0$, then also the generators $L^\varepsilon$ and $L^0$ behave similarly when the multiscale parameter vanishes.
2.1 Preliminary results

In this section we introduce the main functional spaces which will be employed in the following analysis and we study their relations. Let us consider the weighted Sobolev spaces $L^2_{\rho_0}(\mathbb{R}^d)$, $L^2_{\rho_1}(\mathbb{R}^d)$, $H^1_{\rho_1}(\mathbb{R}^d)$ and $H^1_{\rho_0}(\mathbb{R}^d)$, where the weight functions are the invariant measures defined in (2.8) and (2.9). First, we show that the weighted Lebesgue spaces $L^p_{\rho_0}(\mathbb{R}^d)$ and $L^p_{\rho_1}(\mathbb{R}^d)$ describe the same space of functions but they are endowed with different norms.

**Lemma 2.3.** Under Assumption 2.1, there exist two constants $C_{\text{low}}, C_{\text{up}} > 0$ independent of $\varepsilon$ such that

$$C_{\text{low}} \|u\|_{L^2_{\rho_0}(\mathbb{R}^d)} \leq \|u\|_{L^2_{\rho_1}(\mathbb{R}^d)} \leq C_{\text{up}} \|u\|_{L^2_{\rho_0}(\mathbb{R}^d)}.$$  

In particular, the injections $I_{L^2_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_1}(\mathbb{R}^d)$ and $I_{L^2_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_1}(\mathbb{R}^d)$ are continuous.

**Proof.** Since $p \in C^\infty(\mathbb{R}^d)$ is $Y$-periodic, then there exists a constant $M > 0$ such that $|p(y)| \leq M$ for all $y \in \mathbb{R}^d$. Therefore, we have

$$0 < e^{-\frac{M}{\varepsilon}} \leq e^{-\frac{1}{2}p(\varepsilon)} \leq e^{\frac{M}{\varepsilon}},$$

which implies

$$e^{-\frac{M}{\varepsilon}} \|u\|_{L^2_{\rho_0}(\mathbb{R}^d)} \leq \|u\|_{L^2_{\rho_1}(\mathbb{R}^d)} \leq e^{\frac{M}{\varepsilon}} \|u\|_{L^2_{\rho_0}(\mathbb{R}^d)}.$$  

Finally, defining $C_{\text{low}} := e^{-\frac{M}{\varepsilon}}$ and $C_{\text{up}} := e^{\frac{M}{\varepsilon}}$ we obtain the desired result. $\square$

An analogous result holds true also for the weighted Sobolev spaces $H^1_{\rho_0}(\mathbb{R}^d)$ and $H^1_{\rho_1}(\mathbb{R}^d)$ and follows directly from Lemma 2.3.

**Corollary 2.4.** Under Assumption 2.1, there exist two constants $C_{\text{low}}, C_{\text{up}} > 0$ independent of $\varepsilon$ such that

$$C_{\text{low}} \|u\|_{H^1_{\rho_0}(\mathbb{R}^d)} \leq \|u\|_{H^1_{\rho_1}(\mathbb{R}^d)} \leq C_{\text{up}} \|u\|_{H^1_{\rho_0}(\mathbb{R}^d)}.$$  

In particular, the injections $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to H^1_{\rho_1}(\mathbb{R}^d)$ and $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to H^1_{\rho_1}(\mathbb{R}^d)$ are continuous.

Let us now consider the injections $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_0}(\mathbb{R}^d)$ and $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_1}(\mathbb{R}^d)$, which are continuous since by definition we have

$$\|u\|_{L^2_{\rho_0}(\mathbb{R}^d)} \leq \|u\|_{H^1_{\rho_0}(\mathbb{R}^d)} \quad \text{and} \quad \|u\|_{L^2_{\rho_1}(\mathbb{R}^d)} \leq \|u\|_{H^1_{\rho_1}(\mathbb{R}^d)}.$$  

We remark that these injections are not compact in general, differently from classical non weighted Sobolev spaces in bounded and regular domains, where the compactness is always guaranteed by the Rellich–Kondrachov theorem [16, Theorem 5.7.1]. Hence, in order to ensure the compactness of the injections $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_0}(\mathbb{R}^d)$ and $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_1}(\mathbb{R}^d)$ we make the following additional assumption.

**Assumption 2.5.** There exists a constant $\beta > 2$ such that the slow-scale potential $V$ satisfies

$$\lim_{|x| \to +\infty} \left( \frac{1}{\beta} |\nabla V(x)|^2 - V(x) \right) = +\infty \quad \text{and} \quad \lim_{|x| \to +\infty} |\nabla V(x)| = +\infty.$$  

Then, Assumption 2.5 implies condition (82) in [2], and due to [2, Proposition A.4] it follows that the injection $I_{H^1_{\rho_0}(\mathbb{R}^d)} \to L^2_{\rho_0}(\mathbb{R}^d)$ is compact and the measure $\rho^0$ satisfies the Poincaré inequality for all $u \in H^1_{\rho_0}(\mathbb{R}^d)$ and for a constant $C_P > 0$

$$\int_{\mathbb{R}^d} (u(x) - \bar{u}^0)^2 \rho^0(x) \, dx \leq C_P \int_{\mathbb{R}^d} |\nabla u(x)|^2 \rho^0(x) \, dx,$$  

where $\bar{u}^0 = \int_{\mathbb{R}^d} u(x) \rho^0(x) \, dx$.\]
Remark 2.6. Assumption 2.5 is satisfied, e.g., by quadratic potentials in $\mathbb{R}^d$ of the form $V(x) = \frac{1}{2} x^\top D x$, where $D \in \mathbb{R}^{d \times d}$ is a symmetric positive definite matrix, and by the bistable potential $V(x) = x^4 / 4 - x^2 / 2$ in $\mathbb{R}$. Moreover, Assumption 2.5 is not the only sufficient condition to ensure the compactness of the injection $I_{H^1_\rho(\mathbb{R}^d)} \hookrightarrow L^2_\rho(\mathbb{R}^d)$. Two other necessary and sufficient conditions are presented in Proposition 1.3 and Lemma 2.2 in [17]. In particular, it is required that the potential $V$ is such that either the Schrödinger operator

$$S = -\Delta + \frac{1}{4} |\nabla \rho|_2^2 - \frac{1}{2} \Delta \rho^0,$$

or the operator

$$\mathcal{P} = -\Delta + \nabla \rho \cdot \nabla,$$

has compact resolvent. Moreover, another sufficient condition is given in [21, Theorem 3.1], where it is proved that the potentials of the form $V = |x|^{2p}$ with $p$ integer greater than zero satisfy the condition.

Given Assumption 2.5 and using [2, Proposition A.4], we can now prove that the same compactness result holds true also for the spaces $H^1_\rho(\mathbb{R}^d)$ and $L^2_\rho(\mathbb{R}^d)$.

Lemma 2.7. Under Assumptions 2.1 and 2.5, the injection $I_{H^1_\rho(\mathbb{R}^d)} \hookrightarrow L^2_\rho(\mathbb{R}^d)$ is a compact operator and the measure $\rho^2$ satisfies the Poincaré inequality for all $u \in H^1_\rho(\mathbb{R}^d)$ and for a constant $\tilde{C}_p > 0$

$$\int_{\mathbb{R}^d} (u(x) - \bar{u}^\varepsilon)^2 \rho^2(x) \, dx \leq \tilde{C}_p \int_{\mathbb{R}^d} |\nabla u(x)|^2 \rho^2(x) \, dx,$$

(2.13)

where $\bar{u}^\varepsilon = \int_{\mathbb{R}_d} u(x) \rho^2(x) \, dx$.

Proof. Let $V^\varepsilon$ be defined in (2.1). Then, due to Assumption 2.1 there exists a constant $M > 0$ such that $|p(y)| \leq M$, $|\nabla p(y)| \leq M$ and $|\Delta p(y)| \leq M$ for all $y \in Y$. We now show that for any $\varepsilon > 0$ the potential $V^\varepsilon$ satisfies condition (82) in [2]. In fact, by the triangle inequality we first have

$$|\nabla V^\varepsilon(x)| = \left| \nabla V(x) + \frac{1}{\varepsilon} \nabla p \left( \frac{x}{\varepsilon} \right) \right| \geq |\nabla V(x)| - \frac{1}{\varepsilon} \left| \nabla p \left( \frac{x}{\varepsilon} \right) \right| \geq |\nabla V(x)| - \frac{M}{\varepsilon},$$

which due to Assumption 2.5 implies that

$$\lim_{|x| \to +\infty} |\nabla V^\varepsilon(x)| \geq \lim_{|x| \to +\infty} |\nabla V(x)| - \frac{M}{\varepsilon} = +\infty.$$

Moreover, let $\beta$ be given in Assumption 2.5, and notice that by Young’s inequality we get

$$|\nabla V^\varepsilon(x)|^2 \geq |\nabla V(x)|^2 + \frac{1}{\varepsilon^2} \left| \nabla p \left( \frac{x}{\varepsilon} \right) \right|^2 - \frac{2}{\varepsilon} |\nabla V(x)| \left| \nabla p \left( \frac{x}{\varepsilon} \right) \right|$$

$$\geq |\nabla V(x)|^2 - \frac{\beta - 2}{\beta} |\nabla V(x)|^2 - \frac{\beta}{(\beta - 2)\varepsilon^2} \left| \nabla p \left( \frac{x}{\varepsilon} \right) \right|^2$$

$$\geq \frac{2}{\beta} |\nabla V(x)|^2 - \frac{\beta M^2}{(\beta - 2)\varepsilon^2},$$

which due to Assumption 2.5 yields

$$\lim_{|x| \to +\infty} \left( \frac{1}{4} |\nabla V^\varepsilon(x)|^2 - \frac{1}{2} \Delta V^\varepsilon(x) \right) \geq \frac{1}{2} \lim_{|x| \to +\infty} \left( \frac{1}{\beta} |\nabla V(x)|^2 - \Delta V(x) \right) - \frac{\beta M^2}{4(\beta - 2)\varepsilon^2} - \frac{M}{2\varepsilon^2} = +\infty.$$

Therefore, condition (82) in [2] is satisfied, and following the same argument of [2, Proposition A.4] we obtain the desired result.
3 Poisson equation with a reaction term

In this section we study the problem for the multiscale generator

\[-L^\varepsilon u^\varepsilon + \eta u^\varepsilon = f,\]  \hspace{1cm} (3.1)

with \( f \in L^2_{\rho^0}(\mathbb{R}^d) \) and where the reaction term with coefficient \( \eta > 0 \) is added in order to ensure the well-posedness of the problem, and we analyze its homogenization. In particular, we show that the solution \( u^\varepsilon \) converges in some sense which will be specified later to the solution \( u^0 \) of the Poisson problem for the homogenized generator with a reaction term

\[-L^0 u^0 + \eta u^0 = f,\]  \hspace{1cm} (3.2)

where, in view of Lemma 2.3, \( f \) is now seen as a function of \( L^2_{\rho^0}(\mathbb{R}^d) \).

**Remark 3.1.** We decided to study the Poisson equation with a reaction term with coefficient \( \eta > 0 \) so that, as we will see later, the bilinear form of the corresponding weak formulation is coercive. This guarantees the well-posedness of the problem without additional conditions on the solution and on the right-hand side, which would be otherwise needed if the bilinear form was only weakly coercive as in the case \( \eta = 0 \). Moreover, this PDE will be useful in the study of the homogenization of the eigenvalue problem for the generator, which is the focus of Section 4 and the main purpose of this work. We finally remark that the solutions to the equations (3.1) and (3.2) depend not only on \( \varepsilon \), but also on the choice of the parameter \( \eta \). However, in order to simplify the notation, we decided not to include \( \eta \) as a subscript of the solutions \( u^\varepsilon \) and \( u^0 \).

3.1 Weak formulation

We first write the weak formulation of problems (3.1) and (3.2) and, applying the Lax–Milgram lemma, we prove that they admit a unique solution respectively in the spaces \( H^1_{\rho^\varepsilon}(\mathbb{R}^d) \) and \( H^1_{\rho^0}(\mathbb{R}^d) \). Since the proof is analogous for both the cases, we present the details only in the multiscale setting. Letting \( \psi \in H^1_{\rho^\varepsilon}(\mathbb{R}^d) \) be a test function, multiplying equation (3.1) by \( \psi(x)\rho^\varepsilon(x) \) and integrating over \( \mathbb{R}^d \) and by parts we obtain

\[ \sigma \int_{\mathbb{R}^d} \nabla u^\varepsilon(x) \cdot \nabla \psi(x) \rho^\varepsilon(x) \, dx + \eta \int_{\mathbb{R}^d} u^\varepsilon(x) \psi(x) \rho^\varepsilon(x) \, dx = \int_{\mathbb{R}^d} f(x) \psi(x) \rho^\varepsilon(x) \, dx. \]

Therefore, the weak formulation of problem (3.1) reads:

find \( u^\varepsilon \in H^1_{\rho^\varepsilon}(\mathbb{R}^d) \) such that \( B^\varepsilon(u^\varepsilon, \psi) = F^\varepsilon(\psi) \) for all \( \psi \in H^1_{\rho^\varepsilon}(\mathbb{R}^d) \), \hspace{1cm} (3.3)

where \( B^\varepsilon : H^1_{\rho^\varepsilon}(\mathbb{R}^d) \times H^1_{\rho^\varepsilon}(\mathbb{R}^d) \to \mathbb{R} \) and \( F^\varepsilon : H^1_{\rho^\varepsilon}(\mathbb{R}^d) \to \mathbb{R} \) are defined as

\[ B^\varepsilon(\varphi, \psi) = \sigma \int_{\mathbb{R}^d} \nabla \varphi(x) \cdot \nabla \psi(x) \rho^\varepsilon(x) \, dx + \eta \int_{\mathbb{R}^d} \varphi(x) \psi(x) \rho^\varepsilon(x) \, dx, \]

\[ F^\varepsilon(\psi) = \int_{\mathbb{R}^d} f(x) \psi(x) \rho^\varepsilon(x) \, dx. \]

Similarly, the weak formulation of problem (3.2) reads:

find \( u^0 \in H^1_{\rho^0}(\mathbb{R}^d) \) such that \( B^0(u^0, \psi) = F^0(\psi) \) for all \( \psi \in H^1_{\rho^0}(\mathbb{R}^d) \), \hspace{1cm} (3.5)

where \( B^0 : H^1_{\rho^0}(\mathbb{R}^d) \times H^1_{\rho^0}(\mathbb{R}^d) \to \mathbb{R} \) and \( F^0 : H^1_{\rho^0}(\mathbb{R}^d) \to \mathbb{R} \) are defined as

\[ B^0(\varphi, \psi) = \int_{\mathbb{R}^d} \Sigma \nabla \varphi(x) \cdot \nabla \psi(x) \rho^0(x) \, dx + \eta \int_{\mathbb{R}^d} \varphi(x) \psi(x) \rho^0(x) \, dx, \]

\[ F^0(\psi) = \int_{\mathbb{R}^d} f(x) \psi(x) \rho^0(x) \, dx. \]

Then, the well-posedness of the two problems is given by the following lemmas.
Lemma 3.2. Problem (3.3) has a unique solution $u^\varepsilon \in H^1_{\rho^\varepsilon}(\mathbb{R}^d)$ which satisfies
\[
\|u^\varepsilon\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)} \leq \frac{1}{\min\{\sigma, \eta\}} \|f\|_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)}.
\] (3.7)

Proof. The existence and uniqueness of the solution follow from the Lax–Milgram lemma once we show the continuity and coercivity of $B^\varepsilon$ and the continuity of $F^\varepsilon$ defined in (3.4). Applying the Cauchy–Schwarz inequality we obtain
\[
|B^\varepsilon(f, \psi)| \leq 2 \max\{\sigma, \eta\} \|\varphi\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)} \|\psi\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)},
\]
and
\[
|F^\varepsilon(\psi)| \leq \|f\|_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)} \|\psi\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)};
\] (3.8)
which prove the continuity of $B^\varepsilon$ and $F^\varepsilon$. Moreover, we also have
\[
B^\varepsilon(\psi, \psi) \geq \min\{\sigma, \eta\} \|\psi\|^2_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)},
\] (3.9)
which gives the coercivity of $B^\varepsilon$. Finally, due to inequalities (3.8) and (3.9) we deduce
\[
\min\{\sigma, \eta\} \|u^\varepsilon\|^2_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)} \leq B^\varepsilon(u^\varepsilon, u^\varepsilon) = F^\varepsilon(u^\varepsilon) \leq \|f\|_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)} \|u^\varepsilon\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)}
\]
which implies estimate (3.7) and concludes the proof. \hfill \Box

Lemma 3.3. Problem (3.5) has a unique solution $u^0 \in H^1_{\rho^0}(\mathbb{R}^d)$ which satisfies
\[
\|u^0\|_{H^1_{\rho^0}(\mathbb{R}^d)} \leq \frac{1}{\min\{\lambda_{\min}(\Sigma), \eta\}} \|f\|_{L^2_{\rho^0}(\mathbb{R}^d)},
\]
where $\lambda_{\min}(\Sigma) > 0$ is the smallest eigenvalue of the matrix $\Sigma$.

We omit the proof of Lemma 3.3 since it follows the same argument of Lemma 3.2.

3.2 Two-scale convergence

We now focus on the homogenization of problem (3.3) and our strategy is based on the two-scale convergence method outlined in [10, Chapter 9]. We remark that we extend this theory to the case of weighted Sobolev spaces in unbounded domains, hence also the definition of two-scale convergence has to be adapted and it is given in Definition 3.4. We first introduce some preliminary results, and in the last part of this section we prove the main convergence theorem.

Definition 3.4. A sequence of functions $\{\varphi^\varepsilon\}$ in $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$ is said to two-scale converge to the limit $\varphi^0 \in L^2_{\rho^0}(\mathbb{R}^d \times Y)$ if for any function $\psi \in L^2_{\rho^0}(\mathbb{R}^d; C^0_{y\psi}(Y))$ it holds
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \varphi^\varepsilon(x)\psi \left( x, \frac{x}{\varepsilon} \right) \rho^\varepsilon(x) \, dx = \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \varphi^0(x, y)\psi(x, y) \rho^0(y) \, dy \, dx.
\]
We then write $\varphi^\varepsilon \rightharpoonup \varphi^0$.

Remark 3.5. From Definition 3.4 it follows that two-scale convergence implies weak convergence. In fact, choosing $\psi$ independent of $y$ we obtain
\[
\varphi^\varepsilon \rightharpoonup \frac{1}{|Y|} \int_Y \varphi^0(\cdot, y) \, dy \quad \text{in} \quad L^2_{\rho^0}(\mathbb{R}^d),
\]
and if also the two-scale limit is independent of $y$ then $\varphi^\varepsilon \rightharpoonup \varphi^0$ in $L^2_{\rho^0}(\mathbb{R}^d)$.
The following lemmas are technical results which will be useful in the proof of next theorems. The former studies the properties of the space \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) and the latter is a convergence result for two-scale functions in the same space.

**Lemma 3.6.** The space \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is separable and dense in \( L^2_{\rho^0}(\mathbb{R}^d \times Y) \).

**Proof.** Since the space \( C^0_{\text{per}}(Y) \) is separable, then by [10, Proposition 3.55] it follows that the space \( L^2(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is separable. Moreover, \( L^2(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is isomorphic to \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) through the isomorphism

\[
T: L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \to L^2(\mathbb{R}^d; C^0_{\text{per}}(Y)), \quad u \mapsto T(u) = \sqrt{\rho^0} u,
\]

and thus the space \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is separable as well. Concerning the density result, since \( D(Y) \) is dense in \( L^2(Y) \), then \( L^2_{\rho^0}(\mathbb{R}^d; D(Y)) \) is dense in \( L^2_{\rho^0}(\mathbb{R}^d; L^2(Y)) \). Finally, the property that \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \) is dense in \( L^2_{\rho^0}(\mathbb{R}^d \times Y) \) follows from the inclusion \( L^2_{\rho^0}(\mathbb{R}^d; D(Y)) \subset L^2_{\rho^0}(\mathbb{R}^d; L^2(Y)) \) and the fact that \( L^2_{\rho^0}(\mathbb{R}^d; L^2(Y)) = L^2_{\rho^0}(\mathbb{R}^d \times Y) \). \( \square \)

**Lemma 3.7.** Let \( \psi \in L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \). Then

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx = \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi(x, y)^2 \rho^0(x) \, dy \, dx. \tag{3.10}
\]

**Proof.** The proof follows the same steps of the proof of Lemma 5.2 in [6], where the spaces \( L^1(\Omega) \) and \( L^1(\Omega; C^0_{\text{per}}(Y)) \) are replaced by \( L^2_{\rho^0}(\mathbb{R}^d) \) and \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \), respectively. Accordingly, the integrals \( \int_{\mathbb{R}^d} v(x) \, dx \) for a function \( v = v(x) \) are replaced by \( \int_{\mathbb{R}^d} v(x) \rho^0(x) \, dx \). Therefore, we only give here a sketch of the proof. For any positive integer \( n \) we introduce a paving of the cube \( Y = [0, L]^d \) made of small cubes \( Y_i \) with \( i = 1, \ldots, n^d \), such that

\[
Y = \bigcup_{i=1}^{n^d} Y_i, \quad |Y_i| = \left( \frac{L}{n} \right)^d, \quad \text{and} \quad |Y_i \cap Y_j| = 0 \text{ if } i \neq j.
\]

Moreover, let \( \chi_i \) be the characteristic function of the set \( Y_i \) extended by \( Y \)-periodicity to \( \mathbb{R}^d \), let \( y_i \in Y_i \), and approximate the function \( \psi \) by a sequence of functions \( \{\psi_n\} \) defined by

\[
\psi_n(x, y) = \sum_{i=1}^{n^d} \psi(x, y_i) \chi_i(y).
\]

We remark that it can be shown that \( \psi_n \to \psi \) as \( n \to \infty \) in \( L^2_{\rho^0}(\mathbb{R}^d; C^0_{\text{per}}(Y)) \). We first prove that equation (3.10) holds true for \( \psi_n \). By a classical result for periodic oscillating functions (see, e.g., [10, Theorem 2.6]) we have

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \psi_n \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx = \sum_{i=1}^{n^d} \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \psi(x, y_i)^2 \chi_i \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx = \frac{1}{|Y|} \sum_{i=1}^{n^d} \int_{\mathbb{R}^d} \int_Y \psi(x, y_i)^2 \chi_i(y) \rho^0(x) \, dy \, dx = \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi_n(x, y)^2 \rho^0(x) \, dy \, dx. \tag{3.11}
\]
We can now move to the general case. By the triangle inequality we have

\[
\left| \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx - \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi(x, y)^2 \rho^0(x) \, dy \, dx \right| \\
\leq \left| \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx - \int_{\mathbb{R}^d} \psi_n \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx \right| \\
+ \int_{\mathbb{R}^d} \psi_n \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx - \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi_n(x, y)^2 \rho^0(x) \, dy \, dx \\
+ \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi_n(x, y)^2 \rho^0(x) \, dy \, dx - \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi(x, y)^2 \rho^0(x) \, dy \, dx ,
\]

which due to equation (3.11) implies

\[
\limsup_{\varepsilon \to 0} \left| \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx - \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \psi(x, y)^2 \rho^0(x) \, dy \, dx \right| \\
\leq \left( 1 + \frac{1}{|Y|} \right) \left( \| \psi \|_{L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))} + \| \psi \|_{L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))} \right) \| \psi_n - \psi \|_{L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))} .
\]

Since equation (3.12) holds for all positive integer \( n \), passing to the limit as \( n \to \infty \) we obtain the desired result.

The following propositions are compactness results in the spaces \( L^2_{\rho^0}(\mathbb{R}^d) \) and \( H^1_{\rho^0}(\mathbb{R}^d) \), respectively, which highlight the importance of the notion of two-scale convergence and thus justify the introduction of Definition 3.4. The proof of Proposition 3.9 is based on the proof of Theorem 9.9 in [10].

**Proposition 3.8.** Let \( \varphi^\varepsilon \) be a bounded sequence in \( L^2_{\rho^0}(\mathbb{R}^d) \). Then, there exist a subsequence \( \{ \varphi^\varepsilon \} \) and a function \( \varphi^0 \in L^2_{\rho^0}(\mathbb{R}^d \times Y) \) such that

\[
\varphi^\varepsilon \rightharpoonup \varphi^0 .
\]

**Proof.** The proof follows the same steps of the proof of Theorem 9.7 in [10], where Proposition 3.6.1, equation (9.2) and the spaces \( L^2(\Omega) \), \( L^2(\Omega \times Y) \), \( L^2(\Omega; C^n_{\text{per}}(Y)) \) are replaced by Lemma 3.6, equation (3.10) and \( L^2_{\rho^0}(\mathbb{R}^d) \), \( L^2_{\rho^0}(\mathbb{R}^d \times Y) \), \( L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y)) \), respectively. Accordingly, the integrals \( \int_{\Omega} v(x) \, dx \) for a function \( v = v(x) \) are replaced by \( \int_{\mathbb{R}^d} v(x) \rho^0(x) \, dx \). Therefore, we only give here a sketch of the proof. Let \( \psi \in L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y)) \) and notice that by Cauchy–Schwarz inequality we have

\[
\left| \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx \right| \leq \left( \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \rho^0(x) \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx \right)^{1/2} \\
\leq C \| \psi \|_{L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))} ,
\]

which means that \( \varphi^\varepsilon \) can be seen as an element \( \zeta^\varepsilon \) of the dual space \( [L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))]' \) such that

\[
\| \zeta^\varepsilon \|_{[L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))]'} \leq C .
\]

Hence, since \( L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y)) \) is separable due to Lemma 3.6, by [10, Theorem 1.26] we can extract a subsequence \( \{ \zeta^\varepsilon \} \) such that

\[
\zeta^\varepsilon \rightharpoonup \zeta^0 \quad \text{in} \quad [L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))]' ,
\]

which means that

\[
\langle \zeta^0; \psi \rangle_{[L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))]'; L^2_{\rho^0}(\mathbb{R}^d; C^n_{\text{per}}(Y))} = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx .
\]

(3.13)
Moreover, by Cauchy–Schwarz inequality and Lemma 3.7 we obtain

\[
\left| \left\langle \zeta^0; \psi \right\rangle_{[L^2_{\rho^0}(\mathbb{R}^d; C_0^n(Y))]^*; [L^2_{\rho^0}(\mathbb{R}^d; C_0^n(Y))]} \right| \leq C \lim_{\varepsilon \to 0} \left( \int_{\mathbb{R}^d} \psi \left( x, \frac{x}{\varepsilon} \right)^2 \rho^0(x) \, dx \right)^{1/2}
\]

\[
= \frac{C}{|Y|^{1/2}} \|\psi\|_{L^2_{\rho^0}(\mathbb{R}^d)}.
\]

which holds for all \( \psi \in L^2_{\rho^0}(\mathbb{R}^d \times Y) \) since \( L^2_{\rho^0}(\mathbb{R}^d; C_0^n(Y)) \) is dense in \( L^2_{\rho^0}(\mathbb{R}^d \times Y) \) due to Lemma 3.6. Therefore, \( \zeta^0 \) can be extended continuously to \( L^2_{\rho^0}(\mathbb{R}^d \times Y) \) and by the representation theorem [10, Theorem 1.36] it can be identified with an element \( \varphi \in L^2_{\rho^0}(\mathbb{R}^d \times Y) \), which together with equation (3.13) yields

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx = \int_{\mathbb{R}^d} \int_Y \varphi(x, y) \psi(x, y) \rho^0(x) \, dy \, dx,
\]

which shows that \( \varphi^\varepsilon \rightharpoonup |Y| \varphi =: \varphi^0 \in L^2_{\rho^0}(\mathbb{R}^d \times Y) \) and concludes the proof. \( \square \)

**Proposition 3.9.** Let \( \{\varphi^\varepsilon\} \) be a sequence of functions in \( H^1_{\rho^0}(\mathbb{R}^d) \) such that

\[
\varphi^\varepsilon \rightharpoonup \varphi^0 \quad \text{in} \quad H^1_{\rho^0}(\mathbb{R}^d).
\]

Then, \( \varphi^\varepsilon \rightharpoonup \varphi^0 \) and there exist a subsequence \( \{\varphi^{\varepsilon_k}\} \) and \( \varphi_1 \in L^2_{\rho^0}(\mathbb{R}^d; W_{\text{per}}(Y)) \) such that

\[
\nabla \varphi^{\varepsilon_k} \rightharpoonup \nabla \varphi^0 + \nabla_y \varphi_1.
\]

**Proof.** By Proposition 3.8, there exists a subsequence (still denoted by \( \varepsilon \)) such that

\[
\varphi^\varepsilon \rightharpoonup \varphi \in L^2_{\rho^0}(\mathbb{R}^d \times Y) \quad \text{and} \quad \nabla \varphi^\varepsilon \rightharpoonup \Xi \in (L^2_{\rho^0}(\mathbb{R}^d \times Y))^d.
\]

Letting \( \psi \in (D(\mathbb{R}^d; C_0^\infty(\mathbb{R}^d)))^d \) and integrating by parts we have

\[
\int_{\mathbb{R}^d} \nabla \varphi^\varepsilon(x) \cdot \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx = -\int_{\mathbb{R}^d} \varphi^\varepsilon(x) \left[ \text{div}_x \psi \left( x, \frac{x}{\varepsilon} \right) + \frac{1}{\varepsilon} \text{div}_y \psi \left( x, \frac{x}{\varepsilon} \right) \right] \rho^0(x) \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \psi \left( x, \frac{x}{\varepsilon} \right) \cdot \nabla V(x) \rho^0(x) \, dx,
\]

which implies

\[
\int_{\mathbb{R}^d} \varphi^\varepsilon(x) \text{div}_y \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx = \varepsilon \int_{\mathbb{R}^d} \varphi^\varepsilon(x) \left[ \frac{1}{\varepsilon} \psi \left( x, \frac{x}{\varepsilon} \right) \cdot \nabla V(x) - \text{div}_x \psi \left( x, \frac{x}{\varepsilon} \right) \right] \rho^0(x) \, dx
\]

\[
- \varepsilon \int_{\mathbb{R}^d} \nabla \varphi^\varepsilon(x) \cdot \psi \left( x, \frac{x}{\varepsilon} \right) \rho^0(x) \, dx.
\]

Passing to the limit as \( \varepsilon \to 0 \) and due to (3.15) we obtain

\[
\frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \nabla \varphi(x, y) \text{div}_y \psi(x, y) \rho^0(x) \, dy \, dx = 0,
\]

which yields for all \( \psi \in (D(\mathbb{R}^d \times Y))^d \)

\[
\int_{\mathbb{R}^d} \int_Y \nabla_y \varphi(x, y) \cdot \psi(x, y) \rho^0(x) \, dy \, dx = 0.
\]

Hence, by [10, Theorem 1.44] and since \( \rho^0(x) > 0 \) for all \( x \in \mathbb{R}^d \) we get

\[
\nabla_y \varphi = 0 \quad \text{a.e. on} \quad \mathbb{R}^d \times Y.
\]
Therefore, from [10, Proposition 3.38] with $\Omega$ replaced by $Y$ and $x$ fixed we deduce that $\varphi$ does not depend on $y$ and due to Remark 3.5 and assumption (3.14) this implies that $\varphi = \varphi^0 \in H^1_{\rho^0}(\mathbb{R}^d)$. Let now $\psi \in (D(\mathbb{R}^d; C^\infty_{per}(Y)))^d$ such that $\text{div}_y \psi = 0$. Integrating by parts and by (3.15) we obtain

$$
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \nabla \varphi^\varepsilon(x) \cdot \psi \left(x, \frac{x}{\varepsilon}\right) \rho^0(x) \, dx = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \varphi^0(x) \left[ \frac{1}{\sigma} \psi \left(x, \frac{x}{\varepsilon}\right) \cdot \nabla V(x) - \text{div}_x \psi \left(x, \frac{x}{\varepsilon}\right) \right] \rho^0(x) \, dx
$$

$$
= \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \varphi^0(x) \left[ \frac{1}{\sigma} \psi(x, y) \cdot \nabla V(x) - \text{div}_x \psi(x, y) \right] \rho^0(x) \, dy \, dx
$$

$$
= \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \nabla \varphi^0(x) \cdot \psi(x, y) \rho^0(x) \, dy \, dx.
$$

Due to (3.15) we also have

$$
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \nabla \varphi^\varepsilon(x) \cdot \psi \left(x, \frac{x}{\varepsilon}\right) \rho^0(x) \, dx = \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_Y \Xi(x, y) \cdot \psi(x, y) \rho^0(x) \, dy \, dx,
$$

and defining $\widetilde{\psi}(x, y) = \sqrt{\rho^0(x)} \psi(x, y)$ it follows that

$$
\int_{\mathbb{R}^d} \int_Y \sqrt{\rho^0(x)} \left[ \Xi(x, y) - \nabla \varphi^0(x) \right] \cdot \widetilde{\psi}(x, y) \, dy \, dx = 0,
$$

for all $\widetilde{\psi} \in (D(\mathbb{R}^d; C^\infty_{per}(Y)))^d$ such that $\text{div}_y \widetilde{\psi} = 0$. Therefore, by a classical result (see, e.g., [19,38]) there exists a unique function $\tilde{\varphi}_1 \in L^2(\mathbb{R}^d; W_{per}(Y))$ such that

$$
(\Xi(x, y) - \nabla \varphi^0(x)) \sqrt{\rho^0(x)} = \nabla_y \tilde{\varphi}_1(x, y).
$$

Finally, defining $\varphi_1 \in L^2_{\rho^0}(\mathbb{R}^d; W_{per}(Y))$ as $\varphi_1(x, y) = \tilde{\varphi}_1(x, y) / \sqrt{\rho^0(x)}$ gives the desired result. \hfill \square

### 3.3 Homogenization

We are now ready to state and prove the homogenization of problem (3.1) employing the two-scale convergence methodology introduced in the previous section. The proof of next theorem is inspired by [10, Section 9.3].

**Theorem 3.10.** Let $u^\varepsilon$ and $u^0$ be respectively the unique solutions of problems (3.3) and (3.5). Then, under Assumptions 2.1 and 2.5 and as $\varepsilon \to 0$

(i) $u^\varepsilon \to u^0$ in $L^2_{\rho^0}(\mathbb{R}^d)$,

(ii) $u^\varepsilon \to u^0$ in $H^1_{\rho^0}(\mathbb{R}^d)$.

**Proof.** By Lemmas 2.3 and 3.2 and Corollary 2.4 we have

$$
\|u^\varepsilon\|_{H^1_{\rho^0}(\mathbb{R}^d)} \leq \frac{1}{C_{\text{low}}} \|u\|_{H^1_{\rho^0}(\mathbb{R}^d)} \leq \frac{1}{C_{\text{low}} \min\{\sigma, \eta\}} \|f\|_{L^2_{\rho^0}(\mathbb{R}^d)} \leq \frac{C_{\text{up}}}{C_{\text{low}} \min\{\sigma, \eta\}} \|f\|_{L^2_{\rho^0}(\mathbb{R}^d)},
$$

which implies that the sequence $\{u^\varepsilon\}$ is bounded in $H^1_{\rho^0}(\mathbb{R}^d)$. Then, there exist $\tilde{u} \in H^1_{\rho^0}(\mathbb{R}^d)$ and a subsequence (still denoted by $\varepsilon$) such that

$$
u^\varepsilon \to \tilde{u} \quad \text{in} \quad H^1_{\rho^0}(\mathbb{R}^d) \quad \text{and} \quad u^\varepsilon \to \tilde{u} \quad \text{in} \quad L^2_{\rho^0}(\mathbb{R}^d).
$$

Due to Proposition 3.9 there exists $u_1 \in L^2_{\rho^0}(\mathbb{R}^d; W_{per}(Y))$ such that, up to a subsequence

$$
u^\varepsilon \to \tilde{u} \quad \text{and} \quad \nabla u^\varepsilon \to \nabla \tilde{u} + \nabla_y u_1.$$
We now want to prove that \( \tilde{u} \) is the unique solution of problem (3.5), i.e., \( \tilde{u} = u^0 \). Let \( \psi_0 \in \mathcal{D}(\mathbb{R}^d) \) and \( \psi_1 \in \mathcal{D}(\mathbb{R}^d, C^\infty_{per}(Y)) \) and note that \( \psi_0(\cdot) + \varepsilon \psi_1(\cdot, \cdot) \in H^1_{\rho^0}(\mathbb{R}^d) \) and thus it can be chosen as a test function in (3.3). We then have

\[
\begin{align*}
\sigma \int_{\mathbb{R}^d} \nabla \epsilon(x) \cdot \left( \nabla \psi_0(x) + \varepsilon \nabla \nabla \psi_1 \left( x, \frac{x}{\varepsilon} \right) + \nabla y \psi_1 \left( x, \frac{x}{\varepsilon} \right) \right) \rho^\varepsilon(x) \, dx + \eta \int_{\mathbb{R}^d} \epsilon(x) \left( \psi_0(x) + \varepsilon \psi_1 \left( x, \frac{x}{\varepsilon} \right) \right) \rho^\varepsilon(x) \, dx = \int_{\mathbb{R}^d} f(x) \left( \psi_0(x) + \varepsilon \psi_1 \left( x, \frac{x}{\varepsilon} \right) \right) \rho^\varepsilon(x) \, dx, \\
\end{align*}
\]

and noting that

\[
\rho^\varepsilon(x) = \frac{C_\rho C_{\rho^0}}{C_{\rho^0}} \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x),
\]

where \( \mu \) is defined in (2.6), equation (3.16) can be rewritten as

\[
I_{1,1}^\varepsilon + I_{1,2}^\varepsilon + \varepsilon (I_{2,1}^\varepsilon + I_{2,2}^\varepsilon) = J_1^\varepsilon + \varepsilon J_2^\varepsilon,
\]

where

\[
\begin{align*}
I_{1,1}^\varepsilon := \sigma \int_{\mathbb{R}^d} \nabla \epsilon(x) \cdot \left( \nabla \psi_0(x) + \nabla y \psi_1 \left( x, \frac{x}{\varepsilon} \right) \right) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx, \\
I_{1,2}^\varepsilon := \eta \int_{\mathbb{R}^d} \epsilon(x) \psi_0(x) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx, \\
I_{2,1}^\varepsilon := \sigma \int_{\mathbb{R}^d} \nabla \epsilon(x) \cdot \nabla y \psi_1 \left( x, \frac{x}{\varepsilon} \right) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx, \\
I_{2,2}^\varepsilon := \eta \int_{\mathbb{R}^d} \epsilon(x) \psi_1 \left( x, \frac{x}{\varepsilon} \right) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx, \\
J_1^\varepsilon := \int_{\mathbb{R}^d} f(x) \psi_0(x) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx, \\
J_2^\varepsilon := \int_{\mathbb{R}^d} f(x) \psi_1 \left( x, \frac{x}{\varepsilon} \right) \mu \left( \frac{x}{\varepsilon} \right) \rho^0(x) \, dx.
\end{align*}
\]

Passing to the limit as \( \varepsilon \to 0 \) in equation (3.18) and by two-scale convergence we obtain

\[
\begin{align*}
\lim_{\varepsilon \to 0} I_{1,1}^\varepsilon &= \frac{\sigma}{|Y|} \int_{\mathbb{R}^d} \int_{Y} (\nabla \tilde{u}(x) + \nabla_y u_1(x,y)) \cdot (\nabla \psi_0(x) + \nabla_y \psi_1(x,y)) \mu(y) \rho^0(x) \, dy \, dx, \\
\lim_{\varepsilon \to 0} I_{1,2}^\varepsilon &= \frac{\eta}{|Y|} \int_{\mathbb{R}^d} \int_{Y} \tilde{u}(x) \psi_0(x) \mu(y) \rho^0(x) \, dy \, dx = \frac{\eta}{|Y|} \int_{\mathbb{R}^d} \int_{Y} \tilde{u}(x) \psi_0(x) \rho^0(x) \, dy \, dx, \\
\lim_{\varepsilon \to 0} I_{2,1}^\varepsilon &= \frac{\sigma}{|Y|} \int_{\mathbb{R}^d} \int_{Y} \nabla \tilde{u}(x) \cdot \nabla_y \psi_1(x,y) \mu(y) \rho^0(x) \, dy \, dx, \\
\lim_{\varepsilon \to 0} I_{2,2}^\varepsilon &= \frac{\eta}{|Y|} \int_{\mathbb{R}^d} \int_{Y} \tilde{u}(x) \psi_1(x,y) \mu(y) \rho^0(x) \, dy \, dx, \\
\lim_{\varepsilon \to 0} J_1^\varepsilon &= \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_{Y} f(x) \psi_0(x) \mu(y) \rho^0(x) \, dy \, dx = \frac{1}{|Y|} \int_{\mathbb{R}^d} f(x) \psi_0(x) \rho^0(x) \, dx, \\
\lim_{\varepsilon \to 0} J_2^\varepsilon &= \frac{1}{|Y|} \int_{\mathbb{R}^d} \int_{Y} f(x) \psi_1(x,y) \mu(y) \rho^0(x) \, dy \, dx,
\end{align*}
\]

which yield

\[
\begin{align*}
\sigma \int_{\mathbb{R}^d} \int_{Y} (\nabla \tilde{u}(x) + \nabla_y u_1(x,y)) \cdot (\nabla \psi_0(x) + \nabla_y \psi_1(x,y)) \mu(y) \rho^0(x) \, dy \, dx \\
+ \eta \int_{\mathbb{R}^d} \tilde{u}(x) \psi_0(x) \rho^0(x) \, dx = \int_{\mathbb{R}^d} f(x) \psi_0(x) \rho^0(x) \, dx.
\end{align*}
\]

We now show that equation (3.19) is a variational equation in the functional space

\[
\mathcal{H} = H^1_{\rho^0}(\mathbb{R}^d) \times L^2_{\rho^0}(\mathbb{R}^d, W_{per}(Y)),
\]
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endowed with the norm
\[ \|\Psi\|_H = \left( \|\psi_0\|^2_{H^\alpha_{\mu}(\mathbb{R}^d)} + \|\psi_1\|^2_{L^2_{\mu}(\mathbb{R}^d; W^{s,\infty}(Y))} \right)^{1/2}, \] for all \( \Psi = (\psi_0, \psi_1) \in \mathcal{H}, \)
and that the hypotheses of the Lax–Milgram lemma are satisfied. Let \( a : \mathcal{H} \times \mathcal{H} \to \mathbb{R} \) be the bilinear form defined for any \( \Xi = (\xi_1, \xi_2) \in \mathcal{H} \) and \( \Psi = (\psi_0, \psi_1) \in \mathcal{H} \) by
\[ a(\Xi, \Psi) = \sigma \int_{\mathbb{R}^d} \int_Y (\nabla \xi_1(x) + \nabla_y \xi_1(x, y)) \cdot (\nabla \psi_0(x) + \nabla_y \psi_1(x, y)) \mu(y) \rho^0(x) \, dy \, dx \\
+ \eta \int_{\mathbb{R}^d} \xi_0(x) \psi_0(x) \rho^0(x) \, dx, \]
and let \( F : \mathcal{H} \to \mathbb{R} \) be the linear functional defined by
\[ F(\Psi) = \int_{\mathbb{R}^d} f(x) \psi_0(x) \rho^0(x) \, dx. \]
Notice that due to the definition of \( \mu \) in (2.6) and the hypotheses on \( p \) in Assumption 2.1(i) there exist two constants \( C_1, C_2 > 0 \) such that \( 0 < C_1 \leq ||\mu(y)|| \leq C_2 \) for all \( y \in Y \). It follows that \( a \) and \( F \) are continuous, in fact applying the Cauchy–Schwarz inequality we get
\[ |a(\Xi, \Psi)| \leq (2\sigma(1 + C_2) + \eta) \|\Xi\|_H \|\Psi\|_H, \]
and
\[ |F(\Psi)| \leq \|f\|_{L^2_{\mu}(\mathbb{R}^d)} \|\Psi\|_H. \]
Moreover, we also have
\[ a(\Psi, \Psi) \geq C_1 \sigma \int_{\mathbb{R}^d} \int_Y |\nabla \psi_0(x) + \nabla_y \psi_1(x, y)|^2 \rho^0(x) \, dy \, dx + \eta \int_{\mathbb{R}^d} \psi_0(x)^2 \rho^0(x) \, dx \\
= C_1 \sigma |Y| \int_{\mathbb{R}^d} |\nabla \psi_0(x)|^2 \rho^0(x) \, dx + \eta \int_{\mathbb{R}^d} \psi_0(x)^2 \rho^0(x) \, dx + C_1 \sigma \int_{\mathbb{R}^d} \int_Y |\nabla_y \psi_1(x, y)|^2 \rho^0(x) \, dy \, dx \\
\geq \min\{C_1 \sigma |Y|, \eta, C_1 \sigma\} \|\Psi\|_H^2, \]
which shows that \( a \) is coercive and where we used the fact that due to the periodicity of \( \psi_1(x, \cdot) \) in \( Y \) for all \( x \in \mathbb{R}^d \)
\[ \int_{\mathbb{R}^d} \int_Y \nabla \psi_0(x) \cdot \nabla_y \psi_1(x, y) \rho^0(x) \, dy \, dx = \int_{\mathbb{R}^d} \int_Y \text{div}_y (\nabla \psi_0(x) \psi_1(x, y)) \rho^0(x) \, dy \, dx \\
= \int_{\mathbb{R}^d} \int_{\partial Y} \psi_1(x, y) \nabla \psi_0(x) \cdot n_y \rho^0(x) \, dg \, dx = 0, \]
where \( n_y \) denotes the outward unit normal vector to \( \partial Y \). Therefore, the Lax-Milgram lemma gives the existence and uniqueness of the solution \( \tilde{U} = (\tilde{u}, u_1) \in \mathcal{H} \) of equation (3.19) for any \( \Psi = (\psi_0, \psi_1) \in \mathcal{H} \). Then, notice that the components of the unique solution \( \tilde{U} \) must satisfy
\[ \tilde{u}(x) = u^0(x) \quad \text{and} \quad \nabla_y u_1(x, y) = (\nabla \Phi(y))^{-1} \nabla u^0(x), \]
where \( u^0 \) is the unique solution of problem (3.5) and \( \Phi \) solves equation (2.7). In fact, replacing \( U \) into (3.19) we obtain
\[ \left( \int_{\mathbb{R}^d} \sigma \left( \int_Y (I + \nabla \Phi(y))^{-1} \mu(y) \, dy \right) \nabla u^0(x) \cdot \nabla \psi_0(x) \rho^0(x) \, dx \right) \\
+ \sigma \int_{\mathbb{R}^d} \int_Y (I + \nabla \Phi(y)^{-1}) \nabla u^0(x) \cdot \nabla_y \psi_1(x, y) \mu(y) \rho^0(x) \, dy \, dx = \int_{\mathbb{R}^d} f(x) \psi_0(x) \rho^0(x) \, dx, \]
\[ (3.20) \]
and, due to definition (2.5) and problem (3.5), equation (3.20) holds true for all \( \Psi = (\psi_0, \psi_1) \in \mathcal{H} \) if we show that for any \( \psi_1 \in L^2_{\rho\psi}(\mathbb{R}^d; \mathcal{W}_{per}(Y)) \)

\[
I := \sigma \int_{\mathbb{R}^d} \int_Y (I + \nabla \Phi(y)^\top) \nabla u^0(x) \cdot \nabla_y \psi_1(x, y) \mu(y) \rho_\epsilon^0(x) \, dy \, dx = 0.
\]

Integrating by parts and by definition of \( \mu \) in (2.6) we indeed have

\[
I = \sigma \int_{\mathbb{R}^d} \int_{\partial Y} (I + \nabla \Phi(y)^\top) \nabla u^0(x) \psi_1(x, y) \mu(y) \rho_\epsilon^0(x) \cdot n_y \, d\gamma_y \, dx
- \int_{\mathbb{R}^d} \int_Y (\sigma \Delta \Phi(y) - \nabla \Phi(y) \nabla p(y) - \nabla p(y)) \cdot \nabla u^0(x) \psi_1(x, y) \mu(y) \rho_\epsilon^0(x) \, dy \, dx
= 0,
\]

where the last equality is given by (2.7) and the periodicity of the functions \( \Phi, \psi_1(x, \cdot) \) and \( \mu \) in \( Y \).

We have thus proved that the only admissible limit for the subsequence of \( \{u^\epsilon\} \) is the solution \( u^0 \) of problem (3.5), which implies that the whole sequence \( \{u^\epsilon\} \) converges to \( u^0 \) and completes the proof. \qed

The previous result can be generalized to the case where also the right-hand side depends on the multiscale parameter \( \epsilon \).

**Corollary 3.11.** Let \( \{f^\epsilon\} \) be a sequence in \( L^2_{\rho\psi}(\mathbb{R}^d) \) such that \( f^\epsilon \to f^0 \) in \( L^2_{\rho\psi}(\mathbb{R}^d) \) and let \( u^\epsilon \) be the unique solution of problem

\[
(B^\epsilon(u^\epsilon, \psi) = \langle f^\epsilon; \psi \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho\psi}(\mathbb{R}^d), \tag{3.21}
\]

where \( \langle \cdot; \cdot \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)} \) denotes the inner product in \( L^2_{\rho\psi}(\mathbb{R}^d) \). Then, under Assumptions 2.1 and 2.5 and as \( \epsilon \to 0 \)

\[
u^\epsilon \to u^0 \text{ in } H^1_{\rho\psi}(\mathbb{R}^d) \quad \text{and} \quad u^\epsilon \to u^0 \text{ in } L^2_{\rho\psi}(\mathbb{R}^d),
\]

where \( u^0 \) is the unique solution of the problem

\[
(B^0(u^0, \psi) = \langle f^0; \psi \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho\psi}(\mathbb{R}^d), \tag{3.22}
\]

where \( \langle \cdot; \cdot \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)} \) denotes the inner product in \( L^2_{\rho\psi}(\mathbb{R}^d) \).

**Proof.** Let \( \bar{u}^\epsilon \) be the solution of problem

\[
(B^\epsilon(\bar{u}^\epsilon, \psi) = \langle f^0; \psi \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho\psi}(\mathbb{R}^d), \tag{3.23}
\]

and notice that by Theorem 3.10 and as \( \epsilon \to 0 \)

\[
\bar{u}^\epsilon \to u^0 \text{ in } H^1_{\rho\psi}(\mathbb{R}^d) \quad \text{and} \quad \bar{u}^\epsilon \to u^0 \text{ in } L^2_{\rho\psi}(\mathbb{R}^d).
\]

Consider now the difference between problems (3.21) and (3.22)

\[
(B^\epsilon(u^\epsilon - \bar{u}^\epsilon, \psi) = \langle f^\epsilon - f^0; \psi \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)},
\]

and choose \( \psi = u^\epsilon - \bar{u}^\epsilon \). Since \( B^\epsilon \) is coercive by (3.9) and using the Cauchy–Schwarz inequality we have

\[
\min\{\sigma, \eta\} \|u^\epsilon - \bar{u}^\epsilon\|^2_{H^1_{\rho\psi}(\mathbb{R}^d)} \leq B^\epsilon(u^\epsilon - \bar{u}^\epsilon, u^\epsilon - \bar{u}^\epsilon)
= \langle f^\epsilon - f^0; u^\epsilon - \bar{u}^\epsilon \rangle_{L^2_{\rho\psi}(\mathbb{R}^d)}
\leq \|f^\epsilon - f^0\|_{L^2_{\rho\psi}(\mathbb{R}^d)} \|u^\epsilon - \bar{u}^\epsilon\|_{H^1_{\rho\psi}(\mathbb{R}^d)},
\]
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which implies
\[ \| u^\varepsilon - \bar{u}^\varepsilon \|_{H^1_\rho(\mathbb{R}^d)} \leq \frac{1}{\min\{\sigma, \eta\}} \| f^\varepsilon - f^0 \|_{L^2_{\rho^0}(\mathbb{R}^d)}, \]
and employing Lemma 2.3 and Corollary 2.4 we obtain
\[ \| u^\varepsilon - \bar{u}^\varepsilon \|_{H^1_\rho(\mathbb{R}^d)} \leq \frac{C_{\sup}}{C_{\text{low}} \min\{\sigma, \eta\}} \| f^\varepsilon - f^0 \|_{L^2_{\rho^0}(\mathbb{R}^d)}. \]
Therefore, since \( f^\varepsilon \to f^0 \) in \( L^2_{\rho^0}(\mathbb{R}^d) \) we deduce that \( u^\varepsilon - \bar{u}^\varepsilon \to 0 \) in \( H^1_\rho(\mathbb{R}^d) \), which together with the limits in (3.23) gives the desired result.

Finally, the next theorem is a corrector result which justifies the two first term in the asymptotic expansion of the solution \( u^\varepsilon \) of (3.3)
\[ u^\varepsilon(x) = u^0(x) + \varepsilon u_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^2 u_2 \left( x, \frac{x}{\varepsilon} \right) + \ldots, \]
which is usually employed in homogenization theory.

**Theorem 3.12.** Let \( u^\varepsilon \) and \( u^0 \) be respectively the unique solutions of problems (3.3) and (3.5). Then, under Assumptions 2.1 and 2.5
\[ \lim_{\varepsilon \to 0} \left\| u^\varepsilon - u^0 - \varepsilon u_1 \left( \cdot, \frac{\cdot}{\varepsilon} \right) \right\|_{H^1_\rho(\mathbb{R}^d)} = 0, \]
where \( u_1(x,y) = \Phi(y) \cdot \nabla u^0(x) \) and \( \Phi \) is the solution of (2.7).

**Proof.** Let us first recall that from the proof of Theorem 3.10 we know that as \( \varepsilon \to 0 \)
\[ u^\varepsilon \rightharpoonup u^0 \quad \text{and} \quad \nabla u^\varepsilon \rightharpoonup \nabla u^0 + \nabla_y u_1. \]
(3.24)
Let \( z^\varepsilon \) be defined as
\[ z^\varepsilon(x) := u^\varepsilon(x) - u^0(x) - \varepsilon u_1 \left( x, \frac{x}{\varepsilon} \right), \]
and let \( \bar{z}^\varepsilon \) be its mean with respect to the invariant distribution \( \rho^0 \), i.e.,
\[ \bar{z}^\varepsilon := \int_{\mathbb{R}^d} z^\varepsilon(x) \rho^0(x) \, dx. \]
Then, applying the Poincaré inequality (2.12) we obtain
\[ \| z^\varepsilon \|_{H^2_{\rho^0}(\mathbb{R}^d)}^2 = \| z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 + \| \nabla z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 \]
\[ = \| z^\varepsilon - \bar{z}^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 + (\bar{z}^\varepsilon)^2 + \| \nabla z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 \]
\[ \leq (\bar{z}^\varepsilon)^2 + (C_P + 1) \| \nabla z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2, \]
and we now study the two terms in the right-hand side separately. First, by the two-scale convergence (3.24) and the fact that \( \Phi \) is bounded by [35, Lemma 5.5] we have
\[ \lim_{\varepsilon \to 0} \bar{z}^\varepsilon = \lim_{\varepsilon \to 0} \left( \int_{\mathbb{R}^d} u^\varepsilon(x) \rho^0(x) \, dx - \int_0 u^0(x) \rho^0(x) \, dx - \varepsilon \int_{\mathbb{R}^d} \Phi \left( \frac{x}{\varepsilon} \right) \cdot \nabla u^0(x) \rho^0(x) \, dx \right) = 0. \]
(3.26)
We then consider the second term in the right-hand side of (3.25) and using Lemma 2.3 we have
\[ \| \nabla z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 \leq \frac{1}{C_{\text{low}}^2} \| \nabla z^\varepsilon \|_{L^2_{\rho^0}(\mathbb{R}^d)}^2 \]
\[ = \frac{1}{C_{\text{low}}^2} \int_{\mathbb{R}^d} \left| \nabla u^\varepsilon(x) - \left( I + \nabla \Phi \left( \frac{x}{\varepsilon} \right) \right) \nabla u^0(x) - \varepsilon \nabla^2 u^0(x) \Phi \left( \frac{x}{\varepsilon} \right) \right|^2 \rho^0(x) \, dx \]
\[ \leq \frac{2}{C_{\text{low}}^2} (L_1^2 + L_2^2), \]
We first show that the spectra of the generators we obtain where the last equality follows from the fact that \( \Phi \) the convergence of the eigenvalues and the eigenfunctions of the former to the eigenvalues and the eigenfunctions of the latter as the multiscale parameter \( \varepsilon \) vanishes.

In this section we study the homogenization of the eigenvalue problem for the multiscale generator \( L^\varepsilon \).

### 4 Eigenvalue problem

In this section we study the homogenization of the eigenvalue problem for the multiscale generator \( L^\varepsilon \). Let \( (\lambda^\varepsilon, \phi^\varepsilon) \) be a couple eigenvalue-eigenvector of \( L^\varepsilon \) which solves

\[
-L^\varepsilon \phi^\varepsilon = \lambda^\varepsilon \phi^\varepsilon,
\]

and let \( (\lambda^0, \phi^0) \) be a couple eigenvalue-eigenvector of \( L^0 \) which solves

\[
-L^0 \phi^0 = \lambda^0 \phi^0.
\]

We first show that the spectra of the generators \( L^\varepsilon \) and \( L^0 \) are discrete and afterwards we prove the convergence of the eigenvalues and the eigenfunctions of the former to the eigenvalues and the eigenfunctions of the latter as the multiscale parameter \( \varepsilon \) vanishes.
Lemma 4.1. Let $\mathcal{L}^\varepsilon$ be the generator defined in (2.10). Under Assumptions 2.1 and 2.5, there exists a sequence of couples eigenvalue-eigenvector $\{(\lambda_n^\varepsilon, \phi_n^\varepsilon)\}_{n \in \mathbb{N}}$ which solve (4.1). Moreover, the eigenvalues satisfy

$$0 = \lambda_0^0 < \lambda_1^0 < \lambda_2^0 < \cdots < \lambda_n^0 < \cdots \nearrow +\infty,$$

and the eigenfunctions belong to $H^1_{\rho^\varepsilon}(\mathbb{R}^d)$ with $\phi_0^\varepsilon \equiv 1$ and

$$\|\phi_n^\varepsilon\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)} = \sqrt{1 + \frac{\lambda_n^0}{\sigma}},$$

(4.3)

and form an orthonormal basis of $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$.

Proof. By Lemma 2.7 and in particular the Poincaré inequality (2.13), the generator $\mathcal{L}^\varepsilon$ has a spectral gap. Therefore, by [33, Section 4.7] $-\mathcal{L}^\varepsilon$ is a non-negative self-adjoint operator in $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$ with discrete spectrum. Hence, the eigenvalues are real, non-negative, simple and can be ordered as

$$0 = \lambda_0^0 < \lambda_1^0 < \lambda_2^0 < \cdots < \lambda_n^0 < \cdots \nearrow +\infty.$$

Notice that $\lambda_0^0 = 0$ and $\phi_0^\varepsilon \equiv 1$. Moreover, using the unitary transformation which maps the generator to a Schrödinger operator, it follows that the eigenfunctions $\{(\phi_n^\varepsilon)_{n = 0}^\infty\}$ span $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$ and can be normalized such that they form an orthonormal basis (see, e.g., [20, 36]). It now only remains to show that the eigenfunctions belong to $H^1_{\rho^\varepsilon}(\mathbb{R}^d)$ and the equality (4.3). Let us consider problem (3.3), which has a unique solution due to Lemma 3.2 and let us denote by $S^\varepsilon_n: L^2_{\rho^\varepsilon}(\mathbb{R}^d) \rightarrow H^1_{\rho^\varepsilon}(\mathbb{R}^d)$ the operator which maps the right-hand side $f$ to the solution $u^\varepsilon$, i.e., $S^\varepsilon_n f = u^\varepsilon$. A couple $(\lambda_n^\varepsilon, \phi_n^\varepsilon)$ satisfies for all $\psi \in H^1_{\rho^\varepsilon}(\mathbb{R}^d)$

$$B^\varepsilon(\phi_n^\varepsilon, \psi) = \langle (\lambda_n^\varepsilon + \eta)\phi_n^\varepsilon; \psi \rangle_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)},$$

(4.4)

where $B^\varepsilon$ is defined in (3.4) and $\langle \cdot, \cdot \rangle_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)}$ denotes the inner product in $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$, and hence

$$S^\varepsilon_n \phi_n^\varepsilon = \frac{1}{\lambda_n^\varepsilon + \eta} \phi_n^\varepsilon,$$

which shows that $\phi_n^\varepsilon$ is also an eigenfunction of $S^\varepsilon_n$ with corresponding eigenvalue $1/\lambda_n^\varepsilon + \eta$, and therefore $\phi_n^\varepsilon \in H^1_{\rho^\varepsilon}(\mathbb{R}^d)$. Finally, choosing $\psi = \phi_n^\varepsilon$ in (4.4) and since $\|\phi_n^\varepsilon\|_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)} = 1$ we deduce that

$$\|\nabla \phi_n^\varepsilon\|^2_{L^2_{\rho^\varepsilon}(\mathbb{R}^d)} = \frac{\lambda_n^0}{\sigma},$$

which yields equation (4.3) and concludes the proof.

An analogous results holds true also for the homogenized generator $\mathcal{L}^0$, for which we omit the details since the proof is similar to proof of the previous lemma.

Lemma 4.2. Let $\mathcal{L}^0$ be the generator defined in (2.11). Under Assumptions 2.1 and 2.5, there exists a sequence of couples eigenvalue-eigenvector $\{(\lambda_n^0, \phi_n^0)\}_{n \in \mathbb{N}}$ which solve (4.2). Moreover, the eigenvalues satisfy

$$0 = \lambda_0^0 < \lambda_1^0 < \lambda_2^0 < \cdots < \lambda_n^0 < \cdots \nearrow +\infty,$$

and the eigenfunctions belong to $H^1_{\rho^\varepsilon}(\mathbb{R}^d)$ with $\phi_0^\varepsilon \equiv 1$ and

$$\sqrt{1 + \frac{\lambda_n^0}{\lambda_{\max}(\Sigma)}} \leq \|\phi_n^0\|_{H^1_{\rho^\varepsilon}(\mathbb{R}^d)} \leq \sqrt{1 + \frac{\lambda_n^0}{\lambda_{\min}(\Sigma)}},$$

and form an orthonormal basis of $L^2_{\rho^\varepsilon}(\mathbb{R}^d)$. 
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We remark that the eigenvalues and the eigenfunctions of the generators $\mathcal{L}^\varepsilon$ and $\mathcal{L}^0$ can be computed employing the Rayleigh quotients $R^\varepsilon$ and $R^0$, respectively, which are defined as

$$R^\varepsilon(\psi) = \frac{\|\nabla \psi\|^2_{L^2(\mathbb{R}^d)\varepsilon}}{\|\psi\|^2_{L^2(\mathbb{R}^d)}} \quad \text{for all } \psi \in H^1_{K,\varepsilon}(\mathbb{R}^d), \quad \psi \neq 0,$$

$$R^0(\psi) = \frac{\langle \Sigma \nabla \psi; \nabla \psi \rangle_{L^2(\mathbb{R}^d)\varepsilon}}{\|\psi\|^2_{L^2(\mathbb{R}^d)}} \quad \text{for all } \psi \in H^1_{K,\varepsilon}(\mathbb{R}^d), \quad \psi \neq 0. \quad (4.5)$$

Let $E^\varepsilon$ be the finite dimensional subspace of $H^1_{K,\varepsilon}(\mathbb{R}^d)$ spanned by the first $n$ eigenfunctions $\{\phi_0^\varepsilon, \phi_1^\varepsilon, \ldots, \phi_n^\varepsilon\}$ and let $E^0_n$ be the finite dimensional subspace of $H^1_{K,\varepsilon}(\mathbb{R}^d)$ spanned by the first $n$ eigenfunctions $\{\phi_0^0, \phi_1^0, \ldots, \phi_n^0\}$. Then, the “minimax principle” (see, e.g., [12, 37]) gives the characterization for the $n$-th eigenvalue

$$\lambda_n^\varepsilon = R^\varepsilon(\phi_n^\varepsilon) = \min_{\psi \in E^\varepsilon_n} \max_{\psi \in D^\varepsilon_n} R^\varepsilon(\psi) = \min_{W \subset H^1_{K,\varepsilon}(\mathbb{R}^d)} \max_{\psi \in W} R^\varepsilon(\psi),$$

$$\lambda_n^0 = R^0(\phi_n^0) = \min_{\psi \in E^0_n} \max_{\psi \in D^0_n} R^0(\psi) = \min_{W \subset H^1_{K,\varepsilon}(\mathbb{R}^d)} \max_{\psi \in W} R^0(\psi), \quad (4.6)$$

where

$$D^\varepsilon_n = \{W \subset H^1_{K,\varepsilon}(\mathbb{R}^d): \dim W = n\},$$

$$D^0_n = \{W \subset H^1_{K,\varepsilon}(\mathbb{R}^d): \dim W = n\}. \quad$$

We can now state and prove the homogenization of the spectrum of the multiscale generator, whose proof is inspired by the proof of Theorem 2.1 in [22].

**Theorem 4.3.** Let $(\lambda_n^\varepsilon, \phi_n^\varepsilon)$ and $(\lambda_n^0, \phi_n^0)$ be ordered couples eigenvalue-eigenfunction of the generators $\mathcal{L}^\varepsilon$ and $\mathcal{L}^0$, respectively, with $\|\phi_n^\varepsilon\|_{L^2(\mathbb{R}^d)} = 1$ and $\|\phi_n^0\|_{L^2(\mathbb{R}^d)} = 1$. Then, under Assumptions 2.1 and 2.5 and choosing the sign of $\phi_n^0$ such that $\langle \phi_n^\varepsilon; \phi_n^0 \rangle_{L^2(\mathbb{R}^d)} > 0$, it holds for all $n \in \mathbb{N}$ and as $\varepsilon \to 0$

(i) $\lambda_n^\varepsilon \to \lambda_n^0$,

(ii) $\phi_n^\varepsilon \to \phi_n^0$ in $L^2_{K,\varepsilon}(\mathbb{R}^d)$,

(iii) $\phi_n^\varepsilon \to \phi_n^0$ in $H^1_{K,\varepsilon}(\mathbb{R}^d)$.

**Proof.** The proof is divided into several steps.

**Step 1: Boundness of eigenvalues and eigenfunctions.**

Let $\psi \in H^1_{K,\varepsilon}(\mathbb{R}^d)$, which due to Corollary 2.4 belongs to $H^1_{K,\varepsilon}(\mathbb{R}^d)$ as well. Employing Lemma 2.3 we have

$$\frac{C_{\text{low}}}{C_{\text{up}}} \|\nabla \psi\|^2_{L^2(\mathbb{R}^d)\varepsilon} \leq \|\nabla \psi\|^2_{L^2(\mathbb{R}^d)} \leq \frac{C_{\text{up}}}{C_{\text{low}}} \|\psi\|^2_{L^2(\mathbb{R}^d)},$$

which by the definitions of the Rayleigh quotients in (4.5) implies

$$\frac{C_{\text{low}}^2}{\lambda_{\text{max}}(K)C_{\text{up}}^2} R^0(\psi) \leq R^\varepsilon(\psi) \leq \frac{C_{\text{up}}^2}{\lambda_{\text{min}}(K)C_{\text{low}}^2} R^0(\psi),$$

where $K$ is defined in (2.5). Then, applying the “minimax principle” in (4.6) we obtain for all $n \in \mathbb{N}$

$$\frac{C_{\text{low}}^2}{\lambda_{\text{max}}(K)C_{\text{up}}^2} \lambda_n^0 \leq \lambda_n^\varepsilon \leq \frac{C_{\text{up}}^2}{\lambda_{\text{min}}(K)C_{\text{low}}^2} \lambda_n^0,$$

which shows that the sequence of eigenvalues $\{\lambda_n^\varepsilon\}$ is bounded for all $n \in \mathbb{N}$. Moreover, due to equation (4.3) and Corollary 2.4 we deduce that also the sequence of eigenfunctions $\{\phi_n^\varepsilon\}$ is bounded.
in $H^1_{\rho_0}(\mathbb{R}^d)$, in fact we have
\[
\|\phi_n^\varepsilon\|_{H^1_{\rho_0}(\mathbb{R}^d)} \leq \frac{1}{C_{\text{low}}} \|\phi_n^\varepsilon\|_{H^2_{\rho_0}(\mathbb{R}^d)} \leq \frac{1}{C_{\text{low}}} \sqrt{1 + \frac{C_{\text{up}}^2}{\lambda_{\text{min}}(\Sigma) C_{\text{low}}^2} \lambda_0^\varepsilon}.
\]

**Step 2:** Extraction of a subsequence.
Due to Step 1 we can extract a subsequence $\varepsilon' \subseteq \varepsilon$ such that $\{\lambda_n^\varepsilon\}$ is convergent and $\{\phi_n^\varepsilon\}$ is weakly convergent in $H^1_{\rho_0}(\mathbb{R}^d)$ and strongly convergent in $L^2_{\rho_0}(\mathbb{R}^d)$ and a further subsequence $\varepsilon'' \subseteq \varepsilon'$ such that $\{\lambda_n^\varepsilon\}$ and $\{\phi_n^\varepsilon\}$ are convergent and $\{\phi_n^\varepsilon\}$ are weakly convergent in $H^1_{\rho_0}(\mathbb{R}^d)$ and strongly convergent in $L^2_{\rho_0}(\mathbb{R}^d)$. Repeating this procedure for all $n \in \mathbb{N}$ and choosing the standard diagonal subsequence we can find a subsequence, which is still denoted by $\varepsilon$, such that for all $n \in \mathbb{N}$
\[
\lambda_n^\varepsilon \to \tilde{\lambda}_n, \quad \phi_n^\varepsilon \to \tilde{\phi}_n \text{ in } H^1_{\rho_0}(\mathbb{R}^d), \quad \phi_n^\varepsilon \to \tilde{\phi}_n \text{ in } L^2_{\rho_0}(\mathbb{R}^d),
\]
where $\tilde{\lambda}_n \in \mathbb{R}$ and $\tilde{\phi}_n \in H^1_{\rho_0}(\mathbb{R}^d)$. From now on we will always consider this final subsequence, if not stated differently.

**Step 3:** Identification of the limits.
A couple eigenvalue-eigenfunction $(\lambda_n^\varepsilon, \phi_n^\varepsilon)$ of the multiscale generator $L^\varepsilon$ solves the problem
\[
B^\varepsilon(\phi_n^\varepsilon, \psi) = \langle (\lambda_n^\varepsilon + \eta) \phi_n^\varepsilon; \psi \rangle_{L^2_{\rho_0}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho_0}(\mathbb{R}^d),
\]
where $B^\varepsilon$ is defined in (3.4) and by Step 2
\[
(\lambda_n^\varepsilon + \eta) \phi_n^\varepsilon \to (\tilde{\lambda}_n + \eta) \tilde{\phi}_n \text{ in } L^2_{\rho_0}(\mathbb{R}^d).
\]
Hence, by Corollary 3.11 and the uniqueness of the limit it follows that the couple $(\tilde{\lambda}_n, \tilde{\phi}_n)$ solves the problem
\[
B^0(\tilde{\phi}_n, \psi) = \langle (\tilde{\lambda}_n + \eta) \tilde{\phi}_n; \psi \rangle_{L^2_{\rho_0}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho_0}(\mathbb{R}^d),
\]
where $B^0$ is defined in (3.6) and therefore it is a couple eigenvalue-eigenfunction of the homogenized generator $L^0$.

**Step 4:** Ordering of the limits.
We now show that the sequence of limits $\{\tilde{\lambda}_n\}_{n \in \mathbb{N}}$ is such that $\tilde{\lambda}_0 < \tilde{\lambda}_1 < \tilde{\lambda}_2 < \cdots < \tilde{\lambda}_n < \cdots$. First, due to Lemma 4.1 we know that $\lambda_0^\varepsilon < \lambda_1^\varepsilon < \lambda_2^\varepsilon < \cdots < \lambda_n^\varepsilon < \cdots$, hence their limits must satisfy $\tilde{\lambda}_0 \leq \tilde{\lambda}_1 \leq \tilde{\lambda}_2 \leq \cdots \leq \tilde{\lambda}_n \leq \cdots$. Let us now assume by contradiction that there exist $l, m \in \mathbb{N}$ such that $\lambda_l = \lambda_m = \lambda$. Since the eigenfunctions $\phi_l^\varepsilon$ and $\phi_m^\varepsilon$ corresponding to the eigenvalues $\lambda_l^\varepsilon$ and $\lambda_m^\varepsilon$ are orthogonal in $L^2_{\rho_0}(\mathbb{R}^d)$, then
\[
\langle \phi_l^\varepsilon; \phi_m^\varepsilon \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} = 0,
\]
and passing to the limit as $\varepsilon$ vanishes we obtain
\[
\langle \tilde{\phi}_l; \tilde{\phi}_m \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} = 0. \tag{4.7}
\]
In fact, we have
\[
\left| \langle \tilde{\phi}_l; \tilde{\phi}_m \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} - \langle \phi_l^\varepsilon; \phi_m^\varepsilon \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} \right| \leq \| \tilde{\phi}_l \tilde{\phi}_m - \phi_l^\varepsilon \phi_m^\varepsilon \|_{L^2_{\rho_0}(\mathbb{R}^d)} \tag{4.8}
\]
where the first term in the right hand side vanishes due to the convergence of the measure with density $\rho^\varepsilon$ towards the measure with density $\rho_0$ and the second term tends to zero due to the convergence of the eigenvectors and because by Cauchy–Schwarz inequality and Lemma 2.3 we have
\[
\left| \langle \tilde{\phi}_l; \tilde{\phi}_m \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} - \langle \phi_l^\varepsilon; \phi_m^\varepsilon \rangle_{L^2_{\rho_0}(\mathbb{R}^d)} \right| \leq \| \tilde{\phi}_l \tilde{\phi}_m - \phi_l^\varepsilon \phi_m^\varepsilon \|_{L^2_{\rho_0}(\mathbb{R}^d)} \leq C_{\text{up}} \| \tilde{\phi}_l \tilde{\phi}_m - \phi_l^\varepsilon \phi_m^\varepsilon \|_{L^2_{\rho_0}(\mathbb{R}^d)}. \tag{4.9}
\]
Therefore, equality (4.7) implies that the eigenvectors $\tilde{\phi}_l$ and $\tilde{\phi}_m$ corresponding to the eigenvalue \(\tilde{\lambda}\) are linearly independent and hence \(\tilde{\lambda}\) is not a simple eigenvalue, which is impossible due to Lemma 4.2.

**Step 5:** Entire spectrum.

We now prove that there is no eigenvalue of the homogenized generator \(\mathcal{L}^0\) other than those in the sequence \(\{\lambda_n\}_{n \in \mathbb{N}}\). Let us assume by contradiction that \(\{\tilde{\lambda}_n\}_{n \in \mathbb{N}}\) is a subsequence of \(\{\lambda^0_n\}_{n \in \mathbb{N}}\), i.e., that there exists an eigenvalue \(\lambda \in \mathbb{R}\) of the homogenized generator \(\mathcal{L}^0\) such that \(\lambda \neq \tilde{\lambda}_n\) for all \(n \in \mathbb{N}\) and let \(\phi \in H^1_{\rho_\varepsilon}(\mathbb{R}^d)\) be its corresponding normalized eigenfunction, which due to Lemma 4.2 satisfies

\[
\langle \phi; \tilde{\phi}_n \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} = 0, \quad \text{for all } n \in \mathbb{N}.
\]

Then, there exists \(m \in \mathbb{N}\) such that \(\lambda < \tilde{\lambda}_{m+1}\). Let \(\varphi^\varepsilon\) be the solution of the problem

\[
B^\varepsilon(\varphi^\varepsilon, \psi) = (\lambda + \eta) \langle \psi; \varphi \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)}, \quad \text{for all } \psi \in H^1_{\rho_\varepsilon}(\mathbb{R}^d),
\]

and notice that due to Theorem 3.10

\[\varphi^\varepsilon \to \phi \text{ in } H^1_{\rho_\varepsilon}(\mathbb{R}^d) \quad \text{and} \quad \varphi^\varepsilon \to \phi \text{ in } L^2_{\rho_\varepsilon}(\mathbb{R}^d).\]

Choosing \(\psi = \varphi^\varepsilon\) in (4.10) we then have

\[
\lim_{\varepsilon \to 0} R^\varepsilon(\varphi^\varepsilon) = \lim_{\varepsilon \to 0} \frac{\|\nabla \varphi^\varepsilon\|_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)}}{\|\varphi^\varepsilon\|_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)}} = \lim_{\varepsilon \to 0} \frac{(\lambda + \eta) \langle \psi; \varphi^\varepsilon \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)}}{\|\varphi^\varepsilon\|_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)}} - \eta = \lambda,
\]

where the last equality is justified by an argument similar to (4.8) and (4.9). Let now \(\xi^\varepsilon\) be defined as

\[
\xi^\varepsilon := \varphi^\varepsilon - \sum_{n=0}^m \langle \varphi^\varepsilon; \tilde{\phi}_n \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} \tilde{\phi}_n,
\]

which has the same limit as \(\varphi^\varepsilon\), i.e.,

\[
\xi^\varepsilon \to \phi \text{ in } H^1_{\rho_\varepsilon}(\mathbb{R}^d) \quad \text{and} \quad \xi^\varepsilon \to \phi \text{ in } L^2_{\rho_\varepsilon}(\mathbb{R}^d),
\]

since a similar computation to (4.8) and (4.9) yields

\[
\lim_{\varepsilon \to 0} \langle \varphi^\varepsilon; \phi_n \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} = \langle \phi; \tilde{\phi}_n \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} = 0.
\]

Moreover, due to (4.13) also its Rayleigh quotient has the same limit as (4.11), i.e.,

\[
\lim_{\varepsilon \to 0} R^\varepsilon(\xi^\varepsilon) = \lambda,
\]

and by definition (4.12) it follows for all \(n = 1, \ldots, m\)

\[
\langle \xi^\varepsilon; \tilde{\phi}_n \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} = 0.
\]

Therefore, by the “minimax principle” (4.6), \(\Lambda^\varepsilon_{m+1} \leq R^\varepsilon(\xi^\varepsilon)\) and passing to the limit as \(\varepsilon \to 0\) we deduce that \(\tilde{\lambda}_{m+1} \leq \lambda\) which contradicts the fact that \(m\) is such that \(\lambda < \tilde{\lambda}_{m+1}\).

**Step 6:** Convergence to the homogenized spectrum.

From Steps 3, 4, 5 and by Lemma 4.2 it follows that the sequence of limits \(\{\tilde{\lambda}_n\}_{n \in \mathbb{N}}\) is the same as the sequence of eigenvalues \(\{\lambda^0_n\}_{n \in \mathbb{N}}\) of the homogenized generator \(\mathcal{L}^0\), hence we have \(\tilde{\lambda}_n = \lambda^0_n\) for all \(n \in \mathbb{N}\). Moreover, since the eigenfunctions are normalized, then the limit \(\tilde{\phi}_n\) can be either \(\phi_n^0\) or \(-\phi_n^0\). The hypothesis that the sign of \(\phi_n^0\) is chosen such that \(\langle \phi_n^0, \phi_n^0 \rangle_{L^2_{\rho_\varepsilon}(\mathbb{R}^d)} > 0\) implies that the positive sign is the right one, i.e., \(\tilde{\phi}_n = \phi_n^0\) for all \(n \in \mathbb{N}\).

**Step 7:** Convergence of the whole sequence.

For all \(n \in \mathbb{N}\) the fact that the only admissible limit for the subsequence \(\{\lambda^0_n\}\) is \(\lambda^0_n\) implies that the
whole sequence converges to $\lambda_n^0$. Indeed, assuming by contradiction that $\{\lambda_n^\varepsilon\}$ does not converge to $\lambda_n^0$ gives the existence of a subsequence $\{\lambda_n^{\varepsilon'}\}$ and $\delta > 0$ such that

$$\left| \lambda_n^{\varepsilon'} - \lambda_n^0 \right| > \delta. \quad (4.14)$$

However, repeating all the previous steps we can extract a subsequence $\{\lambda_n^{\varepsilon''}\}$ from $\{\lambda_n^{\varepsilon'}\}$ such that

$$\lim_{\varepsilon \to 0} \lambda_n^{\varepsilon''} = \lambda_n^0,$$

which contradicts (4.14). Finally, a similar argument shows the convergence of the whole sequence of eigenfunctions $\{\varphi_n^\varepsilon\}$ to $\varphi_n^0$ and concludes the proof. 

## 5 Numerical illustration

In this section we present an example complementing our theoretical results. We consider the one-dimensional ($d = 1$) multiscale Ornstein–Uhlenbeck process with slow-scale potential $V(x) = x^2/2$, fast-scale potential $p(y) = \cos(y)$ and diffusion coefficient $\sigma = 1$. The numerical results are obtained setting the discretization size $h = \varepsilon^2$ and replacing the real line $\mathbb{R}$ with a truncated domain $D = [-R, R]$ with $R = 5$. The error introduced by this approximation is negligible since the invariant measures $\rho_0$ and $\rho_\varepsilon$ appear as weight functions in the integrals, decay exponentially fast for $|x| \to \infty$. In particular, the problems are discretized employing the finite element method with continuous piecewise linear functions as basis functions. We also remark that, due to the fast decay of the invariant measures, we did not need to impose any boundary condition on the solution, but we only assumed the functions $\rho_0$ and $\rho_\varepsilon$ to be zero on the boundary of the truncated domain $D$.

### 5.1 Poisson problem with a reaction term

We consider the Poisson problems (3.1) and (3.2) with a reaction coefficient $\eta = 1$ and right-hand side $f(x) = x$. In this particular case the homogenized equation (3.2) admits the analytical solution

$$u_0^0(x) = \frac{x}{\frac{1}{K} + \eta}.$$

In Fig. 1 we plot the numerical solutions $u_\varepsilon$ and $u_0^0$ setting $\varepsilon = 0.1$, and we observe that the multiscale solution oscillates around the homogenized one. We then solve equation (3.1) for different values of the multiscale parameter $\varepsilon = 0.025, 0.05, 0.1, 0.2, 0.4$, and we compute the distance between $u_\varepsilon$ and $u_0^0$ both in $L^2_{\rho_0}(\mathbb{R})$ and $H^1_{\rho_0}(\mathbb{R})$. On the left of Fig. 2 we observe that the theoretical results given by Theorem 3.10 are confirmed in practice. In particular, $\|u_\varepsilon - u_0^0\|_{L^2_{\rho_0}(\mathbb{R})}$ decreases as $\varepsilon$ vanishes, while $\|u_\varepsilon - u_0^0\|_{H^1_{\rho_0}(\mathbb{R})}$ remains constant. Indeed, the solution $u_\varepsilon$ converges to $u_0^0$ strongly.
Figure 2: Poisson problem with a reaction term varying \( \varepsilon \). Left: distance between the multiscale and homogenized solution. Right: distance between the multiscale solution and its first order expansion.

in \( L^2_\rho(\mathbb{R}) \) but only weakly in \( H^1_\rho(\mathbb{R}) \). We now consider a better approximation of the multiscale solution \( u^\varepsilon \), which is given by the first order expansion

\[
\tilde{u}^\varepsilon(x) = u^0(x) + \varepsilon u_1\left( x, \frac{x}{\varepsilon} \right),
\]

where

\[
u_1(x, y) = (u^0)'(x)\Phi(y).
\]

The analytical solution \( \Phi \) of equation (2.7), which is periodic in \( Y = [0, L] \) and has zero-mean with respect to \( \mu \), is

\[
\Phi(y) = C_\Phi - y + \frac{L}{C_\mu} \int_{y}^{y} e^{\frac{1}{2} p(z)} \, dz,
\]

where

\[
\tilde{C}_\mu = \int_{0}^{L} e^{\frac{1}{2} p(y)} \, dy,
\]

and

\[
C_\Phi = \frac{1}{C_\mu} \int_{0}^{L} y e^{-\frac{1}{2} p(y)} \, dy - \frac{L}{C_\mu \tilde{C}_\mu} \int_{0}^{L} \int_{y}^{y} e^{\frac{1}{2} (p(z)-p(y))} \, dz \, dy.
\]

On the right of Fig. 2 we plot the distance between \( u^\varepsilon \) and its first order approximation \( \tilde{u}^\varepsilon \) both in \( L^2_\rho(\mathbb{R}) \) and \( H^1_\rho(\mathbb{R}) \), and we observe that we now also have strong convergence in \( H^1_\rho(\mathbb{R}) \) as shown by Theorem 3.12.

5.2 Eigenvalue problem

We now consider the homogenization of the eigenvalue problem for the multiscale generator. First, in Fig. 3 we set \( \varepsilon = 0.1 \) and plot the first four eigenvalues and eigenfunctions of both \( \mathcal{L}^\varepsilon \) and \( \mathcal{L}^0 \). We observe that the eigenvalues \( \lambda^\varepsilon_n \) are close to the eigenvalues \( \lambda^0_n \) and that the mismatch increases for \( n \) bigger, i.e., for eigenvalues with greater magnitude. Moreover, the eigenfunctions behave similarly to the solution of the Poisson problem, in the sense that \( \phi^\varepsilon_n \) oscillates around \( \phi^0_n \). We remark that in the particular case of the Ornstein–Uhlenbeck process the eigenvalue problem for the homogenized generator \( \mathcal{L}^0 \) can be solved analytically and the eigenfunctions are given by the normalized Hermite polynomials [33, Section 4.4]. In particular, we have for all \( n \in \mathbb{N} \) that \( \lambda^0_n = Kn \) and

\[
\phi^0_n(x) = \frac{1}{\sqrt{n!}} H_n\left( \sqrt{\frac{K}{\Sigma}} x \right),
\]

where

\[
H_n(z) = (-1)^n e^{\frac{z^2}{2}} \frac{d^n}{dz^n} \left( e^{-\frac{z^2}{2}} \right).
\]
Figure 3: First four eigenvalues and eigenfunctions of the multiscale and homogenized generator setting $\varepsilon = 0.1$.

Figure 4: Distance between the first four eigenvalues and eigenfunctions of the multiscale and homogenized generator varying $\varepsilon$. 
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We then solve the eigenvalue problem for different values of the multiscale parameter \( \varepsilon = 0.025, 0.05, 0.1, 0.2, 0.4 \), and we compute the distance between the multiscale and homogenized eigenvalues and eigenfunctions. Fig. 4 demonstrates numerically what we proved theoretically in Theorem 4.3, i.e., that we have convergence of the eigenvalues and strong convergence in \( L^2_{\rho_0}(\mathbb{R}) \), but only weak in \( H^1_{\rho_0}(\mathbb{R}) \), of the eigenfunctions.

6 Conclusion

We presented the homogenization of two problems involving the infinitesimal generator of the multiscale overdamped Langevin SDE. We first considered the Poisson problem with a reaction term and, after introducing appropriate weighted Sobolev spaces and extending the theory of two-scale convergence, we proved in Theorem 3.10 the strong convergence in \( L^2 \) sense and the weak convergence in \( H^1 \) sense of the multiscale solution to the solution of the same problem where the multiscale generator is replaced by its homogenized surrogate. In Theorem 3.12 we also provided a corrector result which justifies the two first terms in the usual asymptotic expansion in homogenization theory. We then analyzed the eigenvalue problem and in Theorem 4.3 we showed homogenization results for the eigenvalues and the eigenfunctions of the multiscale generator. In particular, we demonstrated the convergence of the eigenvalues and the strong convergence in \( L^2 \) sense and the weak convergence in \( H^1 \) sense of the eigenvectors towards the corresponding eigenvalues and eigenfunctions of the generator of the coarse-grained dynamics. Finally, we verified numerically our theoretical results simulating the multiscale one-dimensional Ornstein–Uhlenbeck process. Our work provides rigorous convergence results in the setting of the Langevin dynamics, but we believe that similar theorems can be proved for more general classes of diffusion processes and we will return to this problem in future work.
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