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Abstract In this paper, the spectral algorithm for nonlinear equations (SANE) is adapted to the problem of finding a zero of a given tangent vector field on a Riemannian manifold. The generalized version of SANE uses, in a systematic way, the tangent vector field as a search direction and a continuous real–valued function that adapts this direction and ensures that it verifies a descent condition for an associated merit function. In order to speed up the convergence of the proposed method, we incorporate a Riemannian adaptive spectral parameter in combination with a non–monotone globalization technique. The global convergence of the proposed procedure is established under some standard assumptions. Numerical results indicate that our algorithm is very effective and efficient solving tangent vector field on different Riemannian manifolds and competes favorably with a Polak–Ribiére–Polyak Method recently published and other methods existing in the literature.

Keywords Tangent vector field · Riemannian manifold · Nonlinear system of equations · Spectral residual method · Non–monotone line search.

Mathematics Subject Classification (2000) 65K05, 90C30, 90C56, 53C21.

1 Introduction

In this work, we consider the problem of finding a zero of a tangent vector field $F(\cdot)$ over a Riemannian manifold $\mathcal{M}$, with an associated Riemannian metric $g$.
⟨·, ·⟩ (a local inner product which induces a corresponding local metric). The problem can be mathematically formulated as the solution of the following nonlinear equation

\[ F(X) = 0_X, \]  

(1)

where \( F : \mathcal{M} \to \mathcal{T}\mathcal{M} \) is a continuously differentiable tangent vector field, and \( \mathcal{T}\mathcal{M} := \bigcup_{X \in \mathcal{M}} T_X \mathcal{M} \) denotes the tangent bundle of \( \mathcal{M} \), i.e., \( \mathcal{T}\mathcal{M} \) is the union of all tangent spaces at points in the manifold. Here, \( 0_X \) denotes the zero vector of the tangent space \( T_X \mathcal{M} \). This kind of problem appears frequently in several applications, for example: statistical principal component analysis [17], where the Oja’s flow induces the associated vector field, total energy minimization in electronic structure calculations [16, 25, 33], linear eigenvalue problems [15, 29], dimension reduction techniques in pattern recognition [12, 25, 32], Riemannian optimization problems, where the Riemannian gradient flow leads to the associated tangent vector field [2, 20, 21], among others.

Problem (1) is closely related to the problem of minimizing a differentiable function over the manifold \( \mathcal{M} \),

\[ \min_{X \in \mathcal{M}} F(X) \quad \text{s.t.} \quad X \in \mathcal{M}, \]  

(2)

where \( F : \mathcal{M} \to \mathbb{R} \) is a smooth function. Different iterative methods have been developed for solving (2). Some popular schemes are based on gradient method [6, 11, 15, 18, 19, 20, 21], conjugate gradient methods [2, 9, 34], Newton’s method [2, 26], or quasi-Newton methods [2]. All these numerical methods can be used to find a zero of the following tangent vector field equation,

\[ \nabla_M F(X) = 0_X, \]  

(3)

where \( \nabla_M F(\cdot) \) denotes the Riemannian gradient of \( F(\cdot) \), which is a particular case of problem (1). The Riemannian line-search methods, designed to solve the optimization problem (2) construct a sequence of points using the following recursive formula

\[ X_{k+1} = R_{X_k}[\xi_{X_k}], \]  

(4)

where \( R_X : T_X \mathcal{M} \to \mathcal{M} \) is a retraction (see Definition 1), and \( \xi_{X_k} \in T_{X_k} \mathcal{M} \) is a descent direction, i.e., \( \xi_{X_k} \) verifies the inequality \( \langle \nabla_M F(X_k), \xi_{X_k} \rangle < 0 \) for all \( k \geq 0 \). Among the Riemannian line-search methods, the Riemannian gradient approach exhibits the lowest cost per iteration. This method uses the gradient vector field \( \nabla_M F(\cdot) \) to define the search direction by \( \xi_{X_k} = -\nabla_M F(X_k) \), at each iteration.

In the literature, there are some iterative algorithms addressing the problem (1). In [3, 8, 14] were developed several Riemannian Newton methods for the solution of tangent vector fields on general Riemannian manifolds. Among the features of Newton’s method, the requirement of using second-order information and geodesics (that involves the computation of exponential mapping) to ensure keeping into the corresponding manifold, leads to the growth of
computational cost. In addition, the authors in [5] proposed a Riemannian Gauss–Newton method to address the solution of (1) through the optimization problem (2). Recently, in [30] was introduced a Riemannian conjugate gradient to deal with the numerical solution of (1), that does not need derivative computation (it does not use the Jacobian of $F(\cdot)$), and that incorporates the use of retractions (see Definition 1), which is a mapping that generalizes the definition of geodesics, and that was introduced by Absil in [2] to deal with optimization problems on matrix manifolds.

In the Euclidean case $M = \mathbb{R}^n$ in (1), i.e., for the solution of standard nonlinear system of equations, the authors in [13] introduced a method called SANE, which uses the residual $\pm F(X_k)$ as a search direction. Then the trial point, at each iteration, is computed by $X_{k+1} = X_k \pm \tau_k F(X_k)$, where $\tau_k$ is a spectral coefficient based on the Barzilai–Borwein step–size [4,22]. This iterative process uses precisely the functional $F(\cdot)$, in order to define the search direction. It’s feature of been a derivative–free procedure, is highly attractive, lowering the storage requirements and the computational cost per iteration.

Motivated by the Riemannian gradient and SANE methods, in this paper, we introduce RSANE, which is a generalization of SANE to tackle the numerical solution of nonlinear equations on Riemannian manifolds. In particular, we modified the update formula of SANE by incorporating a retraction, in order to guarantee that each point $X_k$ belongs to the desired manifold. By following the ideas of the Riemannian Barzilai–Borwein method developed by Iannazzo et.al in [11], we propose an extension of the spectral parameter $\tau_k$ to the case of Riemannian manifolds, using mappings so–called scaled vector transport. In addition, we present the convergence analysis of the proposed method obtained under the Zhang–Hager globalization strategy [31]. Finally, some numerical experiments are reported to illustrate the efficiency and effectiveness of our proposal.

The rest of this paper is organized as follow. To do this article self–contained, we briefly review, in Section 2, some concepts and tools from Riemannian geometry that it can be founded in [2]. In Section 3 we present our proposed Riemannian spectral residual method (RSANE) for solving (1). Section 4 is devoted to the convergence analysis concerning our proposed method. In Section 5 numerical tests are carried out, in order to illustrate the good performance of our approach considering the computing of eigenspaces associated to given symmetric matrices using both simulated data and real data. Finally, conclusions and perspectives are provided in Section 7.
2 Preliminaries on Riemannian Geometry

In this section, we briefly review some notions and tools of Riemannian geometry crucial for understanding this paper, by summarizing [2].

Let $\mathcal{M}$ be a Riemannian manifold with an associated Riemannian metric $\langle \cdot, \cdot \rangle$, and let $T_X \mathcal{M}$ be its tangent vector space at a given point $X \in \mathcal{M}$. In addition, let $F : \mathcal{M} \to \mathbb{R}$ a smooth scalar function defined on the Riemannian manifold $\mathcal{M}$, the Riemannian gradient of $F(\cdot)$ at $X$, denoted by $\nabla_{\mathcal{M}} F(X)$, is defined as the unique element of $T_X \mathcal{M}$ that verifies

$$\langle \nabla_{\mathcal{M}} F(X), \xi_X \rangle = DF(X)[\xi_X], \quad \forall \xi_X \in T_X \mathcal{M},$$

where $DF(X)[\xi_X]$ is the function that takes any point $X \in \mathcal{M}$ to the directional derivative of $F(\cdot)$ in the direction $\xi_X$, evaluated at $X \in \mathcal{M}$. In the particular case that $\mathcal{M}$ is a Riemannian submanifold of an Euclidean space $\mathcal{E}$, we have an explicit evaluation of the gradient: let $\bar{F} : \mathcal{E} \to \mathbb{R}$ a smooth function defined on $\mathcal{E}$ and let $F : \mathcal{M} \subset \mathcal{E} \to \mathbb{R}$, then the Riemannian gradient of $F(\cdot)$ evaluated at $X \in \mathcal{M}$ is equal to the orthogonal projection of the standard gradient of $\bar{F}(\cdot)$ onto $T_X \mathcal{M}$, that is,

$$\nabla_{\mathcal{M}} F(X) = P_X[\nabla \bar{F}(X)]. \quad (5)$$

This result provides us an important tool to compute the Riemannian gradient, which will be useful in the experiments section.

Another fundamental concept for this work is retraction. This can be seen as a smooth function that pragmatically approximates the notion of geodesics [9]. Now we present its rigorous definition.

**Definition 1 ([2])** A retraction on a manifold $\mathcal{M}$ is a smooth mapping $R[\cdot]$ from the tangent bundle $T\mathcal{M}$ onto $\mathcal{M}$ with the following properties. Let $R_X[\cdot]$ denote the restriction of $R[\cdot]$ to $T_X \mathcal{M}$.

1. $R_X[0_X] = X$, where $0_X$ denotes the zero element of $T_X \mathcal{M}$
2. With the canonical identification, $T_0X \mathcal{M} \simeq T_X \mathcal{M}$, $R_X[\cdot]$ satisfies

$$DR_X[0_X] = \text{id}_{T_X \mathcal{M}},$$

where $\text{id}_{T_X \mathcal{M}}$ denotes the identity mapping on $T_X \mathcal{M}$.

The second condition in Definition 1 is known as local rigidity condition.

The concept of vector transport, which appears in [2], provides us a tool to perform operations between two or more vectors that belong to different tangent spaces of $\mathcal{M}$, and can be seen as a relaxation of the purely Riemannian concept of parallel transport [9].
\textbf{Definition 2} ([2]) A vector transport $\mathcal{T}[:]$ on a manifold $\mathcal{M}$ is a smooth mapping

$$\mathcal{T} : \mathcal{T}\mathcal{M} \oplus \mathcal{T}\mathcal{M} \to \mathcal{T}\mathcal{M} : (\eta, \xi) \mapsto T_\eta[\xi] \in \mathcal{T}\mathcal{M},$$

satisfying the following properties for all $X \in \mathcal{M}$ where $\oplus$ denote the Whitney sum, that is,

$$\mathcal{T}\mathcal{M} \oplus \mathcal{T}\mathcal{M} = \{(\eta, \xi) : \eta, \xi \in T_X\mathcal{M}, X \in \mathcal{M}\}.$$

1. There exists a retraction $R[: ]$, called the retraction associated with $\mathcal{T}[: ]$, such that

$$\pi(T_\eta[\xi]) = R_X(\eta), \quad \eta, \xi \in T_X\mathcal{M},$$

where $\pi(T_\eta[\xi])$ denotes the foot of the tangent vector $T_\eta[\xi]$.

2. $T_0[\xi] = \xi$ for all $\xi \in T_X\mathcal{M}$.

3. $T_\eta[a\xi + b\zeta] = aT_\eta[\xi] + bT_\eta[\zeta]$, for all $a, b \in \mathbb{R}$ and $\eta, \xi, \zeta \in T_X\mathcal{M}$.

Next, the concept of isometry [34] is established, which is a property satisfied by some vector transports.

\textbf{Definition 3} ([34]) A vector transport $\mathcal{T}[: ]$ on a manifold $\mathcal{M}$ is called isometric if it satisfies

$$\langle T_\eta[\xi], T_\eta[\xi] \rangle = \langle \xi, \xi \rangle,$$

for all $\eta, \xi \in T_X\mathcal{M}$, where $R_X[: ]$ is the retraction associated with $\mathcal{T}[: ]$.

\section{3 Spectral Approach for Tangent Vector Field on Riemannian Manifolds}

In this section, we shall establish our proposal RSANE. An intuitive way to solve (1) is to promote the reduction of the residual $||F(\cdot)||$, which we can achieve by solving the following auxiliary manifold constrained optimization problem

$$\min_{X \in \mathcal{M}} F(X) = \frac{1}{2} ||F(X)||^2. \quad (7)$$

We can deal with this optimization model using some Riemannian optimization method. Nevertheless, we are interested in directly solving the Riemannian nonlinear equation (1). For this purpose, we consider the following iterative method, based on the SANE method,

$$X_{k+1} = X_k - \tau_k F(X_k). \quad (8)$$

Firstly, the vector $-F(X_k)$ is not necessarily a descent direction for the merit function $F(\cdot)$ and secondly; that $X_{k+1}$ does not necessarily belong to the manifold $\mathcal{M}$. We can overcome the first one, by modifying this vector with the sign of $(\nabla_M F(X_k), F(X_k))$, following the same idea used in SANE method, in order to force $\pm F(X_k)$ satisfies the descent condition. Observe that the Riemannian gradient method of $F(\cdot)$ can be computed by

$$\nabla_M F(X) = ([J F(X)]^*[F(X)]), \quad \forall X \in \mathcal{M},$$

where $J$ is the Jacobian matrix of $F(X)$.
that is, to compute the Riemannian gradient of $F(\cdot)$ at $X$, we need to calculate the adjoint of the Jacobian of $F(\cdot)$ evaluated at $X$.

On the other hand, the second disadvantage can be easily remedied by incorporating a retraction, similarly to the scheme \[4\]. Keeping in mid all these considerations, we now propose our Riemannian spectral residual method, which computes the iterates recursively by

$$X_{k+1} = R_{X_k}[\tau_k Z_k],$$

(10)

where $\tau_k > 0$ represents the step-size, $R_X[\cdot]$ is a retraction and the search direction is determined by

$$Z_k = -s_\theta(\langle \nabla_M F(X_k), F(X_k) \rangle) F(X_k),$$

(11)

where $s_\theta(\cdot) : \mathbb{R} - \{0\} \to \{-1, 1\}$ is defined by $s(x) = \frac{x}{|x|}$. Observe that $s(\cdot)$ is a continuous function for all $x \neq 0$, a crucial property to our convergence analysis.

3.1 A Nonmonotone Line Search with a Riemannian Spectral Parameter

In the scenario of the solution of nonlinear systems of equations over $\mathbb{R}^n$, the SANE method uses a spectral parameter $\tau_k$ inspired by the Barzilai--Borwein step-size, originally introduced in \[4\] to speed up the convergence of gradient-type methods, in the context of optimization. SANE computes this spectral parameter as follow

$$\tau_{BB}^{k+1} = \text{sgn}_k \frac{S_k^T S_k}{S_k^T Y_k},$$

(12)

where $S_k = X_{k+1} - X_k$, $Y_k = F(X_{k+1}) - F(X_k)$, $\text{sgn}_k = s(F(X_k)^T J(X_k) F(X_k))$ and $J(\cdot)$ denotes the Jacobian matrix of the vector-valued function $F : \mathbb{R}^n \to \mathbb{R}^n$.

In the framework of Riemannian manifolds, the vectors $F(X_{k+1}) \in T_{X_{k+1}} \mathcal{M}$ and $F(X_k) \in T_{X_k} \mathcal{M}$ lie in different tangent spaces, then the difference between these vectors may not be well defined (this is only well defined over linear manifolds). The same drawback occurs with the difference between the points $X_{k+1}$ and $X_k$. Therefore, we cannot directly use the parameter (12) to address the numerical solution of (1). In \[11\] Iannazzo et. al. was extended the Barzilai--Borwein step-sizes in the context of optimization on Riemannian manifolds, through the use of a vector transport (see Definition 2). This strategy transports the calculated directions to the correct tangent space, providing a way to overcome the drawback. Guided by the descriptions contained in \[11\], we propose the following generalization of the spectral parameter (12),

$$\tau_{RBB}^{k+1} = s(\sigma_k) \frac{\langle \tilde{S}_k, \tilde{S}_k \rangle}{\langle S_k, Y_k \rangle},$$

(13)
where $\sigma_k = \langle \nabla \mathcal{M} F(X_k), F(X_k) \rangle$,
\[ \hat{S}_k = T_{\tau_k} Z_k [\tau_k Z_k] = -\tau_k s(\sigma_k) T_{\tau_k} Z_k [F(X_k)] \] (14)
and
\[ \hat{Y}_k = F(X_{k+1}) - T_{\tau_k} Z_k [F(X_k)] = F(X_{k+1}) + \frac{1}{\tau_k s(\sigma_k)} \hat{S}_k, \] (15)
where $T[\cdot]$ is any vector transport satisfying the Ring–Wirth non–expansive condition,
\[ ||T_{\eta_X} [\xi_X]|| \leq ||\xi_X||, \quad \forall \xi_X, \eta_X \in T_X \mathcal{M}. \] (16)
Another alternative for the spectral parameter is
\[ \tau_{RBB}^{k+1} = s(\sigma_k) \langle \hat{S}_k, \hat{Y}_k \rangle \langle \hat{Y}_k, \hat{Y}_k \rangle. \] (17)
In order to take advantage of both spectral parameters $\tau_{RBB}^{k+1}$ and $\tau_{RBB}^{k+1}$, we adopt the following adaptive strategy
\[ \tau_{RBB}^{k+1} = \begin{cases} \tau_{RBB}^{k+1} & \text{for even } k; \\ \tau_{RBB}^{k+1} & \text{for odd } k \end{cases}. \] (18)
Note that it is always possible to define a transporter (a function that sends vectors from a tangent space to another tangent space) that satisfies the condition (16), by scaling,
\[ T^{scaled}_{\eta_X} [\xi_X] = \begin{cases} T_{\eta_X} [\xi] \frac{||\xi||}{||\eta_X||} & \text{if } ||T_{\eta_X} [\xi_X]|| \leq ||\xi_X||; \\ T_{\eta_X} [\xi] \text{ otherwise.} \end{cases} \] (19)
This function, introduced by Sato and Iwai in [27], is referred as scaled vector transport. Observe that [19] is not necessarily a vector transport. However for the extension of the spectral parameter to the setting of Riemannian manifolds, it is not strictly mandatory. In fact, it is enough having a non–expansive transporter available. Therefore, we will use the scaled vector transport [19], in the construction of the vectors $\hat{S}_k$ and $\hat{Y}_k$ in equations (14)–(15).
Since the spectral parameter $\tau_{RBB}^{k}$ does not necessarily reduces the value of the merit function $F(\cdot)$ at each iteration, the convergence result could be invalid. We can overcome this drawback by incorporating a globalization strategy, which guarantees convergence by regulating the step–size $\tau_k$ only occasionally (see [13,23,31]). In the seminal paper [13], the authors consider the globalization technique proposed by Grippo et.al. in [10], in the definition of SANE method.
We could define our Riemannian generalization of SANE incorporating this non–monotone technique, and so analyze the convergence following the ideas described in [13,11]. Instead of that, in this work, to define RSANE we adopt a more elegant globalization strategy proposed by Zhang and Hager in [31].
Specifically, we compute \( \tau_k = \delta^h RBB_k \) where \( h \in \mathbb{N} \) is the smallest integer satisfying

\[
\mathcal{F}(R_{X_k}[\tau_k Z_k]) \leq C_k + \rho_1 \tau_k \langle \nabla_M \mathcal{F}(X_k), Z_k \rangle, \tag{20}
\]

where each value \( C_{k+1} \) is given by a convex combination of \( \mathcal{F}(X_{k+1}) \) and the previous \( C_k \) as

\[
C_{k+1} = \frac{\eta Q_k C_k + \mathcal{F}(X_{k+1})}{Q_{k+1}},
\]

for \( Q_{k+1} = \eta Q_k + 1 \), starting at \( Q_0 = 1 \) and \( C_0 = \mathcal{F}(X_0) \). In the sequel our generalization RSANE will be described in detail.

**Algorithm 1** Spectral Residual Method for tangent vector field (RSANE)

**Require:** Let \( X_0 \in M \) be the initial guess, \( \tau > 0 \), \( 0 < \tau_m \leq \tau_M < \infty \), \( \eta \in (0,1) \), 
\( \rho_1, \epsilon_1, \delta \in (0,1) \), \( Q_0 = 1 \), \( C_0 = \mathcal{F}(X_0) \), \( k = 0 \).

1: while \( ||F(X_k)|| > \epsilon \) do
2: \( \sigma_k = \langle \nabla_M F(X_k), F(X_k) \rangle \);
3: \( \text{if } |\sigma_k| < \epsilon_1 ||F(X_k)||^2 \) then
4: \( \text{stop the process.} \)
5: \( \text{end if} \)
6: \( Z_k = -s(\sigma_k) F(X_k); \)
7: \( \text{while } \mathcal{F}(R_{X_k}[\tau Z_k]) > C_k - \rho_1 \epsilon_1 \tau ||F(X_k)||^2 \) do
8: \( \tau \leftarrow \delta \tau; \)
9: \( \text{end while} \)
10: \( \tau_k = \tau; \)
11: \( X_{k+1} = R_{X_k}[\tau_k Z_k]; \)
12: \( Q_{k+1} = \eta Q_k + 1 \) and \( C_{k+1} = (\eta Q_k C_k + \mathcal{F}(X_{k+1}))/Q_{k+1}; \)
13: \( S_k = -\tau_k s(\sigma_k) \nabla_M \mathcal{F}(X_k) \) and \( Y_k = F(X_{k-1}) + \frac{1}{\tau_k s(\sigma_k)} S_k; \)
14: \( \tau^{RBB}_{k+1} = s(\sigma_k) (S_k, Y_k) \)
15: \( \tau = \max(\tau^{RBB}_{k+1}, \tau_M, \tau_m); \)
16: \( k \leftarrow k + 1; \)
17: \( \text{end while} \)

**Remark 1** In Algorithm 1 we replace the nonmonotone condition (20) by

\[
\mathcal{F}(R_{X_k}[\tau Z_k]) \leq C_k - \rho_1 \epsilon_1 \tau ||F(X_k)||^2. \tag{21}
\]

We remark that with this relaxed condition, Algorithm 1 is well defined. In fact, if at iteration \( k \) the procedure does not stop at Step 4, then \( Z_k \) is a descent direction (see Lemma 2), and for all \( \rho_1 \in (0,1) \) there exists \( t > 0 \) such that the non–monotone Zhang–Hager condition (20) holds by continuity, for \( \tau > 0 \) sufficiently small (a proof of this fact appears in (31)). In addition, it follows form Step 4, (20) and Lemma 2 that

\[
\mathcal{F}(R_{X_k}[\tau Z_k]) \leq C_k + \rho_1 \tau \langle \nabla_M \mathcal{F}(X_k), Z_k \rangle \\
\leq C_k - \rho_1 \epsilon_1 \tau ||F(X_k)||^2,
\]

which implies that the relaxed condition (21) is also verified for all \( \tau > 0 \) that satisfy (20).
σk = \langle \nabla_{\mathcal{M}} \mathcal{F}(X_k), \mathcal{F}(X_k) \rangle \\
= \mathcal{D} \mathcal{F}(X_k)[\mathcal{F}(X_k)] \\
= \lim_{t \to 0} \frac{\mathcal{F}(RX_k[tf(X_k)]) - \mathcal{F}(X_k)}{t} \\
\approx \frac{\mathcal{F}(RX_k[hF(X_k)]) - \mathcal{F}(X_k)}{h}, \quad (22)

where 0 < h \ll 1 is a small real number. The fact that this approximation does not need the explicit knowledge of the Jacobian operator is useful for large-scale problems.

The following lemma establishes that in most cases \( \tau_{k+1}^{RBB1} \) is positive.

**Lemma 1** Let \( \tau_{k+1}^{RBB1} \) be computed as in (13), then \( \tau_{k+1}^{RBB1} > 0 \) when one of the following cases holds

1. \( \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \mathcal{F}(X_{k+1}) \rangle < 0 \);
2. \( \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \mathcal{F}(X_{k+1}) \rangle > 0 \) and \( ||\mathcal{F}(X_{k+1})|| < ||T_{\tau_k}Z_k[\mathcal{F}(X_k)]|| \).

**Proof** Since \( \tau_{k+1}^{RBB1} = s(\sigma_k) \frac{\hat{s}_k \cdot \hat{s}_k}{\tau_k} \), then \( \sigma_k = \frac{1}{\tau_k} \frac{||\hat{s}_k||^2}{\langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], Y_k \rangle} \) and \( \text{sign}(\tau_{k+1}^{RBB1}) = \text{sign}(\langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \hat{Y}_k \rangle) \).

Suppose that (a) holds, then

\[ \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \hat{Y}_k \rangle = \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \mathcal{F}(X_{k+1}) \rangle - ||T_{\tau_k}Z_k[\mathcal{F}(X_k)]||^2 < 0, \]

which implies that \( \tau_{k+1}^{RBB} > 0 \).

On the other hand, if (b) holds, from the Cauchy–Schwarz inequality, we find that

\[ 0 < \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \mathcal{F}(X_{k+1}) \rangle \leq ||T_{\tau_k}Z_k[\mathcal{F}(X_k)]|| ||\mathcal{F}(X_{k+1})|| < ||T_{\tau_k}Z_k[\mathcal{F}(X_k)]||^2, \]

and so

\[ \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \hat{Y}_k \rangle = \langle T_{\tau_k}Z_k[\mathcal{F}(X_k)], \mathcal{F}(X_{k+1}) \rangle - ||T_{\tau_k}Z_k[\mathcal{F}(X_k)]||^2 < 0, \]

and hence \( \tau_{k+1}^{RBB1} > 0 \), which proves the lemma.

The same theoretical result is verified for spectral parameter \( \tau_{k+1}^{RBB2} \), and therefore it is also valid for the adaptive parameter \( \tau_{k+1}^{RBB1} \).

Notice that if the transporter \( T[\cdot] \) is isometric (see Definition [3]), then the second condition of item (b) in Lemma [1] is reduced to \( ||\mathcal{F}(X_{k+1})|| < ||\mathcal{F}(X_k)|| \).

In addition, observe that if we set \( \eta = 0 \) in Algorithm [1], then we have that \( \mathcal{F}(X_{k+1}) < \mathcal{F}(X_k) \) for all \( k \in \mathbb{N} \). Therefore this condition would always be verified under these choices of \( \eta \) and \( T[\cdot] \).
Lemma 2 Assume that Algorithm 1 does not terminate. Let \( \{ Z_k \} \) be an infinite sequence of tangent direction generated by Algorithm 1. Then \( Z_k \) is a descent direction for the merit function \( F(\cdot) \) at \( X_k \), for all \( k \geq 0 \).

Proof From Step 6 in Algorithm 1 we have \( Z_k = -s(\sigma_k)F(X_k) \), where \( \sigma_k = \langle \nabla_M F(X_k), F(X_k) \rangle \). Since Algorithm 1 does not terminate, form Step 3 we obtain \( |\sigma_k| \geq \epsilon \) \( ||F(X_k)||^2 > 0 \). Now, observe that
\[
\langle \nabla_M F(X_k), Z_k \rangle = -s(\sigma_k)\sigma_k
\]
\[
= -\frac{\sigma^2_k}{\sigma_k}
\]
\[
= -|\sigma_k|
\]
\[
< 0.
\]
Therefore, we conclude that \( Z_k \) is a descent direction for \( F(\cdot) \) at \( X_k \), for all \( k \geq 0 \).

4 Convergence Analysis

In this section, we analyse the global convergence for our Algorithm 1 under mild assumptions. Our analysis consists on a generalization of the global convergence of line-search methods for unconstrained optimization, presented in [31] and an adaptation of Theorem 4.3.1 in [2].

The following lemma establishes that \( C_k \) is bounded below by the sequence \( \{ X_k \} \).

Lemma 3 Let \( \{ X_k \} \) be an infinite sequence generated by Algorithm 1. Then for the iterates generated by Algorithm 1
\[
F(X_k) \leq C_k, \quad \forall k.
\] (23)

Proof Firstly, we define \( \psi_k : \mathbb{R} \to \mathbb{R} \) by
\[
\psi(\alpha) = \frac{\alpha C_{k-1} + F(X_k)}{\alpha + 1},
\]
opt that the derivative of \( \psi(\alpha) \) is
\[
\dot{\psi}(\alpha) = \frac{C_{k-1} - F(X_k)}{(\alpha + 1)^2}.
\]
it follows from the non-monotone condition (21) that
\[
F(X_k) \leq C_{k-1} - \rho_1 \epsilon_1 \tau ||F(X_k)||^2 < C_{k-1},
\] (24)
which implies that $\dot{\psi}(\alpha) \geq 0$ for all $\alpha \geq 0$. Hence, the function $\psi(\cdot)$ is nondecreasing, and $F(X_k) = \psi(0) \leq \psi(\alpha)$ for all $\alpha \geq 0$. Then, taking $\tilde{\alpha} = \eta Q_{k-1}$ we obtain

$$F(X_k) = \psi(0) \leq \psi(\tilde{\alpha}) = C_k,$$

which completes the proof.

In order to prove the global convergence of our proposed algorithm, we need the following asymptotic property.

**Lemma 4** Any infinite sequence $\{X_k\}$ generated by Algorithm 1 verifies the following property

$$\lim_{k \to \infty} \tau_k \|F(X_k)\|^2 = 0.$$  

**Proof** By the construction of Algorithm 1 and using Lemma 2 we have

$$C_{k+1} = \frac{\eta Q_k C_k + F(X_{k+1})}{Q_{k+1}} < \frac{(\eta Q_k + 1) C_k}{Q_{k+1}} = C_k.$$  

Hence, $\{C_k\}$ is monotonically decreasing and bounded below by zero, therefore it converges to some limit $C^* \geq 0$. It follows from Step 7 and Step 12 in Algorithm 1 that

$$\sum_{k=0}^{\infty} \rho_1 \epsilon_1 \tau_k \|F(X_k)\|^2 \leq \sum_{k=0}^{\infty} C_k - C_{k+1} = C_0 - C^* < \infty.$$  

Merging this result with the fact that $Q_{k+1} = 1 + \eta Q_k = 1 + \eta + \eta^2 Q_{k-1} = \cdots = \sum_{i=0}^{k-1} \eta^i < (1 - \eta)^{-1}$, we have

$$\lim_{k \to \infty} \tau_k \|F(X_k)\|^2 = 0,$$

which proves the lemma.

The theorem below establishes a global convergence property concerning Algorithm 1. The proof can be seen as a modification to that of Theorem 3.4 in [30], and to that of Theorem 4.1 in [18].

**Theorem 1** Algorithm 1 either terminates at a finite iteration $j \in \mathbb{N}$ where

$$|\langle \nabla M F(X_j), F(X_j) \rangle| < \epsilon \|F(X_j)\|^2,$$

or it generates an infinite sequence $\{X_k\}$ such that

$$\lim_{k \to \infty} \inf \|F(X_k)\| = 0.$$  

**Proof** Let us assume that Algorithm 1 does not terminate, and let $X^*$ be any accumulation point of the sequence $\{X_k\}$. We may assume that $\lim_{k \to \infty} X_k = X^*$, taking a subsequence if necessary. By contradiction, suppose that there exists $\epsilon_0 > 0$ such that

$$\|F(X_k)\|^2 > \epsilon_0, \quad \forall k \geq 0.$$  


In view of (30) and Lemma 4 we have
\[ \lim_{k \to \infty} \inf \tau_k = 0. \] (31)

Firstly, we define the curve \( Y_k(\tau) = R_{X_k}[-\tau Z_k] \) for all \( k \in \mathbb{N} \), which is smooth due to the differentiability of the retraction \( R_{X[:]} \). Since the parameter \( \tau_k > 0 \) is chosen by carrying out a backtracking process, then \( \tau_k = \delta^{m_k} \tau_k^{RBB} \), for all \( k \) greater than some \( \bar{k} \), where \( m_k \in \mathbb{N} \) is the smallest positive integer number such that the relaxed nonmonotone condition (21) is fulfilled. Thus, the scalar \( \bar{\tau} = \frac{\tau_k}{\delta} \) violates the condition (21), i.e., it holds
\[ -\rho_1 \epsilon_1 \tau F(X_k) < F(Y_k(\bar{\tau})) - C_k \leq F(Y_k(\bar{\tau})) - F(X_k), \quad \forall k \geq \bar{k}, \] (32)
where the last inequality is obtained using Lemma 3.

Let us set \( \psi_k(\tau) := F \circ Y_k(\tau) \), then (32) is equivalent to
\[ -\frac{\psi_k(\bar{\tau}) - \psi_k(0)}{\bar{\tau}} < \rho_1 \epsilon_1 ||F(X_k)||^2, \quad \forall k \geq \bar{k}. \] (33)

It follows from the mean value theorem, that there exists \( t \in (0, \bar{\tau}) \) such that
\[ -\dot{\psi}_k(t) < \rho_1 \epsilon_1 ||F(X_k)||^2 \] for all \( k \geq \bar{k} \), or equivalently
\[ -\langle \nabla_{\mathcal{M}} F(Y_k(t)), \dot{Y}_k(t) \rangle < \rho_1 \epsilon_1 ||F(X_k)||^2, \quad \forall k \geq \bar{k}. \] (34)

In view of the continuity of functions \( s(\cdot), \nabla_{\mathcal{M}} F(\cdot), F(\cdot), Y_k(\cdot) \), the smoothness and local rigidity condition of the retraction \( R_{X[:]} \), and taking limit in (34), we arrive at
\[ -\langle \nabla_{\mathcal{M}} F(X_*), Z_* \rangle \leq \rho_1 \epsilon_1 ||F(X_*)||^2, \]
or equivalently,
\[ |\sigma_*| \leq \rho_1 \epsilon_1 ||F(X_*)||^2, \] (35)
where \( |\sigma_*| = ||\langle \nabla_{\mathcal{M}} F(X_*), F(X_*) \rangle|| \). Since Algorithm 1 does not terminate, form Step 3 we have
\[ |\sigma_k| \geq \epsilon_1 ||F(X_k)||^2. \] (36)

Applying limits in (36) we find that \( |\sigma_*| \geq \epsilon_1 ||F(X_*)||^2 \). Merging this last result with (35), we arrive at
\[ ||F(X_*)||^2 \leq \rho_1 ||F(X_*)||^2. \]

Since \( 0 < \rho_1 < 1 \) then we have \( ||F(X_*)|| = 0 \), this last result contradicts (30), which completes the proof.

By Theorem 1, we obtain the following theoretical consequence under compactness assumptions.
Corollary 1 Let \( \{X_k\} \) be an infinite sequence generated by Algorithm 1. Suppose that the level set \( L = \{X \in M : F(X) \leq F(X_0)\} \) is compact (which holds in particular when the Riemannian manifold \( M \) is compact). Then
\[
\lim_{k \to \infty} ||F(X_k)|| = 0.
\]

Proof Let \( \{X_k\} \) be an infinite sequence generated by Algorithm 1. It follows from Lemma 3, the strict inequality (27) and the construction of Algorithm 1 that
\[
F(X_{k+1}) \leq C_{k+1} < C_k < \cdots < C_1 < C_0 = F(X_0),
\]
which implies that \( X_k \in L \), for all \( k \geq 0 \).

Now, by contradiction let us suppose that there is a subsequence \( \{X_{k}\}_{k \in K} \) and \( \epsilon_0 > 0 \) such that
\[
||F(X_k)|| \geq \epsilon_0,
\]
for any \( k \in K \). Since \( X_k \in L \), for all \( k \geq 0 \) and \( L \) is a compact set, we have that \( \{X_{k}\}_{k \in K} \) must have an accumulation point \( x_* \in L \). Taking limit in (37) and using the continuity of \( ||F(\cdot)|| \), we obtain \( ||F(x_*)|| \geq \epsilon_0 \), which contradicts Theorem 1.

Remark 3 The main drawback of Algorithm 1 is that it can prematurely terminate with a bad breakdown \( ||\sigma_k|| < \epsilon_1 ||F(X_k)||^2 \). One way to remedy this problem is to use \( Z_k = -\nabla F(X_k) \) as the search direction, if a bad breakdown occurs at \( k \)-th iteration; and then in the next iteration, we can retry using the steps of Algorithm 1. We may even use any tangent direction \( Z_k \in T_{X_k}M \) such that \( \langle \nabla F(X_k), Z_k \rangle < 0 \), as long as a bad breakdown happens, in order to overcome this difficulty.

5 Numerical Experiments

In order to give further insight into the RSANE method we present the results of some numerical experiments. We test our algorithm on some randomly generated gradient tangent vector fields on three different Riemannian manifold, involving the unit sphere, the Stiefel manifold and oblique manifold. All experiments have been performed on a intel(R) CORE(TM) i7–4770, CPU 3.40 GHz with 1TB HD and 16GB RAM memory. The algorithm was coded in Matlab with double precision. The running times are always given in CPU seconds. For numerical comparisons, we consider the SANE method proposed in [13], and the recently published Riemannian Derivative–Free Conjugate gradient Polak–Ribiére–Polyak method (CGPR) for the numerical solution of tangent vectors field [31]. The Matlab codes of our RSANE, SANE and CGPR are available in: http://www.optimization-online.org/DB_HTML/2020/09/8028.html
6 Implementation details

In our implementation, in addition to monitoring the residual norm $||F(X_k)||_F$, we also check the relative changes of the two consecutive iterates and their corresponding residual values

$$\text{rel}_k^X := \frac{||X_{k+1} - X_k||_F}{||X_k||_F} \quad \text{and} \quad \text{rel}_k^F := \frac{|F(X_{k+1}) - F(X_k)|}{F(X_k) + 1}. \quad (38)$$

Here $||M||_F$ denotes the Frobenius norm of the matrix $M$. In the case when $M$ is a vector, this norm is reduced to the standard norm on $\mathbb{R}^n$. Although the residual $||X_{k+1} - X_k||_F$ is meaningless in the Riemannian context, for our numerical experiments, we will only consider Riemannian manifolds embedded in the Euclidean space $\mathbb{R}^{n \times p}$, and the residual $\text{rel}_k^X$ is well defined for these types of manifolds.

We let all the algorithms run up to $K$ iterations and stop them at iteration $k < K$ if $||F(X_k)||_F < \epsilon$, or $\text{rel}_k^X < \epsilon_X$ and $\text{rel}_k^F < \epsilon_F$, or $\text{mean}([\text{rel}_{k-T+1}^{X}, \ldots, \text{rel}_k^{X}]) \leq 10\epsilon_X$ and $\text{mean}([\text{rel}_{k-T+1}^{F}, \ldots, \text{rel}_k^{F}]) \leq 10\epsilon_F$.

6.1 Considered manifolds and their geometric tools

In this subsection, we present three Riemannian manifolds that we will use for the numerical experiments in the remainder subsections, as well as some tools necessary for the algorithms, associated with each manifold, such as vectors transports and retractions.

Firstly we consider the unit sphere given by

$$S^{n-1} = \{ x \in \mathbb{R}^n : ||x||_2 = 1 \}. \quad (39)$$

It is well–known that the tangent space of the unit sphere at $x \in S^{n-1}$ is given by $T_x S^{n-1} = \{ z \in \mathbb{R}^n : z^\top x = 0 \}$. Let $S^{n-1}$ be endowed with the inner product inherited from the classical inner product on $\mathbb{R}^n$,

$$\langle \xi_x, \eta_x \rangle_x := \xi_x^\top \eta_x, \quad \forall \xi_x, \eta_x \in T_x S^{n-1}, x \in S^{n-1}.$$

Then, $S^{n-1}$ with this inner product defines an $n - 1$ dimensional Riemannian sub–manifold of $\mathbb{R}^n$. The retraction $R_x[\cdot]$ on $S^{n-1}$ is chosen as in [2],

$$R_x[\xi_x] = \frac{x + \xi_x}{||x + \xi_x||_2}.$$
for all $\xi_x \in T_x S^{n-1}$ and $x \in S^{n-1}$. In addition, for this particular manifold, we consider the vector transport based on orthogonal projection

$$T_{\eta_x}[\xi_x] = \xi_x - R_x[\eta_x]R_x[\eta_x]^\top \xi_x.$$  

Notice that this vector transport verifies the Ring–Wirth non-expansive condition \[16\].

The second Riemannian manifold considered in this section is the Stiefel manifold, which is defined as

$$St(n,p) = \{X \in \mathbb{R}^{n \times p} : X^\top X = I_p\},$$  \[40\]

where $I_p \in \mathbb{R}^{p \times p}$ denotes the identity matrix of size $p \times p$. By differentiating both sides of $X(t)^\top X(t) = I_p$, we obtain the tangent space of $St(n,p)$ at $X$, given by $T_X St(n,p) = \{Z \in \mathbb{R}^{n \times p} : Z^\top X + X^\top Z = 0\}$. Let $St(n,p)$ be endowed with induced Riemannian metric from $\mathbb{R}^{n \times p}$, i.e.,

$$\langle \xi_X, \eta_X \rangle_X := \text{tr}(\xi_X^\top \eta_X), \quad \forall \xi_x, \eta_x \in T_X St(n,p), X \in St(n,p).$$  \[41\]

The pair $(St(n,p), \langle \cdot, \cdot \rangle)$, where $\langle \cdot, \cdot \rangle$ is the inner product given in \[41\], forms a Riemannian sub–manifold of the Euclidean space $\mathbb{R}^{n \times p}$, and its dimension is equal to $np - \frac{1}{2}p(p + 1)$, \[2\]. For our numerical experiments concerning the Stiefel manifold we will use the retractions, introduced in \[2\], given by

$$R_X[\xi_X] = qf(X + \xi_X),$$  \[42\]

and the retraction based on the matrix polar decomposition

$$R_X[\xi_X] = (X + \xi_X) \left((X + \xi_X)^\top (X + \xi_X)\right)^{-1/2},$$  \[43\]

for all $\xi_X \in T_X St(n,p)$ and $X \in St(n,p)$. In equation \[42\], $qf(W)$ denotes the orthogonal factor $Q$ obtained form the QR–factorization of $W$, such that $W = QR$, where $Q$ belongs $St(n,p)$ and $R \in \mathbb{R}^{p \times p}$ is the upper triangular matrix with strictly positive diagonal elements. Additionally, we consider the following vector transport

$$T_{\eta_X}[\xi_X] = \xi_X - R_X[\eta_X]\text{sym}(R_X[\eta_X]^\top \xi_X).$$  \[44\]

where $R_X[\cdot]$ is any of the two retractions defined in \[42\]–\[43\], and $\text{sym}(W) = \frac{1}{2}(W + W^\top)$ is the function that assigns to the matrix $W$ its symmetric part. This vector transport is inspired by the orthogonal projection on the tangent space of the Stiefel manifold. Moreover, the function \[44\] verifies the Ring–Wirth non-expansive condition \[16\].

Our third example, the oblique manifold, is defined as

$$OB(n,p) = \{X \in \mathbb{R}^{n \times p} : \text{ddiag}(X^\top X) = I_p\},$$  \[45\]

where $\text{ddiag}(W)$ denotes the matrix $W$ with all its off–diagonal entries assigned to zero. The tangent space associated to $OB(n,p)$ at $X$ is given by
$T_X\mathcal{O}B(n,p) = \{ Z \in \mathbb{R}^{n \times p} : \text{ddiag}(X^T Z) = 0 \}$. Again, if we endow $\mathcal{O}B(n,p)$ with the inner product inherited from the standard inner product on $\mathbb{R}^{n \times p}$, given by (11), then the $\mathcal{O}B(n,p)$ becomes an embedded Riemannian manifold on $\mathbb{R}^{n \times p}$. For this particular manifold, we consider the retraction, which appears in [4], defined by

$$R_X[\xi_X] = (X + \xi_X)\text{ddiag}((X + \xi_X)^T(X + \xi_X))^{-1/2}, \quad (46)$$

for all $\xi_X \in T_X\mathcal{O}B(n,p)$ and $X \in \mathcal{O}B(n,p)$. We will use another vector transport based on the orthogonal projection operator on $T_X\mathcal{O}B(n,p)$,

$$T_{\eta_X}[\xi_X] = \xi_X - R_X[\eta_X]\text{ddiag}(R_X[\eta_X]^T\xi_X), \quad (47)$$

for all $\xi_X, \eta_X \in T_X\mathcal{O}B(n,p)$ and $X \in \mathcal{O}B(n,p)$.

### 6.2 Eigenvalues computation on the sphere

For the first test problem, we consider the standard eigenvalue problem

$$Ax = \lambda x, \quad (48)$$

where $A \in \mathbb{R}^{n \times n}$ is a given symmetric matrix. The values of $\lambda$ that verify (48) are known as eigenvalues of $A$ and the corresponding vectors $x \in \mathbb{R}^n$ are the eigenvectors. A simple way to compute extreme eigenvalues of $A$ is by minimizing (or maximizing) the associated Rayleigh quotient

$$r(x) = \frac{x^T Ax}{x^T x}. \quad (49)$$

This function is a continuously differentiable map $r : \mathbb{R}^n - \{0\} \rightarrow \mathbb{R}$, whose gradient is given by $\nabla r(x) = \frac{2}{\|x\|_2^2}(Ax - r(x)x)$. It is clear that any eigenvector $x$ and its corresponding eigenvalue $\lambda$ satisfy that $r(x) = \lambda$, and thus in that case $x$ is a critical point of $r(x)$, i.e., $\nabla r(x) = 0$. By noting that $\nabla r(x) = 0$ if and only if $x$ is a solution of the following nonlinear system of equations

$$G(x) \equiv Ax - r(x)x = 0, \quad (50)$$

we can address directly this eigenvalue problem by using SANE method. On the other hand, by introducing the constraint $\|x\|_2 = 1$, the nonlinear system $G(x) = 0$ can be cast to the following tangent vector field, $F : S^{n-1} \rightarrow T S^{n-1}$ defined on a Riemannian manifold (the unit sphere)

$$F(x) \equiv Ax - (x^T Ax)x = 0_x. \quad (51)$$

Note that for all $x \in S^{n-1}$, we have $x^T F(x) = 0$. Therefore $F(\cdot)$ effectively maps point on the sphere to its corresponding tangent space, i.e., $F(\cdot)$ defines a tangent vector field.
For illustrative purposes, in this subsection we compare the numerical performance of the SANE method solving (50), versus its generalized Riemannian version RSANE solving (51). To do this, we consider 40 instances of symmetric and positive definite sparse matrices taken from the UF sparse Matrix collection \[^1\] which contains several matrices that arise in real applications. For this experiment, we stop both algorithms when is founded a vector \(x_k\) that satisfies the inequality \(\|G(x_k)\|_2 < TOL\), where \(TOL = \max\{\epsilon, \|G(x_0)\|_2\}\), with \(\epsilon = 2\times 10^{-5}\). Note that for our proposed algorithm \(F(x_k) = G(x_k)\), for all \(x_k\) generated by RSANE, since our proposal preserves the constraint \(\|x\|_2 = 1\), hence this stop criterion is well defined for our algorithm. The starting vector \(x_0 \in \mathbb{R}^n\) was generated by \(x_0 = \frac{v}{\sqrt{n}}\), where \(v = (1, 1, \ldots, 1)\) .

The numerical results associated to this experiment are summarized in Table 1. In this table, we report the number of iteration (Nitr); the CPU–time in seconds (Time); the residual value \(\min\{\|G(x)\|_2, \|G(x)\|_2\} (\text{NrmF})\), where \(x\) denotes the estimated solution obtained by each algorithm; and the number of function evaluations (Nfe). In the case of SANE this is the number of times that SANE evaluates the \(G(\cdot)\) map, while for our RSANE, Nfe denotes the number of times that it evaluates the functional \(F(\cdot)\).

We observe, from Table 1, that the RSANE algorithm is a robust option to solve linear eigenvalue problems. The performance of both SANE and RSANE varied over different matrices. We note that our RSANE is very competitive for large-scale problems. Indeed, the RSANE algorithm outperforms its Euclidean version (SANE) in general terms, since RSANE took on average a total of 3644.1 iterations and 31.167 seconds to solve all the 40 problems, while SANE took 34.079 seconds and 3864.3 iterations to solve all the instances on average. It is worth noting that although RSANE failed on problem \(\text{bcsstk13}\), it can become successful on \(\text{bcsstk16}\), while both methods take the maximum number of iterations on problems \(\text{bcsstk27, bcsstk28 and nasa4704}\).

In Figure 1, we plot the convergence history of SANE and RSANE methods for the particular instances “1138_bus” and “s3rmt3m1”, respectively. From this figure, we note that RSANE can converge faster than SANE, which is illustrated in Figure 1(b). However the opposite conclusion is obtained from Figure 1(a).

6.3 A nonlinear eigenvalue problem on the Stiefel manifold

As a second experiment, we investigate the performance our RSANE method applied to deal with the following Stiefel manifold constrained nonlinear eigen-

\[^1\] The SuiteSparse Matrix Collection tool–box is available in https://sparse.tamu.edu/
value problem

\[ H(X)X - XA = 0, \quad (52a) \]
\[ X^T X - I_p = 0. \quad (52b) \]

where \( H(X) = L + \mu \text{diag}(L^T \rho(X)) \), where \( L^T \in \mathbb{R}^{n \times n} \) is the pseudo-inverse matrix of the discrete Laplacian operator \( L \), \( \mu > 0 \) and \( \rho(X) = \text{diag}(XX^T) \), here \( \text{diag}(M) \in \mathbb{R}^n \) denotes the vector containing the diagonal elements of the matrix \( M \in \mathbb{R}^{n \times n} \). Observe that \( A \in \mathbb{R}^{p \times p} \) can be seen as a block of eigenvalues of the nonlinear matrix \( H(X) \). In fact, in the special case that the operator \( H(X) \) is constant and \( p = 1 \), this problem is reduced to the linear
The y–axis is in logarithmic scale.

Fig. 1 Convergence history of SANE and RSANE for the instances “1138_bus” and “s3rmt3m1”. The y–axis is in logarithmic scale.

eigenvalue problem (48). This kind of nonlinear eigenvalue problem appear frequently in total energy minimization in electronic structure calculations [6, 25]. Pre–multiplying by $X^\top$ both sides of (52a) and using (52b) we obtain $\Lambda = X^\top H(X) X$, so substituting this result in (52a), we obtain the following tangent vector field defined on the Stiefel manifold

$$F(X) \equiv H(X) X - XX^\top H(X) X = 0_X,$$

(53)

where $F: St(n, p) \to TSt(n, p)$.

In Table 2 we report the results obtained by running the RSANE and CGPR methods on the problem of finding a zero of (53), with six possible choices for the pair $(n, p)$, obtained by varying $n$ and $p$ in $\{100, 500, 1000\}$ and $\{10, 50\}$, respectively. For comparison purposes, we repeat our experiments over 30 different random generated starting points $X_0 \in St(n, p)$ for each pair of $(n, p)$ and report the averaged number of iteration (Nitr), the averaged number of the evaluation of the functional $F(\cdot)$ (Nfe), the averaged total computing time in seconds (Time) and the averaged residual (NrmF) given
by \( \frac{1}{30} \sum_{i=1}^{30} \| F(x^*_i) \|_F \), where \( x^*_i \) denotes the estimated solution obtained by the respective algorithm for the \( i \)-th starting point, for all \( i \in \{1, 2, \ldots, 30\} \). In addition, for all the experiments we fix \( \mu = 1 \), \( \epsilon = 1e^{-4} \) as the tolerance for the termination rule based on residual norm \( \| F(X_k) \|_F < \epsilon \). In this table, RSANE-polar and RSANE-qr denotes our Algorithm 1 using the retractions defined in (43) and (42), respectively. Similarly, CGPR-polar and CGPR-qr denotes the Riemannian Derivative-Free conjugate gradient Polak–Ribiére–Polyak method developed in [30] using the retractions (43) and (42), respectively.

As shown in Table 2, RSANE is superior to the Riemannian conjugate gradient method solving nonlinear eigenvalues problems for different choices of \((n,p)\). In particular, we note that for problems with \( p = 50 \), our proposal basically converges in half of the iterations that the CGPR takes to reach the desired precision.

### 6.4 Joint diagonalization on the oblique manifold

In this subsection we analyze the numerical behaviour of our RSANE method solving the nonlinear equation based on the tangent vector field obtained from the Riemannian gradient of the scalar function \( \mathcal{F} : \mathbb{O}B(n,p) \to \mathbb{R} \), defined by

\[
\mathcal{F}(X) = \sum_{i=1}^{N} \| \text{off}(X^T C_i X) \|_F^2,
\]

where \( \text{off}(W) = W - \text{ddiag}(W) \) and \( C_i \in \mathbb{R}^{n \times n} \) are given symmetric matrices. The minimization of this function on \( \mathbb{O}B(n,p) \) is frequently used to perform
independent component analysis, see [1]. It is well–known that the problem of minimizing (54) is closely related to the problem of finding a zero to the Riemannian gradient of the function $\mathcal{F}(\cdot)$, which is given by

$$\nabla_{OB(n,p)} \mathcal{F}(X) = \sum_{i=1}^{N} 4C_i X_{\text{off}}(X^\top C_i X),$$

(55)

for details see Section 3 in [1]. In order to study the numerical performance of our RSANE compared with the CGPR method, we consider the following tangent vector field

$$F(X) \equiv \sum_{i=1}^{N} 4C_i X_{\text{off}}(X^\top C_i X) = 0_X,$$

(56)

which is obtained form the Riemannian gradient of $\mathcal{F}(\cdot)$.

Now, we present a computational comparison considering the RSANE and CGPR [30] methods on the solution of the tangent vector field (56). To do this, we set $N = 5$, and study the numerical behavior of both methods for the pairs of values $(n, p) = (500, 100)$ y $(n, p) = (1000, 100)$. For each pair $(n, p)$, we repeat 30 independent runs of RSANE and CGPR, generating the symmetric matrices $C_i \in \mathbb{R}^{n \times n}$ as follows

$$C_i = D + B_i + B_i^\top,$$

where $D \in \mathbb{R}^{n \times n}$ was a diagonal matrix, whose diagonal elements are given by $d_{ii} = \sqrt{n + i}$, for all $i \in \{1, 2, \ldots, n\}$; and the $B_i$s were randomly generated matrices, whose entries follow a standard normal distribution. This particular structure of the $C_i$’s matrices was taken from [34]. The starting point $X_0 \in OB(n, p)$ was randomly generated using the following Matlab commands

$$X_0 = \text{zeros}(n, p); \quad M = \text{randn}(n, p) \quad \text{and} \quad X_0(:, i) = M(:, i)/\text{norm}(M(:, i)),$$

for all $i = 1, \ldots, p$. For this comparison, we use $\epsilon = 1e-5$ as the tolerance for the stopping rule based on the residual norm $||F(X_k)||_F < \epsilon$.

The mean of number of iteration, number of evaluation of $F(\cdot)$, total computational time in seconds, and the residual “NrmF” defined as in the previous subsection, are reported in Table 3. In addition, in Figure 2 we plot the numerical behavior associated to the average residual curve $||F(X_k)||_F$ throughout the iterations, for all the methods and for each pairs $(n, p)$.

From Table 3 and Figure 2 we can see that both RSANE and CGPR can find an approximation of the solution of problem (56) with the pre–established precision for the residual norm, in the two cases of $(n, p)$ considered. In addition, we clearly observe that RSANE performs better than CGPR in terms of the mean value of iterations and CPU–time.
Table 3 Numerical results for joint diagonalization Riemannian gradient vector field.

| Method | Nitr   | Time  | NrmF  | Nfe  |
|--------|--------|-------|-------|------|
| RSANE  | 157.8  | 3.950 | 6.85e-6 | 390.0 |
| CGPR   | 238.8  | 7.589 | 7.84e-6 | 741.8 |
| (n, p) = (500, 100) |
| RSANE  | 68.1   | 4.894 | 6.50e-6 | 142.5 |
| CGPR   | 153.4  | 14.342| 7.59e-6 | 416.1 |
| (n, p) = (1000, 100) |

Fig. 2 Averaged convergence history of RSANE and CGPR, from the same initial point, for the joint diagonalization Riemannian gradient vector field. On the left, (n, p, N) = (500, 100, 5), and on the right (n, p, N) = (1000, 100, 5). The y–axis is in logarithmic scale.

7 Concluding Remarks

In this paper, a Riemannian residual approach for finding a zero of a tangent vector field is proposed. The new approach can be seen as an extended version of the SANE method developed in [13], for the solution of large–scale non–linear systems of equations. Since the proposed method systematically uses the tangent vector field for building the search direction, RSANE is very easy to implement and has low storage requirements, which is suitable for solv-
ing large-scale problems. In addition, our proposal uses a modification of the Riemannian Barzilai–Borwein step-sizes introduced in [11], combined with the Zhang–Hager globalization strategy [31], in order to guarantee the convergence of the associated residual sequence.

The preliminary numerical results show that RSANE performs efficiently, dealing with several tangent vector fields considering both real and simulated data, and different Riemannian manifolds. In particular, RSANE is competitive against its Euclidean version (SANE), solving large-scale eigenvalue problems. Additionally, RSANE outperforms the derivative-free conjugate gradient algorithm recently published in [30], on two considered matrix manifolds.
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