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Parameterized algorithms of fundamental NP-hard problems: a survey

Wenjun Li1, Yang Ding1, Yongjie Yang2, R. Simon Sherratt3, Jong Hyuk Park4 and Jin Wang1*

Introduction
In the modern society, computers play an important role in solving optimization problems, most of which are shown to be computationally hard in theory. On the one hand, computers accelerate the developments of various practical fields, such as artificial intelligence [1–6], bioinformatics [7, 8], big data [9–13], smart grid [14, 15], wireless sensor networks [16–19], internet of things [20–25], vehicular network [26–29], cloud computing [30–34], computer vision [35–37], security [38–43] and so on. On the other hand, all these applications promote improvement of computer science and technology.

Over the last decade, many new and powerful techniques have attracted a great attention in computer science, and have been successfully used in solving optimal problems in a body of applications. There are a great deal of computational problems derived from practical applications which can be modeled as combinatorial optimization problems. Acquiring optimal solutions of them became a crucial task for relevant engineers or researchers. Unfortunately, some of them turned out to be computationally hard to be solved when the input size of these problems are considerably large. Due to the huge amount of information and data to be processed, the existing computers often fall into an awkward situation of “powerlessness” when solving many practical computing problems. In other words, it is unlikely for them to solve these problems in acceptable time.

Abstract
Parameterized computation theory has developed rapidly over the last two decades. In theoretical computer science, it has attracted considerable attention for its theoretical value and significant guidance in many practical applications. We give an overview on parameterized algorithms for some fundamental NP-hard problems, including MaxSAT, Maximum Internal Spanning Trees, Maximum Internal Out-Branching, Planar (Connected) Dominating Set, Feedback Vertex Set, Hyperplane Cover, Vertex Cover, Packing and Matching problems. All of these problems have been widely applied in various areas, such as Internet of Things, Wireless Sensor Networks, Artificial Intelligence, Bioinformatics, Big Data, and so on. In this paper, we are focused on the algorithms main idea and algorithmic techniques, and omit the details of them.
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As to the problems hard to be solved, we do not only want to get exact solutions, but also need some systematic theories as guidance, so as to avoid detours in the process of finding solutions. The complexity theory provides the support to some extent. The guiding role of this theory lies in that it provides a systematic and strict theoretical framework for the classification of difficult problems. It gives the formal definition of NP-hard problems. Based on which, there is a conclusion that if a computational problem is NP-hard, unless \( P = NP \), then finding an polynomial optimal algorithm for it is impossible. In a sense, if \( P \neq NP \), an NP-hard problem is actual un-computational when the size of instance is large.

In order to cope with NP-hard problems, certain effective algorithmic frameworks have been proposed, among which are approximation algorithms, heuristic algorithms, and randomized algorithms. A common disadvantage of these approaches is that they cannot always guarantee optimal solutions. Yet, this may be essentially the case because assuming \( P \neq NP \) any exact algorithm for an NP-hard problem runs in exponential time. Exponential time algorithms are usually extremely time-consuming when the input size is considerably large, but this is not always the case for relatively small instances with the help of modern computers. Let us look at the following example.

Assume that \( Q \) is an NP-hard problem and \( A \) is an \( O(n^c \cdot 2^n) \)-time optimal algorithm of \( Q \), where \( n \) is the input size of instances of \( Q \) and \( c \) is a constant. If \( n = 100 \), the running time \( O(n^c \cdot 2^n) \) is usually un-acceptable for the current computing resources. For a decision problem \( Q' \) with a parameter \( k \), the output of any algorithm for \( Q' \) is “yes” or “no”. Assume there is an algorithm \( A' \) which can give the right answer in \( O(nc' \cdot 3^k) \). At first glance, the time complexity of \( A' \) is exponential, and the base is larger than that of \( A \). But the exponent \( k \) in \( O(nc' \cdot 3^k) \) maybe far less than the exponent \( n \) in \( O(n^c \cdot 2^n) \). In that situation, the running time \( O(nc' \cdot 3^k) \) is acceptable. From the theory perspective, when given a fixed parameter as \( k \), then the time complexity of \( A' \) is polynomial. Based on this observation, Downey and Fellows proposed the parameterized computation and complexity theory about two decades ago, which became a branch of computational complexity of theory rapidly. It focuses on algorithms and complexity of the NP-complete problems with different parameters, and is considered to be a new method dealing with NP-hard, or NP-complete problems.

In the paper, we will give an overview about the parameterized algorithms and complexity for fundamental NP-hard problems, accurately fixed-parameter tractable (FPT) problems, which are derived from the modern industrial applications. We will introduce the applications and definitions of them first. And then, we will illustrate the kernelization and/or FPT algorithms. More precisely, we show the main idea of the algorithms, the algorithmic techniques used and time complexity.

**Preliminaries**

In this part, we introduce several concepts about Parameterized Complexity first. And then, we show some fundamental or frequently-used parameterized algorithms techniques. We do not give the formal definitions of them, but present the main idea or the framework of them.
Parameterized complexity

Parameterized complexity deals with problems whose instances are 2-tuples \((I, k)\) where \(I\) and \(k\) are respectively referred to as the main part and the parameter of the problem. The major goal of parameterized complexity is to investigate how the parameters influence the tractability of the problems, and classifies the problems into corresponding complexity classes. In a formal way, a parameterized problem \(Q^*\) is a language \(Q^* \subseteq \sum^* \times \sum^*\), where \(\sum\) is an alphabet. The complexity theory of parameterized computation classifies NP-complete problems with different hardness. If \(A^*\) can output right answer for each instance of \(Q^*\) in time \(O(f(k) \cdot n^{O(1)})\) \([44]\), where \(f\) is a monotone non-decreasing function of parameter \(k\) and \(n\) is the cardinality of the problem, then we say \(Q^*\) is a fixed-parameter tractable (shorted by FPT) problem, and the algorithm \(A^*\) is an FPT algorithm. Furthermore, if \(Q^*\) is an FPT problem, then it has a kernel with size bounded by \(g(k)\), where \(g(k)\) is a function only related to \(k\). However, some of the NP-complete problems are not FPT. The theory of Parameterized Computation further define these problems as \(W[t]\), \(W[P]\) or \(XP\) problems (see the textbook of Downey and Fellows \([44]\) for further details).

As a commonly recognized framework to handle NP-hard problems, parameterized complexity has been successfully used in a wide range of areas (see, e.g., \([45–51]\)). Many FPT-algorithms have been derived for a large number of classical problems including, for example, Feedback Vertex Set, Vertex Cover, Hyperplane Cover, Maximum Internal Spanning Tree, Planer Dominating Set, Edge Dominating Set, etc. On the other hand, some NP-complete problems turned out to be \(W[t]\)-hard, \(t \geq 1\). For instance, the fundamental parameterized NP-complete problems Weighted 3-SAT, Clique, and Independent Set are \(W[1]\)-hard, and Dominating Set, Weighted CNF-SAT and Set Cover are \(W[2]\)-hard.

Algorithmic techniques of parameterized algorithms

In this subsection, we show some algorithmic techniques for FPT algorithms and kernelization. It should be remarked that kernelization, usually consisting of a set of reduction rules, is a pre-procedure to solve an FPT problem, which not only can decrease the size of instances, but also can make the reduced instances holding some special properties. These special properties are usually to be the key points of developing efficient FPT algorithms. For this reason, kernelization can be seen as one kind of algorithmic technique of parameterized algorithm.

Kernelization:

- **Crown decomposition:** Crown decomposition has been proposed in the early days of birth of parameterized computation theory, and it has been successfully applied in the kernelization of the Vertex Cover Problem. Subsequently, this technology is also used in the kernelization of many other problems, such as \(P_2\) Packing, Hitting Set, Co-path\-cycle Packing, and so on. A crown in a graph \(G = (V, E)\) is a structure holding special property, which can be defined as a triple \((I, H, R)\), where \(I, H, R\) are three disjoints set, \(V = I \cup H \cup R\), \(I\) is a nonempty independent set, \(H\) is the neighbors set of \(I\) and \(R = V \setminus I \setminus H\). Furthermore, there is a matching \(M\) between
I and H such that |M| = |H|. The Fig. 1 shows a crown, where the cardinality of H is 4. Usually, if a crown is found, deletion or replacement operations could be done in kernelization for many problems. Therefore, how to find the crowns is an important step during the kernelization.

- **Linear programming**: Linear programming (LP) is a powerful tool to solve optimal computation problems. In parameterized computation, we usually consider combinatorial problems. Fortunately, many of them can be modeled by Integer Linear Programming (ILP), in the instances of which, variables are with integer value, constraints are linear inequalities, and cost function is linear. But these problems can not be handled by Linear Programming, where the value of variables are not restricted to integer. Since finding the optimal solution of an ILP instance is NP-hard and that of a LP instance is polynomial-time solvable, transforming an ILP instance to a LP instance is a reasonable way in kernelization. This method has been successfully applied in the kernelization for Vertex Cover.

- **Local reduction**: Local reduction is the most widely used kernelization technique. The local reduction rules are based on observation of local structure properties of the problem, which are different as to different problems. The local reduction technique has two characteristics: The one is the local property of the rules. That is, the object considered by the rule is not the whole input. The other one is the particularity of the rules. Due to the special property of the problem, there is no universal reduction rule. And the rules are developed according to specific problems.

**Algorithmic techniques of FPT algorithms**:

- **Bounded Search Trees**: This method is originated from the general idea of backtracking and is one of most widely used techniques for parameterized algorithms design. The main idea of this technique is to enumerate all the possible cases for the problem, so that it makes a series of possible decisions. For each decision, there will be a corresponding sub-problem, in which the parameter is decreased by some constant. Such an procedure will be repeated until the parameter is equal to or smaller than 0. Furthermore, each subproblems are solved one by one. The key point of Bounded Search Trees method is how to make the instances with some property so that some of the branches can be omitted. For this reason, applying some reduction rules before/or during branching are usually an effective way to get an FPT algorithm, by Bounded Search Trees method, with low time complexity.
• **Iterative compression**: Normally, iterative compression is a novel parameterized algorithmic technique. It is used to design FPT algorithms for minimization problems, the task of which is to find the minimum solution. The algorithms based on this technique employ the “compression” iteratively. In the procedure of compression, the algorithm tries to find a smaller solution or outputs that the solution is exactly the smallest one. For this technique, the greatest feature is that the compression procedure can take the advantage of the intermediate solutions.

• **Randomized method**: Randomized method has been applied to the FPT algorithms for Feedback Vertex Set, Longest paths, $P_2$ Packing and $d$-clustering problems. Color Coding is a non-trivial randomized method. Its main idea is coloring vertices or edges of graph with a set of colors randomly. And the color is a mark that distinguishes different vertices or edges.

• **Treewidth**: Treewidth is a relative new technique to design parameterized algorithms. Treewidth of a graph measures how much it is close to a tree. For a graph of a problem, if the treewidth is small, then the problem will be effectively solved by constructing a tree decomposition and using dynamic programming. If the tree width is large, then appropriately handling the obstacle structure will be a common way. This technique has shown great advantages in designing subexponential algorithm for some problems on planar graphs.

• **Others**: There are many other FPT algorithmic techniques, including Dynamic Programming, Linear Programming and Sun flower Lemma, etc.

### Parameterized algorithms for FPT problems

In this section, we will give a survey on existed FPT algorithms and kernelization for some fundamental NP-complete problems in industrial applications, including Satisfiability, Spanning Trees and Out-branching, Planar Dominating Set, Feedback Vertex Set, Covering, Matching and Packing (see Table 1 for details). In this paper, we just consider the parameterized version of these optimal problems. For the convenience, the word “parameterized” is omitted where no ambiguity exist. And as to the running time $O(f(k)n^{O(1)})$ for some algorithm, we use $O^*(f(k))$ to replace it in the whole paper.

### Satisfiability problems

Satisfiability (SAT) problem is a fundamental NP-hard problem and has wide applications in artificial intelligence, combinatorial optimization, expert systems, and database systems [52–56]. The formal definition of SAT is: Given a CNF formula $F$, decide if an assignment that satisfy all the clause in $F$ exists. A CNF formula consists of some clauses, which are joined by AND. In each clause, there some literals joined by OR. And the literal could be positive (the same name as the corresponding variable) or negative (negation of the positive literal). Equation (1) shows a CNF formula that consists of six variables ($g_1, g_2, \ldots, g_6$) and three clauses. It is known that the SAT problem is NP-hard even in many special cases.

$$F = (g_1 \lor g_2 \lor g_3) \land (g_1 \lor g_4) \land (g_1 \lor g_5 \lor g_6) \land (g_2 \lor g_5 \lor g_6)$$  \hspace{1cm} (1)
When the target of the SAT problem is not to find an assignment satisfy all the clauses in $F$, but to find an assignment satisfying as many clauses as possible. The SAT problem becomes the MaxSAT problem. When the literal number in each clause is restricted to two, the MaxSAT problem is shorted by Max-2-SAT. This problem is also NP-hard even if their at most three clauses contain the same variable in $F$ [57]. It has been proved that the $(s, t)$-MaxSAT problem is polynomial-time solvable when $t = 2$ [58]. The parameterized version of MaxSAT is as follows.

**Definition 1**  *MaxSAT*: Given a CNF formula $F$ and an integer parameter $k$, is there an assignment which satisfies at least $k$ clauses in $F$?

For the parameterized MaxSAT problem, there is a long line of researches (see Table 2 for details). Almost all the extant FPT algorithms consist of two parts. The one is the part that contains some reduction rules which can decrease the size of the formula and make the given CNF formula having some special properties. For example, if there is a $(q, 1)$-literal $g$ in $F$, then the $q + 1$ clauses containing literal $g$ or $\overline{g}$ can be reduce to $q$ clauses, where a $(n_1, n_2)$-literal $g$ is a literal such that $g$ and $\overline{g}$ occurs $n_1$ and $n_2$ times respectively, and the details of the rule are omitted here. After this rule

| Year | Time complexity | References |
|------|----------------|------------|
| 1997 | $O^*(1.618^k)$ | Raman and Mahajan [57] |
| 1999 | $O^*(1.3995^k)$ | Niedermeier and Rossmanith [60] |
| 1999 | $O^*(1.380278^k)$ | Bansal et al. [61] |
| 2004 | $O^*(1.370^k)$ | Chen et al. [62] |
| 2012 | $O^*(1.358^k)$ | Ivan et al. [63] |
applied, formula $F$ can be reduced to $F'$ as the Eq. 2. In the following, we lists several simple reduction rules.

For a variable $g$ in formula $F$,

- If there only positive literals or negative literals of $g$ in $F$, then assign $g = 1$ or $g = 0$.
- If there exists a clause containing literal $g$ and literal $\bar{g}$, then delete this clause and $k = k - 1$.
- If there is a clause containing two or more literal $x$, then remove all the literals $g$ from this clause except one.
- If the number of clause $\{\bar{g}\}$ in $F$ is no less than that of clauses containing literal $g$, then assign $g = 0$.
- If $g$ is a $(q, 1)$-literal and the clauses containing $g$ are $(gC_1), gC_2, \ldots, gC_q, \bar{g}C'$, then replace these $q + 1$ clauses by the $q$ clauses $C_1C', C_2C', \ldots, C_qC'$, where $C_i$ is the combination of several literals by ’OR’, $1 \leq i \leq q$.

The other one is the branching part, in which the algorithms branch on variables whose degree are not too small, where the degree of some variable is the number of corresponding literals (including positive and negative) in the given formula. For example, the degree of variable $g_1$ in the formula $F$ is 3, since the literal $g_1$ appears twice and the literal $\bar{g}_1$ appears once in $F$. Because of the reduction rules mentioned above, there exist no variable with degree smaller than 4.

$$F' = (g_2 \vee g_3 \vee g_4) \wedge (g_4 \vee g_5 \vee g_6) \wedge (\bar{g}_2 \vee g_5 \vee \bar{g}_6)$$

Raman and Mahajan considered parameterized algorithm for the MaxSAT problem [57]. Their algorithm is depend on the framework proposed by Downey and Fellows [59]. Firstly, the clauses are divided into two kinds of clauses: (1) long clauses, each clause contains $k$ or more literals; and (2) short clauses. For the given CNF formula $F$, if there are no less than $k$ long clauses, then output ‘Yes’. Otherwise, after some trivial preprocess, branch on some variable whose corresponding positive and negative literal appears in the formula at least once. The time complexity of this simple algorithm based on Bounded Search Trees method is $O^*(2^k)$. Through a minor modification, they developed an algorithm in time $O^*(1.618^k)$.

For obtaining a more efficient algorithm for the MaxSAT problem, Niedermeier and Rossmanith [60] used two kinds of rules: transformation rule and splitting rule. The former one is the rule replacing a formula by another formula, and the latter is replacing a formula by several other formulas. After these rules applied, the Davis-Putnam-procedure is used to get the solution of the problem. The algorithm’s running time is $O^*(1.3995^k)$.

Later, Bansal et al. proposed an algorithm for MaxSAT in time $O^*(1.380278^k)$ [61]. By using some simple rules, they got the solution of MaxSAT problem equivalent to the original formula, such as elimination of $(1, 1)$-literals and replacement of almost common clauses. At the same time, it combines the rules of some branches in davisputnam-type branching algorithm, according to the above two methods, two general algorithms are proposed.
Chen et al. by using the created low literal subroutine to enforce the invariant of the formula containing text that rarely appears, thus making the overall algorithm work better. In addition, they introduced a branch rule, which uniformly and systematically captures several branches and makes them more efficient, they greatly improved the bound $O^*(1.370^k)$ proved [62].

Ten years later, Ivan et al. presented an algorithm was based on standard splitting techniques with running time of $O^*(1.358^k)$ to examine if at least $k$ clauses in an input formula are satisfied parameterized MaxSAT. They propose a easy way that improves the upper bound for MaxSAT [63].

$(n, 3)$-MaxSAT is a restricted version of MaxSAT in which each variable occurs no more than three times. The original bound of the $(n, 3)$-MaxSAT is the result $O^*(1.3247^k)$ [62]. For the first time, Ivan and Golovnev [63] treated the problem as a separate problem and got a bound $O^*(1.2721^k)$. New simplification rules are proposed on some traditional rules and introduced Create-Low-Literal subroutine. On the basis of the former, they proposed some new simplification and branching rules, and simplification rules can decrease $k$ at least by one. Simplifying an example of restricted Max-SAT to an example of minimum set cover. Direct branching can give a good number of branching for a variable of high degree immediately. The main bottleneck is that the formula only contains variables of low degree. Branch processing is carried out through the “resolution-like” rule.

Based on two new resolution rules for the $(n, 3)$-MaxSAT problem, Xu et al. got an improved upper bound $O^*(1.194^k)$ of this problem [64]. After exhaustively applied of there rules, the given CNF formula will become linear, which is the key point of their contribution. And this property makes their branch and search strategy more efficient. As a consequence, for the MaxSAT problem, it significantly improved running times bound. Later, Li et al., through introducing some new rules, proposed an improved FPT algorithm bounded by $O^*(1.175^k)$ [65].

In order to obtain a lower upper bound for the $(n, 3)$-MaxSAT problem, Belova et al. proposed a very simple algorithm. And for the running time analysis, no case analysis is needed. They achieved an algorithm with running time of $O^*(1.175^k)$. Furthermore, they found that the upper bound for $(n, 3)$-MaxSAT in terms of $k$ could be improved if that of the problem in terms of $n$ is improved.

**Spanning Trees and Out-Branching problems**

Finding Spanning Trees in a given graph has widely applications in communication network design. The most fundamental one aims to construct a spanning tree with minimum edge-weight for a given edge-weighted undirected problem, which can find a solution by the Prim- or Kruskal-algorithm in polynomial time. But there are many other NP-hard combinatorial optimization problems about finding spanning, which are NP-hard. Finding spanning paths is also a classical problem in computational geometry, which is motivated by design of VLSI, the movement of heavy machinery and other applications. In this part, we will focused on Maximum Internal Spanning Tree (MIST) and Maximum Internal Out-Branching (MIOB).
**Definition 2**  *Maximum Internal Spanning Tree*: Given a simple undirected connected graph $G$ and an integer parameter $k$, is there a spanning tree of $G$ with at least $k$ internal nodes?

For this problem, Prieto et al. [66] developed an $O(k^2)$-vertices kernelization algorithm and an $O^*(k^{2.5k})$-time FPT algorithm. They used a simplified set of rules to modify any spanning tree of the graph to a spanning tree so that there are no edge between any two leaves in graph. This rule either produces an independent set with large size, or generates a tree with many internal vertices. For the former case, the graph is likely to contain a crown structure, and the Crown Decomposition will be applied. For the later case, a small kernel for the problem could be obtained directly.

Fernau et al. obtained a branching algorithm with time complexity of $O^*(k^{2.1364k})$ for the problem in cubic graphs [67]. This paper focuses on the case of degree-bounded. The main innovation is that they analyze the algorithm by Measure and Conquer method.

Fomin et al. based on a min-max characterization of hypergraphs containing hypertrees in [68], firstly constructed a spanning tree by depth-first search, and then proposed a kernelization algorithm with $3k$-vertices linear kernel. Based on the kernel, an $O^*(8^k)$-time FPT algorithm could be obtained.

On the basis of the algorithm proposed by Fomin et al. [68], Li et al. [69] changed the structure of spanning tree by using deeper local search method. They use edge-swapping operation deeply, which makes that some internal nodes in spanning tree $T$ were not neighbors of leaf nodes in graph $G$. Edge-swapping operation is to replace some edge in spanning tree $T$ by some edge in $G$ but not in $T$. The aim of this operation is to make the constructed spanning tree with more internal nodes. Figure 2 shows an example of edge-swapping operation, which exchanges one edge in an edge-swapping operation. After this operation executed, the number of internal nodes is increased by one. The authors’ main contribution is to exchange five edges in an edge-swapping operation. Figure 3 shows an example of edge-swapping operation, which exchanges three edges in an edge-swapping operation. Furthermore, they provide an effective method to analyze the structure property of the spanning tree. Their kernelization algorithm can construct a spanning tree that there a certain number of internal nodes do not adjacent to the leaves.
Due to this structure property, a kernelization algorithm with a size of $2k$ was obtained finally, which results in an $O^*(4^k)$-time algorithm directly.

Now we show the parameterized algorithms for MIOB, a generalization of MIST. The following definition is for the parameterized version of MIOB.

**Definition 3** *Maximum Internal Out-Branching*: Given a directed graph $G$ and a non-negative integer $k$, is there an out-branching with at least $k$ internal nodes?

Gutin et al. [70] proposed a kernelization algorithm for the problem which results in a kernel of size $O(k^2)$. This kernel directly leads to a trivial $O^*(2^{O(k \log k)})$-time FPT-algorithm. Cohen et al. [71] investigated the problem restricted symmetric digraphs. In particular, based on complex color coding and an unbalanced partitioning technique, a random algorithm with time complexity $O^*(49.4^k)$ was obtained in [71]. Along with this randomized algorithm, a deterministic algorithm running in $O^*(55.8^k)$ time was also proposed in [71]. Later, Fomin et al. [72] used the Sharp Separation Theorem to craft an FPT-algorithm running in $O^*(16^k+O(k))$-time. This result has been further improved to $O^*(4^k)$ by Zehavi et al. [73].

**Dominating Set problems**

(Connected) Minimum Dominating Set problem has wide applications in a variety of fields, such as resource allocation, power network, wireless sensor network and so on. A vertex $u$ dominates all the vertices in $N[u]$, where $N[u]$ consists of all the neighbors of $u$ and $u$ itself. A dominating set of a graph $G$ is a subset of vertices such that every vertex in the graph is dominated by at least one vertex in the subset. A connected dominating set is a dominating set which induces a connected subgraph. The (connected) dominating set problem is formally defined as follows.

**Definition 4** *(Connected) Dominating Set*: Given a graph $G$ and an integer parameter $k$, is there a (connected) dominating set of size at most $k$ in $G$?

In general, the (connected) dominating set problem is W[2]-hard. However, the problem becomes FPT when restricted to certain special graph classes such as planar graphs. In this section, we discuss this special case and use PDS to denote it.

The FPT algorithms of PDS have attracted great attention (see Table 3). And various methods or techniques have been used to the algorithms’ designing and analysis.

In a graph, a vertex could dominate itself and its neighbors. Therefore, for any vertex $v$ in $G$, if it has been chosen to be one vertex in an optimal solution, then itself and all of its neighbors will be dominated. In this case, the vertex $v$ could be removed from the given graph. However, the neighbors will be not allowed. Since each neighbor of $v$ is a candidate for an optimal dominating set. Based on this simple observation, Alber et al. [74] consider a more general problem, named Annotated Dominating Set. In this problem, the vertices that are in the solution are colored by white, and the other vertices are colored by black. More specifically, the black vertices are un-dominated, while the white vertices are dominated. The task of Annotated Dominating Set is to seek out at most $k$ vertices dominating all the black vertices. They proposed some reduction rules firstly
and then used Bounded Search Trees method to deal with the reduced graph. The reduction rules make the reduced given graph holding some special properties. For example, there is no edge between white vertices and no pendant white vertex in reduced graph. Of course, there are some other relatively more complicated properties. Through deeply analysis of all these properties and combining with the classical Euler formula for planar graphs, the authors got a critical theorem that there is a black vertex with degree no larger than 7. Based on this theorem, Bounded Search Trees method can results in a trivial \( O^*(8^k) \)-time FPT algorithms for the problem. Since MDS is a special case of the Annotated Dominating Set problem (no white vertices in the given graph), the above mentioned algorithm can solve MDS directly.

Later, Alber et al. [77] proposed the first sublinear exponential FPT algorithm for PDS, which enhanced previous algorithms dramatically. This great improvement is due to two facts: (1) if a planar graph \( G \) has a dominating set with size of \( k \), then the treewidth of \( G \) is no more than \( 6\sqrt{34k} + 8 \); and (2) if a \( w \)-width tree decomposition of \( G \) is constructed, then a minimum dominating set can be found in time \( O(4^w) \). The algorithm constructs a treewidth decomposition for the given graph firstly, and then find a minimum dominating set on the tree-width decomposition. Since the treewidth decomposition can be constructed in time \( O(\sqrt{k}n) \), the total time complexity of the whole algorithm is \( O^*(4^{6\sqrt{34\sqrt{k}}}) \).

Following the work in [77], Kanj et al. [75] improved the FPT algorithm depending on some novel observations. Firstly, they found that Baker’s algorithm, through modification, not only can be used to solve the PDS problem but also can deal with the Planar Red-Black-White Dominating Set, which is a variety of PDS. Secondly, they can find the separator of large components with size of \( 15k \), which is much smaller than the separator with size of \( 51k \) established in [77]. Combining the two new rules with the divide-and-conquer approach immediately led to a significant improved FPT algorithm with time \( O^*(2^{27\sqrt{k}}) \).

Instead of using the tree decomposition process mentioned above, Fomin and Thilikos in [77] introduced branch decomposition for PDS. Similar to relationship between the treewidth of tree decomposition and the domination number of a planar graph, there is also a relationship between branchwidth and the size of dominating set of a planar graph. More specifically, when a planar graph \( G \) admits a \( k \)-dominating set, the branchwidth will be no more than \( 6.37\sqrt{k} \). Furthermore, constructing such a branch decomposition is polynomial. Combined with the linear kernel (335\( k \)) of the problem proposed by Alber et al. [76], they get an \( O^*(2^{15.13\sqrt{k}}) \)-time FPT algorithm.

For the kernelization of the PDS problem, Alber et al. [76] gave the first kernelization algorithm with kernel size of 335\( k \). The reduction rules in the kernelization procedure

| Year | Time complexity | References |
|------|----------------|------------|
| 2002 | \( O^*(8^k) \) | Alber et al. [74] |
| 2002 | \( O^*(2^{27\sqrt{k}}) \) | Kanj et al. [75] |
| 2004 | \( O^*(2^{15.13\sqrt{k}}) \) | Alber et al. [76] |
| 2005 | \( O^*(4^{6\sqrt{34\sqrt{k}}}) \) | Alber et al. [77] |
are respecting to local structures of the given graph. Even though there is no global reduction rule, they can get a linear kernel for the problem because the given graph is planar and the planarity make the region decomposition becoming a useful tool during the kernel size analysis. Later, Chen et al. [78] introduced some improved and new reduction rules for the kernelization problem. In order to get some new and useful structure properties, they color the vertices of the graph. Finally, they improved the kernel size to 67k. For the kernelization of the PCDS problem, Lokshtanov et al. [79] provided an algorithm with kernel size of ck, where $c = 3968187$. Although the constant $c$ is huge, it is a linear kernel for PCDS. This result is based on method reduce-or-refine, which consists of two operations: reduce and refine. The kernelization algorithm, firstly, computes a region decomposition from an approximated connected dominating set. And then, it checks the structure of each region. If there are too many copies of a particular structure in the region, then removing some vertex is safe for the problem. It is the reduce operation, which can reduce the graph. Otherwise, it turns to pay attention to a smaller region which contains many vertices and no particular structure mentioned above. This is the refine operation. The process is repeated until each region looks simple and is easy to deal with. Later, based on some new observations, Gu et al. [80] proposed a set of similar reduction rules for connected dominating sets. Combining with refined kernel analysis, they improved the kernel to 413k. Later, using similar method, Luo et al. [81] obtained a smaller kernel of 130k by new reductions and careful kernel analysis.

There some researchers are interested in kernelization of the Connected Dominating Set (CDS) problem in special graphs. For instance, Misra et al. [82] considered the graphs with no little cycles, and proved that, when the given graph contains cycles of length smaller than 7, then there is no polynomial kernel for CDS (assuming the Polynomial Hierarchy does not collapse to the third level). Furthermore, they showed a kernelization algorithm for CDS on graphs with no cycle of length smaller than 7. They colored the vertices by red, white or black, developed some simple reduction rules, and got an $O(k^3)$-vertex kernel finally. Based on refined kernel analysis, Li et al. [83] simplified the algorithm and obtained a small kernel ($O(k^2)$) for this problem.

The Dominating Set problems mentioned above are respected to vertex-domination. There is another kind of dominating problems: Edge dominating Set, which is respected to the edge-domination.

**Definition 5** *Edge Dominating Set (EDS)*: Given a graph $G = (V, E)$ and an integer parameter $k$, is there a subset $E^* \subseteq E$ of at most $k$ edges such that $\{u, v\} \cap V(E^*) \neq \emptyset$ for all edges $\{u, v\} \in E$.

From the definition of EDS, we know that if $E^* \subseteq E$ is an edge dominating set, then $V(E^*)$ is a Vertex Cover of $G$. Furthermore, if $|E^*| \leq k$, then there exists a vertex cover of $G$ with size no more than $2k$. Thus, enumerating all the minimal vertex covers is reasonable in the algorithms for EDS and Partial Vertex Cover is introduced. Fernau et al. [84] found that if any vertex in $G \setminus C$ is with degree no more than 1, where $C$ is vertex subset of some vertex cover, then finding an edge dominating set of $G$ is polynomial. Thus, it is reasonable for the algorithm to branch on the vertices in $G \setminus C$ with degree no less than 2. Based on these two facts, Fernau proposed an $O^*(2.6181^k)$
-time FPT algorithm for EDS. In 2009, Fomin et al. [68] gave a similar algorithm, but picked the vertices with degree larger than 2 to branch. And then, they used path decomposition to handle the rest vertices in \( G \backslash C \). Finally, they got an \( O^*(2.4181^k) \)-time FPT algorithm for EDS. In 2011, Xiao et al. developed an \( O^*(2.3147^k) \) due to a technique which can deal with remaining graphs with maximum degree 3 in [85]. Furthermore, they showed EDS has a kernel with \( 2^k + 2k \) vertices and \( O(k^3) \) edges, which improved the previous results [84] [86]. Through refinement of kernelization algorithm in [85] and a bit different analysis, Hagerup [87] got a smaller kernel \( (\max\{1/2k^2 + 7/2k, 6k\}) \) for this problem.

Feedback Vertex Set problem
Feedback Vertex Set (FVS) problem is crucial in dealing with deadlock in operating systems. Each deadlock situation has a corresponding directional loop in the graph derived from the operating system. The solution to deadlock is to abort some blocked processes, and a feedback vertex set corresponds to the processes that should be aborted [88]. In addition, the FVS problem is often used in designing VLSI chip [89].

Definition 6 Feedback Vertex Set (FVS): Given a graph \( G = (V, E) \) and an integer parameter \( k \), can we remove at most \( k \) vertices so that the resulting graph does not contain any cycles?

Raman et al. proposed an \( O^*(\max\{12^k, (4 \log k)^k\}) \) algorithm for FVS problem [90], improved the previous \( O^*((2k + 1)^k) \)-time algorithm. They proved that, for an undirected \( n \)-vertices graph with degree no less than three, if there is a feedback vertex set with size no more than \( c\sqrt{n} \), then the length of any cycle in the graph is at most 12 (\( c \) is a constant).

Kanj et al. proposed an \( O^*((2 \log k + 2 \log \log k + 18)^k) \) [91]-time algorithm for FVS. The algorithm applies an operation called short-cut repeatedly on the graph \( G \), which led to no vertex with degree 1 and the degree-2 vertices only exist in the cycle with length of 3 in the graph. On the reduced graph, a quasi-shortest cycle \( C \) with length \( l \) can be found in time \( O(n^2) \), which is close to the shortest cycle. When the length \( l \) of \( C \) satisfied certain conditions, then branch on \( C \) and update \( k \), \( F \) and \( G \) accordingly. Later, Dehne et al. [92] Proposed an \( O^*(2^{O(k)}) \)-time algorithm for FVS, which uses iterative compression technique. They used some reduction rules to simplify problem instances. These rules are applied so that all the vertices in the graph have degree at least three.

Chen et al. proposed two algorithms with \( O^*(5^k) \) respectively for the FVS problem on un-weighted graph [93]. Their method also used iterative compression technology, which differs from other papers in that they proposed a new recursive process and introduced an subproblem (Disjoint FVS, see Fig. 4). They found a implicit parameter (the number of trees in the solution), which is the key point that could improve the previous algorithms. Cao et al. [94] provided an \( O^*(3.83^k) \)-time algorithm for FVS. The framework of it is almost the same as that of [93]. But, they found that Disjoint FVS is polynomial-time solvable when the degree of each vertex in the graph is no more than 3.
Kociumaka et al. proposed a new deterministic $O^*(3.619k)$-time algorithm for FVS [95]. The main idea of their algorithm is similar to that of the algorithm proposed by Cao et al. Their contribution for the improvement of the algorithm is due to a new and simple reduction rule. Furthermore, they developed a set of more complicated branching rules, which can achieve an algorithm with upper bound $O^*(3.592k)$.

Recently, Cao designed smart $O^*(8k)$-time algorithm for FVS [96]. His algorithm is a naive greedy branching algorithm, which always branches on an undecided vertex with the largest degree. The algorithm analysis is based on the following two facts: the one is that none of the vertices’ degree in the algorithm increases; the other is that there is no vertex in the graph with degree $\leq 2$.

For kernelization of the FVS problem, Burrage et al. proposed a kernel of size $O(k^{11})$ for FVS on undirected graphs [97]. Their algorithm calculates the specific structure map of problem instances in polynomial time and defines some polynomial-time data reduction rules for these specific structures. Bodlaender et al. considered the FVS problem on un-weighted undirected graphs and gave a kernel of size $O(k^3)$ [98]. Their algorithm is divided into two steps. In the first step, they used existed approximation algorithms (with ratio of 2) to find a feedback vertex set. The second step consists of several simple reduction rules. Based on Sun Flower Lemma, Thomasse [99] proposed a simple and novel $4k^2$-vertex kernelization algorithm for FVS.

For FVS on planar graphs, Bodlaender et al. proposed kernelization algorithm with linear kernel with size of $112k$ [100]. They proposed a novel notion, the bases of induced subgraphs, and used it to testify if the reduction rules they used is right or not. It is worthy to mention that all the rules in kernelization are local, and which are applied only on specific subgraphs. Abu-khzam et al. improved this kernel to $97k$ [101]. Later, Xiao et al. obtained a kernel with size of $29k$ for the planar FVS problem [102]. The improvement is mainly due to a different kernel analysis based on the properties of planar graphs. Bonamy et al. proposed a kernel of size $14k$ for FVS on planar graphs [103]. They proposed some new reduction rules to simplify the problem instances. The most important contribution they made was the application of region decomposition technology in kernel size analysis. Later, they revised the kernel size to $13k$ in the journal version [104].

Covering problems
Covering problems are generally such problems where we aim to find a subset of given elements to hit all or a partial of some specific structures. These problems have significant applications in the fields of process analysis, computational biology, network
address selection and circuit design. In this part, we will overview the parameterized algorithms for Vertex Cover and Hyperplane Cover. A vertex cover in a graph is a subset of vertices such that every edge in the graph has at least one of its endpoints in the subset.

**Definition 7**  
*Vertex Cover*: Given a graph $G = (V, E)$ and an integer parameter $k$, does $G$ have a vertex cover of size at most $k$?

Buss proposed a trivial $O^*(2^k)$-time algorithms in [105]. Later, almost all the FPT algorithms for Vertex Cover are based on some reduction rules and Bounded Search Trees method. Figure 5 shows a reduction rule, which handles the degree-2 vertex in the case that the two neighbors of it are not adjacent. There are a lot of improvements focusing on improving the exponent $2^k$ (see Table 4 of the research history of parameterized algorithms for Vertex Cover).

Balasubramanian et al., depending on Bounded Search Trees method, gave an $O^*(1.324718^k)$-time algorithm [106]. Later, Downey et al. slightly improved it to $O^*(1.31951^k)$ [107]. Niedermeier et al. developed an $O^*(1.129175^k)$-time FPT algorithm for Vertex Cover. They proposed a general technique for polynomial factors in which the complexity of the algorithm above can be removed from the dominating term. Niedermeier and Rossmanith got a new upper bound of $O^*(1.29175^k)$ [108].

Chen et al. [109], based on several simple new reduction rules, proposed an $O^*(1.2852^k)$-time algorithm for Vertex Cover. They used kernelization as a preprocesses for the FPT algorithm. According to a theorem of Nemhauser and Trotter [111], if some instance admits a vertex cover with size no more than $k$, then there are at most only $2k$ vertices needed to be concerned. The second is a simple new technique for dealing with vertices with degree of 2, which avoids complicated case-by-case analysis. At the same time, they developed a new technology of “iteration branch” to maintain the special effective of the graph.

![Fig. 5 An example of local reduction for Vertex Cover](image-url)
Later, Chen et al. [110] gave an $O^*(1.2738^k)$-time algorithm for vertex cover [110]. Different from the previous way, such as case-by-case branching rules, worst-case-scenario assumption, they introduced some new techniques, including vertex folding, amortized analysis. Based on which, their algorithms are simpler and more uniform. They briefly describe several new and previous technologies, such as general folding, local amortized analysis and tuples. They developed two types of graph operations: a generalization of folding operation and a special case of construction operation proposed by Ebengger et al. [112]. These two operations allow them to delete some simple structures from the graph without branching.

For kernelization of vertex cover, there are two algorithms with kernel size of $2k$. They used matching and linear programming respectively. Faisal et al. [113] proposed an algorithm by Crown Decomposition. But the kernel size of it is $3k$. Through deep analysis of the crown decomposition for vertex cover, Li et al. improved the existing crown decomposition technique. The central idea of this method is, using deeper local search, try to find and delete all the crowns from the given graph. After the improved rule applied, the graph becomes a disjoint set of odd cycles and a subgraph having a perfect matching. It is easy to verify that all the crown structures have been removed from the given graph and a kernel with size of $2k$ exists [114].

**Definition 8** *Hyperplane Cover*: Given $n$ points in $d$-dimensional Euclidean space and an integer $k$, does there exist $k$ hyperplanes covering all the points.

Langerman and Morin [115] proposed an $O^*(k^{dk+d})$-time algorithm by Bounded Search Trees method. Later, based on simple observation, Wang et al. [116] provided a similar algorithm in $O^*(k^{(d-1)k}/1.3^k)$ time. The improvement is mainly due to an interesting time complexity analysis. When $d = 2$, Hyperplane Cover problem is exactly the Line Cover problem. For the Line Cover problem, besides the algorithms mention above, Langerman and Morin proposed a $O^*((k/2.2)^{2k})$-time algorithm. Recently, by taking Szemeredi-Trotter-type incidence bounds and non-parameterized $O(2^k)$-algorithm for Curve Cover (a generalization of Line Cover), Afshani et al. [117] developed an FPT algorithm for Hyperplane Cover (in $R^3$) in time $O^*((Ck^2/log^{1/5}k)^k)$ and an $O^*((Ck/logk)^k)$-time algorithm for Line Cover.

**Packing and Matching problems**

Packing and matching problems are classical problems in combinatorial optimization. Using parameterized algorithm to improve the results not only has great theoretical significance, but also has a significant impact on the actual industry, such as code optimization and scheduling. In practical applications, matching and packing problems are also classified, including 3-Set Packing, 3-D Matching, $P_2$-Packing and Edge Disjoint Triangle Packing.

**Definition 9** *$P_2$ Packing*: Given a simple undirected graph $G$ and an integer $k$, does there exists $k$ $P_2$s in $G$ (a $P_2$ is a path with length 2) such that no two $P_2$s share a common vertex?
Prieto and Sloper [118] used a set of reduction rules based on crown decomposition to obtain a kernel with size of $15k$ for the $P_2$-Packing problem. Later, some researchers followed this work, and used local search to find larger $P_2$-Packing (see Fig. 6).

Wang et al. [119] proposed two novel concepts: double crown decomposition and fat crown decomposition (see Figs. 7 and 8). Based on these two decompositions, they got a kernel for $P_2$ Packing with size of $7k$. In addition, on the basis of this new kernelization algorithm, they obtained an FPT algorithm in time $O^*(17.66^k)$. Through deep analysis of the relationship between the vertices not in $P_2$-packing and the vertices in $P_2$-packing, they realized that the number of vertices not in $P_2$-packing was reduced while the size of $P_2$-packing increased. Chen et al. [78] used the concept of combinatorial duality to transform the kernel of the packing problem and the covering problem. They proposed a kernelization algorithm for $P_2$-packing with kernel size of $6k$. Their algorithm first found a non-expandable $P_2$-packing and then optimized it according to the five rules they gave.

![Fig. 6 Two examples of finding larger $P_2$-packing by local search](image1)

![Fig. 7 An example of fat crown with 3 head vertices](image2)

![Fig. 8 An example of double crown with 3 head vertices](image3)
Li et al. [120] considered the kernelization algorithm for the $P_2$-Packing problem and obtained a $5k$ kernel by Deeper Local Search method. Figure 9 shows an example of the process of deeper local search. Based on previous algorithms, they proposed a more systematic and comprehensive local search method, which is a powerful tool to find more crowns.

**Definition 10** $r$-$D$ Matching: Given a set $S$ of $n$ $r$-tuples and an integer $k$, is there a set $S^* \subseteq S$ consists of no less than $k$ many $r$-tuples such that there is no common element between any two $r$-tuples in $S^*$.

**Definition 11** Weighted $r$-$D$ Matching (wr DM): Given a set $S$ of $n$ weighted $r$-tuples and an integer $k$, is there a set $S^* \subseteq S$ with weight value no less than $k$ such that there is no common element between any two $r$-tuples in $S^*$.

**Definition 12** $r$-Set Packing: Given a set $S$ of $n$ $r$-sets and an integer $k$, is there a set $S^* \subseteq S$ consists of no less $k$ $r$-sets such that there is no common element between any two sets in $S^*$.

**Definition 13** Weighted $r$-Set Packing (wr sp): Given a set $S$ of $n$ weighted $r$-sets and an integer $k$, is there a set $S^* \subseteq S$ with weight value at least $k$ so that there is no common element between any two sets in $S^*$.

When $r = 3$, the problems defined above are NP-hard. Chen et al. proposed an $O^*((5.7k)^k)$-time algorithm for 3-D Matching. They greatly improved the previous trivial algorithm with time complexity of $O((3k)!((3k)^{9k+1})$, which was proposed by Downey et al. [121]. They first designed a non-deterministic algorithm, and then used the deterministic simulation stage to eliminate the non-determinism of the algorithm. The method they used in the deterministic simulation phase was to calculate the number of guessed binary bits first, and then enumerate and check all the possibilities.

Fellows et al. proposed an FPT algorithm for $r$-$D$ Matching and $r$-Set Packing. The running time of them are $O^*((2^{(c+1)r}k)$ and $O^*((2^{O((c+1)r)}k)$ respectively [122], and the algorithm for $r$-Set Packing was obtained by adjusting the algorithm for $r$-$D$ Matching. They built a common framework to discover and exploit problem kernels with small size. In this framework, they use the techniques color coding and dynamic programming to design PFT algorithms. The method they proposed is very flexible, and the smaller constants in the exponent can be achieved by adjusting the algorithm.

Chen et al. improved the deterministic and randomized algorithms for some packing and matching problems. Using the Divide-and-Conquer, they proposed a randomized algorithm with $O^*(4^k)$ [123]. In order to implement the improved deterministic
algorithm, they proposed a new \((n, k)\)-family perfect hash function. Combining with color coding technology, they improved the deterministic algorithms for the following three problems. The first one is for \(k\)-path, which runs in \(O^*(4^k+o(k))\)-time; the second one is for 3-D Matching, the time complexity of which is \(O^*(2.803^k)\); the last one is for 3-Set Packing, whose running time is \(O^*(4^{3k}+o(k))\) \cite{123}. They proposed a new method called iterative extension, which is based on the integration and improvement of known techniques including greedy localization, color coding, and dynamic programming. They gave a deterministic construction of scheme of the \(k\)-color coding and replaced the enumeration phase of the greedy location method with a more efficient enumeration phase using improved color coding and dynamic programming methods.

Later, Wang et al. considered w3sp. They, by using color coding technique, obtained an \(O^*(10.63^k)\)-time deterministic algorithm \cite{124}. Furthermore, they pointed out that the bound could be improved to \(O^*(7.563^k)\) by combining the random divide-and-conquer method.

Jia et al. proposed an \(O^*((5.7k)^k)\)-time algorithm for 3-Set Packing \cite{125}. They first designed a non-deterministic algorithm and then used intelligent “deterministic techniques” to transform non-deterministic algorithms into effective deterministic algorithms for \(r\)-Set Packing problem. Based on the modified dynamic programming and color-coding, Wang et al. obtained an improved FPT algorithm for weighted \(r\)-Set Packing, which runs in time \(O^*(12.8^k)\) \cite{126}. They also proposed an FPT algorithm with running time \(O^*(12.8(r-1)^k)\) for \(wr \ dm\).

Chen et al. proposed an \(O^*(4^{(r-1)k}+o(k))\)-time deterministic algorithm for \(wr \ dm\) \cite{127}. Their algorithm further analyzed the structure of the problem, and combined \((n, k)\)-universal set and Divide-and-Conquer method. Applying this algorithm to unweighted 3-D Matching problem, they obtained an \(O^*(16^k+o(k))\)-time deterministic algorithm. They also gave a deterministic FPT algorithm for \(wr \ sp\) which runs in time \(O^*(2^{(2r-1)k}+o(k))\). Furthermore, this algorithm can solve the unweighted 3-Set Packing in \(O^*(32^k+o(k))\) time.

For 3-Set Packing, Wang et al. \cite{128} proposed a refined parameterized algorithm which runs in time \(O^*(3.53^{3k})\). The improvement is mainly due to two sub-algorithms: one can deal with the instances in the case that there is one known element in each 3-set of the solution; the other can deal with the instances in the case that there are at least two known elements in each 3-set of the solution. Furthermore, they can invert one general instance into two instances mention above.

**Definition 14**  
**Edge Disjoint Triangle Packing (EDTP):** Given a graph \(G = (V, E)\) and a non-negative integer \(k\), the question is whether \(G\) contain \(k\) many edge disjoint triangles.

Mathieson et al. \cite{129} proposed a kernelization algorithm resulting in a \(4k\)-kernel for the EDTP problem. The algorithm use a modified Crown Decomposition method, in which the matching is between an independent set and a set of edge (not vertices). Figure 10 shows an example of such an modified crown. Yang \cite{130} proposed an algorithm with a kernel size of \(3.5k\) for the EDTP problem. He first found a maximum triangle packing with kernelization technology, containing no more than \(3k\) vertices, then bound the size of the rest of the graph by using reduction rules. Lin et al. \cite{131} further studied
the edge disjoint triangle packing problem and obtained a \((3 + \varepsilon)k\) kernel. They used Divide-and-Conquer techniques in the algorithm, so that some parts of the graph could be solved independently, which improving the analysis process. They proposed a property called \(p\)-property, where \(p\) is a non-negative integer constant.

**Conclusion**

Aiming at providing a reference for researchers interested in parameterized algorithms or engineers in practical applications, we surveyed the parameterized complexity of numerous fundamental NP-hard problems, including MaxSAT, Spanning Trees, Dominating Set, Feedback Vertex Set, Covering, Matching, Packing problems, etc. These problems have significant applications in a wide range of industrial fields. The problems discussed in the paper are selected due to their influence, representativeness, and significance.
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