Resolution-enhanced parallel coded ptychography for high-throughput optical imaging
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Abstract: Ptychography is an enabling coherent diffraction imaging technique for both fundamental and applied sciences. Its applications in optical microscopy, however, fall short for its low imaging throughput and limited resolution. Here, we report a resolution-enhanced parallel coded ptychography technique achieving the highest numerical aperture and an imaging throughput orders of magnitude greater than previous demonstrations. In this platform, we translate the samples across the disorder-engineered surfaces for lensless diffraction data acquisition. The engineered surface consists of chemically etched micron-level phase scatters and printed sub-wavelength intensity absorbers. It is designed to unlock an optical space with spatial extent (x, y) and frequency content (kx, ky) that is inaccessible using conventional lens-based optics. To achieve the best resolution performance, we also report a new coherent diffraction imaging model by considering both the spatial and angular responses of the pixel readouts. Our low-cost prototype can directly resolve 308-nm linewidth on the resolution target without aperture synthesizing. Gigapixel high-resolution microscopic images with a 240-mm² effective field of view can be acquired in 15 seconds. For demonstrations, we recover slow-varying 3D phase objects with many 2π wraps, including optical prism and convex lens. The low-frequency phase contents of these objects are challenging to obtain using other existing lensless techniques. For digital pathology applications, we perform accurate virtual staining by using the recovered phase as attention guidance in a deep neural network. Parallel optical processing using the reported technique enables novel optical instruments with inherent quantitative nature and metrological versatility.
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Introduction

When a crystalline specimen is illuminated with a homogeneous coherent field, the reciprocal space will be populated with periodic Bragg peaks. The intensity of the Bragg peaks can be recorded using light detector. The phase associated with each peak, however, is lost in the acquisition process, preventing the reconstruction of the real-space structure through Fourier synthesis. The original concept of ptychography was developed to address the phase problem of crystallography in electron microscopy. By translating a narrow coherent probe beam on the specimen, it aspires to extract the phase of Bragg peaks from the beating patterns at the reciprocal space. In 2004, the iterative phase retrieval framework was adopted for ptychographic reconstruction, thereby bringing the technique to its modern form. The experiment procedure remains the same: the specimen is laterally translated through a spatially confined probe and the Fourier diffraction patterns are recorded at the reciprocal space. Different from the original concept, the reconstruction process iteratively imposes two different sets of constraints. The diffraction measurements serve as the Fourier magnitude constraints in the reciprocal space. The confined probe beam limits the physical extent of the object for each measurement and serves as the support constraint in the real space.

Since ptychography does not require a reference beam and can image extended samples without compact object support, it has rapidly attracted interest from the coherent diffraction imaging (CDI) community. In the past decade, it has become an indispensable imaging tool in most synchrotron and national laboratories worldwide.

The applications of ptychography in optical microscopy, however, fall short for its low imaging throughput and limited resolution. Under either the confined probe or the full-field illumination condition, the highest numerical aperture (NA) of lensless ptychography demonstrated is no better than 0.4. The imaging throughput is orders of magnitude lower than that of the automated microscope platform such as the whole slide scanner. Current implementations also require frequent correction of the complex probe beam due to stability issues of the coherent light source and other system perturbations. The blind recovery of both the complex object and probe beam becomes a challenging task if the complex object contains slow-varying phase contents. Therefore, aside from a few impressive proof-of-principle demonstrations, ptychographic CDI remains of limited practical application in the visible region.

It is possible to combine ptychography with a lens for optical microscopy. Fourier ptychography is one example that swaps the real and reciprocal space using a lens. It employs an LED array to illuminate the sample from different incident angles. At each angle, a different part of the object’s Fourier spectrum passes through the pupil aperture for detection. The use of angle-varied illumination, however, requires the object to be a thin slice. Recovering objects with slow-varying phase profiles is a challenging task as the low-frequency phase information cannot be effectively converted into intensity variations for detection. This same challenge also applies to other common lensless CDI techniques, including blind ptychography with both object and probe unknown, support-constraint approach, multi-height and multi-wavelength approaches, digital in-line holography, and transport-of-intensity approach.

Reaping the benefits of ptychography in the visible region would require the above challenges to be properly addressed. Here we report a resolution-enhanced parallel coded ptychography technique achieving the highest numerical aperture of ~0.8 and an imaging throughput orders of magnitude higher than previous demonstrations. In our platform, we replace the objective lens with a disorder-engineered surface that serves as an unconfined computational scattering lens. The engineered surface consists of chemically etched micron-level phase scatters and printed sub-wavelength intensity absorbers. It is designed to unlock an optical space with spatial extent ($x$, $y$) and spatial frequency content ($k_x$, $k_y$) that is inaccessible using...
conventional lens-based optics. Object exit waves with large diffraction angles can be converted into smaller angles by the engineered surface, thereby facilitating super-resolution imaging beyond the limit imposed by the system transfer function. We permanently attach the surface to the image sensor, with the engineered facet facing the pixels. As such, the surface is protected from direct contact with the object, addressing the intrinsic instability issue related to system perturbations. Once characterized, the device can be operated without the need to update the surface profile, avoiding the blind ptychography problem and more importantly, addressing the challenge of recovering slow-varying phase profiles.

To achieve the highest resolution performance, we also develop a new CDI model to consider both the spatial and angular responses of the pixel readouts. In this model, the incoherent nature of the signal integration process is characterized by the spatial response of the image sensor. The coherent nature of the angle-sensitive detection process, on the other hand, is characterized by the angular response of the pixels. With the engineered surface and the new CDI model, we directly resolve the 308-nm linewidth on the resolution target using a 1.85-µm pixel size detector, obtaining the highest NA among all ptychographic demonstrations. Using the prototype platform, we acquire gigapixel microscopic images with a ~240-mm² effective FoV in 15 seconds, demonstrating an imaging throughput orders of magnitude higher than those in previous implementations. For comparison, a state-of-the-art whole slide scanner can acquire microscopic images with a 225-mm² FoV and sub-micron resolution in ~2 mins. Rapid and precise autofocusing, however, remains a challenge during the sample scanning process.

The imaging performance of our device is validated by a wide range of applications. For metrology applications, we recover the quantitative height and phase of different 3D targets, including the slow-varying phase profiles that are challenging to obtain using other existing lensless imaging techniques. For digital pathology applications, we develop a phase-attention-guided deep neural network for virtual staining. We perform rapid whole slide imaging and locate the virtually stained white blood cells (WBCs) over a centimeter FoV. The rich structural information and superior phase sensitivity in ptychographic reconstruction also allow us to perform accurate fluorescence labeling after training on the same type of specimen. The reported technique provides a turnkey and scalable solution for optical microscopy with inherent quantitative nature and metrological versatility. Parallel optical processing using a coded ptychographic array also enables novel instruments for high-throughput label-free imaging.

Results

**Coded ptychography via disorder-engineered surface.** Figure 1a shows the operating principle of the coded ptychography technique, where the sample is translated across the disorder-engineered surface for diffraction data acquisition. The engineered surface consists of two types of structures in Figure 1b: micron-level phase scatters and sub-wavelength absorbers. The phase scatters are created by chemically etching the glass surface and they enable fast convergence of the recovery process (Figures S1-S2). The small intensity absorbers are created by printing the carbon nanoparticles on the etched surface, and they can effectively redirect large-angle diffractions into smaller angles for detection. In this technique, the engineered surface encodes the otherwise inaccessible object information into intensity variations for detection. This operation is similar to that of the scattering lens, where the high-frequency object information is down modulated into the passband of the optical system for detection. Object translation above the engineered surface allows the exit waves to be encoded by different parts of the surface with translation diversity, justifying the proposed name of coded ptychography.

The design of the disorder-engineered surface also shares its roots with the metasurface used for wide-field imaging. Both approaches use 2D thin surface as scattering lens to provide optical ‘randomness’ of
conventional disordered media but in a way that is fully known a priori. The metasurface approach uses a 2D array of subwavelength phase scatters that are designed to have a large angular correlation range. The subwavelength phase scatters, however, have stability issues for the recovery process, especially when the complex object has a relatively large phase range (Figures S1-S2). In contrast, micron-level phase scatters enable fast and stable first-loop convergence. In our design, we integrate the micron-level phase scatters with small intensity absorbers on the same surface, achieving the best performance as summarized in Figure S2. In Figure S3, we also show that a lower transmittance of the absorbers enables a better modulation process for phase retrieval. The use of carbon nanoparticles is well aligned with this observation. Another key difference between our engineered surface and the metasurface is the fabrication process. Metasurface with sub-wavelength phase scatters often requires the use of electron beam lithography for defining the small patterns on photoresist. In contrast, we employ a lithography-free fabrication process to make the disorder-engineered surface, enabling turnkey and scalable manufacturing at low cost (Figure S4). Figure S5 shows the captured images of the surface using an oil-immersion lens.

Figure 1. Parallel coded ptychography for high-throughput lensless imaging. (a) A disorder-engineered surface is attached to an image sensor for encoding the otherwise inaccessible object information for detection. The samples are translated across the engineered surfaces for diffraction data acquisition. Inset shows the engineered surface that contains chemically-etched micron-level phase scatters and printed subwavelength intensity absorbers. It is designed to unlock an optical space with spatial extent \((x, y)\) and frequency content \((k_x, k_y)\) that is inaccessible using conventional lens-based optics. (b) The recovered phase and intensity maps of the disorder-engineered surface. (c) The original coverglass of the image sensor is removed and replaced by the engineered surface. (d) The integrated device with the engineered facet facing the sensor pixels, addressing the stability issue of disordered media and enabling long-term operation without recalibration. A transparent region on the engineered surface is used for sample positional tracking. (e) The reported device has the flexibility to image different types of samples. Green light shows the laser beams impinging on the samples for large FoV lensless diffraction data acquisition (~30 mm² FoV for each sensor).

Figure 1c shows the bare image sensor where we remove its original coverglass and replace it with the engineered surface. Figure 1d shows the integrated device with the engineered facet facing the pixels. This arrangement avoids direct contact between external objects and the surface, addressing the intrinsic
instability issue related to system perturbations. In comparison, stability of conventional disordered media is only several hours\textsuperscript{18, 37, 38}; realignment of both the position and orientation is often needed for each experiment\textsuperscript{18, 37-39}. Once characterized, the reported device can be operated without recalibrating the surface profile, avoiding the blind ptychography problem where both the object and probe need to be jointly recovered\textsuperscript{3-5, 23}. Figure 1e shows the flexibility of using the reported device for imaging different types of samples.

The turnkey fabrication of the device allows the implementation in parallel. Figure 2a shows the design of the parallel coded ptychographic array using 8 sensors and Figure 2b shows the prototype platform. The assembling procedures can be found in Supporting Information, Video 1, and Note 1. To operate the system, we translate the sample (or sensor) for diffraction data acquisition. The step size in-between adjacent acquisitions is 1-3 µm, corresponding to a translation speed of ~60 µm/s. The sample can be in continuous motion without motion blur. Time gated acquisition or pulse illumination in automated microscopy is not needed in our approach. For one FoV of the image sensor (~30 mm\textsuperscript{2}), we typically acquire 200-450 images in 8-15 s. We then position the sample to a new FoV and repeat the acquisition process (Supporting Information, Video 2). 8 sensors operating in parallel enable the acquisition of a 240-mm\textsuperscript{2} effective FoV in less than 15 s.

**Figure 2.** Parallel coded ptychography prototype and its resolution-enhanced imaging performance. (a) Design of the coded ptychographic array where a 1-to-8 fiber beam splitter is used to couple laser light for sample illumination. Refer to Supporting Information, Video 1, and Note 1 for its operation. (b) The prototype with 8 sensors operating in parallel, achieving the highest throughput for wide-field, high-resolution microscopy. (c) Pixel readout at different incident angles. (d-e) The recovered image of a resolution target using 532 nm incident light, resolving the 345-nm linewidth. (f) The recovered image using 405 nm incident light, resolving the 308-nm linewidth. (g) The captured raw image for g, with a pixel size of 1.85 µm. Inset shows the measured intra-pixel intensity response (also refer to Figure S6).

**Imaging model with spatial and angular responses.** Conventional CDI approach models the pixel output as an integration of the wave intensity across its active sensing area. This model, however, fails to consider
the coherent nature of the impinging light waves. It is only valid when the pixel angular response is uniform across the spatial frequency bandwidth of the impinging waves. To achieve a high-NA performance, we need to consider both the incoherent intensity integration and the coherent angular response in the CDI model as follows:

\[ I_j(x - x_j, y) = \text{Avg}_{M \times M} \{ [W(x, y - y_j) \cdot S(x - x_j, y) \otimes \text{PSF}_{\text{free}}(d)] \otimes \text{PSF}_{\text{angular}} \}^2 \cdot \text{Mask}_{\text{pixel}}(x - x_j, y), \]

where \( I_j \) is the \( j \)th captured image, \( W \) is the object exit wave on the engineered surface, \( S \) is the transmission profile of the engineered surface, \( \text{PSF}_{\text{free}}(d) \) is the point spread function (PSF) for free-space propagation of distance \( d \) (~320 µm in our device), \( \text{PSF}_{\text{angular}} \) is a complex PSF for modeling the coherent angular response of the pixels and its Fourier transform is the angular transfer function shown in Figure 2c, \( \text{Mask}_{\text{pixel}} \) is the incoherent spatial intensity response mask of the pixels, ‘\( \cdot \)’ represent point-wise multiplication, ‘\( \otimes \)’ represents convolution, \( x_j \) is the positional shift of the sensor array, \( y_j \) is the positional shift of the sample array, and ‘\( \text{Avg}_{M \times M} \)’ represents \( M \times M \) average pooling for image down-sampling. For Figure 2c, we mount the image sensor on a rotation stage and illuminate the sensor with a plane wave. The intensity response of the pixels is then plotted as the function of the rotation angle. The concept of \( \text{Mask}_{\text{pixel}} \) is also demonstrated in Figure S6, where it models both the intra-pixel response (i.e., pixel PSF) and the inter-pixel response across the entire FoV (i.e., fixed pattern noise and non-uniformity gain of different pixels). In the calibration process, we measure the \( \text{Mask}_{\text{pixel}} \) using the slanted-edge approach\(^{42} \) (Methods and Figure S18).

The precise estimation of positional shifts \( x_j \) and \( y_j \) is the key to achieving the highest resolution in ptychographic imaging. We use the images captured through the coded clear region of the engineered surface for estimating the initial positional shifts\(^{43} \) and further refine them in the iterative process (Supporting Information, Note 2). With the positional shifts and the premeasured \( S \), \( \text{PSF}_{\text{angular}} \), and \( \text{Mask}_{\text{pixel}} \), we can recover the object exit wave \( W \) on the engineered surface and then digitally propagate it back to any plane along the axial direction. Figures 2d-f show the recovered images of the resolution target under 532-nm and 405-nm laser illumination. We resolve 345-nm and 308-nm linewidth on the target and the corresponding best NA is ~0.8, the highest among all lensless ptychographic demonstrations. As a reference, Figure 2g shows a raw diffraction measurement with a raw pixel size of 1.85 µm. To the best of our knowledge, it is the first time to consider both the coherent angular response (\( \text{PSF}_{\text{angular}} \)) and the incoherent spatial response (\( \text{Mask}_{\text{pixel}} \)) for high-resolution CDI. In comparison, Figure S7 shows the recovered images assuming a conventional CDI model with uniform angular and spatial responses. The best-achieved resolution has been degraded to 435-nm and 390-nm respectively, ~25% worse than our results in Figure 2e-f.

**Imaging slow-varying 3D phase objects with many 2π wraps.** Imaging slow-varying 3D phase objects with many 2π wraps is a challenging task for conventional lensless imaging techniques, where the slow-varying phase information cannot be effectively converted into intensity variations for detection. For example, in lensless in-line setups\(^{26-32} \), if we place an optical prism on top of an image sensor, the captured intensity will be uniform across the entire image and contains no information of the phase. Thus, it is impossible to restore the linear phase ramp in the phase retrieval process. One key advantage of the reported technique is the permanent attachment of the engineered surface to the sensor. With the pre-measured
surface, the low-spatial-frequency object phase can be effectively converted into spatial distortions in the diffraction patterns. Thus, the device enables true quantitative phase recovery regardless of the object’s spatial frequency contents, enabling large-scale phase and height measurement for various metrology applications.

**Figure 3.** Quantitative phase and height metrology. (a) Recovered phase image of a phase target. (b) The heightmap for the phase target. The recovered phase profiles of an optical prism (c), bi-convex lens (d), and live bacterial colonies on an uneven agar plate (e). These slow-varying phase profiles with many $2\pi$ wraps are challenging to obtain using other common lensless on-chip microscopy techniques.

In Figure 3a, we show the recovered phase of a quantitative phase target. The corresponding height maps are shown in Figure 3b, where the line traces match well with the ground truths. Figures 3c-3e show the recovered phases of slow-varying phase objects, including a 2-degree optical prism, a bi-convex lens with a 5-cm focal length, and bacterial colonies on an uneven agar plate. In comparison, Figure S8 shows the failed reconstructions of the same objects with blind ptychography\(^4,5\), where both the object’s exit wave and the engineered surface profile are jointly updated in the process. In Figure S9, we also show the recovered whole slide phase image of a histology slide at centimeter scale.

**Virtual staining for high-throughput whole slide imaging.** The reported platform can also be used for high-throughput whole slide imaging (WSI) for digital pathology, where tissue slides are converted to digital images for inspection and computer-aided diagnosis. To facilitate our platform for WSI, we develop an unsupervised deep neural network, termed phase-attention-guided cycle-consistent generative adversarial network (pcGAN), for virtual color and fluorescence staining (Figures 4 and S10). Our pcGAN employs the cycleGAN architecture\(^44\) and uses the recovered phase image for attention guidance in the
image translation process (Methods). As shown in Figure 4a, one generator in the pcGAN takes the recovered intensity and phase as the input and produces the virtually stained images according to different color and fluorescence staining styles.

Figure 4. The phase-attention-guided cycle-consistent generative adversarial network (pcGAN) for virtual staining. In the generator $G_{AB}$, we use the recovered phase as the attention guidance for addressing the intensity ambiguity problem (Figure S11). (a) The A-B-A cycle structure for translating the input ptychographic reconstruction $A$ into virtually stained image $B$, then back to $A$. (b) The B-A-B cycle-structure for translating the real stained image $B$ into ptychographic reconstruction $A$, then back to $B$. Refer to Figure S10 for the detailed network structures.

There are three innovations for the reported pcGAN. First, we use the recovered phase as the attention map for constructing the generator. This attention-guided strategy enables accurate virtual staining and avoids the ambiguity issue of intensity-only or phase-only input. Figure S11 shows the comparison of virtually stained images with and without using the phase attention map. Without using the phase for attention guidance, cells with similar intensity result in ambiguity for staining, leading to staining errors in Figure S11b. Second, our network does not require paired images for training and it is different from the previously reported supervised approach$^{45}$. The alignment and registration of paired data are not needed in our implementation. In the training process of pcGAN, we use two sets of unpair data: the recovered intensity and phase from our platform, and the captured color image using a WSI system$^{46}$. The pcGAN learns the mapping from the two unpaired datasets. Third, we employ a multiscale structural similarity index measure (SSIM) loss term to avoid color reversal and feature distortion between the input and output (Methods).

To recover the whole slide image using the reported platform, we need to properly refocus the exit wave to the in-focus positions. In contrast with the conventional WSI where a focus map is generated before scanning, our platform allows autofocusing after the data has been acquired. As shown in Figure 5a, we generate focus maps of the samples based on the recovered exit waves (Supporting Information, Note 2). In Figure 5b, we train 5 pcGANs to generate the virtually stained images according to different staining styles. We can resolve the kinetoplast, flagellum, and nucleus of the Trypanosoma parasites in Figure 5b2. As a reference, Figure 5c shows the ground-truth images captured using a 40×, 0.95 NA objective lens. The difference between our images and the ground truths is shown in Figure 5d and quantified by SSIM. Figures S12-S16 and Videos 3-7 show the whole slide images of those in Figure 5b. In Figure 6a, we also perform virtual Wright staining of the recovered complex blood smear image using our prototype. Figure 6b shows the zoom-in views of the WBCs and the corresponding virtually stained color images. The ground truth images are shown in Figure 6c for comparison. In Figure 6d, we show the first 45 white blood cell images automatically located via cell segmentation.
Figure 5. High-throughput whole slide imaging using the reported parallel coded ptychography platform. (a) The focus map for WSI, where we propagate the recovered exit wave to different axial positions and select the focus points based on a focus metric. (b) The virtually stained whole slide images using our system. (c) The ground-truth images captured by a 40×, 0.95 NA lens. (d) The difference between b and c. Refer to Figures S12-16 and Videos 3-7 for the whole slide images.

Similar to virtual color staining in Figures 5-6, we also perform virtual fluorescence staining in Figure 7, where the recovered whole slide image of mouse kidney slide is virtually stained with Alexa Fluor 488 for labeling glomeruli and convoluted tubules. Figure S17 shows the difference between the virtually stained images and the ground truth fluorescence images acquired by a regular microscope. The rich structural information and superior phase sensitivity in ptychographic reconstruction allow accurate fluorescence labeling using the pcGAN.
Figure 6. Blood film inspection based on the virtually stained image. (a) The virtually stained whole slide image of a blood smear. (b) The zoom-in view of the WBCs’ phase images and the corresponding stained images. (c) The ground truth images captured using a 40×, 0.95 NA objective. (d) Sample virtually stained WBCs tracked by the platform.

Figure 7. Virtual fluorescence labeling using whole slide ptychographic reconstruction. (a) The generated focus map post measurement. (b) The virtually stained whole slide image of mouse kidney section. (c) The magnified view of b, where we digitally label the glomeruli and convoluted tubules using the pcGAN.
Discussion and conclusion

The scaling of complexity in array microscopy is a major obstacle impeding large-scale, high-throughput imaging for biomedical applications. Here, we demonstrate a turnkey parallel coded ptychography system with an imaging throughput orders of magnitude higher than the previous implementations. The contributions and innovations of the reported platform can be summarized as follows. First, the disorder-engineered surface contains both chemically-etched phase scatters and printed intensity absorbers for achieving the highest NA among all existing ptychographic systems. The achieved NA and resolution is at least two times higher than those demonstrated in wide-field lensless ptychographic systems. The unique fabrication process also differs from that of the conventional metasurface, allowing cost-effective manufacturing without involving optical or electron lithography. Second, we develop a new CDI model that considers both the incoherent intensity integration mask and the coherent angular response of the pixels. This imaging model outperforms the regular CDI model where both intensity and angular responses are assumed to be uniform. Third, the permanent attachment of the engineered surface to the image sensor avoids the stability and alignment issues of the conventional scattering lens. With the engineered facet facing the pixels, the attachment process generates an integrated device that eliminates potential damages from external contacts. It also addresses the blind ptychography problems where both the object and probe need to be updated in the process. In this regard, we demonstrate the recovery of slow-varying phase profiles with many \(2\pi\) wraps, including optical prism, convex lens, and large bacterial colonies. The low-frequency phase contents of these objects are challenging to obtain using existing lensless techniques. Fourth, lens-based system often suffers from demanding requirements on the mechanical stability. Images can be easily defocused due to misalignment or environmental vibrations. In our device, we encode an empty region on the engineered surface for positional tracking. The device can be operated without feedback from the mechanical stage, enabling open-loop optical acquisition. The approach using an encoded clear region for positional tracking can also be used in other ptychographic implementations to eliminate the need for precise mechanical scanning. Post-measurement autofocusing demonstrated in this work further eliminates the need to maintain a precise distance between the sample and the engineered surface. Fifth, we employ a novel unsupervised pcGAN for virtual staining. The network uses phase image as attention guidance and the training process requires no paired data. Compared with the cycleGAN virtual staining process, the phase attention guidance employed in our platform addresses the ambiguity problem of intensity- or phase-only networks. Lastly, the parallel image acquisition using a coded ptychographic array allows us to achieve an imaging throughput higher than that of a regular whole slide scanner while at a small fraction of the cost.

The fundamental resolution limit of the reported platform is that corresponding to an NA of 1 in air. The current achieved NA is close to 0.8 in air. To further improve the NA, one straightforward solution is to add immersion oil in-between the object and the engineered surface. We also note that the resolution performance demonstrated here is achieved without aperture synthesizing. It is also possible to improve the resolution of 2D thin objects using the angle-varied illumination concept demonstrated in Fourier ptychography and lensless in-line holography. However, for 3D objects such as an optical prism, tilting the illumination plane-wave would change the spectrum of the object rather than just shifting it in the Fourier space. In a wave optics picture, tilting the illumination would rock the Ewald sphere around the origin. As such, each captured image corresponds to a spherical cap of the Ewald sphere in the Fourier space. These spherical caps do not span a single 2D plane in the Fourier domain. Our ongoing effort is to perform 3D quantitative diffraction tomographic reconstruction via angle-varied illumination.
In our design of the engineered surface, the micron-level relatively large phase scatters can better convert the object phase information into intensity variations for detection. The principle is similar to that of phase contrast microscopy, where a phase plate is used to convert the phase information into intensity variations for better visualization. The sub-wavelength intensity absorbers, on the other hand, can convert the large-angle diffractions into smaller angles for detection. The principle is similar to that of structured illumination microscopy, where a non-uniform illumination pattern is used to modulate the high-frequency object information into the passband of the optical system. We also note that the optimal choice of the coded pattern (i.e., the surface profile) may depend on the object exit waves. In the current study, we have not explored all possible combinations of different intensity absorbers and phase scatters. How to choose the optimal pattern profile and its convergence property is an important topic for the reported technique. Further research along this direction is highly desired.

Ptychography is an enabling CDI technique for both fundamental and applied sciences. Its applications in high-throughput optical imaging, currently in their early stage, will continue to improve in performance and expand in applications. The reported study is among the first steps in this direction.

Methods

Preparation of the disorder-engineered surface. The engineered surface contains micron-size phase scatters with sub-wavelength intensity absorbers. To prepare the surface, we first cut a microscope coverslip into the proper size for covering the bare image sensor (Sony IMX 226). We then applied the glass etching chemicals (17% barium sulfate, 11% sulfuric acid, 8% sodium bifluoride, 5% ammonium bifluoride) on the surface for 1-3 s before washing them with water. A longer etching time often leads to large phase scatters that cannot be modeled as a thin 2D surface. This etching and cleaning process was repeated 5-10 times for generating the dense phase scatters on the surface. The average depth and size of the phase scatters are 320 nm and 3.6 µm in Figure 1b, and the same parameters are used in Figure S1-S2 for validation. In the etching process, part of the surface was protected by a plastic film for positional tracking. With the etched surface, we printed carbon particles as intensity absorbers on the etched facet as shown in Figure S4. We first rubbed the etched surface with silk clothes to make it positively charged. We then used a negatively charged printer roller to deposit carbon nanoparticles on the etched surface. The resulting engineered surface was permanently attached to the bare image sensor using nail polish, a procedure inspired by the coverslip sealing of microscope slide (Figure S4c-S4e). With the integrated devices, we mounted the sensor array and the sample holder on two separated motorized stages modified from a low-cost computer numerical control (CNC) router.

Measuring the pixel PSF. In Eq. (1), we used $Mask_{\text{pixel}}$ to model the incoherent intensity response of the pixels. For each pixel of the captured raw image, we have $M$ by $M$ subpixels in the $Mask_{\text{pixel}}$ as the pixel PSF for super-resolution imaging. The intensity response of the pixel PSF is higher at the center than that at the edge (Figure S6). In our implementation, we measured the pixel PSF using the slanted-edge approach, where a slightly tilted edge of an opaque target was projected on the image sensor using a 20×, 0.75 NA objective. Figure S18 shows the measurement process and the result of the measured pixel PSF.

The recovery process. The recovery process is based on the imaging model of Eq. (1), where each raw pixel in the captured image corresponds to $M \times M$ pixels in the exit wave $W$. In the calibration experiment, we used an H&E slide as a weak-phase object that does not contain slow-varying phase features. We acquired 1500 raw images for joint recovery of the object exit wave $W(x,y)$ and the surface profile $S(x,y)$. For all subsequent experiments, the calibrated surface profile $S(x,y)$ and the measured $Mask_{\text{pixel}}(x,y)$
were enforced in the phase retrieval process for avoiding the blind ptychography problem. The number of acquisitions ranges from 200 to 450 and the images were captured at 30 frames per second. The setup of the calibration experiment is the same as that of the non-blind one; the only difference is that we acquire more images for the calibration experiment. For all experiments, we also iteratively refine the positional shift $x_j$, $y_j$ and correct the laser intensity for each acquired image in the recovery process (Supporting Information, Note 2).

**Phase-attention-guided network for virtual staining.** The reported pcGAN in Figure 4 consists of two generators, $G_{AB}$ and $G_{BA}$, and two discriminators, $D_A$ and $D_B$. For the recovered amplitude and phase images $A$ using the coded ptychography system, the generator produces a virtually stained image $B$ of the object ($G_{AB}: A \rightarrow B$). Similarly, the generator $G_{BA}$ creates a fake amplitude and phase images $A$ based on a real color image $B$ captured by the whole slide scanner ($G_{BA}: B \rightarrow A$). Each generator has a corresponding discriminator, which attempts to tell apart the generated images from the real ones, i.e., $D_A$ distinguishes $A$ from $G_{BA}(B)$, and $D_B$ distinguishes $B$ from $G_{AB}(A)$. We use the following loss function in our training process:

$$Loss(G_{AB}, G_{BA}, D_A, D_B) = L_{GAN-AB}(G_{AB}, D_B, A, B) + L_{GAN-BA}(G_{BA}, D_A, B, A) + \lambda_1 \cdot L_{cyc}(G_{AB}, G_{BA}) + \lambda_2 \cdot (1 - msSSIM_{g}(G_{AB}(A), A)) + \lambda_2 \cdot (1 - msSSIM_{g}(G_{BA}(B), B)),$$

where $L_{GAN-AB}$ and $L_{GAN-BA}$ are the adversarial losses for the forward and backward generator-discriminator pairs, and $L_{cyc}$ is the cycle consistency loss. The term $msSSIM_{g}$ represents the multiscale SSIM loss between the green channel of the stained images and the intensity of the ptychographic reconstruction. We introduce this loss to avoid color reversal and distortion between the input and output images\(^47\). $\lambda_1$ and $\lambda_2$ are the weights for different loss terms and we set them to 10 and 0.2, respectively. The network structure of the generator $G_{AB}$ is shown in Figure S10a, which consists of 9 pairs of down-sampling blocks followed by 9 up-sampling blocks. The down-sampling blocks in the phase path are used as multiscale attention guidance for the feature maps in the intensity path. The red arrows in Figure S10a indicate skip connection and concatenation of the feature maps from the down-sampling blocks to the up-sampling blocks. For the generator $G_{BA}$ in Figure S10b, we use a U-net structure that consists of 9 down-sampling blocks followed by 9 up-sampling blocks. For the discriminators $D_A$ and $D_B$, we employ the PatchGAN classifiers in Figure S10c.
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Resolution-enhanced parallel coded ptychography for high-throughput optical imaging
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The image presents the concept of parallel coded ptychography technique. The biospecimens are translated across the disorder-engineered surfaces on top of the image sensors for diffraction data acquisition. The prototype device can resolve 308-nm linewidth on the resolution target and acquire gigapixel microscopic images with a 240-mm² effective field of view in 15 seconds. The imaging throughput is orders of magnitude higher than that of whole slider scanner while at a small fraction of the cost.