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Abstract. Building automation and control systems (BAS) have become a common part of non-residential buildings in the past decades. However, many automation systems rely on severely outdated technology that render it challenging, if not impossible, to implement recently developed, advanced building control approaches. By contrast, recent developments in cloud computing and wireless technology could support solutions to these challenges. However, many stakeholders require a suitable methodology to determine the potentials and the requirements of future, possibly next generation BAS. In this paper, we thus present and apply a method to answer the open questions and define minimum requirements. For that end, we investigate available communication technologies, protocols, and interfaces. Moreover, we present a simple test bench layout that could serve as a blueprint for future, more comprehensive test benches. It is a model a ventilation circuit consisting of a CO₂ sensor for the supply air and an electronic damper. We turned these conventional components with analogue interfaces into IoT devices using a previously developed WiFi gateway. An exemplary test is the control of the CO₂ concentration using a feedback controller implemented on an external machine. We aim to extend our initial prototype to a real-life building demonstration for dynamically scalable automation systems using wireless communication and develop our set-up into a platform enabling arbitrarily complex automation strategies and artificial intelligence applications.

1. Introduction and related work

In recent decades, buildings have become highly monitored data sources, often comprising thousands of sensors, actuators and configuration information [1]. As of now, most of the data sources such as single sensor elements are wired to larger automation stations, often in a strictly hierarchical way. The format of the data is governed by a multitude of different protocols and standards [2]. The set-up of such a system is a mayor task in construction, and altering the system in later stages of the buildings life-cycle is often an expensive and difficult task. The implementation of new automation applications is often hindered significantly by vendor-locked systems that are not fully interoperable with other suppliers [3].

With the rise of the Internet of Things (IoT) and Cloud computing, low-cost and often wireless devices have attracted more attention from researchers in automation and subsequently, the building automation industry [4]. The promises of IoT include easy installation, reduced
configuration effort, high availability and direct cloud integration. The deployment of IoT sensors can also be used to enhance existing building management systems [5]. Cloud computing in turn promises the access to unlimited computing power, to be used in artificial intelligence, model predictive control and more.

IoT includes stakeholders and actors from many different fields, each viewing the problem under the notions and concepts of their field. As a result, IoT represents a synergy of three different visions[6, 7]:

- **the thing oriented vision**, focusing on the single sensor or component, that is now considered as an individual object rather than part of a major device,
- **the internet-oriented vision**, where the network and interconnectivity, and subsequently the middleware, of things are the starting point for design, and
- **the semantic-oriented vision**, considering the problem of identifying, representing, storing and exchanging unique information.

IoT architectures can be utilized to develop and deploy advanced control algorithms for devices like HVAC units and, ultimately, whole building energy systems [8]. Despite the high research interest of the recent years, many problems still remain to be studied [7]. Experiences from field test show that the development of IoT devices is a challenge that needs to be addressed by the whole industry to create common standards and provide interoperability [9].

Among the major concerns is the architecture of the system and the development of security among all layers of the system [10, 11, 12]. Therefore, we propose a methodology that could be the basis for future in-depth analyses of the above-mentioned research questions and the development of future IoT-based building automation systems (IoT-BAS).

In this paper, we propose specifications that we consider the minimum requirements of IoT-BAS. Based on these specifications, we deduct questions that, in our opinion, any future researcher or developer of IoT-BAS should answer before the actual development. After these theoretical considerations, we present a low-cost test bench setup that allows practical evaluation of IoT control loops. A summary of the methodology and its application to the presented test bench concludes the paper. The activities outlined in this paper are part of the research project Next Generation of Building Automation Technology (NextGenBAT).

2. Methodology

In order to support the development of future IoT-BAS, we propose the following minimum requirements and a non-exhaustive list of questions that can provide guidelines for researchers and developers.

2.1. Minimum requirements

As the terms IoT has various definitions, we define the following for the considerations in this paper. An IoT-BAS contains, although not exclusively, devices that can communicate via the internet with servers located outside of the building. This communication is not typical for contemporary BAS and has a series of interesting implications, which are summarized in Figure 1 and described in the following.

Each field device, i.e. sensors and actuators, in the BAS should either be Internet Protocol (IP)-enabled or connected to a gateway that is. Multiple field devices can be connected to one gateway. However, we consider one major advantage of IoT-BAS that they avoid the aggregation of a large number of devices on central stations and therefore provide more flexibility. The gateways can be installed in close proximity to the field devices, thus reducing the wiring effort or the damping in case of wireless communication. Moreover, the nearby installation also facilitates the future operators’ orientation in the BAS, which, traditionally, are complex and often confusing systems.
Each component supports Internet Protocol (IP), either Ethernet or wireless. Each component has a unique ID (e.g. the MAC address). Data points are linked according to the physical topology.

Time series and meta data is stored in (separated) data bases. Flexible availability of computing power. Support of established field bus protocols to support application in existing BAS. Flexible implementation of control functions or automatic commissioning tests.

Small buffer of time series data. Devices that do not support IP are connected using gateways.

Remote configuration is possible worldwide. The user can select pre-fabricated models for grouping data points.

Figure 1. The proposed architecture for IoT BAS

The IP-enabled devices have a fixed identifier such as the MAC address. Additional information such as a string containing the position and the function of the device can be stored on the device. It is imaginable that pre-configured devices are delivered to the construction site. However, we consider it important that the configuration can be altered remotely and any time to increase flexibility.

The devices communicate with some kind of cloud platform via a light-weight protocol such as MQTT [7]. The cloud platform should allow for basic modelling of the physical and functional relations of the data points provided by the devices. The user should have access to basic templates, such as a heat pump model that consists of four temperature measurements and electrical power. There are many ontologies available such as SAREF [13] or BRICK [14].

Time series data and meta data provided by the devices should be stored in separate data bases, for example a time series data base and a PostgresSQL data base, respectively. The cloud platform should also allow the user to implement various types of control algorithms such as rule-based and model-predictive control (MPC). We consider it a major advantage of cloud-based control that data can be used for training data-driven model that can, in turn, be used for MPC, load predictions and error detection. It should be possible to send control decisions back to the devices. Thus the communication should be bi-directional.

The IT security is one of the major concerns in IoT-BAS. The requirements to Internet connected devices are very complex and secure systems are hard to design even for domain expert. The topic of security will therefore be analysed in separate work later in the project.

2.2. Open questions
Based on the definition of the minimum requirement, we list the open questions in the following to provide guidelines for the future development of IoT-BAS.

What should be included in the pre-configuration of the devices? These configurations include anything relevant for the secure communication via the internet, e.g. firewall settings of the devices in the local network, IP addresses of the external server and certificates.

What meta-data should be stored on the device? The meta-data can include information on the device type and data point types. It can be comparable to the information in the BACnet standard.
What message format should be used? The messages, e.g. sent from a field device to an external broker via the MQTT protocol, should have a pre-defined format such as data point name, measurement value, time stamp.

What is the ideal message size? In case of measurements, multiple observations could be gathered in one message. Alternatively, each observation can be sent in a dedicated message. There is a trade-off between latency and message count.

What part of the control logic should remain locally? There may be reasons for and against controlling certain control loops from the cloud, depending on the individual situation.

What is the minimal required measurement accuracy? Especially if low-cost sensors are used, the accuracy of the measurements may be an issue. The minimum accuracy required for a certain application should be defined.

What are the highest allowable delays and latencies? IoT environments may reduce time delays via slow field buses such as BACnet MS/TP or slow translations on gateways but require the user to consider the latency of the communication between, for example, an MQTT publisher and a subscriber. Depending on the control task, the user must determine the maximum admissible sample rate.

What is stored on the device temporarily? Each device could store a certain amount of time series data to buffer temporary communication breakdowns or delays or to allow e.g. multiple observations to be gathered in one message.

Is there a need for fall-back control logics? How can the system remain functional in case of connection loss to the cloud system?

2.3. Transition steps
As described in the introduction, the IoT concept consists of multiple parts. It is not necessary for a system to fully support all visions of IoT at once to leverage the positive effects. It is, for example, possible to consider also wired sensors and actuators as semantic objects by individually handling their addressing and data. In such a system, new devices can be integrated following the same semantic convention.

Since many buildings are already fitted with BAS systems, a transition strategy should be present to quickly achieve the amount of users necessary for economically operation of cloud platforms. For current wired systems, the use of IoT Gateways is a comparably cost efficient method to continue using installed wired devices and connect them to a cloud platform. The gateway itself can be either wired or connected wireless.

3. Prototype test bench
In order to provide an example of how future test benches for IoT-BAS could be designed, we built a test stand as small representation of a ventilated and conditioned room. This test bench shall show how common devices can obtain IoT capabilities and demonstrate how the communication between the devices and the cloud-platform can be established. Besides that, we implemented a controller within the cloud-platform, which additionally provides services for data visualization.

The test bench comprises a small box as a representative room, which is occupied by two heating and CO₂ sources in form of candles and a room control unit measuring the temperature and CO₂ concentration within the box. Fresh air is provided by a computer fan. A damper, which is controlled by an electric valve actuator, allows for reducing or increasing the supply air flow.

All the sensors and the actuators use common analogue interfaces for transferring and receiving signals. They are connected to a gateway device we developed in previous works,
Converting analogue signals into the digital representation and transferring the data via WiFi [15].

The data is sent using MQTT. Hence, sensors publish values to a defined topic, while actuators subscribe to a topic and listen for messages published by the broker.

A schematic overview of the bench stand with its components and connections is presented in Figure 2.

On the notebook, data is incorporated into a FIWARE deployment [16] as our demo cloud platform. FIWARE provides message broker and IoT device management components as well as functionality for database storing, visualization and a Python container we use to host the control process. Within the container, we implement a basic PID controller controlling the CO\textsubscript{2} concentration in the test chamber, thus increasing or decreasing the ventilation rate.

Figure 3 shows the result of an experiment conducted on the test bench. The two peaks mark intentional disturbances of the system. The controller is able to keep the CO\textsubscript{2} concentration at the desired level for both tested set points despite the highly fluctuating burning rate of the candles and the two disturbing reboots of the controller.

4. Conclusion and Outlook
In this paper, we presented minimum requirements for the transition from classical to IoT-based BAS. We described an architecture with which these requirements can be met. The architecture was partly set up and demonstrated in a laboratory test set-up using prototype hardware and a minimal control-loop example. In this small-scale scenario, we showed that IoT devices enable cloud-based controls to perform basic BAS functionalities and that both the test bench and the method in general are suitable for further analysis of new technology in BACS.

As a next step in the project, we will retrofit an HVAC unit within the E.ON ERC main building in Aachen to become a fully IoT-enabled component, transferring not only monitoring,
but all control functions into the cloud. This comprehensive test bench will allow to research possible answers to the questions raised in this paper, especially the fall-back time, latency and control quality of IoT systems.

Working together with renowned security specialists, we will run penetration tests on the system, identifying weaknesses in both the architecture design and the implementation, to ensure from the start that IoT is not a greater safety risk than common BAS systems.

To ensure the penetration of IoT into the German construction market, the project aims to create a interest community of stakeholders from the entire building life-cycle, including planers, building owners, building operators, manufacturers of sensors and actuators, manufacturers of wireless communication technology and network and cloud providers. Cooperating with the project team, the committee of this community will ensure that requirements are met and stakeholders are introduced to the new concepts and technologies.
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