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Abstract—In this article, for efficient data collection with limited bandwidth, data-aided sensing (DAS) is applied to the Gaussian process regression (GPR) that is used to learn data sets collected from sensors in the Internet-of-Things systems. We focus on the interpolation of sensors’ measurements from a small number of measurements uploaded by a fraction of sensors using GPR with DAS. Thanks to active sensor selection, it is shown that GPR with DAS can provide a good estimate of a complete data set compared to that with random selection. With multichannel ALOHA, DAS is generalized for distributed selective uploading when sensors can have feedback of predictions of their measurements so that each sensor can decide whether or not it uploads by comparing its measurement with the predicted one. Numerical results show that modified multichannel ALOHA with predictions can help improve the performance of GPR with DAS compared to the conventional multichannel ALOHA with equal uploading probability.

Index Terms—Active learning, data-aided sensing (DAS), Gaussian process regression (GPR).

I. INTRODUCTION

T
HE Internet of Things (IoT) is a network of things where devices and sensors that are connected for a number of applications in various areas, including smart cities and factories [1], [2]. In general, layered approaches are considered to build IoT systems, where the bottom layer is usually responsible for collecting information or data from devices or sensors and the top layer is the application layer [3], [4]. Applications in the application layer are to process data sets collected from devices and sensors to produce desired outcomes.

To support the connectivity for the IoT, a number of different approaches have been proposed [5]. Among those, machine-type communication (MTC) is one of the promising approaches that can support a large number of devices through cellular systems. In [6], a deployment study of narrowband IoT (NB-IoT) [7], which is one of the MTC standards, is carried out to support IoT applications over a large area. A key advantage of cellular IoT is the infrastructure that allows a number of IoT applications to utilize data sets collected from MTC-enabled sensors and devices over a large geographical area (e.g., a region or country).

Collecting data sets from sensors or devices deployed in an area of interest requires sensing to acquire local measurements or data and uploading to an access point (AP) in a wireless sensor network (WSN) or a base station (BS) in cellular IoT. In general, energy-efficient techniques to save sensors’ energy are widely studied [8], [9]. However, bandwidth-efficient techniques are not relatively well studied (except for some specific cases, e.g., WSN for monitoring high frequency events in [10]), which may be crucial in MTC when there are a large number of sensors [11].

Due to the presence of a large number of sensors or devices in a cell, it is often challenging to collect data sets with limited bandwidth. For example, suppose that a set of measurements can be periodically collected from sensors or devices stored in a cloud without any specific applications. Then, since it may take a long time to collect all the measurements, measurements from certain devices may not be utilized for a while by any applications and become outdated when they are eventually utilized. Thus, while sensing and uploading can be considered separately, they can be combined for efficient data collection, which leads to data-aided sensing (DAS) [12], [13]. DAS is an iterative data collection scheme, where a BS is to collect data sets from devices or sensors through multiple rounds. In DAS, the BS is able to choose a set of sensors at each round based on the data sets that are already available at the BS from the previous rounds for efficient data collection, while the sensor (or device) selection criteria can depend on specific applications. As a result, with limited bandwidth, the BS is able to efficiently provide necessary information with a small number of measurements compared to random selection.

In [12] and [13], DAS has been studied with specific parametric models for measurements in WSNs or IoT systems. On the other hand, in this article, without any specific model for measurements, DAS is applied to the Gaussian process regression (GPR), which is one of machine learning algorithms [14]–[16], when GPR is used to learn a data set of sensors. Note that various machine learning algorithms can be used for IoT networks [17]. In particular, with a partial set of measurements, GPR is used for regression so that an estimate of the measurements of the sensors that do not upload their measurements yet can be obtained. To make GPR efficient with a small number of sensors uploading their measurements, DAS is applied for active sensor selection. The resulting approach can be seen as active learning [18] in WSNs or IoT systems, where data collection for learning can be actively carried out through active sensor selection in DAS. In this article, DAS is also generalized with selection criteria when multiple...
TABLE I
GLOSSARY OF KEY SYMBOLS

| Symbol | Description                      |
|--------|----------------------------------|
| \( L \) | Number of sensors                |
| \( x_l \) | Location of sensor \( l \)        |
| \( X \) | Set of the locations of all \( L \) sensors |
| \( y_l \) | Measurement of sensor \( l \)     |
| \( y(t) \) | Set of measurements up to round \( t \) |
| \( Y \) | Set of the measurements of all \( L \) sensors |
| \( m(x_l) \) | Mean measurement at location \( x_l \) |
| \( B \) | Number of multiple access channels |
| \( Q \) | Number of selected sensors per round with \( B \) channels |
| \( p_{\text{sleep}} \) | Probability that a sensor is in sleep mode |

...sensors can upload at each round through multiple channels using random access (i.e., multichannel ALOHA [19], [20]). The resulting DAS becomes distributed DAS where distributed selective uploading takes place by multiple sensors of different probabilities of uploading that depend on the difference between actual measurement and prediction. Note that when some sensors go to sleeping mode to save energy [21], the bandwidth can be wasted, because the BS cannot receive any measurements from them in conventional DAS. On the other hand, in distributed DAS, since only active sensors can upload, it can be more efficient than conventional DAS when a fraction of sensors are dormant.

The remainder of this article is organized as follows. In Section II, the system model is presented with an overview of GPR that allows to perform regression with a subset of measurements uploaded by a fraction of sensors. DAS is applied to GPR in Section III and application-dependent criteria for sensor selection are introduced in Section IV. In Section V, a distributed updating approach for DAS is studied with multichannel ALOHA. We present numerical results in Section VI and, finally, conclude this article in Section VII with some remarks.

Notation: Matrices and vectors are denoted by uppercase and lowercase boldface letters, respectively. For a vector \( \mathbf{x} \), \( \| \mathbf{x} \| \) stands for the 2-norm. The superscript \( T \) denotes the transpose and the superscript \( c \) represents the complement of a set. \( E[\cdot] \) and \( \text{Cov}(\cdot) \) denote the statistical expectation and covariance, respectively. \( \mathcal{N}(\mathbf{a}, \mathbf{R}) \) represents the distribution of Gaussian random vectors with mean vector \( \mathbf{a} \) and covariance matrix \( \mathbf{R} \). \( \text{Unif}(a, b) \) stands for the uniform distribution over \( [a, b] \), where \( b > a \).

II. BACKGROUND

In this section, we present the system model and an overview of GPR.

A. Sensors and Measurements

Suppose that there are \( L \) sensors and each sensor’s location, denoted by \( x_l \), is known by a BS that is also deployed with sensors over a certain area for a cellular IoT system (or WSN) as illustrated in Fig. 1. Here, the subscript, \( l \), is used to denote the index of sensors. The measurement of sensor \( l \) is denoted by \( y_l \). Thus, the complete data set is the set of all measurements, which is denoted by \( Y = \{ y_1, \ldots, y_L \} \). For simplicity, we assume that \( y_l \) is a scalar, although it can be a vector. For example, \( y_l \) can represent the temperature at location \( x_l \) when an IoT system is used for environmental monitoring. In addition, since \( x_l \) represents the location of sensor \( l \), it can be a scalar in a 1-D space or a 2-D vector in a 2-D Cartesian coordinate system (which might be typical in most WSNs).

If the BS can receive the measurements from all the sensors, it has the complete data set, \( Y \), that shall be available for a number of applications in the IoT systems [3]. However, when \( L \) is sufficiently large, with a limited bandwidth, it may take a long time to make \( Y \) available. As a result, when the uploading time is limited, it is desirable to find an estimate of \( Y \) using measurements from a small number of sensors. That is, as shown in Fig. 1, with a partial data set uploaded by a fraction of sensors (represented by black dots), the BS needs to perform interpolation to estimate the complete data set, \( Y \). Fortunately, provided that the measurements of closely located sensors are highly correlated, it is possible to have a good estimate of \( Y \) from measurements of a fraction of sensors using the ML algorithms. Throughout this article, we assume that the BS has sufficient computing power to perform ML algorithms. In this sense, the BS can also be seen as a server that performs ML algorithms to learn data sets.

B. GPR

In this section, we present an overview of one of the ML approaches, GPR [14], to learn data. Since GPR is a nonparametric regression approach, we will use it to estimate \( Y \) using a subset of \( Y \) without any specific parametric model.

Let \( x_l \in X \) be the \( l \)th input location, where \( X \) represents the set of all possible locations (in the time or space\(^1\) domain). In addition, denote by \( y(x_l) \), the measurement or data at \( x_l \), i.e., \( y_l = y(x_l) \). It is assumed that

\[
y(x_l) \sim \mathcal{N}(m(x_l), \sigma^2)
\]

(1)

where \( m(x_l) \) denotes the mean of the measurement at location \( x_l \) and \( \sigma^2 \) represents the variance of noisy observation. Furthermore, \( m(x) \) is assumed to be Gaussian that has the following distribution:

\[
m(x) \sim \mathcal{N}(0, \kappa_\theta)
\]

(2)

where \( \kappa_\theta \) represents the kernel that is parameterized by \( \theta \) [14]–[16].

\(^1\)In this article, we consider the space domain as GPR is used to interpolate measurements of sensors that are deployed over a certain area.
Suppose that the measurements at certain locations, which are denoted by \( x_1, \ldots, x_N \), are available. That is, \( y(x) \) is available for \( x \in X_0 = \{x_1, \ldots, x_N\} \subset X \). For convenience, let \( y_0 = [y(x_1) \ldots y(x_N)]^T \). In addition, let \( X_1 = \{X_0 + 1, \ldots, X_0 + M\} \subset X \) be the test set, which is a set of certain locations of interest. Using GPR, although the measurements associated with \( X_1 \) are not available, it is possible to find their estimates via the distribution of their mean values, which is the following conditional distribution:

\[
f(m(X_1)|y_0, X_0, X_1)
\]

where \( m(X_1) = [m(x_{N+1}) \ldots m(x_{N+M})]^T \). Under the Gaussian process assumption, the joint distribution of \( y_0 \) and \( m(X_1) \) can be given by

\[
\begin{bmatrix}
y_0 \\
m(X_1)
\end{bmatrix}
\sim N\left(0, \begin{bmatrix} K_0(X_0, X_0) + \sigma^2I & K_0(X_0, X_1) \\ K_0(X_1, X_0) & K_0(X_1, X_1) \end{bmatrix}\right)
\]

where \( K_0(X_i, X_j) \) represents the covariance matrix comprising the covariance between an element of \( X_i \) and another element of \( X_j \), where \( i, j \in \{0, 1\} \). For example, \( [K_0(X_0, X_1)]_{i,m} = k_0(x_i, X_{1+m}), l = 1, \ldots, N \) and \( m = 1, \ldots, M \). From (4), the conditional distribution of \( m(X_1) \), which is also Gaussian, has the mean and covariance matrix as follows:

\[
\begin{align*}
E[m(X_1)|y_0] &= K_0(X_1, X_0)(K_0(X_0, X_0) + \sigma^2I)^{-1}y_0 \\
\text{Cov}(m(X_1)|y_0) &= K_0(X_1, X_1) - K_0(X_1, X_0)(K_0(X_0, X_0) + \sigma^2I)^{-1}K_0(X_0, X_1).
\end{align*}
\]

In (5), \( E[m(X_1)|y_0] \) can be seen as an estimate or prediction\(^2\) of the measurements of the sensors associated with \( X_1 \) for given available measurements \( y_0 \), and the conditional covariance, \( \text{Cov}(m(X_1)|y_0) \), can be used to see the estimation error or uncertainty of \( E[m(X_1)|y_0] \).

### III. DATA-AIDED SENSING FOR GPR

Due to limited bandwidth for uplink transmissions, the BS may need to collect measurements from sensors through a number of rounds. Then, there can be a predetermined order for sensors’ uploading, e.g., the increasing order in terms of the index, \( l \). While any order can be considered, there could be a certain order that allows the BS to produce a good prediction of the values of the sensors that do not upload their measurements yet using the measurements from the sensors that already uploaded. The resulting approach is referred to as DAS in [12] and [13]. In this section, DAS is applied to GPR where regression can be performed with active sensor selection so that a good estimate of the sensors’ complete data set, i.e., \( \mathcal{Y} \), is available with a relatively small number of sensors.

For simplicity, suppose that one sensor can upload its measurement at each round. Denote by \( l(t) \) the index of the sensor that uploads its measurement at round \( t, t \geq 1 \). In addition, let \( \mathcal{L}(t) \) be the index set of the sensors that have uploaded their measurements up to round \( t \), i.e., \( \mathcal{L}(t) = \{l(1), \ldots, l(t)\} \). For convenience, let \( \mathcal{L}(0) = \emptyset \). In addition, let

\[
\begin{align*}
y(t) & : \text{the measurements corresponding to } \mathcal{L}(t) \\
X_0(t) & : \text{the set of locations of sensors corresponding to } \mathcal{L}(t) \\
X_1(t) & : \text{the set of locations of sensors corresponding to } \mathcal{L}(t)^c.
\end{align*}
\]

Since \( y(t) \in \mathbb{R}^l \) becomes the vector of the measurements that are available at the BS up to round \( t \), the BS can use GPR to find the conditional mean of \( m(X_1(t)) \) [for given \( y(t) \)] as an estimate of the measurements of the sensors that do not upload yet (i.e., the sensors associated with \( \mathcal{L}(t)^c \)). That is, at round \( t \), an estimate of the complete data set, \( \mathcal{Y} \), can be obtained from the partial data set associated with \( X_0(t) \), i.e., \( y(t) \). The prediction for the measurements associated with \( X_1(t) \), \( E[m(X_1(t))|y(t)] \), using GPR is given by

\[
\hat{y}(t) = \left[ E[m(X_1(t))|y(t)] \right]
\]

where \( \hat{y}(t) \) denotes the estimate of \( \mathcal{Y} \) at round \( t \). The estimation error is dependent on the conditional covariance of \( m(X_1(t)) \), i.e., \( \text{Cov}(m(X_1(t))|y(t)) \). In particular, the mean-squared error (MSE) of the estimate is given by

\[
E[\|m(X_1(t)) - E[m(X_1(t))|y(t)]\|^2] = \text{Tr}(\text{Cov}(m(X_1(t)|y(t))).
\]

At the next round, i.e., round \( t + 1 \), a sensor can be selected by the BS to upload its measurement and the selection can be based on the minimization of MSE. To this end, with a certain \( l \in \mathcal{L}(t)^c \), consider the joint distribution of \( y(t) \) and \( m(x_l) \) that has the following covariance matrix:

\[
\text{Cov}\left[ \begin{bmatrix} y(t) \\ m(x_l) \end{bmatrix} \right] = \begin{bmatrix} K_0(X_0, X_0) + \sigma^2I & K_0(X_0, x_l) \\ K_0(x_l, X_0) & K_0(x_l, x_l) \end{bmatrix}.
\]

Then, the conditional mean of \( m(x_l) \) for given \( y(t) \) becomes

\[
m(x_l|y(t)) = k_0(x_l, x_l) - K_0(x_l, x_l)(K_0(X_0, X_0) + \sigma^2I)^{-1}y(t)
\]

and the conditional variance is given by

\[
\text{Cov}(m(x_l|y(t))) = k_0(x_l, x_l) - K_0(x_l, x_l)(K_0(X_0, X_0) + \sigma^2I)^{-1}k_0(x_l, x_l).$$\]

**Lemma 1:** Among all \( l \in \mathcal{L}(t)^c \), the next sensor that can minimize the MSE of the estimate of \( m(X_1(t)) \) is the sensor associated with the maximum variance. As a result, the selection criterion to choose the next sensor in DAS is as follows:

\[
l(t + 1) = \arg \max_{l \in \mathcal{L}(t)^c} \text{Cov}(m(x_l|y(t))).
\]

**Proof:** The sum of the conditional variances of \( x_l \) for all \( l \in \mathcal{L}(t)^c \) is also the MSE of the estimate of \( m(X_1(t)) \), \( m(X_1(t)|y(t)) \), as follows:

\[
\text{MSE}(t) = \mathbb{E}[\|m(X_1(t))\|^2] - \mathbb{E}\left[m(X_1(t)|y(t))\|^2\right]
\]

\[
= \sum_{l \in \mathcal{L}(t)^c} \text{Cov}(m(x_l|y(t))).
\]
Suppose that \( l \in L(t)^c \) be the index of the next sensor so that \( L(t+1) = (L(t), l) \) and \( L(t+1)^c = L(t) \setminus \{l\} \). Then, we have

\[
\text{MSE}(t) = \text{Cov}(m(x_l|y(t))) + \sum_{t' \in L(t)^c} \text{Cov}(m(x_{l'}|y(t)))
\]

where the second term on the right-hand side becomes the MSE at round \( t + 1 \). Since \( \text{MSE}(t) \) is independent of the selection of \( l \), the minimization of the MSE at round \( t + 1 \), i.e., \( \min_{t' \in L(t)^c} \text{Cov}(m(x_l|y(t))) \), is equivalent to the maximization of \( \text{Cov}(m(x_l|y(t))) \), i.e., \( \max_{t'} \text{Cov}(m(x_{l'}|y(t))) \), which leads to the sensor selection criterion in (13) for DAS.

Based on (13), DAS can be applied to GPR for a good estimate of the complete data set, \( \hat{Y} \), with a small number of the sensors that upload their measurements. There are a few remarks as follows.

1) We have assumed that \( X_1(t) \) is the set of the locations of the sensors that do not upload their measurements yet. It is also possible to define \( X_1(t) \) differently so that the measurements at locations without sensors can be estimated/predicted. In particular, suppose that it is required to interpolate virtual measurements at some locations' where no sensors exist. Let \( \hat{X}_1 = \{ \hat{x}_1, \ldots, \hat{x}_m \} \), where \( \hat{x}_m \) represents the \( m \)th location of interest with \( \hat{x}_m \notin X \). Then, DAS can be used for interpolation, and the next sensor to upload its measurement to minimize the MSE can be decided as follows:

\[
l^*(t+1) = \arg\max_{l \in L(t)} \text{Cov}(m(\hat{X}_1)|y(t), y(x_l)) \tag{13}
\]

Note that the complexity of DAS is proportional to that of GPR as shown in (13), which is mainly dependent on the complexity of matrix inversion in (9) and (10) [14].

2) Like Gaussian DAS in [13], (13) does not depend on the actual measurements, \( \mathcal{Y} \), or available measurements, \( y(t) \). In other words, the order of sensors to upload does not depend on the existing data set, \( y(t) \). However, as will be shown in Section IV, there are also cases that the next sensor to upload its measurement depends on the existing data set or the current prediction of \( \mathcal{Y} \).

3) Although we only consider the case that all the measurements remain unchanged over a number of uploading rounds, they can be time varying. Thus, to estimate \( \mathcal{Y} \) within a limited time (for some real-time applications), DAS is more desirable to efficiently upload sensors’ measurements. DAS for time-varying models subject to delay constraints might be a further research topic to be investigated in the future.

IV. APPLICATION-DEPENDENT CRITERIA

In this section, we generalize DAS for active sensor selection to the case that multiple applications need an estimate of \( \mathcal{Y} \) for different purposes.

Suppose that there are a number of different applications that use the measurements collected by the BS. Thus, the BS is to provide an estimate of \( \mathcal{Y} \) using the measurements up to round \( t \), \( y(t) \), i.e., \( \hat{Y}(t) \). Then, the conditional distribution of \( \hat{Y}(t) \) becomes

\[
\hat{y}(t)|y(t) \sim \mathcal{N}\left( \left[ \begin{array}{c} y(t) \\ m(x_l(t))y(t) \end{array} \right], \Sigma_y(t) \right) \tag{14}
\]

where

\[
\Sigma_y(t) = \begin{bmatrix} 0 & \text{Cov}(m(x_l(t))y(t)) \\ 0 & \text{Cov}(m(x_l(t))y(t)) \end{bmatrix}. \tag{15}
\]

For example, suppose that \( y_1 = y(x_l) \) is the temperature at a location of \( x_l \). Then, an application\(^3\) that is to provide the real-time mean temperature over the area where sensors are deployed can have the following estimate of the mean temperature:

\[
\hat{\mu}(t) = w^T \hat{Y}(t)
\]

where \( w = [(1/L) \ldots (1/L)]^T \). In general, the output of an application can be given by

\[
Z_q(t) = w_q^T \hat{Y}(t) \tag{16}
\]

where \( w_q \) represents the weighting vector for the \( q \)th linear application. Here, by a linear application, we mean an application that provides an output as a linear function of \( \hat{Y}(t) \). For a linear application, the MSE of the output can be given by

\[
\text{MSE}_q(t) = w_q^T \Sigma_y(t) w_q. \tag{17}
\]

Suppose that the \( l \)th sensor, \( l \in L(t)^c \), is chosen at round \( t + 1 \). The conditional covariance matrix can be updated as follows:

\[
\Sigma_{Y,l}(t+1) = \begin{bmatrix} 0 & 0 \\ 0 & \text{Cov}(m(x_l(t))y(t), y(x_l)) \end{bmatrix}. \tag{18}
\]

Then, for the \( q \)th application to minimize the MSE, the sensor to upload its measurement at round \( t + 1 \) can be chosen as follows:

\[
l_q(t+1) = \arg\min_{l \in L(t)^c} \text{MSE}_{q,l}(t+1) \tag{19}
\]

where

\[
\text{MSE}_{q,l}(t+1) = w_q^T \Sigma_{Y,l}(t) w_q. \tag{20}
\]

If there are \( Q \) applications, there can be up to \( Q \) different sensors that are to be selected at round \( t + 1 \), i.e., \( \{l_1(t + 1), \ldots, l_Q(t + 1)\} \). Alternatively, one sensor can be chosen at a time (or at each round) according to the weighted sum of MSEs as follows:

\[
l(t+1) = \arg\min_{l \in L(t)^c} \sum_{q} \beta_q \text{MSE}_{q,l}(t+1) \tag{21}
\]

where \( \beta_q > 0 \) is the weight for the \( q \)th application.

There can be nonlinear applications. For example, if an application is to provide the maximum temperature over the area, the output is

\[
Z = \max_l \left[ \hat{Y}(t) \right]_l. \tag{22}
\]

Let \( l^* = \arg\max_l [\hat{Y}(t)]_l \); If \( l^* \in L(t) \), the maximum temperature is one of the reported measurements up to

\(^3\)In this article, applications mean functions of \( \mathcal{Y} \) or \( \hat{Y}(t) \) the produce outcomes for applications in the application layer of an IoT system.
round \( t \). Otherwise, it becomes one of the predicted measurements of the sensors that do not upload yet. In this case, the application may wish to know its actual measurement. Thus, the index of the sensor at round \( t + 1 \) can be given by \( l(t + 1) = \mathcal{F}(t) \in \mathcal{L}(t)' \). Consequently, due to the presence of multiple applications (either linear or nonlinear applications), we can assume that there are multiple candidates sensors (say \( Q \) sensors) to upload their measurements at each round. If the bandwidth of uplink channels is sufficiently wide, at each round, \( Q \) different channels can be used to upload the measurements from \( Q \) sensors simultaneously. However, if the bandwidth is limited, a fraction of \( Q \) sensors may be able to send their measurements. In addition, there can be some sensors with their actual measurements that are sufficiently close to their predictions, in which case their uploading may result in waste of resource (i.e., uplink channels). In this case, the sensors may not need to upload their measurements. Thus, in DAS with multiple applications, it would be necessary to consider efficient uploading approaches due to limited bandwidth.

V. DISTRIBUTED UPDATING USING MULTICHANNEL RANDOM ACCESS WITH PREDICTIONS

In this section, we study a distributed approach to upload sensors’ measurements using multichannel random access.

A. Motivation

As discussed in Section IV, there can be \( Q \) (\( \geq 1 \)) sensors that are selected to upload their measurements at each round. Thus, for simultaneous uplink transmissions, multiple access channels can be used, say \( B \) channels, where a sensor can upload its measurement through a dedicated channel at each round based on coordination by the BS [i.e., the BS can assign \( B \) uplink channels to \( B \) (out of \( Q \)) sensors]. As a result, up to \( B \) sensors can upload their measurements at each round. However, there can be some drawbacks as follows: 1) some sensors may not have measurements due to various reasons (e.g., a sensor may be in dormant mode and so that it is unable to respond) [13]; 2) some sensors have measurements that are sufficiently close to their predictions at the BS and their uploading leads to waste of channel resource; 3) if \( Q > B \), a single round is not sufficient. Thus, to address those drawbacks, we consider a random access scheme, i.e., multichannel ALOHA with feedback of predictions, which will be discussed in the next section, rather than uploading coordinated by the BS.

Note that since multichannel ALOHA is employed for MTC [20], [22], [23], DAS with multichannel ALOHA could be easily adopted with MTC in cellular IoT.

B. Distributed Updating Using Multichannel ALOHA

Suppose that there are \( B \) multiple access channels for simultaneous uplink transmissions from multiple sensors. We assume that the BS can choose \( Q \) sensors for uploading before round \( t + 1 \), where \( Q \geq B \). The index set of \( Q \) sensors is denoted by

\[
\mathcal{L}_{Q}(t + 1) = \{l_{1}(t + 1), \ldots, l_{Q}(t + 1)\}
\]

where \( l_{q}(t + 1) \) represents the index of the \( q \)-th candidate sensor at round \( t + 1 \). Suppose that each of \( Q \) sensors can decide whether or not it uploads its measurement independently with a certain probability of uploading, which is denoted by \( p_{up} \). If a sensor decides to upload, which is referred to as an active sensor, it can choose one of \( B \) channels uniformly at random. For convenience, let \( K \) be the number of the sensors that decide to upload, which is a binomial random variable. Among \( K \) active sensors, there can be multiple sensors that choose the same channel among \( B \) channels, which results in collision. If collision happens, it is assumed that the BS cannot receive any measurements from the associated sensors. Since the probability that an active sensor can successfully transmit its measurement without collision is \((1 - [1/B])^{K-1}\), the average number of the sensors that can successfully upload their measurements without collisions is given by

\[
S = \mathbb{E} \left[ K \left(1 - \frac{1}{B}\right)^{K-1}\right]
\]

\[
= \sum_{k=0}^{Q} \frac{Q}{k} \left(1 - \frac{1}{B}\right)^{k-1} p_{up}^{k} (1 - p_{up})^{Q-k}. \quad \text{(23)}
\]

After some manipulations, it can be shown that

\[
S = p_{up} Q \left(1 - \frac{p_{up}}{B}\right)^{Q-1}. \quad \text{(24)}
\]

It is straightforward to show that \( S \) is maximized when

\[
p_{up} = \frac{B}{Q} \quad \text{(25)}
\]

and the maximum \( S \) is

\[
S_{\max} = B \left(1 - \frac{1}{Q}\right)^{Q-1} \approx B e^{-1}. \quad \text{(26)}
\]

Note that as mentioned earlier, suppose that some of sensors may not be able to upload their measurements with a probability of \( p_{sleep} \). In this case, for given \( B \) channels, \( Q \) can be decided as

\[
Q = \frac{B}{1 - p_{sleep}} \quad \text{(27)}
\]

so that the maximum \( S \) can be achieved where \( 1 - p_{sleep} \) becomes effectively equal to the probability of uploading, \( p_{up} \). Furthermore, as mentioned earlier, since the measurements of some of \( Q \) sensors are close to predicted values by the BS, they may not need to upload. To modify multichannel ALOHA with the feedback of predictions, suppose that the BS can send the signals through downlink channel to the \( Q \) candidate sensors with the predicted values of their measurements that are given by

\[
m_{q}(t) = m(x_{q}|y(t)), \quad q \in \mathcal{L}_{Q}(t + 1). \quad \text{(28)}
\]

Then, at sensor \( q \in \mathcal{L}_{Q}(t + 1) \), with \( m_{q}(t) \), the prediction error can be found as

\[
e_{q} = m_{q}(t) - y(x_{q}). \quad \text{(29)}
\]

For convenience, the sensor associated with \( l_{q}(t + 1) \) is referred to as the \( q \)-th sensor in this section and omit the round index.
From (33), we have a modified multichannel ALOHA. For given $p_q$, the $q$th sensor can generate a binary random variable, denoted by $V_q$, as follows:

$$V_q = \begin{cases} 1, & \text{w.p. } p_q \\ 0, & \text{w.p. } 1 - p_q. \end{cases} \quad (30)$$

If $V_q = 1$, the $q$th sensor chooses one of $B$ channels uniformly at random and transmits its measurement as in the conventional multichannel ALOHA [19], [20]. Otherwise, the $q$th sensor does not transmit.

Recall that $K$ is the number of active sensors, which can be written as

$$K = \sum_{q=1}^{Q} V_q \leq Q. \quad (31)$$

The probability that the $q$th sensor (regardless of its activity) eventually uploads its measurement can be given by

$$s_q = 0 \times \Pr(V_q = 0) + \mathbb{E}\left[\left(1 - \frac{1}{B}\right)^{K-1} | V_q = 1\right] \times \Pr(V_q = 1)$$

$$= \mathbb{E}\left[V_q \psi_B \prod_{i \neq q} V_i\right] \quad (32)$$

where $\psi_B = 1 - (1/B)$. Since the $V_q$’s are independent, we have

$$s_q = \mathbb{E}[V_q] \mathbb{E}\left[\psi_B \prod_{i \neq q} V_i\right] = p_q \mathbb{E}\left[\prod_{i \neq q} V_i\right]$$

$$= p_q \prod_{i \neq q} \mathbb{E}[V_i] = p_q \prod_{i \neq q} (1 - p_i + \psi p_i)$$

$$= p_q \prod_{i \neq q} \left(1 - \frac{p_i}{B}\right). \quad (33)$$

From (33), we have $s_q \leq p_q$. In addition, if $B$ is sufficiently large, we can have

$$s_q = p_q \prod_{i \neq q} \left(1 - \frac{p_i}{B}\right) \approx p_q e^{-\sum_{i \neq q} \frac{p_i}{B}}. \quad (34)$$

We can further show that

$$\sum_{q} s_q \approx \sum_{q} p_q e^{-\sum_{i \neq q} \frac{p_i}{B}}$$

$$\approx \sum_{q} p_q e^{-\frac{P}{B}} = Pe^{-\frac{P}{B}} = B e^{-\frac{P}{B}} \leq Be^{-1}$$

where $P = \sum_{q} p_q$. In general, $\sum_{q} s_q$ is maximized when $\sum_{q} p_q = B$. Furthermore, to minimize collisions, we can have the following constraint on $p_q$:

$$\sum_{q=1}^{Q} p_q \leq B. \quad (35)$$

At the BS, if sensor $q$ transmits without collision, the measurement error becomes 0. Otherwise, the measurement error is $m_q(t) - y(x_q)$. Thus, the sum squared error (SSE) per round at the BS is

$$\text{SSE} = \sum_{q=1}^{Q} e_q^2(1 - s_q) \quad (36)$$

which can be minimized by distributed selective uploading by $Q$ sensors that can decide $s_q$ or $p_q$ according to $e_q^2$. In (33), assuming that $\sum_{q} p_q \approx B$, we have $s_q \approx p_q e^{-1}$, and since $1 - x < e^{-x}$ for a positive $x < 1$

$$\text{SSE} \approx \sum_{q=1}^{Q} e_q^2(1 - e^{-1} p_q) \leq \sum_{q=1}^{Q} e_q^2 \exp(-e^{-1} p_q). \quad (37)$$

Thus, to minimize the SSE, using the upper bound in (37), the following optimization can be considered:

$$\min_{\{p_q\}} \sum_{q=1}^{Q} e_q^2 \exp(-e^{-1} p_q)$$

subject to $\sum_{q=1}^{Q} p_q \leq B. \quad (38)$

For a given Lagrange multiplier $\lambda$, each sensor can find $p_q$ that minimizes its cost function in a distributed manner as follows:

$$p_q(\lambda) = \left[e^{(\ln e_q^2 - \psi)}\right]_0^1$$

where $[x]^b_a = \min\{b, \max\{a, x\}\}$ for $b \geq a$ and $\psi = \ln(\lambda) + 1$ (or $\lambda = e^{\psi}$). Clearly, (39) shows that the probability of uploading, $p_q$, can be decided at sensor $q$ provided that $\lambda$ is given.

At the BS, using dual ascent [24], $\psi$ can be updated as follows:

$$\psi(t + 1) = \psi(t) + \mu(K(t) - B) \quad (40)$$

where $\mu > 0$ is the step-size and $K(t)$ is the number of active devices at round $t$, which is an estimate of $\sum_{q} p_q$. Note that a similar distributed approach has been used for federated learning with multichannel ALOHA in [25]. Together with the feedback of predicted values, $\{m_q(t)\}$, the BS can also broadcast $\psi(t)$ so that the sensors can decide the probability of uploading according to (39). Note that at each round, since the SSEs are different, we cannot expect that $\psi(t)$ converges to a certain constant.

### VI. Numerical Results

In this section, we present numerical results to see the performance of GPR with DAS for different models for $[x_l, y_l]$. For simulations, the following kernel function is used:

$$k_o(x_l, x_r) = \exp(-[1/2]\|x_l - x_r\|^2).$$

#### A. Results for GPR With DAS

In this section, we present the numerical results for GPR with random selection and DAS. Random selection is to choose one of the sensors associated with $X_l(t)$ uniformly at random at each round. It is assumed that at each round, only one sensor uploads its measurement. To see how DAS
works, only one run is considered with \( L \) randomly located sensors and the performance measure is the MSE in (12). In addition, a sufficiently large \( L \) is assumed so that the MSE after \( L \) rounds can be sufficiently small (i.e., approaching 0).

As a toy example, we consider 1-D sensor network with \( L = 100 \) sensors with
\[
m(x) = \left( \sin \left( \frac{x}{3} \right) \right)^2 - \frac{1}{5} \cos \left( \frac{x}{2} \right), \quad 0 \leq x \leq 10
\]
and
\[
y_l = m(x_l) + n_l
\]
where \( n_l \sim \mathcal{N}(0, \sigma^2) \) is the noise. We assume that \( x_l \) is random and uniformly distributed over \([0, 10]\). As shown in Fig. 2, \( m(x) \) over \( x \in [0, 10] \) is sufficiently smooth as the maximum frequency of \( m(x) \) in (41) is \( f_{\text{max}} = (1/3\pi) \approx 0.1 \).

In Fig. 2, GPR results are shown with \( L = 100 \) sensors and \( \sigma^2 = 0.01 \). In particular, Fig. 2(a) shows that the MSE can rapidly decrease due to DAS compared to random selection. Thus, DAS allows GPR to provide a good estimate of the complete data set, \( \mathcal{Y} \), with a small number of sensors uploading measurements (e.g., 20 sensors) compared to random selection, while DAS and random selection provide the same MSE after all the sensors upload their measurements. The positions of sensors that upload their measurements are shown in Fig. 2(b) when random selection (on the left-hand side) and DAS (on the right-hand side) are used. Note that in Fig. 2(b), the dashed line represents \( m(x_l) \), while the markers stand for actual noisy measurements at sensors. Clearly, we can see that the positions of uploaded sensors are more uniformly distributed by DAS than random selection, which leads to a better GPR performance using DAS [in terms of MSE as shown in Fig. 2(a)].
For another toy example, consider a 2-D sensor network with the following \( m(x) \):

\[
m(x) = \frac{1}{3} \sum_{i=1}^{3} \exp\left( -(x - p_i)^T A_i (x - p_i) \right), \quad x \in [0, 1]^2 \quad (42)
\]

where \( p_1 = [0.1 \ 0.9]^T \), \( p_2 = [0.5 \ 0.6]^T \), \( p_3 = [0.9 \ 0.7]^T \),
\( A_1 = \begin{bmatrix} 4 & -6 \\ -1 & 6 \end{bmatrix} \), \( A_2 = \begin{bmatrix} 8 & 1 \\ 5 & 4 \end{bmatrix} \), and \( A_3 = \begin{bmatrix} 8 & -4.1 \\ -4.1 & 20 \end{bmatrix} \).

Fig. 3 shows the performance of GPR with the 2-D measurement model in (42) when \( L = 100 \) and \( \sigma^2 = 0.1 \). To see the performance, \( L = 100 \) locations are randomly generated within an area of \([0, 1]^2\) for sensors [as shown by dots in Fig. 3(b)]. The MSEs as functions of iteration or round are shown in Fig. 3(a), where GPR with DAS can decrease the MSE rapidly compared to GPR with random selection. In Fig. 3(b), the positions of sensors that upload their measurements are shown. Clearly, DAS can allow GPR to take measurements from more uniformly located sensors and improve the performance of GPR. We also show the trace of the positions of uploaded sensors in a run in Fig. 3(c), where the first sensor is shown by □ marker. It is shown that any two consecutive sensors are not close to each other. This is due to the selection criterion in (13). That is, since the next sensor should have the largest covariance (or uncertainty) among those associated with \( x_1(t) \), any sensor that is close to the current one cannot be chosen as it may have a small (conditional) covariance.

The MSE curves in Figs. 2 and 3 are the outcomes for single realization of \( L \) random locations. To see the average performance, we consider 1000 different realizations of \( L \) locations, where \( L = 30 \), and obtain the mean and standard deviation of MSEs. The mean MSE curves are shown with standard deviations in Fig. 4 with \( \sigma^2 = 0.1 \). It is clearly shown that DAS can provide not only a lower MSE, but also a smaller standard deviation than random selection.

In Figs. 2–4, numerical results are provided with synthetic data sets. GPR with DAS can also be applied to real data sets. A data set of hourly measured ozone levels at 379 stations that is available from United State’s Environmental Protection Agency (EPA)\(^4\) is used. In Fig. 5(a), the ozone levels [in parts per million (ppm)] at 379 locations are shown from the data set. The MSEs are shown in Fig. 5(b), which demonstrates that GPR with DAS can decrease the MSE than GPR with random selection. In particular, to achieve a target MSE of \( 10^{-2} \), DAS requires about 220 measurements, while random selection needs 350 measurements according to Fig. 5(b). As a result, if there is a cost to obtain each measurement, DAS can help lower the cost in building a prediction model.

B. Results With Multichannel ALOHA

In this section, we consider the case that \( Q \) sensors are selected at each round with \( B \) channels. Conventional multichannel ALOHA with an equal probability of uploading, \( p_{up} = (B/Q) \), is also considered to compare with the modified multichannel ALOHA where the predicted values of measurements are fed back to the \( Q \) selected sensors. For simulations, the following 1-D model is considered:

\[
m(x) = \sqrt{\frac{2}{T}} \sum_{i=1}^{T} X_i \sin(2\pi f_i x + \theta_i), \quad 0 \leq x \leq 10 \quad (43)
\]

where \( X_i \sim \mathcal{N}(0, 1) \), \( f_i \sim \text{Unif}(0, 1/2) \), and \( \theta_i \sim \text{Unif}(0, 2\pi) \). For all simulations, we assume that \( T = 10 \) and in each run,
\((X_i, f_i, \theta_i)\) is randomly generated. Each simulation result is an average of 1000 runs.

To see the performance, the following SSE is used:

\[
\text{SSE}(\mathcal{U}) = \sum_{q \in \mathcal{U}} e_q^2
\]

where \(\mathcal{U}\) represents the set of the sensors (among \(Q\) selected sensors) that fail to upload their measurements due to collision. For convenience, at each round, \(Q\) sensors are selected randomly rather than by any specific applications. Note that a lower bound on the SSE can be obtained as follows:

\[
\text{SSE} = \sigma^2 \left( Q - B e^{-1} \right).
\]

In (45), since \(Be^{-1}\) is the average number of the sensors that successfully upload their measurement at each round [see (26)], \(Q - Be^{-1}\) is the average number of the sensors that fail to upload. In (29), if the sensor’s prediction is perfect, \(\mathbb{E}[e_q^2]\) becomes \(\sigma^2\), which leads to the lower bound in (45). That is, when GPR is able to perform good prediction with a sufficient number of measurements through a number of rounds, the lower bound in (45) can be achieved.

Note that in the modified multichannel ALOHA with predictions, since sensors with large prediction errors have high probabilities of uploading, the sensors that do not upload more likely have low prediction errors. As a result, due to the (distributed) selective uploading, the SSE can be lower than that in (45) if the modified multichannel ALOHA with predictions is used.

Fig. 6 shows the SSE at each round with \(L = 200\), \(Q = 10\), \(B = 3\), and \(\sigma^2 = 0.1\). For the case of conventional multichannel ALOHA, the equal probability of uploading, \(p_u = (B/Q)\), is used. On the other hand, in the modified multichannel ALOHA, \(p_q\) is adaptively decided with predicted values when the step size is given by \(\mu = 0.5\). It is shown that GPR with conventional multichannel ALOHA can perform better than that with modified multichannel ALOHA up to 8 or 9 rounds, although modified multichannel ALOHA can provide a better performance than the conventional multichannel ALOHA for GPR after 10 rounds. This is mainly due to the time to adjust the Lagrange multiplier through the adaptive algorithm in (40). It is also noteworthy that after a sufficient number of rounds, the SSE approaches the lower bound in (45) as GPR can predict the measurements of the sensors that do not upload yet.

Fig. 7 shows the SSEs of conventional multichannel ALOHA [with an equal probability of uploading, \((B/Q)\)] and modified multichannel ALOHA with \(p_q\) in (39) after 40 rounds as functions of \(B\) with \(L = 200\), \(Q = 10\), and \(\sigma^2 = 0.1\). For a fixed \(Q\), at each round, there are more sensors that succeed to upload their measurements for a larger \(B\) (i.e., more channels), which leads to the decrease of SSE. With modified multichannel ALOHA, it is shown that \(B = 2\) or 3 channels are sufficient to approach the lower bound on SSE. We also note that the SSE of modified multichannel ALOHA can be lower than the lower bound on SSE, which was explained earlier due to the selective uploading.

In Fig. 8, the SSEs of conventional multichannel ALOHA [with an equal probability of uploading, \((B/Q)\)] and modified multichannel ALOHA with \(p_q\) in (39) after 40 rounds are shown as functions of \(Q\) with \(L = 200\), \(B = 3\), and \(\sigma^2 = 0.1\). Since \(B\) is fixed, it is shown that the SSE increases with \(Q\). It is also observed that GPR with modified multichannel ALOHA
outperforms GPR with conventional multichannel ALOHA for a wide range of $Q$.

VII. CONCLUSION

In this article, GPR has been considered for IoT systems to learn data sets collected from sensors without any specific model for data sets. To efficiently collect measurements from sensors, DAS was applied to GPR. In particular, we considered the interpolation of sensors’ measurements from a small number of measurements uploaded by a fraction of sensors. It was shown that GPR with DAS can have a good estimate of a complete data set using measurements uploaded by a fraction of sensors thanks to active sensor selection compared to GPR with random selection. As a result, when the number of sensors to upload their measurements is limited (due to various reasons including uploading time constraints), DAS can help GPR to efficiently learn data sets. DAS was also generalized with multichannel ALOHA where distributed selective uploading is employed, since each selected sensor can decide whether or not it uploads by comparing its measurement with the predicted one that is fed back by the BS.

The approach in this article could be seen as an example to demonstrate how ML algorithms can learn data sets with efficient sensing and communication schemes (e.g., DAS). Thus, the approach can be extended for classification (when sensors’ measurements are to be labeled) and inference, which would be the further research topics to be studied in the future.
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