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Abstract. This paper focuses on the classification of imbalance data. In Machine Learning, a data set is imbalanced when the class proportions are highly skewed. A natural way of handling imbalanced data is to attempt to equalise the class frequencies and train the classifier of choice on balanced data. A new approach called Quantile K-means Bayes was proposed to solve the problem. The first focus is on a modified q-classifier. The second focus is on combine the k-means and Bayes algorithm using the data density. The proposed approach is evaluated by 101 benchmark data sets from KEEL collection. A comparison of the proposed approach and other conventional approaches is presented in terms of the G-mean. It can be seen that the proposed approach is able to acquire good performance among the other conventional approaches do. Therefore, this novel approach is an added value for the classification problem for imbalance data.

1. Introduction

Class imbalance arises when the number of examples belonging to one class is much greater than the number of examples belonging to another [1]. Imbalanced data sets are common in fields such as bioinformatics, medicine, security, finance, software development, and satellite imaging, DNA sequences, gene recognition, engineering [2]. The class of interest is usually the minority class, standard classifiers are driven by accuracy and operate under the assumption that the data sample is a faithful representation of the population of interest, which often results in the minority class being ignored [3].

The existing methods for classification of imbalanced data can be categorised as follows[1]: The algorithm-level category, The data-level category, The cost-sensitive methods and the classifier ensembles Examples include decision tree algorithms insensitive to the class sizes, like Hellinger Distance Decision Tree (HDDT) [4], and a SVM classifier with different penalty constants for different classes Oversampling [5], SMOTE [6], These techniques can be jointly applied to increase the size of the minority class while simultaneously decreasing the majority. The best known methods are the cost-sensitive versions of AdaBoost: AdaCost [7]. In general, according to [8], algorithm level and cost-sensitive approaches are more data-dependent, whereas data level and ensemble learning methods are more versatile. However, the above algorithms ignore the density information in feature space. Moreover, the calculation is complex, which leads to low classification accuracy.
Therefore, the new processing way was proposed that can be used to deal with the imbalance data, for two-class imbalanced classification task, based on modified k-means. Before that it makes use of the q-classifier and for the sake of utilizing the data density for class labels. In the end Bayes algorithms be used to achieve accurate classification.

2. Related Definition
Here list some definitions of imbalanced dataset and notation above all, which will be used in the following chapters. The learning data is expressed as \( D_i = \{(X_i, Y_i) | i \in 1, 2, \ldots, N\} \), where \( X_i \) represents \( m \)-dimensional feature and \( Y_i \in \{0, 1\} \) represents the output response and that is a binary ordinal response. In general, researchers use imbalance ratio (IR) to quantify the degree of imbalance. It is assuming that the majority class labels are 0 and the minority class labels are 1, and assuming that \((X, Y)\) denote an independent generic data point with distribution \( P \) as well as. The goal of the method for imbalance data is to make an accurate prediction for the minority data, which can classify it to label 0 or label 1 precisely. In other words, build an accurate classifier for \( Y \) given \( X = x \) when the learning data is imbalanced.

First of all, the definition of imbalance ratio (IR) is the proportion of the cardinality of the majority and minority samples \([1]\), which is \( \frac{N_0}{N_1} \), when the dataset satisfy \( IR \gg 1 \) the imbalance occurs.

3. Method
As mentioned above, the classification error plays an important role in the algorithms to for the classifier in many methods. In lots of literatures adopt measures at the expense of misclassifying minority class samples to classify majority correctly, which exits problems obviously. Thus a better approach is to achieve good performance under both type of classification error.

3.1. The q*-classifier
The goal of classifying imbalance data is to achieve an optimal result of the output. Thus, denoting q*-classifier as \( \delta_{q^*} \) in the first place, which assigns an instance \( x \) to the minority class if its data density for minority class labels, \( f_{X|Y}(x|1) \), is larger than the data density for majority class labels, \( f_{X|Y}(x|0) \):

\[
\delta_{q^*}(x) = 1_{\{f_{X|Y}(x|1) \geq f_{X|Y}(x|0)\}}
\]

It is easy to see that the classifier is based on the conditional density of the features, \( f_{X|Y} \), what’s the meaning of this step is to removes the effect of the prevalence of the minority class labels.

By this way can it be able to handle imbalance, which is convenient to describe the classifier based on density theoretically in terms of the conditional density of the data. For the sake of reducing the difficulty to realize it, it can be rewritten the \( \delta_{q^*}(x) \) into the follow form:

\[
\delta_{q^*}(x) = 1_{\{\Delta_D(x) = 1\}}, \quad \Delta_D(x) = \frac{f_{X|Y}(x|1)}{f_{X|Y}(x|1)} \frac{p(x)(1-\pi)}{p(x)}
\]

Where, \( \pi = P\{Y=1\} \) represent the marginal probability and \( p(x) = P\{Y=1|X=x\} \) is conditional class probability function.

3.2. Naive Bayes algorithm
In order to overcome the difficulty mentioned above, the propose way made full use of the Bayes method to calculate the probability function. Firstly, cluster the majority \( X \) into k sub-class by K-means as \( X = [c_1; c_2; \ldots; c_k] \), however, the size of one sub-class may be much larger than the other sub-class so that the clustering result obtained by original K-means algorithm may introduce new imbalance. It is common practice to introduce a threshold \( T \) to ensure the number of data in sub-class are not much
different. It could be called Threshold K-means algorithm. Up to now, the Naive Bayes algorithm can be used. As the follow equation show:

\[ P(c | x) = \frac{P(c)P(x | c)}{P(x)} \]

Where \( P(c) \) the priori probability of class is, \( P(x | c) \) is the conditional probability of the sample \( x \) belonging to \( c \). \( P(x) \) is a constant factor after normalization. It’s necessary to note that all of this is based on the assumption that features are independent. After that the formula above can be computed as following show:

\[ P(c | x) = \frac{P(c)P(x | c)}{P(x)} = \frac{P(c)}{P(x)} \prod_{i=1}^{m} P(x_i | c) \]

Where \( x_i \) prefers to the value of the \( i^{th} \) variable of \( x \), \( P(x_i | c) \) is the conditional probability of the \( i^{th} \) variable. It is assumption that \( x_i \) obeys Gaussian distribution \( P(a_i | c) \sim N(\mu_{c,i}, \sigma_{c,i}^2) \), where \( \mu_{c,i}, \sigma_{c,i}^2 \) refer to the mean and variance of the \( i^{th} \) variable. \( P(x_i | c) \) is able to calculate as follow [9]:

\[ P(x_i | c) = \frac{1}{\sqrt{2\pi\sigma_{c,i}}} \exp \left( -\frac{(x_i - \mu_{c,i})^2}{2\sigma_{c,i}^2} \right) \]

Thus, the classification result can be achieved as follows:

\[ h(x) = \arg \max_{c \in \mathcal{F}} P(c) \prod_{i=1}^{m} P(x_i | c) \]

4. Experiments

4.1. Performance Metrics for Imbalanced Data

As for the Imbalance problems, our goal is to find a classifier that achieves both high TNR and TPR values. The class of interest is chosen to be the “positive” class (\( \omega^+ \)) and the other class is the “negative” class (\( \omega^- \)) [1]. The confusion matrix for a given classifier which assigns the respective labels + and − is:

| True labels | + | - |
|-------------|---|---|
| +           | A | B |
| -           | C | D |

Table 1. The matrix of a given classifier

In order to evaluate the performance for Imbalance data, the G -mean was used to estimate it, which is the geometric mean of TNR and TPR, as the follow equation show:

\[ GM = \sqrt{TNR \times TPR} = \sqrt{\frac{AD}{(A+D)(C+D)}} \]

The advantages is to replace misclassification rate in imbalanced data. Because of that the G -mean is close to 1 only when both the true negative and true positive rates are close to 1 and the difference between the two is small. Our goal is to find a classifier that achieves both high TNR and TPR values in imbalance problems.
4.2. Data sets
The data sets from the KEEL data collection was used to test methods [10], in which contains 101 binary imbalanced datasets. The data sets of the repository are not all completely independent of each other, however, it’s the most widely used and authoritative date sets. Many characteristics of the data sets as the follow Table 2 shows:

Table 2. Three Scheme comparing Characteristics of the data sets from the KEEL collection.

| Name         | #Attributes (R/I/N) | #Examples | IR  | Name         | #Attributes (R/I/N) | #Examples | IR  |
|--------------|--------------------|-----------|-----|--------------|--------------------|-----------|-----|
| abalone-17_vs_7-8-9-10 | 8 (7/0/1)         | 2338      | 39.3| dermatology-6 | 34 (0/34/0)     | 358       | 16.9 |
| abalone19    | 8 (7/0/1)         | 4174      | 129 | ecoli-0 vs 1 | 7 (7/0/0)        | 220       | 1.86 |
| abalone-19_vs_10-11-12-13 | 8 (7/0/1)     | 1622      | 49.7| ecoli-0-1_vs_2-3-5 | 7 (7/0/0)    | 244       | 9.17 |
| abalone-20_vs_8-9-10 | 8 (7/0/1)      | 1916      | 72.7| ecoli-0-1_vs_5 | 6 (6/0/0)       | 240       | 11  |
| abalone-21_vs_8 | 8 (7/0/1)       | 581       | 40.5| ecoli-0-1-3-7_vs_2-6 | 7 (7/0/0)   | 281       | 39.1 |
| abalone-3_vs_11 | 8 (7/0/1)      | 502       | 32.5| ecoli-0-1-4-6_vs_5 | 6 (6/0/0)    | 280       | 13  |
| abalone9-18 | 8 (7/0/1)        | 731       | 16.4| ecoli-0-1-4-7_vs_2-3-5-6 | 7 (7/0/0)  | 336       | 10.6 |
| car-good    | 6 (0/0/6)        | 1728      | 24  | ecoli-0-1-4-7_vs_5-6 | 6 (6/0/0)   | 332       | 12.3 |
| car-vgood   | 6 (0/0/6)        | 1728      | 25.6| ecoli-0-2-3-4_vs_5 | 7 (7/0/0)    | 202       | 9.1  |
| cleveland-0_vs_4 | 13 (13/0/0)   | 177       | 12.6| ecoli1       | 7 (7/0/0)       | 336       | 3.36 |

4.3. Experiments Results
An experiment was designed to explore the performance of our proposed theoretical findings in the above section with respect to the imbalance date. The aim is to test the theory and verify whether the results have better G-mean results or not among some popular ways.

As for the experimental protocol, it is used 10- fold cross-validation repeated 250 times in the whole 101 benchmark data sets. Each data set is split into ten sets of equal size; nine is used for training and the other for testing, and repeat this method until all data is processed. The G-mean for each procedure is reported in Figure 2. The cross-validation folds are drawn using stratified sampling so that the imbalance ratio is mirrored in the training and testing parts.

![Figure 1. Impact of class imbalance on minority class performance](image-url)
From figure 1, it can be seen that the error rate of the minority class are more than ten times as much as that of the majority class when the IR arrive at in between 5:1 and 10:1. Even if the IR during 1:1 and 3:1, the problem is still obvious.

![Some G-mean Results](image_url)

**Figure 2.** The values of G-mean for some methods

As for the performance for the imbalance data compared to other already existed methods are shown in the Figure 2. It is observed that the proposed approach has similar presentation with respect to others in the same Date sets, which is obviously demonstrated on the line graph. It appears that in the first and the sixth unit, it is the best among the ways.

5. Conclusion

Imbalanced data sets are a special case for classification problem where the class distribution is not uniform among the classes. Typically, they are composed by two classes: The majority (negative) class and the minority (positive) class. These types of sets suppose a new challenging problem for Data Mining, since standard classification algorithms usually consider a balanced training set and this supposes a bias towards the majority class.

A new processing technique was proposed to classify the imbalance data. Firstly, combining q*-classifier, the classifier is based on the conditional density of the features, so that is can removes the effect of the prevalence of the minority class labels. In the next step, introducing the K-means algorithm into classification problem and before that join a T to ensure the number of data in sub-class are not much different. In the end, applying the Naive Bayes algorithm to compute the density probably.

Despite the idea May simplicity someway, the methods have proved competitive when compared with other state-of-the-art approaches. In the future the proposed approach will extend the ideas in this article to multiple-class unbalanced problems.
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