Quantum and isotope effects on hydrogen diffusion, trapping and escape in iron
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Abstract

We calculate the rate coefficient as a function of temperature for lattice diffusion of hydrogen and its isotopes in α-iron; and also for trapping and escape from a vacancy. We employ Monte-Carlo and molecular dynamics methods based around the Feynman path integral formulation of the quantum partition function. We find large quantum effects including tunnelling at low temperature and recrossing at high temperature due to the finite extent of the particle probability density. In particular these serve to increase the rate of trapping and to decrease the rate of escape at low temperature. Our results also show very clear non classical isotope effects.

1. Introduction

One of the largest known diffusivities in the solid state is that of hydrogen in α-iron [1,2]. There are two reasons for this. One lies in the geometry of the body centered cubic lattice and its tetrahedral interstices; the other arises from the small mass of the proton leading to strong quantum effects, including large zero point energies and tunnelling [3]. It is typical that a rate coefficient may show Arrhenius behaviour at high temperature, T, and be essentially independent or weakly dependent on T otherwise [4] (see Fig. 4). A further complication arises in α-iron in that the transport of H is much attenuated by trapping of protons by crystal defects: dislocations, grain boundaries and vacancies, among others [5]. Hence the measurement of the lattice diffusivity presents many technical challenges [1] so that one would like to be able to separate out the effects of lattice diffusion and trapping by suitable theoretical calculations. We are concerned with the traps’ capture probabilities [6]. In addition we are keenly interested in the mean residence time, τ, of a proton trapped at a defect [6]; this is the inverse of the associated rate coefficient for jumping out of the trap. In addressing these matters we arrive at some rather startling conclusions concerning the roles of tunnelling through the barrier and recrossing at the saddle point in the potential energy surface.

We find that an interesting qualitative interpretation can be made from the behaviour of the “beads” in the path integral “necklace” in Feynman’s picture.

The most severe approximation that we make is to assume that the hydrogen atom moves in a static lattice of iron atoms. This means that we cannot admit phonon assisted tunnelling [7]. However it allows us to work with a potential energy surface which provides a single degree of freedom in the classical transition state theory [4,8]. We do allow relaxation of the iron atoms, albeit in a rather stilted form: when the proton is in a reactant or product state (before or after a hop) it sees a lattice of iron atoms relaxed about the proton in its metastable position. We also hold the proton in a saddle point position and relax the iron atoms to provide an “activated complex” state. To locate saddle points we use a “nudged elastic band” (NEB) energy minimisation [9]. Interatomic forces that are required for these procedures are obtained from a magnetic tight binding (TB) model of H in iron [10]. This is not a severe approximation, since comparison with density functional theory (DFT) calculations shows good agreement in both concentrated and dilute limits [10]. In Fig. 1 we show a contour plot of the two potential energy surfaces.

Having established potential energy surfaces we calculate position probability densities (PPD) and quantum partition functions employing the Feynman path integral method [11] in a manner described earlier [12] using Wang–Landau Monte Carlo [13]. To address trapping we consider the singly occupied vacancy as an archetypal trap for hydrogen. This is a much studied defect and...
regarded to have particular significance for the behaviour of H in α-iron [2,14]. The TB model has been shown to give a good account of the atomic structure and energetics of H binding to a vacancy compared to DFT calculations [10,15,16]. Fig. 2 shows a cartoon of the six possible hydrogen absorption sites.

Fig. 3 shows the PPD of H trapped at an α-iron vacancy. It is very significant that at 50 K, although the centroid of the particle (in the language of path integral theory [17]) is constrained to remain at the dividing surface, the PPD clearly indicates that the proton has tunnelled through the barrier and largely escaped from the trap (indeed the proton has “split into two”). Note also, that at high T the proton is by no means localised and samples a considerable region of configuration space orthogonal to the reaction path, i.e., in the region of the “dividing surface” having potential energies greater than at the saddle point. Therefore we would expect quantum effects effectively to lower the activation barrier at low T, but to raise it at high T.

2. Theory and results

The Feynman path integral method is a means to obtain quantum partition functions. We illustrate this for a single particle whose equation of motion is Schrödinger’s equation in a potential energy V(x) (which becomes our potential energy surface in the configuration space of all the atoms in our simulations). The partition function of this particle is [11,19].

\[
Z = \sum_i e^{-\beta E_i} = \int dx \rho(x, x, T) = \int \mathcal{D}x(u) e^{-S/\hbar} 
\]

Here, \( E_i \) are eigenvalues of the Schrödinger equation, \( \rho \) is the one particle density matrix, and the particle’s probability density (see Fig. 3) is \( \rho(x, x, T)/Z \). Equation (1) is an integral of the action in imaginary time

\[
S[x(u)] = \int_0^{\beta \hbar} du \left[ \frac{1}{2} m \dot{x}^2(u) + V(x(u)) \right]
\]

the symbol \( \mathcal{D}x(u) \) indicating that the integral in (1) is taken over all paths in configuration space starting at time \( u = 0 \) and finishing at \( u = \beta \hbar \), where \( \beta = 1/k_B T \) and \( k_B \) is the Boltzmann constant. The paths over which (1) is taken are closed in the sense that the particle starts and finishes at the same point, \( x \), in configuration space.

The integral in (1) can be discretised for numerical purposes and this furnishes us with the approximate formula [19].

\[
Z = \left( \frac{m \beta^{3/2}}{2 \pi \hbar^2} \right)^{\frac{3}{2}} \int dx_1 \ldots dx_p 
\]

\[
\times \exp \left\{ -\beta \sum_{s=1}^{p} \left[ \frac{1}{2} \frac{m \beta^{3/2}}{\hbar^2} (x_{s+1} - x_s)^2 + P^{-1} V(x_s) \right] \right\}
\]

again over all closed paths having \( x_i, p = x_i, \forall i [17] \). But this is more than just a numerical convenience. It reveals that the partition function of a quantum particle is identical to that of a necklace of \( p \) classical particles, or beads, moving in a reduced potential energy \( V(x)/P \) and connected by springs of stiffness \( mP/\beta^2 \hbar^2 \). Note that the stiffness is proportional to \( T^2 \) which means that at high \( T \) the necklace tightens towards a point particle (the classical limit) while
at low $T$ the necklace spreads out over the potential energy surface. The estimate converges to the exact result in the limit $P/\infty$. For our purposes we find $P = 20$ is adequate. In what follows we will use the mapping of the quantum particle to the classical necklace to provide insight in the roles of temperature and isotope mass on trapping and escape of hydrogen at crystal defects in $\alpha$-iron.

To describe transport and trapping we use reactive flux theory [20,4,21]. This is best introduced through classical transition state theory [22] (TST) beginning with the classical picture of a system that moves from reactant to product basins in a potential energy surface, $F$, passing through a saddle point. The rate coefficient in this reaction is [8],

$$ k_{\text{TST}}(T) = \frac{1}{\sqrt{2\pi m\beta}} \frac{1}{Z} \int e^{-\phi/2} dS $$

The term $1/\sqrt{2\pi m\beta}$ may be interpreted as the “velocity” of the system as it approaches the saddle point. Since the iron lattice is fixed in our approximation we can take $m$ to be the mass of the proton. The integral in the denominator is over all coordinate space $A$ on the reactant side of the dividing surface and hence is essentially a reactant partition function $Z_r$. $Z^*$ is the partition function for the system constrained to remain at a dividing surface $S$ separating reactant and product basins and belonging to a configuration space of one fewer dimension. For comparison with experiment, even in the quantum case, one would like to cast this into Arrhenius form. To this end Vineyard imagines a third partition function $Z^*_r$ (the “star” indicating reduced dimensionality) which belongs in a configuration space after the dividing surface has been translated from the saddle point down into the reactant basin [8]. Multiplying and dividing by this, the rate coefficient becomes

![Fig. 3. Calculated temperature dependence of the position probability density of hydrogen trapped at a vacancy in $\alpha$-iron. In (a)–(c) the centroid of the particle is constrained to be at the saddle point position, which lies at the origin of the coordinates. In (d)–(f) the particle is at the reactant potential well, viz. trapped at a vacancy (the origin of coordinates) in a bcc $\alpha$-iron lattice.]

![Fig. 4. Path integral QTST rate coefficients $k_{\text{QTST}}(T)$ for lattice (bulk) diffusion and for trapping by, and escape from, a vacancy. Results are shown for the anti-muon, hydrogen, deuterium and tritium; and by scaling with $\sqrt{m}$ the deviation from a classical isotope effect is revealed. The insets show the data at high $T$; for the bulk case we show the diffusivity, $D = \sigma^2 k_{\text{QTST}}/12$ where $\sigma$ is the bcc lattice constant, and include a cross and circle at electrochemical permeation measurements of H from Refs. [1] and [18] respectively.]
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which is in the required Arrhenius form after recognising that $\Delta F$ is the reversible work, or free energy difference, in taking the constrained system from the reactant basin to the saddle point. This now passes rather neatly into a quantum transition state theory (QTST) by replacing classical partition functions with quantum mechanical ones [11,24]. In reactive flux theory the ratio coefficient is [4,21],
\[
r^{-1}(T) = \kappa(t_p)k^{\text{QTST}}(T) = \kappa(t_p) \frac{1}{\sqrt{2\pi \hbar \mathcal{Z}_0}} \frac{Z^*(T)}{Z(T)}
\]

We can further calculate $Z^*(T)$ and so quite formally we arrive at
\[
r^{-1}(T) = \kappa(t_p)e^{-\beta\Delta F}
\]

and
\[
-\beta\Delta F(T) = \ln \frac{Z^*(T)}{Z_{0}(T)}
\]

The term $\kappa(t_p)$ is the transmission coefficient which we turn to presently. It is only necessary to find the two partition functions $Z^*$ and $Z$ to determine the QTST rate coefficient, $k^{\text{QTST}}$, but if $Z^*$ is also calculated then one can make contact with the Arrhenius form and enquire into how strong are the temperature dependences of the frequency prefactor and activation energies, which in the classical theory are $T$-independent. Fig. 4 shows QTST rate coefficients for lattice diffusion, and for trapping and release at a vacancy. In order to study isotope effects we show results for the anti-muon, proton, deuteron and tritium nucleus. In the larger plots we scale the rate coefficient with the square root of the mass: in a classical picture the data would thus fall into a single curve. Deviations from classical behaviour are very striking, except in the case of escape from the deep trap in which the barrier is too high to admit quantum effects. We should note that our theory is in reasonable agreement with the quantum mechanical ones [11,24]. In reactive flux theory the ratio coefficient is [4,21],
\[
k^{\text{QTST}}(T) = \frac{\mathcal{Z}_{\text{TST}}}{Z(T)}
\]

in terms of a Kubo transformed flux–side correlation function [23],
\[
\mathcal{F}(t) = \text{Tr}\left( e^{-\beta H} e^{iHt/\hbar} e^{-iHt/\hbar} \right)
\]

in which the Kubo transform is defined as [26].
\[
\mathcal{F} = \beta^{-1} \int_0^\beta d\tau e^{iHt} e^{iHt}
\]

Here $H$ and $F$ are the Hamiltonian and flux operators,
\[
F = i\hbar^{-1}[H, t]
\]

the brackets indicating a commutator, and
\[
\theta(s) = \begin{cases} 1 & \text{if } s > 0 \\ 0 & \text{if } s < 0 \end{cases}
\]

is a step function which is zero or one depending on whether the system is on the reactant or product sides of the dividing surface. The transmission coefficient is calculated as the canonical ensemble average [21].
\[
\kappa(t) = \langle \delta(q^* - q(\mathcal{P}/m)\theta(\mathcal{Q} - q^*)) \rangle / \langle \delta(q^* - q(\mathcal{P}/m)\theta(\mathcal{P})) \rangle
\]

Here $q$ is a reaction coordinate, the “star” denoting a constraint onto the dividing surface (as above) and a “bar” an average over the beads in the path integral necklace [17,21]; $p = mq$ is momentum. At long times, $t \rightarrow \infty$, $\kappa(t)$ tends exponentially to zero [4]; the hope is to identify a characteristic plateau time $t_p \ll \tau$ around which the transmission coefficient is fairly constant [4]. In classical TST $\kappa(t)$ is one: an assertion of the axiom that if the system reaches the saddle point with finite velocity in the direction of the reaction it will proceed into the product basin. The transmission coefficient thus accounts for recrossing of the dividing surface [4]. Ideally we’d like to find $\tau^{-1}$ simply by multiplying the two terms in (2), however as we now show it’s not always straightforward to identify the plateau. Wang–Landau Monte Carlo has the benefit that it calculates directly the density of states so that thereafter the partition function can be obtained without further effort at any desired $T$ [13]. On the other hand to find $\kappa(t)$ requires a lengthy set of computer simulations at each temperature of interest. We have calculated $\kappa(t)$ using ring polymer molecular dynamics (RPMD) [17,21], averaging over more than $10^6$ trajectories. Fig. 5 shows our calculations at some representative temperatures for the cases of trapping and escape of H and D from the vacancy. In some cases it is not possible to identify a plateau region. We should point out that the RPMD is an approximation to the exact quantum dynamics only in the short time limit; as the simulation time increases, so does the possibility that the transmission coefficient calculated in RPMD deviates from the exact quantum transmission coefficient [25]. The product in (2) is independent of the choice of dividing surface [21]; however the two individual factors are not. Because of the difficulty in calculating $\kappa(t_p)$ unequivocally and as a smooth function of $T$, it is best to consider the two terms separately and examine their product qualitatively as we do here. Thereby we may observe clear and striking quantum and non Arrhenius properties of $k^{\text{QTST}}(T)$ as we do in Fig. 4 and match these with the rather startling conclusions from Fig. 5. We return to these shortly.

3. Discussion

In the following discussion, for brevity and clarity we will focus only on hydrogen and deuterium. For the case of bulk, lattice diffusivity we find that the transmission coefficient reaches a
plateau value of one for both H and D at 200 K and 300 K; at 500 K $\kappa$ takes values of about 0.6 in D and 0.7 in H at 20 ps but has not yet reached a plateau. If we take it that at all temperatures $\kappa(t_p) \rightarrow 1$ in the case of bulk diffusion we can then use the QTST to study lattice diffusivity. Moreover the factorisation of the rate coefficient into Arrhenius form (3) is unambiguous since there is no arbitrariness in the choice of dividing surface in the case of a symmetric diffusion hop. To this end we show in Fig. 6 the activation energies and frequency prefactors as written in (3) as a formal rewriting of (2) with $\kappa(t_p) = 1$. We can draw a number of conclusions about lattice diffusivity from Figs. 4 and 6.

(i) The isotope effect is far from being described by the classical $\sqrt{m}$ factor.
(ii) Both $\nu$ and $\Delta F$ show a marked temperature dependence, at least at low temperature.
(iii) Even at ambient temperatures and considerably above, quantum effects are non negligible.
(iv) While the factorisation into frequency prefactor and activation terms is unambiguous in the case of lattice diffusion, the resulting terms are not necessarily those that are measured [1], so that whereas we make contact with experimental estimates of the activation energy, this is only an illustration. It is particularly striking that the actual proton frequency belonging to the potential energy surface is more than a factor of two smaller than the high temperature prefactor deduced after the factorisation.

We can now discuss Figs. 4 and 5 in relation to trapping and escape. The rate coefficient for trapping shows characteristic T-independence at low T to a greater extent than the bulk case because at low $T$ we estimate that about 90% of the PPD resides in the reactant well, compared to exactly 50% in the bulk case. This serves effectively to reduce the low $T$ activation barrier. Conversely the rate coefficient for escape is largely classical in its $T$-dependence. It is important to appreciate that the potential energy surface near the saddle point has negative curvature in the reaction coordinate direction, but otherwise is steeply rising. A classical particle may exist exactly at the saddle point but a quantum particle has a PPD that occupies a region of configuration space demanding that it acquires a larger potential energy, having amplitude to exist in the neighbourhood of the saddle point. This circumstance persists up to the highest temperatures that we have considered here; and it is useful to imagine that at low temperature the PPD may indeed be more closely confined near the saddle point—the PPD changes from “disk-shape” to “spherical” as the temperature is raised and this makes it harder to “squeeze” over the barrier. There is a wealth of curious phenomena contained in our calculated transmission coefficients. In the case of trapping, transmission coefficients for H are rather straightforward: at 200 K and 300 K, $\kappa(t_p) = 1$. This is due to the asymmetry of the PES which drops off steeply on the product side of the saddle point—at low $T$ the springs of the necklace are weak, the beads are well separated and once the leading bead falls into the trap it pulls the others after it. At 500 K the plateau is not yet reached after 20ps of simulation time but the transmission coefficient is expected to be less than one because the springs are become stiffer and recrossing is easier. The trapping of D shows similar behaviour. At low $T$ the behaviour is as just described for H; again as $T$ increases $\kappa$ falls, since tunnelling becomes less easy, and indeed reaches a minimum at around 1000 K after which we expect $\kappa$ to approach the classical value of one. In fact we have calculated $\kappa$ in this case for a single-bead, classical particle and it is indeed one. The escape of D is inhibited at and below 200 K by a vanishing transmission coefficient—this is not the expected exponential decay as $t \rightarrow \tau$, since in the QTST $\tau = 200$ ps (Fig. 4), this being a lower limit since $\kappa < 1$. There is a deeper reason for the vanishing of
the transmission coefficient here. Escape is the reverse of the case for trapping: even if the leading bead reaches over the saddle point, it is dragged back into the trap by its weakly connected images which are still climbing the steep PES. At 500 K and above the springs are stiff enough to prevent this recrossing mechanism. Finally we turn to the escape of H from the trap. This is also “frozen” out at 200 K and 300 K as for D, but is reversed at very low T since at 100 K and 50 K κ is small but non-zero—an effect we attribute to tunnelling. The minimum in κ for escape of H is at about room temperature, when tunnelling is weak, but the particle is not yet classical. We should repeat that in two situations, H escape and D trapping, Fig. 5 shows minima in the T-dependence of the transmission coefficient. For H escape κ has a minimum of about 0.001 just below room temperature, and for D trapping κ has minimum value of 0.2 at about 1000 K. In both these cases we attribute the increase in κ as T → 0 to tunnelling and the increase at high T as due to the approach to classical behaviour. From that point of view neither H nor D are behaving classically at room temperature. Again, we point out that even up to 1500 K D trapping is not classical, since κ = 0.6 while a single bead simulation results in the classical result κ = 1.

4. Conclusions

In conclusion, we have calculated QTST rate coefficients and transmission coefficients for hydrogen and its isotopes undergoing lattice diffusion, trapping and escape from a vacancy in α-iron, using a tight binding formalism for interatomic forces and reactive flux theory using Wang-Landau Monte-Carlo and RPMWD within the Feynman path integral formalism. At temperatures where tunnelling becomes competitive with classical over barrier reaction pathways (below 350 K) we observe opposing effects on escape and trapping rate coefficients. Transmission coefficients calculated by RPMWD indicate that moderate tunnelling impedes escape from the vacancy while trapping into the defect is assisted. In the deep tunnelling regime (below 100 K) the trapping rate coefficient shows the largest deviation from Arrhenius form. The transmission coefficient for escape at temperatures around and below 100 K increases by two orders of magnitude which also is attributed to deep tunnelling. These discoveries will have a bearing on the interpretation of permeation and thermal desorption experiments. At present it is necessary to examine kQTST and κ independently, nonetheless the method is promising and shows a way forward to study defects of more immediate practical importance, viz. dislocations, and grain and interphase boundaries in steel.

Acknowledgements

We acknowledge the support of the European Commission under grant agreement 263335 of the Seventh Framework Programme, and EPSRC under the HEms programme grant EP/L014742.

Data supporting this research may be obtained by enquiry to research.data@kcl.ac.uk.

References

[1] K. Kiuchi, R.B. McLellan, The solubility and diffusivity of hydrogen in well-annealed and deformed iron, Acta Metall. 31 (7) (1983) 961–984.
[2] Y. Fukai, The Metal—hydrogen System, second ed., Springer, Berlin, 2005.
[3] M.J. Gillan, Quantum simulation of hydrogen in metals, Phys. Rev. Lett. 58 (6) (1987) 563–566.
[4] P. Hanggi, P. Talkner, M. Borkovec, Reaction-rate theory: fifty years after Kramers, Rev. Mod. Phys. 62 (2) (1990) 251–341.
[5] R.A. Oriani, The diffusion and trapping of hydrogen in steel, Acta Metall. 18 (1) (1970) 147–157.
[6] J.B. Leblond, D. Dubois, A general mathematical description of hydrogen diffusion in steels—1. Derivation of diffusion equations from Boltzmann-type transport equations, Acta Metall. 31 (10) (1983) 1459–1469.
[7] C.P. Flynn, A.M. Stoneham, Quantum theory of diffusion with application to light interstitials in metals, Phys. Rev. B 3 (8) (1978), 2819–2819.
[8] G.H. Vineyard, Frequency factors and isotope effects in solid state rate processes, J. Phys. Chem. Solids 3 (1957) 121.
[9] G. Henkelman, H. Jonsson, Improved tangent estimate in the nudged elastic band method for finding minimum energy paths and saddle points, J. Chem. Phys. 113 (22) (2000) 9978–9985.
[10] A.T. Paxton, C. Elissasser, Electronic structure and total energy of interstitial hydrogen in iron: tight-binding models, Phys. Rev. B 82 (23) (2010) 235125.
[11] R.P. Feynman, Statistical Mechanics—A Set of Lectures, W. A. Benjamin, Inc, Reading, Massachusetts, 1972.
[12] U.H. Katarzak, D.L. Pashov, A.T. Paxton, Fully quantum mechanical calculation of the diffusivity of hydrogen in iron using the tight-binding approximation and path integral theory, Phys. Rev. B 88 (5) (2013) 054107.
[13] F. Wang, D.P. Landau, Efficient, multiple-range random walk algorithm to calculate the density of states, Phys. Rev. Lett. 86 (10) (2001) 2050.
[14] R. Kirchheim, Reducing grain boundary, dislocation line and vacancy formation energies by solute segregation: II. Experimental evidence and consequences, Acta Mater 55 (15) (2007) 5129–5138.
[15] A.T. Paxton, From quantum mechanics to physical metallurgy of steels, Mat. Sci. Technol. 30 (9), figure 3 of this paper shows minimum energy paths for lattice diffusion and trapping at a vacancy.
[16] Y. Tatynaya, T. Ohno, Stability and clustering of hydrogen-vacancy complexes in α-Fe: An ab initio study, Phys. Rev. B 67 (17) (2003) 174105.
[17] J. Cao, G.A. Voth, The formulation of quantum statistical mechanics based on the Feynman path centroid density. I. Equilibrium properties, J. Chem. Phys. 100 (7) (1994) 5093–5105.
[18] M. Nagano, Y. Hayashi, N. Ohtani, M. Ishikii, K. Igaki, Hydrogen diffusivity in high purity alpha iron, Scr. Metall. 16 (8) (1982) 973.
[19] M.J. Gillan, Path integral simulations of quantum systems, in: R. Catlow, S.C. Parker, M.P. Allen (Eds.), NATO ASI on Computer Modelling of Fluids, Polymers and Solids, Springer, Berlin, 1989, pp. 155–188.
[20] W.H. Miller, S.D. Schwartz, J.W. Tromp, Quantum mechanical rate constants for bimolecular reactions, J. Chem. Phys. 79 (10) (1983) 4889–4898.
[21] R. Collepardo-Guevara, I.R. Craig, D.E. Manolopoulos, Proton transfer in a polar solvent from ring polymer reaction rate theory, J. Chem. Phys. 128 (14).
[22] J.W. Christian, Theory of Transformations in Metals and Alloys, Part I, third ed., Pergamon Press, Oxford, 2002.
[23] S. Habershon, D.E. Manolopoulos, T.E. Maltland, F. Miller III, Ring-polymer molecular dynamics: quantum effects in chemical dynamics from classical trajectories in an extended phase space, Annu. Rev. Phys. Chem. 64 (2013) 387–413.
[24] G.A. Voth, Feynman path integral formulation of quantum mechanical transition-state theory, J. Phys. Chem. 97 (32) (1993) 8365.
[25] T.J.H. Hele, S.C. Althorpe, Derivation of a true (€–0) quantum transition state theory, I. Uniqueness and equivalence to ring-polymer molecular dynamics transition state theory, J. Chem. Phys. 138 (8) (2013) 084108.
[26] R. Zwanzig, Nonequilibrium Statistical Mechanics, OUP, Oxford, 2001.