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Abstract: MicroRNAs are used as biomarkers for classification of cancer subtypes since certain miRNAs are differentially expressed in normal and patient samples. Moreover, miRNAs target mRNAs and can heavily influence Gene Expressions. Thus, deregulation of miRNAs is linked to various disorders. Thus, miRNAs can be used for prognosis and developing personalized health solutions for patients. Given the importance of miRNAs, there has been substantial work done in the field. In this paper, recent works in the field of using miRNAs expressions of patients were considered. A total of 20 papers were surveyed which utilized feature selection ensembles, fuzzy logic as well as deep learning. 10 papers have been reported which offer insight into how miRNAs can be utilized for subtype-specific or generalized cancer diagnosis.

1. Introduction.

Since 1993, when the first MicroRNA was discovered in C.Elegans, a lot of research has been done in finding miRNAs and their properties. MicroRNAs are non-coding RNAs of length 22nt~.
They regulate gene expression and also influence MessengerRNAs and gene expression [1][2][3]. Because of this reason, over the last two decades, a considerable amount of work has been done on miRNAs. miRNAs influence mRNA in the protein translation process and are regarded as mRNA ‘fine-tuners’ [6]. Their deregulation can be the cause of disorders and these can be detected from their expression in a patient. This has been validated by several studies done on miRNA. It has been also found that miRNAs are differentially expressed across patients suffering from disorders and normal people. This has led to research in using miRNAs as potential biomarkers for diseases like cancer. The usefulness of miRNAs is further increased when one considers that these expressions can be reproduced across patients [7]. While there are miRNAs which generalize their expression across multiple disorders, not all miRNAs may be important for cancer prognosis.

Given the fact that differentially expressed microRNAs can be used in diagnosis, it has also been conjectured that microRNAs can be used for personalized treatments of cancer subtypes as well. miRNAs are also used for target prediction and also find disease association. Since there are miRNAs which may be cancer-specific biomarkers [8][9][10][11], the use of all miRNAs may be costly both biologically and computationally. This has led to considerable work being done in finding methods for dimensionality reduction. Feature selection is preferred in this context most often over feature extraction since with feature selection one can get a subset of the original miRNAs from the dataset. This is useful for validation and references.

There have been many approaches to the problem. While some works utilize the full dataset for miRNA biomarker-based cancer classification, other approaches such as using ensembles[12-15], graph-based feature selection[16], fuzzy logic-based have been proposed [17]. Alteration of Gene Selection Algorithms can be used for this purpose[18-21].

The remainder of the paper is organized in the following manner:- Section 2 lists the chosen surveyed works which use feature selection, Section 3 lists works which utilize Fuzzy logic for miRNA biomarker classification, Section 4 lists a work where self-training and co-learning have been used while Section 5 reviews work leveraging Deep Neural Nets for biomarker classification in cancer. Results Summary of the papers have been presented in Section 6 and the scope of future works is discussed in Section 7. Section 8 concludes the paper.

2. miRNA/Gene Expression-integration and Feature Selection-based Cancer Prediction using miRNAs.

   a. Automatic discovery of 100-miRNA signature for cancer classification using ensemble feature selection (Lopez-Rincon et al.)

   This work by Alejandro and team aims to find a robust method to identify miRNAs which may lead to better classification of cancer results without the use of prevalent invasive techniques. Their work succeeds in identifying 50 miRNAs which hold significant information with regards to cancer subtypes. While 35 of those miRNAs are
already well-known and recorded as biomarkers for cancer prediction, Alejandro and collaborators introduce 15 new miRNAs which were previously undiscovered. Given its highly efficient results, Next-Generation Sequencing technique miRNASeq BCGSC IlluminaHiSeq miRNASeq 55 Level 3 is leveraged to extract the expression of 1,046 miRNA features across 8,129 patients. This subset is taken from The Cancer Genome Atlas (TCGA) database [23]. The data is categorised into 29 labels or cancer subtypes. These include -

I. Adrenocortical carcinoma [ACC]
II. Bladder Urothelial Carcinoma [BLCA]
III. Breast invasive carcinoma [BRCA]
IV. Cervical squamous cell carcinoma [CESC]
V. Cholangiocarcinoma [CHOL]
VI. Esophageal carcinoma [ESCA]
VII. FFPE Pilot Phase II [FPPP]
VIII. Head and Neck squamous cell carcinoma [HNSC]
IX. Kidney Chromophobe [KICH]
X. Kidney renal clear cell carcinoma [KIRC]
XI. Kidney renal papillary cell carcinoma [KIRP]
XII. Lower Grade Glioma [LGG]
XIII. Liver hepatocellular carcinoma [LIHC]
XIV. Lung adenocarcinoma [LUAD]
XV. Lung squamous cell carcinoma [LUSC]
XVI. Lymphoid Neoplasm Diffuse Large B-cell Lymphoma [DLBC]
XVII. Mesothelioma [MESO]
XVIII. Pancreatic adenocarcinoma [PAAD]
XIX. Pheochromocytoma and Paraganglioma [PCPG]
XX. Prostate adenocarcinoma [PRAD]
XXI. Sarcoma [SARC]
XXII. Skin Cutaneous Melanoma [SKCM]
XXIII. Stomach adenocarcinoma [STAD]
XXIV. Testicular Germ Cell Tumors [TGCT]
XXV. Thymoma [THYM]
XXVI. Thyroid carcinoma [THCA]
XXVII. Uterine Carcinosarcoma [UCS]
XXVIII. Uterine Corpus Endometrial Carcinoma [UCEC]
XXIX. Uveal Melanoma [UVM]

The authors use the idea that a feature which is considered to be important or is assigned a higher weight by a classifier is most probably more informative compared to those in the dataset which receive a lower weightage by the classifier. Ensemble Feature Selection comes into play in this regard as the work uses a set of well-known classifiers to first classify the dataset. This means that the classifiers are run on a normalized dataset of all 1,046 miRNAs collected from patients. After this step, each miRNA is assessed based on its relative importance in the classification of patient labels by a specific classifier. The
aggregate results are taken for each miRNA. As mentioned before, this procedure successfully identifies 35 known miRNAs in literature as well as gives 15 new unused/undiscovered miRNAs which are used by the classifier ensemble to classify the labels.

As is evident from the list of labels or cancer subtypes that the dataset, which the authors use, contains, the method can be used to identify miRNAs which can be used as general biomarkers rather than cancer subtype-specific biomarkers. The following are the classifiers which the authors have identified and listed for primary classification and feature selection task:-

I. BaggingClassifier
II. GradientBoostingClassifier
III. LogisticRegression
IV. PassiveAggressiveClassifier
V. RandomForestClassifier
VI. RidgeClassifier
VII. SGDClassifier
VIII. SVC (Support Vector Machine with Linear Kernel)

The algorithm given by Lopez-Rincon et al. can be surmised in the following steps:

I. Normalization of the Dataset and then division of the dataset into N folds. At each step LOOCV (Leave One Out Cross Validation) is used to train the aforementioned classifiers and then test them.

II. For each fold, all the 1,046 miRNA expression features are run as a classifier as training. The one remaining fold is used for testing.

III. The weights from the classification task are obtained from the classifier for each feature and the top 100 features are chosen.

IV. Steps b and c are repeated for all folds and all classifiers.

V. All the miRNA features from step c and assigned an aggregate score which depends on how many times they were selected by each classifier to be in top 100 features used for classification.

VI. Once the miRNAs are sorted in as the score in step c, the top 100 among those features are chosen and then the classification task is rerun on these 100 features only for each classifier.

This showed a relative increase in accuracy of classification of the samples by the classifiers on the top 100 miRNAs. The authors choose to list the top 50 of those features sorted by the frequency of their appearance post-classification on the reduced set of features.

MicroRNAs like hsa-let-7b, hsa-let-7f-1, hsa-let-7i, hsa-mir-29c referred in [43] as well as hsa-135-a-1 and hsa-103-1 were picked up by the procedure. These are well-renowned biomarkers that are used for cancer prediction.
b. Integrating MicroRNA and mRNA Expression Data for Cancer Classification (Oğul H. and Altındağ O.)

mRNA and microRNAs are known to affect gene regulatory networks. A considerable amount of research has been done to find out which is more effective - classification via mRNA expressions or by microRNA expression profile study. In this paper, the author put forward the notion that both of these sequences are important and that mRNA can complement microRNA expression data in that the information contained in both can be harnessed simultaneously for discriminating between healthy and cancerous patient samples.

The paper is based on the works of Peng et al.[26] and Lu et al. [25]. Lu et al [25] in their work stated that the study of microRNA expression data after proper feature selection can yield better results than that of messengerRNA expression data. This was contradicted by Peng et al.[26]. Ogul and Altindag present an approach whereby pairwise mRNA and miRNAs from each patient is obtained and used for classification tasks. The results show that classifiers tend to perform better on a pairwise combined dataset of mRNA and miRNA compared to the individual expressions.

For proving the conjecture, the authors choose to use three types of datasets. The first dataset is mRNA dataset is a subset of the data provided by Ramaswamy et al.[27] as Global Cancer Map (GCM) mRNA dataset. The subset contains a record of 16,063 gene expressions across 89 samples with 11 classes of data. The next dataset is taken from Lu et al. [25]’s bead-based flow cytometric miRNA. The same 89 samples are chosen from this data with 217 miRNA expression profiles. This helps in pairing up of the samples’ mRNA and miRNA and create the third combined dataset. This mRNA-miRNA contains 16,280 features from respective datasets with the same samples and class labels.

The multi-class tumour classification task is performed on all three datasets to assess the performance of the combined dataset. The classifiers used for this are as follows:-

I. C4.5 Decision Tree (DT)
II. Artificial Neural Networks (ANN)
III. Support Vector Machines (SVM)
IV. Naïve Bayes multinomial classifier (NBM)
V. K-Nearest Neighbors (KNN).

The full datasets are used as a baseline performance measure for the proposed approach whereby all the features are run on the classifiers across the classifiers utilizing LOOCV for training-testing purposes. Since there are 5 classifiers chosen, the authors choose to measure the performance dataset wise across the classifier by assigning the datasets scores for every category of classifier they perform the best with.

Next, the authors perform feature selection on the datasets. To select the 100 most informative features from each dataset, the following attribute selection schemes are used:-

I. SVM-based attribute selection.
II. Information Gain-based attribute selection.
III. Gain Ratio-based attribute selection.
IV. Chi-square Test-based attribute selection.
V. CFS subset attribute selection.

For each attribute selection scheme, the three reduced datasets are run on the five aforementioned classifiers with the same dataset scoring scheme. The overall score of each dataset is just the aggregate of the scores obtained in each feature selection scheme. With this approach, the combined dataset is seen to have performed far better for classification tasks than the individual datasets with the best accuracy obtained on the Artificial Neural Network. This proved that the classifiers had a tendency to discriminate better between samples if they learn the expression profiles of both mRNA and miRNA for a given sample.

c. A New Direction of Cancer Classification: Positive Effect of Low-Ranking MicroRNAs (Li et al.)

The miRNA’s which have higher measure scores such as F-Score, Information Gain with respect to class labels and ReliefF Scores among others are chosen for classification in most studies. These scores give an idea of the feature’s discriminative power. Generally, the better the score, the better the feature can contribute to classification. However, this can often lead to important miRNA’s being left out. The work by Li et al. dwells on whether the miRNA’s which have a poor score can also contribute to the classification task in a positive manner. It is a well-known fact that a single miRNA can influence the expression of multiple genes. This can lead to relations between multiple miRNAs. The authors explore this possibility and try to leverage it in their proposed work.

The authors use a correlation-based feature selection approach with multiple methods like PSO, best-first search, tabu search and re-ranking search along with Pearson’s correlation, Chi-square distribution, information gain, and gain ratio feature selection methods for references. The features are sorted in the descending order of their scores. The top-ranking features are chosen for the classification task using SVM, KNN, Bayes Network and Decision Trees. Next, low ranking features are taken and the same procedure is run on them.

The results from the work of Li and team present that the classification accuracy is actually increased when considering low-ranking features along with the high-ranking ones obtained from their feature selection approach. The datasets used to benchmark the performance are colon, pancreas, uterus, T cell acute lymphoblastic leukaemia (ALL), and B cell ALL. The accuracy when considering low-ranking features along with high-ranking features is 94.52% as opposed to the 89.04% accuracy using information gain as the feature selection measure. This work by Li and team thus proves that low-ranking miRNAs might also hold information about the class labels - information which can be utilized for a better result.
d. An SVM-wrapped Multiobjective Evolutionary Feature Selection Approach for Identifying Cancer-MicroRNA Markers (Mukhopadhyay A., Maulik U.).

With the inspiration coming directly from nature, Genetic algorithms are regarded as a robust and high-performant method to optimize a given set of conditions. There are many Genetic Algorithms like MOGA, Micro-GA, SPEA, PAES [37] which can be used for this task. Among these NSGA-II [38] is often used as a multi-objective optimization algorithm which can provide efficient solutions to the problem. This paper proposes the use of NSGA-II coupled with an SVM wrapper for selection of miRNA’s which can be leveraged in cancer diagnosis.

NSGA-II algorithm is able to provide a better solution in terms of computation time when compared to NSGA. The procedure adopted for selecting a set of miRNAs as the final subset of the initial set is summarized below:-

I. The dataset samples are Standard Normalized. After dividing the training and test sets, the miRNAs are used in multi-objective optimization using NSGA-II where the objectives include:-

i. Maximization of:-
   - $f_1 = \text{Sensitivity} = \frac{tp}{tp + fn}$.
   - $f_2 = \text{Specificity} = \frac{tn}{tn + fp}$.

ii. Minimization of:-
   - $f_3 = |S|$.

II. The SVM wrapper used along with NSGA-II produces a final set of miRNA sets which can act as the solution to the aforementioned objective functions.

III. The subset which maximizes

i. $F = 2 \times (\text{Precision} \times \text{Recall}) / (\text{Precision} + \text{Recall})$ - where precision is $\text{Precision} = \frac{tp}{(tp + fp)}$ and recall is $\text{Sensitivity}$

   Is selected for the as the set of miRNAs to be tested.

Dataset used by the authors is the same given by Lu et al.[25]. The dataset contains 217 mammalian miRNAs from which the authors have extracted breast, colon, kidney, lung, prostate and uterus cancer subtypes. Signal to Noise Ratio of each miRNA feature is used as a measure of its initial fitness. The top 100 miRNAs sorted in the descending order of their SNR score are selected for the process.

The resulting final dataset from the process is tested with the classifier results of LASSO [39][40] and SCAD[41]. The miRNAs selected by the proposed work perform better than those selected by both of the aforementioned procedures. The paper reports an accuracy of 89.80% on the miRNAs selected by the approach under discussion as opposed to 87.76% and 85.71% by the respective methods.
3. Fuzzy Set Approaches for miRNA Classification.

a. An application of fuzzy normalization in miRNA data for novel feature selection in cancer classification (Anidha M., Premalatha K.).

This work by authors Anidha M. and Premalatha K. aims to explore what happens when you have multiple fuzzy boundaries to make sure that every feature in the dataset has a smooth transition rather than just having a crisp or single transition from membership. The authors propose the use of 3 fuzzy membership functions rather than just one to obtain a membership of a miRNA feature. This results in every feature in the dataset definitely being placed in either one of the rules. However, since there are multiple membership functions assessing a gene expression value, there is also a chance of all of them ascertaining that the feature under discussion is a deemed member. This can easily be complemented by choosing the rule which has deemed the highest membership for a given expression value. The proposed approach, thus, provides a very smooth transition courtesy of the multiple membership functions at play. This approach is used to normalize the feature values before the actual feature selection is done.

For selecting the features, the authors employ F-Score along with an entropy-based mean score. The top miRNAs being picked from this approach are then tested for their effective discriminative power to distinguish between multiple class labels. The normalized features are evaluated first using F-Score that gives a good measure of the miRNA’s class separability and spread of each class value. This means that a feature with higher F-Score can be used to discriminate between better class labels. Next, the features are assessed using Relevant Information Gain. This helps in measuring redundancy between features. Finally, a ratio of F-Score and Relevant Information Gain is used to determine whether a feature should be selected.

The authors demonstrated the results using SVM and ANN classifiers. The datasets used for testing this approach included Angulo DI’s Lung Cancer, Takeuchi SU’s Lung Cancer, WangY’s Breast Cancer, VandeVijver SU’s Breast Cancer, Soutiriou’s Breast Cancer, Soutiriou ER’s Breast Cancer, and WangQ ST Neurobi (Early Stage) datasets. The highest accuracy for this approach was found to be 100 % on both SVM and ANN on Angulo DI’s Breast Cancer Dataset by selecting the top 100 miRNA’s evaluated from their ratio of F-Score and Relevant Information Gain.

b. Identifying Relevant Group of miRNAs in Cancer using Fuzzy Mutual Information (Pal J.K., Ray S. S., Pal S.K.).

There are many other techniques which are based on Fuzzy Theory that can be employed for feature selection. Likes of these include Fuzzy V Score, Fuzzy Chi-Square Score and
Fuzzy Mutual Information. The authors in this propose the use of Fuzzy Mutual Information measure to identify miRNAs which contain information useful for the classification of cancer labels. Their work focuses on two fields - firstly, selecting a subset of miRNAs from the total set which can contribute most. Secondly, having an efficient and fast method to weed out redundancy among the subset chosen so that only cream crops of miRNAs remain in the final set.

The common problem with omics dataset is the unbalanced distribution and population of sample types. For this reason, a proper measure has to be employed which can assess the class separability and distribution. To tackle this problem, the authors choose to create a class-wise representative and then compare those representatives.

The algorithm proposed by Pal J.K., Ray S.S. and Pal S.K. can be surmised in the following steps:-

I. Calculation of average inter-class as well as the intra-class distance between all the labels of a miRNA. The ratio of inter-class to intra-class scaled distance gives a measure of class separability.

II. Step 1 is repeated for all miRNAs available. After the class separability measure is obtained, for each miRNA the class representative is calculated. The class representatives for a given miRNA is essentially the mean location of all the sample expressions of a specific class scaled by the standard deviation.

III. The miRNAs are sorted in the descending order of their class separability obtained from step 1. The top-ranking miRNA is selected and an SVM is trained using the class representatives. Those miRNAs from the sorted miRNAs which are correctly classified by the SVM are grouped into the miRNA under discussion.

IV. Step 3 is repeated until all the miRNAs are assigned to a group. Thus, the first stage of the proposed method concludes.

V. For each miRNA in a given group, the Fuzzy Mutual Information is calculated compared to the class label. This is done for every miRNA in the group. The average of these values is the relevance score of this group. The group with the highest score is chosen as the best group.

VI. To discard the redundant miRNAs in the chosen group, pairwise Fuzzy Information Gain Relevance is calculated. The average redundancy of a miRNA across all pairs containing that miRNA is the score of that miRNA. The top N miRNAs are chosen from the group after ranking them as per their scores.

The proposed approach is applied to breast, renal, colorectal, lung, melanoma and prostate cancer datasets. The miRNAs picked up by the method proposed by the authors are assessed on SVM and kNN classifiers. The miRNAs from the first and second groups obtained by the aforementioned procedure record a substantially better performance compared to the accuracy obtained on using all the miRNAs. The performance is also compared to the performance of SVM with Recursive Feature Elimination (SVMRFE), maximum relevance & minimum redundancy (MRMR) approach and a combined SVMRFE & MRMR approach. The performance of features selected via Fuzzy Mutual
Information based approach is better than SVMRFE, MRMR and SVMRFE & MRMR approach.
The biological relevance of the miRNAs picked by the authors’ method is also assessed in the paper. Whereas 12 out of the 15 miRNAs are recorded to be generalized and specific biomarkers of cancer subtypes, 3 novel miRNAs are also picked up by the approach.

c. Fuzzy mutual information-based grouping and new fitness function for PSO in selection of miRNAs in cancer (Pal J.K., Ray S.S., Pal S.K.).

This work by Pal, Ray and Pal borrows certain elements from their previously mentioned work titled “Identifying Relevant Group of miRNAs in Cancer using Fuzzy Mutual Information”. The features are ranked using Fuzzy Mutual Information and then grouped in a similar manner so as to obtain a robust set of features. However, the novelty of the work lies in the use of FMI as a fitness function for Particle Swarm Optimization and subsequent usage of the module/framework to create groupings of miRNAs from a given set of miRNAs of a cancer type.

The use of FMI as fitness for PSO has been right alongside the usage of FMI for grouping using SVM for group formation. The resulting miRNAs are tested on colorectal, lung, pancreas, cancers, nasopharyngeal carcinoma and melanoma datasets with SVM and kNN classifiers using Leave One Out Cross Validation (LOOCV). The reported results of the proposed work show that the PSO fitted with FMI is able to outperform SVMRFE, MRMR and SVMRFE with MRMR methods on the aforementioned datasets.

Particle Swarm Optimization is an algorithm which is very much utilized in swarm intelligence and relies on each particle in the swarm finding its optimal best location and always keeping a track of the overall best position attained by any other particle which may be present in the swarm. This idea is utilized in the work done by the authors where all the miRNAs are grouped into “particles”. Thus, instead of using each miRNA as a particle and the whole dataset as a swarm to optimize a certain set of criteria, the groups of miRNAs are taken as particles and all the groups together form a swarm.

The idea is to find a particle, which is essentially a grouping of miRNAs, which has been able to attain the best possible position, the best possible position being a condition where the group has minimum redundancy, i.e., the redundancy between one miRNAs and another having same information content for discrimination is reduced and the overall relevance is maximized. The optimality or fitness of a grouping or particle is decided by the average Fuzzy Mutual Information of all miRNAs in that “particle”.

The main focus of the work done by the authors is to assess the performance of Fuzzy Mutual Information based grouping and selection of miRNAs and find the biological relevance of the results. Using the procedure, the authors were able to detect miRNAs which could be used as cancer subtype-specific biomarkers. The miRNA interaction has been validated using DIANA and Starbase.
4. Use of Co-Training and Self-Learning.

a. miRNA and Gene Expression based Cancer Classification using Self-Learning and Co-Training Approaches (Ibrahim et al.)

In the paper “miRNA and Gene Expression based Cancer Classification using Self-Learning and Co-Training Approaches“ by Ibrahim et al., the use of self-learning and co-training as a method for classification of cancer subtypes has been explored. The paper under discussion employs semi-supervised learning to leverage the publicly available unlabelled as well as a labelled dataset to build a classifier which can predict and classify between cancer subtypes.

The method begins with the labelled datasets where the classifiers are trained and tested. Once this phase completes, both self-learning and co-training based methods of classification use the unlabelled datasets to train the classifiers on the data that it has confidently been able to predict (a confidence threshold is chosen for this task). This procedure continues till the unlabelled dataset has been exhausted and the classifiers are completely trained.

The authors of the paper use three cancer dataset types. These include breast cancer dataset, lung and hepatocellular carcinoma (HCC) dataset on Random Forests and SVM-based classifiers. The results showed considerable improvement in classification tasks - “The results show around 20% improvement in F1-measure in breast cancer, around 10% improvement in precision in metastatic HCC cancer and 3% improvement in F1-measure in squamous lung cancer over the Random Forests and SVM classifiers.” (“miRNA and Gene Expression based Cancer Classification using Self-Learning and Co-Training Approaches“ by Ibrahim et al.,).

The algorithm takes into account that miRNAs can influence more than one Genes and multiple Genes may, thus, share or be targeted by the same miRNA’s. This fact is used in mapping Unlabelled miRNA’s to their target Genes in the Gene Expression dataset and vice versa during co-training. Since a single miRNA may be replaced by multiple Gene Expressions, an average of those is considered for training the classifier for miRNA tasks. A similar method is adopted when mapping miRNAs to a single Gene Expression.

The paper details the self-learning task as follows:-

I. A classifier is trained on the Labeled Dataset.
II. This trained classifier is used to infer on the Unlabelled Dataset.
III. The predictions of subtypes which are above a certain confidence threshold are removed from the Unlabelled dataset and added on to the labelled datasets with the labels predicted by the classifier.
IV. The classifier is trained from scratch on this new dataset.
V. Step 3 and 4 are repeated until the Unlabelled dataset has been exhausted.
In the co-training adaptation, the following steps are taken:-

I. Two separate classifiers are trained on miRNA and Gene Expressions dataset for cancer respectively.

II. Now the respective classifiers are used to classify the unlabelled data. At this stage, the classifier trained on miRNA classifies unlabelled miRNA and same for Gene Expression.

III. The inferred results above a certain threshold are chosen. Up till this point, the process is similar to self-learning. From here on out, the classifiers start to “co-learn”.

IV. Once the new labelled dataset is constructed, the miRNA to Gene relations are retrieved using miRanda[43] and the replacement in the newly formed labelled dataset. The classifiers are now re-trained on the new dataset.

V. This is where the classifier trained on miRNA trains to classify on the new labelled dataset formed from previously labelled data and new labelled data obtained by mapping miRNAs to target Genes’ Expression.

VI. The process in step 3, 4 and 5 are repeated until there is no appreciable increase in performance or the unlabelled dataset runs out.

“miRNA and Gene Expression based Cancer Classification using Self-Learning and Co-Training Approaches” by Ibrahim et al. explores one of the first ventures of co-training and self-learning in the domain of cancer prediction using miRNA as well as Gene Expression data.

5. Deep Learning-based approach
   a. Evolutionary Optimization of Convolutional Neural Networks for Cancer miRNA Biomarkers Classification (Lincoin et al.).

Convolutional Neural Networks has been shown to have better performance than many other network types depending on the problem. CNNs are one of the most decorated neural network types in the field of Computer Vision. Sequence data is often run on CNNs as a benchmark against other neural network types and architectures.

This paper by Lincoin et al. explores the efficiency of a Convolutional Neural Network Architecture when the said architecture is used in conjunction with an Evolutionary Algorithm to assess the hyperparameter tuning. The architecture is used on miRNA expression data for potential biomarker classification of patients.

Evolutionary algorithms are used for many complex problems and are favoured because of their performance. In the paper under discussion, Evolutionary Algorithm has been used to control hyperparameters such as the number of output channels, the width of the convolutional kernel, the width of the max-pooling after the convolution. The authors combine 1 convolutional layer and 1 max-pooling layer into a single convolution. Thus, at each step, the convolution preserves the spatial information and the max-pooling
reduces the dimensions while conserving the information content of the miRNA. The number of convolutional layers has been fixed to 3 in this case.

The approach of the authors to the problem of using miRNA biomarker-based cancer classification can be surmised in the following steps:-

I. The data is normalized and the initial hyperparameters are set for the CNN.

II. The Evolutionary algorithm is given to work with the initial population of where the hyperparameters make up each individual of the population. The CNN is trained and tested with 10-fold cross-validation and the accuracy is checked for each individual of the population.

III. In the next generation, two individuals (essentially a collection of hyperparameters in an array) are taken and a random cut is applied on. The children produced are via interchanging the hyperparameters. The children thus obtained from the next generation. The population is checked based on the hyperparameters and trimmed is necessary.

IV. Steps 2 and 3 are repeated until the stopping criterion is reached. The last remaining generation is assessed based on the accuracy metric and the best individual in the population is selected.

The dataset used by the authors is taken from the Cancer Genome Atlas and contains a total of 8,129 patient samples across 29 subtypes of cancer with 1,046 miRNAs. This dataset is normalized and is used for 10-fold cross-validation. No feature selection has been applied on the original dataset and all the miRNAs are utilized as input to the CNN for classification. As a reference, the authors use 21 classifiers to test the accuracy on the dataset with all 1,046 miRNAs. The reported accuracy obtained by the authors from their approach is 96.6%.

b. Neural Network Cascade Optimizes MicroRNA Biomarker Selection for Nasopharyngeal Cancer Prognosis (Zhu W., Kan X.).

This paper uses a novel neural network architecture to explore whether a linear relation can be indirectly attained between miRNAs and mortality rate due to a certain disease (case in point, nasopharyngeal carcinoma). The neural network architecture termed as “neural network cascade” is used to obtain a score from the miRNAs and the relation between the score and the mortality rate is ascertained. The authors utilized miRNA expression dataset taken from Gene Expression Omnibus. A total of 873 miRNA features of 312 nasopharyngeal carcinoma (NPC) were selected for the proposed method. The features were normalized before being used. Furthermore, Spearman’s Correlation coefficient was calculated for each miRNA to assess the relationship between the miRNA and patient survivability. This was a measure to rank the miRNA’s based on their efficiency of discriminating between two classes of patients present in the dataset - alive and dead. The miRNAs were ranked based on the coefficient...
and then potential biomarkers were selected from among the sorted miRNAs. The authors chose the top 9 miRNAs from the sorted miRNAs. The neural network architecture proposed by the authors in the paper consists of several small neural networks. Each neural network unit functions independently from the rest. The neural networks are cascaded to form a pyramid-type structure. The units of ANN which were used have the following architecture that constitutes the Neural Network Cascade:

I. At the base of the pyramid, an ANN with a 1-11-1 unit structure takes in the miRNA expression value. There are a total of 9 miRNAs selected. Hence, at the base, there are 9 such ANN units - each taking in the normalized expression value from each miRNA.

II. At the next layer of the pyramid, three consecutive ANN units are taken together and fed into one ANN with a 3-11-1 unit structure. This unit takes in the transformed expression value of each miRNA and then computes the overall score from these units. Note that there is no specific formula here to calculate the score given by this ANN unit. Since there are 9 ANN units, 3 such ANN units are fed into these ANN units in this layer. There are 3 such ANN units in this layer.

III. In the final layer of the cascade, a 3-11-1 ANN unit takes in the output of the ANN unit from the previous layer and generates the score that is to be used to assess the relationship with the survivability of the patient.

The scores obtained from the NNC after the miRNA expression values of the samples were fed was then subjected to a Student’s t-test. The scores vs the survivability of the patient were the subject of the test. The area under the ROC curve was used to assess the prediction performance. The neural network cascade covered 0.951 area.

6. Result Summary.

This section summaries the results from the papers which were surveyed and mentioned in this paper. Note that while ideally, every paper should have been mentioned, not all works use the same classifiers or have reported every intermediate result. As such the best result reported by the authors is considered for the table given below in order to summarize their works and have a comparison with other works. The conditions where these results were obtained (as reported) have also been surmised.

| Author          | Title                                                                 | Classifiers |
|-----------------|----------------------------------------------------------------------|-------------|
| Lopez-Rincon et al. [22] | Automatic discovery of 100-miRNA signature for cancer classification using ensemble feature selection | SVM 0.954, kNN - , NB - , ANN - , DT - |
| 2. | Oğul et al. [24] | Integrating MicroRNA and mRNA Expression Data for Cancer Classification | 0.933 | 0.921 | 0.91 | 0.966 | 0.708 |
| 3. | Li et al. [28] | A New Direction of Cancer Classification: Positive Effect of Low-Ranking MicroRNAs | 0.945 | - | - | - | - |
| 4. | Mukhopadhyay et al. [29] | An SVM-wrapped Multiobjective Evolutionary Feature Selection Approach for Identifying Cancer-MicroRNA Markers | 0.898 | - | - | - | - |
| 5. | Anidha et al. [30] | An application of fuzzy normalization in miRNA data for novel feature selection in cancer classification | 1.0 | - | - | 1.0 | - |
| 6. | Pal et al. [31] | Identifying Relevant Group of miRNAs in Cancer using Fuzzy Mutual Information | 0.86 | 0.83 | - | - | - |
| 7. | Pal et al. [33] | Fuzzy mutual information-based grouping and new fitness function for PSO in selection of miRNAs in cancer | 0.86 | - | 0.93 | - | - |

1. Lopez-Rincon et al. [22] - Best accuracy reported on 
2. Oğul et al.[24] - Best accuracy reported on SVM for SVM based attribute selection and CFS based attribute selection (both at 93.3%), on kNN for SVM based attribute selection at 92.1%, on NB for SVM based attribute selection at 91%, on ANN for SVM based attribute selection at 96.6% and on Decision Tree at 70.8 also with SVM based attribute selection. 
3. Li et al. [28] - Best accuracy was reported for SVM classifier used with Information Gain with Low-ranking miRNAs taken into account. 
4. Mukhopadhyay et al. [29] - Best accuracy reported on SVM using MOGA with Top 5 miRNA features picked up is 89.80%. 
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5. Anidha et al.[30] - Best accuracy reported on SVM and ANN for top 50 and top 100 genes picked up is 100%.
6. Pal et al. [31] - Best accuracy reported on SVM for Breast cancer dataset at 86% and on kNN for Renal cancer dataset at 83%.
7. Pal et al. [33] - Best accuracy reported on SVM at 86% and Naive Bayes at 93% both for Pancreas Cancer Dataset.

Works utilizing self-learning/co-training [34] and Neural Networks [35][36] did not offer accuracy measures for other classifiers. Performance for the former was measured in terms of Precision, Recall and F1-Score instead of Accuracy while the later works offered classifier design for use with miRNA as a biomarker for cancer patients.

7. Conclusion.

Next-Generation Sequencing techniques for biomarkers have enabled high-throughput and massively parallel processing[42] . This has accelerated the field of research for using miRNAs for personalized healthcare by leaps and bounds. MicroRNAs can be utilized to design personalized care for cancer patients. Given their immense importance in the regulation of biochemical processes, microRNAs have enjoyed the attention for research. However, a large part of the human genome still remains unexplored. That fact is 217 mammalian miRNAs were reported until the early 2000s[25]. The major obstacle in the research of miRNA is the scarcity of proper data. The characteristic dimensions of “small n and large p” (where n represents samples and p represents genes) have also been part of miRNA data. With the advent of Deep Learning, one might attempt to develop techniques which leverage deep neural network architectures which can be used for miRNA biomarker-based predictions - being limited by the amount of data available. Other limitations include unbalanced data and lack of proper labels. While some approaches can accommodate unlabelled data with unsupervised learning, the majority require properly labelled data.

Out of the 20 research papers surveyed, 10 were selected and their results were reported. The papers reviewed for this survey were primarily based on how to use machine learning techniques for selecting a subset of miRNAs to be used as biomarkers. A few papers reported good results with combined datasets of mRNA and miRNA.
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