The excitatory-inhibitory branching process: a parsimonious view of cortical asynchronous states, excitability, and criticality.
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The branching process is the minimal model for propagation dynamics, avalanches and criticality, broadly used in neuroscience. A simple extension of it, adding inhibitory nodes, induces a much richer phenomenology, including an intermediate phase, between quiescence and saturation, that exhibits the key features of “asynchronous states” in cortical networks. Remarkably, in the inhibition-dominated case, it exhibits an extremely rich phase diagram, that captures a wealth of non-trivial features of spontaneous brain activity, such as collective excitability, hysteresis, tilted avalanche shapes, and partial synchronization, allowing us to rationalize striking empirical findings within a common and parsimonious framework.

The idea that information-processing systems, both biological and artificial, can extract important functional advantages from operating near the edge of a phase transition was already suggested by A. Turing in 1950, inspiring since then theory and experiment [1, 2]. Beggs and Plenz, pioneering the experimental search for signatures of criticality in neural systems, found scale-free outbursts of neuronal activity occurring in between consecutive periods of quiescence, i.e., neuronal avalanches [3], as consistently reported across brain regions, species, and observational scales [3–9]. These avalanches have sizes and durations distributed as power laws with exponents consistent with those of a critical branching process (BP) [10, 11] and often exhibit a parabolic shape on average (another trademark of critical BPs) [12–15]. In spite of some methodological caveats [16–18], experimental discrepancies [19], and the existence of alternative interpretations [20–23], the empirical observation of scale-free neuronal avalanches triggered renewed interest in the idea of criticality in brain networks [24–27] and its potential relevance for computation and information processing [28–31] (see also [1, 2, 32–34]).

Nevertheless, the stylized picture of neuronal activity as a BP seems exceedingly naïve, as it overlooks the fact that about 20% of the neurons in the cortex are inhibitory ones [35] and that these play a crucial role in shaping cortical activity [36–38]. Actually, the “standard model” of spontaneous brain activity is that of a “balanced state” in which excitatory and inhibitory inputs to any given neuron nearly cancel each other on average, giving rise to a fluctuation-dominated “asynchronous state” [39–42]. This is characterized by rather irregular (Poisson-like) single-neuron activations, delayed correlations between excitation and inhibition, and small averaged pairwise correlations, etc. [36, 43–45]. These properties, important for efficient encoding of information [36–38, 43], are markedly different from those of usual critical states but are also crucial for information processing, suggesting that critical and asynchronous states could act complementarily to tackle diverse functional tasks (e.g., requiring either strong correlation for collective response or decorrelation to limit redundancy). Hence, describing these alternative states under a common overarching framework is a timely and challenging goal [45–51].

Here, we analyze what happens in archetypical models of activity propagation —such as the BP or, more specifically, its continuous-time counterpart: the contact process [10, 11]— if, as sketched in Fig. 1, inhibitory units are considered in addition to the usual excitatory units (blue circles). Empty symbols stand for inactive units and full/dashed lines for fulfilled/unfilled processes. (B) Transition rates for the “excitatory-inhibitory contact process” (EICP). (C) Illustration of a two-dimensional (2D) lattice with a central cluster of active nodes.

FIG. 1. (A) Sketch of an excitatory-inhibitory branching process on a tree; active inhibitory units (red squares) reduce the probability of propagation from active excitatory units (blue circles). Empty symbols stand for inactive units and full/dashed lines for fulfilled/unfilled processes. (B) Transition rates for the “excitatory-inhibitory contact process” (EICP). (C) Illustration of a two-dimensional (2D) lattice with a central cluster of active nodes.
allows us answer these questions, elucidating an extremely rich phenomenology that reproduces the key features of “asynchronous states”, but also collective excitability, bistability, non-parabolic avalanches, quasi-oscillations, criticality, etc., allowing us to rationalize a wealth of striking empirical observations in a parsimonious way.

The excitation-inhibition contact process (EI-CP) is a generalization of the ordinary contact process (CP) [10, 11, 52–54], operating on top of an arbitrary directed network in which active excitatory neurons attempt to propagate activity to their neighbors, while inhibitory ones hinder such a propagation [35]. We consider diverse types of network architectures, such as fully-connected graphs, sparse random networks, and two-dimensional (2D) lattices (see Fig.1C).

The networks consist of $N$ nodes, of which a fraction $\alpha$ are excitatory (E) and the remaining $(1-\alpha)N$, are inhibitory (I), a proportion that is preserved for the inward connectivity of every single node. The state of each node $j$ at time $t$ is defined by a binary variable ($s_j(t) = 1$ for active nodes and $s_j(t) = 0$ for inactive or “silent” ones), and $p_e(t)$ (resp. $p_i(t)$) is the fraction of active excitatory (resp. inhibitory) nodes. The dynamics is akin to the ordinary CP: active nodes become silent at a fixed rate $\mu = \mu_t = 1$, but only active excitatory nodes can propagate activity to each of their silent nearest neighbors at a rate $\lambda/K$. On the other hand, each active inhibitory node reduces the rate at which each neighbor is activated by $r_{ei}/\lambda/K$ (for E/I units, respectively), with $0 \leq r_{ei} \leq 1$ (Fig. 1A). Thus, the activation rate of a silent node $j$ is $f \left( \frac{\lambda}{K} \sum_{k \in \Omega_j^e} s_k - \frac{\lambda r_{ei}}{K} \sum_{k \in \Omega_j^i} s_k \right)$, where $\Omega_j^e$ is the set of E/I neighbors of node $j$ in the considered network, and the gain function, $f(\Lambda) = \max(0, \Lambda)$, enforces the non-negativity of the transition rates. We focus on the asymmetric variant of the model, in which inhibition acts more strongly on excitatory than on inhibitory nodes, i.e. $r \equiv r_e > r_i$, leading to inhibition-dominated networks. For simplicity, here we fix $r_i = 0$ — i.e. no inhibition to inhibitory nodes — and $\alpha = 1/2$ (see SI for generalizations). The Master equation defined by the above rates can be integrated in an exact way with Gillespie’s algorithm [55] and also studied analytically (see SI).

Let us first discuss the case of fully-connected networks, for which mean-field equations (exact in the infinite-$N$ limit) can be derived from a standard size expansion [52, 53, 56],

\begin{align*}
\dot{p}_e(t) &= -p_e + (\alpha - p_e) f(\lambda(p_e - r \rho_i)), \\
\dot{\rho}_i(t) &= -\rho_i + (1 - \alpha - \rho_i) f(\lambda p_e),
\end{align*}

while for finite $N$, additional (demographic) noise terms need to be added to Eqs.(1) (see SI). Notice that Eq.(1) is a version of the celebrated Wilson-Cowan model for neural dynamics [57, 58], and that, actually, our full model is also a variant of the “stochastic Wilson-Cowan model”, for which many illuminating results have been obtained in the symmetric case, [46, 59–61]. However, here we focus on the inhibition-dominated asymmetric case, which exhibits a much richer phenomenology (see below).

Observe that, owing to the piecewise definition of $f$, Eq.(1) is a non-smooth dynamical system [62] and the space of states $(\rho_e, \rho_i)$ is divided in: (i) a zone 1, with $\rho_e - r \rho_i < 0$, for which the gain function in the equation for $\dot{\rho}_e(t)$ vanishes so that the quiescent state $\rho_e = \rho_i = 0$ is always reached, and (ii) a zone 2, for $\rho_e - r \rho_i > 0$ which—as shown in Fig.2— entails a rich phase diagram including a quiescent phase, an active one, and a regime of bistability (the corresponding nullclines, fixed points and, characteristic trajectories are shown in Fig.2E–H; see also [57, 58, 63]). Observe that the transition from active to quiescent can be either (i) continuous, as in the standard CP (line of transcritical bifurcations at $\lambda_1(r) = \frac{4}{1 + \sqrt{1 + 4 r}}$ for $r \leq 1/4$; red line in Fig.2A), (ii) discontinuous with bistability, (saddle-node bifurcations at $\lambda_3(r) = \frac{8 r}{(1 - 4 r)^2}$; blue line in Fig.2A), or (iii) tricritical at their merging point $(r_t = \sqrt{\frac{2}{5}} - 2}$; yellow star). Note also the presence of a line of Hopf bifurcations $(\lambda_2(r) = 4$ for $r \geq 1/4$; red horizontal dashed line) where the quiescent state loses its local stability, suggesting the emergence of oscillations above it. However, the non-smoothness of the dynamical system leads to frustrated oscillations, i.e. excitatory perturbations (in zone 2) give raise to curved trajectories that cross to states in zone 1 and then decay back to quiescence (see Fig.2G). This generates an “excitable phase” above the Hopf line where the quiescent state is locally unstable to excitatory perturbations, so that these can be hugely amplified before relaxing back to quiescence, making it globally stable. This creates a mechanism for bursting/avalanching behavior, related but different from the one studied in [46, 59]. This type of transient-amplification effect is well-known to stem from the non-normal (non-Hermitian) form of the Jacobian matrix and its concomitant non-orthogonal eigenvectors and its implications have been long studied in neuroscience [46, 57, 64, 65]. A particularly interesting case of non-normality occurs where the transcritical and Hopf lines meet, i.e. at the codimension-2 Bogdanov-Takens (BT) bifurcation [63], characteristic of, so-called, non-reciprocal phase transitions, a currently hot research topic [66]. The non-normal nature of the dynamics entails a number of non-trivial features such as tilted avalanches — characterized by a highly non-parabolic averaged shape as shown in Fig.3— which appear all across the excitable phase when excitatory inputs perturb the quiescent state. Note that they are not scale invariant, i.e., they have diverse, duration-dependent, shapes (see also [60]). It is only at the line of continuous transitions that avalanches are both tilted and scale-free, resembling the non-parabolic scale-free avalanches reported in, e.g., zebra-fish experiments [67]. Avalanches become parabolic only when inhibition is switched off ($r = 0$).
FIG. 2. Results for the excitatory-inhibitory contact process (EI-CP) on fully-connected networks as analytically obtained from Eq.(1) for $\alpha = 1/2$, $r_i = 0$, and excitation-dominated initial conditions (note that inhibition-dominated conditions always lead to the quiescent state). (A): Phase portrait in the $r$-$\lambda$ plane: active phase (blue), quiescent phase (red), excitable quiescent phase (purple) and bistable regimes (green). The full red line $\lambda_1(r)$ (resp. $\lambda_2(r)$ in blue) marks continuous (resp. discontinuous) transitions between quiescent an active states. These two lines come together at a tricritical point (yellow star). The line $\lambda_2(r)$ marks a Hopf bifurcation, separating the standard quiescent phase from a excitible quiescent one, where the quiescent state is locally unstable, but globally stable. (B-D) Overall stationary activity $\rho = \rho_e + \rho_i$ as a function of $\lambda$ for three different values of $r$ as marked and color-coded in (A): continuous transition (B), discontinuous transition with a regime of bistability between an active state and a quiescent state (C) or between an active and an excitible quiescent state (D). (E-G): Flow diagrams in the $\rho_e$, $\rho_i$ plane for the three points marked in panel (A); the background color stands for the phase and its color intensity is proportional to the vector-field module, the colored lines are the nullclines: $\dot{\rho}_e = 0$ (green) and $\dot{\rho}_i = 0$ (purple) respectively, and the black line ($\rho_i = \mu_e/r$) separates zone 1 (inhibition dominated) from zone 2 (excitation dominated). Characteristic trajectories are depicted as arrowed orange lines, while colored points stand for stable steady states.

and their scaling differs from the standard BP only at the exceptional BT point (its “exotic” critical features will be scrutinized elsewhere [68]). Thus, in summary, the asymmetric (inhibition-dominated) EI-CP model exhibits a much-richer phenomenology than its standard CP counterpart (and that the symmetric version of the model, see SI) already at a mean-field level.

To go beyond mean-field, we now study sparse networks ($K \ll N$), and scrutinize the effects of their inherent stochasticity. In particular, we start by considering analytically-tractable annealed random networks—in which the $\alpha K$ excitatory and $(1-\alpha)K$ inhibitory neighbors of each single node are randomly selected at each time step. In this way, the input to each neuron is a random variable, whose probability distribution can be straightforwardly seen to be the product of two binomials (see SI). From this probability distribution, one can then compute the mean activation rate for each node, $\langle f(\rho_e, \rho_i) \rangle_K$, which—as a consequence of Jensen’s inequality [49]—turns out to be larger than its mean-field counterpart $f(\langle \rho_e \rangle_K, \langle \rho_i \rangle_K)$, in Eq.1. The resulting exact equation can be solved using series expansions or numerically (see SI). The most salient feature of its associated phase diagram (Fig.4A) is the emergence of an intermediate phase between the standard quiescent and active phases. It is separated from the former by a line of continuous transitions ($\lambda_c(r) = 2$), and from the latter by either a sharp discontinuous transition with bistability for large values of $r$ or by a smooth transition for small $r$’s (Fig.4A). Observe that fluctuations, stemming from network sparsity, have blurred away the line of mean-field Hopf bifurcations as well as the BT point, so that the

FIG. 3. Avalanche shapes rescaled with their duration $T_r$ at different points of the mean-field phase diagram (characterized by $r$). Simulations are performed for the noisy version of Eq.(1) with small excitatory initial conditions (see SI-IV.B). (i) At the inhibition-free critical point (blue curves; $r = 0$, $\lambda_e = 2$) avalanches for different durations, $T_r = 0$, are scale-free as their rescaled curves collapse onto a universal inverted-parabola shape using the BP exponent $\gamma = 2$ [13, 15]. (ii) In the presence of inhibition, the curves at the critical point (orange curves; $r = 0.22$ and $\lambda_e = 3$) are scale-invariant with BP exponents and they collapse onto a slightly “tilted” non-parabolic curve (see also [60]). (iii) Within the excitatory phase (red curves; $r = 0.5$, $\lambda = 10$), i.e. away from bifurcations, one observes duration-dependent (non-scale-invariant) skewed non-parabolic shapes.
resulting intermediate phase is reminiscent of the mean-field excitable phase but, crucially, with a non-vanishing irregular activity (see below).

Importantly, even if the phase diagram in Fig.4A has been derived for annealed networks, qualitatively identical ones —albeit with shifted phase boundaries— can be computationally obtained for sparse networks with a fixed (quenched) architecture (such as 2D lattices and random regular networks) with the same values of $K$ and $\alpha$. Hence, the forthcoming results are, in general, valid for all these types of networks.

First of all, we notice that the intermediate phase in Fig.4 exhibits all the key features of cortical asynchronous states [37, 38, 43, 70, 71], so we call it asynchronous (AS) phase. In particular: (i) The coefficient of variation ($CV$) —i.e., the ratio of the variance to the mean activity (see SI)— takes values $CV > 1$, as corresponds to highly irregular single-node activations (Fig.4D). (ii) Time series for inhibitory nodes tightly follow excitatory ones (Fig.4E), leading to strong lagged cross-correlations between excitation and inhibition (Fig.4F/G), a feature absent in the standard active phase (Fig.4H/I). (iii) Small averaged pairwise correlations are found (not shown). However, most remarkably, the elucidated AS phase—in the regime of large $\lambda$ and $r$ values—exhibits also important features characteristic of brain spontaneous activity that are typically not described by standard simple models of asynchronous states [43]. These include: (A) Collective excitability: As shown in Fig.4B, the AS phase is characterized by a large degree of non-normality—as quantified, e.g., by the Henrici index [72]—that grows with both $\lambda$ and $r$. In this regime, the AS phase can be highly excitable (Fig.4F/G), a feature absent in the standard active phase (Fig.4H/I). (B) Bistability with hysteresis: Given that the AS phase can coexist with the active one, it is feasible to shift the network dynamical regime from a low-activity (AS) to high-activity (standard active) one by perturbing the system above
some threshold (see Fig.4J and SI). This shift resembles the striking empirical observation that the collective state of the cortex can be shifted from a low-activity state to a stable active state with a relatively small perturbation [69]. Another consequence of bistability is the presence of hysteresis which is important for, e.g., working memory [73].

(C) Partial synchronization: As illustrated in the SI (Fig.S5), there are quasi-oscillations, evinced as a peak in the Fourier transform of the activity time series [74, 75], followed by a power-law decay revealing variable and transient levels of synchronization, as observed in the cortex [74]. Importantly, this phenomenology survives when inhibition to inhibitory neurons is switched on \((r_i \neq 0)\), but tends to disappear as the symmetric limit \((r_i = r_e)\) is approached (see SI), providing a simple explanation of why “inhibition of inhibition” is often mild in brain networks, which are thus “inhibition dominated” [36] (cf.[76]).

Finally, we also confirmed computationally that the phase transition from the quiescent to the AS phase is described by the directed-percolation class (both in mean-field and in 2D; see SI). Violations of such universality occurring at special points will be described elsewhere [68].

In summary, the EI-CP —an extension of the archetypal contact process including additionally inhibitory nodes— exhibits an extremely-rich phenomenology, especially in the inhibition-dominated case and on sparse networks. In particular, on these networks, one finds an AS phase that captures the basic features of asynchronous states in the brain, and also describes additional remarkable properties, such as collective excitability and partial synchronization, which are usually not explained by existing simple models of asynchronous states. In this way, the model allowed us to rationalize empirical observations such as (i) scale-free tilted neuronal avalanches [67, 77], (ii) regime shifts in the overall network state emerging after a limited perturbation [69], and (iii) quasi-oscillations [74], that are certainly well-beyond the limit of validity of the standard BP picture, as well as simple models of asynchronous states [43]. Furthermore, this allows us to put under the same parsimonious setting critical states (including some exotic ones) and asynchronous states, paving the way towards a deeper understanding of the statistical mechanics of spontaneous brain activity. Extensions of our approach, including important features of actual neural networks, essential for memory and learning, such as more heterogeneous network architectures, distributed synaptic-weights, refractory periods, etc. will be explored elsewhere.
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The excitatory-inhibitory branching process: a parsimonious view of cortical asynchronous states, excitability, and criticality.
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I. DERIVATION OF THE MODEL

The EI-CP is a Markov model, thus completely defined by the transition rates between different configurations. At any time $t$ each node in a network $j$ can be either active or inactive—represented by $s_j = 1$ and $s_j = 0$, respectively—and the system configuration can be written as $\bar{s} = \{s_0, \ldots, s_N\}$. $N$ is the network size of which $N_e = \alpha N$ are excitatory nodes and $N_i = (1-\alpha)N$ inhibitory. An active node can spontaneously decay to the inactive state at a constant rate $\mu_{e,i}$, where the subindex stands for excitatory and inhibitory types, respectively. The rate at which a node becomes active depends on its type, as well as on the state of the neighbouring nodes. For an excitatory node, the rate is computed by (i) summing the number of active excitatory neighbours, multiplied by the rate $\lambda$, node becomes active depends on its type, as well as on the state of the neighbouring nodes. For an excitatory node, the rate is computed by (i) summing the number of active excitatory neighbours, multiplied by the rate $\lambda$, and the system configuration can be written as $\bar{s} = \{s_0, \ldots, s_N\}$.

The evolution of the probability distribution of finding a specific configuration $\bar{s}$ at time $t$, $P(\bar{s};t)$, can be obtained using the master equation,

$$\frac{dP(\bar{s},t)}{dt} = \sum_{j \in \text{exc}} (2s_j - 1) \left\{ -\mu_{e} P(s_1, \ldots, 1_j, \ldots, s_N; t) \right\} + f \left( \frac{\lambda}{K_j} \sum_{k \in \Omega_j^e} s_k - \frac{\lambda r_{e,i}}{K_j} \sum_{k \in \Omega_j^i} s_k \right) P(s_1, \ldots, 1_j, 0, \ldots, s_N; t) \right\}$$

which is formally identical to the Master equation of the ordinary contact process (CP) with the addition of inhibitory nodes and the modification on the activation rates [1]. Numerical simulations are performed integrating the above equation with the Gillespie algorithm, which is exact [2].

Although the Master equation contains all the information about the system, it is analytically intractable. However, we are interested only in macroscopic variables such as the average density of active units or activity. Therefore, it is possible to define the number of active excitatory nodes at a certain time as $n_e(t) = \sum_{j \in \text{exc}} s_j(t)$ (analogously for the
inhibitory ones). If we consider that the system is characterized by \( \vec{n} = \{n_e, n_i\} \), then the transition rates are given by

\[
\begin{align*}
\omega(\{n_e, n_i\} \to \{n_e - 1, n_i\}) &= \sum_{j \in \text{exc}} \mu_es_j = \mu_e N, \\
\omega(\{n_e, n_i\} \to \{n_e, n_i - 1\}) &= \sum_{j \in \text{inh}} \mu_is_j = \mu_i (1 - \alpha) N, \\
\omega(\{n_e, n_i\} \to \{n_e + 1, n_i\}) &= \sum_{j \in \text{exc}} (1 - s_j) f \left( \frac{\lambda}{K_j} \sum_{k \in \Omega_j^e} s_k - \frac{\lambda r_e}{K_j} \sum_{k \in \Omega_j^i} s_k \right), \\
\omega(\{n_e, n_i\} \to \{n_e, n_i + 1\}) &= \sum_{j \in \text{inh}} (1 - s_j) f \left( \frac{\lambda}{K_j} \sum_{k \in \Omega_j^e} s_k - \frac{\lambda r_i}{K_j} \sum_{k \in \Omega_j^i} s_k \right).
\end{align*}
\]

As before, from these rates we can construct a Master equation for the new macroscopic variables, which would render the evolution of \( P(\vec{n}, t) \). Now, as customarily done, one can derive the associated Fokker-Planck equation by means of the Kramers-Moyal expansion [3]. In order to do so, we first need to make the creation rates independent of the microscopic structure by approximating the rate of node activation as the amount of free sites multiplied by the average probability rate of becoming active,

\[
\begin{align*}
\omega(\{n_e, n_i\} \to \{n_e + 1, n_i\}) &\approx (N_e - n_e) f(\Lambda_e), \\
\omega(\{n_e, n_i\} \to \{n_e, n_i + 1\}) &\approx (N_i - n_i) f(\Lambda_i).
\end{align*}
\]

where \( f(\Lambda_e,i) \) represents formally the average input received by an individual. Using the approximated rates, the corresponding multivariate Fokker-Planck equation can be written as

\[
\partial_t P(\rho_e, \rho_i, t) = \frac{\partial}{\partial \rho_e} \left( D_e^{(1)} P \right) + \frac{\partial}{\partial \rho_i} \left( D_i^{(1)} P \right) + \frac{1}{2} \frac{\partial^2}{\partial \rho_e^2} \left( D_{ee}^{(2)} P \right) + \frac{1}{2} \frac{\partial^2}{\partial \rho_i^2} \left( D_{ii}^{(2)} P \right),
\]

where we have omitted the dependency of the probability density function, \( P \), in the right hand side to simplify the notation. The coefficients are

\[
\begin{align*}
D_e^{(1)} &= -\mu_e \rho_e + (\alpha - \rho_e) f(\Lambda_e), \\
D_i^{(1)} &= -\mu_i \rho_i + (1 - \alpha - \rho_i) f(\Lambda_i), \\
D_{ee}^{(2)} &= \frac{1}{N} \left[ \mu_e \rho_e + (\alpha - \rho_e) f(\Lambda_e) \right], \\
D_{ii}^{(2)} &= \frac{1}{N} \left[ \mu_i \rho_i + (1 - \alpha - \rho_i) f(\Lambda_i) \right],
\end{align*}
\]

where, the number of active nodes has been replaced by the density of active sites \( \rho_e,i = n_e,i/N \). Finally, we can use the equivalence between the Fokker-Planck and Langevin equations to derive the following two stochastic equations under the Itô interpretation:

\[
\begin{align*}
\dot{\rho}_e &= -\mu_e \rho_e + (\alpha - \rho_e) f(\Lambda_e) + \frac{1}{\sqrt{N}} \sqrt{\mu_e \rho_e + (\alpha - \rho_e) f(\Lambda_e)} \xi_e(t), \\
\dot{\rho}_i &= -\mu_i \rho_i + (1 - \alpha - \rho_i) f(\Lambda_i) + \frac{1}{\sqrt{N}} \sqrt{\mu_i \rho_i + (1 - \alpha - \rho_i) f(\Lambda_i)} \xi_i(t),
\end{align*}
\]

with \( \xi_e,i(t) \) being uncorrelated, Gaussian white noises.

II. MEAN-FIELD ANALYSIS

Mean Field equations are obtained by averaging over noise the Langevin eqs. (7) and taking the approximation \( f(\Lambda_e,i) \approx f(\Lambda_e,i) \).
FIG. 1. Phase diagram of the mean-field symmetric case for $\alpha = 1/2$. (A) The symmetric case presents quiescent and active phases separated by a transcritical bifurcation. (B) Sketch of a vertical slice ($\rho$ vs $\lambda$ for fixed $r$) of the phase diagram shown in A. (C) Flow diagrams in the $\rho_e, \rho_i$ plane at the point marked and color-coded in panel (A). The background color stands for the phase and its color intensity is proportional to the vector field module. The two nullclines are colored in green ($\dot{\rho}_e = 0$) and purple color ($\dot{\rho}_i = 0$), respectively and the black line ($\rho_i = \rho_e/r$) separates zone 1 (inhibition dominated) from zone 2 (excitation dominated). Characteristic trajectories starting in either of the zones are depicted as arrowed orange lines and the colored point stand for the stable steady state.

**Symmetric version of the model**

The deterministic mean-field equations for the EI-symmetric variant of the model ($r_e = r_i \equiv r$) are given by

\[
\dot{\rho}_e = -\rho_e + (\alpha - \rho_e)\lambda f(\rho_e - r\rho_i) \\
\dot{\rho}_i = -\rho_i + (1 - \alpha - \rho_i)\lambda f(\rho_e - r\rho_i). 
\]

In order to obtain the fixed points ($\dot{\rho}_e = \dot{\rho}_i = 0$) it is necessary to divide the phase plane into two different zones due to the presence of the non smooth function, $f$: an inhibition-dominated region (zone 1), with $\rho_e < r\rho_i$, and an excitation-dominated one (zone 2) where $\rho_e > r\rho_i$. Inside the former, the transfer function always returns a zero value, and, therefore, the only possible fixed point is the absorbing state $\rho_e = \rho_i = 0$. Contrarily, inside zone 2 there is an active state, $\rho_e = \alpha \rho^*$ and $\rho_i = (1 - \alpha) \rho^*$, with $\rho^* = 1 - 1/ (\lambda (\alpha - (1 - \alpha)r))$, as well as the absorbing state which is always present.

The Jacobian of the system reads:

\[
J(\rho_e, \rho_i) = \begin{pmatrix}
-1 + \lambda [(\alpha - \rho_e)f'(\rho_e - r\rho_i) - f(\rho_e - r\rho_i)] & -\lambda r(\alpha - \rho_e)f'(\rho_e - r\rho_i) \\
\lambda (1 - \alpha - \rho_i)f'(\rho_e - r\rho_i) & -1 - \lambda [(1 - \alpha - \rho_i)r f'(\rho_e - r\rho_i) + f(\rho_e - r\rho_i)]
\end{pmatrix},
\]

with $f'(x) \equiv \theta(x)$ the Heaviside step function. In order to analyze the stability, one should study its eigenvalues evaluated in the different fixed points. When evaluating the Jacobian at the absorbing state, one notices that $f'(0)$ is not defined. Nonetheless, for any other point $f'$ is well behaved, therefore what one can do is to approach the origin from the two different zones defined above and evaluate its stability separately. Thus, approaching inside zone 1 ($\rho_e < r\rho_i$) gives

\[
J(\vec{0}) = \begin{pmatrix}
-1 & 0 \\
0 & -1
\end{pmatrix},
\]
which reveals that the absorbing state is a stable node for every value of $r$ and $\lambda$ inside zone 1. One can also compute the Henrici index, or amount of non normality, as defined in 34
\[
\mathcal{N}(J(\vec{v})) = 0,
\]
which tells us that any initial trajectory inside zone 1 will directly relax to the quiescent state without showing any kind of amplified transient behavior (see trajectory in the inhibition-dominated region of Fig. 1C).

Contrarily, coming close to the origin from zone 2 ($\rho_e > r \rho_i$) one gets
\[
J(\vec{v}^+) = \begin{pmatrix}
-1 + \lambda \alpha & -\lambda r \alpha \\
\lambda (1 - \alpha) & -1 - \lambda r (1 - \alpha)
\end{pmatrix},
\]
with eigenvalues: $E_1 = -1$, $E_2 = -1 + \lambda (\alpha - (1 - \alpha)r)$. Then, it is straightforward to see that inside zone 2 the origin loses its stability at $\lambda = 1/(\alpha - (1 - \alpha)r)$, which for $\alpha = 1/2$ gives $\lambda_s(r) = 2/(1 - r)$. In this case the Henrici index is given by:
\[
\mathcal{N}(J(\vec{v}^+)) = \frac{\lambda}{2} (1 + r),
\]
which can seem \textit{a priori} arbitrarily large if we increase $\lambda$. However, since the quiescent state is only stable below $\lambda_s(r) = 2/(1 - r)$ (for $\alpha = 1/2$), the non normality of the quiescent phase is quite low for almost all $r$ and $\lambda$ values.

Likewise, evaluating Eq. (9) in the active fixed point gives the following eigenvalues: $E_1 = -\lambda (\alpha - (1 - \alpha) r)$, $E_2 = 1 - \lambda (\alpha - (1 - \alpha) r)$, evincing the gaining of stability of the active fixed point precisely at $\lambda = 1/((\alpha - (1 - \alpha) r)$ resulting in a transcritical bifurcation which give raise to a continuous phase transition of the total activity $\rho$ as a function of $\lambda$ from quiescent to active (see Fig. 1A-B).

\section*{Non-symmetric version of the model}

The mean-field equations for the non-symmetric variant of the model, $r_i \neq r_e$, in the limit of $r_i = 0$ are given by
\begin{align}
\dot{\rho}_e &= -\rho_e + (\alpha - \rho_e) \lambda f(\rho_e - r \rho_i), \\
\dot{\rho}_i &= -\rho_i + (1 - \alpha - \rho_i) \lambda \rho_e,
\end{align}
where $r_e \equiv r$. Dividing again into the two different zones defined above we obtain the following fixed points: $\rho_{e0}^* = \rho_{i0}^* = 0$, which, as before, is present for both zones, and two active ones, $(\rho_{e-}^*, \rho_{i-}^*)$ and $(\rho_{e+}^*, \rho_{i+}^*)$, that are only present in zone 2, with
\begin{align}
\rho_{e \pm}^* &= \frac{1}{2 \lambda} \left[ -2 + \lambda (\alpha + r (1 - \alpha)) \pm \sqrt{\lambda (\alpha - r (1 - \alpha))^2 - 4r (1 - \alpha)} \right], \\
\rho_{i \pm}^* &= \frac{1}{2 \sqrt{\lambda(r (1 - \alpha) (1 + 2 \alpha \lambda) - \alpha)}} \left[ \sqrt{\lambda (\alpha - r (1 - \alpha))^2 - 4r (1 - \alpha)} \right].
\end{align}

The Jacobian reads
\[
J(\rho_e, \rho_i) = \begin{pmatrix}
-1 + \lambda \left[ (\alpha - \rho_e) f'(\rho_e - r \rho_i) - f(\rho_e - r \rho_i) \right] / \lambda(1 - \alpha - \rho_i) & -\lambda r (\alpha - \rho_e) \rho_e' (\rho_e - r \rho_i) \\
\lambda (1 - \alpha - \rho_i) & -1 - \lambda \rho_e
\end{pmatrix}.
\]

Similarly to the symmetric case, we study the stability of the origin in the two different zones. Then, approaching the origin from zone 1 gives
\[
J(\vec{v}) = \begin{pmatrix}
-1 & 0 \\
\lambda (1 - \alpha) & -1
\end{pmatrix},
\]
which is a non-normal matrix with one degenerate eigenvalue $E_{1,2} = -1$ and only one eigenvector $\vec{v}_1 = (0, 1)$. In the language of linear stability analysis, this peculiar case is commonly known as a \textit{defective}, or \textit{degenerate}, node [4],
which in our case turns out to be stable for any value of \(r\) and \(\lambda\) since the trace of the Jacobian is always negative. Computing the Henrici index gives:

\[
\mathcal{NN}(J(\vec{0})) = \lambda/2
\]

which can be arbitrarily large since the quiescent state inside zone 1 is stable for all \(\lambda\) values and therefore can describe large transient behaviours as shown in Fig.2G of the main text.

On the other hand, approaching the absorbing state from zone 2 we have

\[
J(\vec{0}^+)= \begin{pmatrix} -1 + \lambda \alpha & -\lambda \alpha \\ \lambda (1 - \alpha) & -1 \end{pmatrix},
\]

with \(E_{1/2} = -1 + \frac{1}{2} \lambda \left( \alpha \pm \sqrt{\alpha^2 - 4\alpha r(1 - \alpha)} \right)\) as eigenvalues. Then, local stability of the absorbing state is guaranteed for

\[
\begin{aligned}
\lambda &< \frac{2}{\alpha + \sqrt{\alpha^2 - 4\alpha r(1 - \alpha)}}, \\
\lambda &> \frac{2}{\alpha}.
\end{aligned}
\]

that in the case of \(\alpha = 1/2\) reduces to \(\lambda_1(r)\) and \(\lambda_2(r)\) of the main text. Again calculating the Henrici index gives:

\[
\mathcal{NN}(J(\vec{0}^+)) = \begin{cases} 
\lambda(1 - \alpha (1 - r)) & r \leq \frac{\alpha}{4(1 - \alpha)}, \\
\lambda \sqrt{\alpha^2 + (1 - \alpha (1 + r))^2} & r > \frac{\alpha}{4(1 - \alpha)},
\end{cases}
\]

which can also display a large non normality for certain values of \(\lambda\) and \(r\). More concretely and for \(\alpha = 1/2\) the whole excitatory phase (Fig.2A of the main text) can exhibit large values of non normality by making \(\lambda\) large, since now the global stability of this excitatory quiescent phase is bounded by \(\lambda_3(r) = 8r/(r - 1)^2\) (see below), which is indeed much bigger —for the same \(r\) values— than its counterpart in the symmetric version of the model (see Fig.2A).

Finally, in order to see the stability of the two active points \((\rho_{e+}^\ast, \rho_{i+}^\ast)\) one may proceed as before, evaluating the eigenvalues of Jacobian in eq. (16) in those fixed points. However, given the rather involved form of the fixed points, closed analytical expressions for stability conditions are difficult to find in this way. Therefore, initially detailed numerical evaluations were performed, finding that the point \((\rho_{e+}^\ast, \rho_{i+}^\ast)\), is always stable whereas the other, \((\rho_{e-}^\ast, \rho_{i-}^\ast)\) is always unstable. Thus, in order to find the stability conditions for \((\rho_{e+}^\ast, \rho_{i+}^\ast)\), one just needs to find the region of parameters \(r\) and \(\lambda\) where this fixed point appears, i.e., the region where: the density of excitatory and inhibitory is real and non-negative, \(\rho_{e/i+}^\ast \in \mathbb{R}_0^+\); and additionally, where this densities obey the consistency condition \(\rho_{e+}^\ast > r\rho_{i+}^\ast\), since they were obtained in zone 2. All this, together with \(\alpha = 1/2\) for simplicity, gives

\[
\begin{cases} 
\lambda > \frac{4}{r^2 + 4}, \\
\lambda > \frac{8r}{(r - 1)^2}
\end{cases}
\]

for \(\rho_{e+}^\ast + \rho_{i+}^\ast\) and \(\rho_{e-}^\ast(r)\) of the main text.

Fig. 2A illustrates the dependence of the transition point \(\lambda_1\) on the strength of the inhibition, \(\lambda\). Observe that as \(r \to 1\), i.e., as inhibition tends to completely block excitatory activations, the value of the activation rate required to create an active phase diverges. Furthermore, Fig. 2B illustrates the fact that as \(r\) is increased, there is a certain value \(r_t\) at which the transition becomes discontinuous and the associated “jump”, \(\Delta = \rho_{e+},(\lambda_t(r))\), grows with \(r\).

The rationale for the emergence of a discontinuous transition in the EI non-symmetric version of the model is as follows: for small values of \(r\), what matters is the competition between the activation and inactivation rate, i.e., the branching ratio \(m = \lambda/\mu\), much as in the standard CP. As the branching ratio is increased, activation overcomes inactivation, and since the inhibition feedback \(r\) is small, both \(\rho_e\) and \(\rho_i\) can maintain an arbitrarily low value, leading to a continuous transition. Mathematically, this is explained by the fact that the fixed points exchange stability at the same value of \(\lambda\) (Fig.2A-B of main text). On the other hand, once \(r\) increases over \(r_t = -2 + \sqrt{5}\), excitatory units cannot maintain an arbitrarily low value due to the effect of inhibition, despite having a sufficiently large branching ratio. Once the excitatory units turn off, the inhibition will inevitably follow the same fate. Upon further increasing the branching ratio, one eventually arrives at a certain point at which activation effect overcomes both inactivation and inhibition feedback, so the system can maintain a value of \(\rho_e > 0\) which is not arbitrarily low, leading to a discontinuous transition.

Observe that, on the other hand, in the EI symmetric version the transition is always continuous because both excitatory and inhibitory units are equally inhibited. Therefore, once the \(\lambda\) effect overcomes \(\mu\) and \(r\) (for any value of \(\lambda\) and \(r\)), we can have an arbitrarily low value for both \(\rho_e\) and \(\rho_i\) at the same \(\lambda\) value, thus leading to a continuous transition.
FIG. 2. Features of the non-symmetric version of the model. (A) Critical point, $\lambda_c$, as a function of the strength of inhibition, $r$, showing the big shift in the critical point for large values of $r$. (B) Width of the discontinuity, $\Delta$, as a function of $r$. Results obtained solving numerically the mean-field equations for $\alpha = 1/2$.

III. RESULTS BEYOND MEAN-FIELD

A. Jensen’s force and the asynchronous phase

Let us analyze the full system of deterministic equations, assuming the non-symmetric case ($r_i = 0$, $r_e \equiv r$), although the deduction for the symmetric case is similar,

$$\dot{\rho}_e = -\mu_e \rho_e + (\alpha - \rho_e) f(\Lambda),$$
$$\dot{\rho}_i = -\mu_i \rho_i + \lambda (1 - \alpha - \rho_i) \rho_e. \tag{23a}$$

In the mean field analysis we approximated $\langle f(\Lambda) \rangle$ by $f(\langle \Lambda \rangle)$ where $f(\Lambda) \equiv \max(0, \Lambda)$, this is exact for fully connected networks and a good approximation for sparse networks for large values of $\langle \Lambda \rangle$ since $f$ is linear in that limit. However, for small $\langle \Lambda \rangle$, fluctuations (due to sparsity) in the input received by each node can produce a negative value leading to $f(\Lambda < 0) = 0$ which averaging over all possible inputs lead to $\langle f(\Lambda) \rangle \geq f(\langle \Lambda \rangle)$. This is known as the Jensen’s inequality and is valid for any convex function. Therefore, input fluctuations translate into a stochastic force, $F(\Lambda) = f(\langle \Lambda \rangle) - f(\langle \Lambda \rangle)$ (termed Jensen’s forced in [5]) that can render the quiescent state (stable in the mean field case) unstable, generating a low-activity phase in sparse networks.

A simple way to go beyond the mean-field approximation is to follow the procedure of Buendia et al. [5], assuming that the system is annealed, i.e., connections are constantly reshuffling: every time the interactions of a node are evaluated, $k$ neighbours are randomly selected, of which $k_e = \alpha k$ are excitatory and $k_i = (1 - \alpha)k$ are inhibitory.

Let us derive the equations for this approach. Since there is a fraction of $\rho_e \in [0, \alpha]$ active excitatory nodes, the probability of picking an active node when an excitatory unit is selected at random is given by $\rho_e/\alpha$. Then, the probability of obtaining $j$ active nodes when taking $k_e = k\alpha$ random excitatory nodes is given by the binomial probability

$$b(j, k_e; \rho_e) = \binom{k_e}{j} \left( \frac{\rho_e}{\alpha} \right)^j \left( 1 - \frac{\rho_e}{\alpha} \right)^{k_e-j}. \tag{24}$$

The same argument can be done with the inhibitory population, so the probability of taking $l$ out of $k_i$ active inhibitory nodes is also given by a binomial, $b(l, k_i; \rho_i)$. Now, notice that if one knows the number of both active excitatory and inhibitory connections, one knows the input to the target node. Then, the probability of observing a certain input can be determined by the product of both binomials,

$$p_{jl}(\rho_e, \rho_i) = \binom{k_e}{j} \binom{k_i}{l} \left( \frac{\rho_e}{\alpha} \right)^j \left( \frac{\rho_i}{1 - \alpha} \right)^l \left( 1 - \frac{\rho_e}{\alpha} \right)^{k_e-j} \left( 1 - \frac{\rho_i}{1 - \alpha} \right)^{k_i-l}. \tag{25}$$

Finally, we can use this probability in order to evaluate the average of the input function,
\[ \langle f(\Lambda) \rangle = \frac{1}{k} \sum_{j,l=0}^{j, l=ke, ki} f(\lambda(j-r\ell)) p_{jl}(\rho_e, \rho_i), \]  
\tag{26}

For low activity, the average can be exactly evaluated up to first order in \( \rho_e, \rho_i \). Note that any combination of \( j + l > 1 \) will be of order larger than 2, which means that we only need to consider the contributions \( j, l = 1, 0 \) and \( j, l = 0, 1 \) to the sum. As long as \( r \in [0, 1] \), the result of the transfer function does not depend on \( r \) itself, meaning that the sum can be approximated to

\[ \langle f(\Lambda) \rangle \approx \frac{\lambda k_e \rho_e}{\alpha}. \]  
\tag{27}

If this result is plugged into eqs. (23), it is possible to find the fixed points and their stability for the annealed system in the limit of low activity. The Jacobian at the quiescent state is given by

\[ J(0, 0) = \begin{pmatrix} -1 + \alpha \lambda & 0 \\ (1 - \alpha) \lambda & -1 \end{pmatrix}. \]  
\tag{28}

We then find that the quiescent state loses stability at the value \( \lambda = 1/\alpha \), no matter the value of the other parameters. Notice that this value is the same as the one obtained for the excitatory-only case, \( r = 0 \). Moreover, the Jacobian displays a non-normal form, meaning that this novel low-activity phase, that we call Asynchronous (AS) Phase (since it displays all the properties of the cortical asynchronous state as shown in the main text), is always excitable (see Sec.IV D for a detailed explanation of the relation between non normality and excitability).

In the general case, the Jacobian is given by:

\[ J(\rho_e, \rho_i) = \begin{pmatrix} -1 - \langle f(\Lambda) \rangle + (\alpha - \rho_e) \partial_e \langle f(\Lambda) \rangle & (\alpha - \rho_e) \partial_i \langle f(\Lambda) \rangle \\ (1 - \alpha) \lambda & -1 - \lambda \rho_e \end{pmatrix}, \]  
\tag{29}

with the derivatives of \( \langle f(\Lambda) \rangle \) being

\[ \partial_e \langle f(\Lambda) \rangle = \frac{1}{k} \sum_{j, l} f(\lambda(j-r\ell)) \left( \frac{k_e}{j} \right) \left( \frac{k_i}{l} \right) \left( \frac{\rho_e}{\alpha} \right)^{j-1} \left( 1 - \frac{\rho_e}{\alpha} \right)^{l-j} \left( 1 - \frac{\rho_i}{1-\alpha} \right)^{k_e-j} \left( 1 - \frac{\rho_i}{1-\alpha} \right)^{k_i-l}, \]  
\tag{30}

\[ \partial_i \langle f(\Lambda) \rangle = \frac{1}{k} \sum_{j, l} f(\lambda(j-r\ell)) \left( \frac{k_e}{j} \right) \left( \frac{k_i}{l} \right) \left( \frac{\rho_e}{\alpha} \right)^{j} \left( \frac{\rho_i}{1-\alpha} \right)^{j-1} \left( 1 - \frac{\rho_e}{\alpha} \right)^{k_e-j} \left( 1 - \frac{\rho_i}{1-\alpha} \right)^{k_i-l} \left( l - k_i \rho_i \right). \]  
\tag{31}

Thus, one can integrate the differential equations 23 plugging 26 until convergence to the stable state is reached, and this value can be fed into the Jacobian. Numerical diagonalization of this Jacobian yields the eigenvalues corresponding to our point. We applied this procedure in a 300 \( \times \) 300 grid. The resulting plot can be seen in Fig. 3 showing the phase diagram and real and imaginary parts of the largest eigenvalue for both the asymmetric and symmetric cases. The phenomenology resembles very much that of their mean-field counterpart with some key differences:

1. The quiescent phase loses stability always at \( \lambda = 1/\alpha \), as predicted by our low-activity expansion before. This can be clearly seen in Fig.3.B.E, where the largest eigenvalue of the stationary state of the dynamics is depicted and so values close to zero represent transitions. This transition is the typical quiescent to active for the symmetric case, whereas for the asymmetric case it becomes a quiescent to AS transition (see Fig.3.A.D).

2. In the asymmetric version of the model, the line separating quiescent and active phases now splits: the system has a critical quiescent-AS transition, and then an AS-active separation, which is no longer critical and can be either continuous or discontinuous depending on the specific \( r \) and \( \lambda \) values.

3. The Hopf bifurcation of the mean-field diagram of the asymmetric case does disappear. It translates into a smooth line separating two regions with different degrees of excitability, quantified by the value of the eigenvalues complex part (see Fig.3.C).

4. Bistability regions of the mean field diagram for the asymmetric case between a locally or globally stable quiescent state and an active one translate into a bistable region between a down state (AS phase) and an up state (active phase) (see Sec.III B).
FIG. 3. EI-CP on the annealed network. (A,D) Stationary activity for the asymmetric (A) and symmetric (D) versions of the model where stripes indicates the bistability region between the usual active phase (up state) and asynchronous phases. (B-F) Real (B,E) and imaginary (C,F) parts of the maximum eigenvalue of the Jacobian in eq.(29) evaluated at the stationary state of the dynamics for the (B,C) asymmetric variant of the model, where in the bistable region the up state is shown and (E,F) symmetric variant.

B. Bistability in sparse networks

It is known that during deep sleep or under anesthesia, the cerebral cortex exhibits bistability, with an alternation between high and low levels of neural activity, called up and down states respectively [6, 7]. Our model is able to reproduce some form of bistability for an interval of $\lambda$ that grows with increasing $r$. Fig.4A,C of main text show this coexistence between the novel asynchronous state (down state) and the fully active (up state) in the 2D lattice and annealed cases. The existence of bistability in the 2D lattice is further investigated in Fig.4 where it can be easily visualized that for a small lattice (highly noisy), the system alternates between the down and up states for values of $\lambda \in [675, 775]$ approximately. Besides, the same figure also shows how different initial conditions result in two different steady states, the AS phase (lilac colors) and the active one (blue colors) which is another footprint of bistability. Those results are obtained for $r = 0.7$. Similar analysis have also been carried out for smaller values of $r$ resulting in a smaller size of the bistability region, in accordance with the qualitative picture given by the annealed model phase diagram.

C. Stochastic Amplification of Fluctuations

Stochastic Amplification of Fluctuations (SAF) is a phenomena by which a system possessing a stable fixed point with complex eigenvalues (stable spiral) gets its relaxation trajectory to the stationary state frustrated by the noise, forcing it to quasi-oscillate. Interestingly enough, the time-series of activity of our model inside the AS phase exhibit a similar behavior, shown in Fig.5, where a peak can be found in the absolute value of the Fourier transform of activity, $|\rho(\omega)|$; whereas the fully active case does not exhibit any oscillations whatsoever. Besides, both activities exhibit a perfect $1/\omega^2$ background noise in the power spectrum which is nothing but $|\rho(\omega)|^2$. 
FIG. 4. Demonstration of the existence of bistability in the vicinity of the AS phase to active phase transition with $r = 0.7$. (A-B) Total activity of a single realization, $\rho$, as a function of time, $t$, in a highly noisy system, $N = 1024$, for: (A) a down-dominated state, $\lambda = 700$; (B) an up-dominated state, $\lambda = 720$. (C) Total activity of a single realization $\rho$ vs $t$ for $\lambda = 750$ and different initial conditions in a system with much more moderate noise $N = 10000$, resulting into two clearly different steady states, the down one (lillac colors) and the up one (blue colors). Results obtained in the 2D lattice ($\alpha = 0.5$, $K = 8$).

D. Differences between Symmetric and Asymmetric cases

In the main text we have studied thoroughly the asymmetric case because the symmetric case exhibits a similar behavior to the low-$r$ regime of the asymmetric one, i.e. even though the model still present some features of the asynchronous state for some $\lambda$ values, the excitability against perturbations, low activity regime for a wide region of $\lambda$ and quasi-oscillatory behaviour are lost. Indeed, Figs.6A,I illustrate how the low self-sustained activity and excitability are gradually lost as the symmetry in the coupling between excitatory and inhibitory neurons is increased. Both changes can be understood together by looking at the activity in the network (Fig.6C-H and Supplementary
FIG. 6. Differences between symmetric and asymmetric cases in the 2D lattice ($\alpha = 0.5$, $K = 8$) with $r_e = 0.7$. Panels (A) and (B) show the activity, $\rho$, and its standard deviation, $\sigma_{\rho}$, respectively, as a function of the activation rate $\lambda$ for different fractions of $r_i/r_e$ going from the completely asymmetric case (light blue), $r_i/r_e = 0$, to the completely symmetric model (dark blue), $r_i/r_e = 1$. The diagram is zoomed in the region $\lambda \in [0, 500]$ to highlight the differences. Panels (C-H) show two different snapshots of the activity of a 2D lattice with $L = 20$ for: $r_i/r_e = 1$, $\lambda = 20$ (C-D); $r_i/r_e = 0.5$, $\lambda = 80$ (E-F); and $r_i/r_e = 0$, $\lambda = 750$ (G-H). Panel I shows the temporal evolution of activity in a stimulation experiment, where a fraction $\Delta e = 0.15$ of excitatory nodes is instantaneously activated for: the totally symmetric case, $r_i/r_e = 1$, with $\lambda = 13$; the fully antisymmetric case, $r_i/r_e = 0$ with $\lambda = 750$; and an intermediate case, $r_i/r_e = 0.5$ with $\lambda = 13$.

Videos 1-3), where one can see that by symmetrizing the model, the system changes from a highly fluctuant phase to a more static one. In the former, activity is concentrated in large clusters that travel around the network, breaking and recombining with others (Fig.6G,H and Supplementary Video 1); while the later is characterized by a less and less fluctuant and clusterized network, where activity cannot travel across the network (Fig.6C-F and Supplementary Videos 2,3).

IV. METHODS

A. Scaling behaviour and critical exponents

In order to elucidate the nature of the phase transition between quiescent and active phases in the presence of inhibition we perform standard finite size scaling analyses [8, 9] in a 2D lattice (that can display richer behaviour compared to higher-dimensional systems as networks), where we measure:

1. The quasistationary value of the activity averaged only for surviving trials, $\rho$, which scales as $\rho(L) \propto L^{-\beta/\nu_\perp}$ right at the critical point (Fig.7C,F). This density is estimated by computing it as a function of time and averaging its value where the density saturates, becoming a constant value.

2. The characteristic time to reach the quiescent state, $\tau_{1/2}$, defined as the time required for the survival probability to decay to one half, which scales as $\tau_{1/2} \propto L^{\nu_\parallel/\nu_\perp}$ at the critical point (Fig.7B,E). Since one can only evaluate a finite number of runs, it may happen that some of the sizes do not arrive exactly to one half of the probability. In that case we take the closest number to such half (the maximum difference in our case being of 0.02).

3. The time-decay of the activity averaged over all trials (including those that have reached the absorbing state), $\rho_T$, that is expected to scale at the critical point as $\rho_T(L, t) \propto t^{-\delta}$ for times small compared with $\tau_{1/2}$ (Fig.7A,D).
FIG. 7. Finite size scaling for the symmetric (upper row) and asymmetric (lower row) cases of our model for values of $\lambda$ close to the critical point detailed in the legend. A,D: time decay of the activity averaged over all trials, $\rho_T$. Exponent value obtained in the range $[15, 2000]$. B,E: Characteristic time to reach the quiescent state, $\tau_{1/2}$ as a function of the linear size of the system $L$. C,F: Quasistationary value of the activity averaged over surviving trials, $\rho$ as a function of $L$. All of the analyses have been performed for a minimum of 300 runs in a 2D Lattice using the Gillespie algorithm.

The resulting exponents obtained for the asymmetric (resp. symmetric) case are: $\beta/\nu_\perp \approx 0.78$ (0.78), $\nu_\parallel/\nu_\perp \approx 1.74$ (1.76), $\delta \approx 0.45$ (0.45), all of them in close agreement with their expected values in the two-dimensional DP class [10]. We thus conclude that inhibition does not affect the nature of the phase transition neither for the symmetric case, nor for the asymmetric one. In this way, we also demonstrate that the transition between a quiescent state and the novel low-activity phase (asynchronous irregular state) still belongs as well to the DP universality class, in agreement with the Janssen-Grassberger conjecture, despite the special properties of the asynchronous irregular phase.

B. Avalanches

Avalanches are obtained by integrating Langevin equations 7a-b –interpreted in the Itô sense– with an Euler-Mayoroma algorithm, which are computationally cheaper to simulate in comparison with performing Gillespie simulations of the full system in mean-field. We consider that an avalanche ends once the activity crosses below a certain (low) threshold. The value of the threshold is used also as initial condition, mimicking single-seed experiments in lattices. From these avalanches, one can compute several observables, such as the avalanche shape. This is obtained by selecting all avalanches with a fixed duration $T$, and averaging the activity $\rho(t/T)$ during the chosen avalanche duration. Since the number of avalanches is finite, we have to defined a criterion to declare if two different avalanches had the same duration, $T$, or not. Thus, we perform a binning with relative accuracy of 0.1 in real space and so we average together avalanches with $T \in [t^{(n)}, t^{(n+1)}]$ being $t^{(n+1)} = 1.1 t^{(n)}$ and $t^{(0)} = 1$ (which is essentially a equidistant logarithmic binning of $\log_{10}(1.1)$). Other criterions such a equidistant real space binning of 1 had also been taken into account and the qualitative picture did not change at all. Parameters used for the simulation are: time-step, $dt = 10^{-4}$, initial condition, $\rho_e = 10^{-8}$, $\rho_i = 0$, gaussian noises amplitudes, $\sigma_e,i = 10^{-4}$, and a threshold of $10^{-8}$. The necessary amount of total avalanches to display a clear collapse of the avalanche shape– shown in Fig.3 of the main text– is of order $10^7$ for each of the different values of $r$ and $\lambda$.

C. Asynchronous-state-related observables

Coefficient of variation (CV). It is defined as the ratio of the standard deviation to the mean of the interspike intervals (ISI) —i.e. periods of un-interrupted silence for a given neuron/node.

$$CV = \frac{\sigma_{\text{ISI}}}{\mu_{\text{ISI}}}.$$  (32)
In order to compute it, the inter-spike intervals for each individual neurons where obtained. After the CV is computed for each neuron, one can estimate the real CV by averaging over all the nodes.

Cross-correlation. (CC) Given two time series $e(t)$ and $i(t)$ the normalized cross-correlation, also called Pearson correlation coefficient is defined as:

$$CC(\tau) = \tilde{\rho}(t) \tilde{\rho}(t + \tau),$$

(33)

where $\tilde{\rho}_{e,i}$ represents a normalized time series subtracting the average and dividing by standard deviation, $\tilde{\rho}(t) = (\rho(t) - \langle \rho \rangle) / \sigma(\rho)$. Defined in this way, if $CC(\tau)$ has a peak for $\tau > 0$, we conclude that the activity of the inhibitory population resembles that of the excitatory one, but delayed: excitatory population spikes first and it is followed by the inhibitory one.

Excitability. We measure the excitability of the system, i.e., its capability to exhibit long transient behaviours and large amplification of perturbations while being stable, by means of different observables:

(i) The Henrici index, defined as

$$NN(A) = \sqrt{||A||_F^2 - \sum_n |\lambda_n|^2},$$

(34)

where $||A||_F \equiv \sqrt{\sum_{ij} |A_{ij}|^2}$ is the Frobenius norm and $\lambda_i$ are the eigenvalues of $A$. This index, that measures the non-normality of a matrix, allows us to estimate the excitability of our system directly from its Jacobian matrix (the exact relation between non-normality and excitability is clarified below).

(ii) Direct stimulation of the system by externally activating a fraction of the excitatory neurons. This method allows one to visualize the degree of excitability of the model in sparse networks where the solutions cannot be calculated analytically.

D. Non-normality, Non-reciprocity, reactivity and excitability

Through this article we employ the concepts of non normality, non reciprocity and excitability in similar contexts. In this section we aim to clarify the relations existing between such concepts.

- A matrix $A$ is **normal** if and only if $AA^* = A^*A$, i.e, it commutes with its transpose conjugate $A^*$. Equivalently, $A$ is normal if it has a complete set of orthogonal eigenvectors, that is, if it is unitarily diagonalizable: $A = UDU^*$ [11]. Therefore, **non-normal** matrices are those that do not commute with its transpose conjugate or equivalently, do not have orthonormal eigenvectors. A simple measure of non-normality is given by the Henrici index defined in Eq.(34), although other possibilities for quantifying non-normality exist in the literature [12].

- A system is **non-reciprocal**, when interactions between its components are asymmetrical, i.e. the way agent $a$ interacts with agent $b$ is different from the way $b$ interacts with $a$. In the context of dynamical systems, a system is non-reciprocal if the Jacobian has different off-diagonal entries.

- **Excitability** is defined as the capability of a system to exhibit long transient behaviours (i.e. large trajectories away from its stationary state) and large amplification of perturbations.

- **Reactivity** is a simple way to quantify the magnitude of the transient behaviour of a dynamical system before relaxing to its stationary state. In the literature of non-normal matrices it is also known as the numerical abscissa of a matrix, which in the case of the Hilbert space is given by [11]:

$$R(A) = \lambda_{\text{max}}(H(A)),$$

(35)

where $A$ is a matrix and $\lambda_{\text{max}}(H(A))$ is the maximum eigenvalue of the Hermitian part of $A$ defined as $H(A) = \frac{1}{2}(A + A^*)$. Although it may then seem more natural (at least a priori) to consider reactivity of the Jacobian as a measure of its excitability instead of non-normality, we demonstrate below that for two dimensional matrices, reactivity can be increased either by decreasing the stability of the fixed point or by increasing the non normality of the Jacobian. Thus, non normality is precisely what makes a state with fixed stability more excitable.
Let us illustrate all these concepts with the most simple case, a dynamical system with associated Jacobian matrix given by

\[
J = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]  

at one fixed point. We remark that non-reciprocity implies \( b \neq c \). The eigenvalues are

\[
\lambda_{\pm} = \frac{1}{2} (a + d \pm \sqrt{(a - d)^2 + 4bc}).
\]  

Reactivity can also be computed easily, as

\[
\mathcal{R}(J) = \lambda_{\text{max}}(H(J)) = \frac{1}{2} (a + d + \sqrt{(a - d)^2 + (b + c)^2}).
\]

The Henrici index reads

\[
\mathcal{NN}(J)^2 = ||J||_F - \sum_{i} |\lambda_i|^2 = a^2 + b^2 + c^2 + d^2 - 2 \left( \frac{a + d}{2} \right)^2 + \left( \frac{\sqrt{(a - d)^2 + 4bc}}{2} \right)^2,
\]

where the expressions from \( \lambda_{\pm} \) has been used. In order to continue it is important to distinguish if eigenvalues are real or imaginary. For real eigenvalues ((\( a - d)^2 > -4bc \)), the square of the square root can be readily simplified,

\[
\mathcal{NN}(J)^2 = (b - c)^2.
\]

Thus, for a stable fixed point with fixed stability, i.e., \( \text{Re}[\lambda_+] = \frac{1}{2} (a + d + \sqrt{(a - d)^2 + 4bc}) = \text{const} < 0 \), its reactivity is entirely determined by non-normality. Indeed, rewriting Eq.(38) conveniently,

\[
\mathcal{R}(J) = \frac{1}{2} (a + d + \sqrt{(a - d)^2 + 4bc} + (b - c)^2),
\]

all of the terms are fixed by the condition of fixed stability except \( (b - c)^2 \) which is precisely the amount of non-normality.

Likewise, for complex eigenvalues ((\( a - d)^2 < -4bc \)):

\[
\mathcal{NN}(J)^2 = (a - d)^2 + (b + c)^2.
\]

Again fixing the stability of the fixed point, \( \text{Re}[\lambda_+] = \frac{1}{2} (a + d) = \text{const} < 0 \), we have

\[
\mathcal{R}(J) = \frac{1}{2} \left( (a + d) + \mathcal{NN}(J) \right),
\]

demonstrating again that for fixed stability, being more non-normal implies also being more reactive.
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