Understanding the Nonlinear Dynamics of Driven Particles in Supercooled Liquids in Terms of an Effective Temperature
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In active microrheology the mechanical properties of a material are tested by adding probe particles which are pulled by an external force. In case of supercooled liquids, strong forcing leads to a thinning of the host material which becomes more pronounced as the system approaches the glass transition. In this work we provide a quantitative theoretical description of this thinning behavior based on the properties of the Potential Energy Landscape (PEL) of a model glass-former. A key role plays the trap-like nature of the PEL. We find that the mechanical properties in the strongly driven system behave the same as in a quiescent system at an enhanced temperature, giving rise to a well-characterized effective temperature. Furthermore, this effective temperature turns out to be independent of the chosen observable and individually shows up in the thermodynamic and dynamic properties of the system. Based on this underlying theoretical understanding, we can estimate its dependence on temperature and force by the PEL-properties of the quiescent system. We furthermore critically discuss the relevance of effective temperatures obtained by scaling relations for the description of out-of-equilibrium situations.

I. INTRODUCTION

In microrheology, the mechanical properties of a substance are studied by monitoring the trajectories of single particles¹–⁴. Thereby, one distinguishes between two different modes: Passive microrheology, in which the equilibrium properties of the material are probed by studying the motion of a single particle¹,⁵, and active microrheology, in which a single particle is subjected to an external drive. In the latter case, the response to strong external perturbations is of particular interest since it allows one to study the properties of the system in an out-of-equilibrium situation⁵.

Recently, this method has been applied to study the properties of glass-forming systems in both, experiments⁶–⁸ and simulations⁸–¹⁵. For these systems, several remarkable effects have been observed like a nonlinear thinning of supercooled liquids⁷,⁸,¹⁰,¹¹,¹³, local melting of glassy samples⁶,¹⁶ and intermittent superdiffusivity in the supercooled regime¹¹,¹⁴. Because of this, there is recently a field of vivid research to provide a theoretical description of the out-of-equilibrium properties⁴, mostly in the framework of mode-coupling theory¹⁰,¹⁶,¹⁷. For dilute colloidal solutions, a theoretical description in terms of the two-particle correlations between the probe and the host liquid has been developed by Brady et al.¹⁸–¹⁹.

A standard experiment in the context of active microrheology is the pulling of a single probe particle through a supercooled liquid with a constant external force \( F \), see Fig. 1 (a) of a schematic visualization. Thereby, a characteristic quantity is the mobility \( \mu = v/F \) of the probe, which is defined as the ratio of the stationary velocity \( v \) of the particle along the force direction and the strength of the external field \( F \). The mobility is determined by the resistance the particle experiences during the motion through the supercooled liquid and is therefore a direct measure for the mechanical properties of the system³. As it can be seen in Fig. 1 (b), the mobility is constant for small forces, which is in accordance with the Einstein relation³

\[
\mu(F \to 0) = \frac{D}{k_B T},
\]

where \( D \) denotes the equilibrium diffusion constant, and \( k_B T \) the thermal energy of the system. For large forces, the mobility becomes itself force-dependent, thereby indicating a thinning of the local environment.

For the physical description of non-equilibrium states, one often finds the concept of effective temperatures in literature⁸,¹¹,¹²–¹⁹. Thereby, a new temperature \( T_{\text{eff}} \) is defined which includes, on the one hand, the temperature imposed by the thermostat and, on the other hand, the control parameter of non-equilibrium, e.g. the maximum strain of a shear cycle or the waiting time in an aging system. The exact definition can result from evaluating the fluctuation-dissipation theorem²³,²⁶,²⁷, studying the population of energies²⁴,²⁵,²⁸, applying weakly interacting degrees of freedom that act as a thermometer⁸,²⁹ or simply via scaling relations of different dynamic quantities¹¹,²². For the case of force-driven active microrheology the latter relations have been observed for the inverse mobility \( \zeta \) and for the perpendicular diffusion coefficient of the tracer particle \( D_{\perp} \), however, with quite different values.
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of $T_{\text{eff}}$. Since one would expect a “physical” temperature to be independent from the studied quantity, the insights these scaling temperatures are somewhat limited.

A novel way to describe microrheology in supercooled liquids is the application of the Potential Energy Landscape (PEL) approach. The basic idea of this approach is to relate the dynamics of the system to its thermodynamic state, characterized by its overall potential energy\cite{30,31}. In particular it turns out that the dynamics of supercooled liquids can be related to escape events out of mesoscopic funnels in the PEL, formed by a set of local minima, which is called Metabasins (MB)\cite{31}. Although the escape out of a single MB is a complicated process, which may contain several transitions between local minima, it can be described as a single activated process over a energy barrier that depends on the depth of the funnel\cite{32}. This is in striking accordance to the trap model\cite{33} that has been successfully applied to understand the connection between thermodynamics and dynamics in supercooled liquids\cite{34}. On a more coarse grained level, the sequence of escapes from the MBs is largely uncorrelated and can be described in terms of a continuous time random walk (CTRW) scheme\cite{35,36}.

Recently, the PEL approach has been used to describe the dynamics of a driven tracer particle in terms of a CTRW through its underlying PEL\cite{13,14}. Thereby it has been found that the PEL approach offers a non-trivial decomposition of the linear and nonlinear response of $\mu$ into two independent quantities. In particular, one finds that the spatial part of the mobility behaves essentially constant, whereas the average waiting time $\langle \tau(F,T) \rangle$ in between two transitions or, equivalently, the average rate $\langle \Gamma(F,T) \rangle\_F$ of a transition strongly varies; thereby, $\langle \ldots \rangle$ denotes a number average, whereas $\langle \ldots \rangle\_F$ denotes the average taken with respect to the Boltzmann distribution of energies, see Eq. (2) further below. This very different behavior means that the temporal part of the mobility is the main source of nonlinearity and, thus, that the understanding of the nonlinearity of the relevant timescale is identical to understanding the nonlinearity of the mobility itself.

In this article we offer a quantitative microscopic description of the thinning behavior of force-dependent mobility $\mu$. For this purpose we have conducted computer simulations of a typical glass-forming model liquid which allows us to study the real space dynamics simultaneous to the dynamics of the system in its underlying PEL (for details, see Methods). We first analyze the effect of the external force on the energy distribution, which can be rationalized in terms of an effective temperature $T_{\text{eff}}$. For this effective temperature, a universal scaling with a single parameter is observed which can be applied for nearly all forces and temperatures studied in this work. Second, we study the force dependence of the local escape rates and provide a description in terms of an extended trap model. Thereby we find that the force dependence of this rates is governed by the same effective temperature as it was found for the thermodynamic quantity. Third, both quantities can be combined to obtain a quantitative description of the average escape rate $\langle \Gamma(F,T) \rangle\_F$ in terms of $T_{\text{eff}}$. As a consequence the dynamics of the system behaves during the application of an external force similar to the dynamics of a quiescent system at a higher (bath) temperature, resulting in a Force-Temperature Superposition. This result can be directly applied to the real-space mobility. In the last step, we apply the concept, within some approximations though, to the diffusive properties of the system. Thereby we observe a similar scaling with the same effective temperature as for the mobility, however, the quality of the scaling depends on the studied quantity, due to the different validity of the applied approximation. We critically discuss that a slightly different choice of the scaling factor of the effective temperature can enhance the scaling properties of the diffusion coefficient. However, this can also lead to a loss of the physical meaning of the so...
defined effective temperature.

II. METHODS

We have conducted molecular dynamics simulations (MD) of a binary (80:20) mixture Lennard-Jones particles where the potential parameters of Kob and Andersen have been used. Since the analysis of the underlying PEL requires small system sizes which allows us to perform simulations of systems with \( N = 65 \) particles. This system size is known to display only very small finite size effects concerning its diffusive behavior in equilibrium. As is can be seen in Fig. 2, also the mobility studied in this work is only very weakly dependent on the size of the system and the small system only displays deviations about 10 − 20\%.

At the beginning of the simulation one of the majority particles of the system is randomly chosen and pulled by a constant force along a certain direction, thereby reaching a steady-state regime. Constant temperature conditions have been achieved by coupling the bath particles (all particles except of the tracer) to a Nosé-Hoover thermostat. We show in the Supplemental Material that, in the range of forces we are studying in this work, the driving of the tracer causes no unphysical fluctuations of the kinetic energy of the bath particles. We study a (bath) temperature range of \( T = 0.45 − 0.65 \) which is slightly above the mode-coupling temperature \( T_c = 0.435 \) of the system. In this regime neither incomplete structural relaxation nor aging has been observed.

The key step of our analysis is the tracking of the path the system has taken through its PEL. For this purpose we compute the current inherent structure of the system at certain points in time by minimizing the potential energy of the system via conjugate gradient method. The minimization is done with a copy of the system so that the MD trajectories are not influenced. For the computation of the potential energy, only the Lennard-Jones interactions are taken into account. This choice is necessary to compare the states of the driven and to those of the undriven system, since only in this case they all belong to the very same PEL.

At the end of the simulations, all inherent structures, between which forward-backwards transitions are observed, are combined to metabasins, whereas the structure with the lowest potential energy, which is typically the most frequently visited one, defines the energy. The exact protocol to determine the metabasins involves some minor subtleties which are described in.

III. RESULTS

In the PEL description, the overall escape rate from an arbitrary MB depends on two formally independent quantities: The distribution \( P(\epsilon, T) \) of MB energies \( \epsilon \) populated by the system, which is a purely thermodynamic quantity and the rates \( \langle \Gamma_\epsilon(\epsilon, T) \rangle \) to escape from a MB of energy \( \epsilon \), which describe the local kinetics. The escape rates \( \langle \Gamma_\epsilon(\epsilon, T) \rangle \) are defined as the inverse average waiting time \( 1/\langle \tau_\epsilon(\epsilon, T) \rangle \) before leaving a MB of energy \( \epsilon \). The brackets thereby denote the average over different realizations. The total average escape rate or, equivalently, the inverse average waiting time is given by

\[
\frac{1}{\langle \tau(\epsilon) \rangle} = \langle \Gamma(\epsilon) \rangle = \int d\epsilon \langle \Gamma_\epsilon(\epsilon, T) \rangle P(\epsilon, T).
\]

where the index \( P \) of \( \langle \Gamma(\epsilon) \rangle \) shall emphasize that the average has been taken with respect to the energy distribution \( P(\epsilon, T) \). Applying an external perturbation may alter the thermodynamics, the local kinetics or both in a different manner, giving rise to the observed nonlinear behavior of \( \langle \Gamma(\epsilon, F) \rangle \). Thus, the understanding of the force dependences of \( \langle \Gamma_\epsilon(\epsilon, F, T) \rangle \) and \( P(\epsilon, F, T) \) immediately offer the understanding of the nonlinear mobility in general.

A. Distribution of energies

The thermodynamic state of the system is characterized by the Boltzmann distribution of energies \( P(\epsilon, T) \). Numerically, \( P(\epsilon, T) \) can simply determined by computing the energy of a MB at arbitrary chosen points in time. In Fig. 3(a), \( P(\epsilon, T) \) is shown for a quiescent system at different temperatures. All curves display a Gaussian shape, which is shifted to larger values as the temperature is increased. In contrast to the average value, the width as well as the height of the distribution is not dependent on the temperature.

In the quiescent system for \( T \lesssim 0.7 \), at which the anharmonic contributions of the local minimum are fully negligible, the energy distribution results from the density of states (DOS) \( G(\epsilon) \) via

\[
P(\epsilon, T) \propto G(\epsilon) e^{-\epsilon/T},
\]

where the states are weighted by the thermal energy of the system. With this equation, one can determine the underlying DOS by rescaling the distributions shown in Fig. 3(a). As it is shown in, the underlying DOS is a Gaussian with the same width as \( P(\epsilon, T) \).

The dynamics of the system can still be described for \( F > 0 \) in terms of the original \( (F = 0) \) potential energy minima since the minima including the external force are, as we show in the Supplemental Material, basically the same in the range of forces displayed in Fig. 3. It will be of key importance how the additional force changes the kinetic and thermodynamic properties of the system. In Fig. 3(b) \( P(\epsilon, F, T) \) is shown for different force strengths. One observes that the Gaussian shape of the distribution...
FIG. 2: Finite size effects. Mobility $\mu$ of the tracer particle as a function of the external force $F$ for systems with a different number of particles $N$ at a temperature $T = 0.475$.

FIG. 3: Distribution of MB energies. (a) Probability distribution $P(\epsilon, T)$ of MB energies $\epsilon$ of quiescent systems at different temperatures $T$. (b) Probability distribution $P(\epsilon, F, T)$ of the microrheologically driven system at $T = 0.475$ for different forces $F$. (c) Natural logarithm of the energy distribution $P(\epsilon, F, T)$ divided by MB density of states $G(\epsilon)$. The lines represent linear fits to the data points via Eq. (4). (d) Effective temperature $T_{\text{eff}}$ of microrheologically driven systems for different forces and temperatures, rescaled in the spirit of Eq. (6). The black dotted line corresponds to a linear fit to the data points to determine the parameter $\chi$ in Eq. (6).
is recovered also in the non-equilibrium case, but the distribution is shifted to higher energies. The width of the distribution is not altered by the application of the force. This is remarkable, since it displays the same characteristics which have already been observed for $P(\epsilon,T)$ in the quiescent system at different temperatures, see Fig. 3(a). In particular, microrheological forcing and heating are indistinguishable in terms of the energy distribution.

This striking similarity between forcing and heating motivates the definition of an effective temperature which characterizes the shift of $P(\epsilon,F,T)$. Since, as mentioned above, $G(\epsilon)$ is by construction independent from the force, we can rewrite Eq. (3) and insert the $P(\epsilon,F,T)$ for the energy distribution:

$$\frac{\epsilon}{T_{\text{eff}}} = - \log \left( \frac{P(\epsilon,F,T)}{G(\epsilon)} \right) + \text{const.} \tag{4}$$

Thereby it is implicitly assumed that the energy distribution is a Boltzmann distribution, however, controlled by the effective temperature $T_{\text{eff}}$ rather than the bath temperature $T$. The corresponding data are shown in Fig. 3(c) for different forces. It can be observed that plotting the data according to Eq. (4) offers well defined straight lines whose slopes can be interpreted as the inverse effective temperatures. This observation supports the idea that the energy distribution can be regarded at least formally as Boltzmann distributed.

The definition for $T_{\text{eff}}$ used above is similar to that in\textsuperscript{24,25,28} where it has been applied to characterize the non-equilibrium thermodynamics of a aging system and a system under an oscillatory shear strain. However, in these references only the average value of the energy distribution has been used to determine $T_{\text{eff}}$. While in this particular case both definitions would lead essentially to the same values, it has been found in another context\textsuperscript{47}, that the average value alone might be misleading, since it can result from very different distributions. Using the procedure depicted above would uncover such deviations by not showing straight lines in Fig. 3(c). For later purposes, we rewrite Eq. (3) for $F > 0$ according to the effective temperature defined in Eq. (4):

$$P(\epsilon,F,T) \sim G(\epsilon) e^{-\epsilon/T_{\text{eff}}}. \tag{5}$$

How is this effective temperature dependent on the external force? Since the shift of the energy distribution must be symmetric concerning the direction of the applied force, it reasonable to assume that it is an even function in $F$. Furthermore, in the limit of $F \to 0$, $T_{\text{eff}}$ must recover the bath temperature $T$. Because of this, a natural guess for the force dependence of $T_{\text{eff}}$ is

$$T_{\text{eff}} = T + \chi F^2 \tag{6}$$

where $\chi$ is a force and temperature independent parameter. A similar guess has been justified by a mean-field theory of a Brownian particle in a viscoelastic medium\textsuperscript{48}. In this reference, the prefactor has, however, been identified with the mobility of the Brownian particle, which in the present case is strongly dependent on force and temperature. Thus, the relevance of the results from\textsuperscript{48} for microrheology of supercooled liquids is unclear.

Equation 6 is tested in Fig. 3(d) for the microrheologically driven systems at different temperatures. It turns out that Eq. (6) allows to superimpose the thermodynamic data points for a very broad range of forces onto a master curve. Only at high temperatures and large forces, small deviations occur. By fitting the master curve with a linear function, one can determine the value of $\chi$ for this system as $\chi = 0.00079$. An estimate for the value of $\chi$ based on properties of the underlying PEL will be given at the end of the next subsection.

Instead of Eq. (6), one could also think about a scaling like

$$\beta_{\text{eff}} = \beta - \chi (\beta F)^2, \tag{7}$$

with $\beta_{\text{eff}}$ denoting the inverse effective temperature and $\beta$ the inverse bath temperature, respectively. Eq. (7) would fulfill the symmetry conditions discussed above as well and in the limit of $F \to 0$, both Eq. (6) and Eq. (7) are identical. However, Eq. (7) offers a much poorer scaling for large forces, whereas Eq. (6), as already discussed, allows a nearly perfect scaling for all forces and temperatures (see Fig. 3(d)).

### B. Escape kinetics

The other central quantity is the average escape rate $\langle \Gamma(\epsilon,T) \rangle$ to leave a MB of energy $\epsilon$. For a quiescent system at different temperatures, these local escape rates are shown in Fig. 4(a). One finds that the temperature-dependence of the apparent escape rates is dependent on the energy of the MB. This result is already known from previous simulations\textsuperscript{32} and can be understood by the fact that the escape from singe MB, although they occur via a multi-minima path, can be efficiently described as a single activated process:

$$\langle \Gamma(\epsilon,T) \rangle = \Gamma_0(\epsilon) e^{-\beta E_{\text{app}}(\epsilon)}. \tag{8}$$

Thereby both, the apparent activation energy $E_{\text{app}}(\epsilon)$, the system has to overcome, and the prefactor $\Gamma_0(\epsilon)$, which is of entropic nature and accounts for the number of possible paths to leave the minimum, are dependent on the energy of the particular MB. By fitting the escape rates of particular energies at different temperatures via Eq. (8), one is able to determine $E_{\text{app}}(\epsilon)$ and $\Gamma_0(\epsilon)$, see Fig. 4(b). The resulting curve for $E_{\text{app}}(\epsilon)$ is shown in Fig. 4(c). One observes two distinct regimes:
FIG. 4: Average rates to escape from a single MB. (a) Average escape rate $\langle \Gamma_\epsilon(\epsilon, T) \rangle$ to escape from a MB of energy $\epsilon$ for quiescent systems at different temperatures $T$. (b) Natural logarithm of the average escape rates $\langle \Gamma_\epsilon(\epsilon, T) \rangle$ for different MB energies $\epsilon$ as a function of the inverse temperature $1/T$. The lines correspond to linear fits to the data points via Eq. (8). (c) Activation energies $E_{\text{app}}(\epsilon)$ as a function of the energies of the MB. The single purple point marks the crossover energy $\epsilon_c$, the lines are linear fits to the data points via Eq. (9). (d) Average escape rates $\langle \Gamma_\epsilon(\epsilon, F, T) \rangle$ of the microrheologically driven system at $T = 0.475$ and different forces $F$. The lines corresponds to the theoretical prediction via Eq. (11) where the the effective temperature has been determined via Eq. (6).

$$E_{\text{app}}(\epsilon) = \begin{cases} m(\epsilon_c - \epsilon) + V_0 & \text{for } \epsilon < \epsilon_c \\ V_0 & \text{for } \epsilon > \epsilon_c \end{cases} \quad (9)$$

with the critical MB energy of the system $\epsilon_c \approx -293$ and a slope $m \approx 0.55$. Since the dynamics of the system are merely determined by the slow escape rates, corresponding to large energy barriers, the following analysis will focus on the low-energy part of Eq. (9).

For the case $m = 1$, the activation energy is in agreement with the trap model$^{33}$, where the MBs serve as traps: The system has to overcome a barrier equal to the depth of the trap plus a small additional barrier $V_0$. What is the meaning of the factor $m$ at low energies? Although our simulations are conducted with a very small system, only a small set of particles is moving at the same time$^{49}$. To estimate the implications for $E_{\text{app}}(\epsilon)$ one may consider that the simulated system consists of $M$ non-interacting subsystems, each one relaxing independently from each other. The escape rates one measures is therefore the rate one observes for the overall system, i.e. sum of the rates of each individual subsystem $i$: $\Gamma(\epsilon = \sum_1^M \epsilon_i) = \sum_1^M \Gamma_i(\epsilon_i)$. If one now assumes that the energy of the system is distributed equally among the $M$ subsystems, one immediately obtains $\Gamma(\epsilon) = M \Gamma_i(\epsilon/M)$, thus, the actual barrier, which has to be overcome, is reduced by a factor $m = 1/M$.$^{34}$ These ideas give rise to the notion of an "extended trap model"$^{34}$. Considering that the activation energy is proportional to the trap depth (Eq. (9)), one can rewrite Eq. (8) as
\[ \langle \Gamma_\epsilon(\epsilon, T) \rangle^{-1/m} \propto e^{-\epsilon/T} \propto \frac{P(\epsilon, T)}{G(\epsilon)}, \quad (10) \]

where the right hand side has been identified with the ratio of the energy distribution and the density of states, see Eq. (3). This connection of the escape dynamics on the one side and the thermodynamics on the other side is a fundamental property of the extended trap model.

The escape rates of a microrheologically driven system are shown in Fig. 4(d) for a broad range of forces. One observes that the escape rates at low MB energies are strongly enhanced as compared to the quiescent case whereas at high MB energies the rates only slightly grow. By visual inspection on finds that this behavior is rather similar to what one observes in Fig. 4(a) for a quiescent system at different temperatures. This coincidence suggests that not only the energy distribution but also the escape kinetics are driven by an effective temperature.

This can further be justified in terms of the extended trap model: In Eq. (10), a fundamental connection between the thermodynamics and kinetics is established which a priori holds for the quiescent system only. For the driven system, the right hand side of this equation can be replaced by Eq. (5), thus, the control parameter of the thermodynamics is the effective temperature \( T_{\text{eff}} \). If Eq. (10) still holds for this system, it follows that also the kinetics are determined by \( T_{\text{eff}} \) defined in Eq. (6), i.e.

\[ \langle \Gamma_\epsilon(\epsilon, F, T) \rangle = \langle \Gamma_\epsilon(\epsilon, 0, T_{\text{eff}}) \rangle. \quad (11) \]

For this relation it is implicitly assumed that the factor \( m \) of the extended trap model is not altered by the external force, thus, that the number of subsystems is the same as in the quiescent system. This assumption can be justified by the observation that the average number of particles, involved in a MB transition, is basically \( F \)-independent (see Supplemental Material for more details). Thus, the value of \( m \) defined in Eq. (9), describes the \( F > 0 \) case as well.

Equation (11) can be tested by inserting equations (6), (8) and (9) for different forces, as it is shown in Fig. 4(d). One finds a very good agreement between the theoretical prediction and the numerical data. Our results show that both thermodynamics and kinetics are controlled by the same effective temperature \( T_{\text{eff}} \) which is dependent on a single parameter \( \chi \).

Its microscopic origin can be qualitatively explored in terms of a one-dimensional cosine potential which is tilted along the force direction. As it is demonstrated in the Supplemental Material, one expects for this toy model that the escape rate out of a single minimum is for small forces given by \( \exp(-E/T_{\text{eff}}) \) with \( T_{\text{eff}} = T + \sigma^2/(8E)F^2 \) where \( E \) denotes the barrier and \( a \) the distance between two minima. For the binary Lennard-Jones mixture, a reasonable guess for the energy scale is the width \( \sigma \) of the DOS or, equivalently, of the energy distribution \( P(\epsilon, T) \). The distance between to MB is given by the squared diffusive length \( \langle a^2 \rangle = \lim_{n \to \infty} \langle x^2(n) \rangle / n \) of a single particle which can be determined from the mean-squared displacement \( \langle x^2(n) \rangle \) of the particle after a number of MB transitions \( n \). Since both, \( \sigma \) and \( \langle a^2 \rangle \) are independent from temperature, also the value of \( \chi_{\text{est}} = \langle a^2 \rangle / (8\sigma) \) does not depend on \( T \). With \( \langle a^2 \rangle = 0.00351 \) and \( \sigma = 2.65 \), one can estimate \( \chi_{\text{est}} = 0.00017 \) which agrees with the actually measured value of \( \chi = 0.00079 \) up to a factor 4.6. Such deviations can be rationalized by considering that barriers between two MB do not lie exactly in the middle of two MB but are shifted closer to the starting minimum. In any event, already this simple model offers a reasonable estimate for the parameter \( \chi \), which is purely based on properties of the quiescent energy landscape.

C. Force-dependent mobility

In the next step, one can revisit Eq. (2) to study the force-dependence of the average escape rate \( \langle \Gamma(F, T) \rangle \rho \) with provides the time scale of the mobility \( \mu \). Since both of its constituents are characterized exclusively by the effective temperature, also \( \langle \Gamma(F, T) \rangle \rho \) is a function of \( T_{\text{eff}} \) only. This result is shown in Fig. 5(a) where the average escape rate of a broad range of forces and temperature is shown as a function of their effective temperatures. One finds that all data points can be collapsed onto a single master curve. This property may be denoted as Force-Temperature Superposition.

A subtlety emerges due to the fact that Eq. (3) has been used to compute the energy distribution for Eq. (2), since this equation requires anharmonic effects to be fully negligible \( (T \lesssim 0.7) \). This difference is directly visible in Fig. 5(a). Interestingly, one finds that the prediction via Eqs. (2) and (3) offers a better description of the superimposed data points. The observation that in case of microrheology the harmonic approximation holds for large effective temperatures suggest that the fluctuations inside a minimum are still controlled by the low bath temperature given by the thermostat. This is in agreement with the result for a sheared system in where it has been found that the short-time dynamics are determined by the bath temperature whereas the dynamics on long timescales are governed by a higher effective temperature.

In Fig. 5(b) the average escape rates are shown as a function of the force for different temperatures, together with the theoretical prediction based on the numerical integration of Eq. (2). One finds a quantitative agreement for all forces and temperatures. We would like to emphasize that the data for a temperature \( T = 0.4 \) (full green circles in Fig. 5) has been included which is below the mode-coupling temperature of the system \( (T_c = 0.435^{37}) \). For this temperature, the quiescent state is inaccessible due to very long relaxation times, thus, it can be regarded as below the (computer) glass transition.
FIG. 5: Force-Temperature Superposition of the nonlinear mobility. (a) Average escape rate $\langle \Gamma(F, T) \rangle$ for different forces $F$ and bath temperatures $T$ as a function of the effective temperature $T_{\text{eff}} = T + \chi \cdot F^2$. The color code for the different bath temperatures is the same as in (b). The black dotted line corresponds to the average escape time $\langle \Gamma(0, T) \rangle$, determined from MD simulations of a quiescent system, the red solid line to the theoretical prediction by evaluating Eq. (2). The lines correspond to the theoretical prediction via Eq. (2). Please note that the data points for $T = 0.4$ (full green circles) correspond to a bath temperature below the mode-coupling temperature $T_c = 0.435$. (c) Mobility $\mu$ times the bath temperature as a function of the effective temperature $T_{\text{eff}}$. The color code of the data points is the same as in (b). The black dotted line corresponds to the theoretical prediction according to Eq. (15). (d) The mobility $\mu$ times the effective temperature $T_{\text{eff}}$ as a function of the effective temperature $T_{\text{eff}}$. The color code of the data points is the same as in (b). The black dotted line is the same as in (c).

Since Eq. (2) can still be evaluated, the present theory nevertheless allows a qualitative prediction of its highly non-equilibrium state.

The insights obtained above can eventually be used to predict the force-dependent mobility of the tracer particle in the supercooled liquid. For this purpose one has to recall, that the mobility in terms of the PEL approach given by

$$\mu = x(F, T) \langle \Gamma(0, T_{\text{eff}}) \rangle_p,$$

where $x(F, T)$ denotes the spatial part which depends on force and temperature. However, as it has been shown in$^{13}$ and the Supplemental Material$^{14}$, the spatial part displays only a weak dependence on the external force and is essentially given by

$$x(F, T) \approx \langle a^2 \rangle / (2T)$$

where $\langle a^2 \rangle$ again denotes the diffusive length scale of a single particle in the quiescent system. The one-dimensional diffusion coefficient $D$ of a single particle in quiescent system is given by$^{35}$

$$D(T) = \langle (a^2) / 2 \rangle \langle \Gamma(T) \rangle_p,$$
thus, one can combine Eqs. (12)-(14) to obtain for the mobility:

$$\mu = D(T_{\text{eff}})/T.$$  \hspace{1cm} (15)

Here, the force-dependent mobility is brought into relation with the temperature dependence of the equilibrium diffusion coefficient and can therefore be tested with real space quantities only.

The mobility $\mu$ as a function of the effective temperature is shown in Fig. 5(c). There one can observe that again all data points fall onto a single master curve which is in good agreement with the theoretical predictions via Eq. (15). The deviations at rather low effective temperatures occur due to the fact, that the force-dependence of the spatial part in Eq. (12) has not been considered in Eq. (15). At high effective temperatures, the theoretical prediction differs from the superimposed data point due to the breakdown of the harmonic approximation, similar to what already has been observed in Fig. 5(a) for the average escape rate.

We would like to mention that the structure Eq. (15) may seem to be a little bit odd, since two different temperatures explicitly enter: The effective temperature which determines the diffusion coefficient and the bath temperature in the denominator. However, this behavior is a direct result of the PEL approach, since in Eq. (13), $T$ cannot be replaced by $T_{\text{eff}}$. As a consequence, the application of $\mu = D(T_{\text{eff}})/T_{\text{eff}}$ for the rescaling of the data results in a much poorer Force-Temperature Superposition in the nonlinear regime, see Fig. 5(d). In summary, Eq. (15) offers very reasonable description of the force-dependent mobility, based on real space properties of the quiescent system and a single parameter $\chi$ for a broad range of forces and temperatures.

D. Diffusive properties

Finally, one may ask whether the effective temperature also governs the diffusive properties of the system. For this purpose, we have determined the nonlinear diffusion coefficient $D_\perp$ of the tracer particle orthogonal to the force direction as well as $D_{A,\perp}$ of the type A bath particles in the same direction by fitting the long-time limit of the mean-squared displacements. The orthogonal direction has been chosen since the tracer particle displays a strong anomalous behavior in direction of the force, including intermittent superdiffusivity as well as a transition to a strongly enhanced long-time diffusion. This behavior has been intensively discussed in\textsuperscript{14}, where a quantitative theoretical description of the anomalous diffusion in terms of the PEL approach is provided. The fact that the diffusion coefficient of the bath particles displays a nonlinear behavior has of course to be treated with some care, since it is only valid for the rather small system studied in this work, where the bath particles and the tracer belong to the same elementary system. Nevertheless, the analysis of this quantity may be instructive for the question of the universality of the effective temperature in the elementary system.

In analogy to the mobility in III.C., the nonlinear diffusion coefficients can be separated into its spatial and temporal compounds\textsuperscript{13,35}:

$$D_X(F, T) = \left(\langle a_X^2 \rangle/2 \right) \langle \Gamma(0, T_{\text{eff}}) \rangle_p,$$  \hspace{1cm} (16)

where $X = \perp$ or $X = A, \perp$ characterizes the different species. This equation is basically the same as Eq. (14), however, both the diffusive length scales $\langle a^2 \rangle$ and the average hopping rate $\langle \Gamma(T) \rangle_p$ have been replaced by their force dependent counter parts. The only difference between for $D_\perp$ and $D_{A,\perp}$ is the relevant diffusive length scale, either $\langle a^2 \rangle$ or $\langle a_{A,\perp}^2 \rangle$, which can be determined from the mean-squared displacements of the respective particle types after a certain number of MB transitions.

For the evaluation purely in real space, Eq. (16) is less helpful since the PEL parameters are inaccessible. Similarly to what has been done for the mobility in the previous section, one can therefore make the assumption that the diffusive length scales are basically independent of the external force (and temperature, since $\lim_{F \to 0} \langle a_X^2 (F, T) \rangle = \text{const}$). If this assumption holds, Eq. (16) simplifies to

$$D_X \approx D(T_{\text{eff}})$$  \hspace{1cm} (17)

for both diffusion coefficients. The test of this assumption is shown in Fig. 6(a),(b).

For the diffusion coefficient of the tracer particle one finds that the theoretical prediction is only in a qualitative agreement with the rescaled data points. Please notice, however, that in the analyzed temperature range the diffusion coefficient varies over three orders of magnitude, which is reasonably reflected by the theory. For $D_{A,\perp}$, a much better agreement can be observed. The data points collapse on a master curve which agrees up to the harmonic breakdown at $T \approx 0.7$ with Eq. (17).

The reason for the different qualities of the prediction is the validity of the assumption that the spatial part is not dependent on the applied force. As one can see in Fig. 6(c), the spatial part of the bath particles (lower branch) varies only very little as compared to the quiescent length scale. In contrast, the length scale of the tracer particle grows half an order of magnitude (upper branch). In the first case, the applied assumption is much better fulfilled, resulting in a better scaling in Fig. 6(b). For the tracer particle diffusion, please consider, that the spatial part of the tracer diffusion varies at most half an order of magnitude. In the same regime, the temporal part, which can be very well described by our model, extends over one to two orders of magnitude (see Fig. 5(b)). This explains why the presented approach still allows a reasonable description of the data in Fig. 6(a).
FIG. 6: Force-Temperature Superposition of the orthogonal diffusion coefficients. (a) Orthogonal diffusion coefficient $D_\perp$ of the tracer particle as a function of the effective temperature $T_{\text{eff}} = T + \chi \cdot F^2$. The color code is the same as in Fig. 5(b). The black dotted line corresponds to the theoretical prediction according to Eq. (17). (b) Orthogonal diffusion coefficient $D_{A,\perp}$ of the bath particles of type A as a function of the effective temperature $T_{\text{eff}} = T + \chi \cdot F^2$. The color code is the same as in Fig. 5(b). The black dotted line corresponds to the theoretical prediction according Eq. (17). (c) Orthogonal diffusive length scales $\langle a^2 \rangle$ of the tracer and the type A bath particles for different forces $F$ and temperatures $T$. The upper branch ($\langle a^{2}_{\perp} \rangle$) belongs to the diffusive length scale of the tracer particle, the lower branch ($\langle a^{2}_{A,\perp} \rangle$) to that of the bath particles of type A. The black dotted line corresponds to the temperature-independent$^{35}$ diffusive length scale of the quiescent system. (d) Orthogonal diffusion coefficient $D_{\perp}$ of the tracer particle as a function of the scaled effective temperature $T + 1.7 \chi F^2$. The color code of the data points is the same as in Fig. 5(b). The black dotted line is the same as in (a).

Our results shown above are in some disagreement with the work presented in$^{11,22}$ where it has been shown that the mobility and the orthogonal diffusion of the tracer particle obey a Force-Temperature Superposition, however, with different effective temperatures. Adopted to our notation, these two temperatures differ in the value of $\chi$ which turns out to be a factor of $\sim 1.3$ larger for the orthogonal diffusion than for the nonlinear mobility. Indeed, also for our data a larger value of $\chi$ (here increased by 70% for a different system) allows a nearly perfect scaling of the numerical data on a master curve, see Fig. 6(d). However, the effective temperature resulting from such a rescaling is somewhat artificial, since it has lost its connection to the thermodynamic and, in this application, kinetic properties it was originally derived from. Effective temperatures purely derived from scaling laws should therefore be treated with some caution, because its importance for the description of non-equilibrium thermodynamics is a priori unclear.

IV. CONCLUSION

In this work, we have derived a microscopic approach to describe the thinning behavior of nonlinear active microrheology in supercooled liquids. For this purpose we
have applied the PEL approach to describe the thermodynamics and dynamics of the driven system which offers valuable insight into the relationship of each other, even far away from equilibrium. Our results could show that the thermodynamic and dynamic properties of the system far from equilibrium are governed by a single effective temperature that can qualitatively connected to the properties to the quiescent energy landscape. Since one can transfer this behavior, within some approximations however, to real space quantities like the force-dependent mobility and the orthogonal diffusion coefficient, it may encourage tests of this results in experiments as well as in other theoretical models of supercooled liquids.
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