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A B S T R A C T

SARS-CoV-2, a novel coronavirus mostly known as COVID-19 has created a global pandemic. The world is now immobilized by this infectious RNA virus. As of June 15, already more than 7.9 million people have been infected and 432k people died. This RNA virus has the ability to do the mutation in the human body. Accurate determination of mutation rates is essential to comprehend the evolution of this virus and to determine the risk of emergent infectious disease. This study explores the mutation rate of the whole genomic sequence gathered from the patient’s dataset of different countries. The collected dataset is processed to determine the nucleotide mutation and codon mutation separately. Furthermore, based on the size of the dataset, the determined mutation rate is categorized for four different regions: China, Australia, the United States, and the rest of the World. It has been found that a huge amount of Thymine (T) and Adenine (A) are mutated to other nucleotides for all regions, but codons are not frequently mutating like nucleotides. A recurrent neural network-based Long Short Term Memory (LSTM) model has been applied to predict the mutation rate of this virus. The LSTM model gives Root Mean Square Error (RMSE) of 0.06 in testing and 0.04 in training, which is an optimized value. Using this train and testing process, the nucleotide mutation rate of 400th patient in future time has been predicted. About 0.1% increment in mutation rate is found for mutating of nucleotides from T to C and G, C to G and G to T. While a decrement of 0.1% is seen for mutating of T to A, and A to C. It is found that this model can be used to predict day basis mutation rates if more patient data is available in updated time.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

The whole world is suffering by an ongoing pandemic due to Coronavirus disease brought by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. It was an outbreak from Wuhan, the capital of Hubei province in China during December 2019 [2]. The virus was identified on 7th January and observed that it is spread by human-to-human transmission via droplets or direct contact [3,4]. Its infection has been estimated to be a mean incubation period of 6.4 days and a basic reproduction number of 2.24–3.58. Since its identification, it has already been spread speedily over the whole globe, therefore the world health organization (WHO) had declared COVID-19 a global pandemic on 11th March 2020 [5].

The SARS-CoV-2 is a pathogenic human coronavirus under the Betacoronavirus genus. In the recent decade, the other two pathogenic species SARS-CoV and MERS-CoV were outbreaks in 2002 and 2012 in China and the Middle East, respectively [6–9]. The complete genomic sequence (Wuhan-HU1) of this large RNA virus (SARS-CoV-2) was first discovered in the laboratory of China on 10th January [10] and placed in the NCBI GenBank. The SARS-CoV-2 is a single positive-stranded RNA virus having non-segmented in nucleic acid sequence [11]. Although it is an RNA virus but for simplicity of understanding the gene sequence has been given as DNA type which means nucleobase Uracil (U) has been replaced by Thymine (T). The genomic sequence of SARS-CoV-2 virus shows about 79% and 50% similarity with the SARCov and MARS-CoV, respectively [6].

SARS-CoV-2 performs mutation during replication of genomic information [12]. The mutation occurs due to some errors when copying RNA to a new cell. Mutations are mainly three kinds: Base substitution, Insertion, and Deletion. Further, in base substitutions, there are some more divisions: silent, nonsense, missense, and frameshift [13]. Micro-level alteration of mutation rate is also de-
tectable for virus infection in host immune systems and drastically change the virus characteristic and virulence. To understand viral evolution, the mutation rate is one of the crucial parameters [14]. Furthermore, it is one of the most important factors for the assessment of the risk of emergent infectious disease, like due to SARS-CoV-2. Therefore, an accurate estimation of this parameter finds a great significance [15,16].

In connection to this and following the current pandemic, many researchers and scientists are working relentlessly to understand the evolution of SARS-CoV-2. Asim et. al have performed Phylogenetic analysis of SARS-CoV-2 virus based on the spike gene of the genomic sequence [17]. In this study, they described a detailed genomic sequence of the SARS-CoV-2 virus. They identified the factor of endemicty of SARS-CoV-2 and then focused on to find out the next reservoir of the SARS-CoV-2 virus. Based on the case study, the authors reported that all sequence of this virus is constituted in a single cluster without making any branching on it but not validated the findings with detailed statistical analysis. An analysis on Gene signature of SARS-CoV-2 virus has been performed by Ranajit and Sudeep [18]. They estimated the ancestry rate of the European genome from the reference population by applying a statistical tool qpAdm. Then they applied Pearson’s correlation coefficient between various ancestry rate of European genome and performed statistical analysis on death/recovery rate by using GraphPad Prism v8.4.0, GraphPad Software. In this study, they developed different linear regression models. Finally, they performed Genome-wide association analyses (GWAS) among European and East Asian genomes to examine single-nucleotide polymorphism (SNP) which is correlated to the infection of the SARS-CoV-2 virus. From the SNP association, they observed a huge difference in allele frequencies between European and Eastern Asian countries. Debaleena et al. analyzed the statistical changes of signature from different variant of SARS-CoV-2 virus [19]. They calculated diversity, non-synonymous, synonymous, and substitution rates for each gene of the nucleotide sequence by using DnaSP. They also employed time zone software for phylogenetic analysis and mutation detection for each gene. After that, they compared the sequence alignment of a protein of Wuhan and India by using multiple sequence alignment. Note that, in their study, the mutation rate was not calculated based on the patient’s genomic sequence. However, the contemporary literature shows adequate studies on the genomic sequence but very few studies on the mutation rate. Therefore, the present study is designed to perform the mutation rate prediction for SARS-CoV-2 on the basis of the time series.

Unfortunately, the current data shows that the SARS-CoV-2 virus is highly infectious than the other harmful species of pathogenic human coronaviruses [20]. World populations are now suffering and are in great anxiety by observing the deadliest effect of this virus. But what can be done to stay healthy or avoid getting infected with the virus is still undiscovered. To stop SARS-CoV-2 virus, there is a critical need to invent proper vaccine and antibody based therapy against this virus [21]. Scientists and Researchers are trying their best to discover suitable drugs or vaccines to neutralize the effect of this virus on the human body, or at least in helping to create an effective resistance against the spreading out of this virus. For inventing proper drugs and vaccines against COVID-19 RNA viruses, genomic sequence and mutation analysis are crucially required [22]. In fact, accurate information on the viral mutation rate may play a vital role in the assessment of possible vaccination strategies.

In this regard, we performed a detailed study on the mutation rate of this virus using the available dataset in the NCBI GenBank. From this dataset, we have analyzed the Genomic sequence of 3408 patients from different countries for a period of 12th January to 11th May 2020. We focus specifically on the mutations that have developed freely on different dates (homoplasies) as these are likely possibilities for progressing adjustment of SARS-CoV2 to its novel human host. Specifically, we have calculated the base substitution mutation rates. Due to the lack of necessary information for insertion and deletion, we have considered those as substitution mutations to ensure that no nucleotide goes out of count. It is expected that the present analysis would help to understand the changing behavior of this virus in the human body and set up strategies to combat the epidemiological and evolutionary levels.

2. Dataset analysis and preprocessing

An adequate amount of gene dataset is currently available in the NCBI GenBank which contains the complete genome sequence of SARS-CoV-2. Among the many entities, we have filtered the gene sequence, date of collection, and country of the sample. All genes are taken from the human body who are affected by COVID-19. There are genes from almost 33 countries but China, Australia and the United States has a considerable number of patients’ data. Though some countries like England, Italy, France, Spain, and Brazil has a very high mortality rate but for the lack of available data in the NCBI GenBank till 15th May, we were unable to calculate the mutation rates for these countries separately. Therefore, we have considered these countries along with others those have low gene data sequence available in the GenBank as the rest of the World category to cover as much region as possible. Table 1 shows the information about the gene dataset.

In this dataset, there are also some partial genes. So we filtered them and take only with the level of the complete genome. There is a reference gene sequence of length 29903. Finally, we have filtered the dataset by taking a maximum gene length of 29903 and a minimum of 29161, and avoided the copy sequences. With this filtering process, the total number of patients come down to 3068 from 3408, patients from China come down to 40 from 86, The United States come down to 1903 from 2103 and Australia come down to 918 from 925. Following the size of the available dataset, the mutation rate calculations have been set for four categories: China, the United States of America (USA), Australia and the rest of the World. Furthermore, the dataset is arranged in a suitable way to separately calculate the nucleotide mutation and codon mutation. The first filtered dataset is to find the nucleotide mutation rate. Then we have converted the four raw nucleotides (A = Adenine, T = Thymine, C = Cytosine and G = Guanine) into codon set. A codon consists of three nucleotides and forms a unit of genetic code in DNA or RNA. Information given in Table 2 is used to convert the gene sequence by their index number. For example, if three consecutive nucleotides are “TTT” then it will be converted

| Country   | Number of Patient | Country         | Number of Patient |
|-----------|-------------------|-----------------|-------------------|
| Australia | 925               | Malaysia        | 4                 |
| Brazil    | 3                 | Nepal           | 1                 |
| China     | 60                | Netherlands     | 1                 |
| Colombia  | 1                 | Pakistan        | 2                 |
| Czech Republic | 7 | Peru        | 1                 |
| Finland   | 1                 | Puerto Rico     | 13                |
| France    | 1                 | Serbia          | 1                 |
| Germany   | 1                 | South Africa    | 1                 |
| Greece    | 4                 | South Korea     | 1                 |
| Hong Kong | 20                | Spain           | 12                |
| India     | 46                | Sri Lanka       | 4                 |
| Iran      | 2                 | Sweden          | 1                 |
| Israel    | 2                 | Taiwan          | 22                |
| Italy     | 2                 | Thailand        | 23                |
| Japan     | 5                 | Turkey          | 1                 |
| Kazakhstan| 4                 | United States   | 2103              |
| Vietnam   | 2                 |                 |                   |
Table 2
Codon indexing to change raw nucleotides.

|   | T   | C   | A   | G   |
|---|-----|-----|-----|-----|
| T | 1.   | 5.   | 9.  | 13. |
|   | TTT | TCT | TAT | TGT |
|   | 2.   | 6.   | 10. | 14. |
|   | TTC | TCC | TAC | TGC |
|   | 3.   | 7.   | 11. | 15. |
|   | TTA | TCA | TAA | TGA |
|   | 4.   | 8.   | 12. | 16. |
|   | TTG | TCG | TAG | TGG |
| C | 17.  | 21.  | 25. | 29. |
|   | CTT | CCT | CAT | CGT |
|   | 18.  | 22.  | 26. | 30. |
|   | CTC | CCC | CAC | CGC |
|   | 19.  | 23.  | 27. | 31. |
|   | CTA | CCA | CAA | CGA |
|   | 20.  | 24.  | 28. | 32. |
|   | CTG | CCG | CAG | CGG |
| A | 33.  | 37.  | 41. | 45. |
|   | ATT | ACT | AAT | AGT |
|   | 34.  | 38.  | 42. | 46. |
|   | ATC | ACC | AAC | AGC |
|   | 35.  | 39.  | 43. | 47. |
|   | ATA | ACA | AAA | AGA |
|   | 36.  | 40.  | 44. | 48. |
|   | ATG | ACG | AAG | AGG |
| G | 49.  | 53.  | 57. | 61. |
|   | GTT | GCT | GAT | GGT |
|   | 50.  | 54.  | 58. | 62. |
|   | GTC | GCC | GAC | GCC |
|   | 51.  | 55.  | 59. | 63. |
|   | GTA | GCA | GAA | GGA |
|   | 52.  | 56.  | 60. | 64. |
|   | GTG | GCG | GAG | GGG |

Original : ATT AAA GGT TTA TAC CTT
Converted: 33 43 61 3 10 17

**Fig. 1.** Nucleotide to codon indexing.

to 1, ‘GCT’ is converted into 53, and so on. The conversion process has been shown in Fig. 1. This process is important to understand the mutation in the codon sequence of COVID-19. Also, it helps to lower the computational complexity.

### 3. Gene mutation

Gene mutates for many reasons. When RNA tries to copy genetic codes form DNA it may cause some error which causes mutation. Also, errors in DNA replication, recombination, and chemical damage in DNA or RNA causes mutation. There are basically three types of mutations: base substitutions, deletions, and insertions. From this dataset, we can find out the three kinds of substitution mutation which are silent, missense, and nonsense. A silent mutation is the change of codon by which the resulting amino acid remains unchanged. If the resulting amino acid changes then it is called a missense mutation. On the other hand, when changing codon produces the stop signal for gene translation which causes a nonfunctional protein then it is called a nonsense mutation. These three types of substitution mutation of the observed dataset have been shown in Fig. 2, where the missense rate is 34.3%, the nonsense mutation rate is 6.7% and the silent mutation rate is 0.8%.

#### 3.1. Nucleotide mutation

If the mutation type is missense then it can be said that the change of nucleotide has affected the protein generation, which may change the behavior of the virus. Also, it is hard to identify the cure’s gene sequence. The missense nucleotide mutation rate has been calculated by the given algorithm in Fig. 3. After using this algorithm Eq. (1) has been used to convert the values in percentage.

\[
\text{MutationRate} = \left( \frac{\text{mutation}}{\text{lg} \times \text{gs}} \right) \times 100
\]

Here, MutationRate is the final output array, mutation is the output array sized 4 × 4 containing raw values after applying the algorithm, lg is the length of a dataset which is 3068 for the full dataset, 40 for China, 918 for Australia and 1903 for the USA, gs
Input: Dataset with patient in rows and nucleotide in columns.
Output: A 4×4 mutation matrix.
1. let mutation[1:4,1:4]=0
2. for i = 1 to (len (dataset)) do
3.     for j = 1 to (len (ReferenceGene)) do
4.         let D1=dataset[i][j]
5.         let D2= reference[j]
6.         if D1!=D2 then
7.             mutation[D1][D2] ← mutation[D1][D2]+1
8.     end if
9. end for
10. end for

Fig. 3. Algorithm for calculating nucleotide mutation rate.

is the length of reference gene sequence which is 29903 in this dataset.

In this process, we have calculated the nucleotide mutation rate for the prepared dataset. The mutation rate for China has been shown in Fig. 4(a). It shows that a huge percent of Thymine (T) are being mutated to other nucleotides but not producing the same amount of T again. Also, a huge amount of Adenine (A) is mutated to other nucleotides. Comparing to T and A, Cytosine (C) and Guanine (G) were not changed much.

After that, the mutation rate has been calculated for Australia and the USA, and shown in Fig. 4(b) and (c). This is clear that all rates have a common factor of having the high mutation rate of T and A. But there is a significant increase in the mutation rate compared to China. This clearly indicates that this virus is very much active in changing its gene sequence. Finally, the nucleotide mutation for the full dataset of 33 countries has been shown in Fig. 4(d).

It shows that C and G mutation rates are almost equal to the USA because there are more data of USA than any other countries. But some changes in T and A can be seen for the dataset from the rest of the World. These values vary on the availability of the data from different countries.

3.2. Codon mutation

The second processed and converted dataset that were prepared previously has been used here to calculate the codon mutation rate, and shown in Fig. 5. Changes in nucleotide cause changes in codon set, which later affects the protein directly. We have used the same algorithm shown in Fig. 3 for detecting the codon nu-
tation rate. A small change has been made in the receiving array where array size was $4 \times 4$ for nucleotide but here the array size is $64 \times 64$ for codon mutation. After finding the codon mutations, Eq. (2) has been used to get the rates in percentage.

$$\text{CodonMutation} = \left( \frac{\text{mutation}}{\lg gs} \right) \times 100$$  \hspace{1cm} (2)

Here, $\text{CodonMutation}$ is the final output array, $\text{mutation}$ is the output array sized $64 \times 64$ containing raw values after applying the algorithm, $\lg$ is the length of dataset which is 3068, $gs$ is the length of the reference gene sequence which is 9967 in this converted dataset.

The codon mutation rate for the full dataset has been shown in Fig. 5. From the obtained value it is clear that codons are not frequently mutating like nucleotides. The diagonal values are 0 because that point codons are not changing with reference gene sequence and highest codon mutation rate is 0.12%.

4. Predicting nucleotide mutation rate

In processed nucleotide mutation dataset, we have gene data from 12th January 2020 to 11th May 2020 discontinuously. These dates are in sorted ascending order which makes it easy to consider this as a time series dataset. In one particular date, this dataset has one or more patients. 3068 patients are in this dataset for 62 days. By taking all the patient, we can find a time series dataset for patients shown in Fig. 6.

To obtain a day basis time-series dataset, we have averaged the mutation rates for different patients in the same date. So the dataset becomes smaller and dates are in non-sequentially increasing order and the mutation rates for 62 days have shown in Fig. 7. The low date availability makes it difficult to train a model in such a small amount of data.

![Fig. 5. Codon mutation rate for the full dataset. X and Y axis ticks are numbered following the sequence shown in Table 2.](image)

### Table 3

RNN data preparation.

| Data - Shape(12 × 12) | Label - Shape(1 × 12) |
|-----------------------|-----------------------|
| Mutation set (1, 2, 3, ..., 11, 12) | Mutation set 13 |
| Mutation set (2, 3, 4, ..., 12, 13) | Mutation set 14 |
| Mutation set (3, 4, 5, ..., 13, 14) | Mutation set 15 |
| Mutation set (n-12, n-11, n-10, ..., n-2, n-1) | Mutation set n |

Long Short Term Memory network which is a type of recurrent neural network (RNN) has been used in deep learning. Data has been organized as shown in Table 3 where each set has a mutation rate of 12 patients. All of the data have been divided to 80/20% as training and testing. Therefore, we get 2453 data for training and 614 for testing. An LSTM model has been created with keras, a deep learning API of
python and the structure has shown in Fig. 8 to train the dataset. First, the input layer got the prepared set of training data with 500 neurons. Then it has been through a dense layer of 250 neurons with relu activation layer. After that 0.25 dropout has been used. Another dense layer of 150 neurons has been used with relu activation. Then again 0.25 dropout is used. Finally, dense of 12 neurons has been used as an output layer with adam optimizer. This model gives Root Mean Square Error (RMSE) of 0.06 in testing and 0.04 in training.

After the train and testing process, the model found to be working in the expected level. So we used the last 12 patients’ mutation rate to predict one future patient’s mutation rate and then take that patient and again make 12 patients’ mutation rate by 11 old and 1 new patient and predicted. By this procedure, we have predicted 400 patients’ mutation rate for future time, as shown in Fig. 9.

The nucleotide mutation rate of 400th patient in future time has been shown in Fig. 10. A little increment of mutation rate can be seen. If more continuous data can be found from different locations and date then this method can be applied to find the mutation rate for one particular date in the future.

**Fig. 9.** Prediction of nucleotide mutation rate.
4.1. Comparison with available literature

It is worth mentioning that the present study is unique in regard to our methodology of mutation rate analyses. We have developed a suitable program/algorithm (See in Fig. 3), and then used this algorithm together with the recurrent neural networking concept. By using the Long Short Term Memory (LSTM) model, we have analyzed the mutation rate of SARS-CoV-2 obtained from the current patient and predict a scenario for the future patient. Note that there are many varieties of gene mutation studies in literature, however as far as our knowledge, no earlier study detect/analyses the mutation rate for Covid 19 using a similar technique to this study. Since only mutation analyses together with different techniques is available for other types of viruses/diseases, therefore this study did not produce any comparison for the obtained results.

5. Conclusion

The COVID-19 pandemic has almost immobilized the world in this twenty-first century. The great spreading power mixing with mutation turns this virus very difficult and deadly, and the cumulative incidence of COVID-19 is rapidly increasing day-by-day. Lockdown has limited the spreading power of this virus temporarily but the mutation power cannot be controlled till now as no reliable vaccine has invented yet. In this research, we have explained the nucleotide mutation rate and pattern in the codon mutation set. A RNN-based LSTM model has been created to predict the future rate of mutation in person’s body if affected with COVID-19. Also, we have explained this LSTM-RNN model for time series prediction based on patients’ nucleotide mutation rate, and predicted 40th patient’s mutation rate in future time. By analyzing more patient data in updated time, this model can be used to predict day basis mutation rates. The situation may change if a reliable way of cure would be invented. Also in this paper, the mutation rate is limited to base substitution only, insertion and deletion rate can be determined in further research.
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