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ABSTRACT

Kinematic lensing (KL) is a new cosmological measurement technique that combines traditional weak lensing (WL) shape measurements of disc galaxies with their kinematic information. Using the Tully-Fisher relation KL breaks the degeneracy between intrinsic and observed ellipticity and significantly reduces the impact of multiple systematics that are present in traditional WL. We explore the performance of KL given the instrument capabilities of the Roman Space Telescope, assuming overlap of the High Latitude Imaging Survey (HLIS), the High Latitude Spectroscopy Survey (HLSS) over 2,000 deg$^2$. Our KL suitable galaxy sample has a number density of $n_{gal} = 4$ arcmin$^{-1}$ with an estimated shape noise level of $\sigma_\epsilon = 0.035$. We quantify the cosmological constraining power on $\Omega_m - S_8$, $w_p - w_a$ by running simulated likelihood analyses that account for redshift and shear calibration uncertainties, intrinsic alignment and baryonic feedback. Compared to a traditional WL survey we find that KL significantly improves the constraining power on $\Omega_m - S_8$ (FoM$_{KL} = 1.70$FoM$_{WL}$) and $w_p - w_a$ (FoM$_{KL} = 3.65$FoM$_{WL}$). We also explore a “narrow tomography KL survey” using 30 instead of the default 10 tomographic bins, however we find no meaningful enhancement to the FoM even when assuming a significant time-dependence in our fiducial dark energy input scenarios.

Key words: gravitational lensing: weak – methods: numerical – cosmology: dark energy – cosmology: cosmological parameters

1 INTRODUCTION

Weak lensing (WL) is one of the most promising cosmological probes since it directly traces the integrated gravitational potential along the line-of-sight (LoS) without any assumption on the relation between luminous matter and dark matter (see Mandelbaum 2018; Kilbinger 2015; Weinberg et al. 2013; Bartelmann & Schneider 2001, for reviews). It plays an essential role in ongoing surveys such as the Dark Energy Survey (DES$^1$), the Kilo-Degree Survey (KiDS$^2$), the Hyper Suprime Cam Subaru Strategic Program (HSC$^3$), and future surveys such as the Rubin Observatory’s Legacy Survey of Space and Time (LSST$^4$), the Roman Space Telescope$^5$ and Euclid$^6$. The currently ongoing, so-called Stage-III weak lensing surveys have achieved constraints on $S_8 \equiv \sigma_8(\Omega_m/0.3)^{0.5}$ at the 3–5 per cent precision level. Constraints on $w_p$ range around a 40 per cent precision level using cosmic shear only (Secco et al. 2021; Amon et al. 2021; Hikage et al. 2019; Asgari et al. 2021; Joudaki et al. 2020). This precision has been improved by combining cosmic shear with other probes such as galaxy galaxy lensing, galaxy clustering, CMB lensing, Supernovae, baryon acoustic oscillation (BAO), redshift space distortion (RSD) etc (Abbott et al. 2018, 2019; Heymans et al. 2021). The near-future Stage-IV surveys are going to push this frontier to sub per cent level on $S_8$ and per cent level on the equation-of-state (EoS) of dark energy (Spergel et al. 2015; The LSST Dark Energy Science Collaboration et al. 2018; Laureijs et al. 2011; Square Kilometre Array Cosmology Science Working Group et al. 2020).

However, weak lensing analyses from next generation galaxy surveys face several challenges. Firstly, standard weak lensing measurements require a large galaxy sample that includes predominantly faint galaxies in order to overcome limitations from intrinsic ellipticity noise. Secondly,
photometric redshift (photo-z) estimation and shear calibration are inherently hard for faint galaxies and pose severe systematic uncertainties (e.g., Mandelbaum 2018) that must be modelled and controlled in future surveys. In order to overcome the first limitation the following novel methods have been proposed to directly infer the intrinsic galaxy shape:

i) Radio polarization: Observations have revealed azimuthal magnetic fields across the disc in the Milky Way and nearby spiral galaxies (e.g., Han et al. 1999; Beck 2007). When the galaxy is not perfectly aligned face-on towards the observer, Faraday rotation caused by the LoS component of the galactic magnetic field and free electrons will change the position angle (PA) of polarized synchrotron radiation. This results in inclination-dependent integrated polarization when the galaxy is not spatially resolved (Stil et al. 2009; Sun & Reich 2012). Since gravitational lensing preserves the position angle, Brown & Battye (2011a) proposed to utilize polarization information to calibrate the intrinsic inclination of spiral galaxies. However, typically only few per cent of the radiation is polarized, thus µJy sensitivity is required to ensure a large enough sample with meaningful SNR. The relation between inclination and polarization as a function of environments and redshifts are further uncertainties in this method. Potentially, SKA will enable these type of measurements (Brown & Battye 2011b; Whittaker et al. 2015; Camera et al. 2017).

ii) Galaxy rotation velocity field: This method was first proposed by Blain (2002) and Morales (2006). The idea is described as follows: weak lensing only linearly distorts the 2D position of photons, but keeps the frequency unchanged. By measuring the projected 2D rotation velocity field of late-type galaxies, we can partially constrain the shapes before lensing assuming a disc kinematics model (see Sect. 2 for detailed description). The rotation velocity could be measured both in optical/NIR bands traced by nebular emission lines, and in radio/submm wavelength traced by the CO rotational (2-1) line. The rotation velocity could be measured both in optical/NIR bands traced by nebular emission lines, and in radio/submm wavelength traced by the CO rotational (2-1) line. When the galaxy is not perfectly aligned face-on towards the observer, observer plane rotation caused by the LoS component of the galactic magnetic field and free electrons will change the position angle (PA) of polarized synchrotron radiation. This results in inclination-dependent integrated polarization when the galaxy is not spatially resolved (Stil et al. 2009; Sun & Reich 2012). Since gravitational lensing preserves the position angle, Brown & Battye (2011a) proposed to utilize polarization information to calibrate the intrinsic inclination of spiral galaxies. However, typically only few per cent of the radiation is polarized, thus µJy sensitivity is required to ensure a large enough sample with meaningful SNR. The relation between inclination and polarization as a function of environments and redshifts are further uncertainties in this method. Potentially, SKA will enable these type of measurements (Brown & Battye 2011b; Whittaker et al. 2015; Camera et al. 2017).

2 KINEMATIC LENSING

In short, KL is based on the fact that gravitational lensing induced by the large scale structure of the Universe changes the 2D position of photons, but keeps the frequency unchanged. The rotation velocity could be measured both in optical/NIR bands traced by nebular emission lines, and in radio/submm wavelength traced by the CO rotational (2-1) line. When the galaxy is not perfectly aligned face-on towards the observer, observer plane rotation caused by the LoS component of the galactic magnetic field and free electrons will change the position angle (PA) of polarized synchrotron radiation. This results in inclination-dependent integrated polarization when the galaxy is not spatially resolved (Stil et al. 2009; Sun & Reich 2012). Since gravitational lensing preserves the position angle, Brown & Battye (2011a) proposed to utilize polarization information to calibrate the intrinsic inclination of spiral galaxies. However, typically only few per cent of the radiation is polarized, thus µJy sensitivity is required to ensure a large enough sample with meaningful SNR. The relation between inclination and polarization as a function of environments and redshifts are further uncertainties in this method. Potentially, SKA will enable these type of measurements (Brown & Battye 2011b; Whittaker et al. 2015; Camera et al. 2017).

The paper is structured as follows: In Sect. 2 we briefly review the KL theory. We then specify our scenario definitions and parameter settings in Sect. 3. Likelihood modelling, including data vector, covariance matrix and systematics, are described in Sect. 4. We present our results in Sect. 5, and conclude in Sect. 6. More details on cosmic shear estimation via KL and effective shape noise evaluation are derived in Appendices A and B.
Figure 1. An illustration of the shear effects on photometry image, kinematic map and grism image. **Panel a:** The projected photometric isophotes (black dashed contour) and LoS velocity map (blue-red dashed contour) as observed in the source plane \(X_S-Y_S\). **Panel b:** The projected photometry isophotes observed in the image plane \(X_O-Y_O\) (grey-black filled contour). As a reference, we also plot the original isophotes before lensing as grey dashed contours. To illustrate the shear distortion better, we take 4 example points on the major and minor axes of the source plane galaxy (the open circles), and show their positions on image plane as filled circles. The displacements are shown in black solid line segments. **Panel c:** The projected disc velocity map observed in the image plane (blue-red filled contour). We indicate redshift as red and blueshift as blue, relative to the systemic redshift. As a reference, we also plot the original LoS velocity distribution in dashed contour, as in panel a. **Panel d:** A Roman Wide-Field Instrument (WFI)/\(H\)-band image. From left to right, we show the noise-free simulated data in the image plane (shear-on), the source plane (shear-off), and a 10-times-enhanced difference between the image and source plane. **Panel e:** A Roman WFI/Grism image, with dispersion along \(Y_O\) direction. From left to right we show shear-on, shear-off and the 10-times-enhanced difference, similar to panel d. All these panels assume \((\kappa, \gamma) = (0.0, 0.1)\).

the trajectories of photons travelling through space, however their frequencies remain unchanged. The former implies that the shape of a galaxy, aka the photometric image, is distorted when it reaches the observer. The latter implies that the original position of photons can be tightly constrained by the velocity field of a disc galaxy, aka the spectroscopically measured frequency map.

To quantitatively study the distortion patterns of photometric and kinematic maps under cosmic shear, we firstly define the source plane \(X_S-Y_S\) as the 2D comoving frame at the position of source galaxy, and the image or observed plane \(X_O-Y_O\) as the 2D plane at the observer. We assume throughout the main sections in this paper that \(X_O-Y_O\) are aligned with the major-minor axes of the observed galaxy image. The remapping of the 2D position of photons \(\theta\) due to cosmic shear from the source plane to the image plane can be described as \(\theta_S = A \cdot \theta_O\), where the shear transformation matrix is defined as

\[
A \equiv \frac{\partial \theta_S}{\partial \theta_O} = (1 - \kappa) \begin{pmatrix}
1 - g_+ & -g_x \\
-g_x & 1 + g_+
\end{pmatrix}
\]

and \(g = \gamma/(1 - \kappa)\) is the reduced shear that can be expressed as a complex number \(g = g_+ + ig_x\) (please see Appendix A for a derivation in general coordinates).

We further illustrate the KL concept in Fig. 1:

- **Panel a:** We show the shape and velocity distribution of the source galaxy without shear distortion.
- **Panel b:** When shear is applied, the distortion pattern on the photometry shape is manifested as a rotation of the image and a change of ellipticity.
- **Panel c:** The distortion pattern of the velocity field is described by a non-axisymmetric transformation.
- **Panel d:** We generate a simulated Roman WFI/\(H\)-band image, with and without shear. The quadrupole structure in the difference map shows how photometry image responds to shear.
- **Panel e:** We generate a simulated Roman WFI/Grism image with and without shear. The two distinct patterns in shape (panel b) and velocity distortions (panel c) are combined in the grism image, resulting in the S-shape difference map. The different shear responses in panel d and e.
give us information on the galaxy intrinsic orientation. This additional information compared to traditional WL, where the intrinsic orientation is treated as an unconstrained noise source, leads to the significant signal-to-noise increase of KL over WL.

In the following we detail the methodology of KL shear inference structured into 3 parts: the photometric measurement of the galaxy shapes (Sect. 2.1), the spectroscopic measurement of the galaxy kinematics (Sect. 2.2), and the integrated modelling of shapes and kinematics (Sect. 2.3).

### 2.1 Photometric data - galaxy shape

To measure galaxy shapes, we use the conventional complex quadratic estimators

\[
e = e_1 + i e_2 = \frac{I_{11} - I_{22} + 2i I_{12}}{I_{11} + I_{22} + 2\sqrt{I_{11}I_{22} - I_{12}^2}}.
\]

where

\[
I_{ij} = \frac{\int \theta d^2 \theta}{\int \theta d^2 \theta} (i, j = 1 \text{ or } 2)
\]

is the 2nd moment of the photometric flux in the galaxy image, with 1 and 2 indicating the galaxy shapes (Sect. 2.1), the spectroscopic measurement of shapes and kinematics (Sect. 2.3), the intrinsic orientation is treated as an unconstrained noise source, leads to the significant signal-to-noise increase of KL over WL.

We define the shear transformation of the LoS velocity distribution from source to image plane \( v'_{\text{loS}} \) as

\[
v'_{\text{loS}}(\theta_S) = v_{\text{loS}}(\theta_S) = v_{\text{loS}}(A \cdot \theta_S),
\]

where \( v_{\text{loS}}(\theta_S) \) is the LoS velocity distribution in the source plane.

Figure 2. An illustration of the shape and LoS velocity transformation patterns for the different cosmic shear components. We show the impact of \( g_+ \) on the left and the impact of \( g_\times \) on the right. In both the left and the right panels, the observed sheared galaxy shapes are indicated as filled elliptical contours and the original shapes are indicated as unfilled dashed elliptical contours. The observed LoS velocity distributions are shown in solid blue-red contours while the original LoS velocity distributions are plotted as the dashed blue-red contours.

The expression for \( v_{\text{loS}}(\theta_S) \) in general coordinates is discussed in Appendix A. However, we can gain useful insight by considering the limiting case, where the intrinsic inclination angle \( i \) is reasonably large such that the change in PA induced by cosmic shear is much smaller than \( 1^\circ \).

The maximum \( v'_{\text{loS}} \) along the \( X_O-Y_O \) axis \( v_{\text{major/minor}} \) in the image plane are given by (neglecting terms higher than or equal to \( O(g^2) \))

\[
v_{\text{major}} = -v_{\text{TF}} \sin i,
\]

\[
v_{\text{minor}} = v_{\text{TF}} \sin i \cos i (1 + \frac{\epsilon_{\text{obs}}}{2\epsilon_{\text{int}}}) g_x,
\]

where \( v_{\text{TF}} \) is the asymptotic circular rotation velocity inferred from the TFR (see Sect. 2.3). Thus \( v_{\text{major}} \) is a good proxy of \( \sin i \), and \( v_{\text{minor}} \) is directly probing \( g_x \), which are also consistent with Fig. 2 (the solid and dashed blue contours). The LoS velocity along \( X_O \) axis is agnostic against \( g_+ \) and \( g_\times \), but the velocity along \( Y_O \) is sensitive to \( g_\times \) due to its non-axisymmetric impact.

We note that Miller et al. (2013) suggest that for typical disc galaxies, the rotational velocity converges to the asymptotic rotational velocity at 2.2 times the galaxy scale radius (\( r_2 \)). Our method requires that we selected galaxies where velocity measurements beyond \( r_2 \) can be made with sufficient SNR.

Kinematic measurements based on slitless spectroscopy, such as the Roman Space Telescope grism, are challenging. The Doppler shift information is entangled with the galaxy photometric profile and the photometric profile as shown in panel e in Fig. 1. Encouragingly, Outini & Copin (2020) have successfully measured galaxy kinematics at a precision of \( \pm 40 \) km s\(^{-1}\) using the HST grism (the Roman Space Telescope grism will have a factor of 3–4 higher resolution).

For nearly face-on source galaxies, a weak shear distortion can change the PA of the photometric major axis significantly, and the expansion of the LoS velocity distribution in the image plane as a Taylor series in \( g_+ / \times \) breaks down.

---

7 We are choosing different ellipticity definition than Huff et al. (2013) because equation 2 has simpler transformation rule under shear and is an unbiased estimator of shape (Seitz & Schneider 1997)

8 For nearly face-on source galaxies, a weak shear distortion can change the PA of the photometric major axis significantly, and the expansion of the LoS velocity distribution in the image plane as a Taylor series in \( g_+ / \times \) breaks down.
2.3 Integrated Modelling

In order to break the degeneracy between intrinsic shape and cosmic shear, we first isolate $v_T$ from $v_{\text{major}}$. The TFR allows us to express \cite{Reyes et al. 2011}

$$\log_{10}(v_T) = a + b(M_{B} - M_p),$$

where $M_B$ is the absolute magnitude and $M_p$ is the pivot value, which is the weighted sample mean of $M_B$. $a$ and $b$ are the zero-point and the slope of the scaling relation. The intrinsic scatter of the TFR calibrated in $i$-band is 0.049 dex and even smaller scatter can be achieved with more colour information \cite{Reyes et al. 2011}.

Once $i$ is inferred per galaxy from the TFR and velocity measurement $v_{\text{major}}$, the intrinsic ellipticity $e_{\text{int}}$ is derived from a simple geometric relation

$$e_{\text{int}} = \frac{1 - \sqrt{1 - (1 - q_z^2) \sin^2 i}}{1 + \sqrt{1 - (1 - q_z^2) \sin^2 i}},$$

where $q_z$ is the ratio of scale height to scale radius of the disc galaxy. Typical $q_z$ is around 0.25, and is larger for galaxies at higher redshift, since disc galaxies are more turbulent at earlier time \cite{Übler et al. 2017}. When estimating shear for individual galaxies, $q_z$ is not known perfectly and should be treated as a nuisance parameter in the KL shear inference pipeline.

Combining equation (5), (7), (8) and (9), we derive

$$\hat{g}_{+} = \frac{2}{2 \pi} \frac{\epsilon_{\text{obs}} - e_{\text{int}}}{\epsilon_{\text{obs}} (1 - e_{\text{int}})},$$

$$\hat{g}_{\times} = \frac{|v_{\text{minor}}|}{v_{\text{major}}} \frac{2 e_{\text{int}}}{\cos i (2 e_{\text{int}} + 1 + e_{\text{obs}})},$$

which allows us to estimate both shear components given the measured ellipticity $\epsilon_{\text{obs}}$, the measured velocities $v_{\text{minor}}$ and $v_{\text{major}}$, the inclination angle $i$ as computed in equation (7) and (8), and the inferred intrinsic ellipticity $e_{\text{int}}$ as computed in equation (9).

In practice, instead of directly using the estimators described in equation (10), we recommend building a generative full-forward model to predict the sheared galaxy photometry and grism images at pixel level. Such a generative model has to account for realistic systematics, e.g. point-spread function (PSF), galaxy morphology and aspect ratio $q_z$, and uncertainties in the TFR.

3 GALAXY SAMPLE CHARACTERISTICS

Based on the reference survey design further described in Eifler et al. (2021b) we compare two science cases:

- **Traditional Weak Lensing (WL):** cosmological information from shear-shear two-point statistics using the reference survey HLIS imaging data set only.
- **Kinematic Lensing (KL):** cosmological information from shear-shear two-point statistics using both photometric and spectroscopic data. This effectively limits our galaxy sample to that of the HLSS dataset and even adds some additional constraints.

3.1 The WL galaxy sample

The WL sample assumed here is the same as for the reference Roman Space Telescope HLIS \cite{Eifler et al. 2021b}. Based on the CANDELS (Grogin et al. 2011) catalogue, realistic sources are selected following Hemmati et al. (2019). The reference HLIS is expected to have a 5σ depth of 26.54 in $H$-band; given that the depth of the CANDELS (the GOODS-South Field, which is one of the two CANDELS Deep Program fields) reaches a 5σ point source limit of 27.6 mag in $F160W$, we can assume that the catalogue is complete. The specific selection criteria for our WL sample are

- $J$+$H$ band combined SNR > 18
- ellipticity measurement error $\sigma(e) < 0.2^9$
- spatial resolution factor $R > 0.4^{10}$

The resulting average number density is 51 arcmin$^{-2}$, and the redshift distributions including the split into 10 tomographic bins of equal number of galaxies are shown in Fig. 3 (green lines).

3.2 The KL galaxy sample

We use the COSMOS Mock Catalogue \cite{CMC, Jouvel et al. 2009} to infer the number density and redshift distribution of source galaxies that qualify for a KL measurement with the Roman Space Telescope. Based on the observed COSMOS catalogue, the CMC fits a template for each galaxy using the observed spectral energy distribution and predicts its photometry and emission line strength (H$\alpha$, [OII], etc.). The emission line fluxes are calculated from empirical relations between emission line fluxes and dust-corrected UV star formation rates and are further calibrated with a spectroscopy sample (see Sect. 2.2.3 in Jouvel et al. 2009, and reference therein for more details.)

We select galaxies with high SNR to ensure robust rotation velocity measurements, and also require that our galaxies have sufficient angular size such that the rotation velocity converges to $v_T$ at 2.2 times the scale radii. We impose the following criteria

- At least one of the emission lines (H$\alpha$, H$\beta$, [OIII]) tracing the disc kinematic of galaxy is resolved within the grism’s spectral range.
- Emission line flux reach 7σ point-source detection limit, which is $10^{-16}$ erg s$^{-1}$ cm$^{-2}$
- Half-light radius $\geq 0.1''$. As a comparison, the Roman Space Telescope PSF is around 0.1$^{10}$
- $z$-band magnitude $\leq$24.5

The resulting source galaxy density is 8.13 arcmin$^{-2}$. We further require that the galaxy sample also satisfies the criteria in Sect. 3.1, however the HLIS selection criteria don’t

$^9$ In this and only in this criterion, we take $e = (I_{11} - I_{22} + 2I_{12})/(I_{11} + I_{22})$, as in Bernstein & Jarvis (2002). $\sigma(e)$ is defined as rms per $e$ component, i.e. the observed shape uncertainty due to image noise, PSF and pixelization. Note that this is different from shape noise, which captures the uncertainty from random intrinsic inclination angle.

$^{10}$ $R \equiv (1 + EE50_{PSF}^{2}/r_{eff,gal}^{2})^{-1}$, where EE50 is the 50 per cent encircled energy radius and $r_{eff,gal}$ the galaxy effective radius \cite{Hirata et al. 2012}. 

lead to a further reduction of the KL sample. We further multiply this number by a factor of 0.5, in order to account for observational inefficiencies, arriving at 4 arcmin$^{-2}$ as the number entering our likelihood analysis. The redshift distributions are depicted in Fig. 3 (the red/blue lines for $N_{\text{tomo}} = 10/30$ scenario).

We also compare this galaxy number density with other estimations in the literature. The EL-COSMOS catalogue (Saito et al. 2020) is based on the updated COSMOS2015 catalogue (Laigle et al. 2016) and more physically motivated emission line modelling. Applying the same cuts on the emission line SNR$^{11}$, we obtain $n_{\text{gal}} \approx 12$ arcmin$^{-2}$, before accounting any observational inefficiency. Zhai et al. (2019), on the other hand, uses semi-analytic modelling to predict the H$\alpha$ emitter density for $\text{Euclid}$ and $\text{Roman}$. For a combined $z = 0.5–3.0$ [O III] and H$\alpha$ sample with high-redshift dust extinction model, the galaxy surface number density is around 4.14 arcmin$^{-2}$ without any observational inefficiency considered.

This number is somewhat different compared to the estimation from the EL-COSMOS catalogue, especially given both of them are calibrated with the H$\alpha$ luminosity functions from HiZELS (Sobral et al. 2013). However, we note that the H$\alpha$ luminosity functions predictions in Saito et al. (2020) and Zhai et al. (2019) do not agree perfectly with each other, and H$\alpha$ emitters at $z \approx 1$, where our $dN/dzd$ peaks, are not included in the HiZELS luminosity functions. Thus we think the difference in galaxy number density is a reasonable manifestation of the significant differences in these two methods. Our number (8 arcmin$^{-2}$ without accounting for observational inefficiencies) falls somewhere between these two results. We note that the same trend is also found in Fonseca & Camera (2020), where the authors show that the number density of both the H$\alpha$ and the [O III] samples in Zhai et al. (2019) are somewhat lower than the predictions from HiZELS (Khostovan et al. 2015).

Another estimate is obtained from table 2-2 in Spergel et al. (2015), which predicts a sample of 17.8 million emission line galaxies (H$\alpha$ and [O III]) in a 2,200 deg$^2$ survey, or 2.25 arcmin$^{-2}$. This number however includes observational inefficiencies, and is based on the old ILSS design, where only emission line galaxies within $1.06 \leq z \leq 2.77$ are observable. Since in our reference HLSS sample, H$\alpha$+[O III] emitters within $1.06 \leq z \leq 2.77$ take up 61.91 per cent of the total sample, an approximate scaling of the prediction in Spergel et al. (2015) gives 3.63 arcmin$^{-2}$, which is very similar to the number assumed in this paper.

We conclude that our assumed number density of galaxies is in line with other estimates in the literature even though these are based on different techniques such as semi-analytic modelling and analytic models based on an assumed luminosity function. We also consider the reduction of the number density estimate by a factor of 2 to account for observational inefficiencies as conservative.

---

$^{11}$ The EL-COSMOS catalogue does not have half-light radius attribute, so we neglect the criterion of hlr $\geq 0.1''$. However the resulting bias is negligible since almost all the galaxies satisfy this criterion.
measurement uncertainty $\sigma_v$ in Fig. 4, with the blue and orange points for $g_+$ and $g_x$. As we can see, for $\sigma_v > 10 \text{ km s}^{-1}$, the shape noise is linearly increasing with $\sigma_v$. For $\sigma_v < 10 \text{ km s}^{-1}$, the shape noise is gradually being saturated by the intrinsic scatter of TFR.

We note that a similar galaxy kinematic measurement on grism data has already been carried out recently by Ou-tini & Copin (2020), although without accounting for cosmic shear distortions. The authors built a forward modelling pipeline and applied it to the Hubble Space Telescope based datasets, 3D-HST and GLASS. Outili & Copin (2020) table 2 shows the kinematic measurements of 4 galaxies. The rotation velocity uncertainties are 30–40 $\text{ km s}^{-1}$ for single roll exposures and 15 $\text{ km s}^{-1}$ if more roll angles are available. The higher spectral resolution of Roman Space Telescope grism, its grism observing strategy, and the bright and well-resolved disc galaxies in galaxy-galaxy lensing systems, where the tangential shear contributed by the lens galaxies dominate over the cosmic shear effect. The resulting sample contains 18 galaxies with an averaged tangential shear of $\langle \gamma_t \rangle = 0.020 \pm 0.008$. The effective shape noise per galaxy originated from velocity measurement uncertainty ($\sigma_v$ in their table 3) is 0.013.

Despite the very different nature between their sample and ours, the two samples have comparable photometric SNR and spatial resolution factor ($R \approx 0.8$). The difference in shape noise could come from velocity resolving power $R_{\text{kin}} = \frac{\sigma_v}{\sigma_{\text{vel}}}$, the velocity dispersion per pixel. For the sample in Gurri et al. (2020), $R_{\text{kin}} \approx 90$, while for Roman Space Telescope grism $170 < R_{\text{kin}} < 330$. Assuming that shape noise scales as $R_{\text{kin}}$, then we expect the shape noise of our KL sample to be 2–4 times larger, which is 0.025–0.051 and is consistent with our $\sigma^2_{\text{KL}}$.

DiGiorgio et al. (2021) also studied shape noise as a function of inclination angle, image PA uncertainty and velocity error. For $\sigma_v=10–20 \text{ km s}^{-1}$, $\sigma_{\text{PA}}=1–6 \text{ deg}$ and $i < 45 \text{ deg}$, the shape noise ranges from 0.015 to 0.08, which is of the same order as our result.

A comprehensive kinematic lensing shape noise study, highly relevant to our work, is presented in Wittman & Self (2021), which considers TFR as an ingredient to break intrinsic shape-shear degeneracy. The authors utilized Fisher matrix analysis to map out shape noise as a function of various variables, including inclination angle, TFR scatter, orthogonal-slit measurement v.s. IFU velocity map, velocity measurement uncertainty, etc. Assuming that the shape noise measured at $i = \pi/4$ is a good representation of the ensemble average, we expect to see a shape noise of $0.036–0.054$ for orthogonal-slit measurement with $\sigma_v \approx 20 \text{ km s}^{-1}$ and a fiducial $g \approx 0.05$.

A detailed study of KL shape noise is presented in R. S. et al. (2022), where the authors build a slit-spectrum-based KL shear inference pipeline and study shape noise as a function of SNR, intrinsic ellipticity, spectral resolution, and TFR uncertainty using Keck/DEIMOS-like simulated data. Keck/DEIMOS has higher spectral resolution but worse PSF control compared to Roman grism. R. S. et al. (2022) find the average shape noise of a galaxy sample to be 0.02–0.06.

Given the differences between the KL implementation of this paper compared to the aforementioned, which range from instrumentation to sample selection to methodology, we note that these comparisons serve as sanity checks rather than direct comparisons. A more realistic shape noise calculation requires a more sophisticated pipeline and has to deal with complexities like non-axisymmetric disc structure, magnification-shear degeneration and other systematics, which are beyond the scope of this work. We conclude that $\sigma^2_{\text{KL}} = 0.035$ is a good assumption in order to explore the science outcome of a KL survey conducted with Roman Space Telescope, and to explore multi-probe and cross-survey synergies using KL.

### 4 SIMULATED LIKELIHOOD ANALYSIS

Our KL CosmoLike (Krause & Eifler 2017) implementation for the simulated analyses follows the widely used Bayesian approach to infer the posterior of cosmological parameters $p_{\theta}$ and nuisance parameters $p_{\text{nu}}$ from the observables, which are treated as data vector $D$, and prior information $p(p_{\theta}, p_{\text{nu}}|I)^{12}$. We use emcee (Foreman-Mackey et al.

---

12 Here we use $I$ to discriminate different external datasets as priors, although we only adopt flat priors on cosmological parameters in this work.
| Cosmology Parameters | Fiducial | Prior |
|----------------------|---------|-------|
| $\Omega_{m}$        | 0.3156  | flat[0.095, 0.585] |
| $\sigma_{8}$         | 0.831   | flat[0.5, 1.1] |
| $n_{s}$              | 0.9645  | flat[0.84, 1.06] |
| $\Omega_{b}$         | 0.0491685 | flat[0.005, 0.095] |
| $h_{0}$              | 0.6727  | flat[0.4, 0.9] |
| $w_{0}(\Lambda CDM)$ | 0       | flat[-2.1, 0] |
| $w_{a}(\Lambda CDM)$ | 0       | flat[-2.6, 2.6] |
| $w_{0}(w CDM 1)$     | -0.289  | flat[-1.389, 0.711] |
| $w_{a}(w CDM 1)$     | -2.21   | flat[-4.18, 0.39] |
| $w_{0}(w CDM 2)$     | -1.249  | flat[-2.349, -0.249] |
| $w_{a}(w CDM 2)$     | 0.59    | flat[2.01, -3.19] |

| Survey Parameters | WL | KL |
|-------------------|----|----|
| $\Omega_{m}$ [deg$^{-2}$] | 2000 | 2000 |
| $n_{s}$ [arcmin$^{-2}$] | 51 | 4 |
| $\sigma_{8}$ | 0.37 | 0.035 ($N_{tomo} = 10$); 0.056 ($N_{tomo} = 30$) |

| Systematic Parameters | Fiducial | Prior | Fiducial | Prior |
|-----------------------|---------|-------|---------|-------|
| $\Delta_{\bar{\eta}}^{\text{IA}}$ (src) | 0.0 | $\mathcal{N}(0, 2e^{-3})$ | 0.0 | $\mathcal{N}(0, 4e^{-4})$ |
| $\alpha_{\text{src}}$ | 0.01 | $\mathcal{N}(0.01, 2e^{-3})$ | 0.002 | $\mathcal{N}(0.002, 4e^{-4})$ |
| $n_{0}$ | 0.0 | $\mathcal{N}(0, 2e^{-3})$ | 0.0 | $\mathcal{N}(0, 4e^{-4})$ |
| $\beta_{\text{IA}}$ | 5.92 | $\mathcal{N}(5.92, 3.0)$ | - | - |
| $\eta_{\text{IA}}$ | 1.1 | $\mathcal{N}(1.1, 1.2)$ | - | - |
| $\eta_{\text{high-z}}$ | -0.47 | $\mathcal{N}(-0.47, 3.8)$ | - | - |
| $\epsilon_{1}$ | 0.0 | $\mathcal{N}(0, 0.2)$ | - | - |
| $\epsilon_{2}$ | 0.0 | $\mathcal{N}(0, 0.2)$ | 0.0 | $\mathcal{N}(0, 0.20)$ |
| $\epsilon_{3}$ | 0.0 | $\mathcal{N}(0, 0.8)$ | 0.0 | $\mathcal{N}(0, 0.8)$ |

Table 1. The parameter settings for different scenarios in CosmoLike simulations. We express a flat prior as flat[min,max] where min and max are the boundary of the uniform distribution. We express a Gaussian prior as $\mathcal{N}(\mu, \sigma)$ where $\mathcal{N}$ means normal distribution, $\mu$ is the mean and $\sigma$ is the standard deviation. We fill the IA parameters ($\Delta_{\bar{\eta}}^{\text{IA}}, \beta_{\text{IA}}, \eta_{\text{IA}}, \eta_{\text{high-z}}$) in KL scenario with `-` to indicate that the IA mitigation method doesn’t apply to the KL sample. Note that we had to increase the shape noise for the 30 tomography bins scenario due to numerical stability problems of the covariance matrix. We also adopt a conservative redshift uncertainty for the KL sample in this work.

2013; Goodman & Weare 2010) to sample the posterior

$$p(p_{\text{cos}}, p_{\text{m0}}|D, l) \propto L(D|p_{\text{cos}}, p_{\text{m0}}) \times p(p_{\text{cos}}, p_{\text{m0}}) \times p(p_{\text{cos}}, p_{\text{m0}}|l) \propto \exp \left(-\frac{1}{2} \chi^{2}(p_{\text{cos}}, p_{\text{m0}})\right) \times p(p_{\text{cos}}, p_{\text{m0}}|l).$$

(11)

We assume that the likelihood $L(D|p_{\text{cos}}, p_{\text{m0}})$ in equation (11) is well-approximated by a multivariate Gaussian (Lin et al. 2020).

We define

$$\chi^{2}(p_{\text{cos}}, p_{\text{m0}}) = (D - M(p_{\text{cos}}, p_{\text{m0}}))^{T} \cdot C^{-1} \cdot (D - M(p_{\text{cos}}, p_{\text{m0}})).$$

(12)

where $M$ is the model vector evaluated at $(p_{\text{cos}}, p_{\text{m0}})$ and $C$ the covariance matrix calculated at the fiducial parameter values. We further assume that the covariance matrix $C$ of the multivariate Gaussian is constant within the range of parameters considered and do not adopt an iterative inference approach or a full cosmology dependent covariance (Eifler et al. 2009) approach in this work.

4.1 Data Vector

We only consider the shear-shear two point statistics as our observable. In practice, results based on $\xi_{ij}^{\ell}(\theta)$ and $C_{\ell}^{\zeta\zeta}(\ell)$ do not necessarily agree with each other perfectly (e.g. see Hamana et al. 2020) due to the weighing of the different scales, however we assume that this difference is negligible for the forecasting purpose of this paper. Due to the convenience of Fourier space modelling, we choose the angular shear-shear power spectrum as our observable. In practice, results based on $\xi_{ij}^{\ell}(\theta)$ and $C_{\ell}^{\zeta\zeta}(\ell)$ do not necessarily agree with each other perfectly (e.g. see Hamana et al. 2020) due to the weighing of the different scales, however we assume that this difference is negligible for the forecasting purpose of this paper. Due to the convenience of Fourier space modelling, we choose the angular shear-shear power spectrum as our observable, which in the Limber approximation reads:

$$C_{\ell \alpha}(\ell) = \int d\chi q_{\ell}^{i}(\chi) q_{\ell}^{j}(\chi) P_{\delta\delta}(\ell/f_{K}(\chi), z(\chi)).$$

(13)

where

$$q_{\ell}(\chi) = \frac{3H_{0}^{2}\Omega_{m}}{2c^{2}} \frac{\chi}{a(\chi)} \int_{x}^{\chi} dx \frac{n_{\text{src}}^{i}(z(\chi))}{m_{\text{src}}} \frac{dz}{dx} f_{K}(\chi - z(\chi))$$

(14)

is the lens efficiency for the $i$-th bin, and $n_{\text{src}}^{i}(z)$ represents the redshift distribution of source galaxies in the $i$-th bin (c.f. Fig. 3), with $m_{\text{src}}$ the 2D angular galaxy density within the
same redshift bin. Here, $\chi$ is the comoving distance, $f_K(\chi)$ is the comoving angular diameter, $\ell$ is the wave vector and $P_{\delta\delta}(\ell/f_K(\chi), z(\chi))$ is the 3D matter power spectrum.

4.2 Covariance Matrix

Consider the covariance matrix between $C_{\kappa\kappa}^{ij}(\ell_i)$ and $C_{\kappa\kappa}^{kl}(\ell_k)$

$$C \equiv \langle \Delta C_{\kappa\kappa}^{ij}(\ell_i) \Delta C_{\kappa\kappa}^{kl}(\ell_k) \rangle = \langle (C_{\kappa\kappa}^{ij}(\ell_i) - \langle C_{\kappa\kappa}^{ij}(\ell_i) \rangle) (C_{\kappa\kappa}^{kl}(\ell_k) - \langle C_{\kappa\kappa}^{kl}(\ell_k) \rangle) \rangle,$$

(15)

where $\langle C_{\kappa\kappa}^{ij}(\ell_i) \rangle$ is the mean angular power spectrum among an ensemble of random realizations. The covariance matrix $C$ is modelled as the sum of a Gaussian part $C_G$ and a Non-Gaussian part $C_{NG}$. The Gaussian part is (Hu & Jain 2004)

$$C_G(C_{\kappa\kappa}^{ij}(\ell_i), C_{\kappa\kappa}^{kl}(\ell_k)) = \frac{4\pi}{\Omega_{l}(2\ell_i + 1)\Delta \ell_i} \langle C_{\kappa\kappa}^{ij}(\ell_i)C_{\kappa\kappa}^{kl}(\ell_k) \rangle + C_{\kappa\kappa}^{ij}(\ell_i)C_{\kappa\kappa}^{kl}(\ell_k),$$

(16)

where $C_{\kappa\kappa}^{ij}(\ell_i) \equiv C_{\kappa\kappa}^{ij}(\ell_i) + \delta_{ij} \frac{\ell_i^2}{4\pi}$, $\delta_{ij}$ is the Kronecker delta function, $\sigma_\kappa$ is the shape noise of the two shear components, $n_{\text{sys}}$ is the mean source galaxy number density in the tomography bin $i$, $\Delta \ell_i$ is the $i$-th bin width, $\Omega_l$ is the survey area. $C_{NG}$ is further decomposed into $C_{NG,0}$

$$C_{NG,0}(C_{\kappa\kappa}^{ij}(\ell_i), C_{\kappa\kappa}^{kl}(\ell_k)) = \frac{1}{\Omega_{l}(2\ell_i + 1)\Delta \ell_i} \int_{|\ell_i|} |\ell_k| \frac{d^2W}{A(\ell_i)} \frac{d^2W}{A(\ell_k)}$$

$$\times \int d\chi q_2^i(\chi) q_2^j(\chi) q_2^k(\chi) q_2^l(\chi) \chi^6 T_{\kappa\kappa}^{ij,kl}(|\chi|, -|\chi|, Y/\chi, -Y/\chi; z(\chi)),$$

(17)

where $\int_{|\ell_i|} |\ell_k|$ means the integration range is an annulus in Fourier space of radius $\ell_i$ and width $\Delta \ell_i$, $A(\ell_i) \equiv \int_{|\ell_i|} |\ell_k| \frac{d^2W}{A(\ell_i)}$ is the integration area in Fourier space, and $T_{\kappa\kappa}^{ij,kl}$ is the trispectrum of cosmic shear (Takada & Jain 2009). Note that $C_G$ is free from the survey window effects. The super-sample covariance $C_{SSC}$ (Takada & Hu 2013)

$$C_{SSC}(C_{\kappa\kappa}^{ij}(\ell_i), C_{\kappa\kappa}^{kl}(\ell_k)) = \int d\chi q_2^i(\chi) q_2^j(\chi) q_2^k(\chi) q_2^l(\chi) \frac{\partial P_{\kappa}(\ell_i/\chi, z(\chi))}{\partial \delta_{\kappa}} \frac{\partial P_{\kappa}(\ell_k/\chi, z(\chi))}{\partial \delta_{\kappa}} \sigma_{\kappa}(\Omega_i; z(\chi)),$$

(18)

which captures the uncertainties originating from the large-scale density modes outside the survey window. Here $\sigma_{\kappa}(\Omega_i; z(\chi))$ is the variance of the background mode over the survey window, and $\partial P_{\kappa}(\ell_i/\chi, z(\chi))$ captures the response of the 3D convergence power spectrum to the background density mode $\delta_\kappa$. For more details, see the appendix in Krause & Eifler (2017) and reference therein.

4.3 Systematics Modelling

We consider four types of systematic uncertainties in our modelling: redshift uncertainty, multiplicative shear calibration bias, intrinsic alignment and baryonic feedback. The related parameter settings are summarized in Table 1.

- **Redshift Uncertainty (PZ):** We assume that redshift errors follow Gaussian distributions for both the WL and the KL scenarios. A galaxy in sample $x$ and in the $i$-th redshift bin with redshift $z_{\text{true}}$ has a probability of

$$p'(z_{\text{obs}}|z_{\text{true}}, x) = \frac{1}{\sqrt{2\pi}\sigma_{\kappa}^i x} (1 + z) \exp \left[ -\frac{(z_{\text{true}} - z_{\text{obs}} - \Delta_{\kappa}^i x)^2}{2(\sigma_{\kappa}^i x) (1 + z)^2} \right],$$

(19)

$\Delta_{\kappa}^i x$ and $\sigma_{\kappa}^i x$ are the bias and the standard deviation of the observed redshift of galaxy sample $x$ in the $i$-th tomographic bin. Thus the photo-z (or spec-z for the KL sample) distribution for the $i$-th tomography bin is

$$n_{\text{obs}}^i(z_{\text{ph}}) = \int_{z_{\text{min}}^i}^{z_{\text{max}}^i} n_{\text{obs}}(z) p'(z_{\text{ph}} | z, x) dz.$$

(20)

For the WL scenario, we assume the optimistic dataset from LSST Y10 result and Roman Space Telescope HLIS full reference survey result, resulting to $\Delta_{\kappa}^i, \text{WL} = 0$ and $\sigma_{\kappa}^i, \text{WL} = 0.01$ (Eifler et al. 2021a). We also add our knowledge of photo-z uncertainty in the likelihood simulation as a Gaussian prior,

$$\ln(L_{\text{prior}} | -z) = -\frac{1}{2} \left( \frac{\Delta_{\kappa}^i x - \Delta_{\kappa}^i x}{\sigma_{\kappa}^i x} \right)^2 + \frac{\sigma_{\kappa}^i x - \sigma_{\kappa}^i x}{\sigma(\sigma_{\kappa}^i x)},$$

(21)

with $\Delta_{\kappa}^i, \text{WL} \sim N(0, 0.001)$ and $\sigma_{\kappa}^i, \text{WL} \sim N(0.01, 0.002)$.

We motivate the redshift error of KL sample by the grism resolution $R^{-1} \approx 0.002$. We set $(\Delta_{\kappa}^i, \text{KL}, \sigma_{\kappa}^{i, \text{KL}}) = (0, 0.002)$ and Gaussian priors $(\Delta_{\kappa}^i, \text{KL}, \sigma_{\kappa}^{i, \text{KL}}) = (0, 0.002)$ for them correspondingly.

We note that while our WL redshift uncertainty is rather optimistic, our KL choice is very conservative, since with high SNR detection, the grism redshift uncertainty can be orders of magnitude smaller.

- **Multiplicative Shear Calibration Bias (M):** Uncertainties in galaxy shape measurement come from a variety of sources: image noise, non-perfect galaxy flux profile model, nonlinear effects in detector, atmospheric PSF, galaxy blending, etc. Those errors are summarized by the shear calibration bias parameters. We model the multiplicative shear calibration bias with $m^i$ (for the $i$-th redshift bin), which modifies the shear-shear angular power spectrum as

$$C_{\kappa\kappa}^{ij}(\ell) \rightarrow (1 + m^i)(1 + m^j)C_{\kappa\kappa}^{ij}(\ell).$$

(22)

We take the fiducial value $m^i = 0$ and a Gaussian prior of $N(0, 0.002)$ for the WL sample, which is the same as Eifler et al. (2021b,a). Since the KL sample is much more brighter and has higher SNR than the WL sample, we set $m^i = 0$ in the data vector and the prior of $m^i$ to be $N(0, 0.4e-4)$ for the KL sample. We note that existing work on multiplicative shear calibration bias found that $m$ is a function of SNR and galaxy size, and galaxies of $\text{SNR} \approx 100$ have about 2 times smaller $m$ uncertainty than those of $\text{SNR} \approx 10$ (Fenech Conti et al. 2017; Zuntz et al. 2018; Mandelbaum et al. 2018). Our KL sample approximately follows a log-normal distribution in r-band SNR.
Figure 5. Posterior probability distribution of $w_p$-$w_a$ (left) and $\Omega_m$-$S_8$ (right). The black dashed lines are inferred from traditional weak lensing method. They are marginalized over PZ, M, IA and BA (see Sect. 4.3 for the definitions of the abbreviations). The blue solid lines are kinematic lensing result marginalized over PZ, M, BA, but not IA. The orange dotted lines are inferred from kinematic lensing method, and assume fiducial nuisance parameters $p_{nu}$, i.e. only sampling $p_{co}$ without systematics modelling. The inner and outer contours show the 68 per cent and 95 per cent confidence level. Fiducial cosmological parameters are denoted as horizontal and vertical black dashed lines. In the 1D marginal probability distribution panels, the shaded area indicates the 68 per cent confidence interval, with the 1σ error bar annotated as figure legend, in the same colour scheme.

log$_{10}$(SNR) $\approx N(2.62, 0.29)$, while the above papers are focused on galaxies with SNR $\in [10, 200]$. This is significantly fainter than most objects in our galaxy sample, which motivates our choice of the KL sample to have 5 times lower m uncertainty in this pilot forecast.

- **Intrinsic Alignment (IA):**

  The strength of intrinsic alignment of galaxies depends on the type of galaxy considered. A simple theoretical description is that elliptical galaxies are aligned by the tidal field caused by the host dark matter halo profile, while spiral galaxies are aligned by the tidal torquing generated by the host halo angular momentum, which is much weaker than the tidal alignment (Catelan et al. 2001).

  We model intrinsic alignment by including two extra shape correlation terms: The first term affects source galaxies at the same redshift bin $C_{ii}^{\text{II}}(\ell)$, which models the shape correlation of background galaxies caused by their local tidal field, and the second affects galaxies in different redshift bins $C_{ij}^{\text{GI}}(\ell)$, where the foreground large-scale structure correlates the orientation a foreground galaxy though tidal alignment or tidal torquing with a background galaxy’s shear distortion.

  $C_{ii}^{\text{II}}(\ell) \rightarrow C_{ii}^{\text{II}}(\ell) + C_{ii}^{\text{II}}(\ell) + C_{ij}^{\text{GI}}(\ell)$.

  (23)

  We adopt the Non-Linear Alignment description of IA (NLA, see Hirata & Seljak 2004; Bridle & King 2007; Krause et al. 2016) for red elliptical galaxies, and ignore the contribution from spiral galaxies, and ignore the contribution from spiral galaxies (see Eifler et al. 2021a, and reference therein for more details). We model uncertainties in the NLA model through four different parameters, which are $A_{IA}$ describing the amplitude of IA, $\beta_{IA}$ constraining the luminosity dependence, and $\eta_{IA}$, $\eta_{IA}^{\text{high-z}}$ depicting redshift dependence. The fiducial values and priors are shown in Table 1.

  However, as we have seen in equation (10), the KL method is unaffected (to leading order) by the traditional IA contamination that plagues WL, since we can in principle isolate the intrinsic shape from the measured shape. Also, the KL sample is dominated by emission line galaxies which mostly have spiral morphology, thus the IA amplitude is expected to be order-of-magnitude smaller than that for the WL sample, which contains lots of elliptical galaxies. As a result, IA uncertainties are negligible for KL and we do not include IA in the KL scenarios.

- **Baryonic Feedback (BA):** As we approach small scales in cosmic shear, baryonic feedback effects during the formation and evolution of galaxies start to impact our observable through the reduced clustering of matter. The resulting modification in the matter power spectrum is a mixture of two leading effects: the feedback distributes baryons to the outskirt of the halo thus suppresses the formation of structure, and the cooling of baryons causes more gravitational collapse towards the halo centre. We adopt the principal component analysis technique (PCA, Huang et al. 2019; Eifler et al. 2015) to mitigate the baryon feedback. The basic idea is to project the impact of baryon feedback on the matter power spectrum on to several principal components (PCs), utilizing a range of simulations that span a variety of baryon physics recipes. We assume the real baryon feedback in the universe could be approximated by a linear combination of those PCs, and fit the amplitude $Q_i$ of PC$_i$. For a more detailed modelling description, see Eifler et al. (2021a).
The simulations we select for the principal component space are Horizon-AGN (Dubois et al. 2016), Illustris/IllustrisTNG (Weinberger et al. 2018; Pillepich et al. 2018), Eagle simulation (Schaye et al. 2015), MassiveBlackII (Khandai et al. 2015) and the OWLS AGN simulation (Schaye et al. 2010; van Daalen et al. 2011). We include the first three PCs in the modelling and set the fiducial value of $Q_1$ to 0, given that we use a dark-matter-only $C_p^m(\ell)$ as our fiducial input data vector. The priors for our baryon mitigation scheme are listed in Table 1.

5 SIMULATED KINEMATIC LENSING ANALYSES

In this section, we compare the constraining power of a variety of lensing scenarios, under different cosmology models. Our metrics of comparison are 2D posterior contours and the standard Figure-of-Merit (FoM, $\sqrt{\det[C_{P1}^{-1}]}$ where $C_{P1}$ is the covariance matrix between parameter $p_1$ and $p_2$ of $\Omega_w$-$S_8$ and/or $w_0$-$w_a$. To decorrelate parameters, we replace $\sigma_S$ with $S_8$ $\equiv$ $\sigma_S(\Omega_m/0.315)^{0.35}$ and $w_0$ with $w_p$ $\equiv w_0 + (1 - 1/(1 + z_p))w_a$, where the pivot redshift $z_p = 0.4$ is chosen such that the uncertainty on $w(z_p)$ is minimal.

5.1 Comparing Weak Lensing and Kinematic Lensing

We compare the constraining power of weak lensing and kinematic lensing method ($N_{\text{tomo}} = 10$) using three different likelihood setups:

- The WL scenario samples $p_{\alpha}$ and $p_{\beta}$, including PZ, M, IA and BA, sampling 35 parameters in total.
- The KL scenario samples $p_{\alpha}$ and $p_{\beta}$ including PZ, M and BA, sampling 31 parameters in total.
- The KL scenario samples $p_{\alpha}$ only, assuming fiducial $p_{\beta}$, which means it samples only 7 parameters only. The idea of this chain is to study the impact of nuisance parameters in the KL context.

We show the posteriors of $\Omega_m$-$S_8$ and $w_p$-$w_a$ inferred from those chains in Fig. 5. Compared with traditional weak lensing (the black dashed contours), the kinematic lensing (the blue solid contours, with systematics mitigation) shows noticeable improvement in constraining power on $\Omega_m$-$S_8$ and significant enhancement on $w_p$-$w_a$. The improvements quantified by the FoM are shown in Table 2, and FoM$_{w_p-w_a}$ has increased by 2.65 times by adopting KL method. Despite the decrease of effective galaxy number density, the excellent shape noise control benefits the dark energy science significantly.

Another important conclusion is that the constraining power of KL is not systematics-limited given the current configuration of Roman Space Telescope HLS. From Table 2, marginalization over spec-$z$ uncertainty and shear calibration bias degrades the FoM by 19.7 per cent, while adding baryon feedback into marginalization brings another 15.7 per cent degradation (also see Fig. 6). We do not consider other systematics like galaxy blending in kinematic lensing but given the carefully selected high S/N sample, KL is likely more robust against imperfect systematics modelling compared to WL.

5.2 Kinematic Lensing 10 Tomography Bins v.s. 30 Tomography Bins

We compare the performance of 10 and 30 tomography bins KL methods assuming ACDM as the fiducial cosmology. We run two chains with one assuming 10 tomography bins and the other one assuming 30. As we mentioned in Sect. 3.3, we increase the shape noise of the $N_{\text{tomo}} = 30$ chain to 0.056 to make the covariance matrix positive-definite. We adopt the same setting for the $N_{\text{tomo}} = 10$ chain for a fair comparison between the two tomography schemes. Both chains are sam-

| FoM | WL | KL($N_{\text{tomo}} = 10$) |
|-----|----|--------------------------|
| Systematics Mitigation | PZ+M+ | PZ+M+ | PZ+M | no sys |
| FoM$_{w_p-w_a}$ | 10.55 | 38.51 | 47.85 | 59.58 |
| FoM$_{w_p-w_a}$ | 5907 | 9017 | 11533 | 13543 |

Table 2. The FoMs of $w_p$-$w_a$ and $\Omega_m$-$S_8$, comparing between the WL method and KL method ($N_{\text{tomo}} = 10$). We calculate the FoM by picking the top 68 per cent points with the highest likelihood in each of the chains, then estimate the covariance matrix from these sub-samples. The columns from left to right show the FoM of i) WL method marginalized over full systematics, including PZ, M, IA and BA (see Sect. 4.3 for the abbreviations and the modelling details) ii) KL method marginalized over PZ, M and BA iii) KL method marginalized over PZ and M, and iv) KL method sampling $p_{\alpha}$ only (no sys).

Figure 6. Comparison of the $w_p$-$w_a$ KL constraining power degradation from systematics. The systematics modelling includes: i) PZ, M and BA (the blue solid contour) ii) PZ and M (the yellow solid contour) and iii) no systematic modelling, assuming perfect knowledge of systematics (the orange dotted contour). All of the three chains assume KL with $N_{\text{tomo}} = 10$ and $\sigma_x = 0.035$. The FoM is shown in Table 2, and FoM$_{w_p-w_a}$ has increased by 2.65 times by adopting KL method.
plugging $\mathbf{p}_{\infty}$ only. For each chain, 560 walkers are deployed and each walker makes 5,000 steps. We drop the first 0.5M steps as burn-in for each of those. The posterior distributions on $w_p-w_a$ are shown in the left panel of Fig. 7, and the FoM of $N_{\text{tomo}} = 10$ and $N_{\text{tomo}} = 30$. Both of them sample cosmological parameters only, and assume $\sigma_a = 0.056$.

![Figure 7](image_url)

**Figure 7.** Comparing the constraining power on $w_p-w_a$ of kinematic lensing survey with different redshift binning strategies and cosmologies. In the left panel we assume the fiducial cosmology to be $\Lambda$CDM, while in the right panel, we study the posterior distribution on differential dark energy EoS $\Delta w_p-\Delta w_a$ under two $w$CDM fiducial cosmologies, $w$CDM 1: $(w_p, w_a) = (-0.289, -2.21)$ (the dotted contours, of which the 68 per cent C.L. are annotated without bracket in the 1D posteriors) and $w$CDM 2: $(w_p, w_a) = (-1.08, 0.59)$ or $(w_0, w_a) = (-1.249, 0.59)$ (the dashed contours, of which the 68 per cent C.L. are annotated with brackets in the 1D posteriors). The green and violet colours correspond to $N_{\text{tomo}} = 10$ and $N_{\text{tomo}} = 30$ scenarios. All the chains sample $\mathbf{p}_{\infty}$ only, and assume $\sigma_a = 0.056$.

| $N_{\text{tomo}}$ | 10 | 30 |
|------------------|----|----|
| $\text{FoM}_{w_p-w_a}$ | 27.65 | 31.14 |

**Table 3.** The FoM of $w_p-w_a$, comparing between different tomography strategies of KL method. The columns from left to right show the FoM of $N_{\text{tomo}} = 10$ and $N_{\text{tomo}} = 30$. Both of them sample cosmological parameters only, and assume $\sigma_a = 0.056$.

In order to discriminate between the two scenarios we explore fiducial data vectors computed from a cosmology with time-evolving dark energy, i.e. $w_a \neq 0$. According to the *Planck* 2018 result (fig. 30 in Planck Collaboration et al. 2020), we choose two sets of fiducial parameters: $(w_p, w_a) = (-0.289, -2.21)$ ($w$CDM 1) and $(w_0, w_a) = (-1.249, 0.59)$ ($w$CDM 2), which correspond to two opposite corners at the edge of $2\sigma$ contour inferred from TT,TE,EE+lowE+lensing+BAO/RSD+WL. For each set of parameters, we run two chains as we do in the $\Lambda$CDM cases. We show the results in the right panel in Fig. 7, with the dotted contours assuming fiducial $(w_0, w_a) = (-0.289, -2.21)$ and the dashed contours assuming fiducial $(w_0, w_a) = (-1.249, 0.59)$. From the posteriors we only see tiny differences between the 10 bins cases and the 30 bins cases (note that these assume the same shape noise level). Thus for scenarios with evolving dark energy within the $1\sigma$ region allowed by the Planck CMB experiment, we can not gain further constraining power by increasing the number of tomographic bins. The observables $C_{ij}^{\ell}$ are smooth in nature and 10 tomography bins are enough to capture most of the information. We note however that more complex dark energy scenarios might benefit from this narrow tomography idea that is feasible with KL.

### 6 CONCLUSIONS

In this work we study the performance of a kinematic lensing survey conducted with the Roman Space Telescope. In its reference design the High Latitude Survey covers 2,000 square degrees in the 5-year prime mission with imaging and spectroscopy. The HLIS will map objects in $Y$, $J$, $H$ and $F184$ bands to a depth of $M_{AB,f} = 26.7$, and the HLSS...
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is targeting emission line galaxies at redshift 0.524–2.855, with 7τ flux limit of 1.0 × 10^{-16} (1.8 × 10^{-16}) erg cm^{-2} s^{-1} for point source (extended source), with grism resolution \( \mathcal{R} = 461 (\text{cm}^{-1}) \). Based on the CANDELS and CMC catalogue we have defined realistic galaxy samples and we get a source galaxy number density of 51 gal arcmin^{-2} for weak lensing and 4 gal arcmin^{-2} for kinematic lensing (assuming 50 per cent grism success rate). We note that the KL sample number density estimation is also supported by literature using multiple independent methods, like EL-COSMO mock catalogue, SAM-based mock catalogue and luminosity functions. To estimate the effective shape noise of the KL sample, we design a toy-model for the KL shear estimation process with the Roman Space Telescope and solve for the MLE shear estimator drawing from the said model. The resulting shape noise (\( \sigma_{w}^{\text{KL}} = 0.035 \)) shows a significant improvement over the one in traditional weak lensing (\( \sigma_{w}^{\text{WL}} = 0.37 \)).

We demonstrate KL’s constraining power by simulating shear-shear only likelihood analyses and comparing to the traditional WL case. For WL, we model a full suite of systematic uncertainties such as photo-z uncertainty, multiplicative shear calibration bias, intrinsic alignment and baryonic feedback. For KL, IA mitigation is unnecessary since the contamination from IA can be calibrated and removed during the isolation the intrinsic shape information in the KL measurement process.

Other prominent WL systematics also experience substantial improvement in the KL case, e.g. redshift uncertainties are insignificant given that we have spectroscopic information, and multiplicative shear calibration bias uncertainties are greatly diminished given the high S/N imaging sample.

Comparing to the standard WL strategy, we find significant improvement in constraining power on \( w_p - w_a \) (FoM_{KL} = 3.65 FoM_{WL}) and noticeable enhancement on \( \Omega_m S_8 \) (FoM_{KL} = 1.78 FoM_{WL}). We also quantify how the FoMKL degrades with different systematics. Compared with the fiducial KL case where no systematics are included, baryonic feedback causes a 16.58 per cent degradation. Redshift uncertainty and shear calibration bias in total contribute another 19.69 per cent degradation in the \( w_p - w_a \) FoM. Hence, with the current instrument capability of Roman Space Telescope, the shear calibration bias and redshift uncertainty are comparable with the baryon feedback.

We also explore how increasing the number of tomographic redshift bins, which is an interesting concept given the reduced shape noise, affects the constraining power on \( w_p - w_a \). Specifically, we increase the number of tomographic bins from our default of 10 to 30, which significantly increases the size of the covariance matrix. As fiducial input scenarios we consider three dark energy EoS scenarios \( (w_p, w_a) = (0.0, 0.0) / (-0.289, -2.21) / (-1.249, 0.59) \), that are consistent (but at the limits) of the Planck 2018 TT,TE,EE+lowE+lensing+BAO/RSD+WL result. We find that no matter whether \( w_a \) is evolving or not, increasing the number of tomographic bins does not bring extra information about the EoS of dark energy. This can be explained by the smoothness nature of \( C_{\kappa\kappa}^{ij}(l) \) with regard to scale and redshift when assuming the standard \( w_p - w_a \) dark energy parameterization. We note however that more complex dark energy or modified gravity scenarios will likely benefit from the more fine binning in redshift space enabled by KL.

Generally speaking the decrease in shape noise using the KL method changes the intuition of how to optimize cosmological information as a function of survey and systematics mitigation strategy. As shown, intrinsic alignment, photo-z and shear calibration systematics are less worrisome for KL surveys. In contrast, accessing and modelling small scale information, which are already important for WL, will likely become more impactful in the KL case. Also, compared to WL, increasing the survey area will be more important for KL given that the dominant statistical uncertainty for KL is cosmic variance. In particular for Roman Space Telescope, where the current reference survey envisions 2,000 deg^2, it will be important to explore a wide area KL survey (similar to Eifler et al. 2021a), which would also benefit from overlap with ground-based spectroscopic resources.

In summary, we consider KL with the Roman Space Telescope to be an extremely promising science avenue. It has different challenges than WL (rotation velocity modelling, Tully Fisher Relation uncertainties), but these are likely outweighed by the increase in statistical power and systematics robustness. In this context it is important to note that KL and WL data vectors can be combined in a likelihood analysis; the question is not to replace one with the other but to optimize the joint analysis. Similarly, the combination of KL with other probes such as galaxy clustering, peculiar velocities, CMB lensing, and SZ measurements are exciting opportunities. Lastly, we would like to point out that exploring KL in the context of galaxy cluster mass measurements is an important concept to explore in general and for Roman Space Telescope in particular.
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APPENDIX A: DERIVATION OF KINEMATIC LENSING

In this section, we detail the derivation of equations (5) in more general conditions. We assume a general coordinate system, which is shown in Fig. A1:

- Galaxy frame (\(\hat{z}\)-\(\hat{y}\)-\(\hat{z}\)): the frame aligned with the source galaxy, where the \(\hat{z}\)-axis is aligned with the angular momentum of the disc.
- Source plane (\(X_0-Y_0\)): the observer frame at the redshift of source galaxy. Generally \(X_0-Y_0\) can be arbitrary but a nature choice of \(X_0-Y_0\) (and also \(X_0-Y_0\)) are RA and DEC accordingly. For convenience, we define \(Z\)-axis as the inverse of LoS direction. The galaxy frame and source plane are connected by the Euler angles \((\phi, \psi, \psi)\). We will also refer to \(i\) as the inclination angle and \(\phi\) as the position angle. Vectors in the source plane are denoted as \(\theta_\psi\).
- Image plane (\(X_0-Y_0\)): the observer frame at \(z = 0\). Vectors in the image plane are denoted as \(\theta_\Omega\).

Accordingly, we define the distortion matrix as

\[
\mathbf{A} \equiv \frac{\partial \mathbf{\theta}}{\partial \mathbf{\Omega}} = \begin{pmatrix}
1 - \kappa & -\gamma_1 \\
-\gamma_2 & 1 - \kappa + \gamma_1
\end{pmatrix},
\]

(A1)

such that \(\theta_\Omega = \mathbf{A} \cdot \theta_\psi\).

We also define the following angles/axes:
Figure A1. Definition of coordinate systems. The galaxy intrinsic frame is denoted as galaxy frame in red. The \( z \)-axis is defined by the direction of the angular momentum of the disc. The galaxy frame and the comoving frame at the source galaxy, the source plane \((X_S,Y_S,Z)\), are connected by the Euler angles \((\phi, i, \psi)\) defined in the plot. Here \( \phi \) and \( i \) work as the position and inclination angles. The line of nodes is shown in green. The image plane \((X_O,Y_O,Z)\) is the observed frame after being lensed. The position angle \( \beta \) of the shear field is defined as the direction along which the shear matrix is diagonal. In the presence of dispersing elements, the cross-dispersion direction, or the slit angle, is denoted as \( \alpha \).

- Position angle (PA) of photometric major/minor axis: we refer to the major/minor axis of the photometric image of the source galaxy as photometric major/minor axis. The PA of the major axis is denoted as \( \phi \) in the source plane and \( \phi' \) in the image plane. The PAs of minor axes are \( \phi + \pi/2 \) and \( \phi' + \pi/2 \) correspondingly. Note that under such convention, the \( g_{+/-} \) defined in Sect. 2 are \( g_{+} = g_1 \cos 2\phi' + g_2 \sin 2\phi' \) and \( g_{-} = g_2 \cos 2\phi' - g_1 \sin 2\phi' \).

- Kinematic major/minor axis: we refer to the kinematic major/minor axis as the axis along which the LoS velocity has the maximum/minimum gradient. We also call the kinematic minor axis as the zero-LoS-velocity direction. In the source plane, the kinematic major/minor axis is aligned with the photometric major/minor axis.

- Shear field: the PA of shear field, \( \beta \), is defined such that, when rotating the \( X_O,Y_O \) frame by \( \beta \), \( \gamma_2 = 0 \) in the new frame. Thus \((\gamma_1, \gamma_2)\) could also be written as \((\gamma \cos 2\beta, \gamma \sin 2\beta)\), where \( \gamma = \sqrt{\gamma_1^2 + \gamma_2^2} \). Or expressed by complex number, \( \gamma = \gamma_1 + i\gamma_2 = \gamma e^{i2\beta} \).

- Slit angle/dispersion direction: In slit spectroscopy, we keep the slit angle and the slit angle/dispersion direction, or the slit angle, is denoted as \( \alpha \).

The 2nd moment defined in equation (3) plays an essential part in connecting the shape measurements in the image plane \( I_{ij} \) and the source plane \( I_{\text{int}}^{\text{ij}} \):}

\[
I_{ij} = \int \frac{d\theta_0}{2\pi} I(\theta_0) \theta_o \theta_j = \int \frac{d\theta_0}{2\pi} I(\theta_0) [A^{-1} \cdot (T \otimes \Theta_0^T) \cdot (A^{-1})^T]_{ij}
\]

where we utilize the property that weak lensing conserves the specific intensity \( I(\theta_o) = I(\theta_0) \), and assume the shear matrix \( A \) is constant within the galaxy image. Switching \( I_{ij} \) and \( I_{\text{int}}^{\text{ij}} \) and replace \( A \) by \( A^{-1} \) gives the inverse relation

\[
I_{ij}^{\text{int}} = [A \cdot I \cdot A^{-1}]_{ij} \det(A).
\]

Substituting equation (A2) into equation (2) gives (Bartelmann & Schneider 2001)

\[
\hat{e} = \frac{\epsilon^{\text{int}} + g}{1 + g^* \epsilon^{\text{int}}}.
\]

where \( g \) is the complex reduced shear field and \( g^* \) is its complex conjugate. Note that we only take the \( |g| < 1 \) part of the expression in Bartelmann & Schneider (2001).

To get the relation between \( c_{\text{int}} \) and \( c_{\text{obs}} \), consider the inverse relation of equation (A4):

\[
\epsilon^{\text{int}} = \frac{\hat{e} - g}{1 - g^* \hat{e}}.
\]

the expanded version is

\[
\epsilon_{1} = \frac{\hat{e}_{1} - (1 + \epsilon_{2,\text{obs}})g_{1} + (\epsilon_{1}^{2} - g_{2}^{2})\epsilon_{1} + 2g_{1}g_{2}\epsilon_{2}}{1 - 2g_{1}\epsilon_{1} + g_{2}^{2} + \epsilon_{2}^{2}}
\]

\[
\epsilon_{2} = \frac{\hat{e}_{2} - (1 + \epsilon_{2,\text{obs}})g_{2} + 2g_{1}\epsilon_{1} - (\epsilon_{1}^{2} - g_{2}^{2})\epsilon_{2}}{1 - 2g_{1}\epsilon_{1} + g_{2}^{2} + \epsilon_{2}^{2}}
\]

multiplying equation (A5) by \( (\hat{e}^{\text{int}})^* \) gives

\[
|\epsilon^{\text{int}}|^2 - 1 - g^* \hat{e}^2 = |\hat{e} - g|^2.
\]

Simply substituting \( g \) and \( \hat{e} \) would give equation (5).

Next, let us consider the distortion on LoS velocity in the image plane \( v_{\text{LoS}}(\theta_0) \). As we discussed in equation (6), the observed LoS velocity is connected with the one in the source plane via the distortion matrix mapping. To model \( v_{\text{LoS}}(\theta_0) \), we first consider the velocity in the galaxy frame. Note that the galaxy disc is invariant under rotation around the \( z \)-axis, thus we can tune \( \psi \) such that, in the galaxy frame, its position is \( r = (r, 0, 0)^T \). The velocity vector is \( v = (0, V(r), 0)^T \), where \( V(r) \) is the rotation curve model. A widely used one is

\[
V(r) = V_0 + \frac{V_{\text{circ}}}{\pi/2} \tan^{-1} \left( \frac{r - r_0}{V_{r,\text{scale}}} \right),
\]

where \( V_0 \) is the systemic velocity including both the Hubble flow and the peculiar velocity of the galaxy, \( r_0 \) and \( V_{r,\text{scale}} \).
are parameters controlling the turnover radius and the slope of the rotation curve, $V_{\text{circ}}$ is the asymptotic velocity when $r$ is much larger than the scale radius, or the plateau velocity. In this work, $V_{\text{circ}}$ is equivalent to $v_{\text{TF}}$.

![Equation](https://latex.codecogs.com/png.image?\mathbf{R}(\phi, i, \psi) \equiv \begin{pmatrix} \cos \phi \cos \psi - \cos i \sin \psi & \cos \phi \sin \psi - \cos i \sin \phi \cos \psi \\ \sin \phi \cos \phi \sin \psi + \cos i \cos \phi \sin \psi & \sin \phi \sin \psi + \cos i \cos \phi \cos \psi \\ \sin i \sin \psi & \sin i \cos \psi \end{pmatrix}, \quad (A9)

as a function of the Euler angles shown in Fig. A1. In the source plane, the 3D position vector $\mathbf{r}_S$ and velocity vector $\mathbf{v}_S$ are given by

$$\mathbf{r}_S = \mathbf{R}(\phi, i, \psi) \cdot \mathbf{r} = \begin{pmatrix} r \cos \phi \cos \psi - r \cos i \sin \phi \sin \psi \\ r \sin \phi \cos \phi \sin \psi + r \cos i \cos \phi \sin \psi \\ r \sin i \sin \psi \end{pmatrix}, \quad (A10)$$

$$\mathbf{v}_S = \mathbf{R}(\phi, i, \psi) \cdot \mathbf{v} = \begin{pmatrix} -V(\tau) \cos \phi \sin \psi - V(\tau) \cos i \sin \phi \cos \psi \\ -V(\tau) \sin \phi \sin \psi + V(\tau) \cos i \cos \phi \cos \psi \\ V(\tau) \sin i \cos \psi \end{pmatrix}. \quad (A11)$$

The projected position $\theta_S$ and LoS velocity $v_{\text{LoS}}$ are hence

$$\theta_S = \begin{pmatrix} r \cos \phi \cos \psi - r \cos i \sin \phi \sin \psi \\ r \sin \phi \cos \phi \sin \psi + r \cos i \cos \phi \sin \psi \\ r \sin i \sin \psi \end{pmatrix} = \mathbf{A} \cdot \theta_O, \quad (A12)$$

$$v_{\text{LoS}} = -V(\tau) \sin i \cos \psi = v_{\text{LoS}}(\theta_S) = \dot{v}_{\text{LoS}}(\theta_O). \quad (A13)$$

Note that the minus sign in equation (A13) is applied to change $z$-axis outward along LoS.

Besides $i$ which can be inferred from the TFR, we still need $\psi$ and $r$ to calculate $v_{\text{LoS}}$ from $\theta_S$, given a rotation curve model. Using that $\phi = \phi_0 - (\phi' - \phi_0)$, both $\phi'$ and $\Delta \phi \equiv \phi' - \phi$ can be calculated from observations: $\phi'$ is directly estimated from the image plane photometry, while $\Delta \phi$ is a little bit cumbersome. Consider 3D vector cross product $(\epsilon_1, \epsilon_2, 0)^T \times (\epsilon_1^\prime, \epsilon_2^\prime, 0)^T = -\epsilon_{\text{obs}} \epsilon_{\text{int}} \sin 2 \Delta \phi \mathbf{Z}$, where $\mathbf{Z}$ is the unit vector along $z$-axis, substituting $\epsilon_{\text{int}}$ with equation (A6), we have

$$\sin 2 \Delta \phi = \frac{(1 + \epsilon_{\text{obs}}^2)(g_2^2 \epsilon_1 - g_1 \epsilon_2)}{\epsilon_{\text{int}}},$$

$$+ \frac{2 \epsilon_{\text{obs}}}{\epsilon_{\text{int}}}(g_1 g_2 (\epsilon_1^2 - \epsilon_2^2) - (g_1^2 - g_2^2) \epsilon_1 \epsilon_2),$$

$$+ \mathcal{O}(\epsilon^3). \quad (A14)$$

Note that the first term of $\sin 2 \Delta \phi \propto g_1 \epsilon_1^2$, thus when $\epsilon_{\text{int}} \approx g$, the change of PA is a finite quantity and arc-sin function is needed to calculate $\Delta \phi$. The second term of $\sin 2 \Delta \phi \propto g_2 \epsilon_2^2$, thus is safe to ignore. In case of $\epsilon_{\text{int}} \gg g$, $\Delta \phi$ can be further simplified to

$$\Delta \phi \approx \frac{(1 + \epsilon_{\text{obs}}^2)(g_2^2 \epsilon_1 - g_1 \epsilon_2)}{2 \epsilon_{\text{obs}}}, \quad (A15)$$

However, as we see in Fig. B1, there is still non-negligible number of galaxies of which $\epsilon_{\text{int}} < 0.1$ in a general galaxy sample, so this approximation should be used with caution. Generally, we can solve for $\phi$ and write down the rotation matrix

$$\mathbf{R}^{-1}(\phi', \Delta \phi) = \begin{pmatrix} \cos (\phi' - \Delta \phi) & \sin (\phi' - \Delta \phi) \\ -\sin (\phi' - \Delta \phi) & \cos (\phi' - \Delta \phi) \end{pmatrix}, \quad (A16)$$

thus

$$\mathbf{R}^{-1}(\phi', \Delta \phi) \cdot \theta_S = \begin{pmatrix} r \cos \psi \\ r \cos i \sin \psi \end{pmatrix}. \quad (A17)$$

As a result, $r$ and $\cos \psi$ can be written as

$$r(\theta_O) = \left[\mathbf{A}(\theta_O) \cdot \theta_O\right]^{1/2} \cdot \begin{pmatrix} 1 \end{pmatrix}, \quad (A18)$$

$$\cos \psi = [(1, 0) \cdot \theta_O(i, \theta_O)] / r(\theta_O), \quad (A19)$$

where

$$\mathbf{A}(\theta_O) = \mathbf{R}^{-1}(\phi', \Delta \phi) \cdot \mathbf{A} \cdot \theta_O. \quad (A20)$$

Substituting equation (A18)\&(A19) into equation (A13), we get the general expression of the LoS velocity map in the image plane, which is a function of $(\theta_O, g, i, \phi, v_{\text{TF}})$.

For reference, we summarize some of the relevant relations given previously:

$$\mathbf{I} = \epsilon_{\text{int}} e^{2 \phi} + g \epsilon_{\text{int}} e^{2 \phi},$$

$$\epsilon_{\text{int}} = \frac{1}{1 + \sqrt{1 - (1 - q_1^2) \sin^2 i}},$$

$$\log_{10}(v_{\text{TF}}) = a + b (M_B - M_V),$$

$$v'_1 = v_{\text{LoS}}(\theta_1, g, i, \psi, v_{\text{TF}}),$$

$$v'_2 = v_{\text{LoS}}(\theta_2, g, i, \psi, v_{\text{TF}}),$$

where $v'_1$ and $v'_2$ are LoS velocities measured along two arbitrary positions $\theta_1$ and $\theta_2$, and are known quantities. TFR parameters, $a$ and $b$ are self-calibrated or calibrated with external datasets. The unknown variables in equation (A21) are $g_1$, $g_2$, $\epsilon_{\text{int}}$, $v_{\text{TF}}$ and $i$, thus equation (A21) forms a closed equation set with 6 parameters and 6 equations, and we can solve for $g_{1/2}$ and $\epsilon_{\text{int}}$ for general measurements.

Consider two special positions, i.e. the photometric major and minor axis, $\theta_{\text{major}} = r(\cos \phi', \sin \phi')^T$ and $\theta_{\text{minor}} = r(-\sin \phi', \cos \phi')^T$, substituting them into equation (A20), we have

$$\theta(\theta_{\text{major}}) = r \begin{pmatrix} \cos (\phi_0 - \Delta \phi) - \mathcal{R}(g e^{-2(\phi_0 - \Delta \phi)}) \\ \sin (\phi_0 - \Delta \phi) - 3 \mathcal{R}(g e^{-2(\phi_0 - \Delta \phi)}) \end{pmatrix}, \quad (A22)$$

$$\theta(\theta_{\text{minor}}) = r \begin{pmatrix} -\sin \phi_0 + 3 \mathcal{R}(g e^{-2(\phi_0 - \Delta \phi)}) \\ \cos \phi_0 + \mathcal{R}(g e^{-2(\phi_0 - \Delta \phi)}) \end{pmatrix}, \quad (A22)$$
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where $\Re(z)$ and $\Im(z)$ are real and imaginary parts of $z$. For the limiting case considered in Sect. 2.2, i.e. $\Delta \phi \ll 1$, equation (A22) reduce to

\[
\begin{align*}
\theta(\theta_{\text{major}}) &= \frac{r}{\epsilon_{\text{obs}}} \left( \frac{\epsilon_{\text{obs}}}{\epsilon_{\text{int}}} - (g_1 \ell_1 + g_2 \ell_2) \right) + O(g^2) \\
\theta(\theta_{\text{minor}}) &= \frac{r}{\epsilon_{\text{obs}}} \left( \frac{\epsilon_{\text{obs}}}{\epsilon_{\text{int}}} + 1 \right) (g_1 \ell_1 - g_2 \ell_2) + O(g^2)
\end{align*}
\]  
(A23)

The resulting $\cos \psi$ are

\[
\begin{align*}
\cos \psi_{\text{major}} &= 1 + O(g^2) \\
\cos \psi_{\text{minor}} &= -\cos \ell \left( g_2 \ell_1 - g_1 \ell_2 \right) \left( \frac{1 + \epsilon_{\text{obs}}^2}{2 \epsilon_{\text{int}}^2} + 1 \right) + O(g^2)
\end{align*}
\]  
(A24)

Substitute equation (A24) into equation (A13) and assume a constant rotation velocity $v_{\text{TF}}$, we get equation (7).

**APPENDIX B: SHAPE NOISE ESTIMATION**

In this appendix, we elaborate on our toy model shape noise calculation. As briefly discussed in Sect. 3.3, the calculation is divided into following steps:

(1) We generate a random ensemble of model parameters and we take the fiducial parameters the same as their work ($\epsilon_{\text{max}}$, $a_0$) = (0.804, 0.2539, 0.0256), and the amplitude $X_{\text{model}} = (\epsilon_{\text{int}}, \phi, g, v_{\text{TF}})$, with $\epsilon_{\text{int}}$ following the distribution in Miller et al. (2013). (see Fig. B1)

\[
p(\epsilon_{\text{int}}) = \frac{A e(1 - \exp((\epsilon - \epsilon_{\text{max}})/a))}{(1 + e) \sqrt{e^2 + e_0^2}}.
\]  
(B1)

$A = 2.432$, $\phi$ follows a uniform distribution among $[-\pi/2, \pi/2]$, and $v_{\text{TF}}$ follows $\mathcal{N}(200, 20)$ km s$^{-1}$. $g$ is fixed to the fiducial value, in our case is 0.5 $\times$ $\exp(i\pi/4)$. We fix $q_1 = 0.1$ such that the maximum intrinsic ellipticity is smaller than $\epsilon_{\text{max}}$. We note that the distribution from equation B1 is biased towards low inclination angles or face-on galaxies. This likely due to the fact that edge-on galaxies are sampled by less pixels, which implies that it is harder to get robust shear measurements. Also, the H$\alpha$ emissions are extincted by dust more severely in edge-on galaxies and are less likely to be included (Hirata 2009). Those selection also effects pose an interesting optimization avenue for a suitable KL sample. We leave a more rigorous discussion on sample selection effects to future work.

(2) For each $X_{\text{model}}$ realization, we calculate a data vector of observables $Y = (\hat{\epsilon}, \epsilon_{\text{major}}, \epsilon_{\text{minor}}, M_B)$ out of equation (A4), (A13) and (8). Here we assume a constant galaxy rotation curve $v_{\text{circ}} = v_{\text{TF}}$. Then we apply measurement noise. The noise is determined as follows: i) We assume shape measurement error $\sigma_{e} = 0.099$ per $\epsilon$ component, which is derived from equation (13) in Chang et al. (2013) according to the typical photometric SNR and angular size of our KL sample. ii) The fiducial velocity measurement error is $\sigma_{v_{\text{major}}} = \sigma_{v_{\text{minor}}} = 15$ km s$^{-1}$. This velocity error is motivated by Outini & Copin (2020), as stated in Sect. 3.3. iii) We assume a photometric SNR of 40 according to the typical KL sample selected from CMC (see Sect. 3.2). The TFR intrinsic scatter is $\sigma_{\epsilon} = 0.049$ dex (Reyes et al. 2011), and is absorbed into photometric measurement noise $\sigma_{\text{M}} = \sqrt{(1.0857/\text{SNR})^2 + (\sigma_{\epsilon}/\text{SNR})^2}$.

(3) A multivariate Gaussian likelihood function is constructed for the model, along with a prior on $\epsilon_{\text{int}}$ as equation (B1). We assume a diagonal covariance matrix for the data vector, with the variance determined in the previous step.

(4) For each realization, we optimize the log-likelihood function using the scipy.optimize.minimize routine starting around the neighbourhood of the fiducial model parameter. We also calculate the Fisher matrix via five-point stencil finite difference, then invert the matrix to estimate $\sigma^2(g_{1/2})$ at this parameter point.

(5) We evaluate the $\sigma^{-2}(g_{1/2})$-weighted ensemble mean and std, and take the weighted std as the shape noise, which is $\sigma(g) \approx 0.025$.

In the lower panel of Fig. B1, we show the shape noise as a function of $\epsilon_{\text{int}}$. Source galaxies with smaller inclination angles have smaller shape noise and are more sensitive to the shear field than galaxies with larger inclination angles. Since our KL sample is biased towards low inclination galaxies, the weighting scheme is essential to suppress the effective shape noise per galaxy.
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