General approach to optimize settings of ship radars repair procedures
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Abstract. A number of possible formal methods for constructing an approach to solve the problem of global optimization of the setting process of ship radars repair procedure are introduced in this paper. The basis of the formalized task assignment is the selection of a sequence of operations related to determining the corresponding values of the electronic (electrical) components of radars, providing the global optimum of the created imitation model of the whole task with the corresponding subtasks. The algorithm of the global optimization task is built in the form of imitation experimental procedures with a multi-alternative optimization model. The multi-plan character (taking into account the different ranges) and the multi-criteria of such an experiment require an automatic search for optimizing the scanning at different ranges. The alternative for inclusion in the relevant group, with good result achieved is set in accordance with expert estimations (for the time of the scanning). Boolean variables (alternative for the inclusion of different ranges) or stochastic variables – by nomograms. The six-steps method (for six different ranges) is presented as a sequence of achieved optimums for the different ranges. The optimal set of functions determined by the task solution method is a solution of a stochastic problem including scanning time, pulse duration and ranges.

1 Introduction

The formalized decision-making task assignment (determining the optimal values of \( R^*, C^* \), ...) for different ranges is considered as a multi-alternative, multi-criterion optimization model of a complex system [1, 2, 3, 4]. For the individual levels (ranges), whose sequence is determined under T-algorithmically constrained limits, the exact L (scanning) value for “long” ranges depends on the specified L optimum for “small” ranges. The approach is a combination of a priori (expert assessments and different nomograms), axiomatic (person adopting a solution) and adaptive (stochastic) approximation. It allows for alignment within the entire optimization procedure, movement both in algorithmically defined and dependent on one another levels \( X \) (for different ranges) and optimization of scanning time of the appropriate ranges \( L_j = f(T(R^*), T(C^*)) \) at repair,

where: \( R^* \) (Setup Resistance) and \( C^* \) (Setup Capacity) are to be considered as stochastic quantities.

2 Formulation of the problem

The process of task assignment is done as described below.

Dependence \( L = f(T) \) for the different ranges and dependence \( T = f(R^*), T = f(C^*) \) given in [5] are experimentally predefined. Here \( T \) is pulse duration.

Fig. 1 indicates the respective specified resistant tolerances for the different ranges.

1. By multi-alternative optimization in Fig. 2 is set the optimization sequence for the different ranges shown in Fig. 1.
2. The accurate limits of the scanning are precised by the person making decision (PMD). This person determines the corresponding actual duration of the scanning required for the procedure in Fig. 3 (structural diagram of multi-criteria optimization).
3. In Fig. 3, using the method described in [5], the \( L_{opt} \) and the corresponding \( T_{opt} \) are defined by the nomogram \( L = f(T) \).
4. In Fig. 3, applying the same method by nomogram \( T = f(R^*), T = f(C^*) \) follows determination of the optimal value of \( R \) and \( C \).
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Fig. 2. Multi-alternative optimization.

3 Essentiality of the implemented survey approach

The multi-plan character of such an experiment requires taking into account the different ranges and the multi-criteria of such an experiment require an automatic search to optimize the scanning at different ranges providing the extreme value of the target function [6], i.e.:

$$\Psi[X_1, L_j(T_j), T_k(R^*), T_k(C^*)] \rightarrow \min,$$

(1)

where $X_i$ is Boolean variable, implementing the appropriate range when the corresponding limitations are met.

1) $X_i = 1$

(2)

at:

a) $i = j$ – at a certain range there is a matching of exactly $j$ from a certain combination $L_i(T_i)$, for each radar scale from 1 to 6 (see Fig.1);

b) $T_i(\xi) < T_j < T_2(\xi)$,

where $T_i$ are limitation rows described in [5];

c) Performance of other conditions;

2) $X_i = 0$

(3)

in case of non-fulfillment of any of the conditions a, b, c.

Steps of optimization

Step 1: A priori research

For a certain level, according to the realization of the stochastic quantity $L$, the $L(T)$ is determined either by $T = T(R^*)$ or by $T = T(C^*)$.

$R^*, C^*$ change using the rules: $T = \alpha R^* C^*$ – given in [5], and determining $L = L(T)$.

Performing multi-alternative optimization (for different levels or corresponding ranges) and multi-criteria optimization (for each level separately) lead to a global optimum [7].

Step 2: It is done by using decision-makers (PMD)

The question set to the PMD is, “Are all the parameters of the $L_i$ scanning satisfactory?”

In case of a negative response, the possibility is analyzed:

1. $\Psi_1 L = f(\Delta L) = f[\Delta L(T)] \rightarrow \min.$

(4)

After reaching an optimum by $L$, $T_{opt}$ is determined and is accepted that $T_{standard} = T_{opt}$.

2. $\Psi_2 T = f(\Delta T) = f[\Delta T(R^*), \Delta T(C^*)] \rightarrow \min.$

(5)
After reaching an optimum by \( T^*, R^*, C^* \) are determined to achieve optimal scanning,
\[ \Delta \mathcal{L} \] – deviation from the standard value of the scanning – \( \mathcal{L} \),
\[ \Delta T \] – deviation from \( T^* \) defined in [5].

**Step 3: Going to an optimum**

A setting of the values is done:

1. \[ L^{r+1} = L^r + \Delta \mathcal{L}(T) \] \hspace{1cm} (6)

\[ L^* = \mathcal{L} \] is determined at

\[ \Delta \Psi_{iL} \rightarrow \min, \] \hspace{1cm} (7)

where \( L \) is scanning,
\( \mathcal{L} \) – set reference,
\( L^* \) – optimal scanning, which determines the corresponding \( T^* \) on the nomogram \( L(T) \).

2. An exact (optimal) reference is defined \( T^* = T_{opt} \)

\[ T^{r+1} = T^r + \Delta T(R^*) + \Delta T(C^*) \] \hspace{1cm} (8)

\[ T^* = T_{el} \] is determined at

\[ \Delta \Psi_{iT} \rightarrow \min. \] \hspace{1cm} (9)

Next follows the determination of \( R^*, C^* \).

\[ R^{r+1} = R^r + \Delta R \] \hspace{1cm} (10)

The optimal \( R^* \) is defined using the method of [5].

\[ C^{r+1} = C^r + \Delta C \] \hspace{1cm} (11)

The optimal \( C^* \) is defined using the same method.

**First procedure – Task 1**

It is demonstrated in Fig. 2.

If the pulse duration does not fall within any of the restriction intervals for the different ranges, then a correction is made by the PMD.

**Second procedure – Task 2**

After a successful test of the first procedure in Fig. 2 a second procedure is performed – the multi-criteria optimization of Fig. 3. This procedure leads to determination of the optimum, which is the above mentioned Step 3.

It is possible to increase the speed of convergence at the expense of the management of the choice by means of objective (by degree of change of the target function) and subjective (according to PMD information) local-prognostic estimations of the direction of movement to extremum.

The described dialogue procedure uses the experience of the expert, his ability to work with abstract and fuzzy concepts in conducting automated analysis with multiple alternative optimization models [8].

**4 Experiments**

The experiments are organized under the following conditions:

1. The nomograms \( L(T) \) (\( i = 1÷6 \) for each radar scale) and \( T(R^*), T(C^*) \) are determined in advance.
2. The current measured \( L, T \) (\( i = 1÷6 \) for each radar scale) have to be tuned. (see Fig. 1).
3. Using the expert assessments or PMD, \( L \) & \( \mathcal{L} \) are compared and the path of decision is determined.
4. Solution of Task 1: “Multi-alternative optimization at algorithmically constrained limitations” – according to Fig. 2.

Fig. 1 gives the respective permissible intervals.

Rows \( T_1(\theta), T_2(\theta) \) are pre-defined under the Technical Conditions (the corresponding pairs give the margin for the respective levels).

5. Solution of Task 2 (“Multi-criteria optimization” – according to Fig. 3.):

\[ \Delta \Psi_{iT} \rightarrow \min, \] at \( L_{el} = \mathcal{L} \) we get \( T_{el} = T_{opt} \) \hspace{1cm} (12)

where \( T_{el} \) is the reference;

\[ \Delta \Psi_{iT} \rightarrow \min, \] at \( R^* = R_{opt} \) \hspace{1cm} (13)

or \( C^* = C_{opt} \) or both at \( T_i = T_{el} \).

6. After each successful test in Fig. 3, the specified and the actual \( L(T) \) are compared by PMD and the decision is taken.

7. Additional optimization (if required):
   • The dependence \( L = f(T) \) is determined experimentally.
   • There is an a priori data on the dependences \( T = f(R^*), T = f(C^*) \) given in [5].

**5 Conclusions**

The algorithms described in this research make it possible to completely exclude the “active” participation of a person in complete setup of the radar repairing process.

The research provides a general solution to the task of obtaining optimal values of the radar parameters.

By using information obtained from the optimization of the radar setup process, real applicability is ensured.

The developed algorithms, i.e. "instrumentation" can be used to repair ship radars.
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