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Abstract
In recent years, implementations enabling Distributed Analytics (DA) have gained considerable attention due to their ability to perform complex analysis tasks on decentralised data by bringing the analysis to the data. These concepts propose privacy-enhancing alternatives to data centralisation approaches, which have restricted applicability in case of sensitive data due to ethical, legal or social aspects. Nevertheless, the immanent problem of DA-enabling architectures is the black-box-alike behaviour of the highly distributed components originating from the lack of semantically enriched descriptions, particularly the absence of basic metadata for datasets or analysis tasks. To approach the mentioned problems, we propose a metadata schema for DA infrastructures, which provides a vocabulary to enrich the involved entities with descriptive semantics. We initially perform a requirement analysis with domain experts to reveal necessary metadata items, which represents the foundation of our schema. Afterwards, we transform the obtained domain expert knowledge into user stories and derive the most significant semantic content. In the final step, we enable machine-readability via RDF(S) and SHACL serialisations. We deploy our schema in a proof-of-concept monitoring dashboard to validate its contribution to the transparency of DA architectures. Additionally, we evaluate the schema’s compliance with the FAIR principles. The evaluation shows that the schema succeeds in increasing transparency while being compliant with most of the FAIR principles. Because a common metadata model is critical for enhancing the compatibility between multiple DA infrastructures, our work lowers data access and analysis barriers. It represents an initial and infrastructure-independent foundation for the FAIRification of DA and the underlying scientific data management.
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1. Introduction

In recent years, Big Data analysis has become a highly optimistic research area producing promising results. Especially in the medical domain, medical data analysis has a huge potential to
directly enhance the well-being of humans by improving the quality and efficiency of healthcare [1, 2]. However, the reuse of patient data for medical research is often limited to data sets available at a single medical centre where the medical scientist has authorised access. The most imminent reasons why medical data is not heavily inter-institutionally shared for research relies on ethical, legal, and privacy aspects and rules [3]. Such rules are typically guarded by national and international laws, such as the General Data Protection Regulation (GDPR) in the European Union or the Data Protection Act (DPA) in the UK limiting sharing sensitive data [4, 5, 6]. An approach to address these problems is Distributed Analytics (DA). In DA, the algorithm is sent to the data - instead of vice versa. The analysis algorithm is then executed at the data premises and only the results, e.g., model parameters or aggregated statistics are communicated back to the requester. This ensures that the data stays within the institutional borders and therefore preserves the data sovereignty of the data owner. An approach following the concept of DA for healthcare is the Personal Health Train (PHT) [3, 7, 8]. It is a platform for the distribution of analytical tasks to data providers. In PHT terms, the analysis algorithms are represented by so-called Trains and so-called Stations represent the environments where algorithms can interact with data. It has already demonstrated several of its capabilities results in a number of studies [7, 8, 9, 10, 11].

Nevertheless, current DA architectures, such as the PHT, still have significant shortcomings that need to be addressed to improve usability and interoperability [3]. Due to its highly distributed design and various involved components, the system operates as a black-box from a user’s perspective, which hinders efficiency and transparency. Further, each PHT architecture is independently designed. Therefore, a common consent concerning the interoperability of different PHT implementations is not apparent yet.

1.1. Objective

In this work, we propose a newly created metadata schema specification for DA platforms. Simultaneously, we aim at improving the transparency of the components and activities, which should contribute to a trust-based collaboration between users and data providers. We use the PHT as a reference architecture to build a schema from scratch. However, our schema should be generic to comply with other DA implementations. We base our work on initially acquired domain expert knowledge. Further, we aim to use well-established ontology engineering methodologies to transform the unstructured information into a well-arranged and uniform format. Finally, the schema should be present in a machine-readable representation. Overall, the metadata should be able to convey information about the different components to the users and enable a better understanding of the performed analysis processes. We want to reach this objective by making the DA infrastructure and the metadata compliant with the so-called FAIR principles [3]. During this process, we make every digital asset more Findable and Accessible. We further want to achieve a cross-architectural Interoperability amongst different DA implementations, which facilitates the access to additional data and Reusability of the components.

1.2. Findings & Contributions

The contribution of this work is a requirement analysis of information, which is important for users of a DA infrastructure. The foundation for the requirement analysis is a transcript of conducted interviews with domain experts and users as interviewees. Based on this foundation, we create user stories to receive the requirements in a structured form. In the next step, we develop a metadata schema describing the two main PHT components, i.e., the Train and the Station. To enable machine-readability, the schema is modelled using the Resource Description
Framework (RDF) and the Resource Description Framework Schema (RDFS). As a file format, we use the Terse RDF Triple Language (Turtle). Additionally, we provide schema constraints using the Shapes Constraint Language (SHACL). We analyse the schema according to the FAIR principles to emphasise its FAIRness. Finally, we validate the applicability of this schema with respect to a proof-of-concept implementation.

We find that a metadata schema is a suitable method to define requirements for a minimal set of metadata information about participating entities. This minimal set of information adapted by the stakeholders increases the level of transparency that is required for a proper function of the infrastructure. In addition, the developed schema is an enabler for cross-architectural interoperability, which contributes to the FAIRification of DA architectures.

The remainder of this work is structured as follows. Related work is presented in Section 2. Section 3 and Section 4 deal with the development and the content of the schema respectively. In Section 5, we validate the schema in a proof-of-concept approach before we evaluate our schema with respect to the FAIR principles. Finally, Section 6 concludes this work and gives an outlook on future work.

2. Related Work

In this section, we will present related works in the DA domain and we discuss the FAIR principles as our evaluation qualities for our proposed work.

2.1. Distributed Analytics

Several approaches and infrastructures have been developed for DA to perform statistical analyses or model training in terms of decentralised data [12, 13, 14, 15, 16, 17]. These approaches follow two basic paradigms of bringing the algorithm to the data. The first paradigm is the parallel execution of the analysis task, which is often referred to as Federated Learning (FL) in the literature [14, 16]. Furthermore, there is a successive execution of the analysis tasks, also known as Institutional Incremental Learning (IIL) or Weight Transfer (WT) [12, 15]. An overview of the two paradigms is given in Figure 1. Since the communication only consists of the results of the analytical task, data never leaves its origin and stays within the institutional borders. Due to this circumstance, DA architectures propose a solution for preserving data privacy and comply with the above-mentioned existing regulations.

One platform for DA following the IIL/WT policy is the so-called Personal Health Train (PHT), which we consider as reference architecture of our work [3, 7, 8]. The PHT has been fostered by the GO FAIR initiative\(^1\) (Section 2.2) and is part of the established GO FAIR implementation networks with the intention to facilitate data-driven medicine based on decentralised data. The PHT originates from an analogy from the real world. The infrastructure reminds of a railway system including trains and stations. The train uses the network to visit different stations to transport, e.g., several goods. Adapting this concept to the PHT ecosystem, we can draw the following similarities. The train encapsulates an analytical task, which represents the goods in the analogy. The analytical task is developed for example by a researcher, who wants to conduct a statistical study based on data located in decentralised data repositories. Each data provider takes over the role of a reachable Station, which can be accessed by the Train. Further, the Station executes the task, which processes the available data. In general, the PHT processes

\(^1\)For more information visit: https://www.go-fair.org/implementation-networks/overview/personal-health-train/
In a DA setting, we usually consider two policies for performing an analytical task. The parallel approach, FL, distributes replica of the analysis task to the data providers. The data provider executes the task, e.g., model training, and returns the results to the central component, which aggregates the results. If necessary, the distribution process is repeated based on the aggregated results. An alternative is the sequential execution of the task following an incremental result update policy. In this scenario, the analytical task is step-wisely circulated in a network of data providers. If the analytical task periodically re-visits the data providers, it is denoted as cyclic IIL/WT.

The analytical task incrementally by visiting each station one by one and stores the intermediate results. Finally, after visiting every selected Station, the Train is sent back to the researcher, who inspects the calculated results. However, parallel executions are also possible by integrating a central aggregation component. Therefore, our work considers policies for both parallel and incremental approaches. Note that we denote Station and data provider, as well as, Train and analytical task interchangeably. Other PHT architectures, which have been developed by the scientific community, have been applied to several use cases [3, 7, 8, 9, 10, 11].

Deist et al. have conducted DA experiments based on decentralised lung cancer patient data [9]. They have been able to perform several analyses and reveal insights from the data without data centralisation. Further, Shi et al. have applied the PHT approach to facilitate the provision of radiomics data for DA. They emphasise the need for such a distributed infrastructure to give access to more data [8].

2.2. FAIR Guideline Principles

The FAIR principles are introduced by Wilkinson et al. as a guideline to improve the Findability, Accessibility, Interoperability, and Reusability of digital assets [18, 19, 20]. These denote desired qualities of metadata about scientific data or the scientific data itself. Therefore, the FAIR principles are suitable evaluation criteria for our metadata schema presented in this work. Each of the four mentioned criteria is subdivided into more precise requirements the metadata should meet:

- **Findable.** The data should be findable by humans but also by computers. Each asset should have a globally unique and persistent identifier (F1). Further, the data should be described with rich metadata (F2) and this metadata should clearly and explicitly include the identifier of the data they describe (F3). Finally, data should be registered in a searchable resource to be findable for search operations (F4).

- **Accessible.** The metadata should be retrievable by using a standardised communications protocol (A1), which is open, free and universally implementable. If necessary, this proto-
col allows for an authentication and authorisation procedure. The metadata should also be accessible although the data is no longer available.

- **Interoperable.** The metadata should use a formal, accessible, shared, and broadly applicable language for knowledge representation (I1). Further, the metadata should use vocabularies that also follow the FAIR principles (I2) and should include qualified references to other metadata (I3).

- **Reusable.** The metadata should be richly described with a plurality of accurate and relevant attributes (R1), e.g., usage licences, provenance or domain-relevant community standards.

Recently, several works have proposed metadata schemata to facilitate FAIR data management in different domains [21, 22, 23]. Specka et al. have proposed BonaRes, which is a metadata schema for geospatial soil-agricultural research data [21]. Labropoulou et al. have presented ELG-SHARE, which describes language resources and aims to improve the European Language Technology sector [22]. Additionally, Franke et al. have proposed the metadata schema PlasmaMDS for the plasma science community to facilitate the publication of research data in that domain [23]. Beyond these related implementations targeting the establishment of FAIR data management, other works have focused on methods or procedures to make data more FAIR [3, 19, 24]. Thompson et al. have given a condensed overview of current tools and technologies in terms of FAIR data [19]. Jacobsen et al. have proposed a seven-step workflow for a data FAIRification process [24]. The workflow consists of - among others - the identification of the objective, the analysis of the available metadata, and the generation of the semantic model. Highly related is the work by Beyan et al., who have investigated the application of the FAIR principles to a DA architecture [3]. Especially, they have analysed the meaning of FAIRness with respect to the components of the PHT architecture and has been an initial foundation for the FAIRification of the DA ecosystems.

We utilise the findings by Beyan et al. to develop and implement a metadata schema in order to enable an initial foundation for FAIR data management in the DA domain - analogously to the presented works mentioned above. The implementation of this metadata model will resolve several challenges. As we described earlier, the current DA architectures suffer from the non-transparency of the involved components since these architectures are highly distributed by design. Especially, such architectures are black-boxes for their users preventing an efficient analysis execution and even if informative metadata is available, it has not been standardised. The development of the metadata schema is presented in the next sections.

### 3. Schema Development

Several methodologies and guidelines have been proposed to develop ontologies or metadata schemata in a standardised workflow [25, 26]. In our work, we partially follow the process by Keet et al. and the well-established method Methontology by Lopez et al. [25, 26, 27]. However, we tailor selected components of these methodologies to allow a more user-centric domain analysis. We split our schema development into a succession of four phases (see Figure 2), which we will present in the following sections: Knowledge Acquisition (Section 3.1), Conceptualisation (Section 3.2), Implementation (Section 3.3), and the integration of reusable ontologies.
(Section 3.4). The complete schema is ultimately evaluated in Section 5. Note that we made development artefacts and supplemental materials online available².

![Schema Development Workflow](image)

Figure 2: Schema development workflow. We first conduct requirement analyses as interviews with experts to have a valid foundation for our work. Then, we revise the results and structure the data using user stories (knowledge acquisition). The obtained information is transformed into metadata items and attributes (conceptualisation). In this phase, we additionally integrate reusable ontologies in order to enable interoperability. During the last development step, we serialise the components using RDF(S) and we define SHACL expressions for validation purposes (implementation). The resulting schema is then evaluated in the final step.

3.1. Knowledge Acquisition

The first important step is to acquire domain knowledge as a foundation for our work [25]. Especially, we want to identify what kind of information is obscure to the users of a DA platform. Instead of gathering data from experts via competency questions (see Keet et al. [26]), we conduct several unstructured interviews with DA domain experts and possible users to better reflect our present use case (see Lopez et al. [25]). We asked the interviewees several questions about their interaction with such a system and we explicitly demanded suggestions for possible items of the metadata schema. After the interviews, we obtained interview transcripts representing our initial groundwork. At this stage, our foundation is unstructured and contains possibly redundant and irrelevant information. Therefore, we need to process this foundation into a more structured and compact format.

A suitable method for this purpose - originating from requirements analysis in the domain of software engineering - are so-called user stories due to their high capability of identifying requirements [28, 29]. A user story is a short statement expressing the interviewees’ requirements of a system in a compact shape. In our case, the mentioned system represents the DA architecture and the requirements reflect the components our metadata schema should have to increase transparency and efficiency. Usually, a user story contains three types of information: a role, a story, and a benefit. The role of the user describes from which point of view the user is interacting with the architecture. The story represents the action the user wants to perform and the benefit gives a reason why this action is performed. A generic structure of such a user story is given in [29]. We modified this proposed user story template to suit the metadata schema and DA context as follows:

As a `<role of the user in the DA>`, I want to have information on `<characteristic of a component/concept>` so that `<benefit of having that information>`.

²Supplemental materials: [gitlab.com/PersonalHealthTrain/implementations/germanmii/smith/phtmetadata](http://gitlab.com/PersonalHealthTrain/implementations/germanmii/smith/phtmetadata)
Using this template, we transform the transcript into a collection of 89 user stories (including duplicates), which represent the contained information in an easy-to-read list and natural language format. Some examples are given in the following:

- As a Data Scientist, I want to have metadata about a contact person for each data provider, so that I can contact him/her if issues arise.
- As a Data Scientist, I want to have a general description of the computing capabilities of a data provider, so that I can decide if the data provider will be able to run my analytic task.
- As a Data Scientist, I want rich information about what kind of data is provided, so that I can easily find suitable data providers for my analysis.

However, the user stories are still not semantically arranged or even machine-readable. Hence, a further processing step is needed to categorise the items into semantically consistent units. This procedure is presented in the next Section 3.2.

3.2. Conceptualisation

In the conceptualisation phase, our goal is to organise and structure the domain information into an intermediate representation independent of the implementation language [25]. This approach also includes the identification of hierarchically structured taxonomies arranging the knowledge in semantically consistent groups [25]. Therefore, we group the user stories according to their content. This improves the ordering of the user stories, helps to discover and remove duplicates, and structures the metadata schema plausibly. Subsequently, we assign each user story to one of our two main PHT components: the Train or the Station. This differentiation relies on the fact that both components represent two fundamentally different concepts. The Train especially captures information about the analytical task while the Station acts as a data provider and execution environment for the Train. By introducing these two sub-schemata, we keep the information component-oriented and reduce the presence of redundant metadata attributes in each sub-schema. We further determine (sub-)sub-categories, which relate to different scopes of Train or Station information. We identify three categories for the Train metadata:

1. **Train-Business Information**: This group contains metadata with a non-technical and organisational purpose, e.g., information about the author of the Train algorithm.
2. **Train-Technical Information**: This subset includes metadata that provides information about the technical aspects of the algorithm. This includes all static information needed to run the analytical task at each site. An example of such metadata is the data type the algorithm is processing.
3. **Train-Dynamic Execution Information**: This subset includes metadata instances that are created during the execution of an algorithm. An example is the log output the Train is producing.

Analogously, metadata about the Stations can also be sub-divided into three sub-groups:

1. **Station-Business Information**: The criteria for metadata in this subset are analogous to the criteria of the Train-Business Information. An example could be the location of the data provider.
2. **Station-Runtime Environment Information**: This subset includes all metadata about the computational environment a Station provides. An example would be information about the capabilities the Station has in terms of computational power.
3. **Station-Data Information:** This subset contains metadata about the data a Station provides for data analyses. An example could be the size of a dataset or the dataset type provided by the Station.

We create a table for each of the six above-mentioned groups, which maps each user story to one or more corresponding easy-to-read attributes. This procedure provides a first semi-formal specification of a metadata schema [25]. An extract of these tables is given in Table 1.

Once we have embedded each user story into an intermediate attribute representation, we specify the attributes by adding a data type and an expected (cardinality). We denote the final attribute specifications as `identifier: data type (cardinality)`. Regarding the data type, we distinguish between primitive (e.g. integer), enumerations (predefined values), and complex (entities or sub-schemata) data types. The (cardinality) is expressed as a range including a minimum and a maximum value or `n` if the maximum is unbounded (1..n or 0..1).

Table 1: Extract of the created attribute table. We have two components, i.e., Train and Station, and each is sub-divided into three sub-categories representing the type of information. Each user story is assigned to one sub-category. Finally, the semantic information contained in the user story is transformed into one or more attribute variable(s) as it is shown in the last column. In this table, we only show one user story per sub-category.

| Sub-Category          | User Stories                                                                 | Attributes                                                                 |
|-----------------------|------------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Business (Train)      | As a general User of the PHT, I want a good versioning system, so that I can reproduce results. | version:string (1)                                                       |
| Business (Station)    | As a Train User, I want to have information about the Station’s geographical location, so that I know if I have to consider national regulations. | longitude:float (1..n)  
latitude:float (1..n)                                                  |
| Technical (Train)     | As a Train User, I want to differ between the analytic task and the underlying model, so that I can properly reuse models. | model:Model (1..n)                                                       |
| Runtime Environment (Station) | As a Data Scientist, I want to have information about the computational environment, so that I can decide if the Station will be capable of running my model | ComputationalEnvironment.estimatedGFLOPS:float (0..n)  
ComputationalEnvironment.hasCUDAprevIn:boolean (0..n)                  |
| Dynamic Execution (Train) | As a Station Owner, I want to know when a train will visit my Station, so that I can make preparations. | TrainExecution.plannedRoute:ExecutionPlanStep (1..n)                     |
| Data (Station)        | As a Train User, I want to know how to access the data, so that I can ensure that my Train has suitable input interfaces. | DataSet.accessURL:string (0..n)                                         |

3.3. **Implementation**

During the implementation step, we transform the semi-formal schema specification given by Table 1 into a machine-readable representation. In our work, we use RDF(S) for modelling the proposed hierarchical structure. Additionally, we use SHACL to provide schema constraints (so-called shapes) for schema validation. We use Turtle for the serialisation of the schema. A short extract of the serialisation can be seen in Listing 1.
To further enhance the interoperability of this first schema version, we determine attributes, which can be reused from other already implemented ontologies or vocabularies in the next Section 3.4.

### 3.4. Integration of Reused Ontologies

During the attribute definition process, it is useful to detect conceptual intersections between our attribute set and existing metadata schemata and ontologies [25, 27]. The reuse of already proposed concepts has multiple advantages. For example, the identifiers of the attributes in these schemata are often well-established and therefore widely-understood. Furthermore, we increase the interoperability of our work since the reused attributes are consistent across different schemata. In the following, we briefly introduce the reused concepts and their scope of application in our metadata schema. An overview is given in Figure 3.

*DataCite*³ is considered for metadata belonging to the group of business information of both Train and Station. Therefore, we are able to register our digital assets with *DataCite*, which assigns digital object identifiers (DOIs) to these assets and ensures that sufficient information is available for each component. We integrate the *friend of a friend* (FOAF⁴) ontology to express business information about social entities like the Train or the Station owner. The *Data Mining OPtimization* (DMOP) ontology and the *Software Ontology* (SWO⁵) are suitable for describing the technical information of the Train and the data information of the data provider [26]. Additionally, the *Data Catalog Vocabulary* (DCAT) is also considered. It provides pre-defined attributes describing the semantics of datsets [31].

---

³DataCite: https://schema.datacite.org
⁴FOAF: http://www.foaf-project.org
⁵SWO: http://theswo.sourceforge.net
Figure 3: The reused ontologies/metadata schemata in relation to the proposed groups of metadata. DataCite, denoting general information, and FOAF, describing information about social entities, are used for the business information. The SWO is used to describe the license for a model. DMOP describes technical information about the analytical task and datasets. The ontology presented by Can et al. is used to denote the grade of anonymization of a data set [30].

4. Schema Content

After we have shown how we developed the proposed metadata schema, we will study several core metadata items of our architectural key components, i.e., Train and Station, in more detail. An overview is given in Figure 4.

Figure 4: Top-level view of the metadata schema for the key components Train (left) and Station (right). Each component consists of three sub-categories. For the Train component, we implemented a general Train class to capture all Train related attributes. This hierarchical structure is continued on sub-category level. For the technical information, we have a central Model class. The TrainExecution attribute aggregates information about the Train execution. Analogously, the Station attribute covers information about the Station. The sub-attributes are ComputationalEnvironment for the runtime environment information category and DataSet for the data information category.

4.1. Train Metadata

As we discussed above, we split the metadata about the Trains into three sub-categories covering different content. This partitioning can also be found in the intrinsic structure of our
schema. We put the Train’s metadata attributes in a hierarchical relation. Therefore, we create a central attribute Train representing the top-level attribute of the hierarchy (see Figure 4). One advantage is that sub-attributes can easily be detached and reused without the necessity of applying the top-level attributes.

Directly related to Train are the business information attributes. For example, information about the author and certificate specifications are part of this group. The creator attribute captures the author information by using the Agent class of the FOAF ontology. Information about the certificate is stored in a separated certificate attribute. Additionally, a detailed description of the Train is part of the business information. Therefore, we add a description attribute with a string data type. These mentioned attributes already enable a basic level of transparency of our DA architecture since the Station admins can gain insights about the provenance of the analytical tasks.

While the business information gives more high-level and non-technical information of the Train, the technical information covers a more detailed description of the data analysis. This information is captured in a sub-attribute called Train.Model. The Train.Model sub-schema includes characteristics of the analytical task the Train is performing. Information about the dataset the algorithm is expecting is stored in the .ExpectedDataSet sub-schema, which is further subdivided into .ExpectedTableDataSet or .ExpectedFileDataSet to differentiate between different types of data sources. Furthermore, our schema allows for a more detailed characterisation of the used algorithm. For this purpose, we reuse the class AlgorithmCharacteristic of the DMOP ontology in our Model sub-schema. An exemplary attribute is the ToleranceToNoise characteristic, for example, indicating the noise tolerance of a model. Since models can differ in their design and objective, we further introduce a .usedAlgorithm variable specifying the algorithm type the model is using. This variable is also reused from the DMOP ontology.

Lastly, the dynamic execution information group describes the Train execution aggregated by .TrainExecution. Associated are the sub-schemata .ExecutionPlanStep and .ExecutionEvent. The former contains all information about a step in the planned route of a Train and the latter gives information about execution events, e.g., the CPU consumption during runtime or a report about the Train’s status (running or idle).

4.2. Station Metadata

Analogously, we follow the same hierarchical principle for the Station metadata, i.e., we introduce a Station attribute as top-level schema. Instead of an attribute creator, Station has a mandatory attribute describing the owner of it. However, the data type is the same as in the Train schema (the Agent class of the FOAF ontology). In addition to the owner, an attribute responsibleForStation is introduced. This attribute represents a contact person for support requests for example. The reference to a Station certificate is equivalent to the Train certificate attribute (see Figure 4).

Further, to ease interoperability between the Train and Station metadata, we decided to keep the data format descriptions identical. Therefore, we reuse the above-introduced data description attributes and analogously add two attributes to the data provider schema called .TabularDataSet and .FileDataSet. This has the benefit that the Train and Station data interfaces are homogeneous and it is ensured that the Train access the correct data source. However, we have designed the metadata about the datasets domain-agnostic. Each dataset provided by the Station is equipped with a (global) persistent identifier (PID). This PID additionally references...
to the mentioned domain-specific metadata, which can be resolved via this introduced PID. Regarding the data protection aspects of the data provision, we add security-related attributes, e.g., `usedDifferentialPrivacy`, which states the level of data anonymisation.

The third sub-schema is called `.ComputationalEnvironment`. It captures detailed information about the technical capabilities of the Station. Possible characteristics of a Station could be the support of Compute Unified Device Architecture (CUDA\(^6\)) for deep learning tasks (`hasCUDASupport`) or the maximum number of tasks the Station can simultaneously execute (`maximumNumberOfModelsSupported`).

In this section, we have shown basic attributes of our metadata schema to enhance the transparency of a DA architecture for its involved parties - the Train requester and the Station admins. Based on this transparency, these parties gain confidence in the architecture and each other. In the next section, we present a proof-of-concept implementation of our work and evaluate the FAIRness of our schema.

5. Evaluation

In this section, we apply our metadata schema to a DA platform in a proof-of-concept approach and we evaluate the schema with the above-mentioned FAIR principles (Section 2).

5.1. Usage of DAMS: A Proof-of-Concept

We present an exemplary real-world application of our schema as a proof-of-concept approach. For this, we explore the possibilities it provides to enhance the usability and transparency of the already presented PHT architecture.

One application of the metadata schema is the provision of information via a `dashboard`, which visualises the information in a pre-processed, comprehensible, and graphical form. Such a dashboard is useful for various users of the PHT infrastructure. For example, the researcher (Train sender) can trace the Train’s status at each Station and estimate the remaining execution time. Furthermore, information such as the current CPU consumption can be used to evaluate the efficiency of the Train, which enables possible optimisations for further executions. In addition, the dynamic collection of the execution time histories can be prospectively used to match the Stations’ computing capacities with the real Trains’ computing requirements to prevent Station overload. Additionally, the Station admin also benefits from a dashboard since our metadata schema captures logs emitted during the Train execution. The Station admin can detect potential malicious activities or unintended behaviour. It also facilitates troubleshooting, for example.

For the dashboard development, we utilise the tool `Grafana\(^7\)`, which is an open-source visual analytics platform developed by Grafana Labs. The advantages of this platform are the following. It allows the user to customise dashboards by selecting suitable visualisation panels. Those panels support various data source interfaces, from which data can be queried. The connection to the data is established by a `plug & play` mechanism using source-dependent plugins. The configuration is performed through the front-end and requires minor technical knowledge. To connect our panels with the metadata source, we have developed a custom plugin for this purpose. It consumes the metadata (i.e. the serialisation of the RDF(S) model) in JavaScript Object Notation for Linked Data (JSON-LD) format from Hypertext Transfer Protocol (HTTP) endpoints provided

\(^6\)CUDA: https://developer.nvidia.com/cuda-zone

\(^7\)https://grafana.com/
by the components of the PHT architecture. A possible layout of such a dashboard can be seen in Figure 5.

![Figure 5: Screenshot of the metadata dashboard. The dashboard monitors dynamic metrics about a Train. In the upper part of the dashboard, an overview of the Train route is presented. The table indicates whether the Train has been executed (running is set to true) and terminated successfully. The two central panels depict live information about the CPU consumption and the memory consumption of the Train. The bottom left panel displays log messages the Train emits and the bottom right panel shows the current status of the Train. Possible states are transmitted, waiting or running.](image)

In this exemplary dashboard configuration, the CPU and memory usage of a Train at each Station is centrally displayed as a hybrid visualisation containing both the current usage and the usage over time as a graph. The dashboard also allows tracing the current location of the train using a table, which displays for each Station whether the Train was successfully executed. If the execution of the Train fails, the user is immediately notified. The remaining visualisations show the state of the Train or the emitted log messages as a live feed. Especially, the provision of this telemetric metadata enables the different users to monitor the execution and the current status of Trains. As stated above, the proposed visualisation of the metadata is a proof-of-concept approach showing that the metadata schema contributes to the transparency and usability of a DA architecture. In our presented scenario, random metadata has been generated by an emulator on a single machine. This emulator makes all necessary endpoints available and provides the generated metadata, which is queried by Grafana.

We finally analyse our approach according to the above-mentioned FAIR principles in the next section.

5.2. Compliance with FAIR

In this section, we briefly evaluate the application of a metadata schema in a DA architecture according to the FAIR guidelines (Section 2). For a complementary evaluation, we refer to the preliminary work of Beyan et al. [3].
1. **Findable.** By design, we identify objects in our metadata schema by using Uniform Resource Identifiers (URIs) (F1). For linking metadata to the corresponding digital asset of the PHT ecosystem it describes, we included attributes referencing to identifiers of those assets in the schema (F3). Further, the metadata schema includes descriptive information enhancing the findability of the digital assets (F2). Currently, the metadata items are not indexed or registered in a central and discoverable service (F4), which is part of future work.

2. **Accessible.** In our proof-of-concept, we present the accessibility of the metadata by using a dashboard, which utilizes standard communication protocols for retrieving it (A1). Along with human clients, the metadata schema can also be accessed by computation clients in terms of automation. Further, our schema incorporates versioning attributes such that the metadata is accessible even when the assets disappear (A2).

3. **Interoperable.** We have modelled the schema using RDF(S) and SHACL for validation. We have ensured the utilisation of existing and widely-established vocabularies (Section 3.4). RDF and SHACL are both standards of the W3C and used in many broadly-used applications (I1). Currently, a FAIR evaluation of the reused vocabularies is still necessary (I2) and cross-referencing is only partially included (I3).

4. **Reusable.** We based the schema content on the feedback of the domain experts to ensure the incorporation of relevant attributes attached to the data. The schema includes attributes related to licensing (R1.1) and provenance (R1.2). Additionally, we partially meet domain-relevant community standards by reusing existing ontologies or vocabularies (R1.3). The attribute names are chosen to be self-explanatory.

Overall, it can be stated that the proposed metadata schema mostly fulfills the FAIR principles or is an enabler for FAIR data management. However, we recognize room for improvements, which will be discussed in the next section as part of future work.

**6. Conclusions and Future Work**

The goal of this work has been to create a foundational metadata schema to propose a solution for the present limitations of DA architectures. Current problems are the insufficient interoperability across different implementations and the black-box-alike characteristics originating from the lack of adequately described assets. These concerns have stimulated the need for semantically enriched components to enhance transparency and accessibility of information about different architectural DA components. We have chosen a sample PHT infrastructure as an appropriate reference DA architecture to develop our metadata schema without losing compatibility with other DA implementations. To achieve our objective, we have followed a three-phase approach inspired by the well-established methodologies proposed by Keet et al. and Lopez et al. for ontology engineering [25, 26, 27]. In the first phase, we have acquired domain knowledge by conducting oral expert interviews. The result of this phase has been a collection of user stories representing the knowledge in a structured but unarranged format. According to the mentioned methods, we have classified the user stories based on their content in the second phase to obtain a hierarchically arranged semi-formal representation. We have categorised the intermediate representations into Train- and Station-related information. Each of the two sub-schemata has been further (sub-)sub-divided into three (sub-)sub-categories. For the Train metadata component, we have proposed Business Information, Technical Information, and Dynamic Execution Information while the Station metadata has been divided into Business Information, Technical
Information, and Data Information. Finding these taxonomies has the advantage that we decouple the Train and Station metadata since both are autonomous entities in the DA infrastructure and therefore we have kept them semantically consistent. In addition, this enables less complex modifications of the (sub-)schemata without changing the other. Finally, we have transformed this first schema version into a machine-readable and standardised format. In our evaluation, we have applied our metadata schema to a proof-of-concept dashboard implementation. We have shown that the integration of our schema enables transparency-enhancing monitoring of a DA architecture and its intrinsic activities. Finally, we have evaluated our schema with the FAIR principles and highlighted that our schema mostly fulfils them or contributes to FAIR data management.

Our work is an initial foundation, which leverages cross-infrastructural interoperability between different DA implementations. By opening the borders between several DA implementations, researchers have access to more digital assets, e.g., decentralised data or even available analytical task. The compliance with the FAIR principles allows for improved efficiency and usability. Using our schema, components can be equipped with semantically enriched descriptions, which mitigate the black-box characteristic of DA architectures. Additionally, it contributes to an increase in confidence since all components and activities have been made transparent, monitorable, and controllable. Therefore, our work is the first step towards FAIR decentralised data management and FAIR analytics in terms of DA.

Nevertheless, we will continually extend our metadata schema. We are working on a vocabulary extension to cover more domain-specific data sources and types, e.g., healthcare data. Further, an advanced data provenance mechanism is needed to guarantee the trustworthiness of the metadata description since the description can be misleading or malicious. Another subject is the manual entry of the metadata, which is not standardised yet. We pursue a SHACL extension to allow common form generation and user interfaces. A suitable vocabulary is the Data Shapes (DASH) namespace\(^8\) that assists in such form definitions and provides a standardised user interface.
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