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ABSTRACT

The authors propose to implement conditional non-linear optimal perturbation related to model parameters (CNOP-P) through an ensemble-based approach. The approach was first used in our earlier study and is improved to be suitable for calculating CNOP-P. Idealised experiments using the Lorenz-63 model are conducted to evaluate the performance of the improved ensemble-based approach. The results show that the maximum prediction error after optimisation has been multiplied manifold compared with the initial-guess prediction error, and is extremely close to, or greater than, the maximum value of the exhaustive attack method (a million random samples). The calculation of CNOP-P by the ensemble-based approach is capable of maintaining a high accuracy over a long prediction time under different constraints and initial conditions. Further, the CNOP-P obtained by the approach is applied to sensitivity analysis of the Lorenz-63 model. The sensitivity analysis indicates that when the prediction time is set to 0.2 time units, the Lorenz-63 model becomes extremely insensitive to one parameter, which leaves the other two parameters to affect the uncertainty of the model. Finally, a serial of parameter estimation experiments are performed to verify sensitivity analysis. It is found that when the three parameters are estimated simultaneously, the insensitive parameter is estimated much worse, but the Lorenz-63 model can still generate a very good simulation thanks to the relatively accurate values of the other two parameters. When only two sensitive parameters are estimated simultaneously and the insensitive parameter is left to be non-optimised, the outcome is better than the case when the three parameters are estimated simultaneously. With the increase of prediction time and observation, however, the model sensitivity to the insensitive parameter increases accordingly and the insensitive parameter can also be estimated successfully.
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1. Introduction

Model parameters can greatly impact model outputs (Hamby, 1994). Since there are many empirical parameters used to parameterise physical processes, some of them may cause significant uncertainties in weather and climate predictions (Lu and Hsieh, 1998; Mu et al., 2002). Effects of different parameters on model prediction vary (Hall et al., 1982; Hall, 1986). The ability to judge which parameters are more important is beneficial for reducing uncertainties in model prediction. Parameter sensitivity analysis provides an efficient way to estimate relative sensitivity of model parameters. As Navon (1998) suggested, relative sensitivity could serve as a guide to identify most important parameters whose changes impact most relevant responses in the atmospheric or ocean models.

Generally, there are two kinds of parameter sensitivity analysis methods for atmospheric and ocean models, namely, the one-at-a-time method (Hamby, 1994) and the adjoint method (Hall et al., 1982). The one-at-a-time method considers each model parameter and uses different values of this parameter to investigate the effect of its uncertainties on weather and climate simulations (Chu, 1999; Liu, 2002; Orrell, 2003). However, in realistic predictions, multiple...
model parameters may simultaneously have uncertainties (Mu et al., 2010). The adjoint method is the commonest sensitivity analysis method, which was first presented by Hall et al. (1982). Subsequently, the method was applied widely in parameter sensitivity analysis, especially in recent years (Zou et al., 1993; Lea et al., 2000; Moolenaar and Selten, 2004; Janisková and Morcrette, 2005; Dacian and Todling, 2010; Dacian and Navon, 2013). For the adjoint method, it not only has limitations in requiring the adjoint model but also does not give information on the physical effects of second- and higher-order derivatives of model results with respect to parameters. Thus, the adjoint method does not consider the non-linear interaction between parameters nor the non-linear interaction between parameters and model results. There is, hence, a need to develop a new method.

Mu et al. (2003) introduced the concept of conditional non-linear optimal perturbation (CNOP), which described the initial perturbation that had the largest non-linear evolution at prediction time and whose non-linear evolution described the maximum evolution of initial perturbations at prediction time (Mu and Zhang, 2006). The CNOP method was used in many studies (Duan et al., 2004, 2009; Mu et al., 2004, 2007, 2009). Furthermore, Mu et al. (2010) extended the CNOP method to search for optimal model parameter perturbations (called CNOP-P), which caused the largest departure from a given reference state at a prediction time with physical constraints. Sun and Mu (2011) applied the CNOP-P method to discuss the impact of climate change on a grassland ecosystem. Duan and Zhang (2010) and Yu and Mu (2012) used the CNOP-P method, respectively, in a theoretical model and an intermediate complexity model, to investigate whether model parameter errors could cause a significant spring predictability barrier for El Niño events or not.

As Mu et al. (2010) pointed out, during the maximisation process to obtain CNOP-P, one had to integrate the adjoint model to compute the gradient of the cost function, which limited its broad applications in various complicated models that did not have an existing adjoint. To ameliorate this limitation, Wang and Tan (2010) proposed an ensemble-based approach to solve CNOP; their idealised numerical experiments showed a good equivalence between the ensemble-based method and adjoint-based method proposed by Mu et al. (2003). Based on Wang and Tan (2010), we aim to improve the approach and make it suitable for calculating CNOP-P in this study. Then we provide an extensive evaluation for the CNOP-P obtained by the ensemble-based approach using the Lorenz-63 model (Lorenz, 1963).

In the next section, we describe the methodology of the ensemble-based approach to obtain CNOP-P. Experimental design and results using the Lorenz-63 model are presented in Section 3. Parameter sensitivity analysis by the CNOP-P method is shown in Section 4. Summary and discussion are given in Section 5.

2. Ensemble-based approach for CNOP-P

Let $M_t(p)$ be the propagator of the non-linear prediction model $M$ from $t = 0$ (the initial time) to $t = \tau$ (the prediction time) with the parameter vector $p$. Let $U(t)$ be the time-dependent model state that is a solution to the non-linear prediction model $U(t) = M_t(p_0)(U_0)$, where $U_0$ is the initial value of $U$.

Assuming that a parameter perturbation $p'$ be superposed on the background parameter $p_0$, the corresponding prediction increment $y'$ satisfies the following non-linear relationship with $p'$:

$$y' = M_t(p_0 + p')(U_0) - M_t(p_0)(U_0),$$

(1)

where $y = M_t(p)(U_0)$ is a prediction from 0 to $\tau$ generated by the non-linear model $M$ with $p$ as the parameter vector. Here, $p_0$, $p'$ and $p$ are all $m_p$-dimensional column vectors, while $y'$ and $y$ are $m_r$-dimensional column vectors.

For a chosen norm $\| \cdot \|$, a parameter perturbation $p'^*$ is called CNOP-P if and only if

$$J(p'^*) = \max_{|p'| \leq \delta} J(p'),$$

$$J(p') = \| M_t(p_0 + p')(U_0) - M_t(p_0)(U_0) \|^2,$$

(2)

where $J(p') = \| y'(p') \|^2$ is the cost function that attains its maximum value when the corresponding parameter perturbation equals to CNOP-P, and $|p'| \leq \delta$ is the constraint of parameter perturbation defined by the norm $\| \cdot \|$. More detailed definition of CNOP-P can be found in Mu et al. (2010), in which the CNOP-P was obtained using the adjoint model. Here, we elaborate the ensemble-based approach to obtain CNOP-P as follows: a certain amount of parameter perturbation ($p'$) is employed to create the corresponding prediction increment ($y'$), a series of orthogonal bases of parameter perturbations are found by the singular value decomposition (SVD) technique, an approximate tangent relationship model between $p'$ and $y'$ is established to estimate the gradient of the cost function during the iteration of optimisation process, and the non-linear prediction model is used to obtain the cost function value during the iteration to guarantee the constrained parameter perturbation’s non-linear influence on model prediction.

Choosing $n$ parameter perturbation samples ($p'_1$, $p'_2$, ..., $p'_n$), the corresponding prediction increment samples ($y'_1$, $y'_2$, ..., $y'_n$) can be obtained by

$$y'_i = M_t(p_0 + p'_i)(U_0) - M_t(p_0)(U_0) \quad (i = 1, 2, ..., n).$$

(3)
Denote the parameter perturbation sample matrix as \( P \) and the corresponding prediction increment sample matrix as \( Y \), that is,
\[
\begin{aligned}
P &= (p_1, p_2, \ldots, p_n) \\
Y &= (y_1, y_2, \ldots, y_n).
\end{aligned}
\] (4)

If all the chosen parameter perturbations are small enough when compared with \( p_0 \), a tangent linear relationship between \( y_i \) and \( p_i \) is approximately true according to eq. (3):
\[
y'_i \approx M'_i(p_0)(U_0)p'_i \quad (i = 1, 2, \ldots, n),
\] (5)
where \( M' \) is the tangent linear model of \( M \).

Denote the SVD of parameter perturbation sample matrix \( P \) by
\[
P = A_p D_p B_p^T
\] (6)
where \( A_p \) is an \( m_p \times m_p \) matrix whose columns are the left singular vectors of \( P \) and the set of orthonormal eigenvectors of \( P P^T \), \( B_p \) is an \( n \times n \) matrix whose columns are the right singular vectors of \( P \) and the set of orthonormal eigenvectors of \( P^T P \), and \( D_p \) is an \( m_p \times n \) diagonal matrix whose entries are the singular values of \( P \).

Thereby, a parameter perturbation \( p' \) can be projected onto the ensemble space with \( A_p \) as the projection matrix:
\[
p' = A_p \hat{x} = \left( A_{p1}x_1 + A_{p2}x_2 + \cdots + A_{pm_p}x_{m_p} \right)
\] (7)
where \( \hat{x} = \left( x_1, x_2, \ldots, x_{m_p} \right)^T \), and
\[
A_p = P B_p D_p^T (D_p D_p^T)^{-1} = \left( A_{p1}, A_{p2}, \ldots, A_{pm_p} \right).
\] (8)

Accordingly, the prediction increment \( y' \) can be projected onto the same ensemble space:
\[
y' \approx M'_i(p_0)(U_0)p'_i = M'_i(p_0)(U_0)A_p \hat{x} \approx A_y \hat{x},
\] (9)
where
\[
A_y = Y B_p D_p^T (D_p D_p^T)^{-1}.
\] (10)

Using eq. (7) and based on the orthogonality of \( A_p \), \( \hat{x} \) can be expressed as
\[
\hat{x} = (A_p)^{-1} p'.
\] (11)

Substituting \( \hat{x} \) in eq. (9) with that in eq. (11), the following relationship between \( p' \) and \( y' \) can be established:
\[
y' = A_y (A_p)^{-1} p'.
\] (12)

Note that CNOP-P is related to a constrained maximisation problem. In order to adopt the existing optimisation algorithms that are often used to compute minimisation problems, the maximisation problem is transformed to a minimisation problem. In particular, we rewrite eq. (2) as follows:
\[
\tilde{J}(p'^{\ast}) = \min_{||p'|| \leq \delta} \tilde{J}(p'), \quad \tilde{J}(p') = \frac{1}{||y'(p')||^2}.
\] (13)

Its gradient with respect to the parameter perturbation vector \( p' \) can be expressed as:
\[
\nabla_p \tilde{J}(p') = - \frac{2}{||y'(p')||^4} \frac{\partial y'}{\partial p'}^T y'(p').
\] (14)

We can derive \( \frac{\partial y'}{\partial p'}^T = A_p (A_p)^T \) using the orthogonality of \( A_p \) and derive:
\[
\frac{\partial y'}{\partial p'}^T = A_p (A_p)^T.
\] (15)

Finally, the gradient of \( \tilde{J}(x) \) can be formulated as:
\[
\nabla_p \tilde{J}(p') = - \frac{2}{||y'(p')||^4} A_p (A_p)^T y'(p').
\] (16)

With this gradient information, eq. (13) can be minimised by optimisation algorithms, such as Spectral Projected Gradient 2 (SPG2; Birgin et al., 2001) adopted by this study. To guarantee the non-linearity of the optimal solution, the value of the cost function \( \tilde{J}(p') \) is calculated using the non-linear model in eq. (1). In this way, the adjoint model is no longer needed.

3. Experimental design and results

The model studied here is the Lorenz (1963) system, which is a famous non-linear dissipative dynamical system and often used to mimic atmospheric chaotic behavior, because there is an interesting qualitative similarity between the dynamics of the Lorenz-63 model and those of the large-scale atmospheric circulation (Palmer, 1993). The Lorenz-63 model has three differential equations, which are derived from the convection equations of Saltzman (1962) and whose solutions afford the simplest example of deterministic non-periodic flow. The three-component Lorenz equations are shown as follows:
\[
\begin{aligned}
\frac{dy}{dx} &= \sigma(y - x) \\
\frac{dz}{dx} &= rx - y - xz \\
\frac{dx}{dz} &= xy - bz
\end{aligned}
\] (17)

where model parameters are \( \sigma \) (the Prandtl number), \( r \) (a normalised Raleigh number) and \( b \) (a non-dimensional wavenumber). The state variables \( x \), \( y \) and \( z \) measure the intensity of convective motion, the temperature difference between the ascending and descending currents, and the distortion of vertical temperature profile from linearity,
respectively. In this paper, all the calculations are performed using a fourth-order Runge-Kutta method with a time step of 0.01 time units. In addition, the model prediction adopted is the time series prediction of the state variables $x$, $y$ and $z$. That is to say, the cost function concerned can be expressed as follows:

$$
J(p') = \sum_{i=1}^{n} \left[ x_i(p_b + p') - x_i(p_b) \right]^2 + \left[ y_i(p_b + p') - y_i(p_b) \right]^2 + \left[ z_i(p_b + p') - z_i(p_b) \right]^2,
$$

where $n$ is the number of prediction time step and the background parameter vector is denoted by $p_b = (\sigma, r, b)^T$, which are set to $(10, 28, 8/3)^T$ in this paper. The parameter perturbation vector is denoted by $p' = (\sigma', r', b')^T$, and the standardised parameter perturbation vector is denoted by $\alpha' = (\alpha_1', \alpha_2', \alpha_3')^T$, which can be taken as relative sensitivity, with

$$
\alpha'_1 = \sigma'/\sigma, \quad \alpha'_2 = r'/r, \quad \alpha'_3 = b'/b.
$$

For a reference experiment, the standardised parameter perturbations satisfy the constraint:

$$
\|\alpha'\| = \sqrt{\alpha'_1^2 + \alpha'_2^2 + \alpha'_3^2} \leq \delta = 10\%.
$$

Since the standardised parameter perturbation is the primary focus of this study, we use ‘parameter perturbation’ instead of ‘standardised parameter perturbation’ from now on for simplicity.

For the reference experiment, the model initial conditions $(x_0, y_0, z_0)$ are fixed at $(0.0, 1.0, 0.0)$ and the model prediction time is $\tau = 0.2$ time units ($n = 20$ time steps). The setup for the reference experiment is marked as EXP-1.

3.1. The CNOP-Ps of Lorenz-63 model

First, the ensemble-based approach is used to obtain the CNOP-P of EXP-1. Considering that there are only three parameters in the model, the experiment is performed using an equal number of parameter perturbation samples. As the SPG2 algorithm adopted needs a starting point, we choose an arbitrary parameter perturbation $(2.225209E-02, 0.0, 9.749279E-02)$, whose corresponding prediction error (or the square root of cost function) is 0.3424122, as the initial guess. Then, the optimisation process takes only two iterations, and the corresponding optimal parameter perturbation, namely, the CNOP-P is

$$
\alpha' = (5.921009E-02, 8.058637E-02, -4.911502E-05)^T.
$$

The result is encouraging since the prediction error is optimised to an amazing maximum value, namely, 2.794697. It increases by more than seven times comparing with the initial-guess prediction error. CNOP-P should cause the largest departure from a given reference state at a prediction time. So, is the optimal prediction error obtained by this approach large enough? To answer this question, the exhaustive attack method is employed, that is, a million random parameter perturbation samples are generated, which satisfy the following equality constraint:

$$
|\alpha'| = \sqrt{\alpha'_1^2 + \alpha'_2^2 + \alpha'_3^2} = \delta = 10\%.
$$

The same amount of the cost function values are also acquired through a million integrations of the Lorenz equations. The probability distribution function (PDF) of these prediction errors is shown in Fig. 1. The maximum and minimum value of prediction errors of the exhaustive attack method are 2.794695 and 0.01365796, respectively. The red bar in Fig. 1 corresponds to the probability of the prediction error that is greater than 2.794000. The probability is 0.0115% and thus very low. So, one can see that, if the prediction error with respect to the CNOP-P obtained by our ensemble-based approach belongs to such small probability event, the CNOP-P should be regarded as an effective result. As may be expected, the norm of the optimal parameter perturbation has attained the maximum value $\delta$ that the constraint permits, while the prediction error reaches its maximum value $(2.794697)$, which is even greater than the maximum prediction error $(2.794695)$ of the exhaustive attack method.

3.2. Different prediction time steps

To evaluate the accuracy of the ensemble-based approach to obtain CNOP-P over an increasing model prediction time, we perform four experiments (marked as EXP-2) with the model prediction times set to $\tau = 0.5, 1.0, 2.0$ and $\tau = 3.0$ time units, respectively. The initial conditions, constraints and the number of samples used are the same as those used in EXP-1.

**Fig. 1.** The probability distribution function of prediction error when the model prediction time is set to 0.2 time units. The red bar represents the probability when the prediction errors are greater than 2.794000, while the maximum value of the prediction error of the exhaustive attack method is 2.794695.
The experiment results are given in Table 1. The PDFs of the prediction errors are shown in Figs. 2a–d. The maximum prediction errors of the exhaustive attack method are 50.29931, 58.05915, 68.19436 and 87.88685 in the four experiments, respectively. All the red bars represent the probability of the prediction errors, which is less than but extremely close to the maximum value. The values of the probability are very small, so if the prediction errors obtained by the ensemble-based approach belong to these ranges, it can be approximately considered as the maximum value of the prediction error. From Table 1, one can easily see that the maximum prediction errors obtained by ensemble-based approach are 50.29834, 58.05844, 68.19016 and 87.75441, which are almost equal to the maximum values of the exhaustive attack method. The chaotic nature of the Lorenz-63 model, however, will limit the calculation of CNOP-P for longer prediction time. With the increase of prediction time, the maximum prediction error obtained by the ensemble-based approach decreases gradually compared to the maximum prediction error obtained by the exhaustive attack method.

3.3. Different constraints

Here, another group of experiments with a varying critical constraint value $\delta$ are tested (marked as EXP-3), and $\delta$ is set to 0.01, 0.05 and 0.20, respectively. The initial conditions, model prediction time and the number of samples used are the same as those used in EXP-1.

The experiment results are given in Table 2, and the result of EXP-1 is also included for comparison. The PDFs of the prediction errors are shown in Figs. 3a–c. The maximum values of the exhaustive attack method are 0.2595068, 1.340676 and 6.082285 for the three $\delta$ values, respectively. All the red bars represent the probability of the prediction errors, which is almost equal to the maximum value. Table 2 shows the maximum prediction errors obtained by the ensemble-based approach are 0.2595067, 1.340678 and 6.082323, which are almost equal to the maximum value. Table 1 shows that the maximum prediction errors of the exhaustive attack method are 6.493985, 17.96980 and 20.19837, which are almost equal to the maximum value. Table 3 shows that the maximum prediction errors obtained by the ensemble-based approach decrease gradually compared to the maximum value of the prediction error. From Table 1, one can easily see that the maximum prediction errors obtained by ensemble-based approach are 6.494038, 17.97263 and 20.19889 in the three cases, respectively. All the red bars represent the probability of the prediction errors, which are almost equal to the maximum value. Table 3 shows that the maximum prediction errors obtained by the ensemble-based approach decrease gradually compared to the maximum value of the prediction error. From Table 1, one can easily see that the maximum prediction errors obtained by ensemble-based approach are 50.29931, 58.05915, 68.19436 and 87.88685 in the four experiments, respectively. All the red bars represent the probability of the prediction errors, which is less than but extremely close to the maximum value. The values of the probability are very small, so if the prediction errors obtained by the ensemble-based approach belong to these ranges, it can be approximately considered as the maximum value of the prediction error. From Table 1, one can easily see that the maximum prediction errors obtained by ensemble-based approach are 50.29834, 58.05844, 68.19016 and 87.75441, which are almost equal to the maximum values of the exhaustive attack method. The chaotic nature of the Lorenz-63 model, however, will limit the calculation of CNOP-P for longer prediction time. With the increase of prediction time, the maximum prediction error obtained by the ensemble-based approach decreases gradually compared to the maximum prediction error obtained by the exhaustive attack method.

3.4. Different initial conditions

To evaluate the dependence of CNOP-P obtained by our approach on different initial conditions, three more experiments (marked as EXP-4) are conducted using three different initial conditions, namely, $(1.0, 1.0, -1.0), (5.0, 5.0, 5.0)$ and $(-10.0, -10.0, -10.0)$. The model prediction time, constraints and the number of samples used are the same as those used in EXP-1.

The experiment results are given in Table 3, and the PDFs of the prediction errors are shown in Figs. 4a–c. The maximum values of the prediction errors of the exhaustive attack method are 6.494038, 17.97263 and 20.19889 in the three cases, respectively. All the red bars represent the probability of the prediction errors, which are almost equal to, or even greater than, the maximum values of the exhaustive attack method. We can see that the overall pattern of CNOP-P is consistent with that of EXP-1.

4. Parameter sensitivity analysis

As Mu et al. (2010) expected, CNOP-P can illuminate the most sensitive parameter perturbation and provide information on determining the sequence of sensitivity of model parameters. The standardised parameter perturbation $(\sigma'/\sigma, r'/r, b'/b)$ could represent relative sensitivity of the corresponding parameter. Under the constraint of $2$-norm of the parameter perturbation vector, the bigger the weighting is, the more sensitive the model prediction is to the parameter.

From eq. (21) in EXP-1, the model prediction is relatively more sensitive to the first two parameters ($\sigma, r$) and extremely insensitive to the third parameter ($b$) whose optimal perturbation weighting is three orders of magnitude smaller than those of the first two parameters. Then, let us pay attention to the CNOP-Ps under a varying model prediction time, which are shown in Table 1. We can see

Table 1. CNOP-Ps with respect to an increasing model prediction time when the initial condition is fixed at $(0.0, 1.0, 0.0)$

| Prediction time (time unit(s)) | Maximum prediction error | Conditional non-linear optimal perturbation of parameter $(\sigma'/\sigma, r'/r, b'/b)$ |
|-------------------------------|---------------------------|--------------------------------------------------------------------------------------|
| 0.5                           | 50.29834                  | (5.166220 E − 02, 8.557348 E − 02, −2.863084 E − 03)                               |
| 1.0                           | 58.05844                  | (−4.357523 E − 02, −8.960319 E − 02, 8.512808 E − 03)                               |
| 2.0                           | 68.19016                  | (−3.291568 E − 02, −9.348051 E − 02, 1.333990 E − 02)                               |
| 3.0                           | 87.75441                  | (−2.160796 E − 02, −9.635826 E − 02, 1.575380 E − 02)                               |


clearly in EXP-2 that with the increase of model prediction time from 0.5 to 3.0 time units, the value of relative sensitivity of the first parameter \((s)\) is getting smaller and that of the second parameter \((r)\) is getting larger, while the third parameter \((b)\) always keeps a low relative sensitivity. Further, the same analyses is done for EXP-3 and EXP-4, although in the experiments with different constraints and initial conditions, the first two parameters \((\sigma, r)\) are always more important than the third parameter \((b)\). Therefore, we could conclude that the first two parameters, especially the second parameter \((r)\), are predominant on affecting the uncertainty of the Lorenz-63 model with \(r = 0.2\) time units. With the increase of prediction time and the initial condition of EXP-1, the parameter \((b)\) will become more important. The experiment results of the exhaustive attack method show that the optimal perturbation weighting of parameter \((b)\) increases when the prediction time is increased from 3.0 to 6.0 time units (not shown). The same results are also obtained with different initial conditions for a longer time scale. For a long prediction time, but with the same experiment setup as those used in EXP-4, relative sensitivity of \((\sigma)\) and \((b)\) vary significantly with different initial conditions, while the second parameter \((r)\) is always very important (not shown).

4.1. Estimation of the three parameters

To verify the CNOP-P obtained by the ensemble-based approach, the exhaustive attack method is employed in Section 3. The maximum prediction error and the relative parameter perturbation from the ensemble-based approach are consistent with those from the exhaustive attack method. Here, some idealised experiments of parameter estimation are performed to verify the sensitivity analysis by the CNOP-P method. Cacuci et al. (2013) discussed the issue of parameter identification and estimation and introduced some methods for parameter estimation, such as maximum likelihood (ML), maximum total variation and extended Kalman filter (EKF). Zhu and Navon (1999) applied the variational method using a full-physics adjoint of the FSU Global Spectral Model to recover three parameters as well as initial conditions. The parameter estimation method adopted here is an ensemble-based method originated from a data assimilation method (Wang et al., 2010; Liu et al., 2011), the procedure of which is similar to the approach in Section 2, except for a different cost function. More general

| \(\delta\) | Initial random prediction error | Maximum prediction error | Conditional non-linear optimal perturbation of parameter (CNOP-P) |
|---|---|---|---|
| 0.01 | 3.420223 E − 02 | 0.2595067 | (5.920789 E − 03, 8.058799 E − 03, −4.983945 E − 06) |
| 0.05 | 0.1710982 | 1.340678 | (2.960444 E − 02, 4.029363 E − 02, −2.490810 E − 05) |
| 0.1 | 0.3424122 | 2.794697 | (5.921009 E − 02, 8.058637 E − 02, −4.911502 E − 05) |
| 0.2 | 0.6856751 | 6.082323 | (1.184327 E − 01, 1.611635 E − 01, −9.726922 E − 05) |
cost functions can also be chosen (Cacuci et al., 2013), we express the cost function as follows:

\[ J(p^c) = \min_{|p'| \leq \delta} J(p'), \]

\[ J(p') = [M_s(p_b + p')(U_0) - y_{obs}]^T O^{-1} [M_s(p_b + p')(U_0) - y_{obs}], \]  

(23)

where \( y_{obs} \) is the observation vector, \( O \) is the observation error covariance matrix, which is a diagonal matrix only including the observation error variance, and the remaining variables are the same as the ones used in Section 2. The cost function here means distance between model prediction and observation. It attempts to find a suitable parameter perturbation \( p^c \) under a certain constraint that is superimposed on the background parameter vector \( p_b \) and makes the cost function attain its minimum value.

Here, the model background prediction is denoted by

\[ y_b = M_s(p_b)(U_0), \]  

(24)

and the model prediction increment \( p' \) is still given by eq. (1). So, the cost function can be rewritten as follows:

\[ J(p') = [y'(p') + y_b - y_{obs}]^T O^{-1} [y'(p') + y_b - y_{obs}]. \]  

(25)

Accordingly, based on eqs. (15) and (25), the gradient of the cost function can be formulated as follows:

\[ \nabla_p J(p') = 2A_p(A_p)^T O^{-1} (y'(p') + y_b - y_{obs}). \]  

(26)

In order to compare with the experiment results in Section 3, the basic setups of experiments, such as model prediction time and initial conditions are the same as those in EXP-1. Now, suppose that the true parameter vector \( p_t \) is as follows:

\[ p_t = (\sigma, r, b)^T = (11.5, 32.0, 2.87)^T. \]  

(27)

Then, a set of synthetic observations are generated by a preliminary run of the Lorenz-63 model with the true parameter values in, for example (27). The cost function of parameter estimation experiments can be expressed as follows:

\[ J(p') = \sum_{i=1}^{20} \left[ (x_i(p_b + p') - x_i(p_t))^2 + (y_i(p_b + p') - y_i(p_t))^2 \right. \]

\[ + \left. (z_i(p_b + p') - z_i(p_t))^2 \right]. \]  

(28)

where the background parameters are set to their default values:

\[ p_b = (\sigma, r, b)^T = (10, 28, 8/3)^T. \]  

(29)

The cost function value corresponding to the parameter perturbation \( p' = (0, 0, 0)^T \) is 3.853652E + 01, which is the model prediction error before optimisation.

Two idealised experiments (marked as EXP-5) are performed with the critical constraint \( \delta \) set to 0.30 and 0.40, respectively. In the first idealised experiment with \( \delta = 0.30 \), the cost function value is minimised to 2.717061E – 04 when it converges (10 iterations), while the optimised parameter values are \( \sigma = 11.49203, \ r = 32.01417 \) and \( b = 2.666177. \)

Table 3. CNOP-Ps with respect to different initial conditions when the prediction time is set to 0.2 time units

| Initial conditions (x_0, y_0, z_0) | Maximum prediction error | Conditional non-linear optimal perturbation of parameter (\( \sigma' / \sigma, r' / r, b' / b \)) |
|------------------------------------|--------------------------|---------------------------------------------------------------------------------|
| (1.0, 1.0, −1.0)                   | 6.493985                 | (3.640889 E - 02, 9.313641 E - 02, -5.553383 E - 05) |
| (5.0, 5.0, 5.0)                    | 17.96980                 | (2.122251 E - 02, 9.770686 E - 02, -1.724857 E - 03) |
| (−10.0, −10.0, −10.0)             | 20.19837                 | (2.615064 E - 02, 9.611105 E - 02, -8.877495 E - 03) |
In the second idealised experiment with \( \delta/C_30 \) 0.40, the cost function value is minimised to 6.330993E\(-28\) after 20 iterations; it converges, and the optimised parameter values are \( s/C_30 \) 11.48677, \( r/C_30 \) 32.02354 and \( b/C_30 \) 2.559506. We can see that in both experiments the parameters \( (s, r) \) are estimated very closely to the true values, but the third parameter \( (b) \) is poorly estimated, with the optimised value much closer to the background parameter value.

These results are of great interest. The cost functions of both experiments are reduced drastically by almost 100% compared to the value of 3.853652E\(+01\) in the non-optimised situation, although the parameter \( (b) \) is much worse than the parameter value in the non-optimised situation. The Lorenz-63 model that contains relatively accurate values of the first two parameters and a very inaccurate value of the third parameter can still generate a very good simulation. This result indicates that the non-linear effects of \( \sigma \) and \( r \) on model prediction are the most crucial ones, while \( b \) exerts little influence on the cost function in this case. It is consistent with that of parameter sensitivity analysis from the CNOP-P method. Further, the insensitivity means that its non-linear effect on model prediction is very weak, and the cost function is less dependent on the insensitive parameter.

Observation data can improve not only model initial conditions but also model parameters. If the number of observations increases, how is the result under the same conditions as above? Next, we set time window to \( \tau = 2.0 \) time units, and the rest setups are the same as in the above experiments. With \( \delta = 0.40 \), the cost function before optimisation is 1.306569E\(+04\), while the optimised cost function is reduced to 7.704161E\(+10\); the optimised parameter values are \( \sigma = 11.50000 \), \( r = 32.00000 \) and \( b = 2.870000 \), which are equal to the true parameter values. Here, the true states are directly taken as observation. Annan and Hargreaves (2004) used Ensemble Kalman Filter (EnKF) to estimate the parameters of the Lorenz-63 model, and set the true and the background parameters the same; but the observation data was produced by adding random noise (with variance of 0.01) to the true states. Their results showed the three parameters would converge in about 200 EnKF sequential iterations. Here, the optimisation window is increased to 2.0 time units, namely, the number of observations is 200. Random noises are added to the observation with different variances of 0.01, 0.04 and 0.09, respectively, and the results are given in Table 4. All three parameters are close to the true values, and observation errors have very small influences on the parameters estimated. This indicates that when there is sufficient observation, the optimised parameters can achieve a stable state that is close to the true values.

In the second idealised experiment with \( \delta = 0.40 \), the cost function value is minimised to 6.330993E\(+04\) after 20 iterations; it converges, and the optimised parameter values are \( \sigma = 11.48677 \), \( r = 32.02354 \) and \( b = 2.559506 \). We can see that in both experiments the parameters \( (\sigma, r) \) are estimated very closely to the true values, but the third parameter \( (b) \) is poorly estimated, with the optimised value much closer to the background parameter value.

**Table 4.** Optimised parameter values and corresponding optimised prediction errors with the prediction time set to 2.0 time units when random errors of different variances are added to the observations.

| Variance of observation errors | Optimised prediction error | Optimised parameter values \( (\sigma, r, b) \) | Number of iteration |
|-------------------------------|---------------------------|---------------------------------|-------------------|
| 0.01                          | 3.258717                  | \((11.59596, 31.88207, 2.862262)\) | 13                |
| 0.04                          | 4.851858                  | \((11.59111, 31.74486, 2.867236)\) | 13                |
| 0.09                          | 7.159717                  | \((11.57233, 31.63118, 2.867709)\) | 13                |

The prediction error before optimisation is 114.3052.

---

**Fig. 4.** Same as Fig. 1, except that the initial condition is set to (a) \((1.0, 1.0, -1.0)\), (b) \((5.0, 5.0, 5.0)\) and (c) \((-10.0, -10.0, -10.0)\). The red bar represents the probability when the prediction errors are greater than (a) 6.49, (b) 17.95 and (c) 20.17, respectively.
state, which is consistent with the results of Annan and Hargreaves (2004).

From these experiments, we can see that the distance between the estimation of each parameter and the truth is proportional to the size of the observation errors when the number of observations is constant. Particularly, we can observe from Table 4 that with the gradual decrease of observation errors, the optimised cost function which represents the distance between the estimation of parameters and the truth decreases gradually. As Navon (1998) pointed out, a parameter is identifiable if and only if a unique solution of the optimisation problem exists and the solution depends continuously on the observations. Therefore, according to this criterion, our experiments, which show that both the optimised cost function and the estimation of parameters depend continuously on the size of observation errors, indicate that the parameters are identifiable.

### 4.2. Estimation of two parameters

Here, we use a new group of parameter estimation experiments to estimate only two parameters every time, namely, \((\sigma, r)\), \((\sigma, b)\) and \((r, b)\), respectively. Except for this difference, the basic experiment setup is the same as that used in EXP-5 and the critical constraint \(\delta\) is set to 0.30. The experiment results are shown in Table 5, and the results of EXP-5 are also included for comparison. When only the first two sensitive parameters \((\sigma, r)\) are estimated simultaneously, the outcome is comparable to, or even better than, the case when all three parameters are estimated. When the other two parameter combinations \((\sigma, b)\) and \((r, b)\), including the insensitive parameter \((b)\), are estimated respectively, both parameters converge to the wrong values although the cost function values are still reduced to some extent. The reason for this poor outcome is that the optimisation of the two parameters (one of them is the insensitive parameter) may compensate for the error of the non-optimised important parameter when the cost function is minimised. Particularly, the cost function of the parameter combination \((\sigma, b)\) is optimised to a worse value than that of the parameter combination \((r, b)\), which may indicate the second parameter \((r)\) is more predominant than the first parameter \((\sigma)\). Therefore, the above results can further confirm that the model prediction is extremely insensitive to the third parameter \((b)\) under the initial condition of EXP-1. This is also consistent with the conclusion of Cacuci et al. (2013) that correct estimations of important model parameters contribute significantly towards improving the estimation of the model state. Meanwhile, we could also conjecture that excessive insensitive parameters may cause parameter estimation to fail in view of the dimensionality and lack of enough sensitivity to the observation. So, it is expected that a good parameter estimation experiment should centre upon the most sensitive parameters and avoid the confusion by insensitive parameters.

### 5. Summary and discussion

In this paper, the ensemble-based approach is used to obtain the CNOP-Ps of the Lorenz-63 model. CNOP-P represents a type of model parameter perturbation which can cause the largest departure from a given reference state at a prediction time. A series of CNOP-P experiments show that the maximum prediction error after optimisation has been multiplied manifold compared with the initial-guess prediction error. In addition, the exhaustive attack method is employed to compare with our approach, that is, a million random parameter perturbation samples are generated satisfying the same constraint, and then the PDFs of a million prediction errors are computed. The results show that the prediction errors obtained by the ensemble-based approach are extremely close to, or even greater than, the maximum values of the exhaustive attack method. Three groups of experiments including different prediction time steps, different constraints and different initial conditions reveal that the CNOP-P obtained by the ensemble-based approach is capable of maintaining a high accuracy over a long prediction time under different constraints and initial conditions. In these idealised experiments, the number of perturbation samples is equal to that of model parameters, and we obtain very accurate results. For much more complicated models, such as weather and climate models, we may

| Parameter estimated | Optimised cost function | Optimised parameter values \((\sigma, r, b)\) | Number of iteration |
|---------------------|-------------------------|---------------------------------------------|--------------------|
| \((\sigma, r)\)     | \(2.698106 \times 10^{-4}\) | \((11.49159, 32.01515, 2.665819)\)          | 9                  |
| \((\sigma, b)\)     | \(3.031157 \times 10^{0}\) | \((13.00000, 28.00000, 2.665819)\)           | 1                  |
| \((r, b)\)          | \(5.351562 \times 10^{-1}\) | \((10.00000, 23.85923, 3.362714)\)              | 18                 |
| \((\sigma, r, b)\)  | \(2.717061 \times 10^{0}\) | \((11.49203, 32.01417, 2.666177)\)          | 10                 |

The cost function and parameter values before optimisation are \(3.853652 \times 10^{-4}\) and \((10, 28, 8/3)\), respectively, while the true parameter values are \((11.5, 32.0, 2.87)\).
need to employ more samples in order to gain a relatively more accurate optimal parameter perturbation. It may be more practical for the ensemble-based approach to use more samples than the number of model parameters under consideration, which may provide more accurate gradient of the cost function and thus accelerate the convergence.

Based on the above experiments, a parameter sensitivity analysis is performed. The results show that model prediction is relatively more sensitive to the first two parameters \((\sigma, r)\) and extremely insensitive to the third parameter \((b)\), whose optimal perturbation weighting is three orders of magnitude smaller than those of the first two parameters. Moreover, with the increase of model prediction time from 0.5 to 3.0 time units, the relative sensitivity of the first parameter \((\sigma)\) becomes smaller and that of the second parameter \((r)\) becomes larger. Under the constraint of twonorm of the parameter perturbation vector, a more sensitive parameter will correspond to a larger weighting of optimal parameter perturbation. So, it can be concluded the first two parameters \((\sigma, r)\), especially the second parameter \((r)\), are predominant on affecting the uncertainty of the Lorenz-63 model with \(\tau = 0.2\) time units. But for a longer time scale, relative sensitivity of parameters defined in our study may be influenced significantly by different initial conditions. The relative sensitivity of parameters that is independent of initial conditions would require further investigation.

The parameter sensitivity analysis is further verified through two groups of parameter estimation experiments, in which all three parameters or only two of the three parameters are estimated simultaneously, respectively. In the first case the parameters \((\sigma, r)\) are estimated to be very close to the true values, but the third parameter \((b)\) remains inaccurate. Although the parameter \((b)\) is much worse than the parameter value in the non-optimised situation, the Lorenz-63 model that contains relatively accurate values of the first two parameters can still generate a very good simulation. In another case when only the first two sensitive parameters \((\sigma, r)\) are estimated simultaneously, the result is comparable to and even better than the case when all three parameters are estimated. When the other two parameter combinations \((\sigma, b)\) and \((r, b)\), including the insensitive parameter \((b)\), are estimated respectively, however, the result is not satisfactory. Therefore, the results of these two cases provide a consistent conclusion with the relative sensitivity analysis by the CNOP-P method that the non-linear effects of the first two parameters \((\sigma, r)\) on model prediction are the most crucial ones while the third parameter \((b)\) exerts little influence. In addition, the insensitive parameter is difficult to be estimated precisely, and may exert a negative influence on parameter estimation. It must be emphasised that these results are obtained at a short prediction time \((\tau = 0.2\) time units). With the increase of prediction time, the parameter \((b)\) will become more sensitive and can also be estimated successfully.

We perform an analogous experiment with the optimisation window increased to 2.0 time units and different random noises added to the observations. The result shows that the optimised parameters obtained by our approach are close to the truth values, including the third parameter \((b)\), which agrees with the results of Annan and Hargreaves (2004). Although parameter estimation is not the focus of this paper, we show that the ensemble-based method for parameter estimation is capable of simultaneously estimating all three model parameters.

It is worth discussing the possibility when the cost function attains its local maximum in a small neighbourhood of a point in the phase space, whose corresponding parameter perturbation is called local CNOP-P (Mu and Zhang, 2006). In this study, local CNOP-Ps of EXP-2 are given in Table 6. We can see that the direction of local CNOP-Ps is approximately opposite to that of global CNOP-Ps (see Table 1), while the prediction errors corresponding to local CNOP-Ps are a bit smaller than the global maximum values. So, relative sensitivity obtained by local CNOP-P may be equivalent to that by global CNOP-P, which indicates that local CNOP-P may be also very useful.

So far, the CNOP-P method has only been tested in the Lorenz-63 model. Since the method is easy to implement, a natural next step is to test the method using a more realistic atmospheric model. In fact, an application in the Weather Research and Forecasting (WRF) model is on the way.
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