Offline Handwritten Amharic Character Recognition Using Few-shot Learning
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Abstract—Few-shot learning is an important, but challenging problem of machine learning aimed at learning from only fewer labeled training examples. It has become an active area of research due to deep learning requiring huge amounts of labeled dataset, which is not feasible in the real world. Learning from a few examples is also an important attempt towards learning like humans. Few-shot learning has proven a very good promise in different areas of machine learning applications, particularly in image classification. As it is a recent technique, most researchers focus on understanding and solving the issues related to its concept by focusing only on common image datasets like Mini-ImageNet and Omniglot. Few-shot learning also opens an opportunity to address low resource languages like Amharic. In this study, offline handwritten Amharic character recognition using few-shot learning is addressed. Particularly, prototypical networks, the popular and simpler type of few-shot learning, is implemented as a baseline. Using the opportunities explored in the nature of Amharic alphabet having row-wise and column-wise similarities, a novel way of augmenting the training episodes is proposed. The experimental results show that the proposed method outperformed the baseline method. This study has implemented few-shot learning for Amharic characters for the first time. More importantly, the findings of the study open new ways of examining the influence of training episodes in few-shot learning, which is one of the important issues that needs exploration. The datasets used for this study are collected from native Amharic language writers using an Android App developed as a part of this study.
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1 Introduction

Few-shot learning can be defined as a type of machine learning which aims at gaining good learning performance with few (usually 20 or less) supervised training examples [1]. It is an important area of machine learning which contributes to the advancement in AI in the aspect of learning humanly as humans easily learn from fewer examples. It also helps in learning rare cases which can be applied to fraud detection in electronic transactions. Few-shot learning can be applied to different application domains including computer vision, robotics, natural language processing, acoustic signal processing, drug discovery, and the like. Few-shot learning also reduces the data gathering effort and computational cost associated with big datasets which are very common issues in deep learning.

Various techniques are applied to address the problem of few-shot learning. In all the cases however, there is a way to exploit prior knowledge accumulated in the data, model or algorithm of any related machine learning task. The most common and effective way is through algorithm approach particularly meta-learning. In meta-learning an attempt is to improve performance of a new task by the meta-knowledge extracted across related tasks through a meta-learner [1]. Hence, the formulation of tasks plays an important role in such problems. These tasks are also known as episodes having their own training and test sets. These training and test sets are also called support and query sets respectively in few-shot learning terminologies. Each task has the same number of classes (referred as ways) for the support and query sets. However, the number of examples per class in the support set only defines the shot. Hence, a 3 way 5 shot few-shot learning problem describes a task formulation with 3 classes and 5 examples
Meta-learning also known as learning to learn is any type of learning based on prior learning experience with other tasks. The similarity of the tasks also plays an important role in a way that the more similar those tasks are, the more types of meta-data one can leverage, and defining task similarity remains the key challenge. Other types of learning including multi-task learning, transfer learning and ensemble learning can also be meaningfully combined with meta-learning systems. Hence, the scientific contributions in meta-learning speed up and improve the design of machine learning pipelines and also allow us to replace hand-engineered algorithms with novel approaches learned in a data-driven way [2]. Likewise this study explores and opens a wide range of perspectives into examining task similarities and their related effects on specific applications of deep learning and few-shot learning.

Amharic optical character recognition in general and the handwritten character recognition in particular is not a well studied area of research. The unavailability of standard public datasets make Amharic as one of the low resource languages. Even though there are limited attempts, most of these works focus on implementation of off-the-shelf inventions which are particularly designed for Latin scripts. This trend has created two interconnected problems. The first one is associated with the limitations to fit the real problem and proposed solution. Another problem arises from overlooking the opportunities that might have emerged with any possible innovations from the exploration of specific contexts which can then be scaled up to generalized solutions [3, 4, 5, 6].

In this study, offline handwritten Amharic character recognition is addressed using few-shot learning for the first time. Few-shot learning is a recent and promising area of research resolving the limitations of deep learning which requires huge amounts of labeled data. Accordingly, such techniques open a way to address low resource languages like Amharic. It is also suitable to address the issue of rarely occurring characters in real life documents. More importantly in this study, training episodes are examined from the context and nature of Amharic characters, which are the core issues in few-shot learning problems. Most of the studies in few-shot learning focus on understanding the problem itself and hence are based on common image datasets like Mini-ImageNet and Omniglot. However, in this study a more realistic application of few-shot learning is presented using prototypical networks which is a popular and simpler type of few-shot learning.

The challenges facing deep learning studies when it comes to low resource languages is not only unavailability of huge standard datasets but also the difficulty of training deep learning architectures considering the fact that they typically are made of way more parameters than the dataset contains [7]. In regard to few-shot learning also, the datasets used to assess are not challenging and realistic as compared to the progress made in the techniques and models [8]. Hence in this study, a suitable few-shot learning dataset is organized for Amharic characters using an Android App developed as a part of this study. Generally, the contributions of this paper can be summarized as follows:

i. Organized a new few-shot learning dataset for Amharic handwritten characters with the appropriate split of train, validation, and test sets.

ii. Implemented few-shot learning for Amharic handwritten characters recognition for the first time as a benchmark.

iii. Empirically explored how training episodes affect the performance in few-shot learning with a novel contribution in the context of Amharic handwritten characters recognition.

2 Related Work

Different recent papers have emerged to clarify the progress in few-shot learning [8, 9, 10, 11]. These studies mainly address the problems associated with few-shot learning datasets and performance measures. Triantafillou et al. [8] proposed META-DATASET: a new benchmark for training and evaluating few-shot learning models that is large-scale, consists of diverse datasets, and presents more realistic tasks. Dhillon et al. [9] performed extensive studies on benchmark datasets to propose a metric that quantifies the hardness of a few-shot episode which can be used to report the performance of few-shot algorithms in a more systematic way.

Wang et al. [1] have made a rigorous review on few-shot learning problems to formally define and construct a good taxonomy of few-shot learning problems. Authors gave a formal definition of few-shot learning which connects to the general problem of machine learning by illustrating the unreliable empirical risk minimizer. That is the core issue in few-shot learning which arises
due to fewer examples identified based on error decomposition in supervised machine learning. Therefore, few-shot learning techniques should find a way to use prior knowledge accumulated in data, model, and algorithm of other related tasks. Accordingly, Wang et al. [1] classified few-shot learning methods by their focus on these three constituents into data (augment training dataset using prior knowledge), model (constrain hypothesis space by prior knowledge), and algorithm (alter search strategy in hypothesis space by prior knowledge).

Typical examples of algorithm few-shot learning are Model-Agnostic Meta-Learning (MAML) [12] and its variants like Reptile [13]. These methods learn parameter initialization that can be fine-tuned quickly for a new task. MAML learns initialization through effective gradient steps for a new task with a small amount of training data to produce good generalization. Reptile works this by repeatedly sampling a task, training on it, and moving the initialization towards the trained weights on that task [1, 12, 13]. Another set of Model few-shot learning methods include siamese neural networks, matching networks, and prototypical networks which are task-invariant embedding learning models [1]. These methods are also known as metric learning as they learn to classify new images based on their similarity to support images unlike gradient-based meta-learning which leverages gradient descent to learn commonalities among various tasks [14, 15, 16]. Simple Neural Attentive Learner (SNAIL) is another embedding network with interleaved temporal convolution layers and attention layers which presents an alternative paradigm where a generic architecture has the capacity to learn an algorithm that exploits domain-specific task structure [1, 17]. In this paper, both model and algorithm few-shot methods are exhibited due to the implementation of prototypical networks and incorporation of auxiliary task episodic training.

More related papers address few-shot learning from two main perspectives which are interrelated by nature. The first one is focusing on extraction of highly discriminative features which can easily generalize classes so that very few samples would be sufficient. Another direction is looking for different possible auxiliary or related tasks that can be used to complement the main few-shot classification task. This can be done by proposing creative classification tasks that can be trained in a multi-task learning fashion [18]. Mazumder et al. [18] proposed an approach which uses self-supervised auxiliary tasks to produce highly discriminative generic features from image datasets. The auxiliary task is a two level rotation of patches including inside the image and rotation of the whole image and assigning one out of 16 rotation classes to the modified image. When these tasks are trained simultaneously with the main classification task, the network learns high-quality generic features that help improve the few-shot classification performance. Such methods actually utilize the concept of gradient/optimization-based meta-learning approach of few-shot learning. Accordingly, a related work by Tripathi et al. [19] further integrated both induction and transduction into the base learner in an optimization-based meta-learning framework. On the other hand Ravi and Larochelle [20], rather than training a single model over multiple episodes, introduced an LSTM meta-learner which learns to train a custom model for each few-shot episode.

A simpler and more efficient approach to few-shot learning is prototypical networks which is a metric learning. The main idea is that there exists an embedding in which points cluster around a single prototype representation for each class. Hence, the networks learn a metric space in which classification can be performed by computing distances to prototype representations of each class. Prototypical networks learn a non-linear mapping of the input into an embedding space using neural networks and take a class’s prototype to be the mean of its support set in the embedding space. Classification is then performed for an embedded query point by simply finding the nearest class prototype [16]. Building on prototypical networks, Fort [21] extended to Gaussian prototypical networks incorporating a Gaussian covariance matrix, where the network constructs a direction and class dependent distance metric on the embedding space, using uncertainties of individual data points as weights.

3 Methodology

3.1 Dataset Preparation

The dataset used for this study is collected using an Android app developed as part of this study. Screenshots of the app are shown in Figure 1. The link to the app with a brief notice was distributed using different platforms including email, Facebook messenger, Telegram and WhatsApp to different groups of individuals who can write Amharic. For this few-shot learning study, a total of 1,325 handwritten character images were organized. That is, five images per character for 265 Amharic characters in the Amharic alphabet. The five character images
are randomly selected from those written by more than 35 individuals. The images are resized to $32 \times 32$ pixels and are grouped into 120, 61, and 84 unique sets of characters for train, validation, and test splits respectively. A table showing the specific characters used for these splits is available in Appendix A. The dataset of this study is publicly available\footnote{https://github.com/mesaysama/amharic-handwritten-character-dataset}.

3.2 Prototypical Networks

This study implemented Prototypical Networks as a baseline. By exploiting the opportunities from the Amharic alphabet having row-wise and column-wise similarities, meaningful alterations are made in the training episodes for the proposed methods. Prototypical Networks is one of the popular metric based few-shot learning methods which classify new classes based on their similarity to a small number of examples per class. This small number of classes is the support set which is the only information used by a few-shot classification model in order to classify query images. During training, Prototypical Networks compute a prototype for each class, which is the mean of all embeddings of support images from this class. Then, each query is simply classified as the nearest prototype in the feature space, with respect to euclidean distance. Whereas the support sets have labels both during training and testing time, the query sets have labels only during training time. Hence, for each image of the query set, the aim is to predict a label from the labels present in the support set during testing time. This study used a pretrained ResNet18 as a backbone to project both support and query images into a feature space (embedding).

4 Results and Discussion

All the experiments in this study are implemented using Pytorch machine learning library on the Google Colab and the computing cluster of Information Systems and Machine Learning Lab (ISMLL) from the University of Hildesheim. More importantly, the implementations are based on easy few-shot learning code by Bennequin [22]. During this study, many few-shot learning experiments were performed to explore the possible ways one can make episodic training for the case of Amharic handwritten character recognition. For instance, one can train a model with label $A$ and test the model with label $B$ which is not the case in regular machine learning practice. Label $A$ could be the Amharic character row label and label $B$ may refer to the specific character label in the Amharic Alphabet. This is possible since a few-shot learning method allows testing a new class with its own few supervised samples. Particularly, this is due to the possibility of assigning an Amharic character to multiple labels from its tabular alphabet as shown in Appendix A.

Even though there are many ways one can implement few-shot learning using episodic training, this study is limited to meaningful insights and the most common settings in the literature. Accordingly, this study implemented a few-shot learning for 1, 2 and 3 shots with 5 way set-

Figure 1: Screenshots of the data collection app.
tings only. In all the settings, the query sets are kept to hold only two samples per class. A custom data loader is used to organize and feed the model with the appropriate combination of support and query set in each task. Training episodes are set to 20,000 tasks which are randomly generated few-shot classification tasks. The model iterates over these tasks to fit and update after each task which is called episodic training. The model predicts the labels of the query set based on the information from the support set; then it compares the predicted labels to ground truth query labels, which gives us a loss value. In this study, standard cross entropy loss and Adam optimizer are used.

For validation and testing experiments, a separate set of previously unseen classes are used with 1000 tasks each. For the case of proposed methods, half of the training episodes are replaced with row label and column label based task formulations for the proposed method 1 and 2 respectively. Sample datasets showing the task formulations for the baseline and proposed methods are presented in Figure 2.

![Sample dataset from episodes/task formulation in the baseline and proposed methods.](image)

A total of nine models are experimented to compare the results between the baseline and proposed methods for the three few-shot settings. Each experiment is run three times and the average result of the accuracy scores on a test set for 1000 character label classification task is presented in Table 1. As can be seen from the results table, the baseline method scored 38.10%, 91.10%, and 93.70% accuracy for 1, 2, and 3 shot settings respectively. The proposed method 1 scored 75.90%, 90.10%, and 88.40% for 1, 2, and 3 shot settings respectively. Likewise, the proposed method 2 scored 38.30%, 87.00%, and 92.90% for 1, 2, and 3 shot settings respectively.

| Methods                        | 1-shot | 2-shot | 3-shot |
|--------------------------------|--------|--------|--------|
| Baseline                       | 38.10% | 91.10% | 93.70% |
| Proposed Method 1              | 75.90% | 90.10% | 88.40% |
| Proposed Method 2              | 38.30% | 87.00% | 92.90% |

An important finding of this study revealed the superior performance of the proposed method 1 which uses row based episodic training. That is, 75.90% accuracy which outperformed other methods by a significant margin in a 1-shot setting. Even though the baseline method has a better performance for the 2 and 3-shot settings, still the proposed methods showed comparable results. That is, the results of the baseline and proposed method 1 are relatively closer to each other in a 2-shot setting. Similarly, the results of the baseline and proposed method 2 are close to each other in the 3-shot setting.

Another important finding from this study is
that both proposed methods have their own relevance in the different few-shot settings. That is, the proposed method 1 which uses row based episodic training helps when it is very few-shot. In contrast, proposed method 2 which uses column based episodic training appears to help when the shots are increasing. This is an interesting behavior which needs further investigation to help Amharic handwritten character recognition using few-shot learning. In line with this, both the baseline and proposed method 2 have shown an increase in performance along with the increase in shots. This is an expected empirical result in few-shot learning as studied by Triantafillou et al. [8] on the effects varying the number of shots and ways in different few-shot methods including prototypical networks. Another study by Dhillon et al. [9] identified that using a large number of meta-training classes results in high few-shot accuracies even for large number of few-shot classes (ways). Hence, even though the effect of varying ways is not investigated in this study, the large number of Amharic characters in the alphabet and the experiments explored in this study open an interesting area of further study.

The results of the proposed methods in this study have shown how episodic task formulation affects the performance of few-shot learning. This supports the emphasis given to meta-training distribution of episodes by different studies [1, 18, 19, 20, 23]. However, as attempted to explore in this study, the proportion and the pattern of formulating the tasks from character label, row label, and col label will remain an open area of research. This is particularly relevant during the training phase for few-shot learning since the test sets contain previously unseen classes with their own labels in the support set.

Finally, this study has benefited from both types of few-shot learning approaches including the metric learning and optimization-based learning. The use of prototypical networks helps to learn an embedding space which signifies metric learning [19]. On the other hand, the study exploited the advantage of transfer learning and multi-task learning through episode design in meta-learning [23] which also improves generalization by enabling the extraction of discriminative generic features [16, 18].

5 Conclusion

This study addressed offline handwritten Amharic character recognition using few-shot learning for the first time. As a baseline method, this study implemented prototypical networks which is an embedding and metric based few-shot learning method. From the opportunities of Amharic alphabet having row-wise and column-wise similarities, a novel way of augmenting the training episodes is explored as a proposed method. The results of the study revealed that the proposed method outperformed the baseline method by a significant margin in a 5-way 1-shot few-shot learning setting. This study has also proven how formulation of training episodes using related auxiliary tasks could affect the performance of few-shot learning methods. The dataset prepared by this study is another important contribution for Amharic few-shot learning research by bringing a more suitable and realistic dataset which can be used by other researchers.

Even though this study experimented with few-shot learning in different settings by varying the shots, the effects of varying ways remain unexplored. Hence, future studies can focus on extending the experiments to find the most optimum few-shot learning setting. Studying the formulation of training episodes from the combination of character, row, and column labels is also an important area of research to progress in few-shot learning for Amharic handwritten character recognition.
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### A The Amharic Characters

The table below shows how the Amharic characters are selected for the train, validation, and test splits from the Amharic alphabet. This is particularly organized to be suitable for few-shot learning research. Accordingly, 120, 61, and 84 unique characters are identified for train, validation, and test sets respectively. The inclusion and exclusion of characters and their families to the specific set is done carefully so that the balance between training and evaluation challenges could not be affected. The numbers (1-9) above the table show the column labels and the numbers (1-34) to the left show the row labels of the characters. However, the individual character label is given sequentially in the Amharic alphabet from 1 to 265. Hence, the first Amharic character for instance, has label 1 for its character, row, and column labels. Likewise, the last character has labels 265, 34, and 7 for its character, row, and column labels respectively.
| Characters for train set: #120 |
|--------------------------------|
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 1 | ህ | ሞ | ሦ | ሧ | ረ | ሩ | ሪ | ራ |
| 2 | ሶ | ሷ | ሸ | ሹ | ሺ | ሻ | ሼ | ሽ |
| 3 | ሾ | ሿ | ቀ | ቁ | ቂ | ቃ | ቄ | ቅ |
| 4 | ቆ | ቇ | ቈ | ቉ | ቊ | ቋ | ቌ | ቍ |
| 5 | ቎ | ቏ | ቐ | ቑ | ቒ | ቓ | ቔ | ቕ |
| Characters for validation set: #61 |
|----------------------------------|
| 5 | የ | ዩ | ዪ | ያ | ዬ |
| 6 | ይ | ዮ |
| 7 | ዯ |
| 8 | ደ | ዱ | ዲ | ዳ | ዴ |
| 9 | ድ | ዶ |
| 10 | ዷ | ዸ | ዹ | ዺ | ዻ |
| 11 | ዼ |
| 12 | ዽ |
| 13 | ዾ | ዿ |
| 14 | ዾ | ዿ |
| 15 | ዾ | ዿ |
| 16 | ዽ | ዶ |
| 17 | ዷ | ዸ | ዹ | ዺ | ዻ |
| 18 | ዼ | ዽ |
| 19 | ዾ | ዿ |
| 20 | ዽ | ዶ | ዷ | ዸ | ዹ |
| 21 | ዻ |
| 22 | ዼ | ዽ | ዶ |
| 23 | ዷ | ዸ | ዹ | ዺ | ዻ |
| 24 | ዼ | ዽ | ዶ |
| 25 | ዷ | ዸ | ዹ |
| Characters for test set: #84 |
|-------------------------------|
| 9 | በ | ቡ | ቢ | ባ | ቤ | ብ | ቦ | ቧ | ቨ | ቩ | ቪ |
| 13 | ሸ | ሹ | ሺ | ሻ | ሼ | ሽ | ሾ | ሿ | ቀ | ቁ | ቂ |
| 19 | ቃ | ቄ | ቅ | ቆ | ቇ | ቈ | ቉ | ቊ | ቋ | ቌ | ቍ |
| 21 | ቎ | ቏ | ቐ | ቑ | ቒ | ቓ | ቔ | ቕ |
| 22 | ቖ | ቗ | ቘ | ቙ | ቚ | ቛ | ቜ | ቝ | ቞ | ቟ | በ |
| 23 | ቡ | ቢ | ባ | ቤ | ብ | ቦ | ቧ | ቨ | ቩ | ቪ |
| 24 | ቫ | ቬ | ቭ | ቮ | ቯ | ተ | ቱ | ቲ | ታ | ቴ | ት |
| 25 | ቶ | ቷ | ቸ | ቹ | ቺ | ቻ | ቼ | ች | ቾ | ቿ | ኀ |
| 26 | ኁ | ኂ | ኃ | ኄ | ኅ | ኆ | ኇ | ኈ | ኉ | ኊ | ኋ |
| 27 | ኌ | ኍ | ኎ | ኏ | ነ | ኑ | ኒ | ና | ኔ | ን | ኖ |
| 28 | ኗ | ኘ | ኙ | ኚ | ኛ | ኜ | ኝ | ኞ | ኟ | አ | ኡ |
| 29 | ኢ | ኣ | ኤ | እ | ኦ | ኧ | ከ | ኩ | ኪ | ካ | ኬ |
| 30 | ክ | ኮ | ኯ | ኰ | ኱ | ኲ | ኳ | ኴ | ኵ | ኶ | ኷ |
| 31 | ኸ | ኹ | ኺ | ኻ | ኼ | ኽ | ኾ | ኿ | ዀ | ዁ | ዂ |
| 32 | ዃ | ዄ | ዅ | ዆ | ዇ | ወ | ዉ | ዊ | ዋ | ዌ | ው |
| 33 | ዎ | ዏ | ዐ | ዑ | ዒ | ዓ | ዔ | ዕ | ዖ | ዗ | ዘ |
| 34 | ዙ | ዚ | ዛ | ዜ | ዝ | ዞ | ዟ | ዠ | ዡ | ዢ | ዣ |