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Abstract

In this work we study the initial boundary value problem associated with the coupled Schrödinger equations with quadratic nonlinearities, that appears in nonlinear optics, on the half-line. We obtain local well-posedness for data in Sobolev spaces with low regularity, by using a forcing problem on the full line with a presence of a forcing term in order to apply the Fourier restriction method of Bourgain. The crucial point in this work is the new bilinear estimates on the classical Bourgain spaces $X^{s,b}$ with $b < \frac{1}{2}$, jointly with bilinear estimates in adapted Bourgain spaces that will used to treat the traces of nonlinear part of the solution. Here the understanding of the dispersion relation is the key point in these estimates, where the set of regularity depends strongly of the constant $a$ measures the scaling-diffraction magnitude indices.

1 Introduction

In the last years the study of initial boundary value problems for nonlinear dispersive models on the half-lines has given attention of many researchers (see [7] for a survey about the topic.) This turns out to be a rather challenging problem, since the more natural techniques used in standard domains, as $\mathbb{R}^n$ or $\mathbb{T}$ does not work directly in the context of the half-lines due the lack of Fourier transform.
1.1 Presentation of the model

Consider the quadratic interactions

\[
\begin{cases}
    i\partial_t u(x,t) + p\partial^2_x u(x,t) + \overline{u}(x,t)v(x,t) = 0, & x \in \mathbb{R}, t \geq 0; \\
    i\sigma \partial_t v(x,t) + q\partial^2_x v(x,t) + u^2(x,t) = 0, & x \in \mathbb{R}, t \geq 0; \\
    u(x,0) = u_0(x), & v(x,0) = v_0(x), & x \in \mathbb{R}.
\end{cases}
\]

Physically, according to the article [22], the complex functions \( u \) and \( v \) represent amplitude packets of the first and second harmonic of an optical wave, respectively. The values of \( p \) and \( q \) may be 1 or \(-1\), depending on the signals provided between the scattering-diffraction ratios and the positive constant \( \sigma \) measures the scaling-diffraction magnitude indices. In recent years, interest in nonlinear properties of optical materials has attracted attention of physicists and mathematicians. Many researches suggest that by exploring the nonlinear reaction of the matter, the bit-rate capacity of optical fibers can be considerably increased and in consequence an improvement in the speed and economy of data transmission and manipulation. In the work [5] and [23] current results are presented regarding numerical simulation of solutions for system (1.1).

Another application for the system (1.2) is related to the Raman amplification in a plasma. The study of laser-plasma interactions is an active area of interest. The main goal is to simulate nuclear fusion in a laboratory. In order to simulate numerically these experiments, we need some accurate models. The kinetic ones are the most relevant but very difficult to deal with practical computations. The fluids ones like bi-fluid Euler–Maxwell system seem more convenient but still inoperative in practice because of the high frequency motion and the small wavelength involved in the problem. This is why we need some intermediate models that are reliable from a numerical viewpoint [9]. For more details on wave propagation and processes Harmonic generation in nonlinear media see [4].

1.2 Results on \( \mathbb{R}^n \) and \( \mathbb{T} \)

In the mathematical context N. Hayashi, T. Ozawa and K. Tanaka in [13] obtained local well-posedness for the Cauchy problem (1.2) on the spaces \( L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n) \) for \( n \leq 4 \) and \( H^1(\mathbb{R}^n) \times H^1(\mathbb{R}^n) \) for \( n \leq 6 \). On the paper [2] the first author obtained local well posedness for the model posed on real line by assuming low regularity assumptions. In [20] the time decay estimates of small solutions to the systems under the mass resonance condition in 2-dimensional space was revised. In [15] was obtained the global existence of analytic solutions in space dimensions \( n \geq 3 \), under the mass resonance condition for sufficiently small Cauchy data with exponential decay.

Regarding to qualitative properties of Cauchy problem solutions (1.2), Linares and Angulo [11] studied existence of periodic pulses and the stability and instability of such solitons. On the context of real line \( \mathbb{R} \), Lopes [18] obtained existence and stability os solitary waves for the system, by using variational methods. In [27] was obtained conditions for the existence of multipulses as well as a description of their geometry. Also, on a recent paper
the authors obtained formation of singularities and blow-up in the $L^2(\mathbb{R}^n)$-(super)critical case and derived several stability results concerning the ground state solutions of this system. In [13] Hayashi, Li and Ozawa studied the scattering theory for the system. Finally, we cite the recent works [24] and [25] for the dynamic of solutions in dimension $n = 5$.

**Remark 1.** We empathize that it is sufficient to analyze the case $p = q = 1$ and observe that the other cases adapt to this one. In fact, the case $p = q = -1$ has the same behavior as the case $p = q = 1$. The case $p = -q = 1$ and $p = -q = -1$ ignores the variation of $0 < \sigma$ and is equivalent to the case $p = q = 1$ and $\sigma > 2$.

### 1.3 Setting of the problem

This work is dedicated to the study the initial boundary value problem associated to system (1.1) on the half-line, more precisely

\begin{align}
\left\{
\begin{array}{l}
  i\partial_t u(x,t) + \partial_x^2 u(x,t) + \bar{u}(x,t)v(x,t) = 0, \quad x \in (0, +\infty), \ t \in (0, T), \\
  i\partial_t v(x,t) + a\partial_x^2 v(x,t) + u^2(x,t) = 0, \quad x \in (0, +\infty), \ t \in (0, T), \\
  u(x,0) = u_0(x), \quad v(x,0) = v_0(x), \quad x \in (0, +\infty), \\
  u(0,t) = f(t), \quad v(0,t) = g(t), \quad t \in (0, T),
\end{array}
\right.
\end{align}

where $u$ and $v$ are complex valued functions, where $a > 0$. The model (1.2) is given by the nonlinear coupling of two dispersive equations of Schrödinger type through the quadratic terms

\begin{equation}
N_1(u,v) = \overline{u} \cdot v \quad \text{and} \quad N_2(u,v) = u^2.
\end{equation}

An important point in this model is the fact that the functional mass is not conserved, since some bad terms of boundary appear in the mass functional. More precisely, define the functional of mass for the system (1.2) by

\begin{equation}
\mathcal{M}(t) = \|u(t)\|^2_{L^2_x(\mathbb{R}^+)} + \|v(t)\|^2_{L^2_x(\mathbb{R}^+)}.
\end{equation}

Formally, by multiplying the first equation of the system (1.2) by $\overline{u}$ and the second equation by $\overline{v}$, integrating by parts, taking the imaginary part and using $\text{Im}(\overline{u}^2v) = -\text{Im}(u^2\overline{v})$, we get

\begin{equation}
\mathcal{M}(t) = \mathcal{M}(0) + \text{Im} \int_0^t \overline{u}(0,s)\partial_x u(0,s)ds + a\text{Im} \int_0^t \overline{v}(0,s)\partial_x v(0,s)ds.
\end{equation}

This identity suggests on the case of homogeneous boundary conditions a global result on the space $L^2(\mathbb{R}^+) \times L^2(\mathbb{R}^+)$. 

\[3\]
1.4 About the physics parameter $a$

In this model the effect of the dispersion relation depends strongly of the values of $a$ (where $1/a$ denotes the mass of particle), where this value interferes directly on the dynamic of the model. More precisely, let the following frequencies and resonances variables

\[
\begin{align*}
\tau &= \tau_1 + \tau_2 \\
\xi &= \xi_1 + \xi_2 \\
\omega &= \tau + \xi^2, \quad \omega_1 = \tau_1 - \xi_1^2, \quad \omega_2 = \tau_2 + a\xi_2^2.
\end{align*}
\]

Then we have the following dispersion relation

\[
|\omega - \omega_1 - \omega_2| = |\xi^2 + \xi_1^2 - a\xi_2^2|.
\]

- On the case $0 < a < \frac{1}{2}$ we have the relation $|\omega - \omega_1 - \omega_2| \geq (1 - 2a)(\xi^2 + \xi_1^2)$. While on the case $a > \frac{1}{2}$, we get $|\omega - \omega_1 - \omega_2| \geq 2|\xi - \mu_2\xi_2| \cdot |\xi - (1 - \mu_2)\xi_2|$, where $\mu_a = \frac{1 - \sqrt{2a - 1}}{2}$. Note that in both cases we have a good relation dispersion, in the sense that it is possible to control the frequencies with the modulations. These situation on the physical context is known as the non resonant mass condition ($a \neq \frac{1}{2}$).

- On the more critical case $a = \frac{1}{2}$ we have not a good dispersion relation, with avoid a local result is a more larger region of regularity. This last situation, on the physical context is knows as the mass resonance condition.

In this context we call mass resonance condition the case $a = \frac{1}{2}$, while the mass non-resonance condition on the case $a \neq \frac{1}{2}$.

1.5 Functional spaces for the initial-boundary data

Now we discuss appropriate functional spaces for the initial and boundary data, examining again the behavior of solutions of the linear problem on the line $\mathbb{R}$ as motivation.

On the line $\mathbb{R}$, we define the $L^2$-based inhomogeneous Sobolev spaces $H^s(\mathbb{R})$ equipped with the norm $\|\phi\|_{H^s(\mathbb{R})} = \left\|\langle \xi \rangle^s \hat{\phi}(\xi) \right\|_{L^2(\mathbb{R})}$, where $\langle \xi \rangle = (1 + |\xi|^2)^{1/2}$ and $\hat{\phi}$ denotes the Fourier transform of $\phi$. The operator $e^{iat\partial_x^2}$ denotes the linear homogeneous solution group associated to the linear Schrödinger equations, respectively, posed on $\mathbb{R}$ i.e., $e^{iat\partial_x^2} \phi(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi} e^{-iat\xi^2} \hat{\phi}(\xi) d\xi$. Some important time localized smoothing effects for the unitary groups $e^{iat\partial_x^2}$ can be found in [19]. More specifically, we have the following estimate:

\[
\left\|\psi(t) e^{iat\partial_x^2} \phi(x) \right\|_{C\left(\mathbb{R}_t; H^{2s+1/4}(\mathbb{R}_x)\right)} \leq c\|\phi\|_{H^s(\mathbb{R}_x)},
\]
where \( \psi(t) \) is a localized smooth cutoff function. This smoothing effect suggests that for data \((u_0, v_0, f, g)\) in the IBVP (1.2) is natural to consider the following hypothesis: we put

\[
\mathcal{H}_{+}^{\kappa,s} := H^{\kappa}(\mathbb{R}^+_{x}) \times H^{s}(\mathbb{R}^+_{x}) \times H^{(2\kappa+1)/4}(\mathbb{R}^+_{t}) \times H^{(2s+1)/4}(\mathbb{R}^+_{t}).
\]

We fix a cutoff function \( \psi \) in \( C^\infty_0 \) such that \( 0 \leq \psi(t) \leq 1 \),

\[
\psi(t) = \begin{cases} 
1, & \text{if } |t| \leq 1, \\
0, & \text{if } |t| \geq 2
\end{cases}
\]

and \( \psi_T(t) = \psi\left(\frac{t}{T}\right) \).

As far as we know, the local well-posedness for the system (1.2), on the half-line, was never considered previously.

### 1.6 Main Results

Our main local well-posedness result is the following statement.

**Theorem 1.1.** Let the Sobolev index pair \((\kappa, s)\) verifying \( s \neq \frac{1}{2} \) and \( \kappa \neq \frac{1}{2} \) and

(i) \( |\kappa| - 1/2 \leq s < \min\{\kappa+1/2, 2\kappa+1/2, 1\} \) and \( \kappa < 1 \) for \( a > \frac{1}{2} \) (first non resonant case);

(ii) \( 0 \leq \kappa = s < 1 \) for \( a = \frac{1}{2} \) (resonant case);

(iii) \( \max\{-\frac{1}{2}, |\kappa| - 1\} \leq s < \min\{\kappa + 1, 2\kappa + 1, 1\} \) and \( \kappa < 1 \) for \( 0 < a < \frac{1}{2} \) (second non resonant case). For any \( a > 0 \) and \((u_0, v_0) \in H^{\kappa}(\mathbb{R}^+) \times H^{s}(\mathbb{R}^+) \) and \((f, g) \in H^{\frac{2\kappa+1}{4}}(\mathbb{R}^+) \times H^{\frac{2s+1}{4}}(\mathbb{R}^+)\), verifying the additional compatibility conditions

\[
\begin{equation}
egin{cases}
  u(0) = f(0), & \text{for } \kappa > \frac{1}{2}; \\
  v(0) = g(0), & \text{for } s > \frac{1}{2}.
\end{cases}
\end{equation}
\]

Then there exist a positive time \( T = T\left(\|u_0\|_{H^{\kappa}(\mathbb{R}^+)}, \|v_0\|_{H^{s}(\mathbb{R}^+)}, \|f\|_{H^{\frac{2\kappa+1}{4}}(\mathbb{R}^+)}, \|g\|_{H^{\frac{2s+1}{4}}(\mathbb{R}^+)}, a\right)\) and a distributional solution \((u(t), v(t))\) for the initial boundary value problem (1.2) on the classes

\[
\begin{equation}
u \in C\left([0, T]; H^{\kappa}(\mathbb{R}^+)\right) \quad \text{and} \quad v \in C\left([0, T]; H^{s}(\mathbb{R}^+)\right).
\end{equation}
\]

Moreover, the map \((u_0, v_0) \mapsto (u(t), v(t))\) is locally Lipschitz from \( H^{\kappa}(\mathbb{R}^+) \times H^{s}(\mathbb{R}^+) \) into

\[
C\left([0, T]; H^{\kappa}(\mathbb{R}^+) \times H^{s}(\mathbb{R}^+)\right).
\]
The approach used to prove this result is based on the arguments introduced in [10]. The main idea to solve the IBVP (1.2) is the construction of an auxiliary forced IVP in the line \( \mathbb{R} \), analogous to (1.2); more precisely:

\[
\begin{aligned}
\begin{cases}
    i\partial_t u(x,t) + \partial^2_x u(x,t) + \bar{u}(x,t)v(x,t) = T_1(x) h_1(t), & (x,t) \in \mathbb{R} \times (0,T) \\
    i\partial_t v(x,t) + a\partial^2_x v(x,t) + u_2(x,t) = T_2(x) h_2(t), & (x,t) \in \mathbb{R} \times (0,T) \\
    u(x,0) = \tilde{u}_0(x), & v(x,0) = \tilde{v}_0(x), & x \in \mathbb{R}
\end{cases}
\end{aligned}
\]

where \( T_1, T_2 \) are appropriate distributions supported in \( \mathbb{R}^- \), \( \tilde{u}_0, \tilde{v}_0 \) are nice extensions of \( u_0 \) and \( v_0 \) in \( \mathbb{R} \) and the boundary forcing functions \( h_1, h_2 \) are selected to ensure that

\[
\tilde{u}(0,t) = f(t) \quad \text{and} \quad \tilde{v}(0,t) = g(t)
\]

for all \( t \in (0,T) \).

Now, as the consequence of Theorem 1.1 and by using the functional mass (1.4) we have the following result.

**Theorem 1.2.** For any \( a > 0 \) and \( (u_0, v_0) \in L^2(\mathbb{R}^+) \times L^2(\mathbb{R}^+) \). Then, the corresponding local solution on the classes

\[
(1.10) \quad u \in C \left( [0,T]; L^2(\mathbb{R}^+) \right) \quad \text{and} \quad v \in C \left( [0,T]; L^2(\mathbb{R}^+) \right).
\]

of the IBVP (1.2) with homogeneous boundary conditions (i.e. \( f = g = 0 \)) can be extended for all time interval \([0;T] \), for any time \( T > 0 \).

Now we describe the structure of the work. Section 2 is devoted to summarize some preliminary results. Sections 3 and 4 we will treat the Duhamel boundary forcing operator classes associated to linear Schrödinger equation. Section 5 we will get the bilinear estimates for the coupling terms nonlinear. In Section 6 we will show the proof of local result for local result and Section 7 the global result. Finally, in Appendix we will prove a more technical lemma concern the bilinear estimate in adapted Bourgain spaces.

## 2 Preliminary results

A important point in the approach used here is the understanding of the how capture the dispersive effect smoothing caused by the nonlinear part of a dispersive equation. To illustrate this situation we consider the Cauchy problem of the form

\[
(2.1) \quad i\partial_t u(x,t) + i a \partial^2_x u(x,t) = F(u(x,t)),
\]

where \( F \) is a nonlinear function.

The Cauchy Problem for (2.1) is rewritten as the following integral equation

\[
(2.2) \quad u(t) = U_\alpha(t) u_0 - i \int_0^t U_\alpha(t - t') F(u(t')) dt',
\]
where \( U_a(t) = e^{-ita\xi^2} \) is the group that solves the linear part of \((2.1)\).

There are a number of ways to capture this dispersive smoothing effect, but one particularly convenient way is via the \(X^{s,b}_a\) spaces (also known as Fourier restriction spaces, Bourgain spaces, or dispersive Sobolev spaces), introduced by Bourgain in \([3]\). The full name of these is \(X^{s,b}_a = a\xi^2(\mathbb{R} \times \mathbb{R})\), thus these spaces take \(\mathbb{R} \times \mathbb{R}\) as their domain and are adapted to a single characteristic hypersurface \(\tau = a\xi^2\). Roughly speaking, these spaces are to dispersive equations as Sobolev spaces are to elliptic equations (for more details see \([21]\) and \([26]\).

Let \(X^{s,b}_a\) be the completion of \(\mathcal{S}(\mathbb{R}^2)\) with respect to the norm
\[
\|f\|_{X^{s,b}_a} = \left\| \langle \xi \rangle^s \langle \tau + a\xi^2 \rangle^b \hat{f}(\tau, \xi) \right\|_{L^2_\tau L^2_\xi}.
\]

The following lemma was proved while establishing the local well-posedness of the Zakharov system by Ginibre, Tsutsumi and Velo in \([12]\).

**Lemma 2.1.** Let \(-\frac{1}{2} < b' \leq 0 \leq b \leq b' + 1\), \(\psi\) a cutoff function and \(T \in [0,1]\). Then for \(F \in X^{s,b'}_a\) we have
\[
\|\psi_1(t)U_a(t)u_0\|_{X^{s,b}_a} \leq c \|u_0\|_{H^s},
\]
\[
\|\psi_T(t) \int_0^t U_a(t-t')F(u(t'))dt'\|_{X^{s,b}_a} \leq c T^{1+b'-b} \|F\|_{X^{s,b'}_a}.
\]

**Proof.** See Lemma 2.1 in \([12]\). \(\square\)

A delicate point in IBVPS posed on the half-line is to treat the traces of solutions. To treat this we need to work with the following adapted Bourgain spaces \(W^{s,b}_a\) given by
\[
\|u\|_{W^{s,b}_a} = \left( \int \int \langle \tau \rangle^{s+\frac{1}{2}} \langle \tau - a\xi^2 \rangle^{2b} |\hat{u}(\xi, \tau)|^2 d\xi d\tau \right)^{\frac{1}{2}}
\]

The traces estimate for the Duhamel operator obtained in \([6]\) read as follows.

**Lemma 2.2.** Let \(\mathcal{S}_a u = \int_0^t U_a(t-t')u(x,t)dt'\). The following estimate is valid for \(-\frac{1}{2} < d_1 < 0\).
\[
\|\psi(t)\mathcal{S}_a u(x,t)\|_{L^\infty H^{(2s+1)/4}(\mathbb{R})} \leq \begin{cases} 
c \|u\|_{X^{s,d_1}_a}, & \text{if } -\frac{1}{2} < s \leq \frac{1}{2}, 
\rho \left( \|u\|_{L^\infty H^{(2s+1)/4}(\mathbb{R})} + \|u\|_{X^{s,d_1}_a} \right), & \text{for all } s \in \mathbb{R}. 
\end{cases}
\]

We finish this section with the following elementary integral estimates which will be used to estimate the nonlinear terms in Section 5.
2.1 Elementary integral estimate

Now we enunciate some elementary integral estimate, where the proofs can be view in [16].

Lemma 2.3. Let \( b_1, b_2 \), such that \( b_1 + b_2 > \frac{1}{2} \), and \( b_1, b_2 < \frac{1}{2} \). Then

\[
\int \frac{dy}{(y - \alpha)^{2b_1}(y - \beta)^{2b_2}} \leq \frac{c}{(\alpha - \beta)^{2b_1 + 2b_2 - 1}}.
\]

Lemma 2.4. If \( b > \frac{1}{2} \), then

\[
\int_{-\infty}^{\infty} \frac{dx}{(\alpha_0 + \alpha_1 x + x^2)^b} \leq c.
\]

Lemma 2.5. If \( b < \frac{1}{2} \), then

\[
\int_{|x| < \beta} \frac{dx}{(x)^{4b-1}|\alpha - x|^\frac{b}{2}} \leq c \frac{(1 + \beta)^{2-4b}}{\langle \alpha \rangle^\frac{b}{2}}.
\]

2.2 Riemann-Liouville fractional integral operator

For \( \text{Re} \alpha > 0 \), the tempered distribution \( \frac{t_+^\alpha - 1}{\Gamma(\alpha)} \) is defined as a locally integrable function by

\[
\langle \frac{t_+^\alpha}{\Gamma(\alpha)}, f \rangle := \frac{1}{\Gamma(\alpha)} \int_0^{+\infty} t_+^{\alpha-1} f(t)dt.
\]

For \( \text{Re} \alpha > 0 \), integration by parts implies that

\[
\frac{t_+^{\alpha-1}}{\Gamma(\alpha)} = \partial_t^k \left( \frac{t_+^{\alpha + k - 1}}{\Gamma(\alpha + k)} \right)
\]

for all \( k \in \mathbb{N} \). This expression allows to extend the definition, in the sense of distributions, of \( \frac{t_+^{\alpha-1}}{\Gamma(\alpha)} \) to all \( \alpha \in \mathbb{C} \) if \( f \in C_0^\infty (\mathbb{R}^+) \), we define

\[
\mathcal{I}_\alpha f = \frac{t_+^{\alpha-1}}{\Gamma(\alpha)} * f
\]

Thus, for \( \text{Re} \alpha > 0 \)

\[
\mathcal{I}_\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} f(s)ds
\]

and notice that

\[
\mathcal{I}_0 f = f, \quad \mathcal{I}_1 f(t) = \int_0^t f(s)ds, \quad \mathcal{-1} f = f' \quad \text{and} \quad \mathcal{I}_n\mathcal{I}_\beta = \mathcal{I}_{\alpha+\beta}.
\]
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3 The Duhamel Boundary Forcing Operator

We now introduce the Duhamel boundary forcing operator similar to the introduced in [16]. For $f \in C_0^\infty(\mathbb{R}^+)$, define the boundary forcing operator

$$L_a f(x, t) = -iC \int_0^t e^{i(t-t')a\partial_x^2} \delta_0(x) I_{-\frac{1}{2}} f(t') dt'$$

$$= -i C e^{-\pi/4} \sqrt{a\pi} \int_0^t (t-t')^{-\frac{1}{2}} e^{\frac{i\pi}{2}a(t-t')} I_{-\frac{1}{2}} f(t') dt'$$

where we have used the formula

$$\mathcal{F}_x \left( \frac{e^{-i\frac{\pi}{4} \text{sgn} y}}{2|y|^{1/2} \sqrt{\pi}} e^{\frac{i}{4y}} \right)(\xi) = e^{-iy^2}, \quad \forall \ y \in \mathbb{R}.$$ 

For $\text{Re} \, \alpha > 0$, we set

$$I_\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s) ds.$$ 

From this definition, we see that

$$\begin{cases} 
(i\partial_t + a\partial_x^2) L_\alpha f(x, t) = C\delta_0(x) I_{-\frac{1}{2}} f(t), & x, t \in \mathbb{R}, \\
L_\alpha f(x, 0) = 0, & x \in \mathbb{R}.
\end{cases}$$

By choosing $C = 2e^{-\frac{3}{2}\pi i} \sqrt{a}$, we have that

$$L_\alpha f(0, t) = f(t).$$

Thus, for $f \in C_0^\infty(\mathbb{R}^+)$, set $u(x, t) = e^{-iat\partial_x^2} \phi(x) + \mathcal{L}(f - e^{-iat\partial_x^2} \phi(x)|_{x=0})$. Then, $u(x, t)$ is continuous in $x$. Thus $u(0, t) = f(t)$ and $u(x, t)$ solves the problem

$$\begin{cases} 
(i\partial_t + a\partial_x^2) u(x, t) = C\delta(x) I_{-1/2} (f - e^{-iat\partial_x^2} \phi(x)|_{x=0}), & (x, t) \in \mathbb{R}, \\
u(x, 0) = \phi(x), & x \in \mathbb{R}, \\
u(0, t) = f(t), & t \in \mathbb{R}.
\end{cases}$$

This would suffice to solve the linear analogue of the half-line problem.

4 The Duhamel boundary forcing operator classes associated to linear Schrödinger equation

In order to get our results in a larger class of index regularity, we need to work with a class of boundary forcing operators in order to obtain the required estimates for the second-order derivative of traces. In this way, we define the generalization of operators $L_a$. 
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For \( \lambda \in \mathbb{C} \) such that \( \text{Re} \lambda > -2 \) and \( f \in C_0^\infty \mathbb{R}^+ \) define
\[
\mathcal{L}_a^\lambda f(x, t) = \left[ \frac{x^{\lambda-1}}{\Gamma(\lambda)} \ast \mathcal{L}_a \left( I_{-\frac{1}{2}} f \right) \right](x)
\]
with \( \frac{x^{\lambda-1}}{\Gamma(\lambda)} = \left( -\frac{x}{\lambda-1} \right)^{\lambda-1} \Gamma(\lambda) \). These definition implies
\[
(i \partial_t + a \partial_x^2) \mathcal{L}_a^\lambda f(x, t) = \frac{C}{\Gamma(\lambda)} x^{\lambda-1} I_{-\frac{1}{2}} f(t).
\]
If \( \text{Re} \lambda > 0 \), then
\[
\mathcal{L}_a^\lambda f(x, t) = \frac{1}{\Gamma(\lambda)} \int_x^{+\infty} (y - x)^{\lambda-1} I_{-\frac{1}{2}} f(t) dy.
\]
For \( \text{Re} \lambda > -2 \), using (4.1) we obtain
\[
\mathcal{L}_a^\lambda f(x, t) = \frac{1}{\Gamma(\lambda + 2)} \int_x^{+\infty} (y - x)^{\lambda+1} \partial_x^2 I_{-\frac{1}{2}} f(t) dy.
\]
Notice that \( \frac{x^{\lambda-1}}{\Gamma(\lambda)} \bigg|_{\lambda=0} = \delta_0 \), then \( \mathcal{L}_a^0 f(x, t) = \mathcal{L}_a f(x, t) \).

From Lemma 4.3 it follows that \( \mathcal{L}_a^\lambda f(x, t) \) is well defined for \( \lambda > -2 \) for \( t \in [0, 1] \) and \( \text{Re} \lambda > -1 \), the function \( \mathcal{L}_a^\lambda f(x, t) \) is continuous in \( x \) for all \( x \in \mathbb{R} \). The following result establishes the values of \( \mathcal{L}_a^\lambda f(x, t) \) at \( x = 0 \)

**Lemma 4.1.** If \( \text{Re} \lambda > -1 \) and \( f \in C_0^\infty \mathbb{R}^+ \), then \( \mathcal{L}_a^\lambda f(0, t) = \sqrt{ae^{\lambda t}} f(t) \).

**Proof.** By using (4.3), we have that
\[
\mathcal{L}_a^\lambda f(0, t) = -\frac{1}{a} \int_0^{+\infty} y^{\lambda+1} \frac{1}{\Gamma(\lambda + 2)} \left( \frac{1}{\sqrt{\pi}} \right) y \left( t - y \right)^{-\frac{1}{2}} e^{-\frac{y^2}{2}} y \left( t - y \right)^{-\frac{1}{2}} \frac{1}{\sqrt{\pi}} e^{-\frac{y^2}{2}} dy dt.
\]

By complex differentiation under the integral sign, we have that \( \mathcal{L}_a^\lambda f(0, t) \) is analytic in \( \lambda \), for \( \text{Re} \lambda > -1 \). By analyticity, we shall only compute \( \mathcal{L}_a^\lambda f(0, t) \) for \( 0 < \lambda < 2 \). For the computation in the range \( 0 < \lambda < 2 \), we use the representation (4.2) to obtain
\[
\mathcal{L}_a^\lambda f(0, t) = \frac{1}{\Gamma(\lambda)} \int_0^{+\infty} y^{\lambda-1} I_{-\frac{1}{2}} f(t) dy.
\]
Set \( I = \int_0^{+\infty} y^{\lambda-1}e^{\frac{i\omega^2}{4a(t-t')}} dy \). Changing variables \( r = \frac{y^2}{4a(t-t')} \), then \( y = r^{\frac{\lambda}{2}}2\sqrt{a}(t-t')\frac{1}{2} \)
and \( dy = r^{-\frac{1}{2}}\sqrt{a}(t-t')\frac{1}{2} dr \), we get
\[
I = \int_0^{+\infty} \left[r^{\frac{1}{2}}2\sqrt{a}(t-t')\frac{1}{2}\right]^{\lambda-1} r^{-\frac{1}{2}}e^{ir(t-t')} dr = 2^{\lambda-1}\sqrt{a}(t-t')^{\frac{1}{2}} \int_0^{+\infty} r^{\frac{1}{2}-1} e^{ir} dr \]
By a change of contour,
\[
I = 2^{\lambda-1}\sqrt{a}(t-t')^{\frac{1}{2}} i^{\frac{1}{2}} \int_0^{+\infty} r^{\frac{1}{2}-1} e^{-r} dr = 2^{\lambda-1}\sqrt{a}(t-t')^{\frac{1}{2}} i^{\frac{1}{2}} \Gamma \left( \frac{\lambda}{2} \right), \text{ for } \lambda \in (0, 2) \]
Using the formula
\[
\frac{\Gamma \left( \frac{\lambda}{2} \right)}{\Gamma(\lambda)} = \frac{2^{1-\lambda}\sqrt{\pi}}{\Gamma \left( \frac{\lambda}{2} + \frac{1}{2} \right)}
\]
for \( \lambda \in \mathbb{R}^+ \), we obtain
\[
\mathcal{L}_a^\lambda f(0,t) = \frac{2^{\lambda-1}\sqrt{a} \Gamma \left( \frac{\lambda}{2} \right)}{\sqrt{\pi} \Gamma(\lambda)} i^{\frac{1}{2}} \int_0^t (t-t')^{\frac{1}{2}-\frac{\lambda}{2}} \mathcal{I}_{-\frac{1}{2}} f(t') dt' 
\]
\[
= \frac{\sqrt{a}}{\Gamma \left( \frac{\lambda}{2} + \frac{1}{2} \right)} i^{\frac{1}{2}} \int_0^t (t-t')^{\frac{1}{2}-\frac{\lambda}{2}} \mathcal{I}_{-\frac{1}{2}} f(t') dt' = i^{\lambda/2}\sqrt{a}\mathcal{I}_{\frac{\lambda}{2}+\frac{1}{2}}\mathcal{I}_{-\frac{1}{2}-\frac{1}{2}} f(t) = \sqrt{ae}^{\frac{\lambda x}{4}}f(t). \]

We finish this section with some estimates for the Duhamel boundary forcing operator class \( \mathcal{L}_a \), whose proof is similar to proof of Lemma 6.2 in [6].

**Lemma 4.2.** Let \( s \in \mathbb{R} \) and \( f \in C_0^\infty(\mathbb{R}^+) \). The following estimates are valid:

(a) (Space traces) \( \| \mathcal{L}_a^\lambda f(x,t) \|_{c(\mathbb{R}_t;H^s(\mathbb{R}^+))} \leq c\|f\|_{H_0^{(2s+1)/4}(\mathbb{R}^+)} \) whenever \( s - \frac{3}{2} < \lambda < \min \left\{ s + \frac{1}{2}, \frac{1}{2} \right\} \) and \( \text{supp}(f) \subset [0,1] \).

(b) (Time traces) \( \| \psi(t)\mathcal{L}_a^\lambda f(x,t) \|_{c(\mathbb{R}_x;H^s(\mathbb{R}^+))} \leq c\|f\|_{H_0^{(2s+1)/4}(\mathbb{R}^+)} \) whenever \( -1 < \lambda < 1 \).

(c) (Bourgain spaces) \( \| \psi(t)\mathcal{L}_a^\lambda f(x,t) \|_{X^{s,b}} \leq c\|f\|_{H_0^{(2s+1)/4}(\mathbb{R}^+)} \) whenever \( s - \frac{1}{2} < \lambda < \min \left\{ s + \frac{1}{2}, \frac{1}{2} \right\} \) and \( b < \frac{1}{2} \).

**Remark 2.** In order to all sentences of Lemma (4.2) does work it is necessary that the following restrictions of indexes
\[
\left\{ -1, s - \frac{1}{2} \right\} < \lambda < \min \left\{ s + \frac{1}{2}, \frac{1}{2} \right\}.
\]

11
Then in the case of the operator $L_a$ associated to the index $\lambda = 0$, these estimates are valid on the set regularity index $-\frac{1}{2} < s < \frac{1}{2}$, then the use of the more general classes of boundary operators $L_a^\lambda$ is fundamental to get results in a more larger region.

5 Bilinear estimates for the coupling terms

The main results in this section are the following lemmas with the bilinear estimates for different values of $a > 0$. Each case lead us to different restrictions on the Sobolev index $s$ and $\kappa$.

**Lemma 5.1.** Consider $b,d \in (3/8, 1/2)$. Then we have the following inequality

\[
\| \overline{u} \cdot v \|_{X^{\kappa,-d}} \leq c \| u \|_{X^{\kappa,b}} \cdot \| v \|_{X^{s,b}},
\]

in the following cases:

- $0 < a < \frac{1}{2}$ ($\sigma > 2$) and $|\kappa| - s < 1$;
- $a > \frac{1}{2}$ ($0 < \sigma < 2$) and $|\kappa| - s \leq \frac{1}{2}$;
- $a = \frac{1}{2}$ ($\sigma = 2$) and $|\kappa| \leq s$.

**Lemma 5.2.** Consider $b,d \in (3/8, 1/2)$. Then we have the following inequality

\[
\| u \cdot \tilde{u} \|_{X^{a,-d}} \leq c \| u \|_{X^{\kappa,b}} \cdot \| \tilde{u} \|_{X^{\kappa,b}},
\]

in the following cases:

- $0 < a < \frac{1}{2}$ ($\sigma > 2$) and $s < \min \{ \kappa + 1, 2\kappa + 1 \}$;
- $a > \frac{1}{2}$ ($0 < \sigma < 2$) and $s \leq \min \{ \kappa + 1/2, 2\kappa + 1/2 \}$;
- $a = \frac{1}{2}$ ($\sigma = 2$) and $0 \leq s \leq \kappa$.

The following Lemma, which the first one will be proved on the appendix, is need to complete the problem in a more larger set of regularity.

**Lemma 5.3.** There exist $b = b(s, \kappa) < \frac{1}{2}$ and $d = d(s, \kappa) < \frac{1}{2}$ such that holds the following inequality

\[
\| \overline{u} \cdot v \|_{W^{\kappa,-d}} \leq c \| u \|_{X^{s,b}} \cdot \| v \|_{X^{\kappa,b}},
\]

in the following cases:
• $0 < a < \frac{1}{2}$ ($\sigma > 2$):

$\{(s, \kappa) \in \mathbb{R}^2; \frac{1}{2} < \kappa \leq 2d, s \geq -\frac{1}{2}, \text{ and } |\kappa| - s < 1\}$

$\{(s, \kappa) \in \mathbb{R}^2; \kappa \leq -\frac{1}{2}, \text{ and } s - |\kappa| \leq 4b\};$

• $a > \frac{1}{2}$ ($0 < \sigma < 2$), $\frac{1}{2} < \kappa < 2d$ and $|\kappa| - s \leq \frac{1}{2}$;

• $a = \frac{1}{2}$ ($\sigma = 2$), $\kappa > \frac{1}{2}$ and $|\kappa| \leq s$.

The following lemma treats the second nonlinearity, its proof follow the same ideas of the previous lemma and will be omitted here.

**Lemma 5.4.** There exist $b = b(s, \kappa) < \frac{1}{2}$ and $d = d(s, \kappa) < \frac{1}{2}$ such that holds the following inequality

(5.4) $\|u\tilde{u}\|_{W^{s,-d}} \leq c \|u\|_{X^{s,b}} \cdot \|\tilde{u}\|_{X^{s,b}}$,

in the following cases:

• $0 < a < \frac{1}{2}$ ($\sigma > 2$):

(5.5) $-\frac{1}{2} < s < \min \{\kappa + 1, 2\kappa + 1\}$;

• $a > \frac{1}{2}$ ($0 < \sigma < 2$) and $s \leq \min \{\kappa + 1/2, 2\kappa + 1/2\};$

• $a = \frac{1}{2}$ ($\sigma = 2$) and $0 \leq s \leq \kappa$.

Initially we prove the first lemma.

**Proof of the Lemma 5.1.** The inequality (5.1) produces the following frequencies and resonances variables

(5.6) $\begin{cases} \tau = \tau_1 + \tau_2, & \xi = \xi_1 + \xi_2 \\ \omega = \tau + \xi_1, & \omega_2 = \tau_2 + a\xi_2 \end{cases}$

We split the analysis in to cases.

• Case $0 < a < \frac{1}{2}$:

Following the ideas of [2] it is enough to show that the following integral functions
\[ J_1(\xi, \tau) = \frac{1}{(\tau + \xi^2)^{2b}} \int_{\mathbb{R}} \frac{(\xi_2)^{-2s+2|\kappa|}}{\langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2\rangle^{b-1}} d\xi_2; \]

\[ J_2(\xi_2, \tau_2) = \frac{1}{(\tau_2 + a\xi_2^2)^{2b}} \int_{\mathbb{R}} \frac{(\xi_2)^{-2s+2|\kappa|}}{\langle \tau_2 + 2\xi_2^2 + \xi_2^2 - 2\xi_2\rangle^{2b+2d-1}} d\xi_2; \]

\[ J_3(\xi_1, \tau_1) = \frac{1}{(\tau_1 - \xi_1^2)^{2b}} \int_{\mathbb{R}} \frac{(\xi_2)^{-2s+2|\kappa|}}{\langle \tau_1 - a\xi_2^2 + \xi_2^2\rangle^{2b+2d-1}} d\xi_2 \]

are bounded.

In this case, we use the (5.6) to get

\[ |\omega - \omega_1 - \omega_2| = |\xi^2 + \xi_1^2 - a\xi_2^2| \]

\[ \geq |1 - a|(\xi^2 + \xi_1^2) - 2a|\xi_1|, \quad (\text{since } 0 < a < \frac{1}{2}) \]

\[ \geq (1 - a)(\xi^2 + \xi_1^2) - a(\xi^2 + \xi_1^2) = (1 - 2a)(\xi^2 + \xi_1^2). \]

It follows that,

\[ 3 \max\{|\omega|, |\omega_1|, |\omega_2|\} \geq (1 - 2a) \max\{\xi^2, \xi_1^2\} \geq \frac{1 - 2a}{4} \xi_2^2. \]

Now, suppose that \( |\xi_2| \geq 1 \), then we have

\[ \frac{1}{\max\{|\omega|, |\omega_1|, |\omega_2|\}} \leq \frac{c}{|\xi_2|^2}. \]

We define the following regions

\[ R_1 = \left\{ |\xi_2| \geq 1, |\omega| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \cup \left\{ |\xi_2| \leq 1 \right\} \subset \mathbb{R}_4^{\xi, \tau, \xi_2, \tau_2}; \]

\[ R_2 = \left\{ |\xi_2| \geq 1, |\omega_1| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \subset \mathbb{R}_4^{\xi, \tau, \xi_2, \tau_2} \]

and

\[ R_3 = \left\{ |\xi_2| \geq 1, |\tau_2 + a\xi_2^2| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \subset \mathbb{R}_4^{\xi, \tau, \xi_2, \tau_2}. \]
Let us prove that $J_1$ is bounded. If $|\xi_2| \leq 1$, then to control $J_1$ is equivalent to get
\[
\frac{1}{\langle \omega \rangle^{2d}} \int_{|\xi_2| \leq 1} \frac{1}{(\tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2)^{4b - 1}} d\xi_2 \leq c.
\]
If $|\xi_2| \geq 1$, then $J_1$ is bounded by
\[
\int_{|\xi_2| \geq 1} \frac{\langle \xi_2 \rangle^{-2s + 2|\kappa| - 4b}}{\langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{4b - 1}} \chi_{\mathcal{R}_1} d\xi_2.
\]
Note that $J_1$ is bounded when $|\kappa| - s \leq 2d < 1$ since $b > 3/8$.

To prove that $J_2$ is bounded, it is suffices to note that the integral below is higher than $J_2$ and that converges since $|\kappa| - s \leq 2b + 2d - 1 > 1/2$, that is, $b < 1/2$.
\[
\int_{\mathbb{R}} \frac{\langle \xi_2 \rangle^{-2s + 2|\kappa| - 4b}}{\langle \tau + 2\xi_2^2 + \xi_2^2 - 2\xi_2 \rangle^{2b + 2d - 1}} \chi_{\mathcal{R}_2} d\xi.
\]

Analogously, in a similar way, we can prove that $J_3$ is bounded, by using that $|\kappa| - s \leq 2b$ and $b < 1/2$.

- **Case $a > 1/2$:** We start by considering the dispersion relation
\[
|\omega - \omega_1 - \omega_2| = |\xi^2 + \xi_1^2 - a\xi_2^2|
\geq 2|\xi - \mu_a \xi_2| \cdot |\xi - (1 - \mu_a)\xi_2|,
\]
where $\mu_a = \frac{1 - \sqrt{2a - 1}}{2}$.

Now, define the following sets
\[
\mathcal{A}_1 = \{ |\xi_2| \leq 1 \} \subset \mathbb{R}^4,
\]
\[
\mathcal{A}_2 = \left\{ |\xi_2| \geq 1, |(1 - a)\xi_2 - \xi| > \frac{2a - 1}{4} |\xi_2| \right\} \subset \mathbb{R}^4 \text{ and }
\]
\[
\mathcal{A}_3 = \left\{ |\xi_2| \geq 1, |\xi - \frac{1}{2} \xi_2| > \frac{2a - 1}{4} |\xi_2| \right\} \subset \mathbb{R}^4.
\]

We split $\mathcal{A}_3$ in three subsets given by
\[
\mathcal{A}_{3,1} = \mathcal{A}_3 \cap \{ |\omega| \geq \max\{ |\omega_1|, |\omega_2| \} \},
\]
\[
\mathcal{A}_{3,2} = \mathcal{A}_3 \cap \{ |\omega_2| \geq \max\{ |\omega_1|, |\omega| \} \} \text{ and }
\]
\[
\mathcal{A}_{3,3} = \mathcal{A}_3 \cap \{ |\omega_1| \geq \max\{ |\omega|, |\omega_2| \} \}.
\]

Now, we define the regions $\mathcal{R}_i$.
Let $\mathcal{R}_1 = \mathcal{A}_1 \cup \mathcal{A}_2 \cup \mathcal{A}_{3,1}$, $\mathcal{R}_2 = \mathcal{A}_{3,2}$ and $\mathcal{R}_3 = \mathcal{A}_{3,3}$.
We will show that $J_1$ is bounded. If $|\xi_2| \leq 1$ then $J_1$ is equivalent to

$$\frac{1}{\langle \omega \rangle^{2d}} \int_{|\xi_2| \leq 1} \frac{1}{\langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{4b-1}} d\xi_2 \leq c.$$ 

If $|\xi_2| \geq 1$, in $A_2$ we have

$$J_1 \leq \frac{1}{\langle \omega \rangle^{2d}} \int_{|\xi_2| \geq 1} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{A_2}}{\langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{2b}} d\xi_2.$$

Changing the variable $\eta = \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2$, we get

$$d\eta = -2 ((1 - a)\xi_2 - \xi) d\xi_2,$$

and, using the fact $|\kappa| - s < 1/2$, we obtain the following

$$\frac{1}{\langle \omega \rangle^{2d}} \int_{|\xi_2| \geq 1} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{A_2}}{\langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{2b}} d\xi_2 \leq c \frac{1}{\langle \omega \rangle^{2d}} \int_{|\eta| \leq \langle \omega \rangle} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|-1}}{\langle \eta \rangle^{4b-1}} d\eta \leq c \frac{\langle \omega \rangle^{2-4b}}{\langle \omega \rangle^{2d}} \leq c \langle \omega \rangle^{2-4b-2d} \leq c,$$

since $b, d > 3/8$.

Now, note that in the region $A_{3,1}$ we have

$$|(1 - a)\xi_2 - \xi| = \frac{1}{2} \xi_2 - \xi + \left( \frac{1}{2} - a \right) \xi_2 \geq \left( a - \frac{1}{2} \right) |\xi_2| - \frac{2a - 1}{4} |\xi_2| \geq c |\xi_2|.$$

Then this case is similar to the case $A_2$. This concludes the proof that $J_1$ is limited.

To prove that $J_2$ is bounded we just observe that

$$\frac{1}{\langle \tau + \xi_2^2 \rangle^{2b}} \int_{R} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{R_2}}{\langle \tau + \xi_2^2 + \xi_2^2 - 2\xi_2 \rangle^{2b+2d-1}} d\xi = \frac{1}{\langle \omega_2 \rangle^{2b}} \int_{R} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{A_{3,2}}}{\langle \tau_2 + 2\xi_2^2 + \xi_2^2 - 2\xi_2 \rangle^{2b+2d-1}} d\xi \leq \frac{c}{\langle \omega_2 \rangle^{2b}} \int_{|\eta| \leq 4|\omega_2|} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta \leq c \langle \omega_2 \rangle^{2-4b-2d} \leq c.$$

Where in the first inequality above, we made the change of variable $\eta = \tau_2 + 2\xi_2^2 + \xi_2^2 - 2\xi_2$ and used the fact that

$$|\eta| = |\omega_2 + (\omega - \omega_1 - \omega_2)| \leq 4|\omega_2|.$$
Finally, we estimate $J_3$. Analogously to the last estimate we get

$$
\frac{1}{(\tau - \xi_1^2)^{2b}} \int_{\mathbb{R}} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{\mathcal{R}_3}}{\langle \tau_1 - a\xi_2^2 + \xi_2^2 \rangle^{2b+2d-1}} d\xi_2 = \frac{1}{(\omega)^{2b}} \int_{|\xi_2| > 1} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|} \chi_{A_{3,3}}}{\langle \tau_1 - a\xi_2^2 + \xi_2^2 \rangle^{2b+2d-1}} d\xi_2
$$

$$
\leq \frac{c}{(\omega)^{2b}} \int_{|\eta| < 4(\omega_1)} \frac{\langle \xi_2 \rangle^{-2s+2|\kappa|-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta
$$

$$
\leq c(\omega)^{2-4b-2d} \leq c.
$$

Where we have used the fact $\tau_1 - a\xi_2^2 + \xi_2^2 = \omega_1 + (\omega - \omega_1 - \omega_2)$.

This finishes the proof of the case $a > \frac{1}{2}$.

- Case $a = \frac{1}{2}$ and $|\kappa| \leq s$:

In this case, we do not have a nice dispersion relation. Then, we consider $\mathcal{R}_1 = \mathbb{R}^4$ and $\mathcal{R}_2 = \mathcal{R}_3 = \emptyset$. Thus, we only need to prove that $J_1$ is bounded. If $|\kappa| \leq s$ then

$$
\frac{1}{(\omega)^{2b}} \int_{|\xi_2| \geq 1} \frac{1}{(\tau - \frac{1}{2}\xi_2^2 - 2\xi_2 + \xi_2^2)^{4b-1}} d\xi_2 \leq c,
$$

since $b > 3/8$ and $d > 0$. This finishes the proof of the Lemma 5.1.

\[ \Box \]

**Proof of the Lemma 5.2.** The inequality (5.2) produces the following dispersion relation

(5.13)

$$
\begin{cases}
\tau = \tau_1 + \tau_2, & \xi = \xi_1 + \xi_2 \\
\lambda = \tau + a\xi^2, & \lambda_1 = \tau_1 + \xi_1^2, \quad \lambda_2 = \tau_2 + \xi_2^2
\end{cases}
$$

- $0 < a < \frac{1}{2}$ (=$\sigma > 2$) and $s < \min \{\kappa + 1, 2\kappa + 1\}$.

Analogously to the previous lemma, the estimate (5.2) is equivalent to prove that the following integral functions are bounded

(5.14)

$$
J_4(\xi, \tau) = \frac{1}{(\lambda)^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{S_1} d\xi_2;
$$

(5.15)

$$
J_5(\xi_2, \tau_2) = \frac{1}{(\lambda_2)^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{S_2} d\xi;
$$

(5.16)

$$
J_6(\xi, \tau) = \frac{1}{(\lambda_1)^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{S_2} d\xi_2,
$$
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where $S_1 \cup S_2 \cup S_3 = \mathbb{R}^4$ with $S_j$ measurable.

Note that
\[
|\lambda - \lambda_1 - \lambda_2| = |a\xi^2 - \xi_1^2 - \xi_2^2| \geq |1 - a|(\xi_1^2 + \xi_2^2) - 2a|\xi_1\xi_2|, \quad \text{(since } 0 < a < \frac{1}{2})
\]
\[
\geq (1 - a)(\xi_1^2 + \xi_2^2) - a(\xi_1^2 + \xi_2^2) = (1 - 2a)(\xi_1^2 + \xi_2^2),
\]
where we have used that $\xi = \xi_1 + \xi_2$ and $|\xi| \leq |\xi_1| + |\xi_2| \leq 2\max\{\xi_1, \xi_2\}$. Then,
\[
3\max\{|\lambda|, |\lambda_1|, |\lambda_2|\} \geq (1 - 2a)\max\{\xi_1^2, \xi_2^2\} \geq \frac{1 - 2a}{4}\xi^2.
\]
Therefore, supposing that $|\xi| \geq 1$, we have
\[
\frac{1}{\max\{|\lambda|, |\lambda_1|, |\lambda_2|\}} \leq \frac{c}{|\xi|^2}.
\]

Now, we define the regions $S_i$.
\[
(5.17) \quad S_1 = \left\{ |\xi| \geq 1, |\lambda| = \max\{|\lambda|, |\lambda_1|, |\lambda_2|\} \right\} \cup \left\{ |\xi| \leq 1 \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_1, \xi_2},
\]
\[
(5.18) \quad S_2 = \left\{ |\xi| \geq 1, |\lambda_2| = \max\{|\lambda|, |\lambda_1|, |\lambda_2|\} \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_2, \tau_2} \text{ and }
\]
\[
(5.19) \quad S_3 = \left\{ |\xi| \geq 1, |\lambda_1| = \max\{|\lambda|, |\lambda_1|, |\lambda_2|\} \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_1, \tau_2}.
\]

For $\kappa \geq 0$, we have $\langle \xi_1 \rangle^{-2\kappa}\langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{-2\kappa}$ and in this case
\[
(5.20) \quad J_4 \leq \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa+4b}\chi_{S_1}}{(\tau + \xi_1^2 - 2\xi_2 + \xi^2)^{4b-1}} d\xi_2.
\]

Therefore, $J_4$ is bounded since $s - \kappa + 2d < 0$ for $s - \kappa < 2d$.

Note that $J_5$ and $J_6$ satisfies,
\[
(5.21) \quad J_5 \leq \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa+4b}\chi_{S_2}}{(\tau_2 + (a - 1)\xi_2^2 - \xi_2^4 + 2\xi_1\xi_2)^{2b+2d-1}} d\xi
\]
and
\[
(5.22) \quad J_6 \leq \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa+4b}\chi_{S_3}}{(\tau_1 + a\xi_1^2 + \xi_1^2)^{2b+2d-1}} d\xi_2,
\]
and that they are bounded since $s - \kappa < 2b$ and $2b + 2d - 1 > \frac{1}{2}$, that is, $\frac{3}{8} < b, d < \frac{1}{2}$.

The case $\kappa < 0$ we need to separate in sub-cases as follows:
1. Considering $|\xi_1| \leq \frac{2}{3}|\xi_2|$: we have $\langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi_2 \rangle^{-4\kappa}$. Moreover, $|\xi_2| \leq |\xi_1| + |\xi|$, hence $|\xi_2| \leq 3|\xi|$. Therefore,

$$\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}.$$ 

2. Supposing $|\xi_2| \leq \frac{2}{3}|\xi_1|$, we have,

$$\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}.$$ 

3. The last case, $\frac{2}{3}|\xi_2| < |\xi_1| < \frac{3}{2}|\xi_2|$.

(a) If $\xi_1, \xi_2 \geq 0$ then $\frac{2}{3}\xi_2 < \xi_1 < \frac{3}{2}\xi_2 \implies \frac{5}{3}\xi_2 < \xi < \frac{5}{2}\xi_2$. Hence,

$$\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}.$$ 

(b) If $\xi_1, \xi_2 \leq 0$ then $-\frac{2}{3}\xi_2 < -\xi_1 < -\frac{3}{2}\xi_2 \implies -\frac{5}{3}\xi_2 < -\xi < -\frac{5}{2}\xi_2$, thus $|\xi_2| < \frac{3}{5}|\xi|$. Hence,

$$\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}.$$ 

(c) If $\xi_1 > 0$ and $\xi_2 < 0$ then $-\frac{2}{3}\xi_2 < \xi_1 < -\frac{3}{2}\xi_2 \implies \frac{1}{3}\xi_2 < \xi < -\frac{1}{2}\xi_2 \implies |\xi| < \frac{1}{2}|\xi_2|$. 

(d) If $\xi_1 < 0$ and $\xi_2 > 0$ then $\frac{2}{3}\xi_2 < -\xi_1 < \frac{3}{2}\xi_2 \implies -\frac{1}{3}\xi_2 < -\xi < \frac{1}{2}\xi_2$, consequently $|\xi| < \frac{1}{2}|\xi_2|$.

The cases (1), (2), (3.a) and (3.b) are true for $\kappa < 0$ and $s < 2\kappa + 1$.

Indeed, given $\mathcal{A} \subset \mathbb{R}^4$ the set of the elements of $\mathbb{R}^4$ that satisfies one of the conditions (1), (2), (3.a) or (3.b), given $\mathcal{B} = \mathbb{R}^4 \setminus \mathcal{A}$. Now consider $\mathcal{A}_i = \mathcal{S}_i \cap \mathcal{A}$ and $\mathcal{B}_i = \mathcal{S}_i \cap \mathcal{B}$.

Analyzing the restrictions $\mathcal{A}_i$, we get:

$$J_4 = \frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}}^{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{\mathcal{A}_1}} d\xi_2$$

$$\leq \int_{\mathbb{R}}^{\langle \xi \rangle^{2s-4\kappa-4d} \chi_{\mathcal{A}_1}} \langle \tau \rangle^{-\xi} d\xi_2.$$ 

Then $J_4$ is bounded for $s \leq 2\kappa + 2d$ and $b > 3/8$.

$$J_5 = \frac{1}{\langle \lambda \rangle^{2b}} \int_{\mathbb{R}}^{\langle \tau \rangle \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{\mathcal{A}_2}} d\xi$$

$$\leq \int_{\mathbb{R}}^{\langle \tau \rangle \langle \xi \rangle^{2s-4\kappa-4b} \chi_{\mathcal{A}_2}} \langle \tau \rangle^{\langle \xi \rangle} d\xi.$$
and $J_5$ is bounded for $s \leq 2\kappa + 2b$ and $1/2 > b$.

$$
J_6 = \frac{1}{\langle \lambda_1 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{A_3} d\xi_2 \\
\leq \int_{\mathbb{R}} \langle \xi \rangle^{2s-4\kappa-4b} \chi_{A_3} d\xi_2.
$$

Then $J_6$ is also bounded for $s \leq 2\kappa + 2b$.

To analyze the remaining cases (which is equivalent to supposing $|\xi| < \frac{1}{2} |\xi_2|$ and $|\xi_1| \cong |\xi_2|$) let us consider them as regions $B_i$:

We start by estimating $J_4$.

$$
J_4 = \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{B_1} d\xi_2 \\
\leq \int_{\mathbb{R}} \langle \xi \rangle^{2s-4d} \chi_{B_1} d\xi_2 \\
\leq \int_{\mathbb{R}} \langle \xi \rangle^{2s-4d} \langle \xi_1 \rangle^{-4\kappa} \chi_{B_1} d\eta \langle \eta \rangle^{2b-1/2}
$$

We use above, $|2\xi_2 - \xi| \cong \langle \eta \rangle^{1/2}$.

Hence, $J_4 \leq \langle \xi \rangle^{2s-4d} \langle \xi_1 \rangle^{-4\kappa} \int_{\mathbb{R}} \frac{d\eta}{\langle \eta \rangle^{2b-1/2}}$, that is bounded because $4b - 1/2 > 1$ and $2s \leq 4\kappa + 4d$.

$$
\langle \xi \rangle^{2s-4d} \langle \xi_1 \rangle^{-4\kappa} \leq \langle \xi \rangle^{2s-4\kappa-4d} \leq c.
$$

We continue to estimate $J_5$:

$$
J_5 = \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{B_2} d\xi \\
\leq \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_2 \rangle^{-4\kappa} \chi_{B_2} d\xi
$$

Setting $\eta = \tau_2 + (a - 1)\xi_2 - \xi_2^2 + 2\xi_2$, such that $d\eta = 2(\xi_2 + (a - 1)\xi) d\xi$. Now, as $0 < a < \frac{1}{2}$, it follows $|a - 1| < 1$ and therefore $|\xi_2 + (a - 1)\xi| \geq \frac{1}{2} |\xi_2| \cong \langle \eta \rangle^{1/2}$. Thus,

$$
J_5 \leq \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi \rangle^{2s} \langle \xi_2 \rangle^{-4\kappa} \langle \eta \rangle^{2b+2d-1/2} d\eta \\
\leq \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \langle \xi_2 \rangle^{\max\{0,2s\} - 4\kappa} \langle \eta \rangle^{2b+2d-1/2} d\eta \leq \langle \xi_2 \rangle^{\max\{0,2s\} - 4\kappa - 4d}
$$

The estimate of $J_6$ is analogous of the estimate of $J_5$. 
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• \( a > \frac{1}{2} \) (0 < \( \sigma < 2 \)) and \( s < \min \{ \kappa + 1/2, \ 2\kappa + 1/2 \} \).

The dispersion relation above is zero in two straight lines.

Now, we define,

\[
\begin{align*}
B_1 &= \{ |\xi| \leq 1 \} \subset \mathbb{R}^4, \\
B_2 &= \left\{ |\xi| \geq 1, \left| \xi_2 - \frac{1}{2} \xi \right| > \frac{2a - \frac{1}{4}}{4} |\xi| \right\} \subset \mathbb{R}^4 \text{ and} \\
B_3 &= \left\{ |\xi| \geq 1, |(1 - a)\xi - \xi_2| > \frac{2a - \frac{1}{4}}{4} |\xi| \right\} \subset \mathbb{R}^4.
\end{align*}
\]

It follows that \( \mathbb{R}^4 = B_1 \cup B_2 \cup B_3 \).

Now, we set the following sets

\[
\begin{align*}
B_{3,1} &= B_3 \cap \{ |\lambda| \geq \max \{ |\lambda_1|, |\lambda_2| \} \}, \\
B_{3,2} &= B_3 \cap \{ |\lambda_2| \geq \max \{ |\lambda_1|, |\lambda| \} \} \text{ and} \\
B_{3,3} &= B_3 \cap \{ |\lambda_1| \geq \max \{ |\lambda|, |\lambda_2| \} \}.
\end{align*}
\]

We define the regions \( S_i \) (analogously to the proof of case \( a < \frac{1}{2} \)), setting \( S_1 = B_1 \cup B_2 \cup B_{3,1}, \ S_2 = B_{3,2} \) and \( S_3 = B_{3,3} \).

For \( \kappa \geq 0 \), we have \( \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{-2\kappa} \):

\[
\tag{5.23}
J_4 \leq \frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{S_1}}{\langle \tau + 2\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{2b-1}} d\xi_2,
\]

\[
\tag{5.24}
J_5 \leq \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{S_2}}{(\tau_2 + (a - 1)\xi_2^2 - \xi_2^2 + 2\xi_2\xi_2^2)^{2b+2d-1}} d\xi \text{ and}
\]

\[
\tag{5.25}
J_6 \leq \frac{1}{\langle \lambda_1 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{S_3}}{(\tau_1 + \alpha \xi_2^2 + \xi_2^2)^{2b+2d-1}} d\xi_2.
\]

To complete the proof that \( J_4 \) is bounded it is it is suffices that (5.23) satisfies:

\[
\frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{B_1}}{\langle \tau + 2\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{4b-1}} d\xi_2 \leq \frac{c}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{1}{\langle \tau + 2\xi_2^2 - 2\xi_2 + \xi_2^2 \rangle^{4b-1}} d\xi_2 \leq c; 
\]

\[
\frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{B_2}}{(\tau + 2\xi_2^2 - 2\xi_2 + \xi_2^2)^{4b-1}} d\xi_2 \leq \frac{c}{\langle \lambda \rangle^{2d}} \int_{\langle \eta \rangle^{4b-1}} \frac{\langle \xi \rangle^{2s-2\kappa-1}}{\langle \eta \rangle^{4b-1}} d\xi_2 \leq \frac{\langle \xi \rangle^{2s-2\kappa-1}}{\langle \lambda \rangle^{4b+2d-2}} \text{ and}
\]
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\[ \frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{B_{1,1}}}{\langle \eta \rangle^{4d-1}} d\xi_2 \leq \frac{c}{\langle \lambda \rangle^{2d}} \int_{\langle \eta \rangle \leq 4\langle \lambda \rangle} \frac{\langle \xi \rangle^{2s-2\kappa-1}}{\langle \eta \rangle^{4b+2d-2}} d\xi_2 \leq \frac{c}{\langle \lambda \rangle^{4b+2d-2}}. \]

In the estimates above, we used the fact \( b, d > 3/8 \) and \( s \leq \kappa + 1/2 \).

Let us estimate (5.24), using the fact that
\[ \eta = \tau_2 + (a - 1)\xi^2 - \xi_2^2 + 2\xi\xi_2 = \lambda_2 + (\lambda - \lambda_1 - \lambda_2), \]
which give us \( d\eta = 2((1 - a)\xi - \xi_2) d\xi \), so
\[ \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{B_{1,2}}}{\langle \tau_2 + (a - 1)\xi^2 - \xi_2^2 + 2\xi\xi_2 \rangle^{2b+2d-1}} d\xi \leq \frac{c}{\langle \lambda_2 \rangle^{2b}} \int_{\langle \eta \rangle \leq 4\langle \lambda_2 \rangle} \frac{\langle \xi \rangle^{2s-2\kappa-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta \leq \frac{c}{\langle \lambda_2 \rangle^{4b+2d-2}} \leq c. \]

Now let us estimate (5.25). This is completely analogous to the previous estimate.
\[ \frac{1}{\langle \lambda_1 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{S_3}}{\langle \tau_1 + a\xi^2 + \xi_2 \rangle^{2b+2d-1}} d\xi_2 \leq \frac{c}{\langle \lambda_1 \rangle^{2b}} \int_{\langle \eta \rangle \leq 4\langle \lambda_1 \rangle} \frac{\langle \xi \rangle^{2s-2\kappa-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta \leq \frac{c}{\langle \lambda_1 \rangle^{4b+2d-2}} \leq c. \]

This concludes the case \( \kappa \geq 0 \).

The case \( \kappa < 0 \) will be separated into sub-cases:

1. Supposing \( |\xi_1| \leq \frac{2}{3} |\xi_2| \), then, \( \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi_2 \rangle^{-4\kappa} \). Moreover, \( |\xi_2| \leq |\xi_1| + |\xi| \leq \frac{2|\xi_2|}{3} + |\xi| \), hence \( |\xi_2| \leq 3|\xi| \). Therefore,
\[ \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}. \]

2. Supposing \( |\xi_2| \leq \frac{2}{3} |\xi_1| \) we have the same result, that is,
\[ \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}. \]

3. For the case, \( \frac{2}{3} |\xi_2| < |\xi_1| < \frac{3}{2} |\xi_2| \), we need to do the following:
   (a) If \( \xi_1, \xi_2 \geq 0 \) then \( \frac{2}{3} \xi_2 < \xi_1 < \frac{3}{2} \xi_2 \Rightarrow \frac{5}{3} \xi_2 < \xi < \frac{5}{2} \xi_2 \). Hence,
   \[ \langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{2s-4\kappa}. \]
(b) If \( \xi_1, \xi_2 \leq 0 \) then \( \frac{-2}{3} \xi_2 < -\xi_1 < \frac{-3}{2} \xi_2 \implies \frac{-5}{3} \xi_2 < -\xi < \frac{-5}{2} \xi_2 \), so \( |\xi_2| < \frac{3}{5} |\xi| \). Hence,
\[
\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2 \kappa} \langle \xi_2 \rangle^{-2 \kappa} \leq \langle \xi \rangle^{2s-4 \kappa}.
\]
(c) If \( \xi_1 > 0 \) and \( \xi_2 < 0 \) then \( \frac{-2}{3} \xi_2 < \xi_1 < \frac{-3}{2} \xi_2 \implies \frac{1}{3} \xi_2 < \xi < \frac{-1}{2} \xi_2 \), now \( |\xi| < \frac{1}{2} |\xi_2| \).
(d) If \( \xi_1 < 0 \) and \( \xi_2 > 0 \) then \( \frac{2}{3} \xi_2 < -\xi_1 < \frac{3}{2} \xi_2 \implies \frac{-1}{3} \xi_2 < -\xi < \frac{1}{2} \xi_2 \), which give us \( |\xi| < \frac{1}{2} |\xi_2| \).

The cases (1), (2), (3.a) and (3.b) are valid for \( \kappa < 0 \) and \( s \leq 2 \kappa + \frac{1}{2} \).

Indeed, let \( \mathcal{C} \subset \mathbb{R}^4 \) be the set of element \( \mathbb{R}^4 \) that satisfies one of the conditions (1), (2), (3.a) or (3.b). Now consider \( \mathcal{C}_i = \mathcal{S}_i \cap \mathcal{C} \).

Analyzing the restrictions on \( \mathcal{C}_i \), we get:
\[
\frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2 \kappa} \langle \xi_2 \rangle^{-2 \kappa} \chi_{\mathcal{C}_1}}{\langle \tau + \xi_2^2 - 2 \xi \xi_2 + \xi^2 \rangle^{2b-1}} d\xi_2 \leq \frac{1}{\langle \lambda \rangle^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-4 \kappa} \chi_{\mathcal{C}_1}}{\langle \tau + \xi_2^2 - 2 \xi \xi_2 + \xi^2 \rangle^{2b-1}} d\xi_2 \\
\leq \frac{1}{\langle \lambda \rangle^{2d}} \int_{\langle \eta \rangle \leq 4 \langle \lambda \rangle} \frac{\langle \xi \rangle^{2s-4 \kappa-1}}{\langle \eta \rangle^{2b-1}} d\xi_2 \leq c,
\]

since \( 3/8 < b, d \) and \( s \leq 2 \kappa + 1/2 \).

\[
\frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2 \kappa} \langle \xi_2 \rangle^{-2 \kappa} \chi_{\mathcal{C}_2}}{\langle \tau + (a-1) \xi^2 - \xi_2^2 + 2 \xi \xi_2 \rangle^{2b+2d-1}} d\xi < \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\langle \eta \rangle \leq 4 \langle \lambda_2 \rangle} \frac{\langle \xi \rangle^{2s-4 \kappa-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta \\
\leq \frac{c}{\langle \lambda_2 \rangle^{4b+2d-2}} \leq c.
\]

\[
\frac{1}{\langle \lambda_1 \rangle^{2b}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2 \kappa} \langle \xi_2 \rangle^{-2 \kappa} \chi_{\mathcal{C}_3}}{\langle \tau + a \xi^2 + \xi_2^2 \rangle^{2b+2d-1}} d\xi_2 < \frac{1}{\langle \lambda_1 \rangle^{2b}} \int_{\langle \eta \rangle \leq 4 \langle \lambda_1 \rangle} \frac{\langle \xi \rangle^{2s-4 \kappa-1}}{\langle \eta \rangle^{2b+2d-1}} d\eta \\
\leq \frac{c}{\langle \lambda_1 \rangle^{4b+2d-2}} \leq c.
\]

Consider \( \mathcal{D} = \mathbb{R}^4 \setminus \mathcal{C} \) and \( \mathcal{D}_i = \mathcal{S}_i \cap \mathcal{D} \). To obtain the other cases (which is equivalent to supposing \( |\xi| < \frac{1}{2} |\xi_2| \) and \( |\xi_1| \sim |\xi_2| \)) let us consider the regions \( \mathcal{D}_i \):

We begin by estimating \( J_4 \).
Now, \( |\xi_2 - \xi| \geq |\xi_2| - |\xi| \geq \frac{1}{2}|\xi_2| \approx \frac{1}{2}|\xi_1| \).

Hence, \( J_4 \leq \langle \xi \rangle^{s} \langle \xi_1 \rangle^{-4\kappa-1} \frac{c}{\langle \lambda \rangle^{2d}} \int_{\langle \eta \rangle \leq \langle \lambda \rangle} \frac{d\eta}{(\langle \eta \rangle)^{4b-1}} \). 

Estimating \( J_5 \):

\[
J_5 = \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\tau} \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-4\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{D_1}}{\tau + (a - 1)\xi^2 - \xi_2^2 + 2\xi \xi_2 + \xi_2^2} d\xi \\
\leq \frac{1}{\langle \lambda_2 \rangle^{2b}} \int_{\tau} \frac{\langle \xi \rangle^{2s} \langle \xi_2 \rangle^{-4\kappa} \chi_{B_2}}{\tau + (a - 1)\xi^2 - \xi_2^2 + 2\xi \xi_2 + \xi_2^2} d\xi.
\]

Setting \( \eta = \tau + (a - 1)\xi^2 - \xi_2^2 + 2\xi \xi_2 \), which give \( d\eta = 2(\xi_2 + (a - 1)\xi) d\xi \). As \( 0 < a < \frac{1}{2} \), we have \( |a - 1| \leq 1 \) and therefore \( |\xi_2 + (a - 1)\xi| \geq \frac{1}{2}|\xi_2| \).

Hence,

\[
J_5 \leq \frac{c}{\langle \lambda_2 \rangle^{2b}} \int_{\langle \eta \rangle \leq \langle \lambda_2 \rangle} \frac{\langle \xi \rangle^{2s} \langle \xi_2 \rangle^{-4\kappa-1}}{(\langle \eta \rangle)^{2b+2d-1}} d\eta \\
\leq \frac{c}{\langle \lambda_2 \rangle^{2b}} \int_{\langle \eta \rangle \leq \langle \lambda_2 \rangle} \frac{\langle \xi_2 \rangle^{\max\{0,2s\}-4\kappa-1}}{(\langle \eta \rangle)^{2b+2d-1}} d\eta \\
\leq c \langle \xi_2 \rangle^{\max\{0,2s\}-4\kappa-1} \langle \lambda_2 \rangle^{-2-4b-2d} \leq c \langle \xi_2 \rangle^{\max\{0,2s\}-4\kappa-2}.
\]

Since \( 2 - 4b - 2d < 0 \), when \( 3/8 < b, d \).

Now, we estimate \( J_6 \). Remembering that

\[
J_6 = \frac{1}{\langle \lambda_1 \rangle^{2b}} \int \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \chi_{B_3}}{\tau_1 + a\xi^2 + \xi_2^2} d\xi_2 \\
\leq \frac{1}{\langle \lambda_1 \rangle^{2b}} \int \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-4\kappa} \chi_{B_3}}{\tau_1 + a\xi^2 + \xi_2^2} d\xi_2.
\]

Using \( \eta = \tau_1 + a\xi^2 + \xi_2^2 \), which give \( d\eta = 2\xi_2 d\xi_2 \). Now,

\[
|\eta| = |\tau_1 + a\xi^2 + \xi_2^2| = |\lambda_1 + (a\xi^2 + \xi_2^2 - \xi_1^2)| \leq c|\lambda_1|.
\]
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By using the fact that $|\xi_1| \cong |\xi_2|$, we have

\[
J_6 \leq \frac{c}{(\lambda_1)^{2b}} \int_{\langle \eta \rangle \leq c(\lambda_1)} \frac{\langle \xi \rangle^{2s} \langle \xi_1 \rangle^{-4\kappa}}{\langle \xi_1 \rangle^{2b+2d-1}} d\xi_2
\]

\[
\leq c(\xi_1)^{\max(0,2s)-4\kappa-1} \langle \lambda_1 \rangle^{2-2d-4b}
\]

\[
\leq c(\xi_1)^{\max(0,2s)-4\kappa-2}.
\]

- $a = \frac{1}{2}$ ($\sigma = 2$) e $0 \leq s \leq \kappa$

As in the previous case, we cannot take advantage of the dispersion relation. So let us take $S_1 = \mathbb{R}^4$ and $S_2 = S_3 = \emptyset$. Note that it is enough to estimate $J_4$. Initially assume that $\kappa \geq 0$, so we get $\langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2\kappa} \leq \langle \xi \rangle^{-2\kappa}$:

\[
J_4 \leq \frac{1}{(\lambda)^{2d}} \int_{\mathbb{R}} \frac{\langle \xi \rangle^{2s-2\kappa} \chi_{S_1}}{\langle \tau + 2\xi_2^2 - 2\xi \xi_2 + \xi_2^4 \rangle^{\kappa-1}} d\xi_2.
\]

Finally, since $s \leq \kappa$, $b > 3/8$ and $d > 0$, we conclude that $J_4$ is bounded.

\[
\square
\]

6 Proof of Theorem 1.1

Let $a > 0$ fix and $(\kappa, s)$ satisfying the hypothesis of theorem. Choose $b = b(\kappa, s) < \frac{1}{2}$ such that the nonlinear estimates of Lemmas 5.1 and 5.2 are valid. Let $\tilde{u}_0, \tilde{v}_0, \tilde{f}$ and $\tilde{g}$ be extensions of $u_0, v_0, f$ and $g$ in all line $\mathbb{R}$ such that

\[
\|\tilde{u}_0\|_{H^s(\mathbb{R})} \leq c \|u_0\|_{H^s(\mathbb{R})}, \|\tilde{v}_0\|_{H^s(\mathbb{R})} \leq c \|v_0\|_{H^s(\mathbb{R})},
\]

\[
\|\tilde{f}\|_{H^{2s+1}(\mathbb{R})} \leq c \|f\|_{H^{2s+1}(\mathbb{R})} \quad \text{and} \quad \|\tilde{g}\|_{H^{2s+1}(\mathbb{R})} \leq c \|g\|_H^{\frac{2s+1}{4}}(\mathbb{R}^+).
\]

Using (2.2) and (4.1) we need to obtain a fixed point, in appropriate functional space $Z(\kappa, s)$, for the operator $\Lambda = (\Lambda_1, \Lambda_2)$, given by

\[
\Lambda_1(u, v) = \psi(t)U_1(t)\tilde{u}_0(x) + \psi(t)S_1(\alpha \psi_T \tilde{u}v)(x, t) + \psi(t)e^{-i\lambda \pi \tau} \mathcal{L}_1 \tilde{h}_1(x, t) \quad \text{and}
\]

\[
\Lambda_2(u, v) = \psi(t)U_2(t)\tilde{v}_0(x) + \psi(t)s_2(\gamma \psi_T (u^2))(x, t) + \psi(t)e^{-i\lambda \pi \tau} \sqrt{\alpha} \mathcal{L}_a \tilde{h}_2(x, t),
\]

where

\[
h_1(t) = \left[ \psi(t)\tilde{f}(t) - \psi(t)e^{it\partial_x^2} \tilde{u}_0 \right]_{x=0} - \psi(t)S(\psi_T \tilde{u}v)(0, t) \right]_{(0, +\infty)}
\]

and

\[
h_2(t) = \left[ \psi(t)\tilde{g}(t) - \psi(t)e^{it\partial_x^2} \tilde{v}_0 \right]_{x=0} - \psi(t)s_2(\psi_T u^2)(0, t) \right]_{(0, +\infty)}
\]
where \( \lambda_1 = \lambda_1(s) \) and \( \lambda_2 = \lambda_2(\kappa) \) are fixed numbers satisfying

\[
\max \left\{ \kappa - \frac{1}{2}, -1 \right\} < \lambda_1 < \min \left\{ \frac{1}{2}, \kappa + \frac{1}{2} \right\} \quad \text{and}
\]

\[
\max \left\{ s - \frac{1}{2}, -1 \right\} < \lambda_2 < \min \left\{ \frac{1}{2}, s + \frac{1}{2} \right\} .
\]

(6.1)

Then, Lemmas 4.1 and 4.2 are to be valid. Observe that as the indexes \( \kappa \) and \( s \) are contained in the interval \((-\frac{2}{3}, 1)\), then the choices for \( \lambda_1 \) and \( \lambda_2 \) satisfying (6.1) is possible.

We consider \( \Lambda \) in the Banach space \( Z = Z(\kappa, s) = Z_1 \times Z_2 \), where

\[
Z_1 = C \left( R_t; H^s (R_x) \right) \cap C \left( R_x; H^{\frac{2s+1}{4}} (R_t) \right) \cap X^{\kappa, b}
\]

and

\[
Z_2 = C \left( R_t; H^s (R_x) \right) \cap C \left( R_x; H^{\frac{2s+1}{4}} (R_t) \right) \cap X^{s, b}_a .
\]

By using the estimates obtained on Lemmas 2.1, 2.3, 3.1, 3.2, 5.3 and 5.4 we can obtain

\[
\| \Lambda_1 (u, v) \|_{Z_1} \leq c \left( \| u_0 \|_{H^s (R^+)} + \| f \|_{H^{\frac{2s+1}{4}} (R^+)} + T \| u \|_{X^{s, b}} \| v \|_{X^{s, b}} \right)
\]

and

\[
\| \Lambda_2 (u, v) \|_{Z_2} \leq c \left( \| v_0 \|_{H^s (R^+)} + \| g \|_{H^{\frac{2s+1}{4}} (R^+)} + T \| u \|_{X^{s, b}} \right) .
\]

(6.2)

Similarly we have

\[
\| \Lambda (u_1, v_1) - \Lambda (u_2, v_2) \|_{Z} \leq c T \left\{ \| v_1 \|_{X^{\kappa, b}} \| u_1 - u_2 \|_{X^{s, b}} + \| u_2 \|_{X^{s, b}} \| v_1 - v_2 \|_{X^{s, b}} 
\]

\[
+ (\| u_1 \|_{X^{s, b}} + \| u_2 \|_{X^{s, b}}) \| u_1 - u_2 \|_{X^{s, b}} \right\}.
\]

(6.4)

Set the ball of \( Z \):

\[
B = \{(u, v) \in Z; \| u \|_{Z_1} \leq M_1, \| v \|_{Z_2} \leq M_2 \}
\]

where \( M_1 = 2c \left( \| u_0 \|_{H^s (R^+)} + \| f \|_{H^{\frac{2s+1}{4}} (R^+)} \right) \) and \( M_2 = 2c \left( \| v_0 \|_{H^s (R^+)} + \| g \|_{H^{\frac{2s+1}{4}} (R^+)} \right) .
\]

Restricting \( (u, v) \) on the ball \( B \), we have from (6.2) and (6.3) and choosing \( T = T (M_1, M_2) \) small enough, we get

\[
\| \Lambda_1 (u, v) \|_{Z_1} \leq M_1, \quad \| \Lambda_2 (u, v) \|_{Z_2} \leq M_2
\]

and

\[
\| \Lambda (u_1, v_1) - \Lambda (u_2, v_2) \|_{Z} \leq \frac{1}{2} \| (u_1, v_1) - (u_2, v_2) \|_{Z}
\]

Thus \( \Lambda \) defines a contraction map in \( Z \cap B \) and we obtain a fixed point in \( (u, v) \) in \( B \). Therefore,

\[
(u, v) := \left( u \right|_{x, t} \in R^+ \times (0, T) ; v \right|_{(x, t) \in R^+ \times (0, T)} \right).
\]

solves the IBVP (1.1) in the sense of distributions.
7 Proof of Theorem

By using a regularization argument as done in the appendix of the work [8] the identity (1.4) does work for the solution \((u,v) \in C([0,T^*] : L^2(\mathbb{R}^+) \times L^2(\mathbb{R}^+))\) associated to the initial data \(u_0 \in L^2(\mathbb{R}^+)\) and \(v_0 \in L^2(\mathbb{R}^+)\) and the homogeneous boundary data \((f = g \equiv 0)\). Then we have that
\[
\|u(t)\|_{L^2_x(\mathbb{R}^+)}^2 + \|v(t)\|_{L^2_x(\mathbb{R}^+)}^2 = \|u_0\|_{L^2_x}^2 + \|v_0\|_{L^2_x}^2.
\]

Then we can extended the solution for any time \(T > 0\).

Appendix: Proof of Lemma 5.3

Initially we assume \(0 < a < \frac{1}{2}\):

**Sub-case** \(\kappa \geq 0\): By using Lemma 5.1 it sufficies to consider the case \(|\tau| > 10|\xi|^2\), which implies that \(\langle \tau + \xi^2 \rangle \sim \langle \tau \rangle\). Thus, arguing as in the proof of Lemma 5.1 we need to show that the function
\[
J(\xi, \tau) = \frac{\chi_{\{ |\tau| > 10|\xi|^2 \}}}{\langle \tau + \xi^2 \rangle^{2d - \kappa}} \int \frac{d\xi_2}{\langle \xi_1 \rangle^{2\kappa} \langle \xi_2 \rangle^{2s} \langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi^2 \rangle^{4b - 1}}.
\]

If \(0 \leq \kappa \leq 2d\), we control \(J(\xi, \tau)\) by
\[
(7.2) \quad \int \frac{d\xi_2}{\langle \xi_2 \rangle^{2s} \langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi^2 \rangle^{4b - 1}}.
\]

We split this integral in two regions: \(\xi_2 \leq 1\) and \(\xi_2 > 1\). The first one is easily bounded. The second one is controlled by
\[
(7.3) \quad c \int_{|\xi_2| > 1} \frac{d\xi_2}{|\xi_2|^2 \langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi^2 \rangle^{4b - 1}}.
\]

This integral is controlled by
\[
(7.4) \quad c \int_{|\xi_2| > 1} \frac{d\xi_2}{\langle \frac{1}{|\xi_2|^{2d}} \langle \tau - (a - 1)\xi_2^2 - 2\xi_2 + \xi^2 \rangle \rangle^{4b - 1}}.
\]

Now, this integral is bounded since \(2(4b - 1) + 2s > 1\). Thus this integral is controlled for \(s \geq -\frac{1}{2}\) and a adequately \(b = b(s) < \frac{1}{2}\).

\(\kappa \leq -\frac{1}{2}\): In this situation we can assume \(|\xi|^2 \geq 10|\tau|\), then \(\langle \tau - \xi^2 \rangle \sim \langle \xi \rangle^2\). Thus we need to control the following functions
\[
(7.5) \quad J_1(\xi, \tau) = \langle \omega \rangle^2 \int \frac{d\xi_2 d\tau_2}{\langle \omega_1 \rangle^{2b} \langle \tau_2 + a\xi_2^2 \rangle^{2b}}.
\]
Where

\[ \mathcal{R}_1 = \left\{ |\xi_2| \geq 1, |\omega| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \cup \left\{ |\xi_2| \leq 1 \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_2, \tau_2}; \]

\[ \mathcal{R}_2 = \left\{ |\xi_2| \geq 1, |\omega_1| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_2, \tau_2} \]

and

\[ \mathcal{R}_3 = \left\{ |\xi_2| \geq 1, |\tau_2 + a\xi_2| = \max\{|\omega|, |\omega_1|, |\omega_2|\} \right\} \subset \mathbb{R}^4_{\xi, \tau, \xi_2, \tau_2}. \]

It follows that

\[ 3 \max\{|\omega|, |\omega_1|, |\omega_2|\} \geq (1 - 2a) \max\{\xi_2^2, \xi_1^2\} \geq \frac{1 - 2a}{4} \xi_2^2. \]

By using that \( \omega := \tau - \xi_2^2 \equiv |\xi|^2 \), we control \( J_1 \) by

\[ \frac{\langle \tau \rangle^\kappa}{\langle \xi \rangle^{4d}} \int_{\mathbb{R}^2} \frac{\langle \xi_1 \rangle^{-2\kappa} \langle \xi_2 \rangle^{-2s} \chi_{\mathcal{R}_2}}{\langle \omega_1 \rangle^{2b} \langle \tau_2 + a\xi_2^2 \rangle^{2b}} d\xi_2 d\tau_2. \]

It follows that this integral is controlled as in the estimate of (7.1) in the proof of Lemma 5.1.

Now we bound \( J_2 \) by

\[ \frac{\langle \xi_2 \rangle^{2s}}{\langle \omega_2 \rangle^{2b}} \int_{\mathbb{R}^2} \frac{\langle \xi_1 \rangle^{-2\kappa} \langle \tau \rangle^\kappa \chi_{\mathcal{R}_2}}{\langle \omega_1 \rangle^{2b} \langle \xi \rangle^{4d}} d\xi d\tau. \]

Then using the definition of \( \mathcal{R}_2 \) we have that

\[ \frac{\langle \xi_2 \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa}}{\langle \xi \rangle^{4d} \langle \omega_2 \rangle^{2b}} \leq c \frac{\langle \xi_2 \rangle^{2s} \langle \xi_1 \rangle^{-2\kappa}}{\langle \xi \rangle^{4d} \langle \xi_2 \rangle^{4b}} = c \frac{\langle \xi_2 \rangle^{2s} \langle \xi \rangle^{2k} \langle \xi_1 \rangle^{-2\kappa}}{\langle \xi \rangle^{4d+2k} \langle \xi_2 \rangle^{4b}} \leq c \frac{\langle \xi_2 \rangle^{2s-4b+2|\kappa|}}{\langle \xi \rangle^{4d+2k}}. \]

Then if \( s - |\kappa| \leq 4b \) we control (7.12) by

\[ \int_{\mathbb{R}^2} \frac{\langle \tau \rangle^\kappa \chi_{\mathcal{R}_2}}{\langle \omega_1 \rangle^{2b} \langle \xi \rangle^{4d+k}} d\xi d\tau. \]
Now, by assuming $2b - \kappa > 1$ we use Lemma 2.3 to bound (7.14) by

\begin{equation}
\int_{\mathbb{R}^2} \frac{c}{\langle \omega_1 - \tau \rangle^{2b - \kappa - 1} \langle \xi \rangle^{4d + k}} d\xi.
\end{equation}

Finally, this last integral is finite if $4d + \kappa > 1$. The estimate of $J_3$ follows the same ideas of the $J_2$ estimate.

The case $a > \frac{1}{2}$ follows the same ideas of the case $a < \frac{1}{2}$ with the decomposition of the proof of Lemma 5.2. Finally, the case $a = \frac{1}{2}$ is similar of Lemma 5.1 case $a = \frac{1}{2}$, since the relation dispersion it is not need to treat this estimates, since we have assume that $\kappa \leq 2d$ and $s, \kappa \geq 0$.
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