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We present a hybrid model of the unitary-evolution-based quantum computation model and the measurement-based quantum computation model. In the hybrid model part of a quantum circuit is simulated by unitary evolution and the rest by measurements on star graph states, thereby combining the advantages of the two standard quantum computation models. In the hybrid model, a complicated unitary gate under simulation is decomposed in terms of a sequence of single-qubit operations, the controlled-Z gates, and multi-qubit rotations around the Z-axis. Every single-qubit and the controlled-Z gate are realized by a respective unitary evolution, and every multi-qubit rotation is executed by a single measurement on a required star graph state. The classical information processing in our model only needs an information flow vector and propagation matrices. We provide the implementation of multi-control gates in the hybrid model. They are very useful for implementing Grover’s search algorithm, which is studied as an illustrating example.
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I. INTRODUCTION

A computer is a machine which processes data according to a set of instructions. Every computer is a composition of hardware on which information is processed and software by which information is processed. Hardware is the physical part of a computer, while software is a collection of computer programs (algorithms) designed to perform a required task. A quantum computer (QC) emerges when the computation is read out by the projective measurements of the qubits and represented by its circuit diagram, where the computation is run by a sequence of single-qubit operations, controlled-Z gates, and multi-qubit rotations around the Z-axis. Every single-qubit and the controlled-Z gate are realized by a respective unitary evolution, and every multi-qubit rotation is executed by a single measurement on a required star graph state. The classical information processing in our model only needs an information flow vector and propagation matrices. We provide the implementation of multi-control gates in the hybrid model. They are very useful for implementing Grover’s search algorithm, which is studied as an illustrating example.

Here, a multi-qubit entangled state—known as a cluster state [12], or more generally a graph state [11]—is the main ingredient, and it provides all the entanglement beforehand for the subsequent computation. The computation in this model is run by a sequence of single-qubit (adaptive) projective measurements on the graph state. The methods of MQCM enable one to simulate any quantum circuit on a sufficiently large two-dimensional graph state by arranging the spatial pattern of measurement bases for the graph qubits according to the temporal order of quantum gates in the circuit.

In the MQCM, the measurements on graph qubits are performed in a certain temporal order for the purpose of running the computation deterministically. Furthermore, the measurement outcomes are recorded classically and are used for setting the measurement bases for the subsequent measurements [13]. By contrast, in the UQCM there is no such temporal order of measurements, but an order in which the unitary gates are executed.

The task of a QC is to “simulate a quantum circuit.” Both the QC and the MQCM are universal: they can simulate any quantum circuit. While the UQCM uses the unitary gates, the MQCM uses the measurements for simulating a circuit. In this paper our focus will be on constructing a “hybrid” model of the UQCM and the MQCM, which we call “hybrid quantum computation model” (HQCM), that combines elements of both the UQCM and the MQCM with the aim of exploiting the strengths of both models. Of course, the HQCM is universal as well. There are two main objectives of the present investigation. The first objective is to develop a theoretical understanding of the HQCM, where part of a quantum circuit is simulated by unitary gates and the rest by measurements on small graph states.

The second objective is the investigation of the experimental optimization. Both the UQCM and the MQCM possess their own advantages along with some similarities. For example, where the implementation of an arbitrary single-qubit operation in the MQCM costs a chain of five qubits graph state [12] [13], it can be implemented rather simply by a unitary evolution in the UQCM. In return, certain multi-qubit gates that are complicated in the UQCM can be realized in “one shot” in the MQCM.

Here is an overview of the paper. In Sec. 11, we give a brief review of the MQCM, it has two main parts. The first part contains the methodology for the computation in MQCM with an example and the second part is the classical infor-
mation processing in the MQCM. We use a portion of Sec. [III] in Sec. [III] Section [III] is reserved for a detailed discussion on the HQCM, it has three main parts. The first part is the methodology for the computation in HQCM and the second part is the classical information processing in the HQCM. The third part is about the implementation of multi-qubit controlled rotations with the HQCM, and this we are going to use in Sec. [IV], which is about Grover’s search algorithm within the HQCM. Finally, we conclude our report in Sec. [V] with a summary and outlook. Three appendices deal with technical details.

II. A REVIEW OF THE MQCM

A. Methodology for the computation in MQCM

We start this section with a short introduction about the preparation of graph states [10, 11], and then we proceed towards the methods for the computation in MQCM [12, 13]. We conclude this section with an example. Throughout the text we represent the Pauli vector operator $\vec{\sigma}$ by $(X,Y,Z)$ and the identity operator by $I$.

Graph states can be realized in many physical systems by first preparing all the qubits of graph $G$ in an eigenstate of their respective Pauli operator $X$. In other words, every qubit ‘a’ of $G$ is initialized in the state $(|0\rangle + (-1)^{\kappa_a}|1\rangle)/\sqrt{2}$, where $\kappa_a \in \{0,1\}$. Then, entanglement between each pair of nearest-neighbor qubits is established by the controlled-$Z$ gate

$$cz(a,b) = |0\rangle_a\langle 0| \otimes I^{(b)} + |1\rangle_a\langle 1| \otimes Z^{(b)}.$$

Here, the indices $a$ and $b$ stand for the qubits at the lattice site ‘a’ and its nearest-neighbor lattice site ‘b’ of the graph $G$, respectively. A unitary gate of this kind can be generated by turning on the (controlled) Ising-type nearest-neighbor interaction for an appropriately chosen time period. Experimentally, graph states have been generated by using controlled collisions between cold atoms in optical lattices [16] and by using linear optics [17, 20, 21, 22].

Mathematically, quantum correlations among the qubits of a graph are specified by correlation operators $K^{(a)}_G$, which are given below. The resultant graph state $|\Phi_G\rangle$ is an eigenstate of these operators, and it is completely specified by the set of eigenvalue equations

$$K^{(a)}|\Phi_G\rangle = X^{(a)} \otimes \bigotimes_{b \in \text{nbh}(a)} Z^{(b)} |\Phi_G\rangle = (-1)^{\kappa_a} |\Phi_G\rangle_G$$

with the set of eigenvalues $\{\kappa_a\} = \{\kappa_a \in \{0,1\} | a \in G\}$. Here, nbh$(a)$ stands for the set of all nearest-neighbor qubits which are entangled (connected) to the qubit ‘a’ by the $cz$ operations. For every qubit ‘a’ of the graph state $|\Phi_G\rangle$, there exists a correlation operator $K^{(a)}_G$ and an eigenvalue $\kappa_a \in \{0,1\}$. The physical meaning of Eq. (2) is this: there exists either a correlation ($\kappa_a = 0$) or an anti-correlation ($\kappa_a = 1$) between the outcome of the measurement on qubit ‘a’ in the $X$ eigenbasis and the outcomes of the measurements on all the qubits of nbh$(a)$ in the $Z$ eigenbasis. These quantum correlations provide the framework for the computation in MQCM.

Once the resource graph state is ready, then the logical qubits—holding the input information—are attached to the resource via the same entangling operations given by Eq. (1). Unlike the quantum error-correction, here, one logical qubit stands for one physical qubit. Now, the computation is carried out by a sequence of single-qubit (adaptive) projective measurements in a certain direction of the Bloch sphere and in a certain temporal order. The Bloch sphere offers an adequate geometrical description for the direction of single-qubit projective measurement, where the direction of measurement is completely specified by the Bloch vector

$$\vec{r}(\theta, \varphi) = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta),$$

and the corresponding projector is given by

$$P_\vec{r} = (I + (-1)^{m} \vec{r} \cdot \vec{\sigma})/2.$$

The measurement outcomes $m = 0$ and $m = 1$ mean that the measured qubit is projected onto the states with the kets

$$|\uparrow(\theta, \varphi)\rangle = \cos(\theta/2) |0\rangle + e^{i\varphi} \sin(\theta/2) |1\rangle$$

and

$$|\downarrow(\theta, \varphi)\rangle = -\sin(\theta/2) |0\rangle + e^{i\varphi} \cos(\theta/2) |1\rangle,$$

respectively. In other words, the choice of measurement basis is characterized by the direction of measurement $(\theta, \varphi)$ in the Bloch sphere.

There are three kinds of measurements in the MQCM [12, 13]. Measurements along the $z$-axis effectively detach the measured (redundant) qubits from the graph state. Measurements along the Bloch vector $\vec{r}_{xy}(\theta) = (\cos \varphi, \sin \varphi, 0)$—it lies in $x,y$ plane of the Bloch sphere—process the information as well as teleport it from one place to another on the graph. The significance of this kind of measurements is revealed by the example given in Appendix A. Measurements along the Bloch vector $\vec{r}_{yz}(\theta) = (0, \sin \theta, \cos \theta)$—it lies in $y,z$ plane of the Bloch sphere—only process the information. This remark will be illustrated by the example given below.

The two measurement outcomes $m = 0,1$ for every qubit of the graph state are equally probable because the reduced density matrix for each qubit is the completely mixed state $I/2$. In the process of getting the desired operations on the logical qubits, one also gets some additional operations. These additional operations are called “byproduct operators,” and they belong to the Pauli group. These byproduct operators depend on the random measurement outcomes and the eigenvalues of the graph state $|\Phi_G\rangle_G$. The measurement outcome $m \in \{0,1\}$ for every graph qubit and the eigenvalues $\{\kappa\}$ are binary numbers, so one can record them classically in order to take care of the byproduct operators. The classical information processing of this data makes the computation deterministic and helps to set the measurement bases for the subsequent measurements. Section [III] contains a comprehensive discussion about this matter. Right now we are content with illustrating the procedure of MQCM with an example.

**Example:** The unitary operation for the $n$-qubit rotation around the $z$-axis is

$$U_{z_{\theta}}^{12...n}(\theta) = \exp(-i\theta Z_{\theta}^n/2),$$

where the superscripts $12...n$ symbolize the logical qubits on which this operation will be carried out [15]. One can accomplish this operation by performing a single measurement on a $(1+n)$-qubits star graph state, the associated star graph is shown in Fig. [III]. In Fig. [III], the input quantum register
of \( n \) qubits is displayed by the circles and the ancilla qubit ‘a’ by the diamond. The input register is in a \( n \)-qubit input state \( \psi_{\text{in}}(n) \), and the ancilla qubit is prepared in the state \( (|0\rangle_a + (-1)^{\kappa_a}|1\rangle_a)/\sqrt{2} \). Then we perform \( n \) CZ operations, represented by the bonds in the figure and given by Eq. (11), between the qubit ‘a’ and every logical qubit. In principle, all the CZ operations can be performed in “one shot,” because they all commute with each other. This series of steps leads us to the resultant star graph state

\[
|\phi\rangle_{(1+n)} = \frac{1}{\sqrt{2}} (|0\rangle_a \otimes \psi_{\text{in}}(n)) + (-1)^{\kappa_a} |1\rangle_a \otimes (Z^{\otimes n} \psi_{\text{in}}(n))). \quad (8)
\]

The subscript \( 1+n \) reveals that the final graph state is of one ancilla qubit and \( n \) logical qubits.

A measurement on the ancilla qubit ‘a’ in the basis \( \{\uparrow, \downarrow (\theta, (-1)^{\kappa_a} \pi/2)\}_a \) transforms the input state of the quantum register into the output state

\[
|\psi_{\text{out}}(n)\rangle = (Z^{\otimes n})^{m_a} U_{12\ldots n}^{(2)}(\theta) |\psi_{\text{in}}(n)\rangle. \quad (9)
\]

Here, the direction of measurement lies in \( z,y \) plane of the Bloch sphere, and \( m_a \in \{0, 1\} \) is the measurement outcome. \( (Z^{\otimes n})^{m_a} \) is the byproduct operator, which is represented by the dotted-boxes on all the logical qubits in Fig. (ii). After the measurement, all bonds (illustrated in Fig. (i)) are broken and the qubit ‘a’ gets projected either onto the state \(|\uparrow(\theta, (-1)^{\kappa_a} \pi/2)\rangle_a \) (if \( m_a = 0 \)) or onto the state \(|\downarrow(\theta, (-1)^{\kappa_a} \pi/2)\rangle_a \) (if \( m_a = 1 \)). We shall use this kind of multi-qubit rotations for the HQCM in Sec. III.

In contrast to the example \( R_z(\varphi) \) given in Appendix A, where the qubits used for input and output are different, in the case of \( U_{12\ldots n}^{(2)}(\theta) \) the input and output states reside in the same \( n \) logical qubits. In other words, here the information gets processed, but does not get transferred from one place to another. As a side remark, the resultant byproduct operator \( (X)^{m_a} (Z)^{\kappa_a} \) in the case of \( R_z(\varphi) \) (see Eq. (3i)) and the measurement basis \( \{\uparrow, \downarrow (\theta, (-1)^{\kappa_a} \pi/2)\}_a \) in the case of \( U_{12\ldots n}^{(2)}(\theta) \) depend on the eigenvalue \( \kappa_a \).

Every quantum gate from the generating set of the Clifford group—the CNOT gate

\[
\text{CNOT}(a,b) = |0\rangle_a |0\rangle_b \otimes I^{(b)} + |1\rangle_a |1\rangle_b \otimes X^{(b)} \quad (10)
\]

(the labels \( a \) and \( b \) are for the control and target qubits, respectively), the Hadamard gate

\[
H = (X + Z)/\sqrt{2}, \quad (11)
\]

the \( \pi/2 \)-phase gate

\[
R_x(\pi/2) = \exp(-i\pi Z/4) \quad (12)
\]

can be executed in a single time step in the MQCM [14]. This holds because every measurement in these cases is performed either in the \( X \) eigenbasis or in the \( Y \) eigenbasis and is not influenced by the result of any other measurement. Hence all the measurements can be performed simultaneously. A CNOT gate can be achieved with a 15-qubit graph state, and both the Hadamard gate and the \( \pi/2 \)-phase gate can be implemented with a chain of five qubits graph state [12, 13]. Single-qubit and CNOT gates together constitute a universal set of gates, and they are realizable in the MQCM. In this sense, the MQCM is also universal like the UQCM.

In order to simulate a complex unitary gate in the MQCM, it is customary to first decompose it efficiently into a sequence of elementary gates from the universal gate set. Then, the temporal order of gates is transformed into the spatial pattern of measurement bases for the graph qubits. Afterwards, the measurements are performed in the required order.

Up to now, we were dealing with the individual gate simulations only, where we need not to worry about the byproduct operators. But in the next section, our focus shall be on the simulation of a sequence of gates, where the study of classical information processing and the temporal order of measurements becomes necessary. Classical information processing is needed for taking care of the byproduct operators. A comprehensive discussion about it is provided in the following section.

### B. Classical information processing in the MQCM

This section serves as a summary of the results which were discussed in Ref. [14]. When a sequence of gates is simulated in the MQCM, the byproduct operator which originates from the implementation of gates “passes through” the sequence. The propagation of the byproduct operator either transforms the next gates in the sequence or the byproduct operator in itself gets transformed. The first part of this section is about propagation relations for some elementary gates, and in the second part we shall define an information flow vector. The third part which concludes this section is reserved for the propagation matrices for some elementary gate based on their propagation relations. We shall use a portion of this section for the HQCM in Sec. III.

The structure of the byproduct operator on the logical qubit \( j \in \{1, \ldots, n\} \) is \((X^{x_j})^{z_j} (Z^{x_j})^{z_j}\), where \( x_j \) and \( z_j \) are non-negative integers. Both \( x_j \) and \( z_j \) depend on the outcomes of measured qubits and the eigenvalues \( \kappa \) [14]. Their dependence on \( \kappa \) is in our control. For example, the \( \kappa \) dependent parts disappear from the calculation by preparing a graph state with \( \kappa = 0 \) for all the graph qubits. But we cannot control the dependence of the byproduct operators on the measurement outcomes which are intrinsically random.

In Ref. [14], the authors took \( x_j, z_j \in \{0, 1\} \), but we find it simpler to take both \( x_j \) and \( z_j \) as non-negative integers. This is permissible because in \((X^{x_j})^{z_j} (Z^{x_j})^{z_j}\) only the modulo-2 values of \( x_j \) and \( z_j \) matter. Throughout the paper, we reserve the sign ‘+’ for the ordinary addition and the sign ‘⊕’ for the modulo-2 addition.

In principle, we can correct the byproduct operators—step by step—after completing each gate of the sequence under simulation. But it is more convenient to choose not to correct
them and let them pass through the gates, and just keep track of the measurement outcomes in a systematic way using simple classical information processing. At the end of the computation, either we set the measurement bases for the final readout depending on the history of outcomes or we just perform the final measurements in the computational basis and interpret the result with the help of the record of measurement outcomes.

The propagation of the byproduct operator through a gate is given by the propagation relation. The Euler decomposition of an arbitrary single-qubit rotation $R$ is

$$R(\alpha, \beta, \gamma) = R_z(\gamma)R_x(\beta)R_z(\alpha),$$

and the propagation relation for $R(\alpha, \beta, \gamma)$ is

$$R(\alpha, \beta, \gamma) (X)^x(Z)^z = \left( (X)^x(Z)^z \tilde{R} \right) \left( -1 \right)^{x\alpha, (1-x)\beta, -y\gamma}. \quad (14)$$

An arbitrary single-qubit rotation $R(\alpha, \beta, \gamma)$ gets transformed to $\tilde{R} \left( -1 \right)^{x\alpha, (1-x)\beta, -y\gamma}$, but the byproduct operator stays as it is. We can take Eq. (14) as an illustration of the importance of “the temporal order of the measurements.” This is because, when $R(\alpha, \beta, \gamma)$ is a part of a circuit, the superscripts $x$ and $z$ are functions of the earlier measurement outcomes. In order to determine the right sign for the measurement angles $\alpha$, $\beta$, and $\gamma$, we have to wait until the necessary measurements are completed [12].

Equation (14) also justifies the following points. The measurement directions for these qubits lie in $x$, $y$ plane of the Bloch sphere, $\tilde{r} = (\cos \varphi, \sin \varphi, 0)$ with $\varphi \in \{0, \pm \frac{\pi}{2}\}$, their measurement bases depend on the results of previous measurements (see Appendix A and Ref. [12]). When $\varphi \in \{0, \pm \frac{\pi}{2}\}$, then the directions for $+\varphi$ and $-\varphi$ coincide and do not get influenced by the outcomes of other measurements. Measurements of this kind are either in the $X$ ($\varphi = 0$) or the $Y$ ($\varphi = \pm \frac{\pi}{2}$) eigenbasis. The gates from the generating set of the Clifford group (given by Eqs. (10)–(12)) are realized by such measurements.

The propagation relation for the gate $\text{CNOT}(a,b)$ is

$$\text{CNOT}(a,b) \ U_B^{\text{CNOT}} = \tilde{U}_B^{\text{CNOT}} \ \text{CNOT}(a,b), \quad (15)$$

where

$$U_B^{\text{CNOT}} = (X(\alpha))^x(Z(\alpha))^z (X(\beta))^x(Z(\beta))^z, \quad (16)$$

and

$$\tilde{U}_B^{\text{CNOT}} = (X(\alpha))^x(Z(\alpha))^z a + (X(\beta))^x(Z(\beta))^z a. \quad (17)$$

In case of the $\text{CNOT}(a,b)$ gate, Eq. (15), the gate stays as it is, but the byproduct operator $U_B^{\text{CNOT}}$ gets transformed to $\tilde{U}_B^{\text{CNOT}}$. This is also the case for the other two gates from the generating set of the Clifford group. The propagation relation for the Hadamard gate $H$ is

$$H(X)^x(Z)^z = (X)^z(Z)^x H, \quad (18)$$

and for the $\pi/2$-phase gate $R_z(\pi/2)$ it is (up to a phase factor $\pm i$)

$$R_z(\pi/2)(X)^x(Z)^z = (X)^x(Z)^{+x} R_z(\pi/2). \quad (19)$$

The propagation relations (15), (18), and (19) can also be understood from the definition of the Clifford group which maps the Pauli group into itself under conjugation.

Now, let us define an information flow vector. At every stage of the computation, the accumulated byproduct operator $U_B$ upon the logical qubits $1, ..., n$ is of the form

$$U_B = \prod_{j=1}^{n} (X(\alpha_j))^{x_j} (Z(\alpha_j))^{z_j}. \quad (20)$$

After the implementation of a gate, only the values $\{x_j\}$ and $\{z_j\}$ get changed, and the new values determine the measurement bases for the subsequent gates. These values are processed by a classical computer. There is a one-to-one correspondence between the byproduct operator $U_B$ (ignoring the global phase $\pm 1$) and a 2n-component “information flow vector” $I$, which is given as follows:

$$U_B = \prod_{j=1}^{n} (X(\alpha_j))^{x_j} (Z(\alpha_j))^{z_j} \leftrightarrow I = \left( I_x \ I_z \right), \quad (20)$$

where

$$I_x = \left( \begin{array}{c} x_1 \\ \vdots \\ x_n \end{array} \right), \quad I_z = \left( \begin{array}{c} z_1 \\ \vdots \\ z_n \end{array} \right). \quad (21)$$

Here, the multiplication of byproduct operators (up to a phase factor $\pm 1$) corresponds to the component-wise addition of information flow vectors. The information flow vector $I$ keeps track of the sign(s) of the measurement angle(s) for a gate. In accordance with Eq. (14), the signs of the measurement angles for the operation $R(\alpha, \beta, \gamma)$ on the qubit $j$ are determined by the current value of $x_j$ and $z_j$ in $I$. The propagation relations (15), (18), and (19) suggest that none of the gates from the generating set of the Clifford group gets altered under the propagation of the byproduct operator. So, the measurement angles for these gates are independent of the values stored in $I$.

We can also define a $2n \times 2n$ “propagation matrix” $C(g)$ for a gate $g$, representing the transformation in the information flow vector when the corresponding byproduct operator passes through the gate $g$. The propagation matrices given below are derived from the propagation relations (14), (15), (18), and (19) with the help of the one-to-one correspondence given by Eq. (20), and the entries in the information flow vectors and the propagation matrices are given only for relevant qubits. For the case of $n$ logical qubits, the propagation matrices for the $R_-, \text{CNOT}-, H-$, and $R_z(\pi/2)$-gate are given in Appendix B.

The byproduct operator passes through an arbitrary single-qubit rotation $R(\alpha, \beta, \gamma)$ without getting transformed. So the information flow vector stays as it is, and

$$x = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \quad z = \left( \begin{array}{c} 0 \\ 1 \end{array} \right). \quad (22)$$

The information flow vector gets transformed when the associated byproduct operator passes through the $\text{CNOT}(a,b)$ gate in the following way:

$$\left( \begin{array}{c} x_a \\ x_a + x_b \\ z_a + z_b \end{array} \right) = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{c} x_a \\ x_b \\ z_a \end{array} \right). \quad (23)$$

Under the one-to-one correspondence given by Eq. (20), the propagation relation (18) for the Hadamard gate $H$ becomes

$$\left( \begin{array}{c} z \\ x \end{array} \right) = \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \left( \begin{array}{c} x \\ z \end{array} \right). \quad (24)$$
and the propagation relation [19] for the \( \pi/2 \)-phase gate \( R_z(\pi/2) \) becomes

\[
\begin{pmatrix}
  x \\
  z + x
\end{pmatrix} =
\begin{pmatrix}
  1 & 0 \\
  1 & 1
\end{pmatrix}
\begin{pmatrix}
  x \\
  z
\end{pmatrix}.
\]

(25)

The information flow vector and the propagation matrices provide a simple description, and they are easily handled by a classical computer.

As a side remark, the temporal order of the measurements does not typically follow the temporal order of gates in a circuit which we want to simulate with the MQCM. In the MQCM, there exists an efficient measurement scheme where measurements are performed round by round, and in each round all the measurements are executed at the same time [14]. The information flow vector is updated after every round. After the final round, the result of the computation is interpreted from the \( x \)-part of the information flow vector \( I_x \). An extended discussion of this efficient measurement scheme is provided in Appendix C.

III. HYBRID QUANTUM COMPUTATION

A. Methodology for the computation in HQCM

In this section, we formulate the methodology of the hybrid quantum computation model (HQCM) by combining the advantages of the UQCM and the MQCM. Before going into the details, let us first focus on what benefits we can get from each of the models in different situations. Here, we consider the preparation of a graph state, the set of elementary gates for the HQCM, and the simulation of a quantum circuit with the HQCM one by one.

The very first experimental step in the MQCM is the preparation of a resource graph state, whereas in the UQCM no such preparation of a resource is needed. While preparing a graph state, in principle, the initialization of every graph qubit in the \( X \) eigenbasis can be completed in one shot. To this end, we have to “talk” to every graph qubit simultaneously. Consequently, this requires a lot of experimental resources, and the very many interactions are difficult to control. Likewise, the subsequent two-qubit entangling operations \( cz(a, b) \)’s given by Eq. (1) to create the resource graph state can be performed in one step, because they commute with each other. And, the larger the graph state, the more difficult it is to prepare and control the state and to protect it against decoherence. So, for the HQCM, we choose not to prepare the whole two-dimensional universal quantum computer at once, but instead prepare small (non-universal) graph states step-by-step as we need them when the computation progresses. Only the star graph states, such as \( |a\rangle_{12} \alpha,|b\rangle_{12} \beta,|\gamma\rangle_{12} \) given in Eq. (5), are required for the HQCM.

We choose single-qubit operations, the \( cz \) gate and the multi-qubit rotation around the \( z \)-axis \( U_{12}^{a, b, c, d} \) for an arbitrary value of \( \theta \) given by Eq. (7) as the elementary gates for HQCM. In analogy to the procedure for the UQCM, first we “efficiently decompose” any big unitary gate we are trying to simulate into a sequence of elementary gates in such a way that the number of elementary gates grows polynomially with the number of logical qubits, and then every elementary gate is implemented one after another. Every single-qubit operation and the \( cz \) gate are carried out by the unitary evolution under the formalism of UQCM. The rotation \( U_{12}^{a, b, c, d} \) is implemented by the method given in Sec. II A (see the example) under the formalism of MQCM. The motivation behind these choices is explained in the following.

The implementation of an arbitrary single-qubit rotation in the MQCM costs us at least a chain of five qubits graph state and four measurements [12] [13]. But it can be realized quite simply by the unitary evolution of the respective single qubit. Furthermore, the for an arbitrary single-qubit rotation \( R(\alpha, \beta, \gamma) \) given in Eq. (13) is not needed.

The \( cz \) operations themselves are part of the experimental setup for constructing the graph states, and for this we have to execute them by the unitary evolution. That is why we consider the \( cz \) gate as an elementary gate for the HQCM. Furthermore, it is more economical to implement \( cnot(a, b) \) by the unitary evolution \( H^{(b)} \) instead of preparing a 15-qubit graph state and then implement it with the MQCM [12] [13].

Although we already have the universal set of gates (single-qubit and \( cz \) gates), we prefer to include \( U_{12}^{a, b, c, d} \) as an arbitrary single-qubit gate in the HQCM. This is because of two reasons. The first reason is the optimization. The resource \( (1 + n) \)-qubit graph state \( \phi \) \( (1 + n) \) (given by Eq. (9)) needed for the implementation of \( U_{12}^{a, b, c, d} \) is relatively easy to create experimentally. It has only one ancilla qubit, and the entanglement can be established in one shot. Furthermore, a single measurement on the ancilla qubit is enough to realize \( U_{12}^{a, b, c, d} \) all together on \( n \) logical qubits. While it is also possible to decompose the rotation \( U_{12}^{a, b, c, d} \) in terms of the gates from the universal gate set and implement it under the formalism of UQCM, its implementation there will not be so optimal, and we cannot regard it as a single unit.

Generally, one is using either unitary evolution (UQCM) or measurements on the graph state (MQCM) in order to simulate a quantum circuit. So, the second reason for including \( U_{12}^{a, b, c, d} \) as an elementary gate in the HQCM is to investigate a model of QC in which a part of a circuit (\( U_{12}^{a, b, c, d} \) rotations) is simulated by the measurements and the rest by the unitary evolution, and to see how the classical information processing plays its role in such a model. The importance of looking at the classical information-processing parts is explained in the following.

Now let us consider the simulation of a sequence of gates with the HQCM in which the classical information processing becomes crucial. The classical processing does not come into the picture of UQCM where the measurements are used only for the readout of the final result of computation. In all those schemes where measurements are needed for the computation (for example quantum teleportation [9]), the classical information processing in parallel is essential. In the HQCM also, classical information processing is needed, because the rotations \( U_{12}^{a, b, c, d} \) are executed by the measurements. But here the classical information-processing parts are rather simple and straightforward, requiring only the information flow vector and the propagation matrices. A comprehensive discussion of this is given in the following section.

B. Classical information processing in the HQCM

In this section, our focus will be on the classical information-processing parts of the HQCM. We only need the information flow vector and the propagation matrices for the elementary gates. We first redefine the information flow vector in the context of HQCM, and then discuss the propagation relations as well as the propagation matrices for
the elementary gates.

At every computation step $\tau$, the form of the byproduct operator is the same, as given in Eqs. (20) and (C1),

$$ U_B(\tau) = \prod_{j=1}^{n} (X(j))^{s_j(\tau)} (Z(j))^{\tau_j(\tau)}. $$ (26)

So, the form of the related information flow vector $I(\tau) = I(x_j(\tau), z_j(\tau))$ is also the same as given by the $2n \times 1$ column vector in Eqs. (20) and (21). But in the HQCM, there are some differences in comparison to the efficient measurement scheme of MQCM given in Appendix E. In that scheme of MQCM, the index ‘$t$’ of $I(t)$ stands for ‘the measurement round.’ But in the HQCM, every elementary gate is taken as a single computational step, and the index ‘$t$’ of $I(\tau)$ is the label for them. In the MQCM, $I(t)$ gets updated after each round, but in the HQCM it is updated after each gate.

In this scheme of MQCM, the initial value of the information flow vector $I_{init}$ is determined by the set of eigenvalues $\{\kappa\}$ and by some particular gates. But in the HQCM, just before starting the computation all the entries of $I(0) = I_{init}$ are zeros, i.e., both $x_j(0) = 0$ and $z_j(0) = 0$ for all $j = 1, 2, \cdots, n$. That means that the byproduct operator at $\tau = 0$ is the identity operator $I$ on every logical qubit. In fact, the first relevant byproduct operator appears in the computation when the first multi-qubit rotation is implemented, and then the information flow vector gets some nonzero entries. In the MQCM, the information flow vector gets updated from $I(t-1)$ to $I(t)$ after the 4th measurement round. In the HQCM, the information flow vector gets updated from $I(\tau-1)$ to $I(\tau)$ after the implementation of $\tau$th gate of a quantum circuit under simulation. Similar to the case of the UQCM, the total number of computation steps (the logical depth) is denoted by $\tau_{max}$, which is the total number of elementary gates used for the computation. Furthermore, $\tau_{max}$ is also the total number of steps taken by a classical computer for the classical information processing in the HQCM.

Let us turn to the issue how one can interpret the final result of the computation in the HQCM. In the case of UQCM, every gate of a circuit is executed by their respective unitary evolution, and the final readout measurements are performed in the computational basis. In this case, the output state $|out\rangle$ gets projected onto the state $|M_{UQCM}\rangle = \otimes_{j=1}^{n} |s_j\rangle$ after the final readout measurements,

$$ |M_{UQCM}\rangle = \prod_{j=1}^{n} I(j) + \frac{(-1)^j Z(j)}{2} |out\rangle, $$ (27)

where $s_j \in \{0, 1\}$ are the readout measurement outcomes for the logical qubits $j = 1, 2, \cdots, n$.

In the case of HQCM, the final state of the output register will be $U_B(\tau_{max}) |out\rangle$ after performing the last gate of the same circuit. Without loss of generality, like above, we consider the computational basis for the final readout, where $s_j \in \{0, 1\}$ are the readout measurement outcomes for the logical qubits $j = 1, 2, \cdots, n$. That means that the output state $U_B(\tau_{max}) |out\rangle$ gets projected onto the state $|M_{HQCM}\rangle = \otimes_{j=1}^{n} |s_j\rangle$ after the readout measurements,

$$ |M_{HQCM}\rangle = \prod_{j=1}^{n} I(j) + \frac{(-1)^j Z(j)}{2} U_B(\tau_{max}) |out\rangle. $$ (28)

We can transform Eq. (25) with the help of Eq. (26) into

$$ |M_{HQCM}\rangle = U_B(\tau_{max}) \prod_{j=1}^{n} \left( I(j) + (-1)^j Z(j) \frac{1}{2} \right) |out\rangle. $$ (29)

The inference we get by comparing Eq. (27) and Eq. (29) is: the readout measurements on the state $U_B(\tau_{max}) |out\rangle$ with the results $\{s_j\}$, and these sets of results are related by

$$ s_j \equiv s_j + x_j(\tau_{max}) \quad \text{for all} \quad j \in \{1, 2, \cdots, n\}. $$ (30)

That is how one can interpret the final result of the computation with the help of $I_{init}(\tau_{max})$ in the HQCM.

Let us turn to the propagation relations for the elementary gates. An arbitrary single-qubit rotation around an axis $\vec{r}(\theta, \varphi)$ (defined in Eq. (3)) by an angle $\alpha$ is

$$ R_{\vec{r}}(\alpha) = \exp \left( \frac{-i}{2} \vec{r} \cdot \vec{\sigma} \right). $$ (31)

The byproduct operator passes through this gate without any change, but it changes the axis of rotation of the gate from $\vec{r}$ to $\vec{r}'$.

The propagation relation for $R_{\vec{r}}(\alpha)$ is given by

$$ R_{\vec{r}}(\alpha)(X^x(Z)^z)^{\alpha} = (X^x(Z)^z)^{\alpha} R_{\vec{r}'}(\alpha), $$ (32)

where

$$ \vec{r}' = \left( (-1)^z \sin \theta \cos \varphi, (-1)^z \sin \theta \sin \varphi, (-1)^x \cos \theta \right). $$ (33)

In other words, the angles $\theta, \varphi$ that define the axis of rotation $\vec{r}$ get transformed as $\theta \rightarrow x(\pi - \theta)$ and $\varphi \rightarrow (-1)^z(\pi + \varphi)$. The byproduct operator passes through $R_{\vec{r}}(\alpha)$ without getting transformed, that means that the propagation matrix $C(R)$ is the same identity matrix as given in Eqs. (22) and (31). Every single-qubit unitary operator in SU(2) follows this propagation relation, and it becomes the propagation relation (18) for the Hadamard gate when $\theta = \varphi = \pi / 2$ and the propagation relation (19) for the $\pi / 2$-phase gate when $\theta = 0$. So, the Hadamard- and the $\pi / 2$-phase-gate remain special cases in the sense that the byproduct operator changes under the propagation but not these gates. They are executed by the unitary evolution like any other single-qubit gate, but for the classical information-processing parts of the HQCM we shall use their propagation matrices given by Eqs. (13) and (14).

The propagation relation for the next elementary gate $cz(a, b)$ (defined in Eq. (1)) is

$$ cz(a, b) U_B^{cz} = \tilde{U}_B^{cz} \cdot cz(a, b), $$ (34)

where

$$ U_B^{cz} = (X(a))^{x_a} (Z(a))^{z_a} (X(b))^{x_b} (Z(b))^{z_b}, $$ (35)

and

$$ \tilde{U}_B^{cz} = (X(a))^{x_a} (Z(a))^{x_a + x_b} (X(b))^{x_b} (Z(b))^{x_b + x_a}. $$ (36)

Under the one-to-one correspondence given in Eq. (20), the propagation relation (34) becomes

$$ \begin{pmatrix} x_a \\ x_b \\ z_a + x_b \\ z_b + x_a \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x_a \\ x_b \\ z_a \\ z_b \end{pmatrix}. $$ (37)
When the control qubit ‘a’ and the target qubit ‘b’ belong to the set of n logical qubits \((a \neq b)\), then the propagation matrix \(C(CZ(a,b))\) can be generated by the following relations:

\[
\begin{align*}
[C_{zz}(CZ(a,b))]_{kl} &= [C_{zz}(CZ(a,b))]_{kl} = \delta_{kl}, \\
[C_{zz}(CZ(a,b))]_{kl} &= \delta_{ka}\delta_{kb} + \delta_{kb}\delta_{ka}, \\
[C_{zz}(CZ(a,b))]_{kl} &= 0.
\end{align*}
\]

Note that Eqs. (37) and (38) are different from Eqs. (23) and (12). The \(CZ\) and CNOT gates are interconvertible by using the Hadamard gate, i.e., \(H^bCZ(a,b)H(b) = \text{CNOT}(a,b)\) and the same is true for their propagation matrices, i.e.,

\[
C(H(b))C(CZ(a,b))C(H(b)) = C(\text{CNOT}(a,b)).
\]

The propagation relation for \(U_{zzz\ldots z}^{n-\tau}(\theta)\) is

\[
U_{zzz\ldots z}^{n-\tau}(\theta)U_B = U_BU_{zzz\ldots z}^{n-\tau}((-1)^x\theta),
\]

where \(U_B\) is the same as given in Eq. (20) and

\[
x = \sum_{j=1}^{n} x_j.
\]

The classical information processing for this case has three main parts. The first part deals with the change in the measurement angles due to the byproduct operator \(U_{B,in}\). \(U_{B,in}\) appears just before implementing the first rotation and is denoted by the dashed vertical line at the input section in Fig. 2. When the gate \(A_{zzz\ldots z}^{n-\tau}(\theta)\) in itself is a part of a circuit under simulation, then due to the implementation of previous gates the byproduct \(U_{B,in}\) has emerged prior to the execution of \(A_{zzz\ldots z}^{n-\tau}(\theta)\). Without loss of generality, we take \(U_{B,in} = \prod_{j=1}^{n}(X^{(j)}\theta_j)(Z^{(j)}\phi_j)\) the same as given in Eq. (20). Only the x-part of the corresponding information flow vector \(I_x, in\) influences the measurement bases \(|\uparrow, \downarrow, (\pm\theta, \pi/2)\rangle_a\) for both rotations. According to Eq. (40), the angles \(\theta\) for the first and \(-\theta\) for the second rotation get altered.

\[
\theta \rightarrow (-1)^x\theta \quad \text{for} \quad U_{zzz\ldots z}^{n-\tau}(\theta),
\]

\[
\theta \rightarrow -(-1)^x\theta - x \quad \text{for} \quad U_{zzz\ldots z}^{n-\tau}(-\theta),
\]

where \(x\) is given by Eq. (41).

The second part deals with the eigenvalues \(\kappa_1\) and \(\kappa_2\), which influence the azimuthal angle \(\pi/2\) of the measurement bases in the following way:

\[
\pi/2 \rightarrow (-1)^x\pi/2 \quad \text{for} \quad U_{zzz\ldots z}^{n-\tau}(\theta),
\]

\[
\pi/2 \rightarrow (-1)^x\pi/2 \quad \text{for} \quad U_{zzz\ldots z}^{n-\tau}(-\theta).
\]

In this case, the measurement angle \(\theta\) gets modified under the propagation, but the byproduct operator stays as it is. So, the propagation matrix \(C(U_{zzz\ldots z}^{n-\tau}(\theta))\) is the identity matrix, which can be defined in the same way as the \(C(R)\) in Eq. (11). The inferences we get here are the following: (1) The Hadamard-, the \(\pi/2\)-phase- and the \(CZ\)-gate remain unchanged under the propagation, while the byproduct operator gets altered. (2) The Single- and multi-qubit rotations (with nontrivial angles) get transformed, while the byproduct operator stays unaltered under the propagation.

Now we have all the basic tools for the HQCM. We shall first describe some important examples, and then proceed to the implementation of Grover’s search algorithm within the HQCM.

C. Controlled operations with the HQCM

In this section we are considering \(n\)-qubit controlled rotations around the z-axis, which are defined by

\[
\Lambda_{zzz\ldots z}^{(c+1)\ldots n}(\theta) = \left(I^{\otimes c} - |1\ldots1\rangle\langle 1\ldots1|\right) \otimes I^{\otimes(n-c)} + |1\ldots c\rangle\langle 1\ldots c| \otimes U_{zzz\ldots z}^{(c+1)\ldots n}(\theta),
\]

where the qubits labeled 1 to \(c\) are the control qubits and the qubits labeled \(c+1\) to \(n\) are the target qubits. Only if every control qubit is in the state |1\rangle, then the \((n-c)\)-qubit rotation \(U_{zzz\ldots z}^{(c+1)\ldots n}(\theta)\) operates on the target qubits. We discuss the HQCM implementation for three different values of \(c\): \(c = 1\) (single-control), \(c = 2\) (double-control) and \(c = 3\) (triple-control).

1. The single-control gate \(\Lambda_{zzz\ldots z}^{(c+1)\ldots n}(\theta)\)

First, we decompose \(\Lambda_{zzz\ldots z}^{(c+1)\ldots n}(\theta)\) in terms of multi-qubit rotations like \(U_{zzz\ldots z}^{n-\tau}(\theta)\) given by Eq. (7). In order to have the logical 1 as the control and the rest as the target qubits, we express the \(n\)-qubit rotation about the z-axis as

\[
U_{zzz\ldots z}^{n-\tau}(\theta) = |0\rangle_1|0\rangle \otimes U_{zzz\ldots z}^{n-\tau}(\theta) + |1\rangle_1|1\rangle \otimes U_{zzz\ldots z}^{n-\tau}(-\theta).
\]

Consequently, we get the required decomposition:

\[
\Lambda_{zzz\ldots z}^{(c+1)\ldots n}(\theta) = U_{zzz\ldots z}^{n-\tau}(-\theta)U_{zzz\ldots z}^{n-\tau}(\theta).
\]

We observe that \(U_{zzz\ldots z}^{n-\tau}(\theta)\) is symmetric under permutation of the qubits, so we can take any qubit as the control and the remaining qubits as targets. We consider a multi-qubit rotation about the z-axis as a single unit, and then \(\Lambda_{zzz\ldots z}^{(c+1)\ldots n}(\theta)\) costs only two units of this kind.

The circuit representation of Eq. (43) is given in Fig. 2. In Fig. 2(i), the first and the second rectangular boxes depict \(U_{zzz\ldots z}^{n-\tau}(\theta)\) (the first rotation) and \(U_{zzz\ldots z}^{n-\tau}(-\theta)\) (the second rotation), respectively. In practice, both of them are realized—by using a single ancilla qubit and a single measurement—with the methodology given in Sec. II A (see the example). Moreover, after executing the first rotation we bring back the ancilla qubit into an eigenstate of X and use it for the second rotation. The implementation of \(U_{zzz\ldots z}^{n-\tau}(\theta)\) and \(U_{zzz\ldots z}^{n-\tau}(-\theta)\) require \((1 + n)\)-qubit and \(n\)-qubit star graph states, respectively (see Fig. 1(i)), where the ancilla qubit is connected to the relevant logical qubits. The eigenvalues of the ancilla qubit corresponding to the first and the second rotation are \(\kappa_1\) and \(\kappa_2\), and the measurement outcomes are \(m_1\) and \(m_2\), respectively.

The classical information processing for this case has three main parts. The first part deals with the change in the measurement angles due to the byproduct operator \(U_{B,in}\). \(U_{B,in}\) appears just before implementing the first rotation and is denoted by the dashed vertical line at the input section in Fig. 2. When the gate \(A_{zzz\ldots z}^{n-\tau}(\theta)\) in itself is a part of a circuit under simulation, then due to the implementation of previous gates the byproduct \(U_{B,in}\) has emerged prior to the execution of \(A_{zzz\ldots z}^{n-\tau}(\theta)\). Without loss of generality, we take \(U_{B,in} = \prod_{j=1}^{n}(X^{(j)}\theta_j)(Z^{(j)}\phi_j)\) the same as given in Eq. (20). Only the x-part of the corresponding information flow vector \(I_x, in\) influences the measurement bases \(|\uparrow, \downarrow, (\pm\theta, \pi/2)\rangle_a\) for both rotations. According to Eq. (40), the angles \(\theta\) for the first and \(-\theta\) for the second rotation get altered.
operators update $U_{\text{B,in}}$ to $U_{\text{B,out}}$. $U_{\text{B,out}}$ is denoted by the dashed vertical line at the output section in Fig. 2. Only the $z$-part of the information flow vector $\mathbf{I}_{x,in}$ gets changed, while the $x$-part remains as it is, i.e., $\mathbf{I}_{x,out} = \mathbf{I}_{x,in}$.

\[ U_{\text{B,out}} = (X^{(1)})^z (Z^{(1)})^z_{j_1+m_1} n \prod_{j=2}^n (X^{(j)})^z (Z^{(j)})^z_{j_1+m_1+m_2}. \]  

(46)

2. The double-control gate $\Lambda^{12U_{3,2}^3(4\theta)}$

We have to combine two additional units $U_{2,2}^{1,3,-n}(-\theta)$ (the third rotation) and $U_{2,2}^{3,4}(-\theta)$ (the fourth rotation) with $\Lambda U_{2,2}^{2,3}(-2\theta)$ for the purpose of getting the gate $\Lambda U_{3,2}^{1,3,4}(4\theta)$. In other words, $\Lambda U_{3,2}^{1,3,4}(4\theta)$ with two control qubits 1 and 2, is made up of four rotations, and its decomposition is given by

\[ \Lambda U_{3,2}^{1,3,4}(4\theta) = U_{2,2}^{1,3,-n}(\theta) U_{2,2}^{3,4}(-\theta) U_{2,2}^{2,3}(-\theta) U_{2,2}^{1,3,4}(4\theta). \]  

(47)

Figure 3(i) illustrates the temporal ordering of the multi-qubit rotations given in Eq. (47) by the rectangular boxes.

The treatment for $\Lambda U_{3,2}^{1,3}(4\theta)$ is similar to that of Sec. III C 3. All the rotations—$U_{2,2}^{1,3,4}(-\theta)$ (first), $U_{2,2}^{3,4}(-\theta)$ (second), $U_{2,2}^{1,3,-n}(-\theta)$ (third), and $U_{2,2}^{2,3}(-\theta)$ (fourth)—are performed one after another under the scheme given in Sec. III A (see the example). After initializing the ancilla qubit in the $X$ eigenbasis, we prepare a necessary star graph state for the first rotation, and then the ancilla qubit is measured in the appropriate basis. The measurement outcome is recorded, and the ancilla qubit is brought back again into an eigenstate of $X$ (recycled) for executing the next rotation. In this way, we can use the same ancilla qubit for all the rotations. $\kappa_1$, $\kappa_2$, $\kappa_3$, and $\kappa_4$ on the azimuthal angle $\pi/2$ of the measurement bases $\{\uparrow, \downarrow (\pm \pi/2)\}$ are the following:

\[ \theta \rightarrow (-1)^x \pi/2 \quad \text{for} \quad U_{2,2}^{1,3}(-\theta), \]

\[ \theta \rightarrow (-1)^{2-x} \pi/2 \quad \text{for} \quad U_{2,2}^{3,4}(-\theta), \]

\[ \theta \rightarrow (-1)^{2-x} \pi/2 \quad \text{for} \quad U_{2,2}^{3,4}(-\theta), \]

\[ \theta \rightarrow (-1)^{2-x} \pi/2 \quad \text{for} \quad U_{2,2}^{1,3,4}(4\theta). \]  

(48)

where $x$ is the same given by Eq. (41).

The second part manages the influence of the eigenvalues $\kappa_1$, $\kappa_2$, $\kappa_3$, and $\kappa_4$ on the azimuthal angle $\pi/2$ of the measurement base $\{\uparrow, \downarrow (\pm \pi/2)\}$. The following measurement outcomes are $m_1$, $m_2$, $m_3$, and $m_4$: which cause the byproduct operators $(Z^{\otimes n})^{m_1}$, $(Z^{\otimes (n-1)})^{m_2}$, $(Z^{\otimes (n-1)})^{m_3}$, and $(Z^{\otimes (n-2)})^{m_4}$, respectively, on the relevant logical qubits. Furthermore, they change $U_{\text{B,in}}$ into $U_{\text{B,out}}$ by their contribution. $U_{\text{B,out}}$ is denoted by the dashed vertical line at the output section in Figs. 3(i) and 3(iii). So, only the $z$-part of the corresponding information flow vector $\mathbf{I}_{z,in}$ gets changed to $\mathbf{I}_{z,out}$, while $\mathbf{I}_{z,out} = \mathbf{I}_{z,in}$.

\[ \mathbf{I}_{z,out} = \begin{bmatrix} z_1 + m_1 + m_3 \\ z_2 + m_1 + m_2 \\ \vdots \\ z_n + m \end{bmatrix}, \]  

(50)
where
\[ m = m_1 + m_2 + m_3 + m_4. \]

We emphasize two points. First, \( \Lambda_{123}^{z_1...z_n}(4\theta) \) is symmetric under permutation of the qubits. So, we can take any two qubits as controls and the rest of the qubits as targets by using only four multi-qubit rotations. If we continue along the same direction, then the controlled rotation \( \Lambda_{1...c}^{z_1...z}(4\theta) \) with \( c \) control qubits requires \( 2^c \) units of rotation. The number \( 2^c \) is independent of the number of target qubits \( (n-c) \), but when \( c \) becomes order of \( n \), then \( 2^c \) becomes exponential in \( n \). In order to fix this exponential growth problem, we need some extra work qubits [3]. Our next example will justify this remark.

Second, \( \Lambda_{123}^{z_1...z_3}(4\theta) \) becomes \( \Lambda_{123}^{z_3}(4\theta) \) for \( n = 3 \). The gate \( \Lambda_{123}^{z_3}(4\theta) \) is equivalent to the Deutsch’s universal gate \( \Lambda_{12}^{z_3}(4\theta) \) up to single-qubit gates, provided the angles \( \pm 4\theta \) is incommensurate with \( \pi \). We are going to use \( \Lambda_{123}^{z_3}(\pm \pi) \) with two work qubits for implementing our next gate \( \Lambda_{123}^{z_6} \).

3. The triple-control gate \( \Lambda_{123}^{z_6} \)

We put the bits and pieces of the HQCM together as a summary by taking the gate \( \Lambda_{123}^{z_6} \) as an example. The complete scheme about its implementation in terms of its circuit diagram is shown in Fig. 4 and the associated classical information-processing parts are given in Table II.

First, we efficiently decompose the gate \( \Lambda_{123}^{z_6} \) into a sequence of elementary gates (single-qubit gates, the \( \text{cz} \) gate, and \( \Lambda_{123}^{z_3}(\pm \theta) \)). The temporal order of the elementary gates for \( \Lambda_{123}^{z_6} \) is depicted by the circuit diagram in Fig. 4 where the qubits 1, 2, and 3 act as the control qubits and the qubit 6 as the target qubit, and they all are represented by the black horizontal lines. The work qubits 4 and 5 are initialized in the state \( |\pm\rangle^{\otimes 5} \), and they are represented by the gray horizontal lines in the figure. The work qubits are used to make the decomposition of \( \Lambda_{123}^{z_6} \) economical.

The 3-qubit gates \( \Lambda_{12}^{z_3}(\pi) \) (1st gate), \( \Lambda_{34}^{z_3}(\pi) \) (3rd gate), \( \Lambda_{34}^{z_3}(-\pi) \) (7th gate), and \( \Lambda_{12}^{z_3}(-\pi) \) (9th gate) are represented by rectangular boxes with double-control. Every 3-qubit gate is further decomposed into four rotations around the \( z \)-axis according to Eq. (47), here \( n = 3 \) and \( \theta = \pm \pi/4 \). Furthermore, each rotation is executed by preparing a required star graph state, followed by the measurement in the appropriate basis. The detailed methodology is already mentioned in Sec. IIIC2. The Hadamard gates \( H \) are displayed by rounded rectangles, and the two-qubit gate \( \text{cz}(5,6) \) is shown by the rounded rectangle on the qubit 6 with the qubit 5 as control in Fig. 4. The Hadamard and the \( \text{cz}(5,6) \) gates are executed by the unitary evolution.

The classical information-processing parts for \( \Lambda_{123}^{z_6} \) are handled by a classical computer according to Table II. In this table, the first column is for the computational steps \( \tau \), which are represented by the dashed vertical lines in Fig. 4. There are ten vertical lines in the figure and ten rows in the table for the ten computational steps from 0 to 9. At each vertical line the information flow vector \( I(\tau) \) gets updated. The second and the third columns are reserved for \( I_c(\tau) \) and \( I_z(\tau) \) respectively. If required, the change in the measurement angles for the next gate based on the updated value of \( I(\tau) \) is calculated; they are given in the fourth column. After performing the measurements in the appropriate bases, the measurement outcomes are recorded in the fifth column.

Let us go through the table row by row. Before starting the computation (in the first row \( \tau = 0 \)), all the entries of both \( I_c(0) \) and \( I_z(0) \) are zeros (initialization). So, there is no change in the measurement angle for each of the four rotations associated with the gate \( \Lambda_{12}^{z_3}(\pi) \) (1st gate). The measurement outcomes \( m_{11}, m_{12}, m_{13}, \) and \( m_{14} \) corresponding to the four rotations \( U_{zzz}(\theta), U_{zz}(-\theta), U_{zz}(-\theta), \) and \( U_{zz}(\theta) \) are recorded. These outcomes give some nonzero entries to \( I_z(1) \) according to Eq. (50). The measurement outcome \( m_{jk} \) corresponds to the \( k \)th rotation of the \( j \)th 3-qubit gate. The next gate in the circuit is the Hadamard gate \( H(4) \), which does not change under the propagation of the byproduct operator; that is why the forth column of the second row \( \tau = 1 \) is empty. The \( H(\tau) \)-gate is realized by the unitary evolution, that is why the fifth column of the second row is also empty. But the \( H(\tau) \)-gate changes the information flow vector \( I(2) \) into \( I(2) \) under the propagation relation given by Eq. (18), and the propagation matrix for the \( H(\tau) \)-gate is given by Eqs. (24) and (25). The 3rd gate is \( \Lambda_{34}^{z_3}(\pi) \). The measurement angles \( \pm \theta \) only for the rotation \( U_{zzz}(\theta) \) and \( U_{zz}(-\theta) \) get in-
fluenced by $\mathcal{I}_x(2)$ according to Eq. (48). The measurement outcomes $m_{31}, m_{32}, m_{33}$, and $m_{34}$ only transform $\mathcal{I}_x(2)$ into $\mathcal{I}_x(3)$. In this way going through Table I along with Fig. 3 explains the whole scheme, and the final output result is interpreted according to Eq. (50) with the help of $\mathcal{I}_z(9)$.

Here, the $z$-part of the information flow vector $\mathcal{I}_z(\tau)$ gets the new entries from the implementation of 3-qubit gates only according to Eq. (50). The entries of $\mathcal{I}(\tau)$ get manipulated under the propagation of the byproduct operator through the Hadamard gates and the CZ(5, 6) gate according to Eq. (30).
to the propagation relations \( [15] \) and \((51) \), respectively. But the propagation of the byproduct operator does not change the \( H \)- and \( cz \)-gate. The \( x \)-part of the information flow vector \( L_x (r) \) influences the measurement angles \( \pm 0 \) of the rotations for every 3-qubit gate according to Eq. \((15) \). As a side remark, the sign of the azimuthal angle \( \pi/2 \) of the measurement bases for the rotations also depends on the eigenvalues of the ancilla qubit according to Eq. \((49) \), which is not mentioned in the table.

We can easily generalize this example up the \( n \)-qubit gate \( \Lambda^{12\ldots(n-1)} Z^n \). Where the \( n-1 \) logical qubits 1,2,...,\( n-1 \) are the control qubits and the last one is the target qubit. For implementing this gate we need \( n-2 \) work qubits, which are initialized in the state \(|+\rangle^{\otimes(n-2)} \). In Grover’s search algorithm this gate plays a very important role, which we are discussing in the next section.

### IV. GROVER’S ALGORITHM WITHIN THE HQCM

In this section, we illustrate the use of the HQCM in the context of a practical example: Grover’s search algorithm (GA) \([7] \). Here, we shall see that the \( n \)-qubit gate \( \Lambda^{12\ldots(n-1)} Z^n \), along with the single-qubit operations is sufficient to perform GA.

The best known quantum algorithm, for an unstructured database search, is GA. We have an unstructured database of total \( N \) items, out of which only one item matches with our query. Where a classical computer takes an average \( \Theta( N/2) \) steps, a QC with GA takes only \( \Theta(\sqrt{N}) \) steps (Grover’s iterations) to find out the marked item. A “step” is a query of the oracle in the current context.

A brief description of GA is given as follows: We can recognize each item of our database by a \( n \)-bit string. For simplicity, we choose \( N = 2^n \) is the total number of \( n \)-bit strings, and only one string out of \( N \) is marked. The task of the search problem is to recover the marked \( n \)-bit string in the end of computation. GA begins with the Hadamard operation on each qubit, which were initially prepared in the state \(|0\rangle^{\otimes n} \), and that creates the superposition of the kets for all possible \( n \)-bit strings with equal amplitude.

The next step is the implementation of Grover’s iteration, which is a rotation in effect. It can be decomposed into two reflection operations. The first reflection operator is the oracle \( O \), which has the ability to recognize the solution of the search problem. Mathematically, \( O \) gives a conditional phase shift of \( \pi \) to the matching string only. The second reflection operator is the diffusion operator \( D \), which gives an inversion about the average. Like other quantum algorithms, GA is also probabilistic in nature. After \( \Theta(\sqrt{N}) \) steps (iterations) the amplitude of the marked string becomes significantly larger than those of the unmarked strings. Finally, we read the output by performing measurements on all the qubits. There have been many successful attempts at the implementation of GA, for \( N = 4 \) or \( N = 8 \), in different physical setups such as with NMR system \([21,23] \), with cavity quantum electrodynamics (QED) \([24,26] \), with optics \([27,28] \), and with the MQCM \([29,30] \).

Now, let us take a look at the structure of these two reflection operators. If only one out of \( N \) item matches with our query; then there exist \( N \) different \( O \) operations (one for each item). Mathematically, the oracle corresponds to the \( j \)th item can be written as

\[
O^j = I^{\otimes n} - 2|j\rangle\langle j|. \tag{51}
\]

The case of \( j = N \), \( O^N = I^{\otimes n} - 2|N\rangle\langle N| \), corresponds to \(|N\rangle = |1\rangle^{\otimes n} \) and is nothing but the \( n \)-qubit gate \( \Lambda^{12\ldots(n-1)} Z^n \). We already discussed its implementation with the HQCM for \( n = 4 \) in Sec. \([11HC3] \) and its circuit diagram is shown in Fig. \([4] \). Any other oracle can be derived by performing the gate(s) \( X \) on the relevant qubit(s) before and after performing the gate \( \Lambda^{12\ldots(n-1)} Z^n \). For example, the oracle associated with the item \(|1\rangle = |0\rangle^{\otimes n} \) can be derived as

\[
O^1 = X^{\otimes n} \left[ \Lambda^{12\ldots(n-1)} Z^n \right] X^{\otimes n}. \tag{52}
\]

So the gate \( \Lambda^{12\ldots(n-1)} Z^n \) is used for implementing every oracle. The information, “which of the oracle is executed by the black box?”, is hidden to us. In other words, we do not know on which qubit(s) the black box is implementing the \( X \) gate(s) along with \( \Lambda^{12\ldots(n-1)} Z^n \).

The mathematical structure of the diffusion operator is

\[
D = -H^{\otimes n} X^{\otimes n} \left[ \Lambda^{12\ldots(n-1)} Z^n \right] X^{\otimes n} H^{\otimes n}. \tag{53}
\]

It can also be constructed by performing the Hadamard- and the \( X \)-gate on every logical qubit before and after performing the gate \( \Lambda^{12\ldots(n-1)} Z^n \). In summary, the gate \( \Lambda^{12\ldots(n-1)} Z^n \) together with the Hadamard and the \( X \) gates is sufficient to realize GA in the framework of HQCM.

### V. SUMMARY AND OUTLOOK

We have established the HQCM, which is a hybrid model of the MQCM and the UQCM, where at first, a big unitary gate under simulation is decomposed into a sequence of elementary gates. The elementary gates in the HQCM are an arbitrary single-qubit gate, the \( cz \) gate and the multi-qubit rotation around the \( z \)-axis. Every single-qubit gate and the \( cz \)-gate are realized by a unitary evolution. Every multi-qubit rotation is executed by preparing a respective star graph state followed by a single measurement. The HQCM is a model where a portion of the quantum circuit is simulated by the unitary evolution, and the rest is by the measurements.

The choice of elementary gates is governed by the experimental easiness in terms of resources and computational steps. The implementation of an arbitrary single-qubit gate with the unitary evolution is straightforward in comparison with its implementation with the MQCM. The \( cz \)-gate in itself is the part of experimental setup for creating the graph states. The star graph states for the multi-qubit rotations can be realized in one shot, and a single measurement is enough for executing these rotations.

The classical information processing in the HQCM is very simple in comparison with the MQCM. In the HQCM, only the 2n-component information flow vector and the propagation matrices for the elementary gates are needed for the classical information processing, and the total number of steps are taken by a classical computer in parallel for doing this is the total number of gates in a quantum circuit under simulation. Furthermore, no preprocessing and no additional computational steps are required for classical information processing in the HQCM.

We also have shown that how one can realize efficiently the multi-control gates (like \( \Lambda^{12\ldots(n-1)} Z^n \)) with the HQCM, which play a very important role in the implementation of GA. The gate \( \Lambda^{12\ldots(n-1)} Z^n \) together with the Hadamard and
the X gates is sufficient to realize GA in the framework of HQCM.

One can carry on the investigation in the following directions. In addition to the multi-qubit rotations in the set of elementary gates for the HQCM, one could include some more gates—which can be executed in one shot by the MQCM without adding further complications in the model—in the set of elementary gates. Further, implementation errors need to be considered for any practical realization. In order to establish the fault-tolerance version of HQCM, one needs to design the elementary gates in a fault-tolerant manner but this is beyond the scope of the present paper.

Appendix A: Single-qubit rotation $R_z(\varphi)$

In this appendix, we discuss the implementation of the single-qubit rotation around the z-axis $R_z(\varphi) = \exp(-i\varphi/2)$ with the MQCM [12, 13]. A two-qubit graph state corresponding to the graph depicted in Fig. 5(i) is sufficient for accomplishing the job. The logical qubit 1 (represented by the circle) is in a general input state $|\psi_{in}(1)\rangle$, and this is the single-qubit state on which we want to apply $R_z(\varphi)$. In order to generate the required graph state, we prepare the qubit $a$ (represented by the diamond) in the state $|0\rangle_a + (-1)^{m_1}|1\rangle_a$ in the ground state of the corresponding byproduct operator (represented by the boxes in Fig. 5(ii)) and the byproduct state $|\psi_{out}(1)\rangle = (X)^{m_1} |Z)^{m_1} HR_z(\varphi)|\psi_{in}(1)\rangle$ is ready for the computation. Here, the subscript 1+1 indicates that this graph state is made of two qubits, the logical qubit 1 and the ancilla qubit $a$.

In order to generate the desired effect on the input state, we measure the qubit 1 in the basis $\{|\uparrow, \downarrow (\pi/2, -\varphi)\rangle_1\} = \left\{ (|0\rangle_1 + (-1)^{m_1} e^{-i\varphi} |1\rangle_1)/\sqrt{2} \right\}$, and the value of $m_1$ is the result of the measurement. After the measurement, the output state (up to a global phase) $|\psi_{out}(1)\rangle = (X)^{m_1} |Z)^{m_1} HR_z(\varphi)|\psi_{in}(1)\rangle$ is obtained from the qubit $a$, and the qubit 1 gets projected either onto the state $|\uparrow (\pi/2, -\varphi)\rangle_1$ (if $m_1 = 0$) or onto the state $|\downarrow (\pi/2, -\varphi)\rangle_1$ (if $m_1 = 1$). The net effect on the input state is the required operation $R_z(\varphi)$ followed by the Hadamard gate

$$H = (X + Z)/\sqrt{2}$$

(represented by the boxes in Fig. 5(ii)) and the byproduct operator $(X)^{m_1} |Z)^{m_1} HR_z(\varphi)$ (represented by the dotted-box in Fig. 5(ii)).

Here, the direction of measurement lies in $x,y$ plane of the Bloch sphere, and the input information is not only teleported from one lattice site to other but also gets processed by the measurement. As we know, every rotation in the Bloch sphere corresponds to a single-qubit operation (up to a global phase). Owing to the Euler decomposition of an arbitrary rotation $R(\alpha, \beta, \gamma) = R_z(\gamma)R_x(\beta)R_z(\alpha)$, where $R_z(\beta) = \exp(-i\beta X/2)$, one can generate an arbitrary single-qubit operation with a chain of five qubits graph state with the measurement direction for each qubit (the angles $\alpha, \beta, \gamma$) in $x,y$ plane of the Bloch sphere [12, 13]. The realization of an arbitrary rotation by such a sequence of two $z$ rotations sandwiching an $x$ rotation illustrates the importance of the temporal ordering of the measurements in the MQCM.

Appendix B: propagation matrices

In this appendix, the propagation matrices for the $R_z$, CNOT, $H$, and $R_z(\pi/2)$-gate for the case of $n$ logical qubits are given. The propagation matrix $C$ is a $2^n \times 2^n$ matrix of the form $[C_{xz}, C_{zz}]$, where $C_{xz}, C_{zx}, C_{zz}$ and $C_{zz}$ are $n \times n$ matrices with binary-valued entries [14]. One can generate the propagation matrices for an arbitrary single-qubit rotation $R^{(j)}$ on the logical qubit ‘$j$’ with

$$[C_{xz}(R^{(j)})]_{kl} = [C_{zz}(R^{(j)})]_{kl} = \delta_{kl};$$

where $[C_{xz}(R^{(j)})]_{kl}$ stands for the entry in $k$th row and $l$th column of the matrix $C_{xz}$ corresponding to the $R^{(j)}$ gate. The same notation apply for the propagation matrices defined below.

The propagation matrix for the CNOT($a$, $b$) gate (both the control qubit ‘$a$’ and the target qubit ‘$b$’ belong to the set of $n$ logical qubits; $a \neq b$) is given by

$$[C_{xz}(\text{CNOT}(a, b))]_{kl} = \delta_{kl} + \delta_{kb}\delta_{la},$$

$$[C_{zz}(\text{CNOT}(a, b))]_{kl} = \delta_{kl} + \delta_{ka}\delta_{lb},$$

$$[C_{zz}(\text{CNOT}(a, b))]_{12} = [C_{zz}(\text{CNOT}(a, b))]_{k2} = 0;$$

for the Hadamard gate $H^{(j)}$ on the logical qubit ‘$j$’ is given by

$$[C_{xz}(H^{(j)})]_{kl} = [C_{zz}(H^{(j)})]_{kl} = \delta_{kl} \pm \delta_{kj}\delta_{lj};$$

and for the $\pi/2$-phase gate $R^{(j)}_{z}(\pi/2)$ on the logical qubit ‘$j$’ is given by

$$[C_{xz}(R^{(j)}_{z}(\pi/2))]_{kl} = [C_{zz}(R^{(j)}_{z}(\pi/2))]_{kl} = \delta_{kl},$$

$$[C_{xz}(R^{(j)}_{z}(\pi/2))]_{kl} = 0,$$

$$[C_{zz}(R^{(j)}_{z}(\pi/2))]_{kl} = \delta_{kj}\delta_{lj};$$

It is advantageous to deal with the information flow vector $I$ together with the propagation matrices (Eqs. 11, 18) by a classical computer, than directly dealing with the corresponding byproduct operator $U_B$ together with the propagation relations (Eqs. 14, 15, 18, and 19).

**FIG. 5:** (Color online) (i) The graph associated to the graph state $|\phi\rangle_{1+1}$ given by Eq. (A1). The (blue) circle, the bond, and the (black) diamond represent the logical qubit which is in the input state $|\psi_{in}(1)\rangle$, the cz operations given by Eq. (1), and the ancilla qubit $a$, respectively. (ii) The quantum circuit illustrates the effect on the input state, when the qubit ‘$a$’ is measured in an appropriately chosen basis.
Appendix C: Efficient measurement scheme

This appendix holds a discussion on an efficient measurement scheme of the MQCM where the temporal order of the measurements plays an important role \[14\]. On one hand in the UQCM, we cannot parallelize two gates of a sequence that do not commute. On the other hand in the MQCM, all the gates from the generating set of the Clifford group can be executed in a single time step irrespective of their positions in the circuit. In other words, the temporal order of the measurements in the MQCM is not pre-imposed by the temporal order of the gates. So, the most efficient scheme for the measurements does not necessarily follow the temporal order of the gates in a circuit under simulation. First, the spatial pattern of the measurement bases is assigned to the graph qubits according to the sequence of gates. Then the measurements are performed round by round according to the scheme which is given as follows.

First, the graph $G$ is divided into disjoint subsets of qubits $Q_t$, where index $t$ stands for the round of measurements and $0 \leq t \leq t_{\text{max}}$. Mathematically, $G = \bigcup_{t=0}^{t_{\text{max}}} Q_t$ and $Q_t \cap Q_s = \emptyset$ for all $s \neq t$. The subset $Q_t$ is a collection of all those qubits which will be measured simultaneously in $t$th round. All the measurements in the $X$, $Y$, and $Z$ eigenbasis are put together in the very first round (0th round), and there is no need for adjusting the measurement bases according to the previous measurement results for the qubits of $Q_0$. In the first measurement round, the “redundant graph qubits” are removed by the $Z$-measurements, the “readout qubits” are measured in the $Z$ eigenbasis, and the Clifford part of the circuit is executed by the $X$-, $Y$-measurements \[14\]. In the MQCM, the “readout qubits” which play the role of “output register” are not the last ones to be measured, they are among the first ones.

The observables for all subsequent measurement rounds are of the form $\cos(\varphi)X \pm \sin(\varphi)Y$ with $\varphi \notin \left\{ 0, \pm \frac{\pi}{2} \right\}$, where the measurement bases for the qubits are decided by the measurement outcomes from the previous rounds. All those qubits whose measurement bases depend on the outcomes from the first measurement round belong to the next subset $Q_1$. Similarly, the measurement outcomes from the subset $Q_1$ together with $Q_0$ decide the measurement bases for the qubits in $Q_2$, and so on. These subsets are measured one by one up to the final measurement round $t_{\text{max}}$. One can think of the total number of measurement rounds $(t_{\text{max}} + 1)$ as the logical depth (temporal complexity) for the MQCM.

Parallel to the measurement rounds, the classical data-processing parts are taken care of by a classical computer. After preparing the graph state and just before starting the measurements, the information vector is initialized to $\mathbf{I}_{\text{init}}$. $\mathbf{I}_{\text{init}}$ depends on the eigenvalues $\{ \lambda \}$ of the graph and some particular gates (like $\text{CNOT}$, $R_x(\pi/2)$) which appear in a quantum circuit under simulation \[14\]. After executing the first measurement round on the set $Q_0$, $\mathbf{I}_{\text{MQCM}}$ gets updated to $\mathbf{I}(0)$ through the measurement results. $\mathbf{I}(0)$ then determines the measurement bases for the qubits of $Q_1$. Similarly, the measurement outcomes from round $t$ update the information flow vector from $\mathbf{I}(t - 1)$ to $\mathbf{I}(t)$. The corresponding byproduct operator is given by

$$
\mathbf{U}_B(t) = \prod_{j=1}^{n} (X^{(j)})^{z_j(t)} (Z^{(j)})^{z_j(t)}.
$$

Then, $\mathbf{I}(t) = \mathbf{I}(t - 1) \mathbf{U}_B(t) \mathbf{I}_0$. The corresponding byproduct operator is given by

$$
\mathbf{U}_B(t) = \prod_{j=1}^{n} (X^{(j)})^{z_j(t)} (Z^{(j)})^{z_j(t)}.
$$

In this measurement scheme, the following technical points are worth emphasizing, which are discussed in Ref. \[14\]: (1) In order to construct the subsets of graph qubits $\{Q_t\}$, a classical computer needs the forward cones for all the graph qubits. The forward cones decide a strict partial ordering among the qubits, and the sets $\{Q_t\}$ are constructed accordingly. (2) In order to account for the influence of the measurement outcomes and the set of eigenvalues $\{ \lambda \}$ on $\mathbf{I}(t)$, a classical computer needs the byproduct images for all the graph qubits. (3) $\{ \lambda \}$, the byproduct images, and $\mathbf{I}(t)$ are required for setting the measurement bases for the as-yet unmeasured qubits. A classical computer uses the symplectic scalar product for doing this.
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