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Abstract

Speech homomorphic encryption has become one of the key components in secure speech storing in the public cloud computing. The major problem of speech homomorphic encryption is the huge data expansion of speech cipher-text. To address the issue, this paper presents a speech homomorphic encryption scheme with less data expansion, which is a probabilistic statistics and addition homomorphic cryptosystem. In the proposed scheme, the original digital speech with some random numbers selected is firstly grouped to form a series of speech matrix. Then, a proposed matrix encryption method is employed to encrypt that speech matrix. After that, mutual information in sample speech cipher-texts is reduced to limit the data expansion. Performance analysis and experimental results show that the proposed scheme is addition homomorphic, and it not only resists statistical analysis attacks but also eliminates some signal characteristics of original speech. In addition, comparing with Paillier homomorphic cryptosystem, the proposed scheme has less data expansion and lower computational complexity. Furthermore, the time consumption of the proposed scheme is almost the same on the smartphone and the PC. Thus, the proposed scheme is extremely suitable for secure speech storing in public cloud computing.
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1. Introduction

Lots of speech records containing personal identifying information, such as call centers, banking systems, telecommunication systems etc., are produced every day. However, local computers and mobile devices with limited computational power, memory and storage are not capable to manage these digital speeches. These problems may be solved by various cloud offers, for its unlimited dynamic resources for computation, storage and service provision [1]. Thus more and more digital speech files are stored and processed in the cloud. Nevertheless, once speech data is stored in the cloud, there is no physical access to data servers, and it is only limited digital control by data owners. This raises security concerns.

Meanwhile, public cloud computing and Hadoop system give malicious attackers additional venues for attacking data [2]. Protecting the confidentiality and availability of the data becomes more and more critical and challenging in the cloud [3], which is also the key problems in secure speech storing. Ren et al. [4] propose a method to protect the integrity of data in public cloud storage. But how to protect the confidentiality of data has not been solved in public cloud storage [5]. Fortunately, there mainly are two technologies to perform the speech security. One is speech forensics [6-7], another is speech encryption, which is one of the most powerful methods for speech content protection. For speech encryption, most of the methods used to encrypt digital speeches are permutation [8-13]. The disadvantage of those schemes is that these encryption methods may change the mathematical structure of original speeches, thus leading to further operation on encrypted speeches infeasible. In order to conquer these shortcomings, some methods have been proposed, such as in [14], the original audio signal is encrypted by XOR method, the secret data and feature values of the audio are embedded into the encrypted audio by replacing the least significant bit of each sample, enabling identification and classification of the audios via K-NN classifier. Yakubu et al. [15] design a secure audio reverberation over cloud based on Shamir’s Secret Sharing, which make further processing on the encrypted audio possible. But neither nor they are security yet maintaining the mathematical structure of original audios. While using homomorphic encryption not only protects privacy but also maintains the mathematical structure of original data, thus permitting some operation on encrypted data. So it is extremely suitable for secure speech storing in the public cloud.

It is because the homomorphic encryption data can be processed by the third party, a few researches on image homomorphic encryption [16-21] and speech homomorphic encryption [22-23] are proposed. In [16-18], the original images are encrypted by Paillier homomorphic cryptosystem, and secret data is embedded in the encrypted images by using homomorphic and probabilistic properties of Paillier cryptosystem. They efficiently embed and extract secret data to perform reversible data hiding in encrypted domain. At the same time, signal processing in the encrypted domain (SPED) has attracted considerable attention in recent years [24]. The field of SPED was born as a solution to efficiently preserve the privacy on those signal processing scenarios dealing with sensitive data. In order to address these privacy-preserving problems in secure speech storing and SPED of digital speeches, homomorphic encryption like the Paillier cryptosystem [25] has been widely employed for encrypted signal processing primitives. Unfortunately, Paillier homomorphic encryption characteristics make the lengths of cipher-texts increase exponentially as plaintexts are encrypted. Solutions resorting to the Paillier cryptosystem present a very huge cipher data expansion, despite the techniques like packing and unpacking to mitigate this effect [26]. For
instance, when Paillier cryptosystem, with modulus $N$ being 1024 bits, is used to encrypt 16-bit speech, the encrypted result is 128 times larger than the original speech. The cipher data expansion becomes a serious problem when dealing with multimedia data like digital speeches. In [22], a method on how a distributed speech enhancement algorithm can be computed in a privacy-preserving manner is illustrated. Speech enhancement algorithms operate on complex, non-integer numbers, while Paillier encryption algorithms work on integer numbers from a limited range. This means that data in a privacy-preserving distributed speech enhancement algorithm based on Paillier homomorphic encryption need to be scaled, quantized, and transformed into real integers. It is very complex for users to perform this work. In [23], Yakubu et al. proposed a homomorphic encryption scheme called Shamir’s secret sharing encryption scheme which is computationally lighter and gives collective control to perform computation on encrypted signals in cloud. But it is public encryption and is also troublesome to compute keys. It is an expensive computational algorithm for encrypting speeches. Due to the above reasons, it is not desirable for processing digital speeches in public cloud computing. The emphasis is on the fact that certain applications do not require public key cryptographic primitives and burden of long and multiple keys in public key cryptosystems can be reduced by using symmetrical encryption, as pointed out in [27].

To solve the above problems, an efficient speech symmetrical homomorphic encryption scheme for secure speech storing is proposed in this paper. The proposed homomorphic encryption scheme is constructed mainly based on matrix homomorphic encryption [27-28], which is a fully homomorphic encryption scheme. The rest of this paper is organized as follows. The homomorphic encryption based on matrix method is described in Section 2. The details of the proposed speech homomorphic encryption scheme are given in Section 3. Performance analysis of the algorithm is discussed in Section 4. Data expansion and computation time complexity comparison with Paillier cryptosystem are analyzed in Section 5. Experimental results are illustrated in Section 6. The conclusions are drawn in Section 7.

2. Homomorphic Encryption Based on Matrix Method

In [29], Goldwasser et al. propose the concept of probabilistic secure cryptosystem. Cryptosystems with homomorphic and probabilistic properties are more secure than cryptosystems with only homomorphic property. One of the homomorphic and probabilistic cryptosystems is symmetrical matrix cryptosystem, which are proposed in [27-28]. The matrix homomorphic cryptosystem [28] is presented as follows:

2.1 The Key Generated Algorithm

1. $N$ is a big number. $p$ and $q$ are prime numbers in $N$. $p$ and $q$ are mutually prime and their size at less 512 bits.

2. An invertible matrix $K \in M \left( Z_N \right)$ is selected. Meanwhile, its inverse matrix can be computed as $K^{-1} \in M \left( Z_N \right)$ . $M \left( Z_N \right)$ is a set of all matrices chosen from $Z_N$, $Z_N$ is integer field in $N$.

3. For encryption we use $C \leftarrow Enc\left( x, K \right)$, where plaintext $x \in Z_N$ is encrypted into a cipher-text $C \in M \left( Z_N \right)$. 
2.2 The Encryption Algorithm

1. Choose \( m \) random values, which are defined as \( \{ r_j \in \mathbb{Z}_n \mid r_j \neq x, j = 1, 2, \ldots, m \} \).

2. An \( n+m \) dimension matrix \( M \) is constructed such that each row has only one element equal to \( \{ x_i \mid i = 1, 2, \ldots, n \} \), and other \( m \) elements equal to \( r_j \).

3. Cipher-text is Eq. (1), where \( \text{Enc}(M, K) \) is an \( n+m \) dimensional matrix, the diagonal elements \( \{ r_j \mid j = 1, 2, \ldots, m \} \) are random numbers, \( \{ x_i \mid i = 1, 2, \ldots, n \} \) are plaintext, and \( M \) is the constructed matrix.

\[
C = \text{Enc}(M, K) = K \cdot \begin{bmatrix}
    x_1 & 0 & 0 & \cdots & 0 & 0 \\
    0 & \ddots & 0 & \cdots & 0 & 0 \\
    0 & 0 & x_n & 0 & \cdots & 0 \\
    0 & 0 & \cdots & r_j & \cdots & 0 \\
    0 & 0 & \cdots & 0 & \ddots & 0 \\
    0 & 0 & \cdots & 0 & \cdots & r_m \\
\end{bmatrix} \cdot K^{-1}
\tag{1}
\]

2.3 The Decryption Algorithm

Analogously, decryption inverts the similarity transformation and returns the first element of matrix obtained as \( M \leftarrow \text{Dec}(C, K) \). This function returns plaintext \( \{ x_i \mid i = 1, 2, \ldots, n \} \) corresponding to cipher-text \( C \) using only the invertible matrix \( K \) as follows:

\[
M = \text{Dec}(C, K) = K^{-1} \cdot \begin{bmatrix}
    c_{11} & c_{12} & \cdots & c_{1(n+m)} \\
    c_{21} & c_{22} & \cdots & c_{2(n+m)} \\
    \vdots & \vdots & \ddots & \vdots \\
    c_{(n+m)1} & \cdots & c_{(n+m)(n+m)} \\
\end{bmatrix} \cdot K 
\tag{2}
\]

3. The Proposed Speech Homomorphic Encryption Scheme

The proposed scheme mainly includes three parts: construction of speech matrix unit, digital speech encryption, and the digital speech decryption. In the construction of speech matrix unit, a series of fundamental unit used for encryption is created. In the digital speech encryption, a homomorphic encryption scheme is proposed to encrypt the matrix units. In the digital speech decryption, the speech cipher-texts are decrypted by the symmetrical key of this scheme. We choose an original speech signal \( M = \{ m_i \mid i = 1, 2, \cdots, L \} \) with \( L \) samples, and the sampling value is within the range of \([-32768, 32767]\). The process of proposed speech homomorphic encryption scheme is elaborated as following:

3.1 Construction of Speech Matrix Unit

Firstly, the original speech signal \( M \) is divided into \( V \) non-overlapping frames and denoted as \( \{ M(v) \mid v = 1, 2, \cdots, V \} \). The length of each speech frame is \( J \), that is \( V = L/J \). Secondly, two
speech frames should be chosen at least, since the speech is a “short stationary signal”. If speech signals are dealt with one frame or less, the processed results still retain some characteristics of original speech signals. So $S$ ($2 \leq S \leq V$) frames are chosen and transformed into a matrix unit $\{M_f | f = 1, 2, \cdots, \lfloor V/S \rfloor \}$ shown as Eq. (3). There are $n-k$ rows and $n$ columns in every constituted matrix $M_f$, where $(n-k) \cdot n = S \cdot J$ and $n, k$ are randomly chosen. If the last few frames of the original speech do not have $J \cdot S$ samples, we can complement $J \cdot S$ samples with some random numbers.

$$M_f = \begin{bmatrix} m_1 & m_2 & \cdots & m_n \\ m_{n+1} & m_{n+2} & \cdots & m_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ m_{S \cdot J - n+1} & m_{S \cdot J - n+2} & \cdots & m_{S \cdot J \cdot (n-k) + n} \end{bmatrix}$$

3.2 Digital Speech Encryption

**Definition 1:** For a matrix $A \in R^{hn \times n}$, $R$ is behalf of field of real number, if there is one matrix $B \in R^{n \times h}$ satisfies that:

$$B \cdot A = I_n$$

where the matrix $A$ is left invertible, and $B$ is the left inverse matrix of $A$, where $I_n$ is identity matrix.

For large primes $p$ and $q$, let $p \cdot q = N$. Two random matrices $P_1, P_2 \in M_{h \times n}(Z_N)$ are selected, their dimension are $h \times n$. Both $P_1^{-1}$ and $P_2^{-1}$ are the left inverse matrix of $P_1$ and $P_2$ respectively, and their dimensions are $n \times h$. The matrices $P_1, P_2$ are constructed as Eq. (5) and Eq. (6), $p_{ij}$ and $p_{ij}'$ are random numbers in $Z_N$. If row or column vectors of $P_1, P_2$ are linearly independent vectors (It makes sure that the matrices $P_1, P_2$ are invertible), then $P_1, P_2$ are used as the symmetrical key pair of the speech homomorphic encryption system. Otherwise, the matrices $P_1, P_2'$ should be re-selected.

$$P_1 = \begin{bmatrix} p_{11} & p_{12} & \cdots & p_{1n} \\ p_{21} & p_{22} & \cdots & p_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ p_{h1} & p_{h2} & \cdots & p_{hn} \end{bmatrix} \mod N, \quad 0 \leq p_{ij} \leq N$$

and

$$P_2 = \begin{bmatrix} p_{11}' & p_{12}' & \cdots & p_{1n}' \\ p_{21}' & p_{22}' & \cdots & p_{2n}' \\ \vdots & \vdots & \ddots & \vdots \\ p_{h1}' & p_{h2}' & \cdots & p_{hn}' \end{bmatrix} \mod N, \quad 0 \leq p_{ij}' \leq N$$

With chosen $k \cdot n$ random numbers, we place these random numbers at the last $k$ rows of $M_f$ to construct matrix unit as follows:
\begin{equation}
M'_f = \begin{bmatrix}
m_1 & m_2 & \cdots & m_n \\
m_{n+1} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
m_{S-J-n+1} & \cdots & \cdots & m_{S-J} \\
r_{S-J+1} & \cdots & \cdots & r_{S-J+n} \\
\vdots & \vdots & \ddots & \vdots \\
r_{S-J+(k-1)n+1} & \cdots & \cdots & r_{S-J+kn+n}
\end{bmatrix}_{n\times n}
\end{equation}

where $M'_f$ is the constructed matrix unit, which is used for encryption in the next step.

The left inverse matrix of $P_2$ is calculated and denoted as $P_2^{-1}$, and the speech plaintext matrices $M'_f$ are encrypted using the key $P_1$ and $P_2^{-1}$, obtaining the speech cipher-text matrices $C_f$ as follows:

\begin{equation}
C_f = P_1 \cdot M'_f \cdot P_2^{-1} = \sum_{j=1}^{h} \left( \sum_{i=1}^{n} \sum_{j=1}^{h} p_{ij} \cdot m_{ij} \right) \cdot p'_{ij} \mod N = \begin{bmatrix}
c_{11} & c_{12} & \cdots & c_{1h} \\
c_{21} & c_{22} & \cdots & c_{2h} \\
\vdots & \vdots & \ddots & \vdots \\
c_{kh} & c_{kh} & \cdots & c_{hh}
\end{bmatrix}_{h\times h}
\end{equation}

In Eq. (8), the key matrices $P_1, P_2$ and plain matrix $M'_f$ may or may not be square matrix. Here $h \neq n$, $n$ is fixation, the encrypted speech matrices $C_f$ is $h\times h$ dimension, the speech cipher-texts are more random than the situation when $h = n$. It is more difficult to guess the size of the plaintext matrix $M'_f$ from the encryption results. Natural speech-frames generally have some samples close to zero. In other words, $M'_f$ is redundant. When $h < n$ and plaintext matrix $M'_f$ is sparsity, the redundancy is reduced in the speech cipher-text frames, but it cannot be decrypted when plaintext matrix $M'_f$ is not sparsity. When $h > n$, the redundancy is increased in the speech cipher-text frames. For large $C_f$, there is no efficient algorithm to factorize a large matrix into its matrix factors. Thus this speech encryption scheme is a secure cryptosystem. In order to obtain better security, we can add more random numbers in the matrix unit $M'_f$ to render the encryption results more random, or we can disrupt the order of elements in plain speech matrix unit $M'_f$.

### 3.3 Homomorphism

This proposed speech homomorphic encryption scheme allows users to perform operations scaling and addition on the plain data by manipulating the encrypted data. Let $E[\cdot]$ and $D[\cdot]$ denote the encryption and decryption operations in this scheme, respectively. This scheme is addition homomorphic according to Eq. (9) as follows:

\begin{equation}
C_1 + C_2 = P_1 \cdot M_1 \cdot P_2^{-1} + P_1 \cdot M_2 \cdot P_2^{-1} = P_1 \cdot (M_1 + M_2) \cdot P_2^{-1}
\end{equation}

where $M_1, M_2$ are plain speech frames, and $C_1, C_2$ are encrypted speech frames.

If we consider two plaintexts $m_i$ and $m'_i$, the addition homomorphic property of proposed cryptosystem ensures that
\[ D\left[\left(E\left(m_i, r_i\right) + E\left(m_j, r_j\right)\right) \mod N\right] = \left(m_i + m_j\right) \mod N, \quad (1 \leq i \leq (n-k) \times n, 1 \leq j \leq k \times n), \quad (10) \]

and

\[ D\left[k \cdot E\left(m_i, r_i\right) \mod N\right] = k \cdot m_i \mod N, \quad (1 \leq i \leq (n-k) \times n, 1 \leq j \leq k \times n) \quad (11) \]

where \( N = p \cdot q \) is a product of two large prime numbers \( p \) and \( q \), \((n-k) \times n\) is the dimension of matrix \( M_f \), and \( k \times n \) is the numbers of random numbers.

### 3.4 Lossless Compression of Encrypted Speech

In the compression procedure, all of the encrypted speech samples are converted to two parts of smaller cipher-texts by removing the mutual information in each encrypted sample to reduce data size. In the compression process, every encrypted speech sample is divided into two parts: the first part made up of the cipher-text \( S = \{s_{ij} | i = 1, 2, \ldots, h; j = 1, 2, \ldots, h\} \) as Eq. (12), the second part is the cipher-text \( C^* = \{c_{ij}^* | i = 1, 2, \ldots, h; j = 1, 2, \ldots, h\} \) as Eq. (13). The information in the second part will be reserved and the information redundancy in the first part will be reduced. The details are shown as follows:

1) The first part speech cipher-text \( S \) and the second part speech cipher-text \( C^* \) of an encrypted speech \( C \) can be acquired by calculating \( s_{ij} \) and \( c_{ij}^* \). Namely,

\[ s_{ij} = \left\lfloor \frac{c_{ij}^*}{2^{15}} \right\rfloor, \quad (12) \]

and

\[ c_{ij}^* = c_{ij} - 2^{15} \cdot s_{ij} \quad (13) \]

Here, the value \( 2^{15} \) is information redundancy in encrypted speech, \( c_{ij} \) is the encrypted speech samples.

2) All the data generated from \( s_{ij} \) and \( c_{ij}^* \) are collected in the first part and the second part, which are the encrypted speech and stored in the cloud. Reducing the information redundancy \( 2^{15} \) in Eq. (13) is aim at producing the lossless compressed data of encrypted speech.

The proposed scheme is linear to its encrypted process. The cipher-texts and plaintexts can be formation linear functional relationship. The compression results also have the same nature. The linearity process of compression does not influence homomorphism of the proposed scheme.

### 3.5 Speech Reconstruction

With the compressed data and the value \( 2^{15} \), a receiver can perform the following process to reconstruct the original encrypted speech. It can satisfy different requirements by selecting one part compressed data \( S \) or two parts compressed data \( S \) and \( C^* \).

1) Decompose the received compressed data, i.e., \( S \) and \( C^* \), and obtain the values of all samples \( s_{ij} \) and \( c_{ij}^* \), with the value \( 2^{15} \), the receiver calculates \( c_{ij} \) by using each sample of \( s_{ij} \) and \( c_{ij}^* \) at the same positions such as

\[ c_{ij} = c_{ij}^* + 2^{15} \cdot s_{ij} \quad (14) \]

All the data of samples \( c_{ij} \) are collected as original encrypted speech.

2) The compressed data \( S \) provides more detailed information about the original encrypted speech to produce a final reconstructed result. When required quality of decrypted speech is
not too high and storage resources are limited, only \( S \) is needed. When it is required that speech in special applications should be decrypted completely, then the two parts compressed, i.e., data \( S \) and \( C' \) need to be reconstructed lossless from original encrypted speech. The original speech cipher-text \( C \) will be decrypted by the process of homomorphic decryption illustrated in the next section. Since no information is lost in the reconstruction process, it is a lossless reconstruction.

### 3.6 Digital Speech Decryption

The decryption process of the speech cipher-texts is similar to the encryption and it involves running the algorithm in reverse. The process of decryption speech scheme is as follows:

With the symmetrical key pair \( P_1, P_2 \) of encryption system, the left inverse matrix \( P_1^{-1} \) of \( P_1 \) is calculated, and the cipher-texts \( C = \{c_{ij} \mid i = 1, 2, \ldots, h; \quad j = 1, 2, \ldots, h \} \) can be decrypted according to Eq. (15).

\[
M' = P_1^{-1} \cdot C \cdot P_2 = \sum_{i=1}^{n} \left( \sum_{j=1}^{h} \sum_{j=1}^{h} \sum_{j=1}^{h} \hat{p}_{ij} \cdot C'_{ij} \right) \cdot P_2^* \mod N = \begin{bmatrix}
m'_{11} & m'_{12} & \cdots & m'_{1n} \\
m'_{21} & m'_{22} & \cdots & m'_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
m'_{m1} & m'_{m2} & \cdots & m'_{mn} \\
\end{bmatrix} (15)
\]

where \( M' \) is defined as the decrypted result containing random numbers, \( \hat{p}_{ij} \) and \( p^*_y \) are the elements of \( P_1^{-1} \) and \( P_2 \), respectively.

### 3.7 Restore Decrypted Speech

The matrix units \( M(v) \) of original speech \( M = \{M(v) \mid v = 1, 2, \ldots, V\} \) can be reconstructed by discarding the last \( k \) rows random numbers of decrypted matrix units \( M' \), and the reconstructed result is shown as follows:

\[
M_f = \begin{bmatrix}
m_1 & m_2 & \cdots & m_n \\
m_{n+1} & m_n & \cdots & m_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
m_{(n-k)n+1} & m_{(n-k)n} & \cdots & m_{(n-k)n+n} \\
\end{bmatrix} (16)
\]

From Eq. (16), the speech matrices \( M_f \) can be restored into \( S \) frames of speech signal, thus the original speech signal samples are obtained. Then, we collect all of the decrypted frames to restore original speech signal.

### 4. Performance Analysis

#### 4.1 Security Analysis

The proposed speech homomorphic encryption scheme is secure under two conditions: the plain speech is regarded as “random data” for attackers, and the assumption that the plain speech is consisted of random large-numbers in \( N \), which is a product of two large prime numbers \( p \) and \( q \). In this scheme, the random numbers \( r_j \) are used for randomizing the plain speech samples to make the plain speech as “random data”. The proposed speech homomorphic encryption scheme with \( C_j = P_1 \cdot M'_j \cdot P_2^{-1} \) linearly encode a plain speech
$M'$ into a cipher speech $C_f$. The security of the speech homomorphic encryption scheme is based on the difficulty of dividing big prime number.

The threat of this scheme is known as plaintext attack. This attack is based on the availability of some plaintext-cipher-text pairs. Attackers can extract useful information in the encryption process, which can be used to decrypt speech cipher-texts. However, there are random numbers in the encrypted scheme, so the encrypted results are different when one speech matrix unit of plain speech is encrypted twice. Thus, the encryption algorithm is semantically secure and the plaintext attack cannot take effect.

In the proposed scheme, when users send an encrypted speech signal to the cloud. The users choose a key matrix pair $P_1, P_2$ and encrypt the speech signal via matrix multiplication $C = P_1 \cdot M \cdot P_2^{-1}$. Only the encrypted $C$ is transmitted to the cloud. It is very difficult to find the key matrix and the plain speech, if the attackers do not know the key which was used to encrypt the speech signal. In practice, the size $n$ of speech signal is very large; it is difficult to determine the plain speech without knowledge of the secret key.

The speech encryption scheme is secure under the assumption that the key matrix pair $P_1, P_2$ is uniformly random and independent for arbitrary dimension. The attackers cannot learn the key $P_1, P_2$. Suppose an attacker learns some key pairs of original speeches and their corresponding encrypted speeches in a Known Plaintext Attack model, the information available to the attacker under the Known Plain-Text Attack model is that the attacker can derive the original speech from encrypted speech, which is impossible for encrypting speeches once. This speech encryption scheme can encrypt speeches once safely, but it is not secure when the same key is used more than twice.

### 4.2 Characteristics of the Encrypted Speech

Short-time average energy and short-term average zero-crossing rate are speech characteristics in time domain. Short-time average energy can describe the energy variation of the segment of unvoiced or voiced speech with time-varying. The length of two speech frames of our proposed scheme is $2 \cdot J$, where $J$ is the length of one frame from part 3.1 in Section 3. The short-time average energy for one frame of original speech and two frames can be defined as follows:

$$E_{k_i} = \sum_{k_i=1}^{J} m_{k_i}^2$$ (17)

and

$$E_{k_i} + E_{k_j} = \sum_{k_i=1}^{J} m_{k_i}^2 + \sum_{k_j=1}^{J} m_{k_j}^2$$ (18)

Short time average energy of encrypted speech of two frames is given by Eq. (19), where $n \times n, h \times h > 2 \cdot J$. The energy derivation of this statement is also given by Eq. (19), from which it can be seen that the short-time average energy of cipher-texts is much larger than the plaintexts. Comparing Eq. (18) with Eq. (19), the short-time average energy of two speech frames of encrypted speech have been hugely changed, which means that the characteristics of speech cipher-texts is greatly different from the plaintexts.”
\[
E'_u = \sum_{k=1}^{2L} \left[ \sum_{j=1}^{2d} \left( \sum_{i=1}^{2d} c_{ij} \right)^2 \right]_{kj} = \sum_{k=1}^{2L} \left[ \sum_{j=1}^{2d} \sum_{i=1}^{2d} \sum_{j=1}^{2d} c_{ij} \cdot c_{ij} \cdot p'_{ji} \cdot p'_{ji} \right]_{kj}
\]

\[
= \sum_{k=1}^{2L} \left( \sum_{j=1}^{2d} \sum_{i=1}^{2d} \sum_{j=1}^{2d} p_{ij} \cdot m_{ji} \cdot p'_{ji} \cdot p'_{ji} \right)_{kj}
\]

\[
>> \sum_{k=1}^{2L} \sum_{j=1}^{2d} \sum_{i=1}^{2d} m_{ij}^4
\]

\[
> \sum_{k=1}^{2L} \left[ \sum_{j=1}^{2d} \sum_{i=1}^{2d} m_{ij}^2 \right]_{kj} + \sum_{k=1}^{2L} \left[ \sum_{j=1}^{2d} \sum_{i=1}^{2d} m_{ij}^2 \right]_{kj}
\]

\[
= \sum_{k=1}^{2L} m_{i}^2 + \sum_{k=1}^{2L} m_{j}^2
\]

where \( [\cdot]_{kj} \) is on behalf of “matrix”, \( k \) is the location of elements in the matrix, the numbers of \( k \) are equal to the total numbers of \( k_1 \) and \( k_2 \), \( p_{ij} \) and \( p'_{ji} \) are elements in Eq. (5) and Eq. (6), respectively.

The frequency information of digital speech can be revealed by short-term average zero-crossing rate to some extent. Short-term average zero-crossing rate can be decided by the numbers of plus-minus sample values. In this scheme, the key matrix must contain minus samples. When encrypting happens, the plus-minus of samples \( c_w(i) \) for the cipher-texts is different from the plaintexts’ \( m_w(i) \), so the short-term average zero-crossing rate for two frames is different. Short-term average zero-crossing rate of two frames of plain speech and cipher speech are shown as follows:

\[
Z_s = \sum_{i=1}^{s \times N - 1} \left| \text{sgn}\left[m_w(i)ight] - \text{sgn}\left[m_w(i-1)\right] \right| + \sum_{j=s+1}^{s \times N - 1} \left| \text{sgn}\left[m_w(j)\right] - \text{sgn}\left[m_w(j-1)\right] \right|
\]

(20)

where \( m_w(i) \) are samples of one speech frame, \( m_w(j) \) are samples of the other speech frame.

\[
Z'_s = \sum_{i=1}^{s \times k_1 + 2N - 1} \left| \text{sgn}\left[c_w(i)\right] - \text{sgn}\left[c_w(i-1)\right] \right|
\]

(21)

where \( c_w(i) \) are samples of cipher-texts for two speech frames.

Also, \( \text{sgn}[\cdot] \) is symbolic function and defined as follows:

\[
\text{sgn}\left[x(n)\right] = \begin{cases} 
1, & x(n) \geq 0; \\
-1, & x(n) < 0
\end{cases}
\]

(22)

From the above analysis, we can see that the short-time average energy and short-term average zero-crossing rate of the encrypted speech are greatly different from those of the original speech. These features of original speech are changed or missing after encrypting, so the attackers cannot obtained these features from the encrypted speech, and these features of encrypted are useless for the attackers.
5. Data Expansion Comparison and Computational Complexity

5.1 Data Expansion Analysis

The proposed speech homomorphic encryption method and Paillier cryptosystem are both probabilistic and addition homomorphic cryptosystem. However, due to working with large integer numbers in the encrypted domain, operations like exponentiation of Paillier cryptosystem become significantly expensive in terms of run-time compared to operations in the non-encrypted domain. Compared with Paillier cryptosystem, operations such as addition and multiplication of the proposed method are cheaper in terms of computation. It has high efficiency, low-complexity and less data expansion. It also can encrypt more samples one time than Paillier cryptosystem due to its matrix function structure.

Be realistic, fifteen samples of original speeches are taken and encrypted for example. The cipher-texts samples are produced by proposed method multiplied by one extend factor $Q = 10^{18}$ (the factor $Q$ is aimed at making the encrypted cipher-texts approach to Paillier’s), and the result is defined as $CQ$, the speech cipher-texts produced by Paillier cryptosystem are defined as $CP$. In order to make the speech cipher-texts smaller, the public key $g$ of Paillier can be 2. The comparison of data expansion between $CQ$ and $CP$ is shown in Fig. 1, from which we can know that the Paillier cryptosystem has much more data expansion than the proposed method, and the data expansion of Paillier cryptosystem is much bigger than that proposed with the samples enlargement.

![Fig. 1. Data expansion comparison of cipher-text between Paillier cryptosystem and the proposed method](image)
5.2 Computational Complexity Analysis

Generally speaking, the computational complexity of an algorithm should be expressed as

\[ T(n) = \Theta(f(n)) \]

where \( T(n) \) is time frequency, \( f(n) \) is the algorithm function of \( n \), and \( \Theta \) is asymptotic notation used for describing asymptotic behavior of function \( f(n) \).

According to the proposed speech homomorphic encryption scheme, its encryption function \( C = P_1 \cdot M \cdot P_2^{-1} \) has two times \( n \times n \) dimension matrices multiplication, which is two triple loops, each loop is from 1 to \( n \), all of calculation times are \( 2 \times n \times n \times n = 2 \cdot n^3 \). The decryption algorithm function \( M = P_1^{-1} \cdot C \cdot P_2 \) has the same function structure as the encryption mapping. Their computational complexities are all \( \Theta(n^3) \), which is the cubic order computation time complexity. And computational complexities of both encryption and decryption function are

\[
T(n) = \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} p_{ij} \cdot m_{ji} \right) \cdot p_{ij} = 2 \cdot \sum_{i=1}^{n} \sum_{j=1}^{n} \left( p_{ij} \cdot m_{ji} \right)
\]

\[
= 2 \cdot \sum_{i=1}^{n} \sum_{j=1}^{n} \Theta(p_{ij} \cdot m_{ji}) = \Theta(n^3)
\]

However, the encryption speech algorithm based on Paillier cryptosystem \([16-18]\) is \( C = g^m \cdot r^N \mod N^2 \), where \( m_i \) denotes the speech samples. Its encryption speech computational complexity is more than \( \Theta(g^n) \) (\( g \) is the public key in Paillier cryptosystem), which is linear exponent computation time complexity. The encryption computational complexity of Paillier cryptosystem is

\[
T(n) = \sum_{i=1}^{n} \Theta(g^m \cdot r^N \mod N^2) = r^N \cdot \sum_{i=1}^{n} \Theta(g^m \mod N^2) > \Theta(g^n)
\]

Paillier decryption algorithm is \( m_i = \left( (c_i^\lambda \mod N^2 - 1) / (g^\lambda \mod N^2 - 1) \right) \mod N \), and its computational complexity is more than \( \Theta(n^\lambda) \) (\( \lambda \) is the private key in Paillier cryptosystem, which is much bigger than 3), which is linear \( \lambda \)-th power order computation time complexity. The decryption algorithm computational complexity can be calculated as

\[
T(n) = \sum_{i=1}^{n} \Theta\left( \frac{c_i^\lambda \mod N^2 - 1}{g^\lambda \mod N^2 - 1} \right) \mod N
\]

\[
= \left( \frac{1}{g^\lambda \mod N^2 - 1} \right) \cdot \sum_{i=1}^{n} \Theta\left( c_i^\lambda \mod N^2 - 1 \right) \mod N > \Theta(n^\lambda)
\]

Through the above analysis, it is known that the proposed scheme has much lower computational complexity than Paillier cryptosystem, which means the former outperforms the latter asymptotically. In practice, when \( n \) is bigger, the Paillier cryptosystem will has much higher computational complexity than the proposed scheme.

To evaluate the time consumption of encryption and decryption of the proposed scheme, two types (Chinese for type 1 and English for type 2) of speech signals are selected from the well-known SQAM files \([30]\) as test speech signals, which are shown in Table 1. Time consumptions are measured not only on a PC with 3.40 GHz CPU and 4.00 GB main memory but also on a smartphone with 1.70 GHz CPU and 3.00 GB main memory (The brands of the
smartphone is “honor”, which model number is H60-L01).

Time consumptions of encrypting a 5-second Chinese speech file and a 4.5-second English speech file by the proposed scheme on the PC are 30.2466 seconds and 25.3075 seconds respectively. Decrypting of the Chinese speech and the English speech cipher-texts on the PC takes 26.7990 seconds and 24.2481 seconds respectively. Time consumptions of the proposed encryption scheme are compared with the Paillier cryptosystem’s. The trend of time consumptions of encryption is shown in Fig. 2, from which we can see that the proposed encryption scheme has less time consumption than Paillier cryptosystem, and the time consumptions on the smartphone are almost the same as that on the PC. The time consumptions of proposed decryption scheme are compared with the Paillier cryptosystem’s. The trend of time consumptions of decryption is shown in Fig. 3, from which we can see that the proposed decryption scheme has less time consumption than Paillier cryptosystem, and the time consumptions on the smartphone are almost the same as that on the PC. Therefore, it is practically feasible to achieve privacy protection of digital speeches for storing in the public cloud.

| Class | Number of samples | Length of speeches (s) |
|-------|-------------------|------------------------|
| Chi_1/Eng_1 | 32049/31984 | 2 |
| Chi_2/Eng_2 | 47834/48073 | 3 |
| Chi_3/Eng_3 | 64016/63951 | 4 |
| Chi_4/Eng_4 | 80082/80165 | 5 |
| Chi_5/Eng_5 | 95921/96166 | 6 |
| Chi_6/Eng_6 | 111990/112095 | 7 |
| Chi_7/Eng_7 | 128312/127900 | 8 |
| Chi_8/Eng_8 | 143818/144254 | 9 |
| Chi_9/Eng_9 | 16092/160866 | 10 |
| Chi_10/Eng_10 | 175848/175946 | 11 |
| Chi_11/Eng_11 | 191890/191779 | 12 |
| Chi_12/Eng_12 | 208017/208173 | 13 |
| Chi_13/Eng_13 | 224007/224164 | 14 |

Fig. 2. The time consumption of encryption of Paillier cryptosystem and the proposed method. (a) The encrypted Chinese speeches, (b) The encrypted English speeches
6. Experimental Results

To evaluate the proposed speech homomorphic encryption scheme, four different type speeches (speech type 1 and 3 are Chinese speeches, speech type 2 and 4 are English speeches) are selected for testing. The number of sampling points of Chinese speeches is 39760 and 41874, and that of English speeches is 102400 and 440832. In all the experiments, the speech signals are adapted to 16-bit quantified monaural speech files. They were sampled at 44.1 kHz in the WAVE format. Each frame has 160 samples, and two frames are taken in a speech matrix unit. The sizes of $n$ and $h$ are set as 20 and 18, respectively. All experiments are performed on a PC with 3.40 GHZ CPU and 4.00 GB main memory. Meanwhile, some related experiments are conducted on a smartphone with 1.70 GHZ CPU and 3.00 GB main memory (The brands of the smartphone is “honor”, which model number is H60-L01).

6.1 Speech encryption and decryption

We demonstrate the performance of our proposed speech homomorphic encryption cryptosystem in Fig. 4 with speech type 1 and speech type 2 on the PC and in Fig. 5 with speech type 3 and speech type 4 on the smartphone, respectively. From Fig. 4 and Fig. 5, we can see that the waveforms of the encrypted speeches are uniform appearance, and the waveforms of decrypted speeches are visually no differences with the original speech signal. They prove that the proposed speech homomorphic encryption scheme has a good encryption and decryption performance. Therefore, it is practically feasible to achieve privacy protection of digital speeches in the public cloud not only on the PC but also on the smartphone.
Fig. 4. Homomorphic encryption and decryption of speech type 1 and speech type 2 on the PC

Fig. 5. Homomorphic encryption and decryption of speech type 3 and speech type 4 on the smartphone
6.2 Residual intelligibility

Speech spectrogram of cipher speech plays an important role in the evaluation of speech encryption. The spectrograms of the original and encrypted for speech type 1 and speech type 2 are shown in Fig. 6, and the spectrograms of the original and encrypted for speech type 3 and speech type 4 are shown in Fig. 7.

![Fig. 6. Spectrograms of the original speeches and the encrypted speeches for speech type 1 and speech type 2 on the PC](image1)

![Fig. 7. Spectrograms of the original speeches and the encrypted speeches for speech type 3 and speech type 4 on the smartphone](image2)
It can be seen that the intonation of original speeches is removed, and the spectrograms of encrypted speeches are very similar to white noise. The significative speech spectrograms are completely changed after encrypting by the proposed scheme, which indicates that no residual intelligibility of encrypted speeches can be used. Therefore, it is practically feasible to achieve privacy protection of digital speeches in the public cloud not only on the PC but also on the smartphone.

### 6.3 Statistical analysis

![Histograms of the original speeches and the encrypted speeches for speech type 1 and speech type 2 on the PC](image1)

![Histograms of the original speeches and the encrypted speeches for speech type 3 and speech type 4 on the smartphone](image2)

**Fig. 8.** Histograms of the original speeches and the encrypted speeches for speech type 1 and speech type 2 on the PC

**Fig. 9.** Histograms of the original speeches and the encrypted speeches for speech type 3 and speech type 4 on the smartphone
Attackers can attack the encrypted speeches through revealing the histograms, which do not change or change little. In addition to spectrogram analysis, histogram analysis is also used to evaluate the performance of speech encryption here. Fig. 8 shows the histograms of encrypted speech for speech type 1 and speech type 2 on the PC, and Fig. 9 shows the histograms of encrypted speech for speech type 3 and speech type 4 on the smartphone. It can be seen that the histogram of the encrypted speeches by the proposed speech homomorphic encryption scheme is nearly uniformly distribution, which makes the statistical attacks difficult. The attackers cannot reveal the original histograms from the encrypted speeches. Therefore, it is practically feasible to achieve privacy protection of digital speeches in the public cloud not only on the PC but also on the smartphone.

6.4 Correlation of two adjacent samples

In order to further assess the encryption quality of our proposed speech homomorphic encryption algorithm, the correlation between two adjacent samples in the original speech and encrypted speech is used. We randomly select 15000 pairs of adjacent samples from the original speech and encrypted speech. The correlation coefficients are calculated by the Eq. (26) and Eq. (27). The correlation coefficients of four types selected speeches are calculated and tabulated in Table 2.

\[
\text{cov}(x, y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x)) \cdot (y_i - E(y)), \tag{26}
\]

and

\[
\text{corr}(x, y) = \frac{\text{cov}(x, y)}{\sqrt{D(x)} \cdot \sqrt{D(y)}}, \tag{27}
\]

where

\[
E(x) = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad E(y) = \frac{1}{N} \sum_{i=1}^{N} y_i, \tag{28}
\]

and

\[
D(x) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x))^2, \quad D(y) = \frac{1}{N} \sum_{i=1}^{N} (y_i - E(y))^2, \tag{29}
\]

cov\( (x, y) \) is the covariance between \( x \) and \( y \), \( E(x) \) and \( E(y) \) are the means of \( x \) and \( y \), \( D(x) \) and \( D(y) \) are the variances of \( x \) and \( y \), and \( N \) is the number of speech samples involved in the calculations. Besides, \( x \) and \( y \) are the two adjacent sample values in the speech.

From Table 2, we can see that the encrypted speeches have small values of correlation coefficients, which demonstrate that the proposed speech homomorphic encryption scheme has low correlation and good encryption quality.

| Types of speech | Original speech | Encrypted speech |
|----------------|----------------|-----------------|
| Male speech (Chinese) | 0.9984 | 0.0746 |
| Female speech (Chinese) | 0.8220 | 0.1910 |
| Male speech (English) | 0.7813 | -0.5314 |
| Female speech (English) | 0.9488 | 0.0027 |
6.5 Quality of decrypted speech

To evaluate perceptual quality of decrypted speech signals, there are three objective criteria: Signal to-Noise Ratio (SNR), segmental Signal-to-Noise Ratio (SegSNR) and the correlation coefficient. SNR is a measure that compares the level of a desired signal to the level of background noise; it can be applied to the speech signals. The SegSNR is determined by short segments of the signal, and is a good estimator for speech signal quality. The correlation coefficient is a number that quantifies a type of correlation and dependence, meaning statistical relationships between the original speech and the decrypted speech in fundamental statistics. In this paper, we implement these three objective metrics on 100 speeches in SQAM database [30]. The results are listed in Table 3, from which we can see that the decrypted speeches have good quality.

The definition of SNR is given as Eq. (30):

\[
SNR = 10 \cdot \lg \left( \frac{\sum_{i=1}^{L} a(i)^2}{\sum_{i=1}^{L} (a(i) - a'(i))^2} \right)
\]

where \(a(i)\) is the original speech signal, and \(a'(i)\) is the decrypted speech signal.

Segmental Signal-to-Noise Ratio is defined as follows:

\[
SegSNR = 10 \cdot \frac{\sum_{w=0}^{W-1} \sum_{i=K \cdot w}^{K \cdot (w+1)-1} \left( \frac{a(i)}{a(i) - a'(i)} \right)^2}{W}
\]

where \(W\) is the number of segments in the speech signal, \(K\) is the length of each segment, \(a(i)\) and \(a'(i)\) are the original speech signal and the decrypted speech signal respectively.

The correlation coefficients defined as Eq. (32).

\[
R_{aa'} = \frac{\text{cov}(a(i), a'(i))}{\sqrt{D(a(i))} \cdot \sqrt{D(a'(i))}}
\]

where \(a(i)\) is the original speech signal, \(a'(i)\) is the decrypted speech signal, and \(R_{aa'}\) is the correlation coefficient.

| Quality metrics | Value     |
|-----------------|-----------|
| \(SNR\) (dB)    | Inf       |
| \(segSNR\) (dB) | Inf       |
| \(R_{aa'}\)     | 1.0000    |

7. Conclusion

The privacy preservation and signal processing over encrypted domain of personal speech have become more and more important in the cloud computing. In this paper, one practical and low-complexity addition homomorphic symmetrical encryption scheme for speech signal is proposed. The proposed scheme firstly preprocesses the original speech as matrix and then encrypts the preprocessed speech signal by the proposed homomorphic encryption scheme. The encrypted speech is compressed in order to be stored in the cloud with less storage space used. The algorithm analysis and experimental results show that the proposed scheme is an
addition homomorphic encryption with good diffusibility and perfect randomness of speech cipher-texts. The proposed scheme also wipes off some speech characteristics of original speech, and it is robust to statistical analysis attacks. Compared with the popular Paillier cryptosystem, the proposed scheme has less data expansion and lower computational time complexity. In addition, the proposed scheme is fit for operation on the smartphone.
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