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Clean energy has become a growing concern, and many organizations pay attention to environmental protection and energy production as well. In the last few decades, the wind turbine has become the core of clean energy production and has advanced in generating electricity from 40 kW to 5 MW. However, the new design of the wind turbine causes several potential failures which frequently lead to the inability to accomplish the operational requirements intended to meet the customers’ expectations. As a solution to this problem, the present paper proposes a novel systematic approach that combines Multicriteria Decision-Making (MCDM) techniques and Failure Mode Effects and Criticality Analysis (FMECA) tool to reveal the fatal failures and optimize the maintenance actions. To further develop the preceding framework, this work will not only rely on the three risk factors that are involved in the traditional Risk Priority Numbers (RPN) approach but also will consider the economic aspect of the system. In the proposed approach, the grey Analytic Hierarchy Process (AHP) method is applied in the first place to calculate the weights of the four risk factors criteria. Second, the grey Multiattribute Border Approximation area Comparison (MABAC) technique is applied to rank the failure modes and their criticality on the whole system. The proposed model is verified within an organization of renewable energy production in Morocco. Furthermore, the results of the comparative and the sensitivity analysis affirm that the proposed research framework is adequate for enhancing other complex systems design, especially in a developing world where funds and resources are scarce.

1. **Introduction**

In the recent decades, maintenance has become a widely used concept and an indispensable research issue for both management and engineering disciplines. The exploitation of reliability and maintainability concepts has significantly increased to ameliorate the preventive measures and the capability of the system in responding to emergencies. Technically, most systems embody as an amalgamation of many other interconnected components which must all function together to accomplish the operational requirements [1].

As a whole, several organizations seek to determine the major causes of the failures, measure their risks, and adopt adequate practical measures to alleviate and control them. According to IEC 31010: 2019, numerous risk assessment procedures could be used including Root Cause Analysis (RCA), Fault Tree Analysis (FTA), Event Tree Analysis (ETA), Hazard and Operability Analysis (HAZOP), and Failure Mode and Effect Analysis (FMEA) [2].

Failure Mode and Effect Analysis (FMEA) is a reliability analysis tool and a design “bottom-up” approach devoted to examine the failure modes and determine their effects on the overall system functioning [3]. However, it has been applied in various industrial fields, such as the renewable energy [4–6], nuclear [7], automotive [8], and manufacturing [9]. The latter also comprises a Criticality Analysis (CA) which is a qualitative analysis technique employed to measure the
probability of the failure modes of a system [10]. The Criticality Analysis (CA) relies on the development of the Risk Priority Number (RPN) approach attained through the multiplication of the three main risk factors: “severity (S), occurrence (O), and detection (D)” [11].

Clean energy, notably wind power, presents a current debate and that goes back to the increasing awareness of countries toward environmental protection. According to the U.S Department of Commerce, the sustainable manufacturing is “the creation of manufactured products that use processes that minimize negative environmental impacts, conserve energy and natural resources, are safe for employees, communities, and consumers, and are economically sound” [12]. Until now, the worldwide mounted numerous wind turbines with a capacity of 21% per year. At the beginning of 2020, the wind power generation will have become the pillar of clean energy and will have exceeded 15% of the global electricity production [13]. However, the traditional risk factors of the RPN approach have been criticized due to the following motives [14–17]:

(i) traditional RPN approach takes into account only three risk factors, abandoning other essential “economic aspects”

(ii) The multiplicity of the risk factors for measuring the failures risk evaluation is questionable and variant to the critical factors deviations

(iii) Multiplication operation of the risk factors is unable to detect the inherent risk in each failure mode, and that implies the lack in the mathematical foundation

(iv) Traditional attributes of the RPN approach lead to imprecise results due more to the fuzzy data collected from experts and decision-makers through the process of the risk evaluation

(v) traditional RPN approach cannot correctly measure the weights of the failure modes

(vi) The risk factors are evaluated by cross-functional decision-makers using linguistic variables which are translated into crisp numbers ranging from 1 to 10, neglecting the ingrained ambiguity

A need remains for developing a simplified methodical risk assessment approach that serves to identify the potential failure modes and mitigate their effects on the whole system. As an answer to this challenge, this paper proposes a methodology that combines multicriteria decision-making (MCDM) methods, namely, AHP-MABAC and FMECA, to control fatal failure modes. The proposed framework is supported by the use of the Grey Systems Theory (GST) to handle the fuzziness and the ambiguity of the decision-makers’ preference judgements [18]. The main contribution of this paper is to take into consideration the economic aspect (expected costs) of the system in the RPN approach and reduce the risk factors integers to a (1–10) scale in order to decrease the risk in the assessment process [19]. Furthermore, the wind turbine has been designated, as a complex system with hierarchical levels, to verify the proposed grey model. Finally, a comparative study is performed to verify the feasibility of the proposed model, and a sensitivity analysis is carried out to check the criteria weights variation impact on the ranking results.

The remainder of the present paper is structured as follows: a literature review of relevant existing studies is presented in Section 2. In Section 3, the flowchart and research framework are provided. In Section 4, the grey AHP and grey MABAC models are developed. The application of the proposed framework in a real-world case study is furnished in Section 5. The comparative analysis and the consequences of the sensitivity analysis are outlined in Section 6. Finally, Section 7 highlights the closing remarks, study contributions, conclusions, and recommendation for future researches.

2. Literature Review

2.1. Risk Factors in FMECA. Nowadays, the FMECA is used in several “risk-based” industries including “engineering, automotive, medical, and chemical,” [20]. This approach was initially introduced by the U.S. Military and it implies an inductive “bottom-up” risk analysis [10]. The FMECA is defined as “an analysis tool that identifies all the ways a particular component can fail, what its effects would be at the subsystem level and ultimately on the system, and what the criticality is,” [21]. On the other hand, Lee defined the FMEA as “a procedure for analysis of potential failure modes within a system using the classification by the severity or evaluation of the failure’s effect upon the system, where the failure modes refer categories of detailed failures according to the mechanism under a certain circumstance of the whole system” [22]. The Criticality Analysis (CA) is as an extension of the FMEA which allows analysts to quantitatively rank the potential failure modes regarding their criticality on the whole system [23]. The latter could be performed quantitatively or qualitatively and also achieved with or without available data [24]. Braglia [25] acknowledged that the FMECA is an MCDM issue and highlighted four risk factors, namely, severity, detection, occurrence, and estimated costs. Therefore, the MCDM methodology is relevant to prioritize the failure modes and eliminate the inherent risks in the traditional FMECA [26].

2.2. Recent Applications of the AHP and MABAC Method. In general, the Multicriteria Decision-making (MCDM) methodology is regarded as one of the most practical approaches in decision science and comprises a wide set of techniques that qualitatively and quantitatively answer the research questions [27]. Due to its practicability, several studies have used MCDM approaches to solve complex problems in the wind turbines [28–31]. Besides, the AHP method has been also employed to overcome difficulties in different areas such as “information technology” [32], “management” [33], “maintenance” [34], and “sustainable construction” [35]. On the other hand, the multiattribute border approximation area comparison (MABAC) is one of the most precise MCDM techniques that make the information as exact as possible by calculating the closeness
coefficient values. However, the MABAC technique has captivated numerous researchers since its commencement, and it has been successfully applied in different research domains such as “transport and logistics” [36], “material evaluation and selection” [37], “system engineer evaluation” [38], and “position selection of wind farms” [39]. Based on the literature review, any research which has used a grey model, namely, AHP-MABAC, is yet to assess the failure modes in the wind turbine.

2.3. Grey Systems Theory (GST). Artificial Intelligence Models (AIMs) embrace numerous practical models which can be used with the help of computer systems such as Grey Systems Theory (GST), Fuzzy Set Theory (FST), Rough Set Theory (RST), Decision Tree (DT), Support Vector Machine (SVM), Bayesian Networks (BN), Association Rule (AR), Dempster–Shafer Theory (DST), and Case-Based Reasoning (CBR) [40]. The AIMs can solve different problems based on experts’ knowledge and experiences. Therefore, the Grey Systems Theory is adopted to handle the uncertainty in the decision-making process through discrete information and partial data [41]. The latter is determined by grey formulas, grey numbers, and grey matrices, and it can be merged with the FMECA [42]. In this regard, grey system theory has been selected as the convenient artificial intelligence model due to its capacity to handle the fuzziness of experts’ judgment and assess the failure modes [43, 44]. As such, the advantages of the Grey Systems Theory over other models are briefly presented in Table 1.

The major benefit of adopting grey systems theory is manifested in its capability to formulate rational results employing a slight quantity of data [45, 46]. However, the grey numbers may contain unfinished or partial information, but the interval that comprises their values is determined [18]. The Grey Systems Theory (GST) has been effectively employed in various research areas such as “the outsourcing logistics activities,” “project risks management,” “automotive industry,” “information technology,” “business process,” and “insurance industry” [47–51].

2.4. Failure Modes in a Wind Turbine. Wind energy is one of the available powers in the world and could provide 2,600 TWh by 2020 which represents 12.3% of the global electricity provision, increasing to 21.8% by 2030 [52]. As wind energy exploitation expands, organizations require efficient solutions for expenditures management. In general, the operations and maintenance (O&M) of a 750 kW on-shore wind turbine costs approximately about 75–90% of the total investment costs [13, 53]. The main reason behind these enormous costs is the lack of revealing the most critical failure modes in the assembly. However, two sorts of wind turbine systems are globally manufactured: horizontal axis wind turbine (HAWT) and vertical axis wind turbine (VAWT) depending on the sector requirements [54]. The most used sort of wind turbine in the world is 3-blade entities containing the essential parts as illustrated in Figure 1.

The main role of the rotor and blades is to transfer the wind power into mechanical power through the main shaft by the help of a gearbox and the generator. The gearbox helps the generator to accelerate the speed close to electricity production. Thus, the role of the main shaft is to support the wind turbine bearings. Placement of the wind turbine with the wind direction is made by the yaw system and nacelles [56]. A wind turbine is a complex system with hierarchical levels that transforms natural wind energy into electrical energy. The wind turbine system structure is hierarchical and entails numerous attached parts and components to form a united assembly to generate the electricity. Table 2 shows the essential components and parts of the wind turbine assembly that work altogether to produce electrical power. The rapport is developed, based on deep relevant literature and experts’ knowledge in this area, to explain the relations among the indenture levels and the final indenture levels [54–56].

3. Research Framework

3.1. Projected Flowchart. The projected flowchart of failure mode evaluation for the wind turbine, based on the grey AHP-MABAC methodology, involves two essential phases which are graphically represented in Figure 2. The research framework can assist decision-makers and managers in the term of

(i) Determining the risk factors that cause fatal failure modes in a system
(ii) Calculating the criteria weights of the failure modes
(iii) Ranking the most critical failure modes and enhance the system design

The details of the proposed research framework are explained as follows:

Phase I: define the research problem and structure the risk factors and failure modes: the identification of the risk factors and the failure modes comes after the research problem definition. The risk factors and the failure modes have been designated through a review of the relevant literature and contributions of experts working in the clean energy production field. As a result, four risk factors have been selected, namely, occurrence, severity, detection, and expected costs. Besides, 25 failure modes have been arranged as the most important parts of the wind turbine. Furthermore, a hierarchical framework containing the evaluation of the risk factors and the failure modes of the wind turbine is furnished and presented in Figure 2.

Phase II: grey AHP model: the grey AHP model is applied with the support of the grey systems theory to evaluate the risk factor weights by following the calculation steps described in Figure 2. This model reveals the weights of each risk factor and checks the consistency rate of the decision-makers' judgements as well.

Phase III: grey MABAC model: the obtained risk factors weights from the grey AHP model are integrated with
the grey MABAC model to select the most critical failure modes in the wind turbine. The initial decision matrix is constructed with the support of the experts.

3.2. Proposed Framework. The main role of the proposed framework within this study is to support the decision-making process and guide managers to reveal the fatal failures in the wind turbine. Also, this framework will lead to the application of a rational approach that relies on the risk priority number (RPN). In theory, the RPN considers only three types of attributes, namely, “Severity (S), Occurrence (O), and Detection (D).” Practically, the research framework has taken into account the “expected costs (ECs)” to precisely measure the failure modes. As explained in Figure 3, the proposed RPN approach applies linguistic variables to prioritize the probability of the failure modes “occurrence,” the severity of the failure modes and their critical effect “rigorousness,” the opportunity of the failure mode being revealed “detection,” and the expected costs of the maintenance actions “expected costs.”

4. Methodology

4.1. Preliminaries. A grey number $\otimes N$ refers to an interval with defined upper and lower limits and undefined distribution information for $N$ [57]. In the following equation, $\underline{N}$ and $\overline{N}$. denote the lower and upper limits of $\otimes N$, correspondingly [58]:

$$\otimes N = [\underline{N}, \overline{N}] = [N' \in N | \underline{N} \leq N' \leq \overline{N}].$$

In the following equations, four main grey number mathematical operations are given [43]:

Addition: $\otimes N_1 + \otimes N_2 = [\underline{N_1} + \underline{N_2}, \overline{N_1} + \overline{N_2}]$

Subtraction: $\otimes N_1 - \otimes N_2 = [\underline{N_1} - \overline{N_2}, \overline{N_1} - \underline{N_2}]$

Division: $\otimes N_1 \div \otimes N_2 = [\underline{N_1}, \overline{N_1}] \times \left[\frac{1}{\overline{N_2}}, \frac{1}{\underline{N_2}}\right]$

Multiplication: $\otimes N_1 \times \otimes N_2 = \left[\min\left(N_1, \frac{N_1}{N_2}, \frac{N_1}{N_2}, \frac{N_1}{N_2}, \frac{N_1}{N_2}\right) \right.$

When it comes to a crisp number, the grey aggregation method is necessary to be applied. In the present work, a “degreying” technique is hereafter applied with the support of the translating fuzzy data into Crisp Scores (CFCS) [59, 60]. Thus, $\otimes N_{ij}'$ denotes the grey number of a cross-functional decision-maker, who will assess the impact of risk $i$ on a risk $j$ where $N_{ij}'$ and $\overline{N}_{ij}'$ represent the lower and upper grey values of the grey number $\otimes N_{ij}'$, similarly [58]:
The conversion of ambiguous data into crisp scores entails three main steps represented as follows:

Step 1: normalization:

\[
\Delta_{\text{max}} = \max_j N_{ij} - \min_j N_{ij}.
\]

\[
\bar{N}_{ij} = \frac{N_{ij} - \min_j N_{ij}}{\Delta_{\text{max}}}, \quad \ddot{N}_{ij} = \frac{\Delta_{\text{min}}}{\Delta_{\text{max}}}.
\]

where

\[
\Delta_{\text{max}} = \max_j N_{ij} - \min_j N_{ij}.
\]
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Figure 3: Projected flowchart.
### Table 3: Grey AHP model linguistic terms and grey weights [61].

| Linguistic weights       | Code | Grey weights |
|--------------------------|------|--------------|
| Absolute important       | (AI) | [7, 9]       |
| More important           | (MI) | [5, 7]       |
| Important                | (I)  | [3, 5]       |
| Moderately important     | (DI) | [1, 3]       |
| Equal important          | (EI) | [1, 1]       |

### Table 4: Linguistic terms and the evaluation scale for “occurrence” [43, 49, 64].

| Probability of failure         | Code | Grey value | Probability of failure occurrence |
|--------------------------------|------|------------|-----------------------------------|
| Extremely less                 | (EL) | [1, 2]     | $<10^{-3}$                        |
| Remote                         | (R)  | [1, 3]     | $10^{-5}$                         |
| Very slight                    | (VS) | [2, 4]     | $10^{-5}$                         |
| Slight                         | (S)  | [3, 5]     | $4 \times 10^{-4}$               |
| Occasional                     | (O)  | [4, 6]     | $2 \times 10^{-3}$               |
| Moderate                       | (M)  | [5, 7]     | $1 \times 10^{-2}$               |
| Frequent                       | (F)  | [6, 8]     | $4 \times 10^{-2}$               |
| High                           | (H)  | [7, 9]     | 0.20                              |
| Very high                      | (VH) | [8, 10]    | 0.33                              |
| Extremely high                 | (EH) | [9, 10]    | $\geq 0.5$                       |

### Table 5: Linguistic terms and the evaluation scale for “severity” [43, 49, 64].

| Failure effect       | Code | Grey value | Severity effect                                                                 |
|----------------------|------|------------|----------------------------------------------------------------------------------|
| Very minor           | (VM) | [1, 3]     | Effect is not noticed’                                                            |
| Minor                | (MI) | [2, 4]     | Very slight effect noticed’                                                        |
| Low                  | (L)  | [3, 5]     | Slight effect causing annoyance’                                                  |
| Moderate             | (MO) | [4, 6]     | Moderate effect and maintenance is required’                                      |
| Significant          | (S)  | [5, 7]     | Significant effect and system performance is degraded’                            |
| Major                | (MA) | [6, 8]     | Major effect and system performance is affected’                                  |
| Extreme              | (E)  | [7, 9]     | Extreme effect, system inoperable, and safety issue’                              |
| Hazardous            | (H)  | [8, 10]    | “Critical effect and system safety risk”                                          |
| Very hazardous       | (VH) | [9, 10]    | “Higher severity ranking of a potential failure mode”                            |

### Table 6: Linguistic terms and the evaluation scale for “detection” [43, 49, 64].

| Detection            | Code | Grey value | Possibility of detecting potential failures                                    |
|----------------------|------|------------|---------------------------------------------------------------------------------|
| Almost certain       | (AC) | [1, 2]     | “Certain detected”                                                             |
| Very high            | (VH) | [1, 3]     | “Very high detection”                                                           |
| High                 | (H)  | [2, 4]     | “High detection”                                                                |
| Moderately high      | (MH) | [3, 5]     | “Moderate detection”                                                            |
| Medium               | (M)  | [4, 6]     | “Medium detection”                                                              |
| Low chance           | (LC) | [5, 7]     | “Low detection”                                                                 |
| Slight               | (S)  | [6, 8]     | “Very low detection”                                                            |
| Remote               | (R)  | [7, 9]     | “Remote detection”                                                              |
| Very remote          | (VR) | [8, 10]    | “Very remote detection”                                                         |
| Absolute uncertainty | (AU) | [9, 10]    | ”No inspection and no chance”                                                   |

### Table 7: Linguistic terms and the evaluation scale for “expected costs.”

| Cost                | Code | Grey value | System repair costs |
|---------------------|------|------------|---------------------|
| Close to original price | (O)  | [9, 10]    | Cost is similar to the original |
| Enormously important | (EI) | [8, 10]    | Cost is enormously important’ |
| Very important      | (VI) | [7, 9]     | Cost is very important’           |
| Important           | (I)  | [6, 8]     | Cost is important’               |
| Moderately important | (MI)| [5, 7]     | Cost is moderately important’     |
| Moderate            | (M)  | [4, 6]     | Cost is moderate’                |
| Moderately low      | (ML) | [3, 5]     | Cost is quite low’                |
| Soft                | (S)  | [2, 4]     | Cost is acceptable’              |
| Distant             | (D)  | [1, 3]     | Cost is affordable’              |
| Approximately no cost | (N) | [1, 2]     | Almost no cost is required’       |
Step 2: computation of the total normalized crisp values:

\[
C_{ij}^r = \frac{\overline{N}_{ij}^r (1 - \overline{N}_{ij}^r) + (\overline{N}_{ij}^r \times \overline{N}_{ij}^r)}{1 - \overline{N}_{ij}^r + \overline{N}_{ij}^r}
\]  

(6)

Step 3: computation of the crisp values:

\[
V_{ij}^r = \min_j \overline{N}_{ij}^r + C_{ij}^r A_{\text{min}}^r
\]  

(7)

4.2. Grey AHP Model for the Risk Factors Evaluation. The grey AHP model is used to calculate the weights of risk factors. It entails three essential paces that could be explained as follows [61]:

Step 1: formulation of the grey comparison matrix: the decision-makers dispense a list of linguistic terms, as illustrated in Table 3. Then, these linguistic terms are translated into grey weights, as indicated in Table 3. Thus, the grey comparison matrix (\(\otimes Q\)) is constructed as follows:

\[
\otimes Q = (\otimes Q_{ij})_{n \times n}
\]  

(8)

where

\[
\otimes Q_{ij} = \left[ Q_{ij}, Q_{ij}^{-1} \right],
\]  

(9)

The values \(Q_{ij}\) and \(Q_{ij}^{-1}\) presented in equation (9) denote the minimum and the maximum values of the constructed grey comparison matrix \(\otimes Q_{ij}\), respectively.

Step 2: calculation of the consistency rate: the obtained grey values are transformed into crisp values by utilizing equation (10). Afterwards, the consistency rate of the constructed grey matrix is verified with the help of equations (11) and (12) [62]. In this pace, the decision-makers calculate the consistency index (CI) and compare it to the random index (RI) for the...
### Table 10: Performance rating of the decision-makers.

| Alternatives | Criteria | O | S | D | EC |
|--------------|----------|---|---|---|----|
| FM1 R, VS, VS, EL, VS | VH, VH, H, VH, VH | MH, M, LC, H, M | O, O, EI, O, O |
| FM2 EL, R, EL, R, R | VH, VH, VH, H, H | VH, H, S, VH, LC | M M, I, I, I |
| FM3 VS, S, R, R, R | VH, VH, VH, H, VH | M, L, S, VH, VH | VI, I, EI, VI, EI |
| FM4 EL, R, R, EL, EL | VH, VH, H, VH, VH | AC, VH, VH, VH, VH | O, O, O, EI, O |
| FM5 EL, R, EL, R, R | VM, MI, MI, MI | M, C, MH, LC, LC | ML, ML, I, M, M |
| FM6 O, M, M, S, F | MO, S, S, L, S | S, R, R, VR | ML, M, ML, ML, ML |
| FM7 VS, S, R, O, S | S, MA, MO, E, MO | M, MH, MH, S, LC | ML, ML, L, D, I |
| FM8 VS, VS, VS, EL, VS | MO, S, S, S, L | R, VR, R, VR | M, M, M, MI, MI |
| FM9 M, O, O, O, O | VH, H, H, MA, H | VH, H, H, VH, AC | MI, M, M, I, MI |
| FM10 R, VS, VS, EL, EL | H, H, E, MA, E | VH, H, H, VH | MI, MI, S, M |
| FM11 H, H, F, H, VH | MO, S, S, MO, S | VR, R, R, AU, R | ML, S, ML, ML, I |
| FM12 EL, EL, EL, EL | VM, MI, MI, C, MI | VR, R, VR, R, VR | N, D, N, S, D |
| FM13 EL, EL, EL, R, VS | VM, MI, MI, MI, MI | S, LC, M, LC, LC | I, VI, VI, I, VI |
| FM14 EL, EL, R, EL, R | MI, L, L, VM, MI | LCM, M | I, I, VI, I, I |
| FM15 VS, S, S, VS, S | MI, L, VM, L, MO | R, S, VR, S, M | N, D, D, N, D |
| FM16 VS, R, VS, O, VS | VH, VH, MI, VH, H | VH, VH, AC, VH, AC | O, O, O, O, EI |
| FM17 S, VS, VS, O, O | MI, L, VH, MO, L | R, VR, S, LG, S | S, ML, D, D, S |
| FM18 S, VS, S, VS, S | VH, H, H, L, H | H, VH, VH, H, AU | O, O, EI, EI, O |
| FM19 F, VS, H, F, H | VH, H, H, H, VH | M, H, R, R, VR | O, O, EI, VI, EI |
| FM20 M, F, F, M, F | VH, VH, VH, VH, H | MH, VH, S, AU, R | O, O, O, O, O |
| FM21 S, VS, S, S, VS | VH, H, E, H, E | R, H, LC, VR, VR | N, D, ML, D, MI |
| FM22 F, VH, S, F, F | MA, E, S, E, MO | S, R, MH, LG, S | M, MI, M, M, M |
| FM23 H, VH, VH, H, H | MO, S, MO, S, E | LC, S, AU, S, M | S, ML, D, S, D |
| FM24 H, EH, VH, VH, VH | S, MA, MO, L, S | R, VR, R, VR, R | D, D, S, ML, S |
| FM25 VH, EH, EH, M, VH | H, H, E, E, E | R, VR, R, VR, R | D, ML, D, D, D, M |

### Table 11: Average grey decision matrix ($\bar{T}$).

| Alternatives | Criteria | O | S | D | EC |
|--------------|----------|---|---|---|----|
| Alternative 1 (FM1) | [1, 3] | [9, 10] | [3, 5] | [9, 10] |
| Alternative 2 (FM2) | [1, 2] | [9, 10] | [3, 5] | [9, 7] |
| Alternative 3 (FM3) | [2, 4] | [9, 10] | [4, 6] | [7, 9] |
| Alternative 4 (FM4) | [1, 2] | [9, 10] | [4, 6] | [3, 5] |
| Alternative 5 (FM5) | [1, 2] | [1, 3] | [4, 6] | [3, 5] |
| Alternative 6 (FM6) | [4, 6] | [4, 6] | [6, 8] | [3, 5] |
| Alternative 7 (FM7) | [2, 4] | [5, 7] | [4, 6] | [3, 5] |
| Alternative 8 (FM8) | [2, 4] | [4, 6] | [7, 9] | [4, 6] |
| Alternative 9 (FM9) | [5, 7] | [9, 10] | [1, 3] | [5, 7] |
| Alternative 10 (FM10) | [1, 3] | [8, 10] | [1, 3] | [5, 7] |
| Alternative 11 (FM11) | [7, 9] | [8, 10] | [8, 10] | [3, 5] |
| Alternative 12 (FM12) | [1, 2] | [1, 3] | [8, 10] | [1, 2] |
| Alternative 13 (FM13) | [1, 2] | [1, 3] | [6, 8] | [6, 8] |
| Alternative 14 (FM14) | [1, 2] | [2, 4] | [5, 7] | [6, 8] |
| Alternative 15 (FM15) | [2, 4] | [2, 4] | [7, 9] | [1, 2] |
| Alternative 16 (FM16) | [2, 4] | [9, 10] | [1, 3] | [9, 10] |
| Alternative 17 (FM17) | [3, 5] | [2, 4] | [7, 9] | [2, 4] |
| Alternative 18 (FM18) | [3, 5] | [9, 10] | [2, 4] | [9, 10] |
| Alternative 19 (FM19) | [6, 8] | [9, 10] | [4, 6] | [9, 10] |
| Alternative 20 (FM20) | [5, 7] | [9, 10] | [3, 5] | [9, 10] |
| Alternative 21 (FM21) | [3, 5] | [9, 10] | [7, 9] | [1, 2] |
| Alternative 22 (FM22) | [6, 8] | [6, 8] | [6, 8] | [4, 6] |
| Alternative 23 (FM23) | [7, 9] | [4, 6] | [5, 7] | [2, 4] |
| Alternative 24 (FM24) | [7, 9] | [5, 7] | [7, 9] | [1, 3] |
| Alternative 25 (FM25) | [8, 10] | [8, 10] | [4, 6] | [2, 4] |
Table 12: Normalized grey decision matrix ($\tilde{P}$).

| Alternatives | O  | S   | D   | EC  |
|--------------|----|-----|-----|-----|
| Alternative 1 (FM₁) | [0.0000, 0.1250] | [1.0000, 1.0000] | [0.7143, 0.6250] | [1.0000, 1.0000] |
| Alternative 2 (FM₂) | [0.0000, 0.0000] | [1.0000, 1.0000] | [0.5714, 0.5000] | [0.7500, 0.8750] |
| Alternative 3 (FM₃) | [0.1429, 0.2500] | [1.0000, 1.0000] | [1.0000, 1.0000] | [1.0000, 1.0000] |
| Alternative 5 (FM₅) | [0.0000, 0.0000] | [0.0000, 0.0000] | [0.5714, 0.5000] | [0.2500, 0.3750] |
| Alternative 6 (FM₆) | [0.4286, 0.5000] | [0.3750, 0.4286] | [0.2857, 0.2500] | [0.2500, 0.3750] |
| Alternative 7 (FM₇) | [0.1429, 0.2500] | [0.5000, 0.5714] | [0.5714, 0.5000] | [0.2500, 0.3750] |
| Alternative 8 (FM₈) | [0.1429, 0.2500] | [0.3750, 0.4286] | [0.1419, 0.1250] | [0.3750, 0.5000] |
| Alternative 9 (FM₉) | [0.5714, 0.6250] | [1.0000, 1.0000] | [0.8263, 0.7500] | [0.5000, 0.6250] |
| Alternative 10 (FM₁₀) | [0.0000, 0.1250] | [0.8750, 1.0000] | [0.7500, 0.8750] | [0.5000, 0.6250] |
| Alternative 11 (FM₁₁) | [0.0748, 0.0610] | [0.0663, 0.0516] | [0.7574, 0.7519] | [0.4710, 0.5309] |
| Alternative 12 (FM₁₂) | [0.0748, 0.0610] | [0.1325, 0.1032] | [0.5714, 0.5000] | [0.4710, 0.5309] |
| Alternative 13 (FM₁₃) | [0.1390, 0.1143] | [0.0911, 0.0737] | [0.5508, 0.5639] | [0.3769, 0.3861] |
| Alternative 14 (FM₁₄) | [0.1497, 0.1220] | [0.0994, 0.0811] | [0.5508, 0.5639] | [0.3769, 0.3861] |

Table 13: Weighted grey decision matrix ($\tilde{G}$).

| Alternatives | O  | S   | D   | EC  |
|--------------|----|-----|-----|-----|
| Alternative 1 (FM₁) | [0.0748, 0.0686] | [0.1325, 0.1032] | [0.8263, 0.8146] | [0.7538, 0.7723] |
| Alternative 2 (FM₂) | [0.0748, 0.0610] | [0.1325, 0.1032] | [0.9640, 0.9399] | [0.5654, 0.6275] |
| Alternative 3 (FM₃) | [0.0855, 0.0762] | [0.1325, 0.1032] | [0.7574, 0.7519] | [0.6596, 0.7240] |
| Alternative 4 (FM₄) | [0.0748, 0.0610] | [0.1325, 0.1032] | [0.9640, 1.0025] | [0.5654, 0.6275] |
| Alternative 5 (FM₅) | [0.0748, 0.0610] | [0.0663, 0.0516] | [0.7574, 0.7519] | [0.4710, 0.5309] |
| Alternative 6 (FM₆) | [0.0855, 0.0762] | [0.0994, 0.0811] | [0.7574, 0.7519] | [0.4710, 0.5309] |
| Alternative 7 (FM₇) | [0.0748, 0.0610] | [0.0663, 0.0516] | [0.6197, 0.6266] | [0.7538, 0.7723] |
| Alternative 8 (FM₈) | [0.0855, 0.0762] | [0.0994, 0.0811] | [0.7574, 0.7519] | [0.4710, 0.5309] |
| Alternative 9 (FM₉) | [0.1176, 0.0991] | [0.1325, 0.1032] | [0.9640, 0.9399] | [0.5654, 0.6275] |
| Alternative 10 (FM₁₀) | [0.0748, 0.0610] | [0.0663, 0.0516] | [0.7574, 0.7519] | [0.4710, 0.5309] |
| Alternative 11 (FM₁₁) | [0.1176, 0.0991] | [0.1325, 0.1032] | [0.9640, 0.9399] | [0.5654, 0.6275] |
| Alternative 12 (FM₁₂) | [0.0748, 0.0610] | [0.0663, 0.0516] | [0.6197, 0.6266] | [0.3769, 0.3861] |
| Alternative 13 (FM₁₃) | [0.1176, 0.0991] | [0.1325, 0.1032] | [0.9640, 0.9399] | [0.5654, 0.6275] |
| Alternative 14 (FM₁₄) | [0.0855, 0.0762] | [0.0994, 0.0811] | [0.7574, 0.7519] | [0.4240, 0.4827] |
### Table 14: Grey BAA matrix (B).

| Alternatives | Criteria | GEO   | S      | D      | EC      |
|--------------|----------|-------|--------|--------|---------|
|              |          | [0.0963, 0.0819] | [0.1033, 0.0821] | [0.7064, 0.7088] | [0.5357, 0.5815] |

### Table 15: Grey BAA matrix (X).

| Alternatives | Criteria | O      | S      | D      | EC      |
|--------------|----------|--------|--------|--------|---------|
|              |          | [0.0215, 0.0133] | [0.0292, 0.0212] | [0.1198, 0.1058] | [0.2181, 0.1908] |
|              |          | [0.0215, 0.0209] | [0.0292, 0.0212] | [0.2575, 0.2311] | [0.0297, 0.0460] |
|              |          | [0.0108, 0.0057] | [0.0292, 0.0212] | [0.0510, 0.0431] | [0.1239, 0.1425] |
|              |          | [0.0215, 0.0209] | [0.0292, 0.0212] | [0.2575, 0.2937] | [0.2181, 0.1908] |
|              |          | [0.0215, 0.0209] | [-0.0371, -0.0304] | [0.0510, 0.0431] | [-0.0646, -0.0506] |
|              |          | [0.0106, 0.0095] | [-0.0122, -0.0083] | [-0.0867, -0.0822] | [-0.0646, -0.0506] |
|              |          | [-0.0108, -0.0057] | [-0.0040, -0.0009] | [0.0510, 0.0431] | [-0.0646, -0.0506] |
|              |          | [-0.0108, -0.0057] | [-0.0122, -0.0083] | [-0.1556, -0.1449] | [-0.0174, 0.0023] |
|              |          | [0.0213, 0.0172] | [0.0292, 0.0212] | [0.2575, 0.2311] | [0.0297, 0.0460] |
|              |          | [0.0215, -0.0133] | [0.0292, 0.0212] | [0.2575, 0.2311] | [0.0297, 0.0460] |
|              |          | [0.0427, 0.0324] | [-0.0122, -0.0083] | [0.2244, -0.2075] | [-0.0646, -0.0506] |
|              |          | [-0.0215, -0.0209] | [-0.0371, -0.0304] | [0.2244, -0.2075] | [-0.1588, -0.1954] |
|              |          | [-0.0215, -0.0209] | [-0.0371, -0.0304] | [-0.0867, -0.0822] | [0.0768, 0.0942] |
|              |          | [-0.0215, -0.0209] | [-0.0288, -0.0231] | [-0.0179, -0.0196] | [0.0768, 0.0942] |
|              |          | [-0.0108, -0.0057] | [-0.0288, -0.0231] | [-0.1556, -0.1449] | [-0.1588, -0.1954] |
|              |          | [-0.0108, -0.0057] | [0.0292, 0.0212] | [0.2575, 0.2311] | [0.2181, 0.1908] |
|              |          | [-0.0001, 0.0019] | [-0.0288, -0.0231] | [-0.1556, -0.1449] | [-0.1117, -0.0988] |
|              |          | [-0.0001, 0.0019] | [0.0292, 0.0212] | [0.1887, 0.1684] | [0.2181, 0.1908] |
|              |          | [0.0320, 0.0248] | [0.0292, 0.0212] | [0.0510, 0.0431] | [0.2181, 0.1908] |
|              |          | [0.0213, 0.0172] | [0.0292, 0.0212] | [0.1198, 0.1058] | [0.2181, 0.1908] |
|              |          | [-0.0001, 0.0019] | [0.0292, 0.0212] | [-0.1556, -0.1449] | [-0.1588, -0.1954] |
|              |          | [0.0320, 0.0248] | [0.0043, 0.0064] | [-0.0867, -0.0822] | [-0.0174, -0.0023] |
|              |          | [0.0427, 0.0324] | [-0.0122, -0.0083] | [-0.0179, -0.0196] | [-0.1117, -0.0988] |
|              |          | [0.0427, 0.0324] | [-0.0040, -0.0009] | [-0.1556, -0.1449] | [-0.1588, -0.1471] |
|              |          | [0.0534, 0.0400] | [0.0209, 0.0212] | [0.0510, 0.0431] | [-0.1117, -0.0988] |

### Table 16: Closeness coefficient (CC) and ranking of the failure modes.

| Alternatives | CCi   | Rank |
|--------------|-------|------|
| Alternative 1 (FM1) | 0.6500 | 6    |
| Alternative 2 (FM2) | 0.5722 | 8    |
| Alternative 3 (FM3) | 0.3944 | 10   |
| Alternative 4 (FM4) | 0.9681 | 1    |
| Alternative 5 (FM5) | -0.1310 | 16   |
| Alternative 6 (FM6) | -0.2845 | 18   |
| Alternative 7 (FM7) | -0.4042 | 13   |
| Alternative 8 (FM8) | -0.3572 | 19   |
| Alternative 9 (FM9) | 0.6531 | 5    |
| Alternative 10 (FM10) | 0.5715 | 9    |
| Alternative 11 (FM11) | -0.4926 | 20   |
| Alternative 12 (FM12) | -0.8961 | 25   |
| Alternative 13 (FM13) | -0.1079 | 14   |
| Alternative 14 (FM14) | 0.0393 | 11   |
| Alternative 15 (FM15) | -0.7230 | 24   |
| Alternative 16 (FM16) | 0.9314 | 2    |
| Alternative 17 (FM17) | -0.5610 | 22   |
| Alternative 18 (FM18) | 0.8182 | 3    |
| Alternative 19 (FM19) | 0.6101 | 7    |
| Alternative 20 (FM20) | 0.7233 | 4    |
| Alternative 21 (FM21) | -0.6024 | 23   |
| Alternative 22 (FM22) | -0.1212 | 15   |
| Alternative 23 (FM23) | -0.1934 | 17   |
| Alternative 24 (FM24) | -0.5362 | 21   |
| Alternative 25 (FM25) | 0.0190 | 12   |
appropriate value of criteria $n$. To move to the next pace, the consistency rate of the study must be minor than 0.1.

$$Q_{ij} = \frac{1}{2} \times \left( Q_{ij} + \overline{Q}_{ij} \right), \quad (10)$$

$$CI = \frac{\left( V_{\max} - n \right)}{(n - 1)}, \quad (11)$$

$$CR = \left( \frac{CI}{RI} \right). \quad (12)$$

Step 3: normalization of the grey weights: the grey row sums ($\otimes S_j$) are normalized by applying equations (13), (15), and (16) given below to determine the final grey weights ($\otimes x_j$) of criterion, respectively. The obtained grey values are subsequently integrated with the grey MABAC method to rank the alternatives.

4.3. Grey MABAC Model for the Failure Modes Prioritizing. After obtaining the weights coefficients from the grey AHP model, the ground is ready to develop the mathematical equations of the grey MABAC model. The process of
### Table 18: Comparative analysis results.

| Alternatives   | Traditional RPN (O×S×D) | Rank | CCI  | Rank | CCI  |
|----------------|--------------------------|------|------|------|------|
| Alternative 1  | 72                       | 14   | 0.1132 | 7    | 0.6500 |
| Alternative 2  | 20                       | 20   | 0.1910 | 5    | 0.5722 |
| Alternative 3  | 150                      | 10   | 0.0386 | 9    | 0.3944 |
| Alternative 4  | 9                        | 22   | 0.2446 | 3    | 0.9681 |
| Alternative 5  | 5                        | 25   | -0.0887 | 21  | -0.1310 |
| Alternative 6  | 175                      | 8    | -0.0336 | 17  | -0.2845 |
| Alternative 7  | 60                       | 16   | -0.0078 | 15  | -0.0424 |
| Alternative 8  | 120                      | 11   | -0.2098 | 24  | -0.3572 |
| Alternative 9  | 8                        | 13   | 0.3357 | 1    | 0.6531 |
| Alternative 10 | 36                       | 19   | 0.2157 | 4    | 0.5715 |
| Alternative 11 | 288                      | 5    | 0.0079 | 12   | -0.4926 |
| Alternative 12 | 9                        | 22   | -0.2794 | 25  | -0.8961 |
| Alternative 13 | 7                        | 24   | -0.0680 | 20  | -0.1079 |
| Alternative 14 | 12                       | 21   | -0.0349 | 18  | 0.0393 |
| Alternative 15 | 48                       | 18   | 0.0460 | 8    | -0.7230 |
| Alternative 16 | 60                       | 16   | 0.2942 | 2    | 0.9314 |
| Alternative 17 | 64                       | 15   | -0.0606 | 19  | -0.5610 |
| Alternative 18 | 120                      | 11   | -0.1159 | 22  | 0.8182 |
| Alternative 19 | 350                      | 2    | 0.0016 | 13   | 0.6101 |
| Alternative 20 | 240                      | 6    | 0.0255 | 11   | 0.7233 |
| Alternative 21 | 160                      | 9    | -0.1311 | 23  | -0.6024 |
| Alternative 22 | 336                      | 3    | 0.0006 | 14   | -0.1212 |
| Alternative 23 | 192                      | 7    | 0.1881 | 6    | -0.1934 |
| Alternative 24 | 320                      | 4    | 0.0276 | 10   | -0.5362 |
| Alternative 25 | 360                      | 1    | -0.0318 | 16  | 0.0190 |

**Figure 6: Negative correlation.**

**Figure 7: Positive correlation.**
applying the grey MABAC model consists of seven main paces as given below:

Step 1: generating the initial decision matrix \((\bar{T})\): the research problem considers \(m\) number of alternatives \((A_i, i = 1, 2, 3, \ldots, m)\) and \(n\) number of criteria \((C_j, j = 1, 2, 3, \ldots, n)\). Here, \(\bar{T}^k = [\bar{t}_{ij}^k]_{m \times n}\) denotes the grey decision matrix generated by the decision-maker \(R_k\) and with the support of Tables 4–6.

\[
\bar{T}^k = [\bar{t}_{ij}^k]_{m \times n}
\]

\[
\bar{T}^k = \begin{bmatrix}
\bar{t}_{11}^k & \bar{t}_{12}^k & \bar{t}_{13}^k & \cdots & \bar{t}_{1n}^k \\
\bar{t}_{21}^k & \bar{t}_{22}^k & \bar{t}_{23}^k & \cdots & \bar{t}_{2n}^k \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{t}_{m1}^k & \bar{t}_{m2}^k & \bar{t}_{m3}^k & \cdots & \bar{t}_{mn}^k
\end{bmatrix}_{m \times n}
\]

Figure 8: Developed model sensitivity analysis.

| RPN criteria          | Original | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|-----------------------|----------|------------|------------|------------|------------|
| C1 (occurrence)       | 0.0679   | 0.0793     | 0.0788     | 1.061      | 0.0774     |
| C1 (severity)         | 0.0589   | 0.0516     | 0.0718     | 0.0783     | 0.0699     |
| C3 (detection)        | 0.4916   | 0.4896     | 0.2416     | 0.2696     | 0.2154     |
| C4 (expected cost)    | 0.3815   | 0.3795     | 0.6078     | 0.5461     | 0.6373     |

Table 19: Diverse scenarios of risk factors weights.
where $t_{ij}^k$ denotes the performance grade of $A_i$ with respect to criterion $C_j$ according to $R_k$ ($k = 1, 2, 3, \ldots, K$). Thus, the cross-functional decision-makers $K$ are involved in the evaluation procedure. Each $R_k$ is given equal importance $\alpha_k$ (where $\sum_{k=1}^{K} \alpha_k = 1$). Then, the grey systems theory is applied to handle the fuzziness of the collected data. The linguistic variables and the grey scale for the four risk factors are given in Tables 4–7.

Step 2: formation of the grey decision matrix ($\bar{T}$): the decision matrices are gathered from the cross-functional decision-makers to aggregate the initial decision matrices $\bar{T}^k$ ($k = 1, 2, 3, \ldots, K$) into a grey decision matrix set $\bar{T} = \{\otimes t_{ij}^k\}_{mn}$ as follows:

$$
\bar{T}^k = \left[ \otimes t_{ij}^k \right]_{mn}
= \left[ \begin{array}{cccc}
\bar{t}_{11} & \bar{t}_{12} & \cdots & \bar{t}_{1m} \\
\bar{t}_{21} & \bar{t}_{22} & \cdots & \bar{t}_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\bar{t}_{m1} & \bar{t}_{m2} & \cdots & \bar{t}_{mn}
\end{array} \right]_{mn}
$$

(19)

$$
t_{ij} = \sum_{k=1}^{K} \alpha_k \times t_{ij}^k, \quad \bar{t}_{ij} = \sum_{k=1}^{K} \alpha_k \times \bar{t}_{ij}^k
$$

(20)

where $m$ denotes the total number of the alternatives and $n$ denotes the total number of the criteria.

Step 3: normalization of the elements from the grey aggregated decision matrix ($\bar{P}$): the normalization of
the elements of the grey aggregated matrix \( \hat{P} \) are identified from the initial matrix \( \tilde{T} \) applying the following equation:

\[
\otimes p_{ij} = \left[ p_{ij}, \bar{p}_{ij} \right] = \begin{bmatrix} \frac{t_{ij}}{\bar{t}_{ij}} & \frac{1}{\bar{t}_{ij}} \\ \frac{t_{ij}}{\bar{t}_{ij}} & \frac{1}{\bar{t}_{ij}} \end{bmatrix} \tag{21}
\]

where \( t_{ij} \) and \( \bar{t}_{ij} \) are the elements of the grey aggregated matrix \( \hat{P} \). Following equation:

\[
\hat{P} = \left[ \otimes t_{ij} \right]_{m \times n} = \begin{bmatrix} \left[ p_{11}, \bar{p}_{11} \right] & \left[ p_{12}, \bar{p}_{12} \right] & \left[ p_{13}, \bar{p}_{13} \right] & \cdots & \left[ t_{1m}, \bar{t}_{1n} \right] \\
\left[ p_{21}, \bar{p}_{21} \right] & \left[ p_{22}, \bar{p}_{22} \right] & \left[ p_{23}, \bar{p}_{23} \right] & \cdots & \left[ p_{2n}, \bar{p}_{2n} \right] \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left[ p_{m1}, \bar{p}_{m1} \right] & \left[ p_{m2}, \bar{p}_{m2} \right] & \left[ p_{m3}, \bar{p}_{m3} \right] & \cdots & \left[ p_{mn}, \bar{p}_{mn} \right] \end{bmatrix}
\tag{22}
\]

Step 4: computation of the elements from the grey-weighted decision matrix \((\tilde{G})\): the elements of the weighted matrix \((\tilde{G})\) are computed based on equation (23). Thus, \( W_j \) denotes the weighted coefficients of the criterion \( j \). By applying equation (24), the weighted matrix \((\tilde{G})\) is formulated as follows:

\[
\otimes g_{ij} = \left[ g_{ij}, \bar{g}_{ij} \right] = W_j \times \otimes p_{ij} = \left[ W_j \times p_{11}, W_j \times \bar{p}_{11} \right],
\tag{23}
\]

\[
\tilde{G} = \left[ \otimes g_{ij} \right]_{m \times n} = \begin{bmatrix} \left[ g_{11}, \bar{g}_{11} \right] & \left[ g_{12}, \bar{g}_{12} \right] & \left[ g_{13}, \bar{g}_{13} \right] & \cdots & \left[ g_{1n}, \bar{g}_{1n} \right] \\
\left[ g_{21}, \bar{g}_{21} \right] & \left[ g_{22}, \bar{g}_{22} \right] & \left[ g_{23}, \bar{g}_{23} \right] & \cdots & \left[ g_{2n}, \bar{g}_{2n} \right] \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left[ g_{m1}, \bar{g}_{m1} \right] & \left[ g_{m2}, \bar{g}_{m2} \right] & \left[ g_{m3}, \bar{g}_{m3} \right] & \cdots & \left[ g_{mn}, \bar{g}_{mn} \right] \end{bmatrix}
\tag{24}
\]

Step 5: calculation of the grey Border Approximation Area (BAA) matrix \((\tilde{B})\): the grey Border Approximation Area (BAA) for each criterion is calculated by using equation (25):

\[
\otimes b_{ij} = [b_{ij}, \bar{b}_{ij}] = \left[ \left( \prod_{i=1}^{m} g_{ij} \right)^{1/m}, \left( \prod_{i=1}^{m} \bar{g}_{ij} \right)^{1/m} \right].
\tag{25}
\]

Thus, \( [g_{ij}, \bar{g}_{ij}] \) denotes the elements of the weighted matrix \((\tilde{G})\) and \( m \) indicates the total number of alternatives. Once the grey value \( \otimes b_{ij} = [b_{ij}, \bar{b}_{ij}] \) is calculated for each criterion, a BAA vector is generated. However, the BAA is an orientation point for each alternative. Furthermore, the grey vector \( b = \left( \otimes g_1, \otimes g_2, \otimes g_3, \ldots, \otimes g_n \right)_{1 \times n} \) is used in the grey Border Approximation Area (BAA) matrix \((\tilde{B})\), as rows of the following matrix:
Step 6: computation of the alternatives distance from the BAA matrix for the matrix elements \((X)\):
The distance of the alternatives is calculated employing the "Euclidean distance" between the grey numbers

\[ X = \bar{G} - \bar{B} = [x_{ij}]_{m \times n} = \begin{bmatrix}
\odot g_{11} - \odot b_1 & \odot g_{12} - \odot b_2 & \ldots & \odot g_{1n} - \odot b_n \\
\odot g_{21} - \odot b_1 & \odot g_{22} - \odot b_2 & \ldots & \odot g_{2n} - \odot b_n \\
\vdots & \vdots & \ddots & \vdots \\
\odot g_{m1} - \odot b_1 & \odot g_{m2} - \odot b_2 & \ldots & \odot g_{mn} - \odot b_n
\end{bmatrix}_{m \times n}, \tag{27}\]

where

\[ X = \begin{bmatrix}
x_{11} & x_{12} & x_{13} & \ldots & x_{1n} \\
x_{21} & x_{22} & x_{23} & \ldots & x_{2n} \\
x_{31} & x_{32} & x_{33} & \ldots & x_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & x_{m3} & \ldots & x_{mn}
\end{bmatrix}_{m \times n}. \tag{28}\]

The distance of the alternatives from the Border Approximation Area (BAA) of each criterion is defined as the difference between the elements in the grey-weighted matrix \((\bar{G})\) and the value of the border approximation area \((\bar{B})\). Therefore, \(\odot b_j\) denotes the border approximation area of criterion \(C_j\), and \(\odot g_{ij}\) denotes the elements of the grey-weighted matrix \((\bar{G})\). The coefficient correlation is carried out as follows:

\[ CC(A_i) = \sum_{j=1}^{n} x_{ij}, \quad i = 1, 2, 3, \ldots, m, j = 1, 2, 3, \ldots, n. \tag{29}\]

Equation (30) denotes the sum of the distance of the alternatives from the Border Approximation Area \((b_{ij})\). CC indicates the closeness coefficient of each alternative from the BAA. Alternative \(A_i = (i = 1, 2, 3, \ldots, m)\) belongs to the Border Approximation Area (BAA). There are three main areas and are pined as follows:

\[ A_i \in \begin{cases}
G^+, & \text{if } x_{ij} > 0, \text{upper approximation area}, \\
G, & \text{if } x_{ij} = 0, \text{border approximation area}, \\
G^-, & \text{if } x_{ij} > 0, \text{lower approximation area},
\end{cases} \tag{30}\]

where \(G^+\) denotes the upper approximation area for alternatives that are equal or close to the ideal solution, meanwhile \(G^-\) denotes the lower approximation area for alternatives that are equal or close to the anti-ideal solution.

Step 7: ranking the Alternatives: the ranking of the alternatives is performed with the help of the following equation:

\[ \tilde{R}_i = \sum_{j=1}^{n} x_{ij}, \quad i = 1, 2, 3, \ldots, j = 1, 2, 3, \ldots. \tag{31}\]

5. Case Study

The proposed grey model is applied and verified within a multinational company of renewable energy production implemented in the north region of Morocco (Tangier and Tangier Med Port). The type of wind turbine that has been studied and selected for the risk assessment is "B63 with a 294 megawatts power rating and 63 meters long and 17 tonnes of weight." However, it is one of North Africa’s largest and most powerful implanted power generation systems. In the present work, data have been collected from five cross-functional decision-makers \((R_1, R_2, R_3, R_4, R_5)\) who are working for the called organization with work experience ranging from 1 to 25 years and most of them have got postgraduation qualifications. As mentioned earlier, this paper focuses on four main risk factors explained in Figure 4.

5.1. Grey AHP Model Application. As stated earlier, the grey AHP model application for evaluating the risk priority entails three principal steps. The first step considers the
construction of the grey pairwise comparison matrix. The second step is about normalizing the pairwise comparison matrix. The third step consists of the consistency index (CI) calculation. Then, compare the latter to the random index (RI) for the appropriate value of \( n \).

**Step 1:** application: the grey comparison matrix is constructed with the support and the assessments of the qualified team. The grey comparison matrix is explained in detail in Table 8.

**Step 2:** application: the row sums of the grey comparison matrix and the grey weights of criteria of the proposed model are given in Table 9. The consistency rate (CR) is calculated, and the random index for the four criteria is 0.90.

**Step 3:** application: due to the space limits, only one application is provided. Table 9 presents the results of the Grey AHP model. However, the degree of consistency is satisfactory CI/RI = 0.05638. The rate indicates that the collected data from decision-makers is reliable and feasible.

5.2. GMABAC Model Application. As mentioned above, the alternatives used in the present work range from the failure mode (FM\(_j\)) to (FM\(_{25}\)). The assessment of the alternatives in the grey MABAC is related to the four risk factors. The obtained weights of the four risk factors are integrated with grey MABAC to rank the critical failure modes in the wind turbine. However, Table 10 presents the performance ratings of the five cross-functional decision-makers.

**Step 1 and 2:** applications: the linguistic terms are translated into a grey number and presented in Table 11. The aggregated grey decision matrix is obtained by applying equations (18)–(20).

**Step 3:** application: the aggregated grey decision matrix (\( T \)) is converted into the normalized grey decision matrix (\( \bar{P} \)) by using equations (21) and (22). Table 12 illustrates the normalized grey decision matrix (\( \bar{P} \)).

**Step 4:** application: the weighted grey decision matrix (\( G \)) is computed by using the weight vector and equations (19) and (20). However, the weighted matrix is given as presented in Table 13.

**Step 5:** application: this step considers the calculation of the Boer Approximation Area (BAA) by applying equations (23) and (26). Therefore, the grey BAA matrix (\( B \)) is performed in this work in order to precisely determine the criticality of the failure modes in the wind turbine. The latter is calculated with the help of the geometric average as per shown in Table 14.

**Step 6:** application: the preference index matrix (\( X \)) is calculated by utilizing equation (27) as per viewed in Table 15. However, the obtained results are divided into two categories. The negative values denote the weakness (critical failures modes), and the positive values refer to the strength (noncritical failure modes) in the wind turbine assembly.

**Step 7:** application: the closeness coefficients for each failure mode (CC) are calculated by applying equation (29) and given in Table 16. Furthermore, the failure modes are ranked to the descending order (from the upper value to the lowest value). However, the obtained results through the application of the proposed grey model reveal the inherent risk in the wind turbine where FM\(_3\) (fracture in the shell) is less critical than (FM\(_{16}\) gearbox malfunction) and which in its turn is less critical than (FM\(_{18}\) excessive fatigue of the generator); meanwhile, the failure mode (FM\(_{12}\) main shaft vibration) is the most critical part in the wind turbine assembly.

A graphical representation of the closeness coefficients is necessary to complete the grey model application. Figure 5 illustrates the final results of the grey AHP-MABAC model. However, the failure modes which belong to the upper approximation area \( G^+ \) are noncritical failures (high-performance components/parts), while the failure modes which belong to the lower approximation area \( G^- \) are the most critical in the system (weak components/parts).

6. Results and Discussions

A comparative analysis of the three different approaches is furnished in the first place. Then, the consequences of the sensitivity analysis of the proposed grey model are presented.

6.1. Comparative Analysis. A comparison of failure modes ranking utilizing different approaches is conducted in this present paper to demonstrate the practicability of the proposed grey integrated model. First, the traditional RPN approach is applied by multiplying the three classical risk factors, namely, ‘occurrence, severity, and detection,’ with the support of the cross-functional decision-makers. Second, the traditional RPN is applied by using the proposed grey integrated model. Third, the proposed RPN approach is applied to the use of the proposed grey integrated model. The ranking results of the three different approaches are presented in Tables 17 and 18. Here, the results validate the statistical significance of the grey model among the ranking acquired through the application of different methods. Subsequently, Pearson’s correlation coefficient [63] is used to compare mutual correspondence between the three approaches. Here, the obtained results validate the statistical significance of the grey risk-based model among the ranking acquired through the application of different methods. The comparative analysis explanation of the three approaches is as follows:

(i) Traditional RPN approach: the most critical failure modes in the wind turbine, according to the first comparative approach, are ranked as follows FM\(_{12}\) > FM\(_6\) > FM\(_{21}\). The details are presented in Table 18. Figure 6 shows the negative correlation between the first comparative approach and the third comparative approach. The negative correlation affirms that the ranking order of both approaches moves in the opposite direction.
(ii) Grey integrated model with the traditional RPN approach: the most critical failure modes in the wind turbine, according to the second comparative approach, are ranked as follows: $FM_{12} < FM_{15} < FM_{21}$. The first worst-ranked failure mode in this comparative approach is the main shaft vibration. Next, the second worst-ranked failure mode is Pitch system excessive loading. Then, the third worst-ranked failure mode is a frequency converter set. Meanwhile, the less-critical failure modes are $FM_4 > FM_{16} > FM_1$. Figure 7 shows the positive correlation between the second comparative approach and the third comparative approach. The positive correlation affirms that the ranking order of both approaches moves in the same direction. The details are presented in Table 18.

(iii) Grey integrated model with the proposed RPN Approach: the most critical failure modes in the wind turbine, according to the third comparative approach, are ranked as follows: $FM_{12} < FM_{15} < FM_{21}$. The first worst-ranked failure mode in the study is the main shaft vibration. Next, the third worst-ranked failure mode is the gearbox vibration which leads to the collapse of the assembly for a long time. Hence, the third worse-ranked failure mode is the frequency converter set that restrains the conversion of the energy to the transformer which in turn plugs the power generation and causes economic damages to the company. Meanwhile, the less-critical failure modes are $FM_4 > FM_{16} > FM_1$. The $FM_4$ (the fracture in the shell) is less critical than the $FM_{16}$ (the gearbox malfunction) which in turn is less critical than the $FM_9$ (the excessive fatigue of the generator). The details are presented in Table 18.

6.2. Sensitivity Analysis. The alternatives ranking results are related to the criteria weight coefficients. Thus, it is necessary to conduct a sensitivity analysis by changing the weight coefficients of the criteria to test the reliability and practicability of the proposed methodology. However, the alteration in criteria weight coefficients drives soft changes in the ranking order of the alternatives. Based on that, a sensitivity analysis is conducted in the present paper to control the unity amongst the risk factor criteria “occurrence, severity, detection, and expected costs,” observing the diversification in failure modes ranking with the diversification in criteria weights. The results of the sensitivity analysis for assessing the $n$ criteria weights ($C_{ij}$, $i = 1, 2, \ldots, 4$) are presented in Table 19, and their impact on the alternatives ranking order ($A_i$, $i = 1, 2, \ldots, 25$) is given in Table 19.

The consequences of the sensitivity analysis are shown in Figure 8. First, the results in Table 19 illustrate that the alteration in criteria weights ($C_{ij}$, $i = 1, 2, \ldots, 4$) throughout four different scenarios $\{S_1, S_4\}$ affect the ranking order of the alternatives. This changing demonstrates that the proposed approach is sensitive to modification in criteria weights. Second, the results of the failure modes ranking, as illustrated in Table 20, prove that $FM_{12}$ is the first most critical failure mode and retains its rank in three scenarios $\{S_1, S_2, S_4\}$, while in scenario $\{S_3\}$, it is ranked the third most critical failure mode in the wind turbine. Third, the $FM_{16}$ is the less-critical failure mode in the wind turbine, and it retains its rank in two scenarios $\{S_2, S_3\}$; meanwhile, in scenario $\{S_4\}$, it is ranked as the second most critical, and in scenario $\{S_5\}$, it is ranked as the third most critical.

However, it is observed that the ranking of the failure mode $FM_{12}$ belongs to the lower approximation area which refers to the anti-ideal situation, while the failure mode $FM_{16}$ belongs to the upper approximation area which refers to the ideal situation. The ranking of the failure modes in most of the scenarios remains steady unless some enormous modifications are made in criteria weights alteration. The sensitivity analysis conducted in the present work was meaningful to prioritize the failure modes for the wind turbine system.

7. Conclusions

The complex systems are designed to deliver the manufactured products, the delineated services and to have long life cycles to meet the user expectation. Renewable energy production is an interesting field entailing a large number of high technology complex systems. The inherent risks affect the economic activity of the organization, which in turn indirectly affects the productivity of the latter resulting in delays and insufficient energy. With these organizational perceptions, the effective solution to this challenge was to propose a grey multicriteria approach to support the FMECA. A novel RPN approach has been developed to overcome the results of the traditional RPN approach. However, the wind turbine has been selected as a convenient background to verify the proposed grey methodology. The grey AHP model has been applied to evaluate the relationship between the risk factors of the proposed RPN approach and calculate their weights. Then, the grey MABAC model has been applied to prioritize the most critical failure mode in the wind turbine. The weights generated from the grey AHP model has been employed as inputs in the grey MABAC model to assess the twenty-five failure modes.

In the traditional RPN approach, the failure modes evaluation is performed using crisp ratings, and the cross-functional decision-makers react inflexibly and imprecisely by using only white numbers. Thus, Pearson’s correlation coefficient value of the classical RPN rating is negative which confirms that this method is not reliable. On the other hand, Pearson’s correlation coefficient value of the proposed RPN approach with the support of the grey AHP-MABAC is positive which indicates that the proposed model is an imperative mechanism to envisage the interrelations among the severity, detection, occurrence, and expected costs criteria. This research study provides a series of significant contributions to the field of asset management:

(i) Grey systems theory (GST) is considered as a supportive tool to overcome the fuzziness and the uncertainty of poor data and small samples.
Subsequently, it was capable in this work to drive and address ambiguous data weighting risk factors and alternatives in a systematic approach.

(ii) The grey AHP model has a foremost benefit due to its flexibility and certainty. It involves the consistency rate (CR) calculation, which was a compulsory phase during the model application process, to evaluate the reliability of the decision-maker’s evaluation.

(iii) The grey MABAC model has a remarkable advantage over other MCDM techniques. It shows how to aggregate the decision-makers’ judgements in a systematic approach. It allowed us to divide the criteria into beneficial (e.g., detecting the failure modes) and nonbeneficial (severity, occurrence, and expected costs of the failure modes). This model considers the calculation of the geometric average which was used to determine the performance results of a portfolio and/or an investment of the organization. Also, it considers the calculation of the closeness coefficient values (CCi) and categorized them into three different intervals (upper approximation area for positive values, border approximation area equal to zero, and lower approximation area negative values).

(iv) Graphical representation of the grey MABAC model will help the executive officials of the clean energy production management to appraise and select the most and the less-critical failure mode in the wind turbine. Unlike the traditional RPN, the proposed grey model highlights the mutual influences between the operational risk factors (severity-occurrence-detection) and the economic criteria (expected costs).

(v) Study findings are grounded on a single case institute (wind turbine type B63) and the judgements are assessed in rigorously. This helps managers from other national and international institutes to use this framework as a reference to analyze the inherent risks in the assemblies.

(iv) Integration of the engineering and management disciplines will allow managers to implement the most appropriate preventive solutions, implement the efficient reliability strategies for maintaining the system components in good work conditions, and enhance their designs in the future. With these organizational insights, the optimal investment strategy will have a positive impact needed for both the environment and the organization.

In future research, the proposed framework needs to be modified and includes the subcriteria considering hidden risks in the wind turbine and further be applied to other renewable energy production systems such as farm wind turbines and offshore wind turbines. Furthermore, numerous methods and MCDM techniques (based ANP, DEMATE, COPRAS, ARAS, grey connective maps, and D numbers) could be pragmatic to analyze such risk evaluation issues and support the relationship among the main and subcriteria.
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