Abstract: Recently, maintaining a complex mechanical system at the appropriate times is considered a significant task for reliability engineers and researchers. Moreover, the development of advanced mechanical systems and the dynamics of the operating environments raise the complexity of a system's degradation behaviour. In this aspect, an efficient maintenance policy is of great importance, and a better modelling of the operating system's degradation is essential. In this study, the non-monotonic degradation of a centrifugal pump system operating in the dynamic environment is considered and modelled using variance gamma stochastic process. The covariates are introduced to present the dynamic environmental effects and are modelled using a finite state Markov chain. The degradation of the system in the presence of covariates is modelled and prognostic results are analysed. Two machine learning algorithms k-nearest-neighbour (KNN) and neural network (NN) are applied to identify the various characteristics of degradation and the environmental conditions. A predefined degradation threshold is assigned and used to propose a prognostic result for each classification state. It was observed that this methodology shows promising prognostic results.
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1. Introduction

Recently advanced systems are becoming highly complex due to the integration of different subsystems and as a result, the maintenance of such high-priced systems is considered a challenging task for engineers. It has been established that the maintenance of such a system at appropriate times can assure the high reliability and safety of systems. As a consequence, reliability engineers and researchers introduced the degradation modelling to better predict the deteriorating system lifetime. Different stochastic models such as gamma process, Wiener process, etc. have been used to model the system degradation in the past [1–4]. The most popular process, the gamma process, was used when degradation monotonically accumulates over time, whereas the Wiener process is used when system degradation witnesses non-monotonic behaviour. In this paper, the degradation of a centrifugal pump operating in a dynamic environment is considered. As the centrifugal pump exhibits non-monotonic behaviour and complex degradation, the scope of new sophisticated non-monotonic stochastic models rises. As an alternative to the Wiener process, we propose the variance gamma process to model system degradation. Considering the impact of dynamic environmental conditions, the classification of degradation data is carried out using two machine learning algorithms and a lifetime prediction.

The variance gamma (VG) process was first introduced in 1990 by Madan and Seneta [5] as a new stochastic process for financial analysis. Continuous time specification, long tailedness, finite moments of all orders, good empirical fit, etc. are the main advantages of this process. They have several characteristics such as pure jump, approximable by a compound Poisson process with a high jump frequency, and low jump magnitudes.
The main purpose of introducing the VG process was to substitute a common diffusion process such as the Black & Scholes (B & S) model for a non-monotonous and the positive trend modelling. VG can offer a better fit compared to (B & S) by providing low variances and high kurtosis [6]. VG process consists of four parameters that are developed as a generalised Brownian motion. It can be achieved by considering a Brownian motion with drift at a random time given by a gamma process. The presenting parameters allow control over the kurtosis and skewness of the increments distribution. The statistical density is observed to be symmetric with some kurtosis [7]. Several studies were performed in the past using the VG process [8–15], but the practicability of VG in modelling system degradation has never been explored in the past.

The integration of the covariates in lifetime modelling was introduced in 1972 by Cox using the regression analysis proportional hazard model (PHM) [16]. This model has been chosen for the evaluation of reliability in the presence of covariates. Since then, several studies have focussed on the reliability and maintenance of the system considering covariates. Deloux et al. [17] studied the maintenance optimisation of a deteriorating system and a statistical process control was used to track the potential drift in the stress covariate presenting the shock. Zhao et al. [18] proposed a maintenance model for single-unit systems whose degradation is influenced by the number of inspections. They developed an efficient parameter estimation procedure considering the environmental covariates. Barabadi et al. [19] investigated the efficiency of the reliability models with covariates using the example of the spare part predictions. They investigated the effect of the geological characteristics of the rock, the operating history of the machine, the material, operator, etc., on the degradation of the system in order to provide a better spare parts forecasting. Okaro and Tao [20] proposed the Weibull–Corrosion covariate model to assess the reliability of a subsea compression system working under pressure taking into consideration the effect of corrosion on the degradation. Moniri-Morad et al. [21] evaluated the reliability of mining equipment subject to the dominant explanatory variables impact and reduced the equipment failure intensity. Slimacek and Lindqvist [22] analysed the reliability of wind turbines by proposing the Poisson process as a degradation model taking into account covariates such as type of turbine, size of the turbine, harshness of the environment, installation date, and seasonal effects and compared it to the model not taking into account the unobservable cited covariates. Duan and Wang [23] evaluate the reliability problem for products using the exponential-dispersion (ED) process incorporating the random effects and covariates like the environmental factors. Barabadi et al. [24] proposed the efficient Cox regression model and its extension to model the presence of the operational environment covariates. Guo and Love [25] investigated the interactions between an industrial system and its environment. The proposed model takes into account the system degradation and the covariates such as the industrial environment. Zhu et al. [26] studied the degradation of the system that consist of wear damages and random accumulative shock damage caused by environmental conditions. The system degradation is modelled and the dynamic environment effects presented as covariates are modelled using the Cox proportional hazards model. Zhang et al. [27] studied the reliability and the prognostic of a k out of N system in which the failure of each component is subjected to the presence of covariates like the operating environment conditions. The calculation of the reliability and the expected remaining useful lifetime of the system are presented. Lawless and Crowder [28] proposed a gamma process with the presence of covariable like the random effect in order to fit to the crack growth data. Laucelli et al. [29] investigated the degradation of the pipes in the presence of covariates like the climate data and proposed the Evolutionary Polynomial Regression as a model. Park et al. [30] proposed PHMs to model the times between consecutive pipe breaks. The time dependent effects of the environment effects known as covariates on the failure hazard in the models were also included. Balekelayi et al. [31] modelled the degradation of sewer pipes using a Bayesian geadditive regression model incorporating physical and environmental covariates. The model was applied to inspect pipes which allow the urban water utility managers in their prioritisation of inspection,
maintenance, and replacement. Similarly, several works were performed in different degradation system modelling [32–44].

Hong et al. [45] studied the outdoor weathering degradation data in the presence of dynamic covariates information (i.e., changing UV spectrum and intensity, temperature, and humidity). The general path model is used with individual random effects as a degradation path model and the covariate process is described using a vector time series model. Si et al. [46] proposed a novel accelerated degradation testing (ADT) model by integrating the covariates effect such as the long-term degradation memory effect. Simulation studies were implemented to illustrate the efficiency of the developed methods. Aalen et al. [47] investigated that the estimation of the Markov chain transition probabilities depend on covariates. Islam and Chowdhury [48] studied a covariate dependent Markov model and provided a comprehensive explication for the higher order. Sirima and Pokorny [49] proposed a two-state hidden Markov model (HMM) to describe the effect covariate such as machine part error correction and also the time spent on the error correction of defective industrial machine parts. Other researchers also studied the modelling of the covariates using the Markov chain [50,51].

The real retrieved data from large-scale systems operating in a dynamic environment provide different information. The presence of the covariates can affect the level of degradation and it is essential to sort degradation information. In this study, two well-known artificial intelligence (AI) algorithms for classification such as k-nearest neighbours (KNN) and neural network (NN) algorithms are proposed in order to classify data. The KNN algorithm was initially proposed by Thomas Cover [52] as a supervised machine learning (ML) algorithm capable of insuring both classification as well as regression predictive problems. It was mainly used to predict the problems in the industry and to recognise the different patterns. Di et al. [53] used the KNN algorithm to classify the incoming maintenance requests. They proposed an automatic system able to classify the incoming maintenance requests and, without any human intervention, organise them with the lowest error and biggest respect to the routing policy. Yao et al. [54] focused on applying a KNN query processing in tracking objects using sensor networks. They analysed the optimal maintenance of the monitoring area and developed an adaptive algorithm to actively decide when to reduce the monitoring area. Wang et al. [55] suggested the KNN algorithm to realise the predictive maintenance of rolling bearings in the industry. Lee et al. [56] presented an innovative methodology to predict the breakdown of the machine. A pattern discrimination model (PDM) based on a neural network was developed to investigate the behaviour of the machine quantitatively. Huang et al. [57] introduced statistical analysis to determine the important elements that influence the degradation and create a model in order to estimate the future condition of the bridges. Several important elements were identified and the NN model was developed to predict degradation. Quah et al. [58] applied neural network to estimate software quality including both the reliability and maintainability of software estimation using an object-oriented metric. They used two neural network models: Ward neural network and general regression neural network (GRNN). It was concluded that the GRNN network model is better than the ward network model in prediction.

The aim of this study is to propose a non-monotonic stochastic process variance gamma to model the degradation of a mechanical system operating in the dynamic environment. The covariates will be introduced to present the dynamic environmental effects, and they will be modelled using a time continuous finite state Markov chain. The degradation of the system in the presence of covariates will be modelled to propose an efficient prognostic. Two machine learning algorithms, KNN and NN, will be applied to identify the various characteristics of the degradation. A predefined degradation threshold will also be assigned and used to propose a good prognostic for each classification state. The remainder of this paper is structured as follows. A presentation of the VG process will be detailed in Section 2. The centrifugal pump system and the data retrieved is presented in Section 3. The centrifugal pump operates in a dynamic environment that can be presented using
covariates. The modelling of the operating system taking in account of the covariates will be detailed in Section 4. To propose an efficient prognostic, two classification methods will be proposed to classify the system’s degradation in Section 5. Conclusion of the paper is presented in Section 6.

2. Variance Gamma Process

VG process was introduced in 1990 by Madan and Seneta [5]. This process can be attained by evaluating the Brownian motion with drift at a random time given by a gamma process. Let $b(t; \theta, \sigma)$ be a process that is considered as a Brownian motion with drift $\theta$ and volatility $\sigma$ and $W(t)$ as a standard Brownian motion. It can be expressed as follows:

$$b(t; \theta, \sigma) = \theta t + \sigma W(t), \quad \sigma > 0, \quad t > 0. \quad (1)$$

Consider a gamma process $\gamma(t; \mu, \nu)$ where $\mu$ is the mean rate and $\nu$ is the variance rate of the process. The obtained gamma density function $f_h(x)$ of increment $g(h) = \gamma(t + h; \mu, \nu) - \gamma(t; \mu, \nu)$ with mean $\mu h$ and variance $\nu h$ can be obtained by considering gamma function $\Gamma(x)$ as:

$$f_h(x) = \frac{1}{\sigma \sqrt{2\pi \gamma(t + h) - \gamma(t)}} \exp\left(-\frac{(X - \theta \gamma(t + h) - \gamma(t))^2}{2\sigma^2 \gamma(t + h) - \gamma(t)}\right) \frac{\gamma(t + h) - \gamma(t)}{v^2 \Gamma\left(\frac{1}{\nu}\right)}. \quad (2)$$

The VG process is defined as an evaluation of the time of a Brownian motion by a gamma process, written as:

$$X(t; \sigma, \nu, \theta) = b(\gamma(t; \mu, \nu), \theta, \sigma). \quad (3)$$

Moreover, the variance gamma process can be expressed as the difference of two gamma processes due to its definition as a process of finite variation. The two gamma processes illustrate two competitive phenomena where the first gamma can express the increase in the process and the second expresses a decreasing in the process. For that, the VG process can be presented as a difference of two independent gamma processes and can be written as follows:

$$X(t; \sigma, \nu, \mu) = \gamma_p(t; \theta_p, \nu_p) - \gamma_n(t; \theta_n, \nu_n). \quad (4)$$

The link between the parameters of the VG process and those of the difference between the gamma process parameters are represented as:

$$\theta_p = \frac{1}{2} \sqrt{\theta^2 + \frac{2\sigma^2}{\nu} + \theta} \nu_p = \left(\frac{1}{2} \sqrt{\theta^2 + \frac{2\sigma^2}{\nu} + \theta}\right)^2 \nu$$

$$\theta_n = \frac{1}{2} \sqrt{\theta^2 + \frac{2\sigma^2}{\nu} - \theta} \nu_n = \left(\frac{1}{2} \sqrt{\theta^2 + \frac{2\sigma^2}{\nu} - \theta}\right)^2 \nu \quad (5)$$

Figure 1 presents a sample path of the variance gamma process. Non-monotonic behaviour of the VG process with high pure jumps can clearly be observed from the path.
The density function of the VG process at time $t$ given by $f_{X(t)-X(s)}(X)$ can be expressed as follow:

$$f_{X(t)-X(s)}(X) = \frac{1}{\sigma \sqrt{2\pi g}} \exp\left(-\frac{(X - \theta g)^2}{2\sigma^2 g}\right) \frac{\nu^{\nu - 1} \exp\left(-\frac{g}{\nu}\right)}{\nu^{\nu} \Gamma\left(\frac{\nu}{2}\right)}.$$  (6)

The flexibility of the VG process due to its two extra parameters permits the model to fit different non-linear degradation problems. Moreover, VG can be represented as an evaluation of a Brownian motion time by a gamma process and a difference of two gamma processes, which allow it to model different degradation phenomena.

3. Environmental Conditions and Failure Time

3.1. Environmental Conditions: Covariates

Recent studies show that mechanical systems are subject to numerous environmental conditions such as temperature, vibrations, humidity, shock, etc. Conventional models do not take into account these factors and the effects caused by these external factors that can influence the system’s lifetime. These external factors will be defined here as covariates. The stressful conditions’ effects tend to decrease system reliability leading to unexpected system behaviour and an increase in operating costs. The sensitivity studies indicate that the covariates impacts the system degradation modelled using the variance gamma process through its two parameters, $\sigma$ and $\theta$.

In this study, the environmental conditions are presented by a $Z = (Z_t)_{t \geq 0}$ homogeneous Markov chain with finite state space $\{1, 2, ..., m\}$ and $m \in \mathbb{N}^*$. The impact of the covariates is detectable only by inspections. The environment impacts the degradation of the system by affecting the values of $\sigma$ and $\theta$. For each state, presenting a type of degradation is assigned based on the values of $\sigma$ and $\theta$. Assuming the homogeneity of the covariates process $Z$, the transition probabilities do not depend on $n$. Let $p_{ij} = \mathbb{P}(Z_{n+1} = j \mid Z_n = i)$, $\forall n \in \mathbb{N}^*$ be the proposed transition probabilities of $Z$, the transition matrix of the process $Z$ will be denoted by $P = (p_{ij})$. The first state of the chain is $Z_0 = 1$, and given as $\pi^n = (\pi^n_1, \pi^n_2, \pi^n_3)$ where $\pi^n_i = \mathbb{P}(Z_n = i), (i = 1, 2, 3)$ is the distribution of $Z_n$. $(\pi^n_1, \pi^n_2, \pi^n_3) = \mathbb{P}(Z_n = 1 \mid Z_0 = 1), \mathbb{P}(Z_n = 2 \mid Z_0 = 1), \mathbb{P}(Z_n = 3 \mid Z_0 = 1) = (1, 0, 0)P^n$, and $\lim_{n \to \infty} \pi^n_i = \pi_i$ is the stationary distribution of the Markov chain.

Let $\Theta$ presents the vector of the parameters to estimate $\Theta = (\mu, \nu, \theta_1, \theta_2, \ldots, \theta_m, \sigma_1, \sigma_2 \ldots \sigma_m)$, considering a random sample $x = (x_1, x_2, \ldots, x_k)$, where $\theta_i$ and $\sigma_i$ presents the parameters of the VG process for each state $i$. 

![Figure 1. Variance gamma sample path.](image-url)
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The maximum likelihood with a m-state Markov chain can be written as:

\[
L(x, \Theta) = \prod_{i=1}^{n} \prod_{j=1}^{n} f_{i}(x_{i}) = \frac{2}{(2\pi)^{\frac{n}{2}}} \prod_{i=1}^{n} \prod_{j=1}^{n} \frac{\tau_{ij}}{\sigma_{ij}^{2}} \left( \frac{1}{\tau_{ij}^{\frac{3}{2}}} + \theta_{ij}^{2} \right)^{-\frac{1}{2}} \times \exp \left( \frac{\theta_{ij}(x_{i} - \mu)}{\sigma_{ij}^{2}} \right) |x_{i} - \mu|^{\frac{1}{2}} + \kappa^{\frac{1}{2}} \left( \frac{|x_{i} - \mu| \sqrt{2\sigma_{ij}^{2} + \theta_{ij}^{2}}}{\sigma_{ij}^{2}} \right).
\]

(7)

3.2. Failure Time

It is important to evaluate the evolution of degradation and thereby predict the system’s failure. In this context, the failure time that is the first time the degradation paths exceed the predefined threshold is set at \( L \). The conventional definition of the first hitting time cannot be applied in the case of a VG process because of the non-continuity of the subordinator gamma. Hurd [59,60] introduced the first hitting time of the second kind which present the first time when the gamma process exceeds the failure time of the Brownian motion \( B \). Considering \( T^{*} \) to be the first failure time of the Brownian motion \( B \) which can be written as:

\[
T^{*} = \inf\{t : x_{0} + \theta t + \sigma W(t) \geq 0, \quad t \geq 0\}.
\]

(8)

The failure time of the VG process \( X_{t} = B_{G_{t}} \) is introduced as:

\[
t^{*}_{1} = \inf\{t : G_{t} \geq T^{*}\}.
\]

(9)

The new concept provides some advantages like the efficiency of calculation compared to the normal failure time calculation. Another alternative approximation is the cumulative distribution function (CDF) of the failure time (FT) obtained by the following equation:

\[
P(t^{*}_{1} < t) = 2P(X(t) > L) = 2(1 - F_{X(t)}(L))
\]

(10)

where the \( F_{X(t)}(L) = \int_{-\infty}^{L} f_{X(t)}(x)dx \) and the \( f_{X(t)} \) is given by Equation (6) and \( L \) is the predefined threshold.

Another analytical approximation of the FT and the CDF of the FT were presented by Li [61]. It can be obtained by using the following equations:

\[
\frac{1}{2} \int_{0}^{1} \left[ 1 + erf \left( \frac{-\ln(y)}{\sqrt{2}v\sqrt{L}} - \frac{\mu}{\sigma v} \sqrt{2}v\sqrt{L} \right) \right] \frac{(-\ln(y)^{\frac{r}{2}})}{\Gamma(\frac{r}{2})} dy
\]

(11)

\[
\frac{1}{2} \exp \left( \frac{-2\mu ln(y)}{\sigma^{2}} \right) \int_{0}^{1} \left[ 1 + erf \left( \frac{-\ln(y)}{\sqrt{2}v\sqrt{L}} + \frac{\mu}{\sigma v} \sqrt{2}v\sqrt{L} \right) \right] \frac{(-\ln(y)^{\frac{r}{2}})}{\Gamma(\frac{r}{2})} dy
\]

(12)

It is important to present the analytical definition of the remaining useful life (RUL) in order to predict the time left before the degradation measure crosses the \( L \) failure threshold and the system loses its operating capability. The expression of the RUL is presented as follows:

\[
RUL(t) = \{ h > 0, \quad X_{t+h} > L \mid X_{t} < L \}
\]

(13)

4. Centrifugal Pump System and Degradation Data

4.1. Presentation of Degradation Data

The degradation of the centrifugal pump system is considered in this study. The centrifugal pump system is used in several large and small-scale industries. The small defect in this pump can cause a huge economic loss and catastrophic damages to the entire system. The main cause of the degradation of a centrifugal pump system is caused by the damage of the seals. The degradation of a system is monitored over different periods and based
on one chosen health indicator, such as the leakage rate expressed with a unit measurement as (L/h: litre per hour). The real retrieved data presenting the health indicator of centrifugal pumps over a determined period are presented and will be applied to confirm the usefulness of the VG process as a degradation model. The data are obtained over nine different time span and contain information from four different sensors and will be used in this study to calibrate the degradation model. Figure 2 presents the leakage rate of the four systems over a time span. It shows the behaviour of the degradation since the leakage rate (L/h: litre per hour) presents the degradation indicator over the time (h: hour). Based on the historical information of the system, the degradation of the pump is mainly caused by the independent failure of its seals. In order to detect seal failure earlier, potential degradation modes are detected by the operational monitoring of the seal leak rates. The histogram of the four systems degradation paths real increments are presented in Figure 3.

![Figure 2. Leakage rate (L/h) of the four systems over a time (h).](image)

The main focus is only on the data describing the leak rate of seal pumps which constitute the degradation indicator. As soon as the seal’s leak rate of one of the pumps exceeds a limit set at around 1400 L/h, the system is stopped (more or less quickly) and the seal of the pump under consideration is replaced. This event technically represents the failure of the pump seal. An alarm threshold has been set at a leak rate of approximately 1100 L/h, in order to alert the operator early enough of a possible degradation of one of the seals and to be able to modify the operating conditions of the unit or carry out a maintenance operation to avoid breakdowns. The task after analyzing the data is to adapt an appropriate model that best describes the degradation phenomena, give a precise prognostic, and thereby propose an efficient maintenance policy. Finally, it is essential to verify the data in order to obtain the behaviour of the system. On the basis of Figure 3, it is shown that the different histograms of the four systems increments are symmetrical in all cases. The peaks represent the most common values and it can be observed that data dissemination varies but not significantly.
4.2. Degradation Model with Covariates

As described earlier, the pump operates in a dynamic environment which implies the necessity of integrating the impact of the environment on system degradation. The environmental impact is introduced using covariates and will be modelled by a finite state Markov chain. The environmental condition such as temperature, pressure, and humidity induces changes in the values of $\sigma$ and $\theta$. Based on the obtained degradation data, the speed of the degradation can be characterised into three types: Slow, moderate, and fast degradation. The different covariates impacts directly the values of the two parameters $\sigma$ and $\theta$. A sensitivity study proves that the two parameters control the system’s degradation. For that, three states of the Markov chain are utilised to define three types of degradation (slow, moderate, and fast) presenting the influence of the covariates on the system’s degradation.

In this study, each environmental condition of the system is presented by a state of a Markov chain. For $Z(t) = 1$, the degradation is considered as a slow degradation, $Z(t) = 2$ and $Z(t) = 3$ presents the moderate and fast degradation respectively. Let $p_{ij} = P(Z_{n+1} = j \mid Z_n = i) \, \forall n \in \mathbb{N}^\ast$ be the transition probabilities of the homogeneous process $Z$.

For a three states Markov chain, the transition matrix $P = (p_{ij})$ can be presented as follows with $\lambda \in [0, 1]$.

$$P = \begin{bmatrix}
\lambda & 1 - \lambda & 0 \\
\frac{1 - \lambda}{2} & 1 - \lambda & \frac{1}{2} \\
1 - \frac{\lambda}{2} & 0 & \frac{1}{2}
\end{bmatrix}$$

For the real data, the parameters of the VG will be estimated and based on the values of the $\sigma$ and $\theta$ parameters, the three classes will be defined. For a small value of $\sigma$ and $\theta$ the degradation is considered to be slow, average and big values of $\sigma$ and $\theta$ induces moderate and fast degradation respectively. Figure 4 presents the difference between the three degradation states obtained after estimating the parameters of real data, based also on the values of both $\sigma$ and $\theta$ parameters.

Figure 3. Histogram of the four systems degradation data (a) System 1, (b) System 2, (c) System 3, (d) System 4.
Figure 4. Degradation paths for different degradation state.

Figure 5 resumes the evolution of the degradation paths in the presence of the covariates for real data. It is evident that in the case of slow degradation, the degradation paths reaches the value of 100 L/h, moderate degradation paths reaches 600 L/h, and fast degradation paths reaches quickly the level of 1000 L/h of leakage at the same period of time t = 150 h. It also presents the fluctuation of the three covariates to express their impact on degradation speed.

Figure 5. Degradation paths and covariates for different degradation states based on real data.
As the degradation behaviour can be grouped and modelled by three speeds: Slow, moderate, and fast. The covariates will be presented by a 3 state of a Markov chain and for each state the degradation paths follow the VG distribution given in Equation (6). Various degradation behaviours are presented using different VG parameters. Once the transition probabilities $p_{11}$, $p_{12}$, and $p_{13}$ are calculated and using the transition matrix of the 3 state Markov chain, the value of $\lambda$ can be obtained. Here, the $\lambda$ is calculated as 0.3.

Even though the simplification is applied, the estimation of the system’s parameters with covariates is a difficult task to accomplish. The complexity of the calculation is due to the presence of the Bessel function of the third kind in the three expressions of the VG presenting the different covariates. The Bessel functions made the computation heavier and more sophisticated. To overcome these limitations, the supervised KNN classification method is proposed. The covariates will be modelled in three clusters describing the type of degradation: Slow, moderate, and fast. Once the classification task is presented, the rest of the prognostic work will be investigated for the different degradation data of the three clusters.

5. Classification Methods

In this section, the classification methods such as the KNN, NN algorithms are proposed to overcome some limitation of calculation encountered before. The KNN algorithm and NN algorithm will be used to classify the type of degradation on both simulated and real data. The decision of the classification is based on the values of $\sigma$ and $\theta$ studied above. For $\theta < 1.75$ and $\sigma < 2.5$, the system degradation is considered to be slow. For $2 < \theta < 4$ and $2.5 < \sigma < 5$, the system is witnessing a moderate degradation. When $\sigma > 5$ and $\theta > 4$, the degradation is considered to be a fast degradation. For both methods, the total number of used data is equal to 300 observations that will be divided into two data sets: Training data and test data. From the data, 208 degradation data will be used to ensure the training phase, whereas 92 will ensure the test phase of both KNN and NN algorithms.

5.1. Classification Methods for Simulated Data

5.1.1. K-Nearest-Neighbour Algorithms

The KNN algorithm is used in this study to classify the type of degradation in order to propose an efficient prognostic. Firstly, the training data is generated to model different degradation types and will be used to classify the degradation of the pump on three clusters (each containing 100 candidates). The first class describes a slow degradation “S”, the second class describes a moderate degradation “M”, and the third class describes a fast degradation “F”. Initially, the KNN algorithm is applied on simulated data to test its potential and later it is applied on real data.

Firstly, the simulated data is used to evaluate the efficiency of the KNN algorithm. The VG process is used with different sets of parameter to present a slow, moderate, and fast degradation class. A total of 300 simulated data are used and will be presented by seven numeric features such as VGmod, the VGmean, the VGskew, the VGKurtosis, the VarVG, the minVG, and the maxVG as well as a target as a type of degradation ‘Deg type’. The classification is based on the calculation of the Euclidean distance between the new VG degradation paths and its KNN. The calculation is based on the values of the features of the new VG degradation path. After building the data set, it is time to choose the optimal number of neighbors $K$. The number of neighbors ($K$) in KNN is a hyperparameter needed to be chosen at a model building time. The number $K$ can be seen as a controlling feature in the prediction model. According to researchers, there is no optimal number of neighbours, which suits all kinds of data sets. The KNN method was applied on the simulated data and for different values of $K$.

As mentioned before, the data set used in this article consists of 300 observations with eight features: Seven numeric features and one categorical feature presenting the degradation type. During the training and test tasks the first feature VG process can be removed as it does not provide useful information. The feature ‘degradation type’ is
considered as the target feature. This variable will determine the results of the diagnosis based on the seven numeric features. The training and prediction data are investigated and presented to estimate how accurately the algorithm can predict the type of degradation. The computation of the accuracy is ensured by comparing actual test set values and predicted values. The prediction efficiency results of the KNN classification method for different values of K are presented in Table 1.

**Table 1.** K-nearest-neighbour (KNN) prediction accuracy for simulated data.

| K  | Accuracy   | Classification rate |
|----|------------|---------------------|
| 1  | 0.6833     | 68.33%              |
| 2  | 0.7945     | 79.45%              |
| 4  | 0.8256     | 82.56%              |
| 6  | 0.9013     | 90.13%              |
| 8  | 0.8513     | 85.13%              |
| 10 | 0.8386     | 83.86%              |

From the results, it is observed that when the value of K is 1, the predictions became less stable. Inversely, when the value of K is increased, the predictions become more stable due to majority voting. The prediction accuracy increases from 79.45% to 82.56% and to 90.56% when the value of K passes from K = 2 to K = 4 and then to K = 6 and then start to decrease. For K = 8 and K = 10, the prediction accuracy decreases from 85.13% to 83.86%. The obtained results show that the best algorithm accuracy was obtained for K = 6 and is equal to 90.13%. The results obtained for K = 8 and K = 10 are quite satisfying and equal to 85.13% and 83.86% respectively, but will not be considered. The KNN algorithm is implemented to ensure the degradation classification such that a prognostic analysis can be provided later. The decrease of the prediction accuracy results approves the choice of K = 6 since any error of prediction can cause a huge error in the system’s lifetime prognostic. At t = 0, for a chosen degradation trajectory \( T_{deg} \) modelled using the VG process, the parameters will be estimated and used to generate \( N = 10,000 \) different degradation trajectories. A predefined alarm threshold is settled and will be used to define the RUL distribution. The first time where these degradation trajectories cross the alarm threshold will be captured and used to define the RUL distribution. The aim is to assess the evolution of the RUL distribution. At a different inspection time \( t = t_{insp} \), new degradation trajectories are generated to obtain a new RUL distribution. When the RUL distribution is obtained, the real crossing time of the \( T_{deg} \) trajectory is located and compared to the RUL distribution, which can help us to provide an idea on the quality of the prognostic. The same work will be reproduced for different \( T_{deg} \) trajectories presenting the three types of degradation: Slow, moderate, and fast. Figure 6 compares the position of the real crossing time \( R_{ct} \) to the obtained histograms of RUL for the different degradation paths.

![Figure 6](image-url)  
*Figure 6. Position of the real crossing time \( R_{ct} \) compared to histograms of RUL for simulated data with KNN algorithm at \( t = 0 \): (a) slow, (b) moderate, and (c) fast.*  

The first histogram presents the histogram of slow degradation where the degradation paths reached the failure threshold after 100 h of operation. The second histogram presents the degradation time. The system began its degradation, starting from 10 h of operating. For the last histogram, in the presence of a fast degradation the failure of the system occurs even before operating for 10 h.
The real crossing time $R_{ct}$ of the degradation trajectory ($T_{deg}$) for different degradation types is located and positioned compared to the three obtained RUL histograms. The results presented in Figure 7 demonstrates the efficiency of the prognostic. The sensitivity of the histograms of RUL to the change of the inspection time is evaluated by changing the values of $t_{insp}$ with $t_{insp1} < t_{insp2} < t_{insp3}$. For a different type of degradation, the inspection time $t_{insp}$ will change and the impact of its values is captured in Figure 7. The real crossing time of the degradation trajectory $R_{ct}$ is presented compared to the histograms of the RUL and also to the confidence intervals of [5% percentile, 95% percentile]. For slow degradation, the results are presented in the first row of the Figure 7, the real crossing time of the slow degradation path is captured and compared to the three obtained histograms of RUL and to the confidence intervals. As shown for the three histograms, the $R_{ct}$ is well located and conveys an idea about the efficiency of the prognostic. The same work was reproduced for the moderate and fast degradation. Results presented in the second and third rows of Figure 7 prove that for the two types of degradation, the failure of the system can be predicted before it occurs. The $R_{ct}$ of the two degradation paths are well situated compared to the histograms of RUL leading to conclude that the VG proposes an efficient prognostic. The KNN method was used to classify the degradation depending on its speed and for each cluster the prognostic was evaluated. Another classification method is proposed and will be applied on simulated data.

5.1.2. Neural Network Algorithms

In this study, the neural network algorithm is used to ensure the classification of different degradation paths. The real data base describing the degradation of the centrifugal pump is examined and applied to be classified using the neural network algorithm. As explained before, the neural network algorithm consists of three major layers: First, hidden, and the output layers (Figure 8). The first layer will be assigned to take inputs based on the
real existing data that will be dispatched to the hidden layers. Later the hidden layers will be replicated using back propagation to get three different clusters describing three types of degradations: Slow, moderate, and fast by optimising the weights of the input variables. The hidden layers are mainly used to improve the predictive power of the neural network model. The output layers are used to output the prediction results based on the data from the input and hidden layers (Figure 8). The architecture, the number of layers, and the number of neurons per layer are considered as hyperparameters of the NN algorithms and different combinations will be tested for obtaining an optimised result. The NN algorithms are applied to detect the type of degradation in this paper. It is crucial in NN algorithm to choose the features that can best present the data and help in detecting the difference between them. The used database is structured based on seven features that best describes the three different degradation types. For a better presentation of the data, the calculation of the mode, mean, skew, variance, kurtosis, as well as the minimum and the maximum of each degradation are presented. The database contains 300 observations with eight variables of which seven present the different features and the last one presents the type of degradation and will be assimilated to the output layer. The classification is based on the seven features introduced as the input layers and evaluated by the algorithm of the hidden layers. The NN algorithm consists of different steps where the first includes the scaling of the original data before applying the algorithm in order to speed up the process and obtain better convergence. The next step is to choose the number of hidden layers, nodes, and other arguments. Then, it is essential to convert a prediction back to the original format leading to creating a confusion matrix and to calculating the classification error.

Using the classification matrix, the error of misclassification can be calculated using the following expression:

$$\text{error} = 1 - \frac{(d_{11} + d_{22} + \ldots + d_{nn})}{(N_D)}$$

(14)

where $d_{11}, d_{22}, \ldots, d_{nn}$ are the diagonals of the obtained classification matrix and $N_D$ is the number of degradation data used for the testing.

![Figure 8. Neural network (NN) methodology.](image)

Figure 9 presents the results of the NN algorithm. The first row presents the first NN architecture. The seven features are introduced as the input layer of the NN algorithm. The hidden layers constitute two layers where the first layer has two nodes and another layer has only one node. The results show that the error of the misclassification calculated using Equation (14) is equal to 0.57. To improve the performance of the algorithm, the NN
architecture changed to only one hidden layer with four nodes. The second row of the Figure 9 presents the results of the calculation of the NN algorithm, the input nodes will communicate with the four nodes of the hidden layers to ensure the classification. The error of the misclassification of the algorithm is calculated and improved from 0.57 for the previous architecture to 0.45 for the proposed one. The third row of Figure 9 shows the results of calculation of the error for the third architecture. The input nodes will communicate with the hidden layers constituted of two layers: The first with four nodes and the second with two nodes. The error of misclassification is calculated and equal to 0.06. The best performance of the NN algorithm was presented by the latest architecture.

Figure 9. NN classification results for simulated data (S—Slow, M—Moderate, and F—Fast).
To ensure classification, both the KNN algorithm and NN algorithm were used. Based on the obtained results, the NN algorithm provided better prediction results equal to 90.4% compared to the KNN algorithm equal to 90.13%. In most of the cases, the NN algorithm is able to provide better prediction results because of its ability to work with the sized database and big number of features, unlike the KNN algorithm which can prove to have some difficulties.

The efficiency of the classification method is proven, and it is essential to evaluate the quality of the prognostic. The histograms of RUL are evaluated for different VG parameters. Three combinations of VG parameters are proposed and will be used to model the three types of degradation. At \( t = 0 \), \( N = 10,000 \) degradation trajectories are generated and a predefined threshold is settled in order to define the different histograms of RUL. The idea is to assess the evolution of the histograms of RUL at inspection times. First step is to choose the degradation trajectory and to simulate \( N = 10,000 \) degradation trajectories, once they cross the predefined threshold the first RUL histogram is obtained. At \( t = t_{\text{insp}} \), the parameters of the chosen path are estimated and will be used to generate \( N = 10,000 \) trajectories and to obtain the new RUL. The real crossing time of the chosen data will be compared to the two obtained histograms and will provide on the quality of the prognostic. Figure 10 presents the obtained histograms of the RUL for the different degradation paths.

![Figure 10. Position of the real crossing time \( R_{ct} \) compared to the histograms of RUL for simulated data with NN algorithm: (a) Slow, (b) moderate, and (c) fast.](image)

For the different degradation types, the real crossing time of the chosen degradation trajectory presented in Figure 10 by \( R_{ct} \) is captured and located comparing to the histogram of the RUL. The position of the real crossing time to the histograms of RUL indicates that the VG process can provide a good prognostic. The impact of the change of the inspection time \( t_{\text{insp}} \) on the histograms of RUL is studied and the results are presented in Figure 11. The first row presents the position of the real crossing time \( R_{ct} \) of a slow degradation compared to the three histograms of the RUL obtained at three different inspection times. The \( R_{ct} \) will also be compared to the confidence intervals [5% percentile, 95% percentile]. According to the results, the \( R_{ct} \) is positioned in the confidence intervals [5% percentile, 95% percentile] of the three histograms obtained at different inspection times. It is possible to predict the failure of the system before it occurs based on the prognostic proposed by VG. Same results were observed for the two other degradation types, the results in Figure 11, shows that the \( R_{ct} \) always has a good position compared to the different histograms, conveying the efficiency of the prognostic.

The efficiency of the VG process and the proposed methods were tested using simulated data. It is important to apply the proposed methods on real data.
Figure 11. Position of the real crossing time $R_{ct}$ compared to the 5% and 95% percentiles of the RUL histograms for simulated data with NN algorithm at different inspection time: Slow, moderate, and fast.

5.2. Classification Methods for Real Data
5.2.1. K-Nearest-Neighbour Algorithms

In this section the real data will be used to evaluate the performance of the VG process and the proposed classification methods. Based on the real data of seven features are extracted and presented in Table 2. The extracted features contain the VGmod, the VGmean, the VGskew, the VGKurtosis, the VarVG, the minVG, and the maxVG and a target as a type of degradation. The type of degradation is determined based on the values of the other features and will be used to determine the optimal number $K$.

In the case of a small number of neighbours, the noise will have a higher influence on the result, and a large number of neighbours make it computationally expensive. Research works have also shown that a small number of neighbours provide more flexible fittings which will have low bias, but a high variance and a large number of neighbours will have a smoother decision boundary which means a lower variance but higher bias. In this case study, the number $K$ is set to be equal to 4, the choice was based on different tries and for $K = 4$, the results were satisfactory.

Table 3 resumes the results of the KNN prediction accuracy for real data. When the number of neighbours in the model is increased, the accuracy increases till some level. For $K = 1$, the KNN prediction accuracy is equal to 66.82%. When the number of $K$ is increased from $K = 2$ to $K = 4$, the prediction accuracy also increases from 77.92% to 85.51%. After reaching the value of $K = 4$, the increase of its value does not imply an increase in the prediction accuracy. When the number of neighbours is increased to be $K = 6$, $K = 8$, and $K = 10$, the model did not show better results. This can lead us to conclude that it is not necessary for each case that an increase in many neighbours increases accuracy. It is important to keep the best prediction results obtained for $K = 4$ since any misclassification error can induce serious problems in estimating the system’s lifetime prognostic.
Table 2. Features of real data for 16 observations.

| $\sigma$ | $\theta$ | $\nu$ | $\mu$ | Deg. Type | VG Min | VG Max | VG Mod | VG Mean | VG Skew | VG Kurt | VG Var |
|---------|---------|-------|-------|-----------|--------|--------|--------|--------|--------|--------|-------|
| 0.45    | 0.30    | 0.25  | 0.25  | S         | -0.853 | 2.618  | 0.442  | 0.569  | 0.458  | 3.892  | 0.225  |
| 3.5     | 2.5     | 1     | 0.75  | M         | -5.249 | 37.592 | 1.75   | 4.250  | 2.507  | 13.530 | 24.75  |
| 0.35    | 0.5     | 0.40  | 0.40  | S         | -0.514 | 2.867  | 0.512  | 0.662  | 0.737  | 4.572  | 0.147  |
| 0.25    | 0.75    | 0.25  | 0.15  | S         | -0.282 | 1.510  | 0.246  | 0.301  | 0.505  | 3.923  | 0.045  |
| 10      | 9       | 1     | 2     | F         | -25.036| 125.741| 10     | 13.853 | 3.809  | 28.370 | 180    |
| 1       | 1.5     | 0.75  | 1.5   | S         | 0.263  | 10.997 | 1.727  | 2.967  | 1.627  | 7.188  | 2.687  |
| 3       | 2       | 2     | 1.5   | M         | -7.425 | 25.538 | 1.5    | 3.246  | 2.453  | 13.318 | 17     |
| 10      | 8       | 1     | 2     | F         | -14.722| 151.918| 8      | 14.993 | 4.314  | 31.739 | 315    |
| 5       | 1.5     | 0.5   | 1     | M         | -6.583 | 32.533 | 2      | 3.484  | 2.915  | 18.061 | 15.75  |
| 4.75    | 3       | 0.75  | 1     | M         | -1.151 | 42.380 | 2      | 5.003  | 2.790  | 14.801 | 22     |
| 7       | 6       | 1     | 2     | F         | -6.667 | 153.298| 7      | 11.956 | 4.190  | 30.835 | 129    |
| 3.25    | 2.5     | 1     | 1     | M         | -2.945 | 39.808 | 3      | 5.341  | 3.309  | 20.053 | 27.75  |
| 10      | 8       | 1.5   | 2     | F         | -41.436| 141.537| 4      | 8.502  | 4.074  | 30.037 | 225    |
| 0.5     | 0.5     | 0.5   | 0.5   | S         | -0.356 | 4.473  | 0.680  | 1.026  | 1.088  | 5.333  | 0.375  |
| 9       | 6       | 1     | 2     | F         | -30.599| 224.604| 6      | 9.886  | 4.433  | 35.230 | 177    |

$c$, $\theta$, $\nu$, and $\mu$ are the variance gamma parameters. Deg. type is the degradation type (S: Slow, M: Moderate, and F: Fast). VG Min, VG Max, VG mod, VG mean, VG Skew, VG Kurt, and VG Var are the features.

Table 3. The KNN prediction accuracy for real data.

| K   | 1     | 2     | 4     | 6     | 8     | 10    |
|-----|-------|-------|-------|-------|-------|-------|
| Accuracy | 0.6682 | 0.7792 | 0.8551 | 0.7317 | 0.7529 | 0.7261 |
| Classification rate | 66.82% | 77.92% | 85.51% | 73.17% | 75.29% | 72.61% |

Once the three types of degradation are identified using the KNN algorithm, the rest of the work consists of proposing an efficient prognostic. The first step is to estimate the parameters of the degradation paths. As explained in different studies, the calculation of the maximum likelihood estimation (MLE) of the variance gamma process presented in Equation (6) is quite challenging because of the presence of the Bessel function of the third kind. In that context, the estimation of the VG parameters will be ensured using two R methods named ‘ghyp’ and ‘variance gamma’. The efficiency of the estimation is evaluated using the calculation of the RMSE for both methods. The idea is to choose three degradation paths each one presenting a type of degradation (slow, moderate, and fast) and to calculate the RMSE of their four parameters. RMSE1 presents the results of the calculation of the RMSE provided using the ‘ghyp’ method, whereas RMSE2 presents those obtained using the ‘variance gamma’ method. The results of the RMSE calculation for the three degradation paths are presented in Table 4. For the slow degradation path, the results show that the ‘ghyp’ method provides better results by giving a smaller error estimation compared to the ‘variance gamma’ R method. The same results were obtained for the two degradation paths, presenting moderate and fast degradation types. Based on the results of RMSE calculation presented in Table 4 one can conclude that the ‘ghyp’ method is the best estimation method that can be used since it provides the best estimation results. For the new degradation path, the classification method will be applied, and its unknown parameters will be estimated. Later a detailed study of its first hitting time (FT) distribution is examined and a good prognostic is proposed.
Table 4. RMSE for different type of trajectories.

| σ_{RMSE}     | θ_{RMSE}   | ν_{RMSE} | µ_{RMSE} |
|--------------|------------|----------|----------|
| VG_{slow} (σ = 0.45, θ = 0.30, ν = 0.25, µ = 0.25) | 0.00058383 | 2.555940 \times 10^{-7} | 0.00009207 | 0.00012196 |
| RMSE1        | 0.00080584 | 2.516683 \times 10^{-5} | 0.00081257 | 0.0007324230 |
| VG_{moderate} (σ = 3.5, θ = 2.5, ν = 1, µ = 0.5) | 4.063446 \times 10^{-3} | 0.0293710 | 0.02806451 | 0.001025312 |
| RMSE1        | 3.870385 \times 10^{-5} | 0.09642984 | 0.03979212 | 0.005082687 |
| VG_{fast} (σ = 10, θ = 4, ν = 1.5, µ = 0.75) | 0.001231534 | 2.9477285 \times 10^{-4} | 0.001239473 | 0.000463153 |
| RMSE1        | 0.003269308 | 2.936155 \times 10^{-5} | 0.001256060 | 0.0006779552 |

RMSE1: 'ghyp' R-method, RMSE2: 'variance gamma' R-method for σ, θ, ν, µ variance gamma (VG) parameters estimation.

The estimation of the parameters is essential to be considered. The estimated parameters of one chosen degradation path will be used to generate a number N = 10,000 of VG degradation paths. When the failure threshold is settled and the degradation paths cross the predefined threshold the time of the first passage time FT will be captured and used to obtain the histogram of the FT as shown in Figure 12.

![Figure 12. Histogram of RUL for real data.](image)

The same concept used to examine the histogram of the FT will be adopted to evaluate the quality of the prognostic for the VG for the different degradation behaviours. A conclusion that can be drawn from Figure 13 is that for some elements defining a strong degradation, the first crossing time defining the histogram of RUL arrives very quickly implying that the system reaches its failure threshold faster than other types of degradation.

This conclusion can be more justified in Figure 13 where it resumes the impact of the covariates on the histogram of the RUL. The histogram of RUL of the fast degradation reaches the failure threshold faster than any other type of degradation. The time of crossing the failure threshold of the fast degradation occurs before 40 h, whereas for the moderate degradation it happens between 20 and 80 h. Slow degradation data recorded the latest time to achieve the failure threshold. They crossed the failure threshold over the period between 100 and 160 h. Another interpretation can be conducted, the real crossing time R_{ct} of the chosen degradation trajectory presenting the three degradations is compared to the
The position of the $R_{ct}$ indicates the efficiency of the prognostic. It is important to evaluate the prognostic results when the values of the $t_{insp}$ change. The first row of Figure 14 presents the results of the comparison of the position of the $R_{ct}$ to the three histograms of RUL. The $R_{ct}$ has a good location in the confidence intervals [5% percentile, 95% percentile] of the three histograms allowing a conclusion that the failure of the system can be predicted. The same results were obtained for the two other degradation types, where at the different inspection time $t_{insp}$ the real crossing time $R_{ct}$ is located in the confidence intervals of the histograms of RUL. Based on the obtained results, the failure of the system modeled using the VG process can be predicted.

**Figure 13.** Position of the real crossing time $R_{ct}$ compared to the histograms of RUL for real data with the KNN algorithm: (a) Slow, (b) moderate, and (c) fast.

**Figure 14.** Position of the real crossing time $R_{ct}$ compared to the 5% and 95% percentiles of the RUL histograms for real data with the KNN algorithm at different inspection times: Slow, moderate, and fast.
5.2.2. Neural Network Algorithms

As explained, the NN algorithm is applied to detect the type of centrifugal pump degradation and the results are presented in Figure 15. The full data will be divided into two parts: Training data and testing data. In the training phase, 208 data are used to ensure the training of the algorithm while 92 will ensure the testing task. Based on the first row in Figure 15, the seven features were used as an input layer of the architecture, then the hidden layers were only presented by one layer with two nodes which communicate with the output layer used to illustrate the degradation type. The aim of the algorithm is to predict the future classification, so by using the testing data the prediction is calculated. The results of the prediction calculation are applied and used to create the confusion matrix. The results presented in the first row of Figure 15 shows that the algorithm was able to predict that 10 slow degradation were predicted to be slow same 16 moderate degradation and 20 fast degradation were successfully predicted. The algorithm show that eight moderate and four fast degradation types were predicted as slow degradation which constitute a misclassification.

When the error equation is calculated for the first row of Figure 15 the algorithm shows that the error is equal to 0.5. To improve the accuracy of the algorithm, the same work will be reproduced with a superior number of nodes. The number of nodes of the hidden layer passed from 2 to 5 and the results are presented in the second row of the Figure 15. The input will communicate with a hidden layer of five nodes, the results improved and the error of the misclassification passes from 0.5 to 0.34. The confusion matrix also shows that for the same data the NN algorithm was able to detect more correctly the type of degradation. For this configuration the number of real slow, moderate, and fast degradations predicted increased which minimise the number of data misclassified.

The third row of Figure 15 resumes a new architecture of the NN algorithm. In this part, two hidden layers are used with five nodes for the first one and two nodes for the second one. The confusion matrix explains that the proposed NN algorithm is able to successfully predict the degradation type. The misclassification error is equal to 0.12 which can be a satisfactory result for the classification algorithm. The aim is to test the NN algorithm to reduce the misclassification error. Another architecture was tested where the number of nodes of the second layer will increase. For NN with two hidden layers, one contains five nodes and the second with three nodes. This NN algorithm was not able to converge which lead to accepting the results obtained by the previous architecture of the NN algorithm. The best architecture of the NN algorithm was chosen, and gave a prediction accuracy equal to 88%. Both KNN and NN methods were applied as classification methods for the system degradation paths and it is noticeable that the NN algorithm provided better results in comparison to the KNN algorithm. The prediction accuracy of the NN algorithm for real data is equal to 88% whereas the prediction accuracy of the KNN algorithm is equal to 85.51%. This result can be explained based on the fact that the NN algorithm is more efficient than the KNN algorithm when the number of data is important. One of the shortcomings of the KNN algorithm is that it is slow and does not work as expected when working with a big number of features or parameters.

Once the classification results are accepted, the evaluation of the prognostic will be assessed. For the different degradation paths classified using the NN algorithm, three chosen degradation trajectories will be used to evaluate the prognostic. At $t = 0$, the VG parameters are used to generate $N = 10,000$ degradation trajectories and once they reach the predefined threshold the histograms of RUL are captured. The same work will be reproduced at $t = t_{insp}$ and the position of the real crossing time of the initial degradation path will be compared to the two histograms. Figure 16 provides the histograms of the RUL and gives an idea about the quality of the prognostic. Figure 16 resumes the position of the real crossing time $R_{ct}$ compared to the obtained histograms of the RUL. For the different histograms the $R_{ct}$ is positioned almost near their different medians which imply the efficiency of the prognostic.
Figure 15. NN prediction results for real data: (S—Slow, M—Moderate, and F—Fast).
To investigate more about the quality of the prognostic, the histograms of RUL will be generated at different inspection times $t_{insp}$ and the real crossing time $R_{ct}$ will be compared to them. The histograms of RUL of three degradation types are evaluated, and the results are presented in Figure 17. For the slow degradation, the results presented in the first row show that the real crossing time $R_{ct}$ has a good position compared to the three confidence intervals [5% percentile, 95% percentile] of the different histograms of RUL. The same results were observed for the moderate degradation where the $R_{ct}$ is located in the confidence intervals and encountered by the histograms of RUL. Similar results were observed for the fast degradation, which leads to the conclusion that the failure of the system can be observed and detected before it happens. Thus the prognostic provided using the VG process can be considered as efficient since it detects the failure before it occurs.

Figure 16. Position of the real crossing time $R_{ct}$ compared to the histograms of RUL for real data with the NN algorithm: (a) Slow, (b) moderate, and (c) fast.

| Degradation Type | Inspection 1 | Inspection 2 | Inspection 3 |
|------------------|--------------|--------------|--------------|
| Slow $R_{ct}$=87 | ![Histogram](image1) | ![Histogram](image2) | ![Histogram](image3) |
| Moderate $R_{ct}$=43 | ![Histogram](image4) | ![Histogram](image5) | ![Histogram](image6) |
| Fast $R_{ct}$=13 | ![Histogram](image7) | ![Histogram](image8) | ![Histogram](image9) |

Figure 17. Position of the real crossing time $R_{ct}$ compared to the 5% and 95% percentiles of the RUL histograms for real data with the NN algorithm at different inspection times: Slow, moderate, and fast.
6. Conclusions

In this study, the VG process is proposed to model a mechanical system degradation. To investigate its feasibility, real degradation data of a centrifugal pump were used. Initially, the VG process, its definition, and properties were presented. The choice of the degradation model was based on an understanding of the operating mode of the system in degradation. Several researchers investigated the impact of the environment of the system degradation and encouraged the incorporation of the environmental effects in degradation modelling. The effect of the environment such as temperature, humidity, and pressure was described by covariates and could be modelled via different models. In the paper the behaviour of the centrifugal pump operating in a dynamic environment was analysed. The presence of covariates was presented using a Markov Chain and both variance Gamma process and Markov chain was used as the degradation model. The covariates were used to describe the speed of the degradation: Slow, moderate, and fast. First, the unknown parameters of the model were estimated. The mixture distribution method was applied, and the maximum likelihood estimation examined. The estimation was a challenging task because of the presence of the Bessel function of the third kind in the expression of the MLE. To overcome the problem of estimating the supervised classification method, the KNN was proposed. The aim was to classify the degradation data on three clusters presenting the three different degradation speeds. After the classification, the estimation of the unknown parameters of the model and the FT distribution was examined. Moreover, the evolution of the prognostic depending on the degradation speed was also presented. Finally, the KNN and NN algorithms were also tested to classify the new degradation paths based on its type of degradation. In further study, it will be judicious to study more the efficiency of the VG process as a mathematical model while testing an efficient maintenance policy. It will also be important to propose different maintenance policies for the three different clusters and to procure the possibility for maintenance practitioners using KNN and NN algorithms of identifying the type of degradation and the relative maintenance actions.
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