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Abstract

We present some regularity properties (convexity, weak/weak∗ compactness and preservation of weak/weak∗ upper hemicontinuity) for Bochner/Gel’fand conditional expectation of Banach valued correspondences under the nowhere equivalence condition. These regularity properties for Bochner/Gel’fand integral of Banach valued correspondences are obtained as corollaries. Similar properties for regular conditional distributions are also covered by the corresponding results for Gel’fand conditional expectation of correspondences. We prove the necessity of the nowhere equivalence condition for any of these properties to hold. As an application, we show that the nowhere equivalence condition is satisfied on the space of players if and only if a pure-strategy Nash equilibrium exists in a general class of large games.
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1 Introduction

The theory of correspondences has found wide applications in a number of areas including optimization, control theory, stochastic analysis, game theory and general equilibrium theory. The most useful regularity properties for the integral of correspondences over an atomless measure space are convexity, compactness and preservation of upper hemicontinuity. Given the relationship between conditional expectation and integration, it is natural to consider the conditional expectation of correspondences, and expect that such a generalization could find more applications in various fields. The main aim of this paper is to characterize the regularity properties of convexity, compactness and preservation of upper hemicontinuity for Bochner/Gel’fand conditional expectation of Banach valued correspondences.\(^2\)

When the range space is finite dimensional, the theory on the integral (or more generally, conditional expectation) of correspondences has been considered in the literature. However, it is well known that even if one considers the integral of correspondences, all the regularity properties (convexity, compactness, and preservation of upper hemicontinuity) may fail when the range space is an infinite-dimensional Banach space.\(^3\) Thus, these regularity properties would also fail in general for conditional expectation of Banach valued correspondences.

Rather than working with the conditional expectation of Banach valued correspondences as in this paper, the earlier works consider its closure; see, for example, Hiai and Umegaki [17], Hiai [18] and Papageorgiou [36]. As noted in the paragraph above and Footnote 3, the regularity properties as considered here fail in general for the conditional expectation of correspondences without taking the closure. To resolve this issue, we work with the condition of “nowhere equivalence”, which captures in a certain sense relative richness between a \(\sigma\)-algebra and its sub-\(\sigma\)-algebra. Based on the nowhere equivalence condition, we are able to characterize the desirable properties for both Bochner and Gel’fand conditional expectation of Banach valued correspondences.

Formally, let \((T, \mathcal{T}, \lambda)\) be an atomless probability space and \(\mathcal{F}\) a countably generated sub-\(\sigma\)-algebra of \(\mathcal{T}\). Then \(\mathcal{T}\) is said to be nowhere equivalent to \(\mathcal{F}\) if these two \(\sigma\)-algebras do not coincide (modulo null sets) on any non-negligible subset of \(T\). In Theorems 1 and 2, we show that if a Banach valued correspondence \(G\) is \(\mathcal{F}\)-measurable and its selections are allowed to be \(\mathcal{T}\)-measurable, then all of these regularity properties hold for the Bochner and Gel’fand conditional expectation of the correspondence \(G\), respectively.

Theorems 1 and 2 indicate that the nowhere equivalence condition is sufficient for the relevant regularity properties to hold. We show in Theorem 3 that the nowhere equivalence condition is also necessary for the validity of any of those regularity properties. Thus, the nowhere equivalence condition is “minimal” if one needs to work with any of those properties for conditional expectation of Banach valued correspondences in general.

It is clear that the integral can be viewed as the conditional expectation with respect to the trivial \(\sigma\)-algebra, and any atomless \(\sigma\)-algebra is obviously nowhere equivalent to the trivial \(\sigma\)-algebra. Thus, the results on the Bochner/Gel’fand integral of Banach valued correspondences

\[^{1}\text{See, for example, the books Aliprantis and Border [1], Aubin and Frankowska [2], Hildenbrand [19], Molchanov [33], and also the papers Khan and Sagara [26], Khan and Zhang [27], Podczeck [38], Sun and Yannelis [45], Sun and Zhang [43] and Yu [47] for some recent developments and applications.}\]

\[^{2}\text{As noted in Remark 3 and Corollary 3 below, such properties for the case of Gel’fand conditional expectation imply the same properties for regular conditional distribution (which is a standard concept in probability).}\]

\[^{3}\text{It is well known that those regularity properties hold for integral of correspondences in the finite-dimensional setting; see, for example, Aliprantis and Border [1] and Hildenbrand [19]. Such results are based on Lyapunov’s theorem, which has been extensively studied in the literature; for some recent developments of Lyapunov’s theorem, see, for example, Dai and Feinberg [7, 8] and Feinberg and Plunyovski [12]. Soler [42] presented a conditional version of this theorem in the finite-dimensional setting. The conditional expectation of correspondences in the finite-dimensional setting has been studied systematically in He and Sun [16]. For the infinite-dimensional setting, see Diestel and Uhl [10] and Sun [44] for some counterexamples on the failure of those regularity properties, while Khan and Sun [23] showed that those properties hold for integral of correspondences with a countable range.}\]
correspondences can be delivered as direct corollaries (Proposition 1/Proposition 3). Furthermore, the norm compactness and preservation of norm upper hemicontinuity for integral of Banach valued correspondences are also presented in Proposition 2. Our Propositions 1-3 generalize the results in a few earlier papers on integral of Banach valued correspondences by using the more general condition of nowhere equivalence.\footnote{To obtain convexity for Bochner integral of Banach valued correspondences, Rustichini and Yannelis [41] proposed to work with measure spaces with the associated $L^\infty$ spaces over any non-null measurable set having strictly larger cardinality than that of the continuum. Sun [44] resolved the issue on the regularity properties (convexity, weak/weak$^*$ compactness and preservation of weak/weak$^*$ upper hemicontinuity) for Bochner and Ge$f$'fand integral of correspondences based on atomless Loeb spaces; for the construction of a Loeb space, see Loeb [31]. These results were further generalized by Sun and Yannelis [45] and Podczeck [38] to those over a saturated probability space. Note that a probability space is saturated if its $\sigma$-algebra is nowhere equivalent to any countably-generated sub-$\sigma$-algebra; see Keisler and Sun [21].}

To illustrate the usefulness of the characterization results, we apply Theorems 1 and 2 to study a new class of large games and obtain new equilibrium existence results. In a typical large game, each player’s payoff depends on her action and the societal aggregate, which is often modeled as the average actions from all the players.\footnote{Large games of this type are also called mean-field games; see, for example, Caines, Huang and Malhamé [4], Carmona and Lacker [5], Huang, Caines and Malhamé [20], Lacker [28], Lasry and Lions [29], Nutz [34] and Nutz and Zhang [35].} Such modeling of “aggregate actions” completely removes the differences among individual players. As argued in Khan \textit{et al.} [25], economic agents are often associated with biological or social traits, and hence it is possible that an individual player’s payoff depends on the aggregate actions in a rich manner. In Section 6, we consider a large game where the action space is a subset of some infinite-dimensional Banach space, and the externality part is the conditional expectation of players’ action profiles, given their characteristics. That is, a player may care about the aggregate actions from those players who share the same characteristics.\footnote{For example, one may care about not only the aggregate actions of the whole society, but also the aggregate actions from each group with the same income level.} We show in Theorem 4 that the nowhere equivalence condition characterizes the pure-strategy equilibrium existence in such large games in the sense that a pure-strategy Nash equilibrium exists if and only if the nowhere equivalence condition is satisfied on the player space.\footnote{In the end of Section 6, we provide more discussions on the equilibrium existence results in the literature, and compare those results with our Theorem 4.}

The paper is organized as follows. Section 2 collects some basic definitions of correspondences and also the nowhere equivalence condition. In Sections 3 and 4, we prove the regularity properties for Bochner and Ge$f$'fand conditional expectation of correspondences, respectively. Section 5 presents the necessity result. As an application of main results, Section 6 characterizes the existence of pure-strategy Nash equilibrium via the nowhere equivalence condition. All the proofs are collected in Appendix.

## 2 Basics

Let $X$ be a Banach space endowed with the norm $\|\cdot\|$, and $(T, \mathcal{T}, \lambda)$ a complete probability space endowed with a countably additive probability measure $\lambda$.

Given a mapping $f$ from $(T, \mathcal{T}, \lambda)$ to $X$, if $f$ can be approximated in norm by a sequence of simple functions and $\|f\|$ is integrable on $(T, \mathcal{T}, \lambda)$, then $f$ is said to be Bochner integrable.

A mapping $f$ from $(T, \mathcal{T}, \lambda)$ to the norm dual $X^*$ of a Banach space $X$ is said to be Ge$f$'fand integrable if $f(\cdot)(x)$ is integrable over $(T, \mathcal{T}, \lambda)$ for each $x \in X$. The Ge$f$'fand integral of $f$ is the unique element $x^*$ in $X^*$ such that $x^*(x) = \int_T f(\cdot)(x) \, d\lambda$ for all $x \in X$, and $x^*$ is denoted by $\int_T f \, d\lambda$.

For a Bochner (resp. Ge$f$'fand) integrable mapping $f$ from $T$ to some Banach space $Y$, a mapping $g$ is called a Bochner (resp. Ge$f$'fand) conditional expectation of $f$ given...
a sub-$\sigma$-algebra $\mathcal{F} \subseteq \mathcal{T}$, if $g$ is $\mathcal{F}$-measurable and $\int_D f \, d\lambda = \int_D g \, d\lambda$ for any $D \in \mathcal{F}$.

Given two nonempty sets $T$ and $Y$, a correspondence $F$ from $T$ to $Y$ is a mapping from the set $T$ to the collection of all nonempty subsets of $Y$. Suppose that $Y$ is a topological space endowed with the Borel $\sigma$-algebra $\mathcal{B}(Y)$. A correspondence $F$ from $(T, \mathcal{T}, \lambda)$ to $Y$ is said to be measurable if \( \{ t \in T : F(t) \cap E \neq \emptyset \} \in \mathcal{T} \) for each closed subset $E \subseteq Y$. A correspondence $F$ from $(T, \mathcal{T}, \lambda)$ to $Y$ is said to be convex (resp. closed, compact) valued if $F(t)$ is convex (resp. closed, compact) for $\lambda$-almost all $t \in T$. A mapping $f$ is called a selection of $F$ if $f(t) \in F(t)$ for $\lambda$-almost all $t \in T$.

For $1 \leq p \leq \infty$, a correspondence $F$ is said to be $p$-integrably bounded if there is a real-valued function $h$ such that $h^p$ is integrable on $(T, \mathcal{T}, \lambda)$, and $\sup \{|x| : x \in F(t)\} \leq h(t)$ for $\lambda$-almost all $t \in T$. If $p = 1$, then we just say that $F$ is integrably bounded.

A correspondence $F$ from a topological space $T$ to another topological space $Z$ is said to be upper hemicontinuous at $y_0 \in Y$, if for any open set $O_Z$ that contains $F(y_0)$, there exists an open neighborhood $O_Y$ of $y_0$ such that for any $y \in O_Y$, $F(y) \subseteq O_Z$. The correspondence $F$ is said to be upper hemicontinuous if it is upper hemicontinuous at every point $y \in Y$.

Hereafter, we assume that $(T, \mathcal{T}, \lambda)$ is an atomless probability space. Given a nonnegligible subset $D \subseteq \mathcal{T}$, we shall define the restricted space $(D, \mathcal{T}^D, \lambda^D)$ of $(T, \mathcal{T}, \lambda)$ on $D$ as follows: let $\mathcal{T}^D$ be the $\sigma$-algebra $\{D \cap D' : D' \in \mathcal{T}\}$, and $\lambda^D$ the probability measure re-scaled from the restriction of $\lambda$ to $\mathcal{T}^D$. For a sub-$\sigma$-algebra $\mathcal{F} \subseteq \mathcal{T}$, one can define the restricted space $(D, \mathcal{F}^D, \lambda^D)$ similarly. Hereafter, we assume that $\mathcal{F}$ is countably generated. The following condition compares the $\sigma$-algebra $\mathcal{T}$ with its sub-$\sigma$-algebra $\mathcal{F}$.

\begin{definition}
The $\sigma$-algebra $\mathcal{T}$ is said to be nowhere equivalent to its sub-$\sigma$-algebra $\mathcal{F}$ if for every $D \in \mathcal{T}$ with $\lambda(D) > 0$, there exists a $\mathcal{T}$-measurable set $D_0 \subseteq D$ such that $\lambda(D_0 \triangle D_1) > 0$ for any $D_1 \in \mathcal{F}^D$.
\end{definition}

3 \hspace{1em} \textbf{Bochner integral and conditional expectation of correspondences}

In this section, we consider the Bochner integral and conditional expectation of Banach valued correspondences. Specifically, we shall show that the condition of nowhere equivalence is sufficient for several desirable regularity properties (convexity, compactness, and preservation of upper hemicontinuity) of Bochner integral and conditional expectation of correspondences. In Section 5, we shall show that the nowhere equivalence condition is also necessary for these properties.

Fix the Banach space $X$ and the atomless probability space $(T, \mathcal{T}, \lambda)$. Let $\mathcal{G}$ be a sub-$\sigma$-algebra of $\mathcal{T}$. Given a correspondence $F$ from $T$ to $X$, denote

$$I^\mathcal{G}_F = \left\{ \int_T f(t) \, d\lambda(t) : f \text{ is a } \mathcal{G}\text{-measurable Bochner integrable selection of } F \right\},$$

and

$$CI^\mathcal{G}_F = \left\{ E(f|\mathcal{G}) : f \text{ is a } \mathcal{T}\text{-measurable Bochner integrable selection of } F \right\}.$$

For $p \geq 1$, let $L^\mathcal{G}_p(T, X)$ be the set of all $\mathcal{G}$-measurable Bochner integrable mappings from...
$T$ to $X$ under the usual norm; that is, for $1 \leq p < \infty$,

$$L^G_p(T, X) = \left\{ f : f \text{ is } G\text{-measurable and } \left(\int_T \|f\|^p \, d\lambda\right)^{\frac{1}{p}} < \infty \right\}$$

and

$$L^G_\infty(T, X) = \left\{ f : f \text{ is } G\text{-measurable, } \exists c > 0 \text{ such that } \lambda(t : \|f(t)\| < c) = 1 \right\}.$$

In this section, we assume that $X$ is a separable Banach space, and $X^*$ has the Radon-Nikodým property. Since $X$ is separable, it is straightforward to check that $L^G_p(T, X)$ is also a separable Banach space for $1 \leq p < \infty$ when $G$ is countably generated. As $X^*$ has the Radon-Nikodým property, by Theorem 1 in Diestel and Uhl [10, p.98], $L^G_p(T, X^*)$ consists of the continuous linear functionals of $L^G_p(T, X)$ for $1 \leq p < \infty$, where $X^*$ is the dual space of $X$ and $\frac{1}{p} + \frac{1}{q} = 1$.

We shall start by considering the properties on the convexity, compactness, and preservation of upper hemicontinuity for conditional expectation of Banach-valued correspondences. The corresponding properties for the Bochner integral of correspondences follow directly.

**Theorem 1.** If $T$ is nowhere equivalent to $F$, then for any sub-$\sigma$-algebra $G$ of $F$, we have the following properties.

A1 For any $F$-measurable and weakly compact valued correspondence $F$ from $T$ to $X$, $CI^{(T,G)}_F$ is convex.

A2 For any $F$-measurable, $p$-integrably bounded and weakly compact valued correspondence $F'$ from $T$ to $X$ with $1 \leq p < \infty$, $CI^{(T,G)}_F$ is weakly compact in $L^G_p(T, X)$.

A3 For any $F$-measurable, $p$-integrably bounded and weakly compact valued correspondence $F$ from $T$ to $X$ with $1 \leq p < \infty$,

$$CI^{(T,G)}_F = CI^{(T,G)}_{\text{cl} F},$$

where $\text{cl} F$ is the correspondence such that $\text{cl} F(t)$ is the norm closure of the convex hull of $F(t)$ for each $t \in T$.

A4 Suppose that $G$ is an $F$-measurable, $p$-integrably bounded and weakly compact valued correspondence from $T$ to $X$ with $1 \leq p < \infty$. Let $F : T \times Y \to X$ be a weakly closed valued correspondence ($Y$ is a metric space). If

(a) $F(t, y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
(b) for any $y \in Y$, $F(\cdot, y)$ is $F$-measurable;
(c) for any $t \in T$, $F(t, \cdot)$ is weakly upper hemicontinuous;

then $H(y) = CI^{(T,G)}_{F_y}$ is weakly upper hemicontinuous in $L^G_p(T, X)$.

Hiai and Umegaki [17], Hiai [18] and Papageorgiou [36] studied the properties for the closure of $CI^{(T,G)}_F$; that is, the closure of the Bochner conditional expectation of the correspondence $F$. In contrast, we directly show the regularity properties for $CI^{(T,G)}_F$ rather than its closure.

The regularity properties for integral of correspondences follow from those for conditional expectation of correspondences. In particular, if we take the sub-$\sigma$-algebra $G$ to be the trivial $\sigma$-algebra $\{T, \emptyset\}$ in Theorem 1, then the conditional expectation is reduced to be the infinite-dimensional integral, and the following result is immediate.

**Proposition 1.** If $T$ is nowhere equivalent to $F$, then we have the following properties.

B1 For any $F$-measurable and weakly compact valued correspondence $F$ from $T$ to $X$, $I^G_F$ is convex.
In this section, we turn to the Gel’fand integral and conditional expectation of correspondences. As in Section 3, we shall show that the condition of nowhere equivalence is sufficient for the desirable regularity properties (convexity, compactness, and preservation of norm upper hemicontinuity) of Gel’fand integral and conditional expectation of correspondences.

Throughout this section, we assume that $X$ is a separable Banach space. Let $G$ be a sub-$\sigma$-algebra of $\mathcal{T}$. Given a correspondence $F$ from $T$ to $X^*$, denote

$$G_F^G = \left\{ \int_T f \, d\lambda(t) : f \text{ is a $G$-measurable Gel’fand integrable selection of } F \right\},$$

and

$$CG_F^{(T,G)} = \left\{ E(f|G) : f \text{ is a } \mathcal{T}\text{-measurable Gel’fand integrable selection of } F \right\},$$

where the integral and the conditional expectation take the Gel’fand integral.

In the following proposition, we show that the properties on norm compactness and preservation of norm upper hemicontinuity of integral of correspondences also hold.

**Proposition 2.** If $\mathcal{T}$ is nowhere equivalent to $\mathcal{F}$, then we have the following properties.

**B5** For any $\mathcal{F}$-measurable, integrably bounded and norm compact valued correspondence $F$ from $T$ to $X$, $I_F^T$ is norm compact.

**B6** Suppose that $G$ is an $\mathcal{F}$-measurable, integrably bounded and norm compact valued correspondence from $T$ to $X$. Let $F: T \times Y \to X$ be a weakly closed valued correspondence ($Y$ is a metric space). If

- $(a)$ $F(t,y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
- $(b)$ for any $y \in Y$, $F(\cdot,y)$ is $\mathcal{F}$-measurable;
- $(c)$ for any $t \in T$, $F(t,\cdot)$ is weakly upper hemicontinuous;

then $H(y) = I_{F_y}^T$ is weakly upper hemicontinuous.

**Remark 1.** The condition of the Radon-Nikodým property on $X^*$ is not needed in Propositions 1 and 2. In the case that $G$ is non-trivial, this condition is to guarantee that $L^G_q(T,X^*)$ consists of all the continuous linear functionals of $L^G_p(T,X)$ for $1 \leq p < \infty$ with $\frac{1}{p} + \frac{1}{q} = 1$; that is, $L^G_q(T,X^*)$ is the dual space of $L^G_p(T,X)$. When $G$ is the trivial $\sigma$-algebra $\{T,\emptyset\}$, $L^G_q(T,X^*)$ and $L^G_q(T,X)$ are simply $X^*$ and $X$. As $X^*$ is the dual space of $X$, the condition of Radon-Nikodým property on $X^*$ is unnecessary.

4 Gel’fand integral and conditional expectation of correspondences

In this section, we turn to the Gel’fand integral and conditional expectation of correspondences. As in Section 3, we shall show that the condition of nowhere equivalence is sufficient for the desirable regularity properties (convexity, compactness, and preservation of upper hemicontinuity) of Gel’fand integral and conditional expectation of correspondences.

Throughout this section, we assume that $X$ is a separable Banach space. Let $G$ be a sub-$\sigma$-algebra of $\mathcal{T}$. Given a correspondence $F$ from $T$ to $X^*$, denote
Theorem 2. If $\mathcal{T}$ is nowhere equivalent to $\mathcal{F}$, then for any sub-$\sigma$-algebra $\mathcal{G}$ of $\mathcal{F}$, we have the following properties.

C1 For any $\mathcal{F}$-measurable and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$, $CG^{(T,\mathcal{G})}_F$ is convex.

C2 For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$ with $1 < p \leq \infty$, $CG^{(T,\mathcal{G})}_F$ is weak$^*$ compact (in the dual space of $L^q_\sigma(T,X)$ with $1/p + 1/q = 1$).

C3 For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$ with $1 < p \leq \infty$, $CG^{(T,\mathcal{G})}_F = CG^{(T,\mathcal{G})}_{w^*\mathcal{G}F}$, where $w^* - \mathcal{G}F(t)$ is the correspondence such that for each $t \in T$, $w^* - \mathcal{G}F(t)$ is the weak$^*$ closure of the convex hull of $F(t)$.

C4 Suppose that $G$ is an $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence from $T$ to $X^*$ with $1 < p \leq \infty$. Let $F$ be a weak$^*$ closed valued correspondence from $T \times Y$ to $X^*$ ($Y$ is a metric space). If

(a) $F(t,y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
(b) for any $y \in Y$, $F(\cdot,y)$ is $\mathcal{F}$-measurable;
(c) for any $t \in T$, $F(t,\cdot)$ is weak$^*$ upper hemicontinuous;

then $H(y) = CG^{(T,\mathcal{G})}_F$ is weak$^*$ upper hemicontinuous (in the dual space of $L^q_\sigma(T,X)$).

Proposition 3 below considers the Gel'fand integral of correspondences. In Theorem 2, if we take the sub-$\sigma$-algebra $\mathcal{G}$ to be the trivial $\sigma$-algebra $\{T,\emptyset\}$, then the Gel'fand conditional expectation is reduced to be the Gel'fand integral.

Proposition 3. If $\mathcal{T}$ is nowhere equivalent to $\mathcal{F}$, then we have the following properties.

D1 For any $\mathcal{F}$-measurable and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$, $CG^{(T,\mathcal{G})}_F$ is convex.

D2 For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$ with $1 < p \leq \infty$, $CG^{(T,\mathcal{G})}_F$ is weak$^*$ compact in $X^*$.

D3 For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence $F$ from $T$ to $X^*$ with $1 < p \leq \infty$, $CG^{(T,\mathcal{G})}_F = CG_{w^*\mathcal{G}F}$.

D4 Suppose that $G$ is an $\mathcal{F}$-measurable, $p$-integrably bounded, and weak$^*$ compact valued correspondence from $T$ to $X^*$ with $1 < p \leq \infty$. Let $F$ be a weak$^*$ closed valued correspondence from $T \times Y$ to $X^*$ ($Y$ is a metric space). If

(a) $F(t,y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
(b) for any $y \in Y$, $F(\cdot,y)$ is $\mathcal{F}$-measurable;
(c) for any $t \in T$, $F(t,\cdot)$ is weak$^*$ upper hemicontinuous;

then $H(y) = CG^{(T,\mathcal{G})}_F$ is weak$^*$ upper hemicontinuous in $X^*$.

Sun [44] proved that the regularity properties (convexity, compactness, and preservation of upper hemicontinuity) hold for Bochner and Gel'fand integral of correspondences if the underlying probability space is an atomless Loeb space. These results were generalized by Sun and Yannelis [45] and Podczeck [38] to those over a saturated probability space. All these papers do not consider the conditional expectation of correspondences. In terms of integral of correspondences, our Propositions 1-3 generalize the results in those papers in the sense that the $\sigma$-algebra based on a saturated probability space is nowhere equivalent to any countably-generated sub-$\sigma$-algebra.

In various applications, the widely adopted probability spaces are often not saturated (e.g., based on Polish spaces). Thus, the results depending on saturated probability spaces are not applicable. Instead, we can work with the nowhere equivalence condition, and cover the case of non-saturated probability spaces such as the standard probability spaces.
5 Converse results

In Sections 3 and 4, we show that the nowhere equivalence condition is sufficient for several desirable properties of Bochner/Gelfand integral and conditional expectation of correspondences. In this section, we shall prove that the nowhere equivalence condition is also necessary in the sense that it is implied by each of the properties in Theorems 1 and 2, and Propositions 1, 2 and 3. As a result, the nowhere equivalence condition characterizes those desirable properties.

**Theorem 3.** The σ-algebra $\mathcal{T}$ is nowhere equivalent to $\mathcal{F}$ under $\lambda$ if given any sub-σ-algebra $G \subseteq F$, one of the following conditions holds.

- **E1** For any $\mathcal{F}$-measurable and weakly compact valued (resp. weak* compact valued) correspondence $F$ from $T$ to $X$ (resp. $X^*$), $C_I^{(T,G)}(\mathcal{T},G)$ (resp. $CG^{(T,G)}_{\mathcal{F}}$) is convex.
- **E2** For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weakly (resp. weak*) compact valued correspondence $F$ from $T$ to $X$ (resp. $X^*$) with $1 \leq p < \infty$ (resp. $1 < p \leq \infty$), $C_I^{(T,G)}(\mathcal{T},G)$ (resp. $CG^{(T,G)}_{\mathcal{F}}$) is weakly (resp. weak*) compact in $L_p(T,X)$ (resp. in the dual space of $L_p(T,X)$ with $\frac{1}{p} + \frac{1}{q} = 1$).
- **E3** For any $\mathcal{F}$-measurable, $p$-integrably bounded, and weakly (resp. weak*) compact valued correspondence $F$ from $T$ to $X$ (resp. $X^*$) with $1 \leq p < \infty$ (resp. $1 < p \leq \infty$), $C_I^{(T,G)} = C_I^{(T,G)}(\mathcal{T},G)$ (resp. $CG^{(T,G)}_{\mathcal{F}} = CG^{(T,G)}_{\mathcal{F}}$).
- **E4** For any weakly (resp. weak*) closed valued correspondence $F$ from $T \times Y$ to $X$ (resp. $X^*$) such that there is an $\mathcal{F}$-measurable, $p$-integrably bounded, weakly (resp. weak*) compact valued correspondence $G$ from $T$ to $X$ (resp. $X^*$) with $1 \leq p < \infty$ (resp. $1 < p \leq \infty$),
- (a) $F(t,y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
- (b) for any $y \in Y$, $F(\cdot, y)$ is $\mathcal{F}$-measurable;
- (c) for any $t \in T$, $F(t, \cdot)$ is weakly (resp. weak*) upper hemicontinuous;

$H(y) = C_I^{(T,G)}(\mathcal{T},G)$ (resp. $CG^{(T,G)}_{\mathcal{F}}$) is weakly (resp. weak*) upper hemicontinuous in $L_p(T,X)$ (resp. in the dual space of $L_p(T,X)$).

- **E5** For any $\mathcal{F}$-measurable, integrably bounded, and norm compact valued correspondence $F$ from $T$ to $X$, $I_F^T$ is norm compact.

- **E6** For any norm closed valued correspondence $F$ from $T \times Y$ to $X$ such that there is an $\mathcal{F}$-measurable, integrably bounded, and norm compact valued correspondence $G$ from $T$ to $X$,
- (a) $F(t,y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
- (b) for any $y \in Y$, $F(\cdot, y)$ is $\mathcal{F}$-measurable;
- (c) for any $t \in T$, $F(t, \cdot)$ is norm upper hemicontinuous;

$H(y) = I_F^T$ is norm upper hemicontinuous.

For the Bochner/Gelfand integral of Banach valued correspondences, the necessity of saturation for those regularity properties was indicated in Sun and Yannelis [45] and Podczeck [38]. These papers do not distinguish the measurability of a correspondence and its selections, and hence cannot work with the non-saturated probability spaces. As explained in Sun and Yannelis [45], to show the necessity of saturation, one can construct a particular correspondence with a non-saturated probability space, which is obtained by modifying a counterexample based on the Lebesgue measure space via a measure-preserving mapping. To obtain the necessity of nowhere equivalence, we need to construct a sequence of correspondences satisfying the regularity properties, which is considerably more complicated.
6 Large games

In this section, we apply the results on conditional expectation of Banach valued correspondences to study the existence of pure-strategy Nash equilibria in large games. Similarly as those presented in Sections 3, 4 and 5, we shall state the equilibrium existence results in terms of both Bochner and Gel’fand integrable strategy profiles. In particular, the nowhere equivalence condition on the player space is a sufficient and necessary condition for the existence of Nash equilibria in both cases.

A large game can be described as follows.

1. The player space is an atomless probability space \((T, \mathcal{T}, \lambda)\). Let \(\mathcal{F}\) be a countably generated sub-\(\sigma\)-algebra of \(\mathcal{T}\).
2. The set \(A\) is the common action space for all players, which is a compact subset of an infinite-dimensional Banach space \(X\). Denote \(\overline{\text{co}}(A)\) as the closed convex hull of \(A\), and \(\Gamma\) the set of all \(\mathcal{F}\) measurable mapping from \(T\) to \(\overline{\text{co}}(A)\). \(^{10}\)
3. The space \(\mathcal{U}\) is the set of continuous real-valued mappings on \(A \times \Gamma\) endowed with the supremum norm topology.
4. A game \(G\) is an \(\mathcal{F}\)-measurable mapping from \(T\) to \(\mathcal{U}\).

The \(\sigma\)-algebra \(\mathcal{F}\) here is understood as the one generated by the payoff function \(G\) that specifies the players’ characteristics. He, Sun and Sun \([14]\) called \((T, \mathcal{F}, \lambda)\) the characteristic type space. A strategy profile \(g\) is a \(T\)-measurable mapping from the player space \(T\) to the action space \(A\). The payoff of player \(t \in T\) is \(G(t)(g(t), E(g|\mathcal{F}))\). That is, the payoff of player \(t\) is determined by his own action \(g(t)\) as well as \(E(g|\mathcal{F})\), the societal aggregate given players’ characteristics.

**Definition 2.** A Nash equilibrium of a game \(G\) is a \(T\)-measurable mapping \(g\) from \(T\) to \(A\) such that for almost all \(t \in T\),

\[
G(t)(g(t), E(g|\mathcal{F})) \geq G(t)(a, E(g|\mathcal{F}))
\]

for any \(a \in A\).

Below, we shall describe both Bochner and Gel’fand integrable strategy profiles, and show that the equilibrium existence result can be characterized via the nowhere equivalence condition on the player space. The key point is that there are many players associated with every characteristic; that is, the player space is richer than the characteristic type space for any non-trivial subset of players.

**Bochner integrable strategy profile**

1. The space \(X\) is separable, and \(X^*\) has the Radon-Nikodým property.
2. The set \(A\) is weakly compact, and \(\overline{\text{co}}(A)\) is the weak closure of the convex hull of \(A\).
3. The set \(\Gamma\) is viewed as a subset of \(L_1^F(T, X)\) endowed with the weak topology.

**Gel’fand integrable strategy profile**

1. Let \(X = Y^*\), where \(Y\) is an infinite-dimensional separable Banach space.
2. The set \(A\) is weak* compact, and \(\overline{\text{co}}(A)\) is the weak* closure of the convex hull of \(A\).
3. The set \(\Gamma\) is viewed as a subset of \(L_\infty^F(T, Y^*)\) endowed with the weak* topology.

**Theorem 4.** In each of the cases above, the following statements are equivalent.

1. The \(\sigma\)-algebra \(\mathcal{T}\) is nowhere equivalent to \(\mathcal{F}\) under \(\lambda\).
2. A Nash equilibrium exists for any large game.

\(^{10}\)We have not specified the topologies on \(A\) and \(\Gamma\), which will be explained in the sequel.
Remark 2. Theorem 4 can be extended to cover the case that the action space \( A \) is endowed with the norm topology, where the necessary changes are as follows.

1. The space \( X \) is separable.

2. The set \( A \) is norm compact, and \( \overline{\text{co}}(A) \) is the norm closure of the convex hull of \( A \).

3. The space \( U \) is the set of continuous real-valued mappings on \( A \times \overline{\text{co}}(A) \) endowed with the supremum norm topology. Given a strategy profile \( g \), the payoff of player \( t \in T \) is \( G(t)(g(t), \int_T g \, d\lambda) \), where the integral is the Bochner integral. That is, the payoff of player \( t \) is determined by his own action \( g(t) \) as well as the societal aggregate \( \int_T g \, d\lambda \).

That is, the externality of the game (the societal aggregate) is the integral of the strategy profile, rather than its conditional expectation. We shall explain how to modify the proof of Theorem 4 to cover this case in Remark 5 of Section 7.5.

Khan, Rath and Sun \([22]\) presented large games where the societal aggregates are formalized, in one way or another, as Bochner/Gel’fand integral. They showed that those games do not possess any Nash equilibrium. Khan and Sun \([24]\) worked with a hyperfinite Loeb player space and resolved this nonexistence problem. Sun and Zhang \([43]\) proved that the saturation property on the player space is both sufficient and necessary for the existence of Nash equilibrium in large games with infinite-dimensional Banach space as the action space. In all these papers, the societal aggregates are formalized as the integral of the strategy profile.\(^{11}\) Theorem 4 above extends the results in Khan and Sun \([24]\) and Sun and Zhang \([43]\) in the sense that we can work with non-saturated player spaces and more general societal aggregates (the conditional expectation of the strategy profile). He and Sun \([16]\) considered a class of large games with finite-dimensional action spaces, where the societal aggregate is formalized as the conditional expectation of the strategy profile. Here we consider games with infinite-dimensional action spaces.

7 Appendix

7.1 Mathematical preliminary

Recall that \((T, \mathcal{T}, \lambda)\) is an atomless probability space and \( \mathcal{F} \) is a countably generated sub-\(\sigma\)-algebra of \( \mathcal{T} \). For a correspondence \( F \) from \( T \) to the Polish space \( X \), let

\[
D_F^T = \{ \lambda \circ f^{-1} \in \mathcal{M}(X) : f \text{ is a } \mathcal{T}\text{-measurable selection of } F \},
\]

where \( \mathcal{M}(X) \) is the set of Borel probability measures on \( X \) endowed with the weak topology, and \( \lambda \circ f^{-1} \) is the probability measure on \( X \) induced by the mapping \( f \). Denote \( C_0(X) \) as the set of all bounded continuous function from \( X \) to \( \mathbb{R} \). A function \( c \) is said to be a Carathéodory function if \( c(\cdot, x) \) is \( \mathcal{F}\)-measurable for each \( x \in X \) and \( c(t, \cdot) \) is continuous for each \( t \in T \).

The following definition introduces the notion of transition probability.

\(^{11}\)Rath, Sun and Yamashige \([39]\) presented a counterexample of large game where the societal aggregate is the distribution induced by the strategy profile. It was then shown in Keisler and Sun \([21]\) that the saturation property is necessary and sufficient for the existence of Nash equilibrium in such games. Khan and Zhang \([27]\) presented a countably generated Lebesgue extension, which is nowhere equivalent to the relevant Borel \(\sigma\)-algebra, as the player space. Based on this particular Lebesgue extension, they showed that the example in Rath, Sun and Yamashige \([39]\) possesses Nash equilibria. Based on the nowhere equivalence condition, He, Sun and Sun \([14]\) extended the characterization result of Keisler and Sun \([21]\). To prove the necessity result, He, Sun and Sun \([14]\) constructed a sequence of large games that have the same player space but different action spaces. This result was improved in He and Sun \([15]\), which could work with large games with any specific uncountable action space. In all these papers, the societal aggregate is formalized as the distribution induced by the strategy profile. Note that a player’s pure strategy can be viewed as a Dirac measure at that action, and hence the distribution induced by the strategy profile on the action space can be also viewed as the Gel’fand integral.
Definition 3. An $\mathcal{F}$-measurable transition probability from $T$ to $X$ is a mapping $\phi : T \to \mathcal{M}(X)$ such that $\phi(\cdot,B) : t \mapsto \phi(t,B)$ is $\mathcal{F}$-measurable for every $B \in \mathcal{B}(X)$.

The set of all $\mathcal{F}$-measurable transition probabilities from $T$ to $X$ is denoted by $\mathcal{R}_F^T(X)$, or $\mathcal{R}^T$ when it is clear.

Definition 4. A sequence $\{\phi_n\}$ in $\mathcal{R}_F^T$ is said to weakly converge to some $\phi \in \mathcal{R}_F^T$ if for every bounded Carathéodory function $c : T \times X \to \mathbb{R}$,

$$\lim_{n \to \infty} \int_T \left[ \int_X c(t,x)\phi_n(t,dx) \right] \lambda(t) = \int_T \left[ \int_X c(t,x)\phi(t,dx) \right] \lambda(t).$$

The weak topology on $\mathcal{R}_F^T$ is defined as the weakest topology for which the functional $\phi \mapsto \int_T \left[ \int_X c(t,x)\phi(t, dx) \right] \lambda(t)$ is continuous for every bounded Carathéodory function $c$.

If $f$ is a $\mathcal{T}$-measurable mapping from $T$ to $X$, then $\lambda^{(f_F)}$ denotes the regular conditional distribution (RCD) of $f$ given $\mathcal{F}$ under $\lambda$. That is, $\lambda^{(f_F)}$ is a mapping from $T \times \mathcal{B}(X)$ to $[0,1]$ such that

1. $\lambda^{(f_F)}(t, \cdot)$ is a probability distribution on $X$ for any $t \in T$;
2. given any Borel subset $B \subseteq X$, $\lambda^{(f_F)}(\cdot,B) = E[1_B(f)|\mathcal{F}]$ $\lambda$-a.e.

For a correspondence $F$ from $T$ to $X$, let

$$\mathcal{R}_F^{(T,\mathcal{F})} = \{\lambda^{(f_F)} : f$ is a $\mathcal{T}$-measurable selection of $F\},$$

which is the set of all RCDs induced by $\mathcal{T}$-measurable selections of $F$ conditional on $\mathcal{F}$ under $\lambda$.

The following lemma is from He and Sun [15, Theorem 2].

Lemma 1. If $\mathcal{T}$ is nowhere equivalent to $\mathcal{F}$ under $\lambda$, then we have the following properties.

1. For any closed valued $\mathcal{F}$-measurable correspondence $F$ from $T$ to $X$, $\mathcal{R}_F^{(T,\mathcal{G})}$ is convex.
2. For any compact valued $\mathcal{F}$-measurable correspondence $F$ from $T$ to $X$, $\mathcal{R}_F^{(T,\mathcal{G})}$ is weakly compact.
3. Let $F$ be a compact valued $\mathcal{F}$-measurable correspondence from $T$ to $X$, and $G$ a closed valued correspondence from $T \times X$ to $X$ ($X$ is a metric space) such that
   a. for any $(t,y) \in T \times Y$, $G(t,y) \subseteq F(t);
   b. for any $y \in Y$, $G(\cdot,y)$ (denoted as $G_y$) is $\mathcal{F}$-measurable from $T$ to $X$;
   c. for any $t \in T$, $G(t,\cdot)$ (denoted as $G_t$) is upper hemicontinuous from $Y$ to $X$.

The correspondence $F(y) = \mathcal{R}_G^{(T,\mathcal{G})}$ is upper hemicontinuous from $Y$ to $\mathcal{R}_F^G$.

Remark 3. Note that Lemma 1 above is a corollary of Theorem 2. Every Polish space admits a compatible totally bounded metric. Let $\hat{X}$ be the compactification of $X$ under this compatible totally bounded metric. Then $C_b(\hat{X})$, the space of bounded continuous functions on $\hat{X}$, is a Polish space. The dual space of $C_b(\hat{X})$ is the space of finite measures on $\hat{X}$.

The correspondence $F$ in Lemma 1 can be also viewed as the collection of all Dirac measures at $F$'s values. That is, one can equivalently work with the correspondence $\hat{F}(t) = \{\delta_x : x \in F(t)\}$. Then $\mathcal{R}_F^{(T,\mathcal{G})}$, the set of all RCDs induced by $\mathcal{T}$-measurable selections of $F$ conditional on $\mathcal{G}$, is the Gel’fand conditional expectation of $\hat{F}(t)$. Even though $\hat{F}$ is a correspondence from $T$ to the space of finite measures on $\hat{X}$, it only takes values from the space of finite measures on $X$. Lemma 1 now follows from (D1), (D2) and (D4) of Theorem 2.

Below, we introduce a technical condition, which will be used extensively for deriving the necessity results in Theorems 3 and 4. Lemma 2 is part of He and Sun [15, Lemma 1].
Definition 5. The $\sigma$-algebra $F$ admits an asymptotic independent supplement in $T$ if for some strictly increasing sequence $\{n_k\}_{k=1}^{\infty}$ of positive integers and for each $k \geq 1$, there exists a $T$-measurable partition $\{E_1, E_2, \ldots, E_{n_k}\}$ of $T$ with $\lambda(E_j) = \frac{1}{n_k}$ and $E_j$ being independent of $F$ for $j = 1, 2, \ldots, n_k$.

Lemma 2. The following statements are equivalent.

(i) $T$ is nowhere equivalent to $F$.

(ii) $F$ admits an asymptotic independent supplement in $T$.

7.2 Proofs of the results in Section 3

To prove Theorem 1, we first provide several useful lemmas.

Recall that $X$ is a separable Banach space. The unit ball of $X^*$ is metrizable under the weak* topology (see Aliprantis and Border [1, Theorem 6.30]), and hence separable. There is a countable dense set $\{x_m^*\}_{m \in \mathbb{N}}$ in the unit ball of $X^*$. Fix a sub-$\sigma$-algebra $G$ of $F$ and an $F$-measurable correspondence $F$ from $T$ to $X$. Suppose that $f$ is a $T$-measurable Bochner integrable selection of $F$.

Let $\Phi$ be the set of all mappings $\varphi$ from $(T, G, \lambda)$ to $X^*$ such that $\varphi(t) \in \{x_m^*\}_{m \in \mathbb{N}}$ for $\lambda$-almost all $t \in T$. The following lemma shows that to distinguish distinct elements in $L_p^G(T, X)$, instead of working with the dual space $L_q^G(T, X^*)$ with $\frac{1}{p} + \frac{1}{q} = 1$, it is sufficient to consider the set $\Phi$.

Lemma 3. The set $\Phi$ separates points in $L_p^G(T, X)$ for $1 \leq p < \infty$.

Proof. Recall that $X^*$ has the Radon-Nikodým property. Since $X$ is separable and $G$ is countably generated, $L_p^G(T, X)$ is also a separable Banach space for $1 \leq p < \infty$. By Theorem 1 in Diestel and Uhl [10, p.98], $L_q^G(T, X^*)$ consists of continuous linear functionals of $L_p^G(T, X)$ for $1 \leq p < \infty$, where $\frac{1}{p} + \frac{1}{q} = 1$. Given two different mappings $f_1, f_2 \in L_p^G(T, X)$, there exists a constant $\epsilon > 0$ and a mapping $g \in L_q^G(T, X^*)$ such that

$$\int_T g(t, f_1(t))\lambda(dt) - \int_T g(t, f_2(t))\lambda(dt) > \epsilon.$$  \hfill (12)

Without loss of generality, we assume that $g \in L_q^G(T, X^*)$, and is essentially bounded by 1.

For each $m \in \mathbb{N}$, let

$$D_m = \left\{ t \in T : |x_m^*(f_i(t)) - g(t, f_i(t))| < \frac{\epsilon}{3}, i = 1, 2 \right\}.$$

Since $\{x_m^*\}_{m \in \mathbb{N}}$ is dense under the weak* topology in the unit ball of $X^*$, $\lambda(\cup_{m \in \mathbb{N}}D_m) = 1$. Define a mapping $\varphi \in \Phi$ such that $\varphi(t) = x_m^*$ for $t \in D_m \setminus (\cup_{0 \leq k \leq m-1}D_k)$, where $D_0 = \emptyset$. Then

$$\int_T \varphi f_1 d\lambda - \int_T \varphi f_2 d\lambda \geq \int_T (gf_1 - \frac{\epsilon}{3}) d\lambda - \int_T (gf_2 + \frac{\epsilon}{3}) d\lambda > \frac{\epsilon}{3}.$$  \hfill (iii)

This completes the proof. \hfill $\square$

The following result has been shown in Sun [44, proof of Theorem 3], which will be useful for proving our Theorem 1. We summarize the result as Lemma 4 and provide the proof for completeness.

Lemma 4. Let

$$\rho_w(x, y) = \sum_{m=1}^{\infty} \frac{1}{2^m}|x_m^*(x - y)|$$

for any $x, y \in X$. The Borel $\sigma$-algebras on $X$ generated by the norm topology, the weak topology and the topology induced by the metric $\rho_w$ are the same.

\hfill $\frac{12}{}$Given a mapping $g$ from $T$ to $X^*$ and $x \in X$, we slightly abuse the notation by using $g(t, x)$ to denote $g(t)(x)$ when there is no confusion.
Proof. Note that on $X$, the topology induced by the metric $\rho_w$ is weaker than the weak topology (see Theorem 6.3 in Dunford and Schwartz [11, p.434]). This implies that the identity mapping $I_X$ is an injective continuous mapping from $X$ (endowed with the norm topology) to $X$ (endowed with the topology induced by $\rho_w$).

Let $(Z, \rho)$ be the completion of the metric space $(X, \rho_w)$. Then $I_X$ is a Borel measurable injective mapping from the Polish space $X$ with the norm topology to the Polish space $(Z, \rho)$. By Corollary 3.3 in Parthasarathy [37, p. 22], $X$ is a Borel subset of $(Z, \rho)$ and $I_X$ is a Borel isomorphism from the space $(X, \|\cdot\|)$ to the space $(Z, \rho)$. Thus, the Borel $\sigma$-algebras on $X$ generated by the norm topology, the weak topology and the topology induced by $\rho_w$ are all the same. In addition, since the identity mapping $I_X$ is a continuous mapping from $X$ (endowed with the weak/norm topology) to the metric space $(Z, \rho)$, any weakly/norm compact set in $X$ is also compact in $(Z, \rho)$. □

Next, we present an equivalent version of the conditional expectation $E(f|G)$ of $f$ conditional on $G$, which is easier to work with. Given a Bochner integrable mapping $f$ from $(T, T, \lambda)$ to $X$ (endowed with the weak topology), by Lemma 4 above, one can also view $f$ as a measurable mapping from $(T, T, \lambda)$ to the Polish space $(Z, \rho_w)$.

Lemma 5. For a Bochner integrable mapping $f$ from $(T, T, \lambda)$ to $X$,

$$E(f|G)(t) = \int_X I_X(x)\lambda^f(t, dx)$$

for $\lambda$-almost all $t \in T$, where (1) $I_X(\cdot)$ is the identity mapping from $X$ (endowed with the topology induced by the metric $\rho_w$) to $X$ (endowed with the weak topology), and (2) $\lambda^f|G$ is the regular conditional distribution given $G$ generated by viewing $f$ as a mapping from $(T, T, \lambda)$ to the Polish space $(Z, \rho_w)$.

Proof. By Theorem 4.38 in Aliprantis and Border [1], the mapping $I_X(\cdot)$ can be approximated by a sequence of simple functions $\psi_k$ for each $k \geq 1$,

1. $\psi_k(x) = \sum_{1 \leq j \leq n_k} 1_{C_{kj}(x)x_{kj}}$, where $n_k \geq 1$ is some positive integer, $\{x_{kj}\}_{1 \leq j \leq n_k}$ are distinct points in $X$, and $\{C_{kj}\}_{1 \leq j \leq n_k}$ is a partition of $X$;

2. $\|\psi_k(x)\| \leq 2\|x\|$ for each $x \in X$.

By Lemma 4, $f$ is also measurable if one views it as a mapping from $(T, T, \lambda)$ to $(Z, \rho_w)$. In particular, it takes values from $(X, \rho_w)$. By the dominated convergence theorem (see Theorem 11.46 in Aliprantis and Border [1]), for any $t$, $\int_X \psi_k(x)\lambda^f|G(t, dx) \to \int_X I_X(x)\lambda^f|G(t, dx)$ as $k \to \infty$. It further implies that for any $\phi \in \Phi$,

$$\int_T \phi \left( t, \int_X \psi_k(x)\lambda^f|G(t, dx) \right) \lambda(dt) \to \int_T \phi \left( t, \int_X I_X(x)\lambda^f|G(t, dx) \right) \lambda(dt)$$

as $k \to \infty$. In addition,

$$\int_T \phi \left( t, \int_X \psi_k(x)\lambda^f|G(t, dx) \right) \lambda(dt) = \int_T \phi \left( t, \int_X \sum_{1 \leq j \leq n_k} 1_{C_{kj}(x)x_{kj}} \lambda^f|G(t, dx) \right) \lambda(dt)$$

$$= \sum_{1 \leq j \leq n_k} \int_T \phi(t, x_{kj})\lambda^f|G(t, C_{kj}) \lambda(dt)$$

$$= \sum_{1 \leq j \leq n_k} \int_T \phi(t, x_{kj}) E(1_{C_{kj}}(f)|G)(t) \lambda(dt)$$

$$= \sum_{1 \leq j \leq n_k} \int_T \phi(t, x_{kj}) 1_{C_{kj}(f)}(t) \lambda(dt)$$

$$= \int_T \phi(t, \psi_k(f(t))) \lambda(dt)$$

$$= \int_T \phi(t, \psi_k(f(t))) \lambda(dt)$$
\[
\phi(t) + \int_T \phi(t, f(t)) \lambda(dt).
\]

The third equality holds due to the definition of regular conditional distribution. The fourth equality is true since \( \phi \) is \( \mathcal{G} \)-measurable. The last line again follows from the dominated convergence theorem. The other equalities are just simple algebras.

As a result, we have that for any \( \phi \in \Phi \),

\[
\int_T \phi \left( t, \int_X I_X(x) \lambda^{f(G)}(t, dx) \right) \lambda(dt) = \int_T \phi(t, f(t)) \lambda(dt)
= \int_T \phi(t, E(f|\mathcal{G})(t)) \lambda(dt).
\]

By Lemma 3, the set \( \Phi \) separates points in \( L^0_1(T, X) \), which implies that

\[
E(f|\mathcal{G})(t) = \int_X I_X(x) \lambda^{f|\mathcal{G}}(t, dx)
\]

for \( \lambda \)-almost all \( t \in T \).

Now we are ready to prove Theorem 1.

**Proof of Theorem 1.**

**A1.** Recall that \( (Z, \rho_w) \) is the completion of the metric space \( (X, \rho_w) \). Then \( F \) can be viewed as an \( F \)-measurable and compact valued correspondence from \( T \) to \( Z \), taking values from \( X \). Fix two \( T \)-measurable Bochner integrable selections \( f_1, f_2 \) and \( 0 \leq \alpha \leq 1 \).

By Lemma 1 (1), \( \mathcal{R}_F(T, \mathcal{G}) \) is convex. Then there exists a \( T \)-measurable selection \( f \) such that \( \lambda^{f|\mathcal{G}} = \alpha \lambda^{f_1|\mathcal{G}} + (1-\alpha) \lambda^{f_2|\mathcal{G}} \). By Lemma 5, for \( \lambda \)-almost all \( t \in T \),

\[
aE(f_1|\mathcal{G})(t) + (1-\alpha)E(f_2|\mathcal{G})(t) = \int_X I_X(x) \left( \alpha \lambda^{f_1|\mathcal{G}}(t, dx) + (1-\alpha) \lambda^{f_2|\mathcal{G}}(t, dx) \right)
= \int_X I_X(x) \lambda^{f|\mathcal{G}}(t, dx)
= E(f|\mathcal{G})(t),
\]

which implies that \( CI_F^{(T, \mathcal{G})} \) is convex.

**A2.** By Eberlein-Smulian Theorem (see Theorem 6.34 in Aliprantis and Border [1]), it is sufficient to show that \( CI_F^{(T, \mathcal{G})} \) is weakly sequentially compact in \( L_p^0(T, X) \). That is, given an arbitrary sequence of \( T \)-measurable Bochner integrable selections \( \{f_n\}_{n \in \mathbb{N}} \) of \( F \) with \( g_n = E(f_n|\mathcal{G}) \) for each \( n \in \mathbb{N} \), there is a subsequence of \( \{g_n\}_{n \in \mathbb{N}} \) that weakly converges in \( L_p^0(T, X) \) to some point in \( CI_F^{(T, \mathcal{G})} \).

For the case \( p = 1 \), since the sequence \( \{f_n\}_{n \in \mathbb{N}} \) is integrably bounded and \( F \) is weakly compact valued, it is relatively weakly compact in \( L_1^0(T, X) \) (see Corollary 2.6 in Diester et al. [9]). Without loss of generality, we assume that \( f_n \) weakly converges to some \( f_0 \in L_1^0(T, X) \). Then \( g_n \) weakly converges to \( E(f_0|\mathcal{G}) \) in \( L_1^0(T, X) \).

For the case \( 1 < p < \infty \), since the \( p \)-integrably boundedness implies the integrably boundedness, we have that the sequence \( \{f_n\}_{n \in \mathbb{N}} \) is relatively weakly compact in \( L_p^0(T, X) \). Combining Theorem 2.1 and Corollary 3.4 in Diester et al. [9], we have that the sequence \( \{f_n\}_{n \in \mathbb{N}} \) is relatively weakly compact in \( L_p^0(T, X) \). Without loss of generality, we assume that \( f_n \) weakly converges to some \( f_0 \in L_p^0(T, X) \). Then \( g_n \) weakly converges to \( E(f_0|\mathcal{G}) \) in \( L_p^0(T, X) \).

Recall that \( (Z, \rho_w) \) is the completion of \( (X, \rho_w) \). We can view \( F \) as a correspondence from \( (T, F, \lambda) \) to the Polish space \( (Z, \rho_w) \). Since \( F \) is compact valued, \( \mathcal{R}_F(T, \mathcal{G}) \) is compact by Lemma 1 (2). Thus, there is a \( T \)-measurable Bochner integrable selection \( f \) of \( F \) and a subsequence of \( \{f_n\}_{n \in \mathbb{N}} \), say itself, such that \( \lambda^{f_n|\mathcal{G}} \) weakly converges to \( \lambda^{f|\mathcal{G}} \) as \( n \to \infty \).

For each \( m \in \mathbb{N} \), \( x_m^* \) is uniformly continuous on \( (X, \rho_w) \), and hence has a unique continuous extension \( x_m^* \) on \( (Z, \rho_w) \). Fix some \( \varphi \) from \( (T, \mathcal{G}, \lambda) \) to \( X^* \) such that \( \varphi(t) \in \{x_m^*\}_{m \in \mathbb{N}} \) for \( \lambda \)-almost all \( t \in T \). Denote \( E_m = \{t \in T : \varphi(t) = x_m^* \} \) for \( m \geq 1 \). Let \( \varphi_m(t) = 1_{E_m(t)} \cdot x_m^* \) for \( m \geq 1 \). Then \( \varphi(t) = \sum_{m \in \mathbb{N}} \varphi_m(t) \) for \( \lambda \)-almost all \( t \in T \), and \( \varphi_m \)
is $\mathcal{G}$-measurable since $E_m \in \mathcal{G}$ for each $m \in \mathbb{N}$. We can define a mapping $\phi$ from $(T, \mathcal{G}, \lambda)$ to the space of continuous functions on $(Z, \rho_m)$ by letting $\phi(t) = x^n_k$ if $\varphi(t) = x^n_k$ for some $k \in \mathbb{N}$, and 0 otherwise. For each $m \in \mathbb{N}$, $\varphi_m$ can be extended to $\phi_m = 1_{E_m}(t) \cdot x^n_m$ similarly.

Fix $m \in \mathbb{N}$. Denote $\psi^n_m(t) = \phi_m(t, f_n(t))$ and $\psi_m(t) = \phi_m(t, f(t))$. Given any bounded continuous function $c$ on $\mathbb{R}$,

$$
\int_{\mathbb{R}} c(a) \lambda \circ (\psi^n_m)^{-1} \, (da) = \int_T c(\phi_m(t, f_n(t))) \, d\lambda(t) = \int_T c(1_{E_m}(t) \cdot x^n_m(f_n(t))) \, d\lambda(t)
$$

$$
= \lambda(E_m^c) \cdot c(0) + \int_{E_m} c(x^n_m(f_n(t))) \, d\lambda(t)
$$

$$
= \lambda(E_m^c) \cdot c(0) + \int_{E_m} E(c(x^n_m(f_n(t)))|\mathcal{G}) \, d\lambda(t)
$$

$$
= \lambda(E_m^c) \cdot c(0) + \int_{E_m} \int_Z c(x^n_m(x)) \lambda(f_n|\mathcal{G})(t, dx) \, d\lambda(t)
$$

$$
\to \lambda(E_m^c) \cdot c(0) + \int_{E_m} \int_Z c(x^n_m(x)) \lambda(f|\mathcal{G})(t, dx) \, d\lambda(t)
$$

$$
= \int_{\mathbb{R}} c(a) \lambda \circ (\psi^n_m)^{-1} \, (da)
$$

Therefore, $\lambda \circ (\psi^n_m)^{-1}$ weakly converges to $\lambda \circ \psi^n_m^{-1}$ as $n \to \infty$.

Since $F$ is integrably bounded, the sequence $\{\psi^n_m\}$ is uniformly integrable. By Theorem 5.4 of Billingsley [3, p.32], we have that

$$
\lim_{n \to \infty} \int_T \psi^n_m \, d\lambda = \int_T \psi_m \, d\lambda.
$$

By the dominated convergence theorem, we can take summation for all $m \in \mathbb{N}$ and conclude that

$$
\lim_{n \to \infty} \int_T \psi^n \, d\lambda = \int_T \psi \, d\lambda,
$$

where $\psi^n(t) = \phi(t, f_n(t))$ and $\psi(t) = \phi(t, f(t))$. We have that

$$
\int_T \psi(t) \, d\lambda(t) = \int_T \phi(t, f(t)) \, d\lambda(t) = \int_T \varphi(t, f(t)) \, d\lambda(t) = \sum_{m=1}^{\infty} \int_T \varphi_m(t, f(t)) \, d\lambda(t)
$$

$$
= \sum_{m=1}^{\infty} \int_T 1_{E_m}(t) \cdot x^n_m(f(t)) \, d\lambda(t) = \sum_{m=1}^{\infty} \int_T 1_{E_m}(t) \cdot x^n_m(E(f|\mathcal{G})(t)) \, d\lambda(t)
$$

$$
= \int_T \varphi(t, E(f|\mathcal{G})(t)) \, d\lambda(t) = \int_T \varphi(t, g(t)) \, d\lambda(t),
$$

where $g = E(f|\mathcal{G})$. Similarly, we could show that for each $n \in \mathbb{N}$,

$$
\int_T \psi^n(t) \, d\lambda(t) = \int_T \varphi(t, g_n(t)) \, d\lambda(t).
$$

Thus,

$$
\lim_{n \to \infty} \int_T \varphi(t, g_n(t)) \, d\lambda(t) = \int_T \varphi(t, g(t)) \, d\lambda(t).
$$

By Lemma 3, the set of all such $\varphi$ separates points in $L_p^\mathcal{G}(T, X)$. Then we have that $E(f_0|\mathcal{G}) = g$, which implies that $CI_{F(T, \mathcal{G})}$ is weakly compact.

A3. We shall first show that $CI_{F(T, \mathcal{G})} = \overline{\mathcal{C}F} CI_{F(T, \mathcal{G})}$, where $CI_{F(T, \mathcal{G})}$ (resp. $\overline{\mathcal{C}F}$ CI_{F(T, \mathcal{G})}$) is the norm closure of $CI_{F(T, \mathcal{G})}$ (resp. the convex hull of $CI_{F(T, \mathcal{G})}$ in $L_p^\mathcal{G}(T, X)$). It is obvious that $\overline{\mathcal{C}F} CI_{F(T, \mathcal{G})} \subseteq CI_{F(T, \mathcal{G})}$, we only need to show the other direction.

Let $f_0$ be a $T$-measurable Bochner integrable selection of $\overline{\mathcal{C}F}$ and $g_0 = E(f_0|\mathcal{G})$. For
any \( \varphi \in L^q_T(T, X^*) \) with \( \frac{1}{p} + \frac{1}{q} = 1 \),

\[
\varphi(g_0) = \int_T \varphi(t, g_0(t)) \, d\lambda(t) = \int_T \varphi(t, E(f_0|G)(t)) \, d\lambda(t)
\]

\[
= \int_T E(\varphi(t, f_0(t))|G) \, d\lambda(t) = \int_T \varphi(t, f_0(t)) \, d\lambda(t)
\]

\[
\leq \int_T \sup_{x \in F(t)} \varphi(t, x) \, d\lambda(t) = \int_T \sup_{x \in F(t)} \varphi(t, x) \, d\lambda(t).
\]

The third equality holds since \( \varphi \) is \( G \)-measurable. The inequality is true since \( f_0 \) is a selection of \( \emptyset \). The last equality holds because \( \varphi(t) \) is linear in \( X \) for each \( t \in T \).

Fix \( \epsilon > 0 \) and \( w \in L^1_T(T, \mathbb{R}_+) \). Let

\[
\Phi(t) = \left[ \sup_{x \in F(t)} \varphi(t, x) - \epsilon w(t), \sup_{x \in F(t)} \varphi(t, x) \right].
\]

By Theorem 8.2.9 of Aubin and Frankowska [2], there exists a \( T \)-measurable selection \( f \) of \( F \) such that for \( \lambda \)-almost all \( t \in T \),

\[
\varphi(t, f(t)) \geq \sup_{x \in F(t)} \varphi(t, x) - \epsilon w(t).
\]

Then we have

\[
\int_T \sup_{x \in F(t)} \varphi(t, x) \, d\lambda(t) \leq \int_T [\varphi(t, f(t)) + \epsilon w(t)] \, d\lambda(t)
\]

\[
\leq \int_T \varphi(t, f(t)) \, d\lambda(t) + \epsilon \int_T |w(t)| \, d\lambda(t)
\]

\[
= \int_T \varphi(t, E(f|G)(t)) \, d\lambda(t) + \epsilon \int_T |w(t)| \, d\lambda(t)
\]

\[
\leq \sup_{g \in C(T, G)} \varphi(g) + \epsilon \int_T |w(t)| \, d\lambda(t);
\]

that is, \( \varphi(g_0) \leq \sup_{g \in C(T, G)} \varphi(g) \). Since \( \varphi \) is arbitrary, we have that \( \varphi(g_0) \geq \inf_{g \in C(T, G)} \varphi(g) \). Note that \( \overline{\text{co}} C_{T, G} \) is a closed convex set. By the separation theorem, \( g_0 \in \text{co} C_{T, G} \), which further implies that \( C(T, G) \subseteq \overline{\text{co}} C_{T, G} \). That is, \( C(T, G) = \overline{\text{co}} C_{T, G} \).

By (A1) and (A2), \( C_{T, G} \) and \( \overline{\text{co}} C_{T, G} \) are both convex and weakly compact. By Mazur’s Theorem (see Royden and Fitzpatrick [40, p. 292]), a convex and weakly closed set is also norm closed. Thus, \( \overline{\text{co}} C_{T, G} = C(T, G) \) and \( \overline{\text{co}} C_{T, G} = C(T, G) \), and hence \( C(T, G) = C(T, G) \).

A4. By (A2), \( C_{T, G} \) is weakly compact, and hence \( C_{T, G} \) is a weakly compact valued correspondence from \( Y \) to the weakly compact set \( C_{T, G} \). As shown in the proof of Lemma 4, the weak topology on a weakly compact set in a separable Banach space is metrizable. Thus, \( C_{T, G} \) can be viewed as a compact valued correspondence from \( Y \) to a compact metric space.

Let \( \{y_n\}_{n=0}^{\infty} \) be a sequence in \( Y \) (\( y_n \neq y_0 \) for any \( n \geq 1 \)), and \( \{f_n\}_{n=1}^{\infty} \) a sequence of \( T \)-measurable and Bochner integrable selection of \( F_{y_n} \) for \( n \geq 1 \). Suppose that \( g_n \) weakly converges to some \( g_0 \) in \( L^p(T, X) \) with \( g_n \to E(f_n|G) \) for \( n \geq 1 \), and \( \lim_{n \to \infty} y_n = y_0 \). It suffices to show that \( g_0 \in C_{T, G} \) (see Theorem 17.11 in Aliprantis and Border [1]).

Due to the assumption above, \( g_0 \in w - \lim sup_{n \to \infty} C_{T, G} \).

---

13 For a sequence of sets \( \{A_n\}_{n \geq 1} \): (1) \( \limsup_{n \to \infty} A_n \) is the topological limit supremum of \( \{A_n\} \), which collects all the points \( x \) such that every neighborhood of \( x \) intersects infinitely many \( A_n \); (2) \( \liminf_{n \to \infty} A_n \)
dence \( F(t, \cdot) \) is weakly upper hemicontinuous for each \( t \in T \), \( \limsup_{n \to \infty} F(t, y_n) \subseteq F(t, y_0) \). Recall that the Polish space \((Z, \rho_w)\) is the completion of \((X, \rho_w)\). As mentioned above, the weak topology on a weakly compact set in a separable Banach space is metrizable under the metric \( \rho_w \). Thus, the topological limit supremum of the sequence \( \{F_{y_n}(t)\}_{n=1}^\infty \) (included in the compact set \( G(t) \) in \((Z, \rho_w)\)) is the same as \( \limsup_{n \to \infty} F_{y_n}(t) \). By Lemma 1 (3), there is a subsequence of \( \{f_n\}_{n=1}^\infty \), say itself, and a \( T \)-measurable selection \( f \) of \( F_{y_0} \) such that \( \lambda^f \mid G \) weakly converges to \( \lambda^f \mid G \).

As in the proof of (A2), it is straightforward to show that \( \lim_{n \to \infty} \varphi(g_n) = \varphi(g) \) for each \( \varphi \in \Phi \), where \( g = E(f \mid G) \). By Lemma 3, the set \( \Phi \) separates points in \( L_p^G(T, X) \), which implies that \( g_0 = g \in CT_{F_{y_0}} \).

The following result is a straightforward corollary of Theorem 1 (A4).

**Corollary 1.** Suppose that \( G \) is an \( F \)-measurable, \( p \)-integrably bounded and weakly compact valued correspondence from \( T \) to \( X \) for \( 1 \leq p < \infty \). Let \( \{F_n\}_{n=1}^\infty \) be a sequence of \( F \)-measurable correspondences from \( T \) to \( X \) such that \( F_n(t) \subseteq G(t) \) for \( \lambda \)-almost all \( t \in T \) and \( n \geq 1 \). Let \( F_0 = \limsup_{n \to \infty} F_n \). Then \( \limsup_{n \to \infty} CT_{F_n}^{(T, G)} \subseteq CT_{F_0}^{(T, G)}. \)

In Theorem 1 (A2) and (A4), we study the properties on the compactness and preservation of upper hemicontinuity of conditional expectation of correspondences via the condition of nowhere equivalence. Below, we show that under some regularity conditions, the properties on the compactness and preservation of upper/lower hemicontinuity for conditional expectation of correspondences hold without imposing the nowhere equivalence condition. Note that in Proposition 4 (F3), we do not require the correspondence \( F \) to be convex valued for the preservation of lower hemicontinuity.

**Proposition 4.** For any sub-\( \sigma \)-algebra \( \mathcal{G} \) of \( \mathcal{F} \), we have the following properties.

\( F_1 \) For any \( F \)-measurable, \( p \)-integrably bounded, convex and weakly compact valued correspondence \( F \) from \( T \) to \( X \) with \( 1 \leq p < \infty \), \( CT_{F}^{(T, G)} \) is convex and weakly compact in \( L_p^G(T, X) \).

\( F_2 \) Suppose that \( G \) is an \( F \)-measurable, \( p \)-integrably bounded and weakly compact valued correspondence from \( T \) to \( X \) with \( 1 \leq p < \infty \). Let \( F : T \times Y \to X \) be a convex and weakly closed valued correspondence (\( Y \) is a metric space). If

(a) \( F(t, y) \subseteq G(t) \) for \( \lambda \)-almost all \( t \in T \);
(b) for any \( y \in Y \), \( F(\cdot, y) \) is \( F \)-measurable;
(c) for any \( t \in T \), \( F(t, \cdot) \) is weakly upper hemicontinuous;

then \( H(y) = CT_{F_y}^{(T, G)} \) is weakly upper hemicontinuous in \( L_p^G(T, X) \).

\( F_3 \) Suppose that \( G \) is an \( F \)-measurable, \( p \)-integrably bounded and weakly compact valued correspondence from \( T \) to \( X \) with \( 1 \leq p < \infty \). Let \( F : T \times Y \to X \) be a weakly closed valued correspondence (\( Y \) is a metric space). If

(a) \( F(t, y) \subseteq G(t) \) for \( \lambda \)-almost all \( t \in T \);
(b) for any \( y \in Y \), \( F(\cdot, y) \) is \( F \)-measurable;
(c) for any \( t \in T \), \( F(t, \cdot) \) is weakly lower hemicontinuous;

then \( H(y) = CT_{F_y}^{(T, G)} \) is weakly lower hemicontinuous in \( L_p^G(T, X) \).

Before proving Proposition 4, we first provide a simple lemma.

**Lemma 6.** Let \( \{F_k\}_{k \geq 1} \cup \{F_0\} \) be a sequence of \( T \)-measurable correspondences from \( T \) to \( X \) such that \( \{F_k(t)\} \) is weakly upper hemicontinuous at 0 for \( \lambda \)-almost all \( t \in T \). Suppose that \( F_0 \) is convex and weakly compact valued. Then the correspondence \( \overline{\bigcap_{m \geq n} \{F_m(t)\}} \) is also weakly upper hemicontinuous at 0 for \( \lambda \)-almost all \( t \in T \).
Proof. It is obvious that the correspondence \( \cup_{m \geq n} \{ F_m(t) \} \) is weakly upper hemicontinuous at 0 for \( \lambda \)-almost all \( t \in T \). Since \( F_0 \) is convex and weakly compact valued, by Theorem 17.35 of Aliprantis and Border [1], the correspondence \( \overline{\text{co}} \left( \cup_{m \geq n} \{ F_m(t) \} \right) \) is also weakly upper hemicontinuous at 0 for \( \lambda \)-almost all \( t \in T \). \( \square \)

Now we are ready to prove Proposition 4.

Proof of Proposition 4.

F1. The convexity is straightforward. We only need to show the weak compactness.

Similarly as that in the proof of Theorem 1 (A2), it suffices to show that given an arbitrary sequence of \( T \)-measurable Bochner integrable selections \( \{ f_n \}_{n \in \mathbb{N}} \) of \( F \) with \( g_n = E(f_n|G) \) for each \( n \in \mathbb{N} \), there is a subsequence \( \{ g_n \}_{n \in \mathbb{N}} \) of \( g_n \) that weakly converges in \( L_p^G(T,X) \) to some point in \( CI_{F_y}^{(T,G)} \). Following the same argument from the proof of Theorem 1 (A2), the sequence \( \{ f_n \}_{n \in \mathbb{N}} \) is relatively weakly compact in \( L_p^G(T,X) \).

Without loss of generality, we assume that \( f_n \) weakly converges to some \( f_0 \in L_p^G(T,X) \).

By Theorem 29 in Royden and Fitzpatrick [40, p.293], there is a sequence \( \{ \phi_n \} \) that converges to \( f_0 \) in norm, and each \( \phi_n \) is a convex combination of \( \{ f_n, f_{n+1}, \ldots \} \) for \( n \geq 1 \). Since \( F \) is convex valued, \( \phi_n \) is a selection of \( F \), and hence \( f_0 \) is a selection of \( F \).

F2. By Mazur’s Theorem, \( \overline{\text{co}} G \) is a convex and weakly compact valued correspondence. By (F1), \( CI_{F_y}^{(T,G)} \) and \( CI_{F_y}^{(T,G)} \) are weakly compact in \( L_p^G(T,X) \). Note that when \( G \) is a countably generated \( \sigma \)-algebra and \( X \) is a separable Banach space, \( L_p^G(T,X) \) is a separable Banach space. As shown in the proof of Theorem 1 (A4), \( CI_{F_y}^{(T,G)} \) can be viewed as a compact valued correspondence from \( Y \) to a compact metric space. It suffices to show that if \( y_n \to y_0 \) in \( Y \) (with \( y_n \neq y_0 \) for any \( n \geq 1 \)), \( g_n \) weakly converges to \( g_0 \) in \( L_p^G(T,X) \) with \( f_n \) being a \( T \)-measurable and Bochner integrable selection of \( F_{y_n} \) and \( g_n = E(f_n|G) \) for \( n \geq 1 \), then \( g_0 \in CI_{F_{y_0}}^{(T,G)} \) (see Theorem 11.11 in Aliprantis and Border [1]).

By the same argument as in (F1), we can assume without loss of generality that the sequence \( \{ f_n \} \) weakly converges to some \( f_0 \in L_p^G(T,X) \), which implies that \( g_0 = E(f_0|G) \). In addition, there is a sequence \( \{ \phi_n \} \) that converges to \( f_0 \) in norm, and each \( \phi_n \) is a convex combination of \( \{ f_n, f_{n+1}, \ldots \} \) for \( n \geq 1 \). By Lemma 6, \( \overline{\text{co}} \left( \cup_{m \geq n} \{ F_{y_m}(t) \} \right) \) is weakly upper hemicontinuous at \( y_0 \) for \( \lambda \)-almost all \( t \in T \). Since \( \phi_n \) is a \( T \)-measurable selection of \( \overline{\text{co}} \left( \cup_{m \geq n} \{ F_{y_m}(t) \} \right) \), \( f_0 \) is a \( T \)-measurable selection of \( F_{y_0} \).

F3. As in the proof of (F2) above, \( CI_{F_{y_0}}^{(T,G)} \) can be viewed as a correspondence from \( Y \) to the compact metric space \( CI_{F_{y_0}}^{(T,G)} \). By Theorem 17.21 in Aliprantis and Border [1], it suffices to show that if \( y_n \to y_0 \) in \( Y \) (with \( y_n \neq y_0 \) for any \( n \geq 1 \)), then for any \( g_0 \in CI_{F_{y_0}}^{(T,G)} \), there exists a subsequence \( \{ y_{n_k} \} \) of \( \{ y_n \} \) and \( g_{n_k} \in CI_{F_{y_{n_k}}}^{(T,G)} \) such that \( g_{n_k} \) weakly converges to \( g_0 \) in \( L_p^G(T,X) \).

Suppose that \( f_0 \) is a \( T \)-measurable selection of \( F_{y_0} \) and \( g_0 = E(f_0|G) \). Define a correspondence

\[ \Phi(t) = \{ (x_1, x_2, \ldots) : x_n \in F_{y_n} \text{ for each } n \geq 1, x_n \to f_0(t) \text{ weakly} \} \]

Since \( F(t, \cdot) \) is weakly lower hemicontinuous, by Theorem 2 in Hildenbrand [19, p.27], \( \Phi(t) \neq \emptyset \). Pick a \( T \)-measurable selection \( \phi \) of \( \Phi \). Then we can choose \( \phi \) in \( F_{y_n} \) and \( f_n(t) \) weakly converges to \( f_0(t) \) for each \( t \). Since \( \{ F_{y_n}(t) \} \) is integrably bounded uniformly among all \( y_n \) by dominated convergence theorem, \( g_n = E(f_n|G) \) weakly converges to \( E(f_0|G) \) in \( L_p^G(T,X) \). This completes the proof. \( \square \)

Proposition 1 is a simple corollary of Theorem 1. Below, we prove Proposition 2.

Proof of Proposition 2.

B5. Pick a sequence of \( T \)-measurable Bochner integrable selections \( \{ f_n \}_{n \in \mathbb{N}} \) of \( F \). Let \( x_n = \int f_n(t) \, d\lambda(t) \) for each \( n \in \mathbb{N} \). We need to show that there is a subsequence of \( \{ x_n \}_{n \in \mathbb{N}} \) which converges to some point in \( I_p^T \).
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We first show that $I_T^F$ is totally bounded and hence relatively compact.\(^{14}\) Since $F$ is integrably bounded, there is a real valued integrable function $h$ on $(T, T, \lambda)$ such that $\sup \{\|f\| : x \in F(t)\} \leq h(t)$ for $\lambda$-almost all $t \in T$. Then for any $\epsilon > 0$, there is some $\delta > 0$ such that for any $T$-measurable set $D$ with $\lambda(D) < \delta$, $\int_D h \, d\lambda < \frac{\epsilon}{2}$. By Sun [44, Proposition 3.2], there is a norm compact set $K_\delta \subseteq X$ such that

$$\lambda\{t \in T : F(t) \subseteq K_\delta\} > 1 - \delta.$$ 

By Mazur’s theorem, $\overline{\partial} K_\delta$ is a convex and norm compact set. Then one can choose finitely many points $z_1, \ldots, z_k \in \overline{\partial} K_\delta$ such that given any $x \in \overline{\partial} K_\delta$, $\|x - z_i\| < \frac{\epsilon}{2}$ for some $1 \leq i \leq k$. Pick any $T$-measurable selection $f$ of $F$. Let $D_\delta = f^{-1}(\overline{\partial} K_\delta)$. Then

$$\lambda(T \setminus D_\delta) < \delta,$$ 

which implies that

$$\int_{T \setminus D_\delta} f \, d\lambda \leq \int_{T \setminus D_\delta} h \, d\lambda < \frac{\epsilon}{2}.$$ 

Since $\int_{D_\delta} f \, d\lambda \in \overline{\partial} K_\delta$, $\|\int_{D_\delta} f \, d\lambda - z_i\| < \frac{\epsilon}{2}$ for some $1 \leq i \leq k$, and hence $\|\int_{T} f \, d\lambda - z_i\| < \epsilon$. Thus, $I_T^F$ is totally bounded.

Without loss of generality, we assume that $\{x_n\}_{n \in \mathbb{N}}$ converges to some point $x_0 \in X$. By Lemma 1 (2), $D_T^F$ is compact. Let $\mu_n = \lambda \circ f_n^{-1}$. There is a subsequence of $\{\mu_n\}_{n \in \mathbb{N}}$, say itself, which weakly converges to some $\mu_0 \in D_T^F \subseteq \mathcal{M}(X)$. Suppose that $\mu_0 = \lambda \circ f^{-1}_0$, where $f_0$ is a Bochner integrable selection of $F$. Given any continuous linear functional $\lambda^*$ on $X$, since $\lambda^* \circ f_n$ is uniformly integrable and $\lambda \circ f_n^{-1} \circ (\lambda^*)^{-1}$ weakly converges to $\lambda \circ f_0^{-1} \circ (\lambda^*)^{-1}$, by Theorem 5.4 of Billingsley [3, p.32], we have that

$$\int_T x^* \circ f_n \, d\lambda(t) \to \int_T x^* \circ f_0 \, d\lambda(t).$$

Thus, $x^*(x_0) = x^*(\int_T f_0(t) \, d\lambda(t))$, which implies that $x_0 = \int_T f_0(t) \, d\lambda(t)$. Therefore, $I_T^F$ is norm compact.

B6. By (B5), we know that $I_{F_n}^T$ is a norm compact valued correspondence from $Y$ to the compact space $I_T^G$. Let $\{x_n\}_{n=0}^{\infty}$ be a sequence in $X$ and $\{y_n\}_{n=0}^{\infty}$ be a sequence in $Y$ ($y_n \neq y_0$ for any $n \geq 1$). Suppose that $x_n \in I_{F_n}^T$ for each $n \geq 1$, $\lim_{n \to \infty} x_n = x_0$ and $\lim_{n \to \infty} y_n = y_0$. We need to show that $x_0 \in I_{F_0}^T$.

It is clear that $x_0 \in \limsup_{n \to \infty} I_{F_n}^T$. For each $t \in T$, since the correspondence $F(t, \cdot)$ is norm upper hemicontinuous, $\limsup_{n \to \infty} F(t, y_n) \subseteq F(t, y_0)$. Let $\{A_n\}_{n \in \mathbb{N}}$ be a sequence of sets in a compact metric space, and $A_0$ be a compact set. By Theorem 1 in Hildenbrand [19, p.17], $\limsup_{n \to \infty} A_n \subseteq A_0$ if and only if the Hausdorff semi-distance $\sigma(A_n, A_0)$ goes to zero as $n \to \infty$. Since $F_{y_0}(t)$ is norm compact, we have that for each $t \in T$,

$$\lim_{n \to \infty} \sigma(F_{y_n}(t), F_{y_0}(t)) = 0.$$ 

By Proposition 4.3 of Sun [44], $\lim_{n \to \infty} \sigma(I_{F_{y_n}}^T, I_{F_{y_0}}^T) = 0$. By (B5), $I_{F_{y_0}}^T$ is norm compact, and hence $\limsup_{n \to \infty} I_{F_n}^T \subseteq I_{F_0}^T$. This implies that $x_0 \in \limsup_{n \to \infty} I_{F_n}^T \subseteq I_{F_0}^T$. \hfill $\Box$

The following result follows from Proposition 2 (B6).

Corollary 2. Suppose that $G$ is an $\mathcal{F}$-measurable, integrably bounded and norm compact valued correspondence from $T$ to $X$. Let $\{F_n\}_{n=1}^{\infty}$ be a sequence of $\mathcal{F}$-measurable correspondences from $T$ to $X$ such that $F_n(t) \subseteq G(t)$ for $\lambda$-almost all $t \in T$ and $n \geq 1$. Let $F_0 = \lim sup_{n \to \infty} F_n$. Then $\lim sup_{n \to \infty} I_{F_n}^T \subseteq I_{F_0}^T$.

7.3 Proofs of the results in Section 4

The following lemma is analogous to Lemma 3. We skip its proof as it follows the same argument as that in the proof of Lemma 3.
Lemma 7. Suppose that $\Phi$ is the set of all mappings $\varphi$ from $(T, \mathcal{G}, \lambda)$ to $X$ such that $\varphi(t) \in \{x_m\}_{m \geq 1}$ for $\lambda$-almost all $t \in T$. Then the set $\Phi$ separates points in $L_p^\mathcal{G}(T, X^*)$ for $1 < p \leq \infty$.

Recall that $X$ is separable. The following result has been shown in Sun [44, p.149]. We summarize it as Lemma 8 and provide the proof for completion.

Lemma 8. There is a countable dense set $\{x_m\}_{m \geq 1}$ in the unit ball of $X$ such that

1. the weak* topology coincides with the topology induced by the metric $d_w$ on any norm bounded subset of $X^*$, where for any $x^*$ and $y^*$ in $X^*$,
\[ d_w(x^*, y^*) = \sum_{m=1}^{\infty} \frac{1}{2^m} |x^*(x_m) - y^*(x_m)|; \]

2. the Borel $\sigma$-algebras on $X^*$ generated by the weak* topology and the topology induced by the metric $d_w$ are the same.

Denote the completion of $(X^*, d_w)$ by $(Z^*, d_w)$.

Proof. (1) Since $X$ is separable, there exists a sequence $\{x_m\}_{m \geq 1}$ in the unit ball of $X$ such that the linear space spanned by this sequence is dense in $X$. Define the metric $d_w$ on $X^*$ as described in the lemma. The topology induced by the metric $d_w$ is weaker than the weak* topology on $X^*$, which means that on any weak* compact subset, and hence on any norm bounded subset of $X^*$, these two topologies coincide.

(2) As $X^*$ is a union of countably many weak* compact subsets, it is a Borel set in $(Z^*, d_w)$. Then the Borel $\sigma$-algebras on $X^*$ generated by the weak* topology and the topology induced by the metric $d_w$ are the same. 

Given a Gel'fand integrable mapping $f$ from $(T, \mathcal{T}, \lambda)$ to $X^*$ (endowed with the weak* topology), by Lemma 8 above, one can also view $f$ as a measurable mapping from $(T, \mathcal{T}, \lambda)$ to $(Z^*, d_w)$. The following lemma is analogous to Lemma 5. We skip its proof as it is the same as that in the proof of Lemma 5.

Lemma 9. For a Gel'fand integrable mapping $f$ from $(T, \mathcal{T}, \lambda)$ to $X^*$,
\[ E(f|\mathcal{G})(t) = \int_{X^*} I_{X^*}(x^*) \lambda^{|f|\mathcal{G}}(t, dx^*) \]
for $\lambda$-almost all $t \in T$, where (1) $I_{X^*}(\cdot)$ is the identity mapping from $X^*$ (endowed with the topology induced by the metric $d_w$) to $X^*$ (endowed with the weak* topology), and (2) $\lambda^{|f|\mathcal{G}}$ is the regular conditional distribution given $\mathcal{G}$ generated by viewing $f$ as a mapping from $(T, \mathcal{T}, \lambda)$ to $(Z^*, d_w)$.

We first prove the following result, which parallels Proposition 4 in terms of Gel'fand integral and conditional expectation. This proposition will be useful for proving Theorem 2. Compared with Theorem 2, we impose the convexity condition on the correspondence $F$ in Proposition 5 (G1) and (G2), and show that the results on compactness and preservation of upper hemicontinuity still hold without the nowhere equivalence condition. In (G3), we prove the preservation of lower hemicontinuity without either the nowhere equivalence condition, or the convexity condition.

Proposition 5. For any sub-$\sigma$-algebra $\mathcal{G}$ of $\mathcal{F}$, we have the following properties.

G1 For any $\mathcal{F}$-measurable, $p$-integrably bounded, convex and weak* compact valued correspondence $F$ from $T$ to $X^*$ with $1 < p \leq \infty$, $CG_{\mathcal{F}}^{f\mathcal{G}}$ is convex and weak* compact (in the dual space of $L_p^\mathcal{G}(T, X)$ with $\frac{1}{p} + \frac{1}{q} = 1$).

G2 Suppose that $G$ is an $\mathcal{F}$-measurable, $p$-integrably bounded, and weak* compact valued correspondence from $T$ to $X^*$ with $1 < p \leq \infty$. Let $F$ be a convex and weak* closed valued correspondence from $T \times Y \to X^*$ ($Y$ is a metric space). If
(a) $F(t, y) \subseteq G(t)$ for $\lambda$-almost all $t \in T$;
(b) for any $y \in Y$, $F(\cdot, y)$ is $\mathcal{F}$-measurable;
(c) for any $t \in T$, $F(t, \cdot)$ is weak* upper hemicontinuous;
then \( H(y) = CG_{F_y}^{(T,G)} \) is weak* upper hemicontinuous (in the dual space of \( L_q^G(T, X) \)).

**G3** Suppose that \( G \) is an \( \mathcal{F} \)-measurable, p-integrably bounded, and weak* compact valued correspondence from \( T \) to \( X^* \) with \( 1 < p \leq \infty \). Let \( F \) be a weak* closed valued correspondence from \( T \times Y \) to \( X^* \) (\( Y \) is a metric space). If

\begin{itemize}
  \item[(a)] \( F(t, y) \subseteq G(t) \) for \( \lambda \)-almost all \( t \in T \);
  \item[(b)] for any \( y \in Y \), \( F(\cdot, y) \) is \( \mathcal{F} \)-measurable;
  \item[(c)] for any \( t \in T \), \( F(t, \cdot) \) is weak* lower hemicontinuous;
\end{itemize}

then \( H(y) = CG_{F_y}^{(T,G)} \) is weak* lower hemicontinuous (in the dual space of \( L_q^G(T, X) \)).

**Proof.** Recall that \( \mathcal{F} \) is countably generated. Fix a sub-\( \sigma \)-algebra \( \mathcal{G} \) of \( \mathcal{F} \).

**G1.** It is obvious that \( CG_{F}^{(T,G)} \) is convex. We only need to show the compactness.

Since \( F \) is \( p \)-integrably bounded, \( CG_{F}^{(T,G)} \) is norm bounded in \( L_q^G(T, X^*) \). By Alaoglu’s Theorem (see Theorem 11.7.1 in Loeb \[32\]), the closed unit ball of the dual space of \( L_q^G(T, X) \) is weak* compact with \( \frac{1}{p} + \frac{1}{q} = 1 \).\(^{15}\) Since \( X \) is separable and \( \mathcal{G} \) is countably generated, \( L_q^G(T, X) \) is a separable Banach space. Then the weak* topology on the closed unit ball of the dual space of \( L_q^G(T, X) \) is metrizable (see Corollary 11 in Royden and Fitzpatrick \[40, p.306\]). Thus, we can work with sequence instead of net. Let \( \{f_n\}_{n \geq 1} \) be a sequence of \( \mathcal{T} \)-measurable Gel’fand integrable selections of \( F \). Denote \( \mathcal{F}_1 = \sigma(h, \{f_n\}, \mathcal{F}) \), the smallest \( \sigma \)-algebra such that \( \mathcal{F} \subseteq \mathcal{F}_1 \), and \( h \) and \( \{f_n\} \) are \( \mathcal{F}_1 \)-measurable. Then \( \mathcal{F}_1 \) is a countably generated \( \sigma \)-algebra.

Let \( \eta \) be the uniform distribution on the unit interval \( I = [0, 1] \), endowed with the Borel \( \sigma \)-algebra \( \mathcal{B} \). Denote \( T' = T \times I \), \( \mathcal{T}' = \mathcal{T} \otimes \mathcal{B} \), \( \lambda' = \lambda \otimes \eta \), and \( \mathcal{F}_1' = \mathcal{F}_1 \otimes \{I, \emptyset\} \).

Define \( F' \) as an \( \mathcal{F}_1' \)-measurable correspondence such that \( F'(t, i) = F(t) \) for any \((t, i) \in T' \). Similarly, we define a sequence \( \{f_n'\} \) such that \( f_n'(t, i) = f_n(t) \) for \((t, i) \in T' \) and \( n \geq 1 \). Then \( f_n' \) is an \( \mathcal{F}_1' \)-measurable selection of \( F' \). By Lemma 8, one can also view \( F' \) as a compact valued correspondence from \((T', \mathcal{F}_1', \lambda') \) to \((Z', d_w) \), taking values from \( X^* \). Then \( T' \) is nowhere equivalent to \( \mathcal{F}_1' \) under \( \lambda' \). By Lemma 1, \( \mathcal{B}_F^{(T', \mathcal{F}_1')} \) is weakly compact, which implies that there exists some \( T' \)-measurable selection \( f' \) of \( F' \) such that a subsequence of \( \lambda^{f'_n|\mathcal{F}_1'} \), say itself, converges to \( \lambda^{f'|\mathcal{F}_1'} \) weakly. Again by Lemma 8, \( f' \) can be viewed as a \( T' \)-measurable mapping from \( T' \) to \( X^* \) endowed with the weak* topology.

Let \( f'_\infty = E(f'|\mathcal{F}_1') \). Then \( f'_\infty \) is an \( \mathcal{F}_1' \)-measurable mapping from \( T' \) to \( X^* \) (endowed with the weak* topology). Since \( F \) is convex valued, so is \( F' \). Thus, \( f'_\infty \) is also a selection of \( F' \). We shall show that \( \{f'_n\} \) weak* converges to \( f'_\infty \) in \( L_p^{\mathcal{F}_1'}(T', X^*) \).

Recall that in Lemma 8, the metric \( d_w \) is constructed by the countable dense set \( \{x_m\}_{m \geq 1} \). For each \( x_m \) and a nontrivial subset \( E \in \mathcal{F}_1' \) with \( \lambda'(E) > 0 \),

\[
\int_{T'} 1_E(t') f'_n(t', x_m) \, d\lambda'(t') = \int_{T'} 1_E(t') E(f'_n|\mathcal{F}_1')(t', x_m) \, d\lambda'(t')
\]

\[
= \int_{T'} \int_{X'} 1_E(t') I_{X'}(x', x_m) \lambda^{f'_n|\mathcal{F}_1'}(t', dx') \, d\lambda'(t')
\]

\[
\rightarrow \int_{T'} \int_{X'} 1_E(t') I_{X'}(x', x_m) \lambda^{f'|\mathcal{F}_1'}(t', dx') \, d\lambda'(t')
\]

\[
= \int_{T'} 1_E(t') E(f'|\mathcal{F}_1')(t', x_m) \, d\lambda'(t')
\]

\[
= \int_{T'} 1_E(t') f'_\infty(t', x_m) \, d\lambda'(t').
\]

The first equality holds since \( f'_n \) is \( \mathcal{F}_1' \)-measurable. The second and third equalities are due to Lemma 9. The convergence is true since \( \lambda^{f'_n|\mathcal{F}_1'} \) converges to \( \lambda^{f'|\mathcal{F}_1'} \) weakly. The last equality is by the definition of \( f'_\infty \).

\(^{15}\)Note that \( L_p^G(T, X^*) \) is only a subset of the dual space of \( L_q^G(T, X) \), as we do not assume the Radon-Nikodým property on the space \( X^* \); see Theorem 1 in Diestel and Uhl \[10, p.98\].
Let $\Phi_1$ be the set of all mappings $\varphi_1$ from $(T', J'_1, \lambda')$ to $X$ such that $\varphi_1(t') \in \{x_m\}_{m \geq 1}$ for $\lambda'$-almost all $t' \in T'$. Given $\varphi_1 \in \Phi_1$, let $E_m = \{t' \in T': \varphi_1(t') = x_m\}$ for $m \geq 1$. Then as $n \to \infty$,

$$
\int f'_n \varphi_1 \, d\lambda' = \sum_{m \geq 1} \int_{T'} 1_{E_m}(t') f'_n(t', x_m) \, d\lambda'(t')
$$

$$
= \sum_{m \geq 1} \int_{T'} 1_{E_m}(t') f'_\infty(t', x_m) \, d\lambda'(t')
$$

$$
= \int f'_\infty \varphi_1 \, d\lambda'.
$$

Suppose that $\{f'_n\}$ does not weak* converge to $f'_\infty$ in $L^p_{\mathcal{F}_1}(T', X^*)$. Then there exists a subsequence of $\{f'_n\}$, say itself, some $\psi \in L^q_{\mathcal{F}_1}(T', X)$, and $\bar{\varepsilon} > 0$ such that

$$
\int f'_n \psi \, d\lambda' - \int f'_\infty \psi \, d\lambda' > \bar{\varepsilon}.
$$

Without loss of generality, we assume that $\psi \in L^q_{\mathcal{F}_1}(T', X)$ and is essentially bounded by 1.

For $m \geq 1$, let

$$
J_m = \left\{ t' \in T': \|x_m - \psi(t')\|_X \leq \min\left\{ 1, \frac{\bar{\varepsilon}}{3h(t')} \right\} \right\},
$$

where $\| \cdot \|_X$ is the norm on the Banach space $X$. Define $\psi_1(t') = x_m$ for $t' \in J_m \setminus \cup_{0 \leq k < m} J_k$, where $J_0 = \emptyset$. For each $n$,

$$
\int_{T'} f'_n(t') \psi_1(t') \, d\lambda'(t') - \int_{T'} f'_n(t') \psi(t') \, d\lambda'(t') = \int_{T'} f'_n(t') (\psi_1(t') - \psi(t')) \, d\lambda'(t')
$$

$$
\geq - \int_{T'} |f'_n(t') (\psi_1(t') - \psi(t'))| \, d\lambda'(t')
$$

$$
= - \int_{T'} \|f'_n(t') \| \| (\psi_1(t') - \psi(t')) \|_X \, d\lambda'(t')
$$

$$
\geq - \int_{T'} h(t') \cdot \min\left\{ 1, \frac{\bar{\varepsilon}}{3h(t')} \right\} \, d\lambda'(t')
$$

$$
\geq - \frac{\bar{\varepsilon}}{3}.
$$

Similarly,

$$
\int_{T'} f'_\infty(t') \psi(t') \, d\lambda'(t') - \int_{T'} f'_\infty(t') \psi_1(t') \, d\lambda'(t') \geq - \frac{\bar{\varepsilon}}{3}.
$$

Then for each $n$,

$$
\int f'_n \psi_1 \, d\lambda' - \int f'_\infty \psi_1 \, d\lambda' = \left( \int f'_n \psi_1 \, d\lambda' - \int f'_n \psi \, d\lambda' \right)
$$

$$
+ \left( \int f'_n \psi \, d\lambda' - \int f'_\infty \psi \, d\lambda' \right)
$$

$$
+ \left( \int f'_\infty \psi \, d\lambda' - \int f'_\infty \psi_1 \, d\lambda' \right)
$$

$$
\geq \frac{\bar{\varepsilon}}{3}.
$$

This is a contradiction. Thus, $\{f'_n\}$ weak* converges to $f'_\infty$ in $L^p_{\mathcal{F}_1}(T', X^*)$.

Since $f'_\infty$ is an $\mathcal{F}_1$-measurable selection of $F'$, there exists some $\mathcal{F}_1$-measurable selection $f_\infty$ of $F$ such that $f'_\infty(t, i) = f_\infty(t)$ for $\lambda'$-almost all $(t, i)$. It is clear that $f_n$ weak* converges to $f_\infty$ in $L^p_{\mathcal{F}_1}(T, X^*)$. Let $g_n = E(f_n | \mathcal{G})$ for each $n \geq 1$. Then $g_n$ weak* converges to $g_\infty = E(f_\infty | \mathcal{G})$ in $L^0_{\mathcal{G}}(T, X^*)$. This completes the proof.
G2. Since $G$ is $p$-integrably bounded, $CG_{w^*}(T, X)$ is norm bounded in $L_p^0(T, X)$. Note that as $G$ is countably generated and $X$ is separable, $L_q^0(T, X)$ is a separable Banach space with $\frac{1}{p} + \frac{1}{q} = 1$. By Royden and Fitzpatrick [40, Corollary 11, p.306], the weak$^*$ topology on the norm bounded closed ball of the dual space of $L_p^0(T, X)$ is metrizable. By (G1), $CG_{w^*}(T, X)$ and $CG_{w^*}(T, X)$ are weak$^*$ compact in the dual space of $L_q^0(T, X)$. Then $CG_{F_y}(T, X)$ can be viewed as a compact valued correspondence from $Y$ to a compact metric space. It suffices to show that if $y_n \to y_\infty$ in $Y$ (with $y_n \neq y_\infty$ for $n \geq 1$), $g_n$ weak$^*$ converges to $g_\infty$ in $L_p^0(T, X^*)$ with $f_n$ being a $T$-measurable and $G^\infty$ and $G_\infty$ integrable selection of $F_{y_n}$ and $g_n = E(f_n|G)$ for $n \geq 1$, then $g_\infty \in CG_{F_\infty}(T, X)$ (see Theorem 17.11 in Aliprantis and Border [1]).

By (G1), there is a subsequence of $\{f_n\}$, say itself, weak$^*$ converging to some $f_\infty \in L_p^{\mathcal{F}}(T, X^*)$, where $F_1$ is defined in (G1) and $f_\infty(t) \in w^* - \overline{\mathcal{C}}G(\cup_{k \geq n}{f_k(t)})$ for any $n \geq 1$. It implies that $g_\infty = E(f_\infty|G)$. Fix any $t \in T$ such that $F_{y_n}(t)$ is weak$^*$ upper hemicontinuous at $y_\infty$ as $y_n \to y_\infty$. By Aliprantis and Border [1, Theorem 17.35], $w^* - \overline{\mathcal{C}}G(\cup_{k \geq n}{F_{y_n}(t)})$ is also weak$^*$ upper hemicontinuous as $n \to \infty$. Thus, $f_\infty$ is a selection of $F_{y_\infty}$. This completes the proof.

G3. The proof is the same as that for Proposition 4 (F3). \hfill \Box

Following the same argument as in Remark 3, one can obtain the desirable properties for regular conditional distribution of correspondences based on Proposition 5. We summarize the results in the corollary below.

Corollary 3. Let $F$ be a countably-generated sub-$\sigma$-algebra of $T$, and $X$ a Polish space. For any $\sigma$-algebra $G \subseteq F$, we have the following properties.

1. For any convex and compact valued $F$-measurable correspondence $F$ from $T$ to $X$, $\mathcal{B}_{F}^{(T, G)}$ is convex and weakly compact.

2. Let $F$ be a compact valued $F$-measurable correspondence from $T$ to $X$, and $G$ a convex and closed valued correspondence from $T \times Y$ to $X$ (Y is a metric space) such that
   a) for any $(t, y) \in T \times Y$, $G(t, y) \subseteq F(t)$;
   b) for any $y \in Y$, $G(\cdot, y)$ (denoted as $G_y$) is $F$-measurable from $T$ to $X$;
   c) for any $t \in T$, $G(t, \cdot)$ (denoted as $G_t$) is upper hemicontinuous from $Y$ to $X$.
   The correspondence $H(y) = \mathcal{B}_{G^y}^{(T, G)}$ is upper hemicontinuous from $Y$ to $\mathcal{B}_G^T$.

3. Let $F$ be a compact valued $F$-measurable correspondence from $T$ to $X$, and $G$ a closed valued correspondence from $T \times Y$ to $X$ (Y is a metric space) such that
   a) for any $(t, y) \in T \times Y$, $G(t, y) \subseteq F(t)$;
   b) for any $y \in Y$, $G(\cdot, y)$ (denoted as $G_y$) is $F$-measurable from $T$ to $X$;
   c) for any $t \in T$, $G(t, \cdot)$ (denoted as $G_t$) is lower hemicontinuous from $Y$ to $X$.
   The correspondence $H(y) = \mathcal{B}_{G^y}^{(T, G)}$ is lower hemicontinuous from $Y$ to $\mathcal{B}_G^T$.

Now we are ready to prove Theorem 2.

Proof of Theorem 2.

C1. The proof is the same as that in the proof of Theorem 1 (A1).

C2. By the proof of Proposition 5 (G1), $CG_{w^*}(T, X)$ is metrizable and weak$^*$ compact. It suffices to show that given any sequence of $T$-measurable and $G^\infty$ integrable selections $\{f_n\}$ of $F$ with $g_n = E(f_n|G)$ for $n \geq 1$, there is a subsequence of $\{g_n\}$, say itself, which weak$^*$ converges to some point in $CG_{F_y}(T, X)$.

By Proposition 5 (G1) again, a subsequence of $\{f_n\}$, say itself, weak$^*$ converges to some $f_\infty$ in $L_p^{\mathcal{F}}(T, X^*) \subseteq L_p^0(T, X^*)$. Thus, $g_n$ weak$^*$ converges to $E(f_\infty|G)$ in $L_p^0(T, X^*)$. Denote $g_\infty = E(f_\infty|G)$.
Since the correspondence $F$ is compact valued from $(T, F, \lambda)$ to the Polish space $(Z^*, d_w)$, $\mathcal{F}_F^{(T, G)}$ is compact by Lemma 1. Thus, there is a $\mathcal{T}$-measurable Gelf'and integrable selection $f$ of $F$ and a subsequence of $\{f_n\}_{n \in \mathbb{N}}$, say itself, such that $\mu f_n \vDash G$ weakly converges to $\mu f \vDash G$ as $n \to \infty$. Given any $\varphi$ from $(T, G, \lambda)$ to $X$ such that $\varphi(t) \in \{x_m\}_{m \in \mathbb{N}}$ for $\lambda$-almost all $t \in T$. Repeating the argument in the proof of Theorem 1 (A2), we could show that

$$\lim_{n \to \infty} \int_T \varphi^{**}(t, g_n(t)) \, d\lambda = \int_T \varphi^{**}(t, g(t)) \, d\lambda,$$

where $g = E(f|G)$. By Lemma 7, $g_0 = g \in CG_F^{(T, G)}$, and hence $CG_F^{(T, G)}$ is weak* compact.

C3. We prove by contradiction. Suppose that there is a $\mathcal{T}$-measurable Gelf'and integrable selection $f$ of $w^* - \overline{co}F$ such that $g = E(f|G) \notin CG_F^{(T, G)}$.

By (C1) and (C2), $CG_F^{(T, G)}$ is a convex and weak* compact set in the dual space of $L^G_q(T, X)$. Moreover, $L^G_q(T, X)$ is separable with $\frac{1}{2} + \frac{1}{q} = 1$. Then the weak* topology on the norm bounded subset of $L^G_p(T, X^*)$ is metrizable (see the proof of (G1)). We choose a countable dense set $\{\varphi_m\}_{m \in \mathbb{N}}$ in the unit ball of $L^G_q(T, X)$ and define the metric $u_w$, where

$$u_w(g_1^*, g_2^*|) = \sum_{m=1}^{\infty} \frac{1}{2^m}|g_1^*(\varphi_m) - g_2^*(\varphi_m)|$$

for each pair of $g_1^*$ and $g_2^*$ in $L^G_q(T, X^*)$. Let $(L^*, u_w)$ be the completion of $(L^G_q(T, X^*), u_w)$.

Since $g \notin CG_F^{(T, G)}$ and $CG_F^{(T, G)}$ is convex and compact in $(L^*, u_w)$,

$$u_w(g, CG_F^{(T, G)}) = \min \{u_w(g, g'): g' \in CG_F^{(T, G)} \} > 0.$$

We choose $M > 0$ and sufficiently large $n$ such that

1. $CG_F^{(T, G)}$ is norm bounded by $M$,
2. $u_w(g, CG_F^{(T, G)}) > \frac{3M}{2n}$.

Then for any $g' \in CG_F^{(T, G)}$,

$$\sum_{m=1}^{n} \frac{1}{2^m}|\varphi^{**}_m(g - g')| > \frac{3M}{2^n} - \sum_{m=n+1}^{\infty} \frac{2M}{2^m} = \frac{M}{2^n}.$$

Define a linear mapping $\gamma$ from $L^G_p(T, X^*)$ to $\mathbb{R}^n$ as $\gamma(g) = (\varphi_1^{**}(g), \cdots, \varphi_n^{**}(g))$ for any $g \in L^G_p(T, X^*)$. Then $\gamma(g)$ is not in the compact set $\gamma(CG_F^{(T, G)})$. Define a new correspondence $F_1$ from $T$ to $\mathbb{R}^n$:

$$F_1(t) = \{(a_1, \ldots, a_n): a_i = x^*(\varphi_i(t)), i = 1, \ldots, n, x^* \in F(t)\}.$$

Then $F_1 = \gamma \circ F$ is $F$-measurable. By Filippov’s implicit function theorem, any measurable selection of $F_1$ is the composition of $\gamma$ with a measurable selection of $F$. Then $\gamma(CG_F^{(T, G)}) = CG_F^{(T, G)}$. Since $\gamma$ is continuous, $F_1$ is compact valued in $\mathbb{R}^n$. It is clear that $\gamma(w^* - \overline{co}F(t)) = \overline{co}F_1(t) = \overline{co}(F_1(t))$. We have that

$$\gamma(g) = \gamma(f) \in CG_{\overline{co}(F_1)} = CG_F^{(T, G)} = \gamma(CG_F^{(T, G)}),$$

where the equality $CG_{\overline{co}(F_1)} = CG_F^{(T, G)}$ is due to Theorem 4 of Hildenbrand [19, p.64]. We arrive at a contradiction. Thus, $g = E(f|G) \in CG_F^{(T, G)}$.

C4. By (C2), $CG_F^{(T, G)}$ is a weak* compact set and is metrizable. As argued above (e.g., Proposition 5 (G2)), $CG_F^{(T, G)}$ can be viewed as a compact valued correspondence from $Y$ to a compact metric space. It suffices to show that if $y_n \to y_0$ in $Y$ (with $y_n \neq y_0$ for each $n \geq 1$), $g_n$ weak* converges to $g_0$ in $L^G_q(T, X^*)$ with $f_n$ being a $\mathcal{T}$-measurable and Gelf'and integrable selection of $F_{y_n}$ and $g_n = E(f_n|G)$ for $n \geq 1$, then $g_0 \in CG_F^{(T, G)}$. 24
Since $F(t, y)$ is weak* upper hemicontinuous at $y_0$, $w^* - \limsup_{n \to \infty} F(t, y_n) \subseteq F(t, y_0)$. By Lemma 1, there is a subsequence of $\{f_n\}_{n \in \mathbb{N}}$, say itself, and a $\mathcal{T}$-measurable Gel'fand integrable selection $f$ of $F_{y_0}$ such that $\mu_{\{f_n\}}$ weakly converges to $\mu_{\{f\}}$. Repeating the argument in the proof of Theorem 1 (A2) (see also the proof of (C2)), given any $\varphi$ from $(T, \mathcal{G}, \lambda)$ to $X$ such that $\varphi(t) \in \{x_m\}_{m \in \mathbb{N}}$ for $\lambda$-almost all $t \in T$,
\[
\lim_{n \to \infty} \int_T \varphi^{**}(t, g_n(t)) \, d\lambda = \int_T \varphi^{**}(t, g(t)) \, d\lambda,
\]
where $g = E(f|\mathcal{G})$. By Lemma 7, $g_0 = g \in CG^{(T, \mathcal{G})}_{F_{y_0}}$. 

The following result is a straightforward corollary of Theorem 2 (C4).

**Corollary 4.** Suppose that $G$ is an $\mathcal{F}$-measurable, $p$-integrably bounded, and weak* compact valued correspondence from $T$ to $X^*$ for $1 < p \leq \infty$. Let $\{F_n\}_{n=1}^{\infty}$ be a sequence of $\mathcal{F}$-measurable correspondences from $T$ to $X^*$ such that $F_n(t) \subseteq G(t)$ for $\lambda$-almost all $t \in T$ and $n \geq 1$. Let $F_0 = w^* - \limsup_{n \to \infty} F_n$. Then $w^* - \limsup_{n \to \infty} CG^{(T, \mathcal{G})}_{F_n} \subseteq CG^{(T, \mathcal{G})}_{F_0}$.

### 7.4 Proofs of the results in Section 5

To avoid repetition, we only prove the necessity results in terms of the weak and norm topologies. We shall explain how to modify the proof for the necessity results based on the weak* topology in Remark 4.

**Proof of Theorem 3.** If $(T, \mathcal{F}, \lambda)$ is purely atomic, then we are done. Suppose that $T$ can be partitioned into two disjoint parts $T_1$ and $T_2$ such that $\mathcal{F}^{T_1}$ is atomless and $\mathcal{F}^{T_2}$ is atomic under $\lambda$, $T = T_1 \cup T_2$, $\lambda(T_1) = 1 - \gamma$ with $0 \leq \gamma < 1$.

Let $(I, \mathcal{I}, \eta)$ be the Lebesgue unit interval. Since $(T_1, \mathcal{F}^{T_1}, \lambda)$ is atomless and $\mathcal{F}^{T_1}$ is countably generated, by Lemma 6 in [23], there is a measure preserving mapping $\phi: (T_1, \mathcal{F}^{T_1}, \lambda) \to ((\gamma, 1], \mathcal{I}, \eta)$ such that for any $E \in \mathcal{F}^{T_1}$, there exists some $E' \in \mathcal{I}$ with $\lambda(E \triangle \phi^{-1}(E')) = 0$. We extend the definition of $\phi$ by letting $\phi(t) = \frac{\gamma}{2}$ for $t \in T_2$.

For a nonnegative integer $n$ and a real number $l \in [0, 1]$, the binary representation of $n$ and $l$ are given as follows:
\[
n = n_0 + 2n_1 + \cdots + 2^{a-1}n_{a-1}, \quad l = \frac{l_0}{2} + \frac{l_1}{2^2} + \cdots ,
\]
where $n_0, n_1, \ldots, n_{a-2}, l_0, l_1, \ldots \in \{0, 1\}$ and $n_{a-1} = 1$. The $n$-th Walsh function $W_n$ from $(I, \mathcal{I}, \eta)$ to $\{1, -1\}$ is given by
\[
W_n(l) = (-1)^{n_0l_0 + n_1l_1 + \cdots + n_{a-2}l_{a-2}}.
\]
Let $W_0(l) = 1$. Then $\{W_n(\cdot)\}_{n=0}^{\infty}$ is a complete orthogonal basis of $L_2(I, \mathbb{R})$, see Walsh [46]. Define $E_n = \{l \in [0, 1]: W_n(l) = 1\}$ for each integer $n \geq 0$. Since $W_0(l) = 1$ for any $l \in [0, 1]$, and $\{W_n(l)\}_{n=0}^{\infty}$ are orthogonal, $\eta(E_n) = \frac{1}{2^n}$ for each $n \geq 1$.

Given an infinite-dimensional Banach space $X$, there exists a sequence of pairs $\{(x_n, x_n^*\}_{n=0}^{\infty}$ such that $x_n^* \in X^*$, $x_n \in X$, $x_m^*(x_n) = 0$ if $m \neq n$, and $x_n^*(x_n) = 1$ for any $n$; see, for example, Lindenstrauss and Tzafriri [30, Proposition 1.f.3]).

El. Pick $G$ as the trivial $\sigma$-algebra; that is, $G = \{T, \emptyset\}$. Fix $k \geq 1$. For $j = 1, \ldots, k$, define a mapping $f_j$ from $I$ to $X$ as follows:
\[
f_j(l) = \begin{cases} 
\sum_{n=0}^{\infty} \frac{x_{kn+j-1}}{2^n\|x_{kn+j-1}\|} W_n(l), & \gamma < l \leq 1 \\
0, & l \in [0, \gamma].
\end{cases}
\]

It is easy to see that $f_j$ is Bochner integrable in $X$.\footnote{Let $\mathcal{I}$ be the restriction of $\mathcal{I}$ on $(\gamma, 1]$, and $\eta_1$ be the Lebesgue measure on $((\gamma, 1], \mathcal{I})$.}

Let $e_j = \int_I f_j(l) \, d\eta(l)$.

\footnote{For each $j$, take $s_n(l) = \sum_{m=0}^{n} \frac{x_{kn+j-1}}{2^n\|x_{kn+j-1}\|} W_n(l)$. Then $\{s_n(l)\}_{n=0}^{\infty}$ is a sequence of Bochner integrable simple function, and $\lim_{m \to \infty} \int_0^1 \|f_j(l) - s_n(l)\| \, d\eta(l) = 0$.}
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Define a correspondence $F$ as follows: $F(t) = \{0, f_1 \circ \phi(t), \cdots, f_k \circ \phi(t)\}$ for $t \in T$. Then $F$ is an $\mathcal{F}$-measurable and weakly compact valued correspondence. We have that
\[
\int_T f_j(\phi(t)) \, d\lambda(t) = \int_{T_1} f_j(\phi(t)) \, d\lambda(t) + \int_{T_2} f_j(\phi(t)) \, d\lambda(t)
\]
\[
= \int_0^1 f_j(l) \, d\eta(l) + \gamma \cdot f_j(\frac{\gamma}{2})
\]
\[
= \int_{\gamma}^1 f_j(l) \, d\eta(l)
\]
\[
= \kappa.
\]

If $I_F^T$ is convex, then $\frac{1}{k+1} \sum_{j=1}^k e_j \in I_F^T$. Thus, there are $k + 1$ disjoint $\mathcal{T}$-measurable sets $S_0, S_1, \cdots, S_k \subseteq T_1$, and a $\mathcal{T}$-measurable selection $f$ of $F$ such that $f_T f \, d\lambda = \frac{1}{k+1} \sum_{j=1}^k e_j$, $\cup_{0 \leq j \leq k} S_j = T_1$ and
\[
f(t) = \begin{cases} 0, & \text{if } t \in S_0 \cup T_2; \\ f_j(\phi(t)), & \text{if } t \in S_j \text{ for } j = 1, \cdots, k. \end{cases}
\]

Due to the choice of $\phi$, there exist disjoint sets $H_0, H_1, \cdots, H_k \subseteq (\gamma, 1]$ such that $\lambda[S_j \triangle \phi^{-1}(H_j)] = 0$ for $j = 0, 1, \cdots, k$. Therefore,
\[
\sum_{j=1}^k \int_{H_j} f_j(l) \, d\eta(l) = \sum_{j=1}^k \int_{S_j} f_j(\phi(t)) \, d\lambda(t) = \frac{1}{k+1} \sum_{j=1}^k \kappa_j
\]
\[
= \frac{1}{k+1} \sum_{j=1}^k \int_{(\gamma, 1]} f_j(l) \, d\eta.
\]

For each $n \geq 0$, define $E_n = \{l \in (\gamma, 1]: \frac{l-\gamma}{1-\gamma} \in E_n\}$ and $\overline{E_n} = \{l \in (\gamma, 1]: \frac{l-\gamma}{1-\gamma} \in \overline{E_n}\}$. For each integer $n$ and $1 \leq j \leq k$, apply $x_{kn+j-1}$ on both sides of the equation above, we get
\[
\eta(H_j \cap E_n) - \eta(H_j \cap \overline{E_n}) = \frac{1}{k+1} (\eta(E_n) - \eta(\overline{E_n})).
\]
Choosing $n = 0$, $\eta(H_j) = \frac{1-\gamma}{k+1}$. In addition, for any $n$, $\eta(H_j \cap E_n) - \eta(H_j \cap \overline{E_n})$ is a constant for all $0 \leq j \leq k$. For $n \geq 1$, since
\[
0 = \eta(\overline{E_n}) - \eta(\overline{E_n}) = \sum_{j=0}^k \eta(H_j \cap E_n) - \eta(H_j \cap \overline{E_n}),
\]
we have that $\eta(H_j \cap \overline{E_n}) = \eta(H_j \cap \overline{E_n})$ for $0 \leq j \leq k$. Then
\[
\eta(H_j \cap E_n) = \eta(H_j \cap \overline{E_n}) = \frac{1-\gamma}{2(k+1)}.
\]

Define $D_n = \phi^{-1}(E_n)$ for each $n$. Then
\[
\lambda(D_n) = \lambda \circ \phi^{-1}(E_n) = \eta(E_n) = \frac{1-\gamma}{2}.
\]

As a result, for $n \in N$ and $0 \leq j \leq k$,
\[
\lambda(S_j \cap D_n) = \lambda(\phi^{-1}(H_j) \cap D_n) = \lambda(\phi^{-1}(H_j) \cap E_n) = \eta(H_j \cap \overline{E_n})
\]
\[
= \frac{1}{2(k+1)} = \frac{1}{1-\gamma} \eta(H_j) \eta(E_n) = \frac{1}{1-\gamma} \lambda(S_j) \lambda(D_n).
\]

Thus, for each $0 \leq j \leq k$ and $n \in N$, $S_j$ is independent of $D_n$ under the probability measure $\lambda^{\mathbb{N}}$. Since $\{W_n(\cdot)\}_{n=0}^{\infty}$ is a complete orthogonal basis of $L^2(I, \mathbb{R})$, the sequence $\{E_n\}_{n \in N}$ with null sets can generate the $\sigma$-algebra on the Lebesgue unit interval. Note that the mapping $\frac{1-\gamma}{\gamma}$ is linear. It is easy to see that the sequence $\{E_n\}_{n \in N}$ with null
sets can generate the $\sigma$-algebra on $(\gamma, 1]$, which further implies that for each $0 \leq j \leq k$, $S_j$ is independent of $F^T_1$ under the probability measure $\lambda^T_1$. By Lemma 2, $T$ is nowhere equivalent to $F$.

E2/E5. Let $G$ be the trivial $\sigma$-algebra $\{0, T\}$ in (E2). Fix $k \geq 1$. For $1 \leq j \leq k$ and $m \geq 1$, let $f^m_j$ be a mapping from $I$ to the space spanned by $\{x_0, \ldots, x_{km+k-1}\}$ as follows:

$$f^m_j(l) = \begin{cases} \sum_{n=0}^{m} \frac{x_{km+j-1}}{2^n \|x_{km+j-1}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1; \\ 0, & l \in [0, \gamma]. \end{cases}$$

Then $e_j = \int f^m_j(l) \, d\eta$ for $1 \leq j \leq k$. Let $F^m = \{0, f^m_1 \circ \phi, \ldots, f^m_k \circ \phi\}$. By Lyapunov theorem (see Proposition 5 in Hildenbrand [19, p.62]), $I^T_{F_m}$ is convex. Thus, we have $k + 1$ disjoint sets $S^m_0, S^m_1, \ldots, S^m_k \subseteq T_1$ and a $T$-measurable selection $f^m$ of $F^m$ such that $\int_T f^m \, d\lambda = \frac{1}{k+1} \sum_{j=1}^k e_j$, where

$$f^m(t) = \begin{cases} 0, & t \in S^m_0 \cup T_2; \\ f^m_j(\phi(t)), & t \in S^m_j \text{ for } j = 1, \ldots, k. \end{cases}$$

Consider the correspondence $F$ constructed in the proof of (E1). Since $F$ is norm (and also weakly) compact valued, due to the condition, $I^T_F$ is norm (and also weakly) compact. Define a mapping $g^m$ as follows:

$$g^m(t) = \begin{cases} 0, & t \in S^m_0 \cup T_2; \\ f^m_j(\phi(t)), & t \in S^m_j \text{ for } j = 1, \ldots, k. \end{cases}$$

Then $\int_T g^m \, d\lambda \in I^T_F$. It is clear that $\int_T g^m \, d\lambda$ both norm and weakly converges to $\frac{1}{k+1} \sum_{j=1}^k e_j$, thus $\frac{1}{k+1} \sum_{j=1}^k e_j \in I^T_F$. By the proof of (E1), we are done.

E3. Consider the correspondence $F$ in the proof of (E1). Since $I^T_F = I^T_{\text{co}F}$, we have that

$$\frac{1}{k+1} \sum_{j=1}^k e_j = \frac{1}{k+1} \sum_{j=1}^k \int f^m_j(l) \, d\eta = \frac{1}{k+1} \sum_{j=1}^k \int_T f^m_j(\phi(t)) \, d\lambda = I^T_{F_m} = I^T_F.$$

Repeating the argument in the proof of (E1), we are done.

E4/E6. Let $G$ be the trivial $\sigma$-algebra $\{0, T\}$ in (E4). Fix $k \geq 1$ and $m \geq 1$. Recall the correspondence $F^m$ defined in the proof of (E2/E5). Let $Y$ be the space $\{0, \frac{1}{2}, \ldots, \frac{1}{m}, \ldots\}$ endowed with the usual metric. Let $\Phi$ be the correspondence from $T \times Y$ to $X$ such that for each $t \in T$, $\Phi(t, \frac{1}{m}) = F_m(t)$ for $m \geq 1$ and $\Phi(t, 0) = F(t)$, where $F(t)$ has been defined in the proof of (E1). It is easy to see that the correspondence $\Phi$ satisfies the conditions specified in (E4/E6).

We have shown in the proof of (E2/E5) that for each $m$,

$$\frac{1}{k+1} \sum_{j=1}^k e_j \in I^T_{F_m} = I^T_{\Phi^m}.$$ 

Thus, $\frac{1}{k+1} \sum_{j=1}^k e_j \in I^T_{\Phi_0} = I^T_F$. The proof can then be completed by repeating the argument in the proof of (E1).

\textbf{Remark 4.} To prove the necessity results based on the weak* topology, we shall make the following changes.

- In the proof of (E1), define

$$f^m_j(l) = \begin{cases} \sum_{n=0}^{\infty} \frac{x_{km+j-1}}{2^n \|x_{km+j-1}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1; \\ 0, & l \in [0, \gamma]. \end{cases}$$

- In the proof of (E2/E5), define

$$f^m_j(l) = \begin{cases} \sum_{n=0}^{m} \frac{x_{km+j-1}}{2^n \|x_{km+j-1}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1; \\ 0, & l \in [0, \gamma]. \end{cases}$$
• In the proofs of (E3) and (E4/E6), no change.

7.5 Proofs of the results in Section 6
We first show the easy direction of Theorem 4 that (1) ⇒ (2).

(1) ⇒ (2). We first focus on the case with Bochner integrable strategy profile. Given any \( \gamma \in \Gamma \), consider the best-response correspondence \( F \) from \( T \times \Gamma \) to \( A \),
\[
F(t, \gamma) = \text{argmax}_{a \in A} G_t(a, \gamma),
\]
and the correspondence \( H \) from \( \Gamma \) to \( \Gamma \),
\[
H(\gamma) = \{ E(f(t, \gamma)|F) : f(\cdot, \gamma) \text{ is a } T\text{-measurable selection of } F(\cdot, \gamma) \}.
\]
We shall show that \( H \) is nonempty and convex valued, and weakly upper hemicontinuous.

For any \( \gamma \), \( G_t(a, \gamma) \) is \( F \)-measurable in \( t \) and weakly continuous in \( a \). By Lemma III.39 in Castaing and Valadier [6], \( G_t(a, \gamma) \) is \( F \times B(A) \)-measurable on \( T \times A \). By Berge’s maximum theorem (see Theorem 17.31 in Aliprantis and Border [1]), \( F(t, \cdot) \) is weakly compact valued and upper hemicontinuous in \( \gamma \). In addition, \( F \) is \( F \otimes B(\Gamma) \)-measurable and admits a measurable selection due to Theorem 18.19 in Aliprantis and Border [1]. Thus, there exists an \( F \)-measurable selection of the correspondence \( F_\gamma \) on \( T \), where \( F_\gamma(\cdot) = F(\cdot, \gamma) \). It further implies that \( H(\gamma) \) is nonempty.

Let \( F' \) be a constant correspondence from \( T \) to \( A \), where \( F'(t) = A \). Then \( F' \) is an integrably bounded and weakly compact valued correspondence. Besides, \( F(t, \gamma) \subseteq A = F'(t) \) for each \((t, \gamma)\). Applying Theorem 1, \( H(\gamma) \) is convex-valued and weakly upper hemicontinuous. By Proposition 4 (F1), \( \Gamma \) is convex and weakly compact. By the Fan-Glicksberg fixed point theorem (see Corollary 17.55 in Aliprantis and Border [1]), the correspondence \( H \) admits a fixed point \( \gamma \in \Gamma \). By the definition of \( H \), there exists a \( T \)-measurable mapping \( g : T \rightarrow A \) such that \( g(t) \in F(t, \gamma) \) and \( \gamma = E(g|F) \). It is clear that \( g \) is a Nash equilibrium of the game.

By applying Theorem 2, the argument above still works in the case with Gel’fand integrable strategy profile.

Next, we are going to prove the opposite direction (2) ⇒ (1).

(2) ⇒ (1). If \((T, F, \lambda)\) is purely atomic, then we are done. Suppose that \( T \) can be partitioned into two disjoint parts \( T_1 \) and \( T_2 \) such that \( F^{T_1} \) is atomless and \( F^{T_2} \) is atomic under \( \lambda \), \( T = T_1 \cup T_2 \), \( \lambda(T_1) = 1 - \gamma \) with \( 0 \leq \gamma < 1 \). Let \((I, \mathcal{L}, \eta)\) be the Lebesgue unit interval. Since \((T_1, F^{T_1}, \lambda)\) is atomless and \( F^{T_1} \) is countably generated, by Lemma 6 in He, Sun and Sun [14], there is a measure preserving mapping \( \phi : (T_1, F^{T_1}, \lambda) \rightarrow ((\gamma, 1], \mathcal{L}, \eta) \) such that for any \( E \in F^{T_1} \), there exists some \( E' \in \mathcal{L} \) with \( \lambda(\mathcal{E} \cap \phi^{-1}(E')) = 0 \). For \( t \in T_2 \), let \( \phi(t) = \frac{\gamma}{2} \).

By Lemma 2, it is sufficient to show that \( F^{T_1} \) admits an asymptotic independent supplement in \( T^{T_1} \) under the probability measure \( \lambda^{T_1} \). In particular, we only need to prove the following claim.

Claim. Suppose that Condition (1) in Theorem 4 hold. For any integer \( k \geq 2 \), there is a \( T \)-measurable partition \( \{P_i\}_{i=0}^k \) of \( T_1 \) such that \( \lambda(P_i) = \frac{1 - \gamma}{k+1} \) for \( i = 0, 1, \ldots, k \), \( P_i \cap P_j = \emptyset \) for \( i \neq j \), and \( \{P_i\}_{i=0}^k \) are independent of \( F^{T_1} \) under the probability measure \( \lambda^{T_1} \).

Proof. We first consider the case with Bochner integrable strategy profile.

Denote \( \alpha \) as the \((k+1)\)-th root of 1, i.e., \( \alpha^j \neq 1 \) for \( j = 1, \ldots, k \), and \( \alpha^{k+1} = 1 \). Recall the construction of the Walsh system in the proof of Theorem 3. Given a nonnegative integer \( n \) and a real number \( l \in I \), the \( n \)-th Walsh function \( W_n \) from \( I \) to \( \{1, -1\} \) is given by
\[
W_n(l) = (-1)^{n_0 l_0 + n_1 l_1 + \cdots + n_{k} l_{k}},
\]
Hence, \( \|\cdot\| \) is a complete orthogonal basis of \( L_2(I, \mathbb{R}) \). Define \( E_n = \{ t \in I : W_n(l) = 1 \} \) for each integer \( n \geq 0 \). We have \( \eta(E_n) = \frac{1}{2} \) for \( n \geq 1 \), and \( \eta(E_0) = 1 \).

For the infinite-dimensional Banach space \( X \), there exists a sequence of pairs \( \{(x^i_n, x_n)\}_{n=0}^{\infty} \) such that \( x^i_n \in X_\ast \), \( x_n \in X \), \( x^i_n(x_n) = 0 \) if \( m \not= n \), and \( x^i_n(x_n) = 1 \) for all \( n \) (see Proposition 1.1.3 in Lindenstrauss and Tzafriri [30]).

Define \( \psi_1, \psi_2, \ldots, \psi_k : I \to X \) as follows:

\[
\psi_1(l) = \begin{cases} 
\sum_{n=0}^{\infty} \frac{x_{kn}}{2^n \|x_{kn}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1 \\
0, & l \in [0, \gamma].
\end{cases}
\]

\[
\psi_2(l) = \begin{cases} 
\sum_{n=0}^{\infty} \frac{x_{kn+1}}{2^n \|x_{kn+1}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1 \\
0, & l \in [0, \gamma].
\end{cases}
\]

\[
\cdots
\]

\[
\psi_k(l) = \begin{cases} 
\sum_{n=0}^{\infty} \frac{x_{kn+k-1}}{2^n \|x_{kn+k-1}\|} W_n \left( \frac{l-\gamma}{1-\gamma} \right), & \gamma < l \leq 1 \\
0, & l \in [0, \gamma].
\end{cases}
\]

Denote \( e_i = \int_I \psi_i(l) \, dl \) for \( i = 1, 2, \ldots, k \). Let \( \Psi(l) = \{0, \psi_1(l), \ldots, \psi_k(l)\} \), where 0 is the zero function from \( I \) to \( X \).

Now we are ready to construct a game. The player space is \( (T, \mathcal{T}, \lambda) \). The action space \( A \) is a convex and weakly compact set in \( X \) that contains \( \{\Psi(l)\}_{l \in I} \).

\[\text{Hence, } \bar{\sigma}(A) = A. \]

By Mazur’s theorem, the set \( A \) is both weakly compact and norm compact. Let \( M = \sup \{\|x\| : x \in A\} \). Note that \( \|e_1\| = \left\| (1 - \gamma) \frac{x_{00}}{\|x_{00}\|} \right\| = 1 - \gamma \), which implies that \( M \geq 1 - \gamma \). For each player \( t \), the payoff \( G(t) \) only depends on the player’s action and the societal aggregate actions. Since \( \|b\| \leq M \) for any \( b \in A \), and \( \|e_i\| \leq M \) for \( 1 \leq i \leq k \),

\[b - \frac{e_1 + \cdots + e_k}{k+1} \leq 2M.\]

Denote the distance in \( X \) by \( d(\cdot, \cdot) \). That is, \( d(x, y) = \|x - y\| \) for any \( x, y \in X \). We have that for any \( b \in A \)

\[\beta d \left( b, \frac{e_1 + \cdots + e_k}{k+1} \right) = \frac{1 - \gamma}{4M} \left\| b - \frac{e_1 + \cdots + e_k}{k+1} \right\| \leq \frac{1 - \gamma}{2} < \frac{1}{2},\]

where \( \beta = \frac{1 - \gamma}{4M} \leq \frac{1}{4} \).

Let \( h \) be a mapping from \([0, 1] \times A \times A^k \times \mathbb{R}_+ \) to \( \mathbb{R}_+ \) as follows:

\[h(l, a, x_1, \ldots, x_k, \theta) =
\begin{cases}
0 & \text{if } \theta = 0 \text{ or } l \in [0, \gamma], \\
\theta \sin \frac{l-\gamma}{\theta} & \text{otherwise,}
\end{cases}
\]

where \( \lceil \frac{l-\gamma}{\theta} \rceil \) is the integer part of the real number \( \frac{l-\gamma}{\theta} \). The payoff function \( G : T \to \mathcal{U} \) is defined as follows: for any player \( t \in T \), given the action \( a \in A \) and the societal aggregate \( b \in A \),

\[
G(t) (a, b) = -h \left( \phi(t), a, \psi_1(\phi(t)), \ldots, \psi_k(\phi(t)), \beta d \left( b, \frac{e_1 + \cdots + e_k}{k+1} \right) \right) \\
- \|a\| \sum_{i=1}^{k} \psi_i(\phi(t)) - \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t)).
\]

The game \( G \) is \( \mathcal{F} \)-measurable as \( \phi \) is \( \mathcal{F} \)-measurable, and norm continuous in \((a, b)\) (and hence weakly continuous in \((a, b)\)). If player \( t \) takes action \( a \) and all other players follow

---

\[\text{Such a set } A \text{ exists since } \{\Psi(l)\}_{l \in I} \text{ is bounded.}\]
the strategy \( f \), the payoff for player \( t \) is \( G(t)(a, \int_T f \, d\lambda) \).

By Condition (1), there exists a \( \mathcal{F} \)-measurable strategy \( g \) that is a Nash equilibrium of the game \( G \). For player \( t \in T_2 \), it is clear that the unique best response is \( a = 0 \), which implies that \( g(t) = 0 \). Thus, we only need to identify the best response for player \( t \in T_1 \).

There are two possible cases to study.

Case 1: Suppose that \( \int_T g(t) \, d\lambda \neq \frac{a_1 + \cdots + a_k}{k+1} \).

Let
\[
d_0 = \beta d \left( \int_T g(t) \, d\lambda, \frac{e_1 + \cdots + e_k}{k+1} \right).
\]

Then \( 0 < d_0 \leq \frac{1}{T} \). Partition the interval \( I_1 = (\gamma, 1] \) by the length \( d_0 \), we get \( \{I_1 \cap [\gamma + nd_0, \gamma + (n+1)d_0]\}_{n \geq 0} \). Fix some player \( t \in T_1 \) with \( \phi(t) \in (\gamma + (kj + i)d_0, \gamma + (kj + i + 1)d_0) \) for \( j \geq 0 \) and \( i = 0, 1, \ldots, k \). We consider the best response of player \( t \).

If \( i = 0 \), then
\[
G_t \left( a, \int_T g \, d\lambda \right) = -d_0 \left[ \sin \frac{\phi(t) - \gamma}{d_0} \pi \cdot \|a\| \cdot \prod_{m=1}^k \left( \left\| a - \frac{1}{k+1} \psi_m(\phi(t)) - \frac{1}{k+1} \sum_{j=1}^k \psi_j(\phi(t)) \right\| + |a|^m - 1 \right) \right. \\
-\|a\| \cdot \prod_{m=1}^k \left\| a - \frac{1}{k+1} \psi_m(\phi(t)) - \frac{1}{k+1} \sum_{j=1}^k \psi_j(\phi(t)) \right\|.
\]

Since \( G_t \) is always negative and its value is 0 if and only if \( a = 0 \), the best response for player \( t \) is \( a = 0 \). That is, \( g(t) = 0 \) in this case.

Following the same argument, one could show that when \( i = 1, \ldots, k \), the best response is
\[
g(t) = \frac{1}{k+1} \psi_i(\phi(t)) + \frac{1}{k+1} \sum_{j=1}^k \psi_j(\phi(t)).
\]

For \( i = 1, \ldots, k \), let \( q_i(l) = i \) if \( l \in (\gamma + (kj + i)d_0, \gamma + (kj + i + 1)d_0) \) for some \( j \geq 0 \), and 0 otherwise. Then for \( t \in T_1 \),
\[
g(t) = \frac{1}{k+1} \sum_{j=1}^k [q_j(\phi(t)) \cdot \psi_j(\phi(t))] + \frac{1}{k+1} \sum_{j=1}^k q_j(\phi(t)) \cdot \sum_{j=1}^k \psi_j(\phi(t)).
\]

We have
\[
d_t \left( \int_T g(t) \, d\lambda(t), \frac{e_1 + \cdots + e_k}{k+1} \right)
= \left\| \frac{1}{k+1} \sum_{j=1}^k \int_{T_1} q_j(\phi(t)) \cdot \psi_j(\phi(t)) \, d\lambda(t) + \frac{1}{k+1} \int_{T_1} \sum_{j=1}^k q_j(\phi(t)) \cdot \psi_j(\phi(t)) \, d\lambda(t) \right\|
- \frac{1}{k+1} \int_{\gamma}^1 \psi_1 \, d\eta - \cdots - \frac{1}{k+1} \int_{\gamma}^1 \psi_k \, d\eta
\leq \frac{1}{k+1} \left\| \int_{\gamma}^1 q_1 \cdot \psi_1 \, d\eta + \int_{\gamma}^1 \psi_1 \cdot \sum_{j=1}^k q_j \, d\eta - \int_{\gamma}^1 \psi_1 \, d\eta \right\|
+ \cdots
+ \frac{1}{k+1} \left\| \int_{\gamma}^1 q_k \cdot \psi_k \, d\eta + \int_{\gamma}^1 \psi_k \cdot \sum_{j=1}^k q_j \, d\eta - \int_{\gamma}^1 \psi_k \, d\eta \right\|.
\]

To estimate (1), we need the following preparatory lemma.\(^{19}\)

\(^{19}\)This lemma is analogous to Lemmas 2, 3, 4 in Sun and Zhang [43], we provide the detailed proof here for completeness.
Lemma 10. For any \( i = 1, \ldots, k, \)
\[
\sum_{n=0}^{\infty} \frac{1}{2^n} \left| \int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l) \right| < 4d_0.
\]

Proof. For any integer \( n \geq 0 \) and \( i = 1, \ldots, k, \) we first estimate the absolute bound for
\[
\int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l).
\]
It is obvious that
\[
\left| \int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l) \right| \leq 1.
\]
Let the binary representation of \( n \) be
\[
n = n_0 + 2n_1 + 2^2n_2 + \cdots + 2^{m-1}n_{m-1},
\]
where \( n_{m-1} = 1 \) and \( n_0, n_1, \ldots, n_{m-2} \in \{0, 1\}. \) Given an integer \( s \in \{1, 2, \ldots, 2^m\}, \) for any \( \frac{l-\gamma}{1-\gamma} \in \left( \frac{s-1}{2^m}, \frac{s}{2^m} \right), \) the first \( m \) components in the binary representation of \( \frac{l-\gamma}{1-\gamma} \) are fixed. By its definition, \( W_n \left( \frac{l-\gamma}{1-\gamma} \right) = (-1)^{c_{\gamma}} \) for some constant integer \( c_{\gamma} \) when \( \frac{l-\gamma}{1-\gamma} \in \left( \frac{s-1}{2^m}, \frac{s}{2^m} \right). \)
We have that
\[
\left| \int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l) \right|
\leq \sum_{s=1}^{2^m} \int_{\gamma+(1-\gamma)\frac{s-1}{2^m}}^{\gamma+(1-\gamma)\frac{s}{2^m}} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l)
\leq \sum_{s=1}^{2^m} \left| \int_{\gamma+(1-\gamma)\frac{s-1}{2^m}}^{\gamma+(1-\gamma)\frac{s}{2^m}} (-1)^{c_{\gamma}} \, d\eta(l) \right|
\leq 2^m d_0
\leq 2nd_0.
\]
The second inequality holds since for any \( s = 1, \ldots, 2^m, \)
\[
\left| \int_{\gamma+(1-\gamma)\frac{s-1}{2^m}}^{\gamma+(1-\gamma)\frac{s}{2^m}} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] (-1)^{c_{\gamma}} \, d\eta(l) \right| \leq d_0.
\]
The last inequality is due to the binary representation of \( n. \) Thus, we have
\[
\left| \int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l) \right| \leq \min\{1, 2nd_0\}.
\]
Let \( \kappa \) be the integer such that \( 2\kappa d_0 \leq 1 \) and \( 2(\kappa + 1)d_0 > 1. \) Then
\[
\sum_{n=0}^{\infty} \frac{1}{2^n} \left| \int_{\gamma}^{1} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l-\gamma}{1-\gamma} \right) \, d\eta(l) \right|
\leq \sum_{n=0}^{\infty} \frac{1}{2^n} \min\{1, 2nd_0\}
= \sum_{n=0}^{\kappa} \frac{2nd_0}{2^n} + \sum_{n=\kappa+1}^{\infty} \frac{1}{2^n}
= 2(2 - \frac{\kappa + 2}{2^n})d_0 + \frac{1}{2^n}
< 4d_0.
\]
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This completes the proof.

Now we are ready to go back to estimate (1). For \( i = 1, \ldots, k, \)
\[
\frac{1}{k+1} \left\| \int_{\gamma} q_i \cdot \psi_t \, d\eta + \int_{\gamma} \psi_i \cdot \sum_{j=1}^{k} q_j \, d\eta - \int_{\gamma} \psi_i \, d\eta \right\|
= \frac{1}{k+1} \left\| \int_{\gamma} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] \sum_{n=0}^{\infty} \frac{x_{kn+i-1}}{2^n \|x_{kn+i-1}\|} W_n \left( \frac{l - \gamma}{1 - \gamma} \right) \, d\eta(l) \right\|
\leq \frac{1}{k+1} \sum_{n=0}^{\infty} \frac{1}{2^n} \left\| \int_{\gamma} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] \frac{x_{kn+i-1}}{2^n \|x_{kn+i-1}\|} W_n \left( \frac{l - \gamma}{1 - \gamma} \right) \, d\eta(l) \right\|
\leq \frac{1}{k+1} \sum_{n=0}^{\infty} \frac{1}{2^n} \left\| \int_{\gamma} \left[ q_i(l) + \sum_{j=1}^{k} q_j(l) - 1 \right] W_n \left( \frac{l - \gamma}{1 - \gamma} \right) \, d\eta(l) \right\|
\leq \frac{4}{k+1} d_0.
\]
The last inequality holds because of Lemma 10. Then we have (1) \( \leq \frac{4k}{k+1} d_0, \) which implies that \( d_0 \leq \frac{4k}{k+1} \beta d_0. \) Thus, \( \beta \geq \frac{k+1}{4k} > \frac{1}{4}. \) This is a contradiction since \( \beta = \frac{1 - \gamma}{4M} \leq \frac{1}{4}. \)

Case 2: Suppose that \( \int_{T} g(t) \, d\lambda = \frac{e_1 + \ldots + e_k}{k+1}, \) therefore,
\[
G(t) \left( a, \int_{L} g(t) \, d\lambda \right) = -\|a\| \prod_{i=1}^{k} \|a - \frac{1}{k+1} \psi_i(\phi(t)) - \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t))\|.
\]
The best response correspondence is hence
\[
\Psi_1(t) = \{0\} \cup \left\{ \frac{1}{k+1} \psi_i(\phi(t)) + \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t)) \right\}_{1 \leq i \leq k}
\]
for \( t \in T_1. \) The equilibrium strategy \( g \) must be a \( \mathcal{T} \)-measurable selection of the correspondence \( \Psi_1 \) on \( T_1. \) There exists a partition \( \{P_0, P_1, \ldots, P_k\} \) of \( T_1 \) such that
\[
g(t) = \begin{cases} 
0, & \text{if } t \in P_0; \\
\frac{1}{k+1} \psi_1(\phi(t)) + \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t)), & \text{if } t \in P_1; \\
\vdots & \\
\frac{1}{k+1} \psi_k(\phi(t)) + \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t)), & \text{if } t \in P_k.
\end{cases}
\]
By the definition of \( \phi, \) there exist \( k + 1 \) subsets \( \tilde{P}_0, \tilde{P}_1, \ldots, \tilde{P}_k \subseteq (\gamma, 1] \) such that \( \lambda[\tilde{P}_j \triangle \phi^{-1}(\tilde{P}_j)] = 0 \) for \( j = 0, 1, \ldots, k. \)

Since \( \int_{T} g(t) \, d\lambda = \frac{e_1 + \ldots + e_k}{k+1}, \)
\[
= \sum_{1 \leq i \leq k} \int_{P_i} \left[ \frac{1}{k+1} \psi_i(\phi(t)) + \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(\phi(t)) \right] \, d\lambda(t)
= \sum_{1 \leq i \leq k} \int_{P_i} \left[ \frac{1}{k+1} \psi_i(l) + \frac{1}{k+1} \sum_{j=1}^{k} \psi_j(l) \right] \, d\eta(l).
\]
By the definition of \( \{ \epsilon_i \}_{1 \leq i \leq k} \),
\[
\sum_{1 \leq i \leq k} \int_1^1 \psi_i(l) \, d\eta(l) = \sum_{1 \leq i \leq k} \int_1^1 \left[ \psi_i(l) + \sum_{j=1}^k \psi_j(l) \right] \, d\eta(l).
\]

For each \( n \geq 0 \), let \( \tilde{E}_n = \{ l \in (\gamma, 1]: \frac{1}{1+\gamma} \leq l \in E_n \} \) and \( \overline{E}_n = \{ l \in (\gamma, 1]: \frac{1}{1+\gamma} \notin E_n \} \). Then \( W_n(\frac{1}{1+\gamma}) = 1 \) for \( l \in \tilde{E}_n \), and \( -1 \) for \( l \in \overline{E}_n \). In addition, since the transformation \( \frac{1}{1+\gamma} \) is linear and \( \eta(E_n) = \eta(E_n^c) \) for \( n \geq 1 \), \( \eta(\tilde{E}_n) = \eta(\overline{E}_n) \).

For \( 1 \leq i \leq k \) and \( n \geq 0 \), applying \( x^*_{kn+i} \) on both sides of the above equality, we get
\[
\eta \left( \tilde{P}_i \cap \tilde{E}_n \right) - \eta \left( \tilde{P}_i \cap \overline{E}_n \right) = \eta \left( \tilde{P}_i \cap \tilde{E}_n \right) - \eta \left( \tilde{P}_i \cap \overline{E}_n \right).
\]

Pick \( n = 0 \). As \( \tilde{E}_0 = (\gamma, 1] \) and \( \overline{E}_0 = \emptyset \), we get
\[
\eta(\tilde{P}_0) = \eta(\tilde{P}_1) = \frac{1 - \gamma}{k + 1}.
\]

As a result, for \( i = 0, \ldots, k \),
\[
\lambda(P_i) = \lambda(\phi^{-1}(\tilde{P}_i)) = \eta(\tilde{P}_i) = \frac{1 - \gamma}{k + 1}.
\]

For \( n \geq 1 \),
\[
0 = \eta(\tilde{E}_n) - \eta(\overline{E}_n) = \sum_{i=0}^k \eta \left( \tilde{P}_i \cap \tilde{E}_n \right) - \eta \left( \tilde{P}_i \cap \overline{E}_n \right),
\]
which implies that for \( i = 0, \ldots, k \),
\[
\eta \left( \tilde{P}_i \cap \tilde{E}_n \right) - \eta \left( \tilde{P}_i \cap \overline{E}_n \right) = 0.
\]

That is,
\[
\eta \left( \tilde{P}_i \cap \tilde{E}_n \right) = \frac{1}{2} \eta \left( \tilde{P}_i \right) = \frac{1 - \gamma}{2(k + 1)}.
\]

Let \( D_n = \phi^{-1}(\tilde{E}_n) \) for each \( n \). Then \( \lambda(D_n) = \lambda \circ \phi^{-1}(\tilde{E}_n) = \eta(\tilde{E}_n) = \frac{1 - \gamma}{2} \). Thus,
\[
\lambda(P_i \cap D_n) = \lambda(\phi^{-1}(\tilde{P}_i) \cap D_n) = \lambda(\phi^{-1}(\tilde{P}_i) \cap \tilde{E}_n) = \eta(\tilde{P}_i \cap \tilde{E}_n)
\]
\[
= \frac{1 - \gamma}{2(k + 1)} = \frac{1}{1 - \gamma} \cdot \frac{1 - \gamma}{k + 1} \cdot \frac{1 - \gamma}{2}
\]
\[
= \frac{1}{1 - \gamma} \eta(\tilde{P}_i) \eta(\tilde{E}_n) = \frac{1}{1 - \gamma} \lambda(P_i) \lambda(D_n).
\]

Thus, for each \( n \geq 1 \) and \( i = 0, \ldots, k \), \( P_i \) is independent of \( D_n \) under the probability measure \( \lambda^{T_i} \). Repeat the same argument in the last paragraph of the proof of Theorem 3 (E1), \( P_i \) is independent of \( F^{T_i} \) under the probability measure \( \lambda^{T_i} \). This completes the proof for the case with Bochner integrable strategy profile.

For the case with Gel’fand integrable strategy profile, recall that \( X \) is the dual space of \( Y \), where \( Y \) is an infinite-dimensional separable Banach space. There exists a sequence of pairs \( \{(x_n, y_n)\}_{n=0}^{\infty} \) such that \( x_n \in X \), \( y_n \in Y \), \( x_m(y_n) = 0 \) if \( m \neq n \), and \( x_n(y_n) = 1 \) for all \( n \). The only difference in the construction of the game is that the action space \( A \) is a convex and weak* compact set in \( X \). Then \( w^* - co(A) = A \). The payoff function \( G_i(a, b) \) is weak* continuous in \((a, b)\) as it is norm continuous. The discussion on Case 1 remains the same as above. In the discussion on Case 2, one applies \( y^*_{kn+i} \) rather than \( x^*_{kn+i} \). Then the argument still works. \( \square \)

**Remark 5.** Now we describe how to modify the proof of Theorem 4 to cover the case based on norm topology (Remark 2).

For the direction that \((1) \Rightarrow (2)\), one needs to revise \( F \) and \( H \) as follows: given any
x ∈ co(A), consider the best-response correspondence \( F \) from \( T × co(A) \) to \( A \),
\[
F(t, x) = \operatorname{argmax}_{a ∈ A} G_t(a, x),
\]
and the correspondence \( H \) from \( co(A) \) to \( co(A) \),
\[
H(x) = \left\{ \int_T f(t, x) d\lambda(t) : f(\cdot, x) \text{ is a } T\text{-measurable selection of } F(\cdot, x) \right\}.
\]

Then one can follow the same argument as that in the proof of Theorem 4 and adopt Proposition 2 to identify a fixed point \( x ∈ co(A) \) for \( H \), and a \( T\)-measurable mapping \( g : T → A \) such that \( g(t) ∈ F(t, x) \) and \( x = ∫ g d\lambda \). It is clear that \( g \) is a Nash equilibrium of the game.

For the direction that \((2) ⇒ (1)\), just note that the constructed action set \( A \) is also norm compact, and the payoff function \( G_t(\cdot, \cdot) \) is indeed norm continuous. Hence, the proof of Theorem 4 is also applicable.
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