REGULAR GRAPHS WITH MAXIMAL ENERGY PER VERTEX
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Abstract. We study the energy per vertex in regular graphs. For every $k \geq 2$, we give an upper bound for the energy per vertex of a $k$-regular graph, and show that a graph attains the upper bound if and only if it is the disjoint union of incidence graphs of projective planes of order $k - 1$ or, in case $k = 2$, the disjoint union of triangles and hexagons. For every $k$, we also construct $k$-regular subgraphs of incidence graphs of projective planes for which the energy per vertex is close to the upper bound. In this way, we show that this upper bound is asymptotically tight.
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1. Introduction

The energy of a graph is the sum of the absolute values of the eigenvalues of its adjacency matrix. This concept was introduced by Gutman [10] as a way to model the total $\pi$-electron energy of a molecule. For details and an overview of the results on graph energy, we refer to the recent book by Li, Shi, and Gutman [12] (and the references therein).

Several results on graphs with maximal energy have been obtained. In particular, Koolen and Moulton [11] showed that a graph on $n$ vertices has energy at most $n(1 + \sqrt{n})/2$, and characterized the case of equality. Nikiforov [14] showed that this upper bound is asymptotically tight by constructing graphs on $n$ vertices that have energy close to the upper bound, for every $n$. Another result, which follows easily from a bound by McClelland [13], is that a graph with $m$ edges has energy at most $2m$, with equality if and only if the graph is the disjoint union of isolated vertices and $m$ edges (a matching) (see also [12, Thm.5.2]).

In this paper, we consider the (average) energy per vertex of a graph $\Gamma$, that is,

$$\mathcal{E}(\Gamma) = \frac{1}{n} \sum_{i=1}^{n} |\lambda_i|,$$

where $n$ is the number of vertices and $\lambda_1, \lambda_2, \ldots, \lambda_n$ are the eigenvalues of $\Gamma$. At an AIM workshop in 2006, the problem was posed to find upper bounds for the energy per vertex of regular graphs, and it was conjectured that the incidence graph of a projective plane has maximal energy per vertex; cf. [6, Conj.3.11]. In this paper, we prove this conjecture — among other results.

In Section 2 we give an upper bound for the energy per vertex of a $k$-regular graph in terms of $k$, and show that a graph attains the upper bound if and only if it is the disjoint union of incidence graphs of projective planes of order $k - 1$ or, in case $k = 2$, the disjoint union of triangles and hexagons. In order to prove this
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result, we reduce the problem to a constrained optimization problem that we solve in Section 3 using the Karush-Kuhn-Tucker conditions. Projective planes of order \( k - 1 \) are only known to exist when \( k - 1 \) is a prime power. We therefore construct, in Section 4, \( k \)-regular subgraphs of incidence graphs of certain elliptic semiplanes (that are substructures of projective planes) for which the energy per vertex is close to the upper bound, for every \( k \). In this way, we show that our upper bound is asymptotically tight.

2. Maximal energy per vertex

**Theorem 1.** Let \( k \geq 2 \), and let \( \Gamma \) be a \( k \)-regular graph. Then the energy per vertex of \( \Gamma \) is at most

\[
\frac{k + (k^2 - k)\sqrt{k - 1}}{k^2 - k + 1}
\]

with equality if and only if \( \Gamma \) is the disjoint union of incidence graphs of projective planes of order \( k - 1 \) or, in case \( k = 2 \), the disjoint union of triangles and hexagons.

**Proof:** First of all, we note that the incidence graph of a projective plane of order \( k - 1 \) (for \( k = 2 \) this is the hexagon) has spectrum \(\{k^1, \sqrt{k - 1}^{k^2 - k}, -\sqrt{k - 1}^{k^2 - k}, -k^1\}\) (see [4, p. 432]), and the triangle has spectrum \(\{2^1, -1^2\}\). Clearly, the disjoint union of several graphs with the same energy per vertex has the same energy per vertex as the graphs it is built from. The disjoint union of the incidence graphs of projective planes of order \( k - 1 \) and the disjoint union of triangles and hexagons therefore attain the claimed upper bound for the energy per vertex. Note also that by considering the disjoint union of several copies of a graph, we may assume without loss of generality that the number of vertices of the graphs we consider is a multiple of \( 2(k^2 - k + 1) \).

Secondly, let \( \Gamma \) be a \( k \)-regular graph with spectrum \( \Sigma \). We remark that the bipartite double of \( \Gamma \) has spectrum \( \Sigma \cup -\Sigma \) (see [4, p. 25]), and hence it has the same energy per vertex as \( \Gamma \). Thus, in order to prove the claimed upper bound, we may restrict to bipartite graphs, and assume that \( \Sigma = -\Sigma \). To show that this restriction is also possible for the case of equality, we remark that the incidence graph of a projective plane is not the bipartite double of any graph, except for the hexagon, which is the bipartite double of the triangle. Indeed, if the bipartite double of \( \Gamma \) would be the incidence graph of a projective plane, then \( \Gamma \) would have distinct eigenvalues \( k, \sqrt{k - 1} \), and \(-\sqrt{k - 1} \), unless \( k = 2 \), in which case also distinct eigenvalues \( 2 \) and \(-1 \) are possible, and \( \Gamma \) is a triangle. In the general case, however, \( \Gamma \) would be a regular graph with the property that every pair of vertices has exactly one common neighbor (in other words \( \Gamma \) is strongly regular with \( \lambda = \mu = 1 \)), and such graphs do not exist by the Friendship theorem (see [1, Ch.34]).

In order to find the graphs with maximal energy, we will solve a nonlinear optimization problem that has the eigenvalues of \( \Gamma \) as its variables. Suppose now that \( \Gamma \) is a bipartite \( k \)-regular graph with \( n = 2m \) vertices and eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). Because \( \lambda_{n-i+1} = -\lambda_i \) for all \( i = 1, 2, \ldots, n \), it follows that we only have to consider the first \( m \) eigenvalues (which are nonnegative) for the energy per vertex:
\[ \mathcal{E}(\Gamma) = \frac{1}{m} \sum_{i=1}^{m} \lambda_i. \]

This is the objective function that we want to maximize. Also in the constraints that we will now formulate, we only have to consider the first \( m \) eigenvalues. The first constraint is that \( \text{tr} A^2 = nk \), where \( A \) is the adjacency matrix of \( \Gamma \). We thus obtain that

\[ \sum_{i=1}^{m} \lambda_i^2 = mk. \]

The second constraint is obtained by considering \( \text{tr} A^4 \). This counts the number of walks of length 4 in the graph, a number that is at least \( nk(2k-1) \): the number of ‘trivial’ walks of length 4, that is, those not containing a 4-cycle. Thus,

\[ \sum_{i=1}^{m} \lambda_i^4 \geq mk(2k-1). \]

Together with the constraints that \( \lambda_i \leq k \) for \( i = 1, 2, \ldots, m \), this gives the optimization problem. We will solve this problem for fixed \( k \) and \( m = t(k^2 - k + 1) \) in the next section. There we will show that the only optimal solution is \( \Sigma = \Sigma^+ \cup -\Sigma^+ \) are the disjoint unions of \( t \) incidence graphs of projective planes of order \( k-1 \) (see [7, p.167]), which finishes the proof. \( \square \)

We remark that an alternative approach, using Cauchy-Schwarz, quickly gives an upper bound of the same order as our bound. Indeed, if we assume \( \Gamma \) to be a connected \( k \)-regular bipartite graph on \( n = 2m \) vertices, then the constraint \( \sum_{i=2}^{m} \lambda_i^2 = (m-k)k \) and Cauchy-Schwarz imply that

\[ \mathcal{E}(\Gamma) \leq \frac{k}{m} + \frac{1}{m} \sqrt{(m-1)(m-k)k} \]

(with equality if and only if \( \lambda_2, \lambda_3, \ldots, \lambda_m \) are all equal). This upper bound is increasing in \( m \), however. If one could show that \( m \leq k^2 - k + 1 \), then that would give an alternative proof of our result.

3. Solution of the optimization problem

In this section, we will solve the optimization problem posed in the proof of Theorem 1, where \( k \) and \( m = t(k^2 - k + 1) \) are fixed. In order to do so, we define several functions of \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \). Let \( f(\lambda) = \sum_{i=1}^{m} \lambda_i, \ g = \sum_{i=1}^{m} \lambda_i^2 - mk, \ h_0(\lambda) = \sum_{i=1}^{m} \lambda_i^4 - mk(2k-1), \) and \( h_i(\lambda) = k - \lambda_i \) for \( i = 1, 2, \ldots, m \). The optimization problem under consideration is therefore to maximize \( f(\lambda) \) subject to \( g(\lambda) = 0, \) and \( h_i(\lambda) \geq 0 \) for \( i = 0, 1, \ldots, m \). We first observe that an optimal point \( \lambda \) will be nonnegative.

For a feasible point \( \lambda \), we let \( I = \{ i = 1, 2, \ldots, m : \lambda_i = k \} \) (the set of indices \( i \neq 0 \) for which the constraint on \( h_i \) is active). We will now use the Karush-Kuhn-Tucker conditions [15, p. 246] to examine the possible optimal points. These conditions state that if a regular feasible point is optimal, then the gradient of \( f \) is a linear combination of the gradients of the above defined functions that correspond...
to the constraints, with coefficients 0 for those constraints that are not active. A point is called regular if the gradients corresponding to the active constraints are linearly independent.

**Lemma 2.** If $\lambda$ is an optimal point such that $h_0(\lambda) > 0$, then besides $k$, the entries in $\lambda$ take at most one value; and if $h_0(\lambda) = 0$, then the entries in $\lambda$ take at most two values besides $k$.

**Proof:** We first consider the case that $\lambda$ is a nonregular feasible point. If $h_0(\lambda) > 0$, this means that $\nabla g = 2\lambda$ and $\nabla h_i = -e_i$ for $i \in I$ are linearly dependent. Therefore $\lambda_i = 0$ for $i \notin I$.

If $\lambda$ is a nonregular feasible point and $h_0(\lambda) = 0$, then $\nabla g = 2\lambda$, $\nabla h_0 = 4\lambda^3$ (defined by $(\lambda^3)_i = \lambda^3_i$), and $\nabla h_i = -e_i$ for $i \in I$ are linearly dependent. This implies that there are $c_1$ and $c_2$, not both equal to 0, such that $2c_1\lambda_i + 4c_2\lambda^3_i = 0$ for all $i \notin I$. This equation has at most two nonnegative solutions for $\lambda_i$.

If $\lambda$ is a regular and optimal point, then there are $c_1, c_2$, and $d_i$ for $i = 1, 2, \ldots, m$ such that $\nabla f + c_1 \nabla g + c_2 \nabla h_0 + \sum_{i=1}^{m} d_i \nabla h_i = 0$, where $c_2 = 0$ if $h_0(\lambda) > 0$ and $d_i = 0$ for $i \notin I$. This equation is equivalent to $j + 2c_1\lambda + 4c_2\lambda^3 - \sum_{i=1}^{m} d_i e_i = 0$. If $h_0(\lambda) > 0$ (and hence $c_2 = 0$), this reduces to $1 + 2c_1\lambda = 0$ for $i \notin I$, and hence $\lambda$ takes at most one value besides $k$. If $h_0(\lambda) = 0$, then we find that $1 + 2c_1\lambda_i + 4c_2\lambda^3_i = 0$ for $i \notin I$, and this has at most two nonnegative solutions (because of Descartes’ rule of signs, for example). Thus, we proved the lemma.

Our next step is to rule out the case that the entries in $\lambda$ take precisely two values besides $k$.

**Lemma 3.** If $\lambda$ is an optimal point, then besides $k$, the entries in $\lambda$ take at most one value.

**Proof:** Suppose on the contrary that this is not the case. Then by Lemma 2 we have that $h_0(\lambda) = 0$, and there are — say — $m_1$ entries equal to $\theta_1$, $m_2$ entries equal to $\theta_2$, and $m - m_1 - m_2$ entries equal to $k$. For given $k$ and $m$, the optimization problem under consideration can now be reformulated as

$$\begin{align*}
\max \quad & m_1\theta_1 + m_2\theta_2 + (m - m_1 - m_2)k \\
\text{s.t.} \quad & m_1\theta_1^2 + m_2\theta_2^2 + (m - m_1 - m_2)k^2 = mk \\
& m_1\theta_1^4 + m_2\theta_2^4 + (m - m_1 - m_2)k^4 = mk(2k - 1) \\
& m_1 \geq 0, m_2 \geq 0, m_1 + m_2 \leq m, \theta_1 \leq k, \theta_2 \leq k.
\end{align*}$$

We would like to show that this problem has no optimal solution with $m_1 > 0$, $m_2 > 0$, and $\theta_1 < \theta_2 < k$, so in the following we only consider such points $x = (m_1, m_2, \theta_1, \theta_2)$. In order to apply again Karush-Kuhn-Tucker, we let $f'(x) = m_1\theta_1 + m_2\theta_2 + (m - m_1 - m_2)k$, $g'(x) = m_1\theta_1^2 + m_2\theta_2^2 + (m - m_1 - m_2)k^2 - mk$, $h'_0(x) = m_1\theta_1^4 + m_2\theta_2^4 + (m - m_1 - m_2)k^4 - mk(2k - 1)$, and $h'_i(x) = k - \theta_i$ for $i = 1, 2$, and $k'_i(x) = m_1$ for $i = 1, 2,$ and $k'_3(x) = m - m_1 - m_2$.

Now, for a nonregular point $x$ there are $c_1, c_2$, and $c_3$, not all zero, such that $c_1\nabla g' + c_2\nabla h'_0 + c_3\nabla k'_3 = 0$ (where $c_3 = 0$ if $m_1 + m_2 < m$). When we subtract the first two entries in this vector equation and simplify, we find that $c_1 + c_3(\theta_1^2 + \theta_2^2) = 0$. After dividing the third and fourth entry by $m_1$ and $m_2$, respectively, and subtracting the resulting equations, we however find (after simplification) that
c_1 + 2c_2(\theta_1^2 + \theta_1\theta_2 + \theta_2^2) = 0. Because c_2 \neq 0 (otherwise c_1 = 0, and then also c_3 = 0), it follows that (\theta_1 + \theta_2)^2 = 0, and so \theta_1 = \theta_2 = 0 if x is optimal.

For a regular optimal point x (again, satisfying m_1 > 0, m_2 > 0, and \theta_1 < \theta_2 < k), there are c_1, c_2, and c_3 such that \nabla f' = c_1\nabla y' + c_2\nabla h'_0 + c_3\nabla k'_3, where c_3 = 0 if m_1 + m_2 < m. Again, subtracting the first two entries of this vector equation and simplifying gives that 1 = c_1(\theta_1 + \theta_2) + c_2(\theta_1 + \theta_2)(\theta_1^2 + \theta_2^2). Similar as in the nonregular case, we find from the last two entries of the vector equation that c_1 + 2c_2(\theta_1^2 + \theta_1\theta_2 + \theta_2^2) = 0. The two obtained equations give that c_1 = 2(\theta_1^2 + \theta_1\theta_2 + \theta_2^2)/(\theta_1 + \theta_2)^2 and c_2 = -1/(\theta_1 + \theta_2)^3. By substituting these into the third entry of the initial vector equation, and simplifying, we find that \theta_1 = \theta_2, and the proof is finished. □

We note that by allowing the multiplicities to be nonintegral, we have actually proved that optimal points in a relaxation of the optimization problem take at most one value besides k. Thus, we have first generalized the graph-energy problem in such a way that the eigenvalues could take all possible values at most k, and in the previous step we generalized further by allowing nonintegral multiplicities. Although the hard work has been done now, the proof is still not finished.

Lemma 4. Let m = \ell(k^2 - k + 1). If \lambda is an optimal point, then it has \ell entries equal to k, and the remaining entries equal to \sqrt{k-1}.

Proof: We may now suppose that the entries of an optimal point \lambda take one value — say — \theta with multiplicity \ell, besides the value k (with multiplicity m - \ell). The optimization problem can thus be reformulated as

\[
\begin{align*}
\text{max. } & \ell\theta + (m - \ell)k \\
\text{s.t. } & \ell\theta^2 + (m - \ell)k^2 = mk \\
& \ell\theta^4 + (m - \ell)k^4 \geq mk(2k - 1) \\
& 0 \leq \ell \leq m, \theta \leq k.
\end{align*}
\]

This problem is easy enough to be tackled without any sophisticated theory. The first constraint implies that \ell = m(k^2 - k)/(k^2 - \theta^2). By substituting this in the second constraint, and simplifying, this constraint reduces to \theta \leq \sqrt{k-1}. Substituting \ell in the objective gives mk - m(k^2 - k)/(k + \theta), which is clearly maximized (subject to the constraints) when \theta = \sqrt{k-1}. In this case, the multiplicity of k equals m - \ell = \ell. □

4. Elliptic semiplanes and an asymptotic result

A (k, g)-cage is a k-regular graph with girth g and the smallest possible number of vertices. The incidence graph of a projective plane of order g is a (g + 1, 6)-cage. In general, it is conceivable that a (k, 6)-cage has maximal energy per vertex. For k - 1 not a prime power only one (k, 6)-cage is known. The (7, 6)-cage on 90 vertices that was first discovered by Baker [3] is a 3-fold cover of the incidence graph on the points and planes of PG(3, 2); it is the incidence graph of a so-called elliptic semiplane S(45, 7, 3) (see [4, p.24, p.210]), or (group) divisible design with parameters (v, k, \lambda_1, \lambda_2, m, n) = (45, 7, 0, 1, 15, 3). The (7, 6)-cage has spectrum

\{7^1, \sqrt{7}^{30}, 2^{14}, -2^{14}, -\sqrt{7}^{30}, -7^1\}
and hence its energy per vertex is approximately 2.5416. As a comparison, the upper bound of Theorem 1 is approximately 2.5553, and other graphs close to this bound are the (bipartite double of the) Hoffman-Singleton graph (2.52), the incidence graph of AG(2, 7) minus a pencil (2.4965), the incidence graph of AG(2, 7) minus a parallel class (2.4106), the incidence graph of the biplane on 29 points (2.4003), and the Klein graph (2.3472).

The two examples from affine planes generalize. An affine plane of order $q$ from which a parallel class is deleted is an elliptic semiplane $S(q^2, q, q)$. The incidence graph $\Gamma$ of such an elliptic semiplane has spectrum

$$
\{q^1, \sqrt{q^{2(q-1)}}, q^{2(q-1)}, -\sqrt{q^{2(q-1)}}, -q^1\},
$$

and therefore $\overline{E}(\Gamma) = \sqrt{k} - \frac{1}{\sqrt{k}} + \frac{1}{k}$. An affine plane of order $q$ from which a pencil (one point $x$ together with all lines through $x$) is deleted, is an elliptic semiplane $S(q^2 - 1, q, q - 1)$ whose incidence graph $\Gamma$ has spectrum

$$
\{q^1, \sqrt{q^{2(q-2)}}, 1^q, -1^q, -\sqrt{q^{2(q-2)}}, -q^1\},
$$

and hence $\overline{E}(\Gamma) = \sqrt{k} + \frac{2k}{k^2 - 1} - \frac{\sqrt{k}}{k-1}$, which is slightly better than the first example. For $k = 11$ the latter formula gives $\overline{E}(\Gamma) \approx 3.1683$, whilst the upper bound of Theorem 1 is approximately 3.2329. Both families obtained from affine planes have girth 6, but the second one has two vertices less.

The mentioned families also lead to examples of $k$-regular graphs with large energy per vertex for arbitrary $k$. Indeed, for both types of elliptic semiplanes one can delete $\ell = q-k$ point classes and $\ell$ line classes such that the remaining structure is a square 1-design with block size $k$. From the elliptic semiplane $S(q^2 - 1, q, q - 1)$ we thus obtain a $k$-regular incidence graph $\Gamma$ on $2(q^2 - 1 - \ell(q - 1))$ vertices. Eigenvalue interlacing (see [5, p.37]) gives that except for $\pm k$, $\Gamma$ has eigenvalues $\pm \sqrt{q^2 - q - 2 - 2\ell(q - 1)}$, and at least $2q$ additional eigenvalues which are in absolute value at least 1. Hence

$$
\overline{E}(\Gamma) \geq \frac{2q - \ell + \sqrt{q^2 - 2q\ell + 2\ell - q - 2}}{(q - 1)(q + 1 - \ell)}.
$$

This leads to the following lower bound.

**Theorem 5.** Let $k$ be a positive integer, and let $\ell$ be the smallest nonnegative integer such that $k + \ell$ is a prime power. Then there exists a $k$-regular graph $\Gamma$ whose energy per vertex $\overline{E}(\Gamma)$ satisfies

$$
\overline{E}(\Gamma) \geq \frac{2k + \ell + \sqrt{k + \ell}(k^2 - \ell^2 + \ell - k - 2)}{(k + 1)(k + \ell - 1)}.
$$

As a corollary we find that the bound of Theorem 1 is asymptotically tight:

**Corollary 6.** If $k$ is large enough, then there exists a $k$-regular graph $\Gamma$ for which

$$
\overline{E}(\Gamma) \geq \sqrt{k} - k^{1/40}.
$$

**Proof:** It is known that $\ell \leq k^{21/40}$ if $k$ is large enough (see [2]), and for $k \to \infty$ the $k$-regular graph of Theorem 5 satisfies

$$
\overline{E}(\Gamma) \geq \sqrt{k} - \frac{\ell}{2\sqrt{k}} - o(1).
$$

$\square$
Remark. Under the Riemann Hypothesis, it can be proved that for large $k$ there is always a prime number between $k$ and $k + \sqrt{k}$. This would improve the lower bound of the corollary to $\sqrt{k} - \frac{1}{2} - o(1)$.

We also note that the graphs that attain the Koolen and Moulton [11] bound for the energy are $k$-regular with $k = (n + \sqrt{n})/2$, and hence the energy per vertex of such graphs is approximately $\sqrt{k}/2$. Nikiforov’s [14] related examples are (not necessarily regular) subgraphs of Paley graphs, and the latter also have energy per vertex approximately $\sqrt{k}/2$.

5. Conclusion and final remarks

In this paper, we obtained a bound on the energy per vertex in a $k$-regular graph, thus proving a conjecture posed at an AIM workshop [6] in 2006. The incidence graphs of projective planes of order $k - 1$ attain this bound. For values of $k$ for which no projective plane of order $k - 1$ exists, we construct $k$-regular graphs from elliptic semiplanes for which the energy per vertex is close to the bound, and show in this way that the bound is asymptotically tight.

We note that on the other extreme, it is relatively easy to show that the energy per vertex of a $k$-regular graph is at least 1, with equality if and only if the graph is a disjoint union of copies of the complete bipartite graph $K_{k,k}$ (indeed: $\frac{1}{m} \sum_{i=1}^{m} \lambda_i \geq \frac{1}{mk} \sum_{i=1}^{m} \lambda_i^2 = 1$ with equality if and only if the (nonnegative) eigenvalues are 0 or $k$).

Fiorini and Lazebnik [9] showed that the incidence graphs of projective planes are also extremal in the sense that they have the largest number of 6-cycles among the bipartite graphs (on $m + m$ vertices) without 4-cycles. De Winter, Lazebnik, and Verstraete [8] obtained a similar result for 8-cycles.

It would also be interesting to study the energy per vertex for graphs that are not necessarily regular. For example, if we consider the energy per vertex of trees, then it follows from the fact that a path on $n$ vertices has maximal energy among all trees on $n$ vertices, and an expression for its energy (see [12, p.26]) that the energy per vertex of trees is less than $\frac{4}{\pi}$, and that this bound is tight.
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