Photovoltaic System Health-State Architecture for Data-Driven Failure Detection
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Abstract: The timely detection of photovoltaic (PV) system failures is important for maintaining optimal performance and lifetime reliability. A main challenge remains the lack of a unified health-state architecture for the uninterrupted monitoring and predictive performance of PV systems. To this end, existing failure detection models are strongly dependent on the availability and quality of site-specific historic data. The scope of this work is to address these fundamental challenges by presenting a health-state architecture for advanced PV system monitoring. The proposed architecture comprises of a machine learning model for PV performance modeling and accurate failure diagnosis. The predictive model is optimally trained on low amounts of on-site data using minimal features and coupled to functional routines for data quality verification, whereas the classifier is trained under an enhanced supervised learning regime. The results demonstrated high accuracies for the implemented predictive model, exhibiting normalized root mean square errors lower than 3.40% even when trained with low data shares. The classification results provided evidence that fault conditions can be detected with a sensitivity of 83.91% for synthetic power-loss events (power reduction of 5%) and of 97.99% for field-emulated failures in the test-bench PV system. Finally, this work provides insights on how to construct an accurate PV system with predictive and classification models for the timely detection of faults and uninterrupted monitoring of PV systems, regardless of historic data availability and quality. Such guidelines and insights on the development of accurate health-state architectures for PV plants can have positive implications in operation and maintenance and monitoring strategies, thus improving the system’s performance.
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1. Introduction

A key factor for the continuous photovoltaic (PV) technology uptake is the reduction of its levelized cost of electricity (LCOE). This can be achieved by increasing lifetime performance through advanced monitoring that provides quality control through data-driven predictive performance and cost-effective operation and maintenance (O&M). In this domain, monitoring systems can assist in improving the reliability and service performance of PV systems by enhancing existing functionalities with next-generation data-driven operational-state and performance verification solutions [1]. Such features include data quality routines (DQRs) for data validity and sanity [2], system health-state predictive models offering events-driven operational state information, and failure diagnosis routines (FDRs) for the timely detection of faults. The integration of such functionalities for monitoring system architectures ensures optimal levels of PV performance by mitigating power losses due to operational problems and reducing system’s downtime [3].
At present, most PV installations are by default monitored either via inverter-based solutions (i.e., passive monitoring systems) or through active monitoring systems. Inverter-based monitoring systems perform basic PV performance and measurements checks. Such functional systems are integrated in inverters and alert operators when an inverter is underperforming. Additionally, grid errors (e.g., inverter disconnection, damaged AC cable), errors at the AC side, unstable PV operation (e.g., near zero DC power production), sensors errors (e.g., communication fault with the meter unit), ground faults, and other incidents (such as inverter over-temperature, DC overvoltage, and overcurrent) can be detected. However, passive monitoring systems often trigger false alerts, especially during cloudy days, and they cannot detect faults that cause a small amount of power loss nor PV array-related problems.

Recent advancements in monitoring solutions that support high plant performance are associated with the so-called active monitoring systems, which integrate data-driven algorithms for PV performance assessment and fault detection at the array and string level [1]. To this end, the current advances in the field of machine learning and the rapid developments of artificial intelligence (AI) enable novel features to be integrated into active PV monitoring systems. Such functionalities entail the predictive ability of machine learning and the diagnostic power of AI to overcome data processing and mining issues, and to capture the actual behavior of PV systems for effective predictive maintenance. Some of them offer remote diagnosis of failures in PV systems based on Internet of Things (IoT) [4], cloud-computing [5], and satellite observations [6]. Other approaches employ machine learning techniques to simulate the PV performance and extract useful information from the available measurements and decide upon underperformance conditions [7]. Moreover, these systems apply different threshold levels (TL) [8], either static or dynamic, for determining whether the system is performing as expected or not, also offering constant alerting in case of malfunctions and system underperformance [9].

Over the past years, numerous algorithms have been presented to address the challenges of accurately detecting PV system faults and to form foundational parts of health-state architectures applicable to monitoring systems. Health-state monitoring refers to the data-driven strategies applied to improve the performance and reliable operation of PV systems. Overall, the basis of most presented methods is the comparative analysis of historical or predicted performance to actual data and the identification of fault signatures [10] through abnormal data patterns by applying statistical [11] or machine learning techniques [12].

With respect to the failure detection at the PV array level, most published failure detection routines define operational range limits for each monitored parameter and make a decision on the fault condition when measured values exceed a threshold limit [13]. Other studies utilized both univariate and multivariate statistical outlier detection techniques [14] to detect failures from the comparison of the actual and predicted PV system performance [15,16]. In this context, the application of machine learning power output predictive models is rapidly evolving due to the enhanced accuracy and robustness offered compared to other deterministic approaches. Moreover, by leveraging machine learning principles, the technical bottlenecks arising from the lack of PV system metadata (e.g., installation characteristics and operational performance status) are overcome since the performance is entirely captured from historic data [17]. Despite a multitude of employed techniques and studies in the area of fault detection, a main challenge remains the lack of a unified approach for robust and scalable PV system health-state architecture. In addition, the diagnostic accuracy of failure detection models is dependent on the availability and quality of site-specific historical data as well as on the performance accuracy of the predictive model [18]. Moreover, the prediction model selection is an area that is not yet fully explored due to lack of well-defined methodologies and standardization for deriving the most appropriate model [18].

A unified PV system health-state architecture that comprises of data-driven functionalities is presented in this work. The main contribution lies in the combination of regression
and classification models for PV system health-state assessment based on eXtreme Gradient Boosting (XGBoost) with the ability to predict power output and to detect data issues and typical power-related faults. The analysis aims to fill in the gap of knowledge by presenting a methodology for developing a PV system health-state architecture by leveraging the XGBoost algorithm and constructing optimally performing predictive and classification models. The approach for the development of the predictive model relies on optimized model hyper-parameters by following structured supervised learning regimes that utilize low partitions of historic data and input features for the training procedure. In case of field data unavailability, a synthetic generated PV dataset (using measured meteorological data) can be used for its development. Concurrently, XGBoost was used to construct a fault classifier for the categorization of PV operating conditions (i.e., normal and fault conditions). The training regime was based on either field or synthetic generated data and reinforced using a resampling technique to improve the classifiers' accuracy. The effectiveness of the health-state architecture was experimentally validated using three different PV datasets: (a) a dataset containing historic performance measurements with/without fault patterns of 5% relative power reduction, (b) a synthetic generated dataset with/without fault patterns of 5% relative power reduction, and (c) a dataset containing historic field-emulated failures. All datasets were obtained from a test-bench PV system installed in Nicosia, Cyprus.

Additionally, the health-state architecture includes implemented routines that comprise of a sequence of data filters and statistical comparisons applied to acquire performance data to detect erroneous data (attributed to faults of communication, sensor, and data-acquisition devices). Lastly, the implemented routines and the proposed architecture provide useful information to PV power plant operators regarding modeling approaches for the timely detection of faults and uninterrupted monitoring of PV systems.

2. Materials and Methods

This section describes the experimental setup and the methodological approach of the proposed health-state architecture for PV systems, which is conceptualized to operate on field performance data (i.e., historic or real-time meteorological and electrical measurements). The raw data are first filtered using DQRs to evaluate their quality and provide cleansed data. A data-driven predictive model is then constructed using different model construction conditions (i.e., input features, partitions of actual and synthetic generated performance data for the training procedure, etc.) to simulate the PV performance using an XGBoost regression model. The ultimate scope of this procedure is to develop an accurate predictive model that would utilize low shares of data and commonly monitored input features. In case of measured data unavailability, a synthetic generated PV dataset (using measured meteorological data from the test PV installation) can be used for the development of the predictive model. The model's accuracy is finally evaluated using a yearly PV dataset, containing 15-min field measurements obtained from a test-bench PV system installed in Nicosia, Cyprus.

Further to the PV predictive model, a fault detection stage is proposed to complement a sound health-state architecture. In this stage, a classifier using XGBoost is proposed to determine underperformance incidents (that cause reduction in power measurements) in PV systems. To evaluate its performance, fault conditions were introduced to both the actual and synthetic generated PV datasets. The fault conditions were randomly imputed by reducing the power measurements magnitude to a relative level of 5%. Each fault condition point was labeled in order to be used in a supervised learning regime to construct a fault detection classifier. The performance of the developed classifier was evaluated under these fault conditions, and it was then compared against a statistical method.

Finally, to demonstrate the applicability of the health-state architecture for detecting faults in operating PV systems, a time series with historic field-emulated failures from the test-bench PV system was used. The functional block diagram of the proposed health-state architecture is illustrated in Figure 1.
Figure 1. Functional block diagram of the proposed PV system health-state architecture.

2.1. Experimental Setup

Historical field measurements were obtained from a test-bench PV system installed in Nicosia, Cyprus (Köppen-Geiger-Photovoltaic climate classification CH; steppe climate with high irradiation) [19]. The array includes five crystalline-Silicon (c-Si) modules (connected in series) and is installed in an open-field mounting arrangement at an inclination angle of 27° due South [20]. The system is grid-connected with a total capacity of 1.2 kWp.

A data-acquisition (DAQ) platform is used for the monitoring and storage of meteorological and electrical measurements. The monitoring is performed following the requirements of the IEC 61724-1 [21]. The meteorological measurements include the in-plane irradiance \( G_1 \), ambient temperature \( T_{amb} \), wind speed \( W_s \), and direction \( W_d \). The PV operational data include the back-surface module temperature \( T_{mod} \), array DC current \( I_A \), and voltage \( V_A \) multiplied together to calculate the DC power \( P_A \) and AC output power \( P_{out} \). Additional yields and performance metrics such as the array energy yield \( Y_A \), the final PV system yield \( Y_f \), the reference yield \( Y_r \), and the performance ratio \( PR \) were also calculated [22]. The solar position parameters of solar azimuth \( \phi \) and elevation \( \alpha \) angles were finally calculated using solar position algorithms [23]. The system was continuously monitored and high-quality data (at a resolution of 1 s and recording interval of 1-, 15-, 30-, and 60-min averages) were acquired over a yearly evaluation period.

The maintenance and cleaning of the PV array and the pyranometer were carried out on a seasonal basis (i.e., four cleaning events per year) and after dust events to minimize any soiling effects. Systematic recalibration of the sensors was performed as specified by the manufacturers, and periodic cross-checks against neighboring sensors (other pyranometers and temperature sensors installed in close proximity) were conducted to identify sensor drifts. During the system’s operation, different types of failures (e.g., open- and short-circuited PV module, inverter shutdown, shorted bypass diode, partial shading), data issues (e.g., communication loss, sensors faulty operation, missing and erroneous data values, etc.) and maintenance events occurred and information about the incidents (outage’s periods and actual failure sources) and performed actions were kept in maintenance logs.

2.2. Actual and Synthetic Performance Datasets

The actual electrical and weather data acquired for the test-bench PV system were aggregated as 15-min averages over a yearly evaluation period (from June 2015 to June 2016) and used to create the actual performance time series (also referred to as the yearly actual PV dataset). The constructed time series was used for both the predictive and classification model development, as well as for the validation procedure of the architecture for diagnosing fault conditions in PV systems.

In parallel, a synthetic performance time series over a period of a year was generated by inputting the 15-min meteorological measurements from Nicosia, Cyprus, and system-
specific metadata to the Sandia PV Array Performance Model (SAPM) [24], available in pvlib-Python [25]. The synthetic generated time series replicates the operation of the test-bench PV system and was used to facilitate the evaluation of the classification model.

2.3. Fault Conditions Introduction and Emulation Procedure

To evaluate the performance of the health-state architecture for classifying normal and fault conditions in PV systems, fault patterns were introduced to both the actual and synthetic PV datasets by declining the array DC power at a relative magnitude of 5% for occurrences at high irradiance conditions (over 600 W/m²). As reported by the International Energy Agency (IEA) in the report outlying the PV module failures [26], the minimum detection limit for power loss is 3%. Furthermore, detectable PV module failures (i.e., short-circuited and inverted bypass diode, short-circuited and cracked cells, light-induced degradation, corrosion, delamination, etc.) cause power loss higher than 2% [26]. To distinguish fault events (e.g., partial shading, bypass diode faults, etc.) from degradation modes (e.g., corrosion of the antireflection coating, initial light-induced degradation, glass corrosion, etc.), which are usually limited up to a maximum of 4% power loss [26], a magnitude of 5% power loss was selected in this work to represent fault occurrences in PV systems.

The fault conditions were imputed randomly to the yearly PV datasets at a share of 10% to evaluate the performance of the fault classifier when trained with field/synthetic data and imputed fault conditions. Lastly, the data of the actual and synthetic PV datasets (with imputed faults) were labeled to define normal or faulty PV operation and facilitate the supervised learning phase of fault diagnosis.

In parallel, five types of failures (open- and short-circuited PV module, inverter shutdown, shorted bypass diode, and partial shading) were emulated at the test-bench PV system (see Figure 2) to evaluate the performance of the health-state architecture for detecting “real” fault incidents [27]. The emulated failures were introduced at different time periods (during the year 2017), and irradiance levels ranged from 600 to 1300 W/m². The open- and short-circuit PV module failures were emulated by open- and short-circuiting a PV module in the string, while the measurement platform continued the data acquisition process [27]. Inverter shutdown was emulated by switching off the inverter, while the bypass diode failure was emulated by short-circuiting one of the three bypass diodes located at the junction box of a module of the test-bench PV system [27]. Finally, partial shading of the array was achieved by placing an object on the surface of a PV module of the array, which covered 30 of the total 300 cells (10% of total amount of cells) for a specific time duration while the solar irradiance was relatively constant [27]. The labeled test set used for the validation process included 4465 data points, from which 4420 were normal, while 45 were fault data points.

Figure 2. Different failure types emulated at the test-bench PV system in Nicosia, Cyprus.
2.4. Data Quality Routines (DQRs)

Another fundamental function is the data quality routines applied to the acquired measurements to ensure data validity and sanity. This is an important initial step, since a preliminary distinction between normal and erroneous data points (indicating communication, sensor, and data acquisition errors) is necessary prior to the development of the predictive model. Specifically, the DQRs procedure includes an initial data consistency examination that entails the identification of repetitive patterns, missing data, synchronization issues, and sensor measurement errors.

2.5. PV System Machine Learning Predictive Model

The PV system machine learning predictive model is the fundamental element of the proposed health-state architecture. In this work, the constructed XGBoost regressor was used to predict the power output of the system since it has exhibited high performance accuracies in both prediction and classification problems [28]. The XGBoost is an ensemble algorithm that combines several decision trees (or weak learners) using the boosting method to generate the desired output prediction. Once the decision trees were trained, ensemble modelling by weighted averaging was performed to pool the results from multiple trees and averaged using weights based on accuracy to minimize the error.

The core of XGBoost is to optimize the objective function’s value by using gradient descent to create new trees based on the residual errors of previously trained trees. For a given dataset with \( n \) labeled examples and \( m \) features, \( K \) additive functions are used to predict the class of the examples as follows:

\[
\hat{y} = \phi(X_i) = \sum_{k=1}^{K} f_k(X_i), \quad f_k \in F
\]  

(1)

where \( F = \{ f(x) = w_q(x) \} (q : \mathbb{R} \rightarrow T, w \in \mathbb{R}^T) \) is the space of regression trees, \( q \) represents the structure of each terminal node index, and \( T \) is the number of leaves in the constructed tree. Each \( f_k \) corresponds to an independent tree structure \( (q) \) and leaf weight \( (w) \). To this end, XGBoost minimizes the following regularized objective:

\[
L = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k)
\]  

(2)

where \( \Omega(f) = \gamma T + \frac{1}{2} \lambda \| w \|^2 \), \( l \) is the loss function of the model based on the training data, and \( \Omega \) is the regularization term which penalizes the complexity of the model. To speed up the optimization of the model, second order approximation is used:

\[
L^{(t)} \approx \sum_{i=1}^{n} [l(y_i, \hat{y}_i^{(t-1)}) + g_i f_i(x_i) + \frac{1}{2} h_i f_i(x_i)] + \Omega(f_i)
\]  

(3)

where \( g_i = \partial_{\hat{y}_i^{(t-1)}} l(y_i, \hat{y}_i^{(t-1)}) \) and \( h_i = \partial^2_{\hat{y}_i^{(t-1)}} l(y_i, \hat{y}_i^{(t-1)}) \) are the first and second order gradient statistics on the loss function, respectively.

For the implementation of the optimal performing predictive model, an extensive evaluation of input features, training data partitioning, and hyper-parameter optimization were performed. More specifically, an initial investigation was performed to assess the importance of input features on the output by investigating the correlation between the different parameters. The Pearson Correlation Coefficient (\( \rho \)) [29] was thus used and the results are summarized in Table 1. Thresholds were set for the \( \rho \) parameter (\( \rho \geq 0.51 \)) to obtain the higher correlated input features [29]. The analysis revealed \( G_I, \phi_S, \text{Tamb}, \) and \( \alpha \) as the highly correlated features. The other parameters did not have a high impact on the output feature (i.e., the DC power).
### Table 1. Correlation coefficients between the input features and output parameter. Correlation thresholds were set for $\rho \geq 0.51$ to obtain the highly correlated features [29].

| Input Features                  | Pearson Correlation Coefficient ($\rho$) |
|---------------------------------|------------------------------------------|
| Ambient temperature ($T_{\text{amb}}$) | −0.56                                    |
| Azimuth angle ($\alpha$)         | 0.52                                     |
| Elevation angle ($\phi_S$)       | 0.81                                     |
| In-plane irradiance ($G_I$)      | 0.99                                     |
| Relative humidity ($RH$)         | −0.25                                    |
| Wind direction ($W_d$)           | −0.28                                    |
| Wind speed ($W_{\alpha}$)       | 0.32                                     |

Once the input features were defined, the PV time series was separated into the train and test sets using different data split approaches to investigate the impact of training duration on predictive accuracy. More specifically, four different train sets were extracted from the original time series by partitioning it sequentially into training portions of 10%, 30%, 50%, and 70%. In all cases, the test set was always the same 30% of the yearly evaluation time series.

### 2.6. Failure Detection Algorithm (FDA)

The PV datasets with imputed fault conditions (power reduction of 5%) were employed to construct a failure detection classifier using the XGBoost algorithm. The constructed supervised classifier model utilized the highly correlated input features of $G_I$, $\phi_S$, $T_{\text{amb}}$, and $\alpha$. The model was generated by using a learning procedure applied to the partitioned time series sets. Both the train and test sets contained normal and fault data points (i.e., reduced power measurements by 5%). Each instance in the sets contained one target value (the labeled data) and several attributes (meteorological and electrical measurements).

The Borderline Synthetic Minority Oversampling Technique (SMOTE) [30] was then applied to the train set to select the instances of the minority class that are misclassified and oversample them. In this way, the machine learning training process is reinforced to yield accurate classification results from the imbalanced set to quantity the fault events. After the training process, the sensitivity of the constructed classifier was evaluated on instances of the test set, for which only the attributes are known.

Furthermore, the classifier was benchmarked against the results obtained from a statistical anomaly detection technique; the Seasonal Hybrid Extreme Studentized Deviates (S-H-ESD) [31]. Specifically, the S-H-ESD was applied to detect data anomalies in the power output time series by identifying sudden increases or decreases in time series data that reflect to fault occurrences and data issues. The S-H-ESD anomaly detection algorithm is an extension of the generalized Extreme Studentized Deviates (ESD) [32]. In the ESD algorithm, the sample mean and standard deviation are used for identifying anomalies in a given time series, while the S-H-ESD model uses the median for minimizing the number of false positives detected by the model. The S-H-ESD model was selected due to its ability to detect both global and local anomalies by applying Seasonal and Trend decomposition using Loess and robust statistics (i.e., statistical test hypothesis, median based estimation, piecewise approximation) together with ESD [33]. For the S-H-ESD implementation in this work, the following input arguments were defined:

1. Maximum number of anomalies that S-H-ESD will detect as a percentage of the data: 10%;
2. Directionality of the anomalies to be detected: both (positive and negative anomalies);
3. Level of statistical significance with which to accept or reject anomalies (alpha): 5%;
4. Number of observations in a single period used during seasonal decomposition: 40.

Finally, the best performing algorithm was validated against five field-emulated failures using a historic PV dataset from the test-bench PV system in Cyprus. This dataset contained labeled data, indicating normal or fault PV conditions.
2.7. Performance Metrics

To evaluate the predictive accuracy of the constructed model, the performance metrics of the root mean squared error (RMSE) and the normalized root mean square error (nRMSE) metrics (relative to the power capacity of the system) were used [34]. The RMSE was calculated as follows [34]:

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (e_i)^2} \]  \hspace{1cm} (4)

where \( N \) is the number of predictions and \( e_i \) is the error between the observed \( (y_i) \) and the predicted value \( (\hat{y}_i) \) given by:

\[ e_i = y_i - \hat{y}_i \]  \hspace{1cm} (5)

Likewise, the nRMSE is calculated by normalizing the RMSE to the nominal capacity of the system \( (P_{\text{nominal}}) \):

\[ \text{nRMSE} = \frac{100}{P_{\text{nominal}}} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (e_i)^2} \]  \hspace{1cm} (6)

For the fault classifier, a confusion matrix (see Table 2) of a binary classification problem (Class 0 represents normal PV operation, while Class 1 indicates fault incidents) was used to assess its performance accuracy (using the sensitivity and specificity metrics) [35]. The four outcomes of the binary classifier are defined as true positive (TP) (correct positive predictions), true negative (TN) (correct negative predictions), false positive (FP) (incorrect positive predictions), and false negative (FN) (incorrect negative predictions) [35].

Table 2. Confusion matrix of a binary classification problem. Class 0 represents normal PV operation, while Class 1 indicates fault incidents.

| Predicted Positive (Class 0) | Actual Positive (Class 0) | Predicted Negative (Class 1) | Actual Negative (Class 1) |
|-----------------------------|--------------------------|-----------------------------|--------------------------|
| True Positive (TP)          | False Positive (FP)      | False Negative (FN)         | True Negative (TN)       |

The sensitivity measures the proportion of positive observations that were correctly classified and it is calculated as follows [35]:

\[ \text{Sensitivity} = 100 \times \frac{TP}{TP + FN} \]  \hspace{1cm} (7)

Similarly, the specificity, defined as the ratio of the number of fault conditions detected correctly to the total number of actual fault conditions, is given by [36]:

\[ \text{Specificity} = 100 \times \frac{TN}{TN + FP} \]  \hspace{1cm} (8)

3. Results

This section presents the benchmarking and validation results in the scope of developing a robust health-state architecture for PV system monitoring and fault diagnosis. The methodology followed for the development of the machine learning predictive and classification models is also presented.

3.1. Application of Data Quality Routines (DQRs)

The analysis performed on the acquired PV performance and weather time series yielded a sequential step of routine-based functions applicable for the validation of data fidelity issues and system level faults. The compiled steps, in the form of DQRs along with the event’s cause, are tabulated in Table 3.
Table 3. DQR steps for the detection of erroneous data and system level fault conditions in PV systems.

| Step | Performed Checks | Root Cause |
|------|------------------|------------|
| 1. Consistency examination | | |
| a. Identify timestamp gaps, repetitive and duplicate records, and synchronization issues | • Check for repetitive/duplicate records | • Data storage fault |
| | • Check for “NA” timestamp records | • Communication/Storage fault |
| | • Remove repetitive and duplicate records | | |
| | • Check timestamp measurements against known timestamp series | • Plant is down/Loss of communication |
| | • Correct the “NA” timestamp measurements (using a simulated time series) and reconstruct the timestamp series | | |
| | • Check for synchronization issues | • Not synchronized series from different sources |
| | In case of mismatches, perform a time series synchronization between meteorological and electrical data | | |
| 2. Identify data monitoring availability (additional checks added to Step 2 for failure detection) | | |
| b. Identify downtimes | • Identify useful periods of time ($T_{useful}$) with $G_t$ above Minimum Irradiance Threshold (MIT). A typical MIT value is 50 W/m². Alternatively, applied a solar-time filter to include measurements around solar noon | • PV system outage (PV system is down). This may also indicate power card reading errors |
| | • Identify downtimes ($T_{down}$), periods of $T_{useful}$ when the system is down/unavailable (no production), by searching for continuous missing values (“NA”, “NaN” or blank cells) and by setting threshold ranges for the in-plane irradiance and power measurements: | | |
| | • $G_t > MIT$ and $P_A < 1\% P_{STC}$ W | • PV system not available (or communication loss problem) |
| | | | |
| | • $P_A$ and $P_{out}$ are missing (or zero while the $G_t > MIT$) | | |
| | • $P_A = 0$ and $P_{out}$ is missing (or zero) | • Grid failure/problem. This may also indicate energy card reading errors |
| | • Identify (and visualize) the data monitoring availability (time during which the plant is operating over the total possible time it is able to operate): | | |
| | • $A_t = \frac{T_{useful} - T_{down}}{T_{useful}}$ | | |
| 3. Data filtering | | |
| | • Apply a daylight filter by: | | |
| | | • An irradiance filter (e.g., $G_t > 20$ W/m²), or a time filter (sunrise < time < sunset) or a sun position filter (e.g., solar elevation > 10°) |
| 4. Identification of invalid values | | |
Table 3. Cont.

| Step | Performed Checks | Root Cause |
|------|------------------|------------|
| a. Identify erroneous values (i.e., values that are out of range, outliers) | • Identify erroneous values by:  
  (a) Applying physical limits (threshold ranges):  
  ○ $0 \, \text{W/m}^2 < G_I < 1300 \, \text{W/m}^2$  
  ○ $0 \, \text{W} < P_A < 1.3 \times P_{STC} \, \text{W}$  
  ○ $0 \, \text{W} < P_{out} < 1.02 \times \text{Inverter Max. AC Power W}$  
  ○ $0 \, \text{V} < V_A < 1.3 \times V_{oc \, \text{of the array}} \, \text{V}$  
  ○ $0 \, \text{A} < I_A < 1.5 \times I_{sc} \, \text{A}$  
  ○ $-40^\circ \text{C} < T_{amb} < 60^\circ \text{C}$  
  ○ $-40^\circ \text{C} < T_{mod} < 60^\circ \text{C}$  
  ○ $-40^\circ \text{C} < T_{mod} < 100^\circ \text{C}$ for open rack mounted  
  ○ $0 \, \text{m/s} < W_S < 32 \, \text{m/s}$  
  ○ $\Delta G_I > 800 \, \text{W/m}^2$  
  ○ $\Delta P_{out} > 80\% \, \text{rating W}$  
  ○ $\Delta P_A > 80\% \, \text{rating W}$  
  ○ $\Delta T_{amb} > 4^\circ \text{C}$  
  ○ $\Delta T_{mod} > 4^\circ \text{C}$  
  ○ $\Delta W_s > 10 \, \text{m/s}$  | • Data logging errors and corrupt data  
  • Sensors faulty operation |
| b. Identify missing values | • Search for “NA” or “NaN” values | • Sensors faulty operation or communication loss |
| | • Visualize missing values and provide the health-state chart for the recorded measurements |  |
3.2. PV System Machine Learning Model Performance

The obtained results on the influence of train set partitions (application of training portions at 10%, 30%, 50%, and 70% sequential shares of the 1-year field time series) showed that high predictive accuracies were obtained even at low data training partitions. The results demonstrated a correlation coefficient ($R^2$) > 99% when training the XGBoost model using the measured historical data of $G_I$ and $T_{amb}$ and the calculated parameters of $\phi_S$ and $\alpha$. Furthermore, the machine learning model yielded nRMSE values in the range of 2.99–3.40% (see Table 4) when trained with different field data partitions from 10–70% shares.

Table 4. Prediction accuracy of XGBoost model at different supervised learning training partitioning regimes of the 1-year performance evaluation time series of the test-bench PV system.

| Learning Regime Partition | nRMSE (%) | $R^2$ (%) |
|---------------------------|-----------|-----------|
| 10% train set and 30% test set | 3.40 | 99.48 |
| 30% train set and 30% test set | 3.19 | 99.53 |
| 50% train set and 30% test set | 3.08 | 99.56 |
| 70% train set and 30% test set | 2.99 | 99.58 |

Figure 3 shows the daily nRMSE of the model when trained using 70% of the available data points and evaluated on the test set. Overall, the XGBoost predictive model yielded an average nRMSE of 2.99% over the test set period, while the daily nRMSE predictions were lower than 5% (except for three days), demonstrating high accuracies at varying irradiance level conditions.

In case of field data unavailability, the 1-year synthetic generated time series of the test-bench PV system was used for the training procedure and development of the XGBoost model. For a 70:30% train and test set approach, the machine learning model yielded a nRMSE value of 5.22%, while for a 10:30% train and test set approach, the nRMSE was 5.75%. It is worth noting here that the test set was the same as above (30% of the actual PV dataset containing the field measurements).

3.3. Failure Detection Algorithm (FDA) Classification Performance

The capability of the proposed XGBoost classifier to distinguish normal from fault data points was assessed against the imputed fault conditions with 5% power loss. The
classifier was developed by using either synthetically generated or actual performance data for the train set. The results of this analysis, summarized in Table 5, showed that the classifier (with oversampling) was capable of diagnosing fault conditions at accuracies of 84.50% and 85.40% when trained with synthetic or actual performance data with fault patterns, respectively. The classifier trained with synthetic data presented high sensitivity and specificity indicators of 82.55% and 86.70%, respectively. These indicators were in close agreement with the results obtained when training the classifier against actual performance data from the test-bench system (sensitivity of 83.91% and specificity of 87.03%), providing evidence that accurate classification models can be constructed by utilizing synthetic datasets and emulated fault patterns.

Table 5. XGBoost classification performance for imputed fault conditions (5% relative reduction of power values at high irradiance conditions). The results in parenthesis indicate the percentage of the data points obtained without oversampling.

| Parameter | TP   | TN   | FP   | FN   |
|-----------|------|------|------|------|
| **Synthetic generated data for the train set (synthetic PV dataset)** | | | | |
| 5% power reduction | 87.5% | 81.5% | 12.5% | 18.5% |
| **Historical field data for the train set (real PV dataset)** | | | | |
| 5% power reduction | 87.6% | 83.2% | 12.4% | 16.8% |

Finally, the performance accuracy of the classifier for fault diagnosis was improved when oversampling the train set. For example, when the classifier was trained using field data, accuracies of 85.40% and 82.05% and sensitivities of 83.91% and 76.55% were obtained for the dataset with and without oversampling, respectively.

For comparative purposes, the diagnostic ability of the XGBoost classifier constructed with synthetic data was compared against a statistical anomaly detector. More specifically, the S-H-ESD algorithm was applied on the reduced power time series data to detect data anomalies (indicating fault conditions). The performance of the S-H-ESD algorithm for diagnosing 5% power reducing incidents was evaluated using a binary confusion metric. The fault detection results from the S-H-ESD application are summarized in Table 6. The anomaly detection algorithm could diagnose fault conditions causing 5% power loss (detected either as global or local anomalies), achieving an accuracy of 76.25%, a sensitivity of 76.22%, and a specificity of 76.28%.

Table 6. S-H-ESD classification performance for imputed fault conditions (5% relative reduction of power values at high irradiance conditions).

| Parameter | TP   | TN   | FP   | FN   |
|-----------|------|------|------|------|
| 5% power reduction | 76.30% | 76.20% | 23.70% | 23.80% |

The obtained results demonstrated that the XGBoost classifier outperformed the statistical S-H-ESD algorithm for PV fault diagnosis. However, it is worth noting that for the S-H-ESD application there is no need for training data.

The XGBoost algorithm was then used for detecting “real” faults. The optimum XGBoost classifier was used to classify a labeled test set containing 4465 data points (4420 and 45 normal and fault data points, respectively). The fault data points were attributed to five types of failures (open- and short-circuited PV module, inverter shutdown, shorted bypass diode, and partial shading) that were emulated at the test-bench PV system. The fault classification results using field-emulated measurements are summarized in Table 7. A 30:30% sequential train and test set approach was selected to illustrate low data training partitions.
The classifier presented high sensitivity (99.98%) and specificity (84.62%), indicating its suitability for diagnosing different common failure types in operating PV systems. Once the failures are detected, O&M teams can perform corrective actions to minimize the power loss and hence increase revenue.

Table 7. XGBoost classification performance for field-emulated failures (open- and short-circuited PV module, inverter shutdown, shorted bypass diode, and partial shading). The results in parenthesis indicate the number of data points.

| Parameter            | TP       | TN       | FP       | FN       |
|----------------------|----------|----------|----------|----------|
| Field-emulated failures | 99.82% (4412) | 97.78% (44) | 0.18% (8) | 2.22% (1) |

4. Discussion

In this work, a health-state architecture for PV system monitoring and failure diagnosis was presented. Within this framework, the performed analysis revealed useful information for the construction of accurate predictive and classification models for sites that either lack in amounts or quality of historic data. Throughout this analysis, the following findings were obtained:

- The DQRs form a fundamental stage of the proposed health-state architecture. The data quality methodology can be applied on raw field measurements for a preliminary distinction between normal and erroneous data or fault condition events, prior to predictive model’s development procedure.
- The XGBoost machine learning model can be used for both PV system power prediction (regression model) and failure diagnosis (classification model).
- Regarding the regression model, the most significant input features were the $G_I$, $\phi_S$, $T_{amb}$, and $\alpha$. This finding is aligned with that of [29], where the same input parameters were derived as the highly correlated features for the development of an optimal artificial neural network (ANN) predictive model for power production forecasting.
- The XGBoost regression model exhibited the lowest average nRMSE of 2.99% when trained with 70% field data partition share. Even at low data training partitions (i.e., 10% of the entire dataset), the predictive model yielded an average nRMSE of 3.40%. In relation to previous literature, authors in [38] developed a model for on-line monitoring and fault detection in large-scale PV installations (of 1 MW$_p$) with reported nRMSE values ranging from 10.51% to 16.71% when using inverter measurements. Similarly, power predictions at the inverter level (approximately 350 kW$_p$) in [39] reported nRMSE values in the range of 9.68% to 19.47%. Finally, lower nRMSE values (e.g., 1.44%) have also been reported in the literature for predicting the DC power of small-scale PV systems (1.2 kW$_p$) [18]. However, the validation process in [18] was conducted against performance under normal operating conditions using laboratory-scale data, which differentiates it from our study. In this work, the model’s prediction performance was assessed using the test set that included both normal and fault conditions, resulting in higher nRMSE.
- With respect to the XGBoost classifier, the results showed high fault diagnostic capabilities, achieving a specificity of 87.03%, accuracy of 85.40%, and a sensitivity of 83.91% when using on-site data for the training procedure. Similarly, with the use of synthetic data, the classifier presented high sensitivity and specificity indicators of 82.54% and 86.70%, respectively. Fault detection accuracies ranging from 93.09% up to ~99% have been reported in the literature [40,41]. In particular, a monitoring system for online fault diagnosis (tested on a 5 kW$_p$ PV system) demonstrated a detection accuracy of 93.09%, while the accuracy of the classification stage was 95.44% [40]. Likewise, a support vector machine (SVM) achieved up to 94.74% accuracy for detecting short-circuit conditions [41]. The SVM model was trained with simulated data and tested in a small-scale PV system. Similarly, a fuzzy logic system for fault...
diagnosis was presented in [42] and demonstrated detection accuracies ranging from 95.27% to 98.8% for a 1.1 kW_P and 0.52 kW_P PV systems. Finally, a fault detection algorithm based on ANN was developed to detect PV module disconnections [43]. The benchmarking results from a 2.2 kW_P and 4.16 kW_P PV systems provided up to 98.1% accuracy for partial shading and PV module disconnection faults. Despite the relatively high performance of the reported algorithms and systems, the investigated faults cause relative power reduction from 10% to 100%. In this work, fault events that may even cause small power loss (i.e., 5% relative power reduction) were investigated, thus justifying the lower detection accuracy provided by the XGBoost classifier.

- Improved performance accuracy and sensitivity was obtained by the classifier when oversampling the training data. When the classifier was trained using field data, accuracies of 85.40% and 82.05% and sensitivities of 83.91% and 76.55% were obtained for the dataset with and without oversampling, respectively.

- The machine learning classifier for PV failure diagnosis outperformed the S-H-ESD statistical anomaly detection technique, which achieved an accuracy of 76.25%, a sensitivity of 76.22%, and a specificity of 76.28%. However, it is worth noting the value of the S-H-ESD statistical technique, as it does not require any training.

- The XGBoost classifier proved capable of detecting field-emulated failures in the test-bench PV system, achieving high sensitivity and specificity indicators (99.98% and 84.62%, respectively). The XGBoost classifier outperformed other machine learning classifiers (such as decision trees, k-nearest neighbors, support vector machine, and fuzzy inference systems) reported in a previous study [27] that had been developed to classify the field-emulated failure signatures of open- and short-circuited PV module, inverter shutdown, shorted bypass diode, and partial shading in the test-bench PV system.

Overall, this study addresses the current research challenge in bringing unified approaches for robust and scalable PV system health-state monitors. The obtained results demonstrated that an accurate architecture for PV performance prediction and fault detection can be constructed with minimal input features by utilizing either low amounts of on-site historic data or entirely synthetically generated data and fault patterns. The proposed health-state architecture presents some advantages compared to other existing ones reported in the literature, which can be summarized as follows:

- It allows real-time fault detection of incidents that may even cause small power loss (i.e., 5% relative power reduction), ensuring optimal PV plant operation;

- A combined regression and classification XGBoost model was used to predict power output and detect typical power-related faults;

- The XGBoost model proved to be accurate for PV system performance prediction and fault detection, even when trained using synthetic generated data;

- It can be constructed regardless of historic data availability and quality.

The analytical architecture can be integrated into existing/new PV monitoring systems, thus leading to performance improvements and, in return, minimizing both energy and economic losses. However, it lacks extensive benchmarking on multiple PV system topologies and locations, which will be the focus of future work. Finally, future research should focus on developing a fault diagnostic technique that offers a reduced false alarm rate (i.e., the number of FP) [7].

5. Conclusions

A health-state architecture for advanced PV system monitoring and fault diagnosis was presented in this paper. The proposed architecture incorporates DQRs for effective field data preparation and a machine learning model (i.e., the XGBoost), which was used for both PV power prediction (regression model) and detection of typical power-related faults (classifier model).

The XGBoost predictive model was developed and evaluated using field data from a test-bench PV system installed in Cyprus, achieving low prediction errors. The prediction
model was optimally trained on low fractions of on-site data and minimal features to postulate its accuracy with reduced dependency of site data. Concurrently, the developed XGBoost classifier was trained under an enhanced supervised learning regime and proved to be effective for PV fault diagnosis, even when trained using synthetic data.

Overall, the results provided proof that robust health-state architectures can be built using synthetic data and fault patterns backed on low amounts of on-site historic data. The developed data-driven algorithms can form integral parts of monitoring systems for real-time and uninterrupted monitoring of PV plants. Furthermore, this work provided useful insights on how to construct accurate predictive and classification models for the timely and reliable detection of faults in PV systems. Such health-state architectures for PV plants can have positive implications in field O&M operations (e.g., mitigation actions) and costs. By providing information and detecting underperformance incidents in PV systems, PV plant owners, operators, and managers can perform corrective actions, thus minimizing energy production losses and maximizing revenue.

While the accuracies of the proposed regressor and classifier are high, there is still room for improvement. Future work will focus on the development of more robust, accurate, and scalable PV health-state architectures tested on multiple PV system topologies and locations to verify the installation- and location-independence of the health-state monitor for PV monitoring and fault diagnosis.
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Abbreviations
The following abbreviations were used in this manuscript:
- **SMOTE**: Synthetic Minority Oversampling Technique
- **c-Si**: crystalline-Silicon
- **DAQ**: data acquisition
- **DQRs**: Data Quality Routines
- **XGBoost**: eXtreme Gradient Boosting
- **FDA**: Failure Detection Algorithm
- **FDRs**: Failure Diagnosis Routines
- **LCOE**: levelized cost of electricity
- **MIT**: minimum irradiance threshold
- **nRMSE**: normalized root mean square error
- **PR**: performance ratio
- **PV**: photovoltaic
- **RMSE**: root mean squared error
- **SAPM**: Sandia PV Array Performance Model
- **S-H-ESD**: Seasonal Hybrid Extreme Studentized Deviates
- **TL**: threshold level
- \( P_{\text{out}} \)**: AC output power
- \( T_{\text{amb}} \)**: Ambient temperature
- \( I_A \)**: Array DC current
- \( T_{\text{mod}} \)**: Module temperature
- \( P_A \)**: Array DC power
- \( W_s \)**: Wind direction
- \( T_{\text{down}} \)**: Downtimes
- \( \alpha \)**: Solar elevation
- \( G_I \)**: In-plane irradiance
- \( Y_A \)**: Array energy yield
- \( Y_f \)**: Final PV system yield
- \( Y_r \)**: Reference yield
- \( \psi_s \)**: Solar azimuth
- \( T_{\text{useful}} \)**: Useful periods of time
- \( V_A \)**: Array DC Voltage
- \( W_s \)**: Wind speed
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