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Abstract

Understanding the fundamental mechanism behind the success of deep neural networks is one of the key challenges in the modern machine learning literature. Despite numerous attempts, a solid theoretical analysis is yet to be developed. In this paper, we develop a novel unified framework to reveal a hidden regularization mechanism through the lens of convex optimization. We first show that the training of multiple three-layer ReLU sub-networks with weight decay regularization can be equivalently cast as a convex optimization problem in a higher dimensional space, where sparsity is enforced via a group \(\ell_1\)-norm regularization. Consequently, ReLU networks can be interpreted as high dimensional feature selection methods. More importantly, we then prove that the equivalent convex problem can be globally optimized by a standard convex optimization solver with a polynomial-time complexity with respect to the number of samples and data dimension when the width of the network is fixed. Finally, we numerically validate our theoretical results via experiments involving both synthetic and real datasets.

1. Introduction

Deep neural networks have been extensively studied in machine learning, natural language processing, computer vision, and many other fields. Even though deep neural networks have provided dramatic improvements over conventional learning algorithms (Goodfellow et al., 2016), fundamental mathematical mechanisms behind this success remain elusive. To this end, in this paper, we investigate the implicit mechanisms behind deep neural networks by leveraging tools available in convex optimization theory.
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1.1. Related Work

The problem of learning the parameters of a deep neural network is the subject of many studies due to its highly non-convex and nonlinear nature. Despite their complex structure, deep networks are usually trained by simple local search algorithms such as Gradient Descent (GD) to achieve a globally optimal set of parameters (Brutzkus & Globerson, 2017). However, it has been shown that these algorithms might also converge a local minimum in pathological cases (Shalev-Shwartz et al., 2017; Goodfellow et al., 2016; Ergen & Pilanci, 2019). In addition to this, (Ge et al., 2017; Safran & Shamir, 2018) proved that Stochastic GD (SGD) is likely to get stuck at a local minimum when the number of parameters is small. Furthermore, (Anandkumar & Ge, 2016) reported that complicated saddle points do exist in the optimization landscape of deep networks. Since such points might be hard to escape for local search algorithms, training deep neural networks is a computationally challenging optimization problem (Das-Gupta et al., 1995; Blum & Rivest, 1989; Bartlett & Ben-David, 1999).
In order to alleviate these training issues, a line of research focused on designing new architectures that enjoy a well behaved optimization landscape by leveraging over-parameterization (Brutzkus et al., 2017; Du & Lee, 2018; Arora et al., 2018; Neyshabur et al., 2018) and combining multiple neural network architectures, termed as sub-networks, in parallel (Iandola et al., 2016; Szegedy et al., 2017; Chollet, 2017; Xie et al., 2017; Zagoruyko & Komodakis, 2016; Veit et al., 2016) as illustrated in Figure 1. Such studies empirically proved that increasing the number of sub-networks yields less complicated optimization landscapes so that GD generally converges to a global minimum. These empirical observations are due to the fact that increasing the number of sub-networks yields a less non-convex optimization landscape. To support this claim, we also provide an experiment in Figure 2 where increasing the number of sub-network clearly promotes convexity of the loss landscape. In addition to better training performance, neural network architectures with multiple sub-networks also enjoy a remarkable generalization performance so that various such architectures have been introduced to achieve state-of-the-art performance in practice, especially for image classification tasks. As an example, SqueezeNet (Iandola et al., 2016), Inception (Szegedy et al., 2017), Xception (Chollet, 2017), and ResNext (Xie et al., 2017) are combinations of multiple networks and achieved notable improvements in practice.

1.2. Our Contributions

Our contributions can be summarized as follows:

- We introduce an exact analytical framework based on convex duality to characterize the optimal solutions to regularized deep ReLU network training problems. As a corollary, we provide interpretations for the convergence of local search algorithms such as SGD and the loss landscape of these training problems. We also numerically verify these interpretations via experiments involving both synthetic and real benchmark datasets.

- We show that the training problem of an architecture with multiple ReLU sub-networks can be equivalently stated as a convex optimization problem. More importantly, we prove that the equivalent convex problem can be globally optimized in polynomial-time using standard convex optimization solvers. Therefore, we prove the polynomial-time trainability of regularized ReLU networks with multiple nonlinear layers, which generalizes the recent two-layer results in (Pilanci & Ergen, 2020; Ergen & Pilanci, 2020a;b) to a much broader class of neural network architectures.

- Our analysis also reveals an implicit regularization structure behind the non-convex ReLU network training problems. In particular, we show that this implicit regularization is a group $\ell_1$-norm regularization, which encourages sparsity for the equivalent convex problem in a high dimensional space. We further prove that there is a direct mapping between the original non-convex and the equivalent convex training problems so that sparsity for the convex problem implies a smaller number of sub-networks for the original non-convex problem.

- Unlike the previous studies, our results hold for arbitrary convex loss functions including squared, cross entropy, and hinge loss, and common regularization methods, e.g., weight decay.

Figure 2: The loss landscape of an architecture consisting of $K$ three-layer ReLU networks trained on a synthetic dataset, where the number of samples, features, and neurons are chosen as $(n, d, m_1) = (100, 10, 10)$, respectively. For the dataset, we first randomly generate a data matrix by sampling a multivariate standard normal distribution and then obtain the corresponding label vector by feeding the data matrix into a randomly initialized teacher network with $m_1 = 10$. 
1.3. Notation

We denote matrices and vectors as uppercase and lowercase bold letters, respectively. We use $I_k$ to denote the identity matrix of size $k \times k$ and $0$ (or $1$) to denote a vector/matrix of zeros (or ones) with appropriate sizes. We denote the set of integers from $1$ to $n$ as $[n]$. In addition, $\| \cdot \|_2$ and $\| \cdot \|_F$ denote the Euclidean and Frobenius norms, respectively. Furthermore, we define the unit $\ell_p$-ball as $B_p := \{ u \in \mathbb{R}^d : \| u \|_p \leq 1 \}$. We also use $1 \{ x \geq 0 \}$ and $\langle x, 0 \rangle = \max \{ x, 0 \}$ to denote the elementwise $0$-$1$ valued indicator and ReLU, respectively.

1.4. Overview of Our Results

In this paper, we consider an architecture with $K$ sub-networks each of which is an $L$-layer ReLU network with layer weights $W_{lk} \in \mathbb{R}^{m_{l-1} \times m_l}, \forall l \in [L]$, where $m_0 = d$, $m_L = d$ and $m_l$ denotes the number of neurons in the $l$th hidden layer. Given an input data matrix $X \in \mathbb{R}^{n \times d}$ and the corresponding label vector $y \in \mathbb{R}^n$, the regularized network training problem can be formulated as follows

$$\min_{\theta \in \Theta} \mathcal{L} \left( \sum_{k=1}^{K} f_{\theta,k}(X), y \right) + \beta \sum_{k=1}^{K} R_k(\theta),$$

where $\Theta$ is the parameter space, $\mathcal{L}(\cdot, \cdot)$ is an arbitrary convex loss function. $R_k(\cdot)$ is the regularization function for the layer weights in the $k$th sub-network, and $\beta > 0$ is a regularization parameter. In addition to this, we compactly define the set of network parameters as $\theta := \{ \{ W_{lk} \}_{l=1}^{L} \}_{k=1}^{K}, \theta \in \Theta$ and the output of each sub-network as

$$f_{\theta,k}(X) := ((XW_{1k})_+ \cdots (XW_{(L-1)k})_+)_{+} w_{Lk}. \tag{2}$$

**Remark 1.** Notice that the function parallel architectures include a wide range of neural network architectures in practice. As an example, ResNets (He et al., 2016) are a special case of this architecture. We first note that residual blocks are applied after ReLU in practice so that the input to each block has nonnegative entries. Hence, for this special case, we assume $X \in \mathbb{R}^{n \times d}$. Let us consider a four-layer architecture with $K = 2$, $W_{11} = W_1$, $W_{21} = W_2$, $W_{12} = W_2$, $W_{22} = I_d$, $w_{31} = w_{32} = w_3$, and $w_{41} = w_{42} = w_4$ then

$$f_{\theta,k}(X) = \sum_{k=1}^{2} ((XW_{1k})_+ W_{2k})_+ w_{3k} + w_{4k} = \left( ((XW_1)_+ W_2)_+ w_1 \right)_+ w_4 + (XW_3)_+ w_4$$

which corresponds to a shallow ResNet as depicted in Figure 1 of (Veit et al., 2016).

Throughout the paper, we consider the conventional regression framework with weight decay regularization and squared loss, i.e., $\mathcal{L}(f_\theta(X),y) = \| f_\theta(X) - y \|_2^2$ and $R(\theta) = \frac{\beta}{2} \| \theta \|_2^2$. However, our derivations also hold for arbitrary convex loss functions including hinge loss and cross entropy and vector outputs as proven in the supplementary file. Thus, we consider the following optimization problem

$$P^* := \min_{\theta \in \Theta} \mathcal{L} \left( \sum_{k=1}^{K} f_{\theta,k}(X), y \right) + \beta \sum_{k=1}^{K} \frac{1}{2} \sum_{l=1}^{L} \| W_{lk} \|_F^2,$$

where $\Theta := \{ \theta : \| W_{lk} \|_F \leq 1, \forall l \in [L-2], \forall k \in [K] \}$ without loss of generality.

**Remark 2.** In (3), we impose unit Frobenius norm constraints on the first $L-2$ layer weights and regularize only the last two layers. Although this might appear to limit the effectiveness of the regularization on the network output, in Lemma 2 we show that as long as the last two layers’ weights of each sub-network are regularized, the remaining layer weights do not change the structure of the regularization. They only contribute to the ratio between the training error and regularization term. Therefore, one can undo this by simply tuning $\beta$ (see Section A.3 of the supplementary file for details).

Next, we introduce a rescaling technique to equivalently state the problem in (3) as an $\ell_1$-norm minimization problem, which is critical for strong duality to hold.

**Lemma 1.** The following problems are equivalent

$$\min_{\theta \in \Theta} \mathcal{L} \left( \sum_{k=1}^{K} f_{\theta,k}(X), y \right) + \beta \sum_{k=1}^{K} \sum_{l=1}^{L} \| W_{lk} \|_F^2$$

$$= \min_{\theta \in \Theta} \mathcal{L} \left( \sum_{k=1}^{K} f_{\theta,k}(X), y \right) + \beta \sum_{k=1}^{K} \| w_{Lk} \|_1,$$

where $\Theta_p := \{ \theta : \| W_{lk} \|_F \leq 1, \forall l \in [L-2], \| (W_{(l-1)k})_{l=1}^{L} \|_2 \leq 1, \forall k \in [K] \}$. Using Lemma 1 we first take the dual of $\ell_1$ equivalent of (3) with respect to the output weights $w_{Lk}$ and then change the order of min-max to achieve the following dual problem, which provides a lower bound for the primal problem

$$P^* \geq D^* := \max_{v} \min_{\theta \in \Theta_p} \mathcal{L}^*(v) \tag{4}$$

s.t. $\max_{\theta \in \Theta_p} \left| \sum_{k=1}^{K} \left( (XW_{1k})_+ \cdots (XW_{(L-1)k})_+ \right) \right| \leq \beta,$

\footnote{All the proofs are presented in the supplementary file.}

\footnote{We present the details in Section A.6 of the supplementary file.}
where $L^*$ is the Fenchel conjugate function defined as $\{Boyd & Vandenberghe, 2004\}$
\[ L^*(v) := \max_z z^T v - L(z, y). \]
Using this dual characterization, we first find a set of hidden layer weights via the optimality conditions (i.e., active dual constraints). We then prove the optimality of these weights via strong duality, i.e., $P^* = D^*$.

1.5. Prior Work (Zhang et al., 2019; Haeffele & Vidal, 2017; Pilanci & Ergen, 2020)

Here, we further clarify contributions and limitations of some recent studies (Zhang et al., 2019; Haeffele & Vidal, 2017; Pilanci & Ergen, 2020) that focus on the training problem of architectures with sub-networks through the lens of convex optimization theory. (Haeffele & Vidal, 2017) particularly analyzed the characteristics of the local minima of the regularized training objective in (1). However, the results are valid under several impractical assumptions. As an example, they require all local minima of (1) to be rank-deficient. Additionally, they assume that the objective function in (1) is twice differentiable, which is not the case for non-smooth problems, e.g., training problems with ReLU activation. Furthermore, they require $K$ to be too large to be of practical use. Finally, their proof techniques depend on finding a local descent direction of a non-convex training problem, which might be NP hard in general. Therefore, even though this study provided valuable insights for future research, it is far from explaining observations in practical scenarios.

In addition to (Haeffele & Vidal, 2017; Zhang et al., 2019) provided some results on strong duality. They particularly showed that the primal-dual gap diminishes as the number of sub-networks $K$ increases. Although this study is an important step to understand deep networks through convex duality, it does not include any valid results for finite-size networks. Moreover, their results require strict assumptions: 1) the analysis only works for hinge loss and linear networks; 2) the analysis requires the data matrix to be included in the regularization term $R(\theta)$, thus, it is not valid for commonly used regularizations such as weight decay in (3); 3) they require assumptions on the regularization parameter $\beta$.

Another closely related work (Pilanci & Ergen, 2020) studied convex optimization for ReLU networks and followed by a series of papers (Sahiner et al., 2021b; Ergen & Pilanci, 2021; Ergen et al., 2021; Gupta et al., 2021). Particularly, the authors introduced an exact convex formulation to train two-layer ReLU networks in polynomial-time for training data $X \in \mathbb{R}^{n \times d}$ of constant rank, where the network output is $f_{\theta}(X) := \sum_{j=1}^{m} (Xu_j)_+ \alpha_j$ given the hidden layer weights $u_j \in \mathbb{R}^d$ and the output layer weights $\alpha_j \in \mathbb{R}$. However, their analysis does not extend to deep architectures with more than one ReLU layer. The reason for this limitation is that the composition of multiple ReLU layers is a significantly more challenging optimization problem. Moreover, in such a case, the complexity becomes exponential-time due to the complex and combinatorial behavior of multiple ReLU layers.

2. Architectures with Three-layer ReLU Sub-networks

Here, we consider $K$ three-layer ReLU sub-networks, i.e., $L = 3$, trained with squared loss. Given a dataset $\{X, y\}$, the regularized training problem is as follows
\[ P^* = \min_{\theta \in \Theta_p} \frac{1}{2} \|f_\theta(X) - y\|_2^2 + \frac{\beta}{2} \sum_{k=1}^K \|w_{2k}\|_2^2 + w_{3k}^2, \]
where $\Theta := \{\theta : \|W_{1k}\|_F \leq 1, \forall k \in [K]\}$ and
\[ f_\theta(X) := \sum_{k=1}^K f_{\theta,k}(X). \]
Using the rescaling in Lemma 1, (5) can be written as
\[ P^* = \min_{\theta \in \Theta_p} \frac{1}{2} \|f_\theta(X) - y\|_2^2 + \beta \|w_3\|_1. \]
We then take the dual with respect to $w_3$ and then change the order of min-max to obtain the following dual problem
\[ P^* \geq D^* := \max_{v \in \mathbb{R}^d} -\frac{1}{2} \|v - y\|_2^2 + \frac{1}{2} \|y\|_2^2 \]
\[ \text{s.t.} \max_{\theta \in \Theta_p} \|v^T ((XW_1)_+ w_2)_+\| \leq \beta. \]
In order to obtain the bidual of (5), we again take the dual of (7) with respect to $v$, which yields
\[ P_B^* := \min_{\mu} \frac{1}{2} \left\| \int_{\theta \in \Theta_p} ((XW_1)_+ w_2)_+ d\mu(\theta) - y \right\|_2^2 + \beta \|\mu\|_{TV}, \]
where $\|\mu\|_{TV}$ is the total variation norm of the Radon measure $\mu$. We now note that (8) is an infinite-size regularized neural network training problem studied in (Bach, 2017), and it is convex. Therefore, strong duality holds, i.e., $D^* = P_B^*$. We also note that although (8) involves an infinite dimensional integral, by Caratheodory’s theorem, this integral form can be represented as a finite summation of at most $n + 1$ Dirac delta measures (Rosset et al., 2007). Thus, we select $\mu^* = \sum_{i=1}^{K^*} \beta_i \delta(\theta - \theta_i)$, where $K^* \leq n + 1$, to achieve the following finite-size problem
\[ P_B^* = \min_{\theta \in \Theta_p} \frac{1}{2} \left\| \sum_{i=1}^{K^*} f_{\theta,i}(X) - y \right\|_2^2 + \beta \|w_3\|_1. \]
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Note that (9) is the same problem with (8) provided that $K \geq K^*$. Therefore, strong duality holds, i.e., $P^* = P^*_{w} \triangleq D^*$. Using strong duality, we first characterize optimal hidden layer weights via the active constraints of the dual problem. We then introduce a novel framework to represent the constraints in a convex form to obtain an equivalent convex formulation for the primal problem (5).

We now represent the constraint in (7) as

$$\left\{ v : \max_{\theta \in \Theta_p} v^T ((XW)_1 + w_2)_+ \leq \beta \right\} \cap \left\{ v : \max_{\theta \in \Theta_p} -v^T ((XW)_1 + w_2)_+ \leq \beta \right\}.$$

We first focus on a single-sided dual constraint

$$\max_{\theta \in \Theta_p} v^T ((XW)_1 + w_2)_+ \leq \beta.$$ \hspace{1cm} (10)

Noting that $\Theta_p = \{ \theta : \|W_{1k}\|_F \leq 1, \|w_{2k}\|_2 \leq 1, \forall k \in [K] \}$, we then equivalently write the constraint in (10) as

$$\max_{I_j \in \{\pm 1\}} \max_{w_2 \geq 0} v^T \left( \sum_{j=1}^{m1} I_j (Xw_{1j}w_2)_+ \right) \leq \beta,$$ \hspace{1cm} (11)

where $I_j = \text{sign} (w_{2j}) \in \{+1, -1\}$. Now, modifying $\|W_{1k}\|_F \leq 1$ as $\|w_{1j}\|_2^2 \leq \|w_{2j}\|_2^2$ such that $1^T I \leq 1$ and defining $w_{1j}' = \sqrt{w_{2j}' w_{1j}}$, where $w_{2j}' = w_{2j}$, yield

$$\max_{I_j \in \{\pm 1\}} \max_{w_2 \geq 0} \left[ v^T \left( \sum_{j=1}^{m1} I_j (Xw_{1j}' w_2)_+ \right) \right] \leq \beta.$$ \hspace{1cm} (12)

We remark that (12) is non-convex due to the ReLU activation. Therefore, to eliminate ReLU without altering the constraints, we introduce a notion of hyperplane arrangement as follows.

Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be the sets of all hyperplane arrangements for the hidden layers, which are defined as

$$\mathcal{H}_1 := \bigcup \left\{ \{\text{sign}(Xw) : w \in \mathbb{R}^d \} \right\},$$

$$\mathcal{H}_2 := \bigcup \left\{ \{\text{sign}((XW)_1 + w_2) : W \in \mathbb{R}^{d \times m_1}, w_2 \in \mathbb{R}^{m_1} \} \right\}.$$.

We next define an alternative representation of the sign patterns in $\mathcal{H}_1$ and $\mathcal{H}_2$, which is the collection of sets that correspond to positive signs for each element in $\mathcal{H}_1$ as follows

$$S_j := \{ \{u_{h_1=1} : h \in \mathcal{H}_j \} : \forall j \in [2] \}.$$.

We note that $\text{ReLU}$ is an elementwise function that masks the negative entries of a vector/matrix. Hence, we define two diagonal mask matrices $D(S_j) \in \mathbb{R}^{n \times n}$ as $D(S_j)_{ii} := 1[i \in S_j]$. We now enumerate all hyperplane arrangements and signs, and index them in an arbitrary order, which are denoted as $I_j, D_{1ij},$ and $D_{2i}$, where $i \in [P_1], l \in [P_2]$, $P_1 = |S_1|,$ and $P_2 = |S_2|$. We then rewrite (12) as

$$\max_{i \in [P_1]} \max_{l \in [P_2]} \max_{t_j \leq 1} \left[ v^T D_{2i} \sum_{j=1}^{m1} I_j D_{1ij} Xw_{1j}' \right] \geq 0, \forall i, j, l,$$

where we use an alternative representation for $\text{ReLU}$ as $(Xw_{1j})_+ = DXw_1$ provided that $(2D - I_n)Xw_{1j} \geq 0$. Therefore, we can convert the non-convex dual constraints in (12) to a convex constraint given fixed diagonal matrices $D_{1ij}$ and $D_{2i}$ and a fixed set of signs $I_j$ (see Section A.4.1 for details).

Using this new representation for the dual constraints, we then take the dual of (7) to obtain the convex bidual form of the primal problem (5) as described in the next theorem.

**Theorem 1.** The non-convex training problem in (5) can be equivalently stated as a convex problem as follows

$$\min_{w, w'} \frac{1}{2} \left\| \tilde{X} (w' - w) - y \right\|_2^2 + \beta \left( \|w\|_{2,1} + \|w'\|_{2,1} \right) \hspace{1cm} (13)$$

where $\| \cdot \|_{2,1}$ is $d$ dimensional group norm operator such that given a vector $u \in \mathbb{R}^{dP}$, $\|u\|_{2,1} := \sum_{i=1}^{P} \|u_i\|_2$, where $u_i$'s are the ordered $d$ dimensional partitions of $u$. Moreover, $\tilde{X} \in \mathbb{R}^{n \times 2dm_1; P_1 P_2}$ and $C$ are defined as

$$C := \left\{ w \in \mathbb{R}^{2dm_1; P_1, P_2} : (2D_{1ij} - I_n)Xw_{1j}' \geq 0, (2D_{1ij} - I_n)Xw_{1j} \leq 0,$$

$$(2D_{2i} - I_n)D_{1ij}Xw_{ij}' \geq 0, \forall i, j, l, \pm \right\}.$$

$$\tilde{X} := \begin{bmatrix} \tilde{X}_s & 0 \n 0 & \tilde{X}_p \end{bmatrix},$$

where $w, w' \in \mathbb{R}^{2dm_1; P_1, P_2}$ are the vectors constructed by concatenating $\{\{w_{ij}^{P_1}_{P_2}, P_1\}_{i=1}^{m1}, P_2\}_{j=1}^{m2}$ and $\{\{w_{ij}^{P_2}_{P_1}, P_1\}_{i=1}^{m1} P_2\}_{j=1}^{m2}$, respectively, and

$$\tilde{X}_s := \left[ D_{21} D_{111} X \ldots D_{2l} D_{11l} X \ldots D_{2P_2} D_{11P_1, P_2} X \right] \ldots.$$
Difference between convex programs for two-layer (Pilanci & Ergen, 2020) and three-layer (ours) networks: (Pilanci & Ergen, 2020) introduced a convex program for two-layer networks. In that case, since there is only a single ReLU layer, the data matrix \(X\) is multiplied with a single hyperplane arrangement matrix, namely \(D_1\), and the effective high dimensional data matrix becomes \(X_s = \{D_1X \ldots D_pX\}\). However, our architecture in (5) has two ReLU layers, combination of which can generate significantly more complex features, which are associated with local variables \(\{w^{\pm}_{ij}\}\) that interact with data through the multiplication of two diagonal matrices as \(\mathbf{\bar{X}}_s = \{D_{21}D_{11}X \ldots D_{2p}D_{1p,m}X\}\). In particular, a deep network can be precisely interpreted as a high-dimensional feature selection method due to convex group sparsity regularization, which encourages a parsimonious model. In simpler terms, such deep ReLU networks are group lasso models with additional linear constraints. Therefore, our result reveals the impact of having additional layers and its implications on the expressive power of a network.

Remark 3. The problem in (13) can be approximated by sampling a set of diagonal matrices \(\{\{D_{1ij}\}_{i=1}^{\bar{m}_1}\}^2\) and \(\{D_{2l}\}_{l=1}^{\bar{m}_2}\). As an example, one can generate random vectors \(u_{ij}\)'s from an arbitrary distribution, e.g., \(u_{ij} \sim N(0, L_j)\), \(\bar{P}_1\) times and then let \(D_{1ij} = \text{diag}(1\{Xu_{ij} \geq 0\})\), \(\forall i \in [\bar{P}_1]\), \(\forall j \in [\bar{m}_1]\). Similarly, one can randomly generate \(\bar{U}_1 \in \mathbb{R}^{d \times m_1}\) and \(\bar{u}_2 \in \mathbb{R}^{m_1}\bar{P}_2\) times and then let \(D_{2l} = \text{diag}(\{\bar{X}U_{1l}\}^+\bar{u}_{2l} \geq 0\}), \forall l \in [\bar{P}_2]\). Then, one can solve the convex problem in (13) using these hyperplane arrangements. In fact, SGD applied to the non-convex problem in (5) can be viewed as an active set optimization strategy to solve the equivalent convex problem, which maintains a small active support. We also note that global optimums of the convex problem are the fixed points for SGD, i.e., stationary points of (5). Furthermore, one can bound the suboptimality of any solution found by SGD for the non-convex problem using the dual of (13).

2.1. Multilayer Hyperplane Arrangements

It is known that the number of hyperplane arrangements for the first layer, i.e., \(P_1\), can be upper-bounded as follows:

\[
P_1 \leq 2\sum_{k=0}^{r-1} \binom{n-1}{k} \leq 2r \left( \frac{e(n-1)}{r} \right)^r = O(n^r)
\]

for \(r \leq n\), where \(r := \text{rank}(X) \leq d\) (Ojha, 2000; Stanley et al., 2004; Winder, 1966; Cover, 1965). For the second layer, we first note that the activations before ReLU can be formulated as a matrix-vector product:

\[
\sum_{j=1}^{m_1} (Xw_{1j})_+ w_{2j} = \sum_{j=1}^{m_1} (Xw'_{j'})_+ I_j = \sum_{j=1}^{m_2} I_j D_{1j}Xw'_{j'},
\]

which can also be formulated as a matrix-vector product:

\[
\left[ I_1 D_{11}X \quad I_2 D_{12}X \quad \ldots \quad I_{m_1} D_{1m_1}X \right] \text{vec}(\{w'_{j'}\}_{j'=1}^{m_1}) = X'w',
\]

where \(X' \in \mathbb{R}^{n \times m_1d}\) and \(w' \in \mathbb{R}^{m_1d}\). Therefore, given a fixed set \(\{I_j, D_{1j}\}_{j=1}^{m_1}\), the number of hyperplane arrangements for \(X'\) can be upper-bounded as follows:

\[
P_2' \leq 2r' \left( \frac{e(n-1)}{r'} \right)^{r'} \leq 2m_1r \left( \frac{e(n-1)}{m_1r} \right)^{m_1r},
\]

where \(r' := \text{rank}(X') \leq m_1r\) since \(\text{rank}(X) = r\) and we assume that \(m_1r \leq n\). Since there exist 2 and \(P_1\) possible choices for each \(I_j\) and \(D_{1j}\), respectively, the total number of hyperplane arrangements for the second layer can be
upper-bounded as follows

\[ P_2 \leq P_2'(2P_1)^{m_1} \leq m_1r^{2m_1+1} P_1^{m_1} \left( \frac{e(n-1)}{m_1 r} \right)^{m_1 r} \]

\[ \leq \frac{2^{2m_1+1}(e(n-1))^{2m_1 r}}{m_1^{m_1 r-1} r^{2m_1 r-m_1-1}} \]

\[ = \mathcal{O}(n^{m_1 r}), \quad (15) \]

which is polynomial in \( n \) and \( d \) since \( m_1 \) and \( r \) are fixed scalars.

**Remark 4.** For convolutional networks, we operate on the patch matrices \( \{X_b\}_{b=1}^B \) instead of \( X \), where \( X_b \in \mathbb{R}^{n \times h} \) and \( h \) denotes the filter size. Therefore, even when the data matrix is full rank, i.e., \( r = d \), the number of relevant hyperplane arrangements in (14) is \( \mathcal{O}(n^r) \), where \( r_s := \text{rank}(\{X_1; \ldots; X_B\}) \leq h \ll d \). As an example, if we consider a convolutional network with \( m_1 \times 3 \times 3 \) filters, then \( r_s \leq 9 \) independent of the dimension \( d \). As a corollary, this shows that the parameter sharing structure in CNNs significantly limits the number of hyperplane arrangements after ReLU activation, which might be one of the key factors behind their generalization performance in practice.

**Remark 5.** We can also compute the number of the hyperplane arrangements in the \( l^{th} \) layer, i.e., \( P_l \). We first note that if we use the same approach for \( P_3 \) then due to the multiplicative structure in (15), we have \( P_3 \leq P_2'(2P_2)^{m_2} \leq \mathcal{O}(n^{m_2 m_1 r}) \). Therefore, applying this relation recursively yields \( P_l \leq \mathcal{O}(n^r \prod_{j=1}^{l-1} m_j) \), which is also a polynomial term in both \( n \) and \( d \) for fixed data rank \( r \) and fixed width \( \{m_j\}_{j=1}^{l-1} \).

### 2.2. Training Complexity

In this section, we analyze the computational complexity to solve the convex problem in (13). We first note that (13) has \( 4dm_1 P_1 P_2 \) variables and \( 4n P_1 P_2 (m_1 + 1) \) constraints. Thus, given the bound on the hyperplane arrangements in (14) and (15), a standard convex optimization solver, e.g., an interior point method, can globally optimize (13) with a polynomial-time complexity, i.e., \( \mathcal{O}(d^3 m_1^{m_1} n^{m_1 r}) \). This result might also be extended to arbitrarily deep networks as detailed below.

**Corollary 1.** Remark [5] shows that \( L \)-layer architectures can be globally optimized with \( \mathcal{O} \left( d^3 \left( \prod_{j=1}^{L-2} m_j^3 \right)^{n^{3r \left( 1 + \sum_{i=1}^{L-1} \prod_{j=1}^{i-1} m_j \right)}} \right) \) complex-
Figure 5: Accuracy of a three-layer architecture trained using the non-convex formulation (5) and the proposed convex program (13), where we use (a) CIFAR-10 with \((n, d, m_1, K, \beta, \text{batch size}) = (5 \times 10^4, 3072, 100, 40, 10^{-3}, 10^3)\) and (b) Fashion-MNIST with \((n, d, m_1, K, \beta, \text{batch size}) = (6 \times 10^4, 784, 100, 40, 10^{-3}, 10^3)\). We note that the convex model is trained using (a) SGD and (b) Adam and we use the approximation in Remark 3 for the convex programs.

3. Numerical Results

In this section\(^4\), we present several numerical experiments validating our theory in the previous section. We first conduct an experiment on a synthetic dataset with \((n, d) = (5, 2)\). For this dataset, we first randomly generate \(d\) dimensional data samples \(\{x_i\}_{i=1}^n\) using a multivariate Gaussian distribution with zero mean and identity covariance, i.e., \(x_i \sim \mathcal{N}(0, I_d)\). We then forward propagate these samples through a randomly initialized three-layer architecture with \(m_1 = 3\) and \(K = 5\) to obtain the corresponding labels \(y \in \mathbb{R}^n\). We then train the three-layer architecture in (5) on this synthetic dataset using SGD and our convex approach in (13). In Figure 4, we plot the training objective values with respect to the computation time taken by each algorithm, where we include 5 independent initialization trials for SGD. Moreover, for the convex approach, we plot both the objective value of the convex program in (13) and its non-convex equivalent constructed as described in Proposition1. Here, we observe that when \(K\) is small, SGD trials tend to get stuck at a local minimum. Furthermore, as we increase the number of sub-networks, all the trials are able to converge to the global minimum achieved by the convex program. We also note that these observations are also consistent with the landscape visualizations in Figure 2.

In order to validate our theory, we also perform several experiments on some small scale real datasets available in UCI Machine Learning Repository (Dua & Graff, 2017).\(^4\) Additional experiments and details on the numerical results can be found in Section A.1 of the supplementary file.

4. Concluding Remarks

We presented a convex analytic framework to characterize the optimal solutions to an architecture constructed by combining multiple deep ReLU networks in parallel. Particularly, we first derived an exact equivalent formulation for the non-convex primal problem using convex duality. This formulation has two significant advantages over the non-convex primal problem. First, since the equivalent problem is convex, it can be globally optimized by standard convex solvers without requiring any exhaustive search to tune hyperparameters, e.g., learning rate and initialization, or heuristics such as dropout. Second, we proved that glob-
ally optimizing the equivalent problem has polynomial-time complexity with respect to the number of samples \( n \) and the feature dimension \( d \). Therefore, we proved the polynomial-time trainability of regularized ReLU networks with more than two layers, which was previously known only for basic two-layer ReLU networks (Pilanci & Ergen, 2020). More importantly, since the equivalent problem is convex, one can achieve further interpretations and develop faster solvers by utilizing the tools in convex optimization. Our approach also revealed an implicit regularization structure behind the original non-convex training problem. This structure is known as group \( \ell_1 \)-regularization that encourages sparsity between certain groups of parameters. As a corollary, the regularization in the convex problem implies that the original non-convex training problem achieves sparse solutions at global minima, where sparsity is over the number sub-networks. Our analysis also demystified mechanisms behind empirical observations regarding the convergence of SGD (see Figure 4) and loss landscape (see Figure 2 and (Zhang et al., 2019; Haeffele & Vidal, 2017)).

**Limitations:** We conclude with the limitations of this work and some open research problems:

- The parallel architectures studied in this work has three layers (two ReLU layers). Notice that even though we already provided some complexity results for deeper architectures, deriving the corresponding convex representations still remain an open problem.

- Each sub-network of our parallel architecture in (2) restricts the last hidden layer weights to be vectors (i.e. \( w_{(L-1)k} \in \mathbb{R}^{m_{L-2}} \)) and output layers to be scalars (i.e. \( w_{2k} \in \mathbb{R} \)). Therefore, when \( L = 3 \), the parallel, \( \sum_k ((XW_{1k})_+ w_{2k})_+ w_{3k} \), is closer to two-layer standard networks than three-layer networks (except having two ReLU layers) in terms of expressive power. However, we believe that our convex approach can be extended to truly three-layer or deeper networks by slightly tweaking either the architecture \( f_0(X) \) or the regularization function \( R(\theta) \).

- In order to utilize convex duality, we put unit \( \ell_2 \)-norm constraints on the first \( L - 2 \) layer weights, which do not reflect the common practice. Therefore, we conjecture that weight decay regularization might not be the proper way of regularizing deep ReLU networks.

- When the data matrix is full rank, our approach has exponential-time complexity, which is unavoidable unless \( P = NP \) as detailed in (Pilanci & Ergen, 2020).

- Finally, our convex approach can also be applied to various neural network architectures, e.g., CNNs (Ergen & Pilanci, 2021), batch normalization (Ergen et al., 2021), generative adversarial networks (GANs) (Sahiner et al., 2021), and autoregressive models (Gupta et al., 2021), with some technical modifications, which we left for future work.
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A. Supplementary Material

A.1. Additional numerical results

In this section, we provide detailed information about our experiments.

We first note that for small scale experiments, i.e., Figure 4 and Table 1, we use CVX (Grant & Boyd, 2014) and CVXPY (Diamond & Boyd, 2016; Agrawal et al., 2018) with the SDPT3 solver (Tütüncü et al., 2001) to solve convex optimization problems in (13). Moreover, the training is performed on the CPU of a laptop with i7 processor and 16GB of RAM. For UCI experiments, we use the 80% – 20% splitting ratio for the training and test sets. Moreover, the learning rate of SGD is tuned via a grid-search on the training split. Specifically, we try different values and choose the best performing learning rate on the validation datasets, which turns out to be 0.3.

For larger scale experiment in Figure 5, we use a GPU with 50GB of memory. In order to train the constrained convex program in (13), we now introduce an unconstrained version of the convex program as follows

\[
\min_{w, w'} \frac{1}{2} \left\| X (w' - w) - y \right\|_2^2 + \beta \left( \|w\|_{2,1} + \|w'\|_{2,1} \right) + \rho \left( g_c(w) + g_c(w') \right)
\]

(16)

where \( \rho > 0 \) is a trade-off parameter and

\[
g_c(w) := 1^T \sum_{i,j,l} \left( -\left( 2D_{1ij} - I_n \right) Xw_{ijl}^+ \right) + \left( 2D_{1ij} - I_n \right) Xw_{ijl}^- \right) + 1^T \sum_{i,j,l, \pm} \left( -\left( 2D_{2l} - I_n \right) D_{1ij} Xw_{ijl}^\pm \right) .
\]

Since the problem in (16) is in an unconstrained form, we can directly optimize its parameters using conventional local search algorithms such as SGD and Adam. Hence, we are able to use PyTorch to optimize the non-convex objective in (5) and the convex objective in (16) on the conventional benchmark datasets such as CIFAR-10 and Fashion-MNIST datasets with their original training and test splits. For the learning rates of SGD and Adam optimizer (applied to the non-convex formulations), we again follow the same grid-search technique and select 1 and 0.01 as the learning rates, respectively. For SGD, we also use momentum with a parameter of 0.9. Moreover, for the convex programs in both cases, we select the number of hyperplane arrangements for the first and second layer such that \( P_1 P_2 = K \) and set the learning rate and the trade-off parameter as \( 10^{-6} \) and \( \rho = 0.01 \), respectively. Then, we run the algorithms on the non-convex and convex formulations for 200, 100 epochs using SGD in Figure 5a. Similarly, we run the algorithms on the non-convex and convex formulations for 150, 150 epochs using Adam in Figure 5b. We also note that for all of these experiments, we use an approximated form of the convex program detailed in Remark 3. Therefore, we conjecture that one can even further improve the performance by either sampling more hyperplane arrangements or developing a technique to characterize the set of hyperplane arrangements that generalize well.
Global Optimality Beyond Two Layers: Training Deep ReLU Networks via Convex Programs

**Figure 6:** Accuracy of a three-layer architecture trained using the non-convex formulation (5) and the proposed convex program (13), where we use (a) CIFAR-10 with \((n, d, m_1, K, \beta, \text{batch size}) = (5 \times 10^4, 3072, 100, 40, 10^{-3}, 10^3)\) and (b) Fashion-MNIST with \((n, d, m_1, K, \beta, \text{batch size}) = (6 \times 10^4, 784, 100, 40, 10^{-3}, 10^3)\). We note that the convex model is trained using (a) Adam and (b) SGD.

To complement the experiments in Figure 5, we also conduct a new experiment, where we use Adam and SGD for CIFAR-10 and Fashion-MNIST, respectively. For this case, we use the same setup above except that the learning rates are chosen as \((5 \times 10^{-7}, 5 \times 10^{-4})\) and \((10^{-5}, 3)\) for CIFAR-10 and Fashion-MNIST respectively, where the former learning rates belong to the convex problems. We also run the algorithms on the non-convex and convex formulations for 66, 26 epochs using Adam in Figure 6a and 150, 150 epochs using SGD in Figure 6b. We plot the accuracy values in Figure 6, where the training on the convex formulation achieves faster convergence and higher (or at least the same) accuracies compared to the training on the original non-convex formulation.

### A.2. Proof of Lemma 1

We first note that similar proofs are also presented in [Neyshabur et al., 2014; Savarese et al., 2019; Ergen & Pilanci, 2019; 2020a,b,c,d].

For any \(\theta \in \Theta\), we can rescale the parameters as \(\tilde{w}_{(L-1)k} = \alpha_k w_{(L-1)k}\) and \(\tilde{w}_{Lk} = w_{Lk}/\alpha_k\), for any \(\alpha_k > 0\). Then, the network output becomes

\[
f_{\theta,k}(X) = ((XW_1)_+ \cdots (XW_{(L-1)})_+) \alpha_k w_{Lk} = ((XW_1)_+ \cdots (XW_{(L-1)})_+) w_{Lk},
\]

which proves \(f_{\theta,k}(X) = f_{\tilde{\theta},k}(X), \forall k \in [K]\). In addition to this, we have the following basic inequality

\[
\frac{1}{2} \sum_{k=1}^{K} (w_{Lk}^2 + \|w_{(L-1)k}\|^2_2) \geq \sum_{k=1}^{K} (\|w_{Lk}\| \|w_{(L-1)k}\|_2),
\]

where the equality is achieved with the scaling choice \(\alpha_k = (\frac{w_{Lk}}{\|w_{(L-1)k}\|_2})^{\frac{1}{2}}\) is used. Since the scaling operation does not change the right-hand side of the inequality, we can set \(\|w_{(L-1)k}\|_2 = 1, \forall k \in [K]\). Therefore, the right-hand side becomes \(\|w_{Lk}\|_1\).

Now, let us consider a modified version of the problem, where the unit norm equality constraint is relaxed as \(\|w_{(L-1)k}\|_2 \leq 1\). Let us also assume that for a certain index \(k\), we obtain \(\|w_{(L-1)k}\|_2 < 1\) with \(w_{Lk} \neq 0\) as an optimal solution. This shows that the unit norm inequality constraint is not active for \(w_{(L-1)k}\), and hence removing the constraint for \(w_{(L-1)k}\) will not change the optimal solution. However, when we remove the constraint, \(\|w_{(L-1)k}\|_2 \to \infty\) reduces the objective value since it yields \(w_{Lk} = 0\). Therefore, we have a contradiction, which proves that all the constraints that correspond to a nonzero \(w_{Lk}\) must be active for an optimal solution. This also shows that replacing \(\|w_{(L-1)k}\|_2 = 1\) with \(\|w_{(L-1)k}\|_2 \leq 1\) does not change the solution to the problem.
A.3. Constraint on the layer weights (Remark 2)

Here, we prove that changing the unit norm constraint on the first $L-2$ layer weights does not change the structure of the regularization induced by the primal problem (5).

We first note that due to the AM-GM inequality, for each sub-network $k$, we have

$$
\sum_{l=1}^{L} \|W_{lk}\|_F^2 \geq L \prod_{l=1}^{L} \|W_{lk}\|_F^{2/L}
$$

where the equality is achieved when all the layer weight have the same Frobenius norm, i.e., $\|W_{1k}\|_F = \ldots = \|W_{Lk}\|_F$.

Therefore, for a given set of arbitrary weight matrices, one can scale them such that their Frobenius norms are equal to each other and reduce the objective function in (17). Based on this observation, for the rest of the derivations, we assume $\|W_{1k}\|_F = \ldots = \|W_{(L-2)k}\|_F = s$ without loss of generality.

Now, let us consider the following primal problem instead of (3)

$$
P^* = \min_{\theta \in \Theta} \left( \sum_{k=1}^{K} f_{\theta,k}(X), y \right) + \frac{\beta}{2} \sum_{k=1}^{K} \sum_{l=L-1}^{L} \|W_{lk}\|_F^2,
$$

where $\Theta := \{ \theta : \|W_{lk}\|_F \leq s, \forall l \in [L-2], \forall k \in [K] \}$. For this problem, we can follow all the derivations in the proof of Theorem 1 (see Appendix A.4 below) by changing $1^T t = 1$ as $1^T t = s^2$ in (18). Then, we will have an additional $s$ factor in the last step of (19). This change will yield $\beta/s$ instead $\beta$ in (19). Therefore, if we define a new variable as $\beta' = \beta/s$, following the remaining steps in the proof below will yield the same convex program in (24) with the regularization parameter $\beta'$. Hence, the impact of the norm constraint in the primal problem (17) can be reverted by simply setting a new regularization parameter $\beta' = \beta/s$.

A.4. Proof of Theorem 1

We start with rewriting (12) as follows

$$
\max_{I_j \in \{\pm 1\}} \max_{t \in [P_1]} \max_{l \in [P_2]} \max_{t^j \geq 0} \max_{\|w'_{1j}\|_2^2 / \|w'_{2j}\|_2 \leq t_j} \max_{\|v\|_2 \leq 1} \max_{\|w'_{1j}\|_2 \leq 1} v^T D_{2l} \sum_{j=1}^{m_1} I_{ij} D_{1ij} Xw'_{1j}
$$

\[ \text{s.t.} \ (2D_{1ij} - I_n)Xw'_{1j} \geq 0, \forall j \in [m_1], \ (2D_{2l} - I_n) \sum_{j=1}^{m_1} I_{ij} D_{1ij} Xw'_{1j} \geq 0. \]

Then, the Lagrange function of (18) is as follows

$$
L(W_1', \alpha_1, \alpha_2) = v^T D_{2l} \sum_{j=1}^{m_1} I_{ij} D_{1ij} Xw'_{1j} + \alpha_1^T (2D_{2l} - I_n) \sum_{j=1}^{m_1} I_{ij} D_{1ij} Xw'_{1j} + \sum_{j=1}^{m_1} \alpha_{ij}^T (2D_{1ij} - I_n) Xw'_{1j}
$$
where $\alpha_2 \geq 0$, $\alpha_{1j} \geq 0$, $\forall j \in [m_1]$. Thus, we have

$$\max_{I_i \in [P_1]} \max_{I_j \in \{-1, 1\}} \max_{t_j \geq 0} \|x_{1j}^T\|_2 \min_{I_j \in \{-1, 1\}} \min_{\alpha_{2j} \geq 0} \min_{\alpha_{1j} \geq 0} \|x_{1j}^T\|_2,$$

where $j_m$ denotes the index with the maximum norm. Note that we change the order of max-min for the first equality in (19) since the problem in (18) is convex and there exists a strictly feasible point, therefore strong duality holds, given fixed diagonal matrices $\{D_{1ij}\}_{j=1}^{m_1}$, $D_{2l}$ and a fixed set of signs $\{I_j\}_{j=1}^{m_1}$.

We first enumerate all hyperplane arrangements and signs and index them in an arbitrary order, which are denoted as $D_{1ij}$ and $D_{2l}$, where $i \in [P_1]$, $l \in [P_2]$, $P_1 = |S_1|$, and $P_2 = |S_2|$. Then we have

$$\max_{I_i \in [P_1]} \max_{I_j \in \{-1, 1\}} \max_{t_j \geq 0} \|x_{1j}^T\|_2 \min_{I_j \in \{-1, 1\}} \min_{\alpha_{2j} \geq 0} \min_{\alpha_{1j} \geq 0} \|x_{1j}^T\|_2 \leq \beta,$$

where we introduce the notation $I_{ij}^\pm = \pm 1$ to enumerate all possible sign patterns. Therefore, the dual problem in (1) can also be written as

$$\max_{\alpha_{2j} \geq 0, \alpha_{1j} \geq 0} \min_{x_{1j} \in \{-1, 1\}} \min_{y \in \{-1, 1\}} \frac{1}{2} \|x - y\|^2_2 + \frac{1}{2} \|y\|^2_2,$$

s.t. $\|x_{1j}^T\|_2 \leq \beta$. Noting that the above problem is convex and strictly feasible for $v = \alpha_{2j}^+ = \alpha_{1j}^{\pm} = \alpha_{2j}^{\pm} = 0$. Therefore,
Slater’s conditions and consequently strong duality holds [Boyd & Vandenberghe 2004], and (20) can be written as

\[
\begin{align*}
\min_{\gamma_{ijl}, \alpha_{ijl}^+ \geq 0, \alpha_{ijl}^- \geq 0} & \quad \max_{\gamma_{ijl}^+, \alpha_{ijl}^+, \alpha_{ijl}^-} \frac{1}{2} \| v - y \|_2^2 + \frac{1}{2} \| y \|_2^2 \\
& \quad + \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} \gamma_{ijl}^+ \beta - \left\| T_{ijl}^+ X^T D_{2l} D_{1ij} v + T_{ijl}^+ X^T (2D_{2l} - I_n) D_{1ij} \alpha_{2ijl}^+ + X^T (2D_{1ij} - I_n) \alpha_{1ijl}^+ \right\|_2 \\
& \quad + \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} \gamma_{ijl}' \beta - \left\| -T_{ijl}' X^T D_{2l} D_{1ij} v + T_{ijl}' X^T (2D_{2l} - I_n) D_{1ij} \alpha_{2ijl}' + X^T (2D_{1ij} - I_n) \alpha_{1ijl}' \right\|_2,
\end{align*}
\]

where we change the order of max-min since strong duality holds. Next, we introduce variables \( r_{ijl}^+, r_{ijl}' \in \mathbb{R}^d, \forall i \in [P_1], \forall j \in [m_1], \forall l \in [P_2], \forall \pm \) and represent the dual problem (21) as

\[
\begin{align*}
\min_{\gamma_{ijl}, \alpha_{ijl}^+ \geq 0, \alpha_{ijl}^- \geq 0} & \quad \max_{r_{ijl}^+, r_{ijl}' \in \mathbb{R}^d} \min_{\gamma_{ijl}^+, \alpha_{ijl}^+, \alpha_{ijl}^-} \frac{1}{2} \| v - y \|_2^2 + \| y \|_2^2 \\
& \quad + \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} \gamma_{ijl}^+ \beta + r_{ijl}^T T_{ijl}^+ X^T D_{2l} D_{1ij} v + T_{ijl}^+ X^T (2D_{2l} - I_n) D_{1ij} \alpha_{2ijl}^+ + X^T (2D_{1ij} - I_n) \alpha_{1ijl}^+ \\
& \quad + \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} \gamma_{ijl}' \beta + r_{ijl}'^T T_{ijl}' X^T D_{2l} D_{1ij} v + T_{ijl}' X^T (2D_{2l} - I_n) D_{1ij} \alpha_{2ijl}' + X^T (2D_{1ij} - I_n) \alpha_{1ijl}'
\end{align*}
\]

Next, we apply a change of variables as \( w_{ijl}^+ = T_{ijl}^+ \gamma_{ijl}^+ r_{ijl}^+ \) and \( w_{ijl}' = T_{ijl}' \gamma_{ijl}' r_{ijl}' \), which yields

\[
\begin{align*}
\min_{w_{ijl}^+, w_{ijl}' \in \mathbb{R}^d} & \quad \frac{1}{2} \left\| \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} D_{2l} D_{1ij} X \left( w_{ijl}^+ - w_{ijl}' \right) - y \right\|_2^2 + \beta \sum_{+,-} \sum_{i=1}^{m_1} \sum_{j=1}^{P_2} \sum_{l=1}^{P_2} \left( \| w_{ijl}^+ \|_2 + \| w_{ijl}' \|_2 \right) \\
& \quad \text{s.t.} \quad (2D_{2l} - I_n) T_{ijl}^+ D_{1ij} X w_{ijl}^+ \geq 0, \quad (2D_{2l} - I_n) T_{ijl}' D_{1ij} X w_{ijl}' \geq 0, \quad (2D_{1ij} - I_n) X w_{ijl}^- \leq 0, \quad (2D_{1ij} - I_n) X w_{ijl}'^- \leq 0.
\end{align*}
\]

which is a finite dimensional convex problem with \( 4dm_1 P_1 P_2 \) variables and \( 4n(m_1 + 1) P_1 P_2 \) constraints.
A.5. Proof of Proposition

We can construct an optimal solution to the primal problem in (5) from the optimal solution to the convex program in (13), i.e., denoted as \( \{w_{ijl}^\pm, w_{ijl}^+\} \), as follows

\[
W_{1k}^* = \begin{cases}
\frac{1}{\sqrt{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}} & \text{if } 1 \leq k \leq P_1 P_2 \\
\frac{1}{\sqrt{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}} & \text{if } P_1 P_2 + 1 \leq k \leq 2P_1 P_2 \\
\frac{1}{\sqrt{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}} & \text{if } 2P_1 P_2 + 1 \leq k \leq 3P_1 P_2 \\
\frac{1}{\sqrt{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}} & \text{if } 3P_1 P_2 + 1 \leq k \leq 4P_1 P_2 \\
\end{cases}
\]

\[
w_{2k}^* = \begin{cases}
\frac{\|w_{ijl}^+\|}{\|w_{ijl}^+\|} & \text{if } 1 \leq k \leq P_1 P_2 \\
\frac{\|w_{ijl}^+\|}{\|w_{ijl}^+\|} & \text{if } P_1 P_2 + 1 \leq k \leq 2P_1 P_2 \\
\frac{\|w_{ijl}^+\|}{\|w_{ijl}^+\|} & \text{if } 2P_1 P_2 + 1 \leq k \leq 3P_1 P_2 \\
\frac{\|w_{ijl}^+\|}{\|w_{ijl}^+\|} & \text{if } 3P_1 P_2 + 1 \leq k \leq 4P_1 P_2 \\
\end{cases}
\]

\[
w_{3k}^* = \begin{cases}
\frac{-\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2} & \text{if } 1 \leq k \leq P_1 P_2 \\
\frac{-\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2} & \text{if } P_1 P_2 + 1 \leq k \leq 2P_1 P_2 \\
\frac{-\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2} & \text{if } 2P_1 P_2 + 1 \leq k \leq 3P_1 P_2 \\
\frac{-\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2}{\sum_{j=1}^{m_j} \|w_{ijl}^+\|^2} & \text{if } 3P_1 P_2 + 1 \leq k \leq 4P_1 P_2 \\
\end{cases}
\]

where

\[(l, i) = \begin{cases}
\left( \frac{k-1}{P_1} + 1, k - (l-1) P_1 \right) & \text{if } 1 \leq k \leq P_1 P_2 \\
\left( \frac{k-1}{P_1} - \frac{P_2}{P_1} \right) + 1, k - P_1 P_2 - (l-1) P_1 & \text{if } P_1 P_2 + 1 \leq k \leq 2P_1 P_2 \\
\left( \frac{k-1}{P_1} - \frac{2P_2}{P_1} \right) + 1, k - 2P_1 P_2 - (l-1) P_1 & \text{if } 2P_1 P_2 + 1 \leq k \leq 3P_1 P_2 \\
\left( \frac{k-1}{P_1} - \frac{3P_2}{P_1} \right) + 1, k - 3P_1 P_2 - (l-1) P_1 & \text{if } 3P_1 P_2 + 1 \leq k \leq 4P_1 P_2 \\
\end{cases}
\]

Therefore, we obtain an optimal solution to (5) as \( \{W_{1k}, w_{2k}, w_{3k}\}_{k=1}^{4P_1 P_2} \), where \( w_{1kj} \) and \( w_{2kj} \) are the columns and entries of \( W_{1k}^* \in \mathbb{R}^{d_l \times m_1} \) and \( w_{2k}^* \in \mathbb{R}^{m_1} \), respectively. The optimality of these parameters can be verified as follows.

We first note that this set of parameters yields the same output with the convex program in (13), i.e.,

\[
\sum_{k=1}^{4P_1 P_2} \left( X W_{1k}^* + w_{2k}^* \right)^T X = \sum_{j=1}^{m_j} \sum_{l=1}^{P_1} \sum_{i=1}^{P_2} D_{ij} D_{ij} X \left( w_{ijl}^+ - \hat{w}_{ijl}^+ \right).
\]

We also remark that these parameters are feasible for the original problem (5), i.e., \( \|W_{1k}^*\|_F = 1 \), \( \forall k \in [4P_1 P_2] \), and achieve the same regularization cost with (13)

\[
\frac{\beta}{2} \sum_{k=1}^{4P_1 P_2} \left( \|w_{2k}^*\|^2 + \|w_{3k}^*\|^2 \right) = \frac{\beta}{2} \sum_{j=1}^{m_j} \sum_{i=1}^{P_1} \sum_{l=1}^{P_2} \left( \|w_{ijl}^+\|^2 + \|w_{ijl}^+\|^2 \right)
\]

Since \( \{W_{1k}, w_{2k}, w_{3k}\}_{k=1}^{4P_1 P_2} \) has the same output, therefore the same prediction error, and regularization cost with the optimal parameters of the convex program in (13), this set of parameters also achieves the optimal objective value \( P^* \), i.e.,

\[
P^* = \frac{1}{2} \sum_{k=1}^{4P_1 P_2} \left( X W_{1k}^* + w_{2k}^* \right)^T Y + \frac{\beta}{2} \sum_{k=1}^{4P_1 P_2} \left( \|w_{2k}^*\|^2 + \|w_{3k}^*\|^2 \right).
\]
A.6. Proof for the dual problem in (4)

The proof follows from classical Fenchel duality [Boyd & Vandenberghe, 2004]. We first restate the primal problem after applying the rescaling in Lemma 1

\[
P^* = \min_{\hat{y} \in \mathbb{R}^n,y \in \Theta_p} L(\hat{y}, y) + \beta \|W_L\|_1 \text{ s.t. } \hat{y} = \sum_{k=1}^{K} ((XW_{1k})_+ \ldots w_{(L-1)k})_+ w_{Lk}. \tag{25}\]

Now, we first form the Lagrangian as

\[
L(v, \hat{y}, w_L) = L(\hat{y}, y) - v^T \hat{y} + v^T \sum_{k=1}^{K} ((XW_{1k})_+ \ldots w_{(L-1)k})_+ w_{Lk} + \beta \|W_L\|_1
\]

and then formulate the dual function as

\[
g(v) = \min_{\hat{y}, w_L} L(v, \hat{y}, w_L)
\]

\[
= \min_{\hat{y}, w_L} L(\hat{y}, y) - v^T \hat{y} + v^T \sum_{k=1}^{K} ((XW_{1k})_+ \ldots w_{(L-1)k})_+ w_{Lk} + \beta \|W_L\|_1
\]

\[
= -\mathcal{L}^*(v) \text{ s.t. } \left|v^T ((XW_{1k})_+ \ldots w_{(L-1)k})_+ \right| \leq \beta, \forall k \in [K],
\]

where \(\mathcal{L}^*\) is the Fenchel conjugate function defined as [Boyd & Vandenberghe, 2004]

\[
\mathcal{L}^*(v) := \max_z z^T v - \mathcal{L}(z, y).
\]

Therefore, the dual of (25) with respect to \(w_L\) and \(\hat{y}\) can be written as

\[
P^* = \min_{\theta \in \Theta_p} \max_v g(v) = \min_{\theta \in \Theta_p} \max_v -\mathcal{L}^*(v) \text{ s.t. } \left|v^T ((XW_{1k})_+ \ldots w_{(L-1)k})_+ \right| \leq \beta, \forall k \in [K].
\]

We now change the order of min-max to obtain the following lower bound

\[
P^* \geq D^* = \max_{v} \min_{\theta \in \Theta_p} -\mathcal{L}^*(v) \text{ s.t. } \left|v^T ((XW_{1k})_+ \ldots w_{(L-1)k})_+ \right| \leq \beta, \forall k \in [K]
\]

\[
= \max_{v} -\mathcal{L}^*(v) \text{ s.t. } \max_{\theta \in \Theta_p} \left|v^T ((XW_{1})_+ \ldots w_{(L-1)})_+ \right| \leq \beta.
\]

A.7. Extension to vector outputs

Here, we present the extensions of our approach to vector outputs, i.e., \(Y \in \mathbb{R}^{n \times C}\). The original training problem in this case is as follows

\[
P^*_v := \min_{\theta \in \Theta} L \left( \sum_{k=1}^{K} f_{\theta,k}(X), Y \right) + \beta \frac{1}{2} \sum_{k=1}^{K} \sum_{l=L-1}^{L} \|W_{lk}\|^2_p.
\]

Using the same scaling in Lemma 1 and following the steps in the scalar output case yields the following dual problem

\[
D^*_v := \max_{v} \min_{\theta \in \Theta_p} -\mathcal{L}^*(v) \text{s.t. } \left\|V^T ((XW_{1k})_+ \ldots w_{(L-1)k})_+ \right\|_2 \leq \beta, \forall k \in [K],
\]

where \(\mathcal{L}^*\) is the Fenchel conjugate function defined as [Boyd & Vandenberghe, 2004]

\[
\mathcal{L}^*(V) := \max_z \text{trace} \left( Z^T V - \mathcal{L}(Z, Y) \right).
\]

The rest of the derivations directly follows the steps in Section A.4 and [Sahiner et al., 2021b].