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\section*{Abstract}

This paper focuses on the prevalent stage interference and stage performance imbalance of incremental learning. To avoid obvious stage learning bottlenecks, we propose a new incremental learning framework, which leverages a series of stage-isolated classifiers to perform the learning task at each stage, without interference from others. To be concrete, to aggregate multiple stage classifiers as a uniform one impartially, we first introduce a temperature-controlled energy metric for indicating the confidence score levels of the stage classifiers. We then propose an anchor-based energy self-normalization strategy to ensure the stage classifiers work at the same energy level. Finally, we design a voting-based inference augmentation strategy for robust inference. The proposed method is rehearsal-free and can work for almost all incremental learning scenarios. We evaluate the proposed method on four large datasets. Extensive results demonstrate the superiority of the proposed method in setting up new state-of-the-art overall performance. \textit{Code is available at} https://github.com/iamwangyabin/ESN.

\section*{Introduction}

Incremental learning (a.k.a., continual learning or lifelong learning) is a paradigm that continually evolves machine learning models on a data stream. It is a longstanding research topic and might offer a path toward more human-like AI. The stability-plasticity dilemma is central to incremental learning (Mai et al. 2022; De Lange et al. 2021), which requires the models to be plastic to acquire new knowledge and stable to consolidate existing knowledge continuously.

Most previous works struggle to keep a fragile balance between stability and plasticity and also achieve pretty good results in terms of average accuracy, which, however, result in tremendous performance gaps of different learning stages (a.k.a. sessions or tasks). This is a well-known phenomenon named class imbalance (Mai et al. 2022; De Lange et al. 2021), which eventually leads to stage performance imbalance. That is, the newer the stage, the higher the performance, and vice versa. The source of this problem is two-fold: firstly, the imbalance in the number of samples between the new incoming data and the historical data; secondly and more importantly, using a uniform model to portray a heterogeneous data stream may suffer from stage interference (Fig. 1 (a)) and lead to a zero-sum game (Riemer et al. 2018; Knoblauch, Husain, and Diethe 2020; Wang, Huang, and Hong 2022) in the performance of different stages. This results in breakdowns in recognizing certain classes, which creates a bottleneck in the final performance and limits the application of the model in real-world scenarios. A few methods use a rehearsal buffer to alleviate such imbalance problems (Hou et al. 2019). However, saving previous training data is memory expensive and has a privacy issue.
To address these issues, in this paper, we study how to create win-win solutions for all-stage learning. We challenge the traditional unified paradigm and suggest a stage-isolation scheme for learning stage classifiers (Fig. 1 (b)). Stage isolation is targeted at learning multiple high confidence and low bias stage-specific classifiers for every stage in isolation, so that the classifier in each stage can be shielded from the interference of other stages, to satisfy the performance requirements of each stage adequately.

Nevertheless, the main difficulty of this paradigm lies in how to aggregate in an impartial way multiple isolated learners trained on different stages, as the learners trained on different stages of various incoming data stream separately may have diverse class-wise confidence distributions. For example, as shown in Fig. 3 (b), the output scores of the classifiers of two stages can be clearly different. A straightforward aggregation like finding the class with the highest confidence still has a tendency to stage imbalance.

We contend that the key to solving this problem lies in the regularization of the stage classifier outputs. Specifically, there are three criterions to meet. Criterion 1: each stage classifier should have a higher output confidence score for the data within the stage it belongs to (i.e., in-stage data) than others (i.e., out-stage data); Criterion 2: the confidence scores for in-stage data should be consistent across all stages; Criterion 3: the right stage classifier for the in-stage data shall have the highest confidence score among all classifiers. Unfortunately, they are challenging to be satisfied in the incremental learning scenarios. The reasons are two-fold. First, optimizing the stage learners only using the current data (the only one accessible) will result in a serious bias. Second, it is impossible to make full regularization as the classifiers to be learned in the future cannot be considered at the current stage.

Dealing with such a backward-compatible regularization dilemma, inspired by the Helmholtz free energy theory (LeCun et al. 2006), we introduce a temperature-controlled energy metric to reflect the confidence score levels of stage classifiers. On this basis, we provide a rehearsal-free incremental learning paradigm, which regularizes the stage classifiers for aggregating them impartially as a uniform classifier. Specifically, we first use a frozen pre-trained ViT (Dosovitskiy et al. 2021) backbone as a strong prior before the current stage can be found by a design method, it works only in a backward-compatible manner. To avoid overfitting to any specific stage, we maintain the ‘so far’ best parameters for all stages met and use a voting scheme to produce reliable inference outputs, by which Criterion 3 can be better approached by stages\(^1\).

To summarize, we propose a brand-new rehearsal-free general incremental learning paradigm to tackle the stage interference and stage performance imbalance problems, called Energy Self-Normalization (ESN), which can handle almost all continual learning scenarios, including class-incremental learning (CIL) (De Lange et al. 2021), domain-incremental learning (DIL) (Wang, Huang, and Hong 2022), and cross-domain class incremental learning (Xie, Yan, and He 2022). The contributions can be further detailed as follows:

- We propose the anchor-based energy self-normalization (ESN) strategy so that stage-classifiers can produce high and consistent confidence scores for in-stage data.
- We design a control parameter (temperature) finding method to obtain stage-cumulative best parameters for progressively ensuring ‘right’ classifiers with the highest scores. On this basis, we propose a voting-based inference augmentation method for robust inference.
- The proposed ESN sets up new state-of-the-art performance, as shown by extensive experiments on four large-scale benchmark datasets. A challenging benchmark for cross-domain class incremental learning is built as well.

### Related Works

**Incremental Learning.** There are three main types of incremental learning methods (De Lange et al. 2021).

- **Rehearsal-based methods** tackle catastrophic forgetting either by keeping a small set of old training examples in memory (Tao et al. 2020a; Dong et al. 2021; Liu et al. 2022; Yang et al. 2022a,b) or using synthesized data produced by generative models (Shin et al. 2017). By using the rehearsal buffer for knowledge distillation and regularization, rehearsal-based methods have achieved state-of-the-art results on various benchmarks (Douillard et al. 2022; Joseph et al. 2022; Zhang et al. 2022). However, the performance of rehearsal-based methods generally deteriorates with a smaller buffer size (Mai et al. 2022). Moreover, it is desirable that the exemplars of old tasks are not stored for data security and privacy (Wang, Huang, and Hong 2022).
- **Regularization-based methods** design knowledge distillation strategies (Li and Hoiem 2017; Tao et al. 2020b) or parameter regularization terms (Kirkpatrick et al. 2017) to mitigate catastrophic forgetting.
- **Network-based methods** modify networks’ architecture during incremental learning to mitigate catastrophic forgetting. Some works expand network parameters to learn new tasks and get state-of-the-art performances (Yan, Xie, and He 2021; Wang et al. 2022c; Xu and Zhang 2020; Douillard et al. 2022). Also some methods use the parameter isolation strategy to keep each task independent (Serra et al. 2018; Li et al. 2019). Recently, L2P (Wang et al. 2022c) and DualPrompt (Wang et al. 2022b) use prompt tuning and pre-trained models for incremental learning tasks. Prompt tuning offers an efficient way of model tuning for incremental learning. However, L2P and DualPrompt still use a

\(^1\)Criteria 1 and 2 together form a rough guarantee of Criterion 3, as shown in the ‘Proposed Method’ Section.
unified-structure model, and they require a fixed query function for task identification during inference, which is time-consuming and less effective in complicated situations.

**Energy-based Models.** Energy-based Models (EBMs) (LeCun et al. 2006) capture dependencies of variables by associating a scalar energy to each configuration of the variables. EBMs have been used for generative modeling (Du and Mordatch 2019; Xie et al. 2016), out-of-distribution detection (Liu et al. 2020), and open-set classification (Al Rahhal et al. 2022). Despite being successful across various tasks, EBMs have limited applications in incremental learning. ELI (Joseph et al. 2022) proposes to learn an energy manifold to counter the representational shift that happens during incremental learning. It uses EBMs to portray changes in the model and then tries to compensate the updated model to the original one, which is still a tug-of-war. What’s more, it assumes the energy between different stages is distinguishable, which is a too strong assumption in application scenarios. EA (Zhao et al. 2022) also uses the energy-based model to add the calculated shift scalars onto the output logits to mitigate class imbalance. The calculation of compensation scalars is based on the samples of all classes, which suggests that it relies on a rehearsal buffer. Both works still struggle to alleviate the imbalance problem in a uniform model. Moreover, they are both rehearsal-based and can only handle CIL problems, which are far from general and robust solutions for incremental learning.

**Proposed Method**

**Problem Definition.** Incremental learning requests training a given machine learning model along a data stream, while the model can only access part of the training data at a time. Let \( \zeta = \{1, 2, 3, ..., S\} \) denote the Stage-ID set, where \( S \) is the current maximum stage number. The incoming data of the \( s \)-th stage is denoted as \( D^s = \{x_i, y_i\}_{i=1}^{N^s} \), where \( N^s \) is the total sample number of this stage. \( (x, y) \sim \rho_{data} \) represents the data distribution of the \( s \)-th stage. For class incremental learning, different stages have different categories to learn, and there is no category overlap, i.e., \( \mathcal{Y}^i \cap \mathcal{Y}^j = \emptyset \), where \( \mathcal{Y}^i \) is the label set of the \( s \)-th stage. For domain incremental learning, the categories maintains the same for all stages, \( \mathcal{Y}^i = \mathcal{Y}^j \), but data distribution of each stage is different or even highly heterogeneous.

Our proposed ESN can handle these two challenging scenarios at the same time and even more challenging cross-domain class incremental learning, in which different stages have different categories from different domains.

**Overall Framework.** Previous incremental learning methods need to find a fragile balance between stability and plasticity. Using a unified model to portray a heterogeneous data stream may result in a zero-sum game and be seriously biased toward newer classes (Mai et al. 2022).

In this paper, we proposed a rehearsal-free general incremental learning paradigm to tackle the imbalance and the zero-sum game problems. Specifically, we train multiple isolated stage-specific classifiers upon a frozen pre-trained backbone for each stage. In the inference phase, we first select the most confident classifier (Eq. 1), and then use it to predict the final result (Eq. 2).

\[
\begin{align*}
    s^* &= \text{argmax}_{s \in \zeta} H^s(x), \\
    y^* &= \text{argmax}_{y \in \mathcal{Y}^s} P^s(y|x),
\end{align*}
\]

where \( P^s(y|x) \) is the classifier of the \( s \)-th stage, and its confidence score function is denoted as \( H^s(x) \). As shown, the comparability between different stages’ confidence scores is the guarantee of impartial aggregation.

As shown in Fig. 1, given a pre-trained backbone \( f_0 \), we initialize a specific classifier \( f_{\eta_s} \) in each stage. During training at stage \( s \), we freeze the pre-trained backbone \( f_0 \) and only update the parameters of the classifier \( \eta_s \), \( \theta \) and \( \eta \) are parameters of backbone and classifier respectively. For simplicity, we use ViT-B/16 pre-trained on ImageNet as freeze backbone, and use the class-attention block (CAB) (Touvron et al. 2021) with a linear projection for the classifier. Our proposed strategy is also suitable for other parameter isolation methods like (Jia et al. 2022), which we will show later in the experiments. The stage isolated classifier can shield the interference of each other.

In the following sections, we first detail the training method based on the self-normalization strategy, which ensures the impartial aggregation of all stages’ classifiers. Then we introduce the stage-cumulative control parameter optimization method with voting-based inference augmentation to further promote the performance.

**Stage Classifier Self-Normalization.** The most commonly used training criterion in training deep neural networks is the softmax cross-entropy loss. However, previous works (Tang et al. 2021; Liu et al. 2020) show that directly training with this loss results in overconfidence issues, where the maximum softmax activation value always approaches one in despite of whether the data is from training data distribution or not. Previous works have shown that other criteria such as the Helmholtz free energy (Liu et al. 2020) or the maximum logit value (Hendrycks et al. 2019) are better confidence scores than the maximum softmax value. However, none of the above works discuss how to align confidence scores between different classifiers learned from data stream.
Next, we first briefly review the relationship between the softmax cross-entropy loss and the energy-based model (Grathwohl et al. 2019; Liu et al. 2020; LeCun et al. 2006), then propose the anchor-based energy self-normalization objective function, which makes energy for in-stage data consistent across stages.

Let’s define the energy function for a given input-label pair \((x, y)\) as follows:

\[
E^s(x, y) = -h^s(x)[y],
\]
where \(h^s(x) = f_{\eta_s}(f_{\theta}(x))\) is the logits of the \(s\)-th classifier, and \(h^s(x)[y]\) is the logit value of \(y \in Y^s\), then softmax activation can be considered as a special case of discrete Gibbs distribution when the temperature parameter \(T\) equals to 1:

\[
P^s_T(y|x) = \frac{\exp(-E^s(x, y)/T)}{\exp(-F^s_T(x)/T)},
\]
where \(F^s_T(x)\) is the Helmholtz free energy, which can be expressed as the negative log partition function:

\[
F^s_T(x) = -T \log \sum_{y \in Y^s} \exp(-E^s(x, y)/T).
\]

Thus, the softmax cross-entropy loss is Eq. 6.

\[
L^s_{ce} = E_{(x, y) \sim p_{data}} \left(-\log P^s_T(y|x)\right)
= \frac{1}{T} E_{(x, y) \sim p_{data}} \left(E^s(y, x) - F^s_T(x)\right).
\]

As can be seen, the softmax cross-entropy loss will decrease the energy between the input data and the ground-truth label while increasing the overall Helmholtz free energy. However, when \(E^s(y, x)\) and \(F^s_T(x)\) are added with the same scalar, the loss value remains unchanged, which makes it meaningless to directly compare the free energy between different classifiers trained independently using softmax cross-entropy loss. To fix this issue, we propose a simple but effective energy self-normalization loss \(L^s_{al}\), which constrains the free energy of each classifier with a fixed anchor \(\Delta\), as Eq. 7.

\[
L^s_{al} = E_{x \sim p_{data}} \left(F^s_T(x) - \Delta\right)^2,
\]
where \(\Delta\) is a preset hyper-parameter, and the experimental results show that ESN is insensitive to its value. The total loss trained for every individual classifiers is given by Eq. 8.

\[
L^s_{total} = E_{(x, y) \sim p_{data}} \left(C^s_{ce} + \lambda L^s_{al}\right),
\]
where \(\lambda\) is a hyper-parameter to balance the \(L^s_{al}\) term. And we choose a representative temperature \(T = 1\) during training. Our complete training algorithm is introduced in Alg. 1.

Fig. 3 visualizes the free energy distribution with and without the self-normalization, which illustrates the effectiveness of the proposed ESN.

**Voting with Stage-Cumulative Temperatures.** As we have already normalized the Helmholtz free energy with the fixed anchor (Eq. 7), taking the negative Helmholtz free energy as the confidence score is a natural choice:

\[
H^s(x) = -F^s_T(x) = T \log \sum_{y \in Y^s} \exp(h^s(x)[y]/T),
\]

where \(H^s(x)\) is the logsumexp of the logits with the control temperature parameter \(T\). Previous energy-based out-of-distribution detection methods (Wang et al. 2022a; Liu et al. 2020) have shown that the in-distribution data usually has a lower free energy (i.e., a higher confidence score) than the out-of-distribution data for a certain classifier. Further aided by the energy self-normalization objective function, we can approximately derive that the right stage classifier for the in-stage data shall have the highest confidence score among all classifiers (Eq. 1). The derivation can be briefly expressed as \(H^s(x^s) = H^s_H(x^i) > H^s_H(x^i) > H^s(x^i)\), where \(x^i\) is the in-stage data of the \(i\)-th stage but the out-stage data of the \(j\)-th stage. However, this derivation only approximately holds, we further propose a stage-
cumulative temperature calibration strategy with a voting inference augmentation to further optimize the maximum confidence criterion (Eq. 1) without overfitting the newest stage’s data. As shown in Eq. (5), we can adjust the free energy by changing the temperature parameter $T$. Theoretically, we can find out the optimal temperature $T$ for each classifier by optimizing the stage-ID prediction accuracy with all stages’ data. This is however not possible in rehearsal-free incremental learning. As we can only access the current stage’s data, we propose a stage-cumulative strategy to avoid overfitting.

Firstly, we find out the optimal temperature only with the current stage’s training data by traversing the candidate temperatures $\mathcal{T}$ and choosing the one with the best stage-ID prediction accuracy of the current stage. Secondly, we add this temperature to the final temperature pool denoted as $\Omega$. Finally, we can traverse temperatures in the temperature pool $\Omega$, and then aggregate stage-ID predictions under different temperatures by voting. For fairness and the comparability between different classifiers, we simultaneously change the temperature for all classifiers and do voting as Eq. 10.

$$s^* = \text{MODE}(\{\arg\max_{s \in \zeta} -F^T_s(x)|\text{For } T \in \Omega\}),$$

(10)

where $\text{MODE}(\cdot)$ is the mode operator to find the most frequent element in a collection. This voting-based inference augmentation strategy only increases negligible computation overhead. After the logits predicted by the model by once, we only need to recalculate Eq. (9) under different $T$.

Our augmented inference algorithm is introduced in Alg. 2, and the stage-cumulative temperature calibration is presented in Alg. 1.

**Experiments**

We conduct extensive experiments to evaluate the proposed ESN. Two traditional incremental learning scenarios are considered: (1) class-incremental learning where classes are generally from the same domain; (2) domain-incremental learning where classes are the same but from different domains. Moreover, we also consider a more general scenario, namely the cross-domain class incremental learning, where different classes are from diverse domains, and build a benchmark, named Split-DomainNet for this scenario. Consequently, four benchmark datasets are used for evaluation.

**Split-DomainNet**: We build the cross-domain class-incremental learning benchmark, Split-DomainNet, based on DomainNet (Peng et al. 2019). The Split-DomainNet is the scenario where incoming data of each stage contains images of new categories from different domains. We construct this dataset as a challenging and practical scenario for the cross-domain class incremental learning. DomainNet collects images of 345 common objects from 6 diverse domains including Clipart, Real, Sketch, Infograph, Painting and Quickdraw. Because some domains and categories in DomainNet contain few instances (even without a single instance), we select the top 200 categories with the most images. We then split the 200 classes randomly into ten stages with 20 classes per stage. Instances of each stage come from a randomly selected domain.

**Split-CIFAR100** (Wang et al. 2022c) splits the origin CIFAR-100 (Krizhevsky and Hinton 2009), which is a widely used benchmark dataset for class-incremental learning, into 10 sessions and each session has 10 classes.

**5-Datasets** (Ebrahimi et al. 2020) provides a benchmark for class incremental learning. Although each dataset in 5-Datasets is not difficult, it is still a challenging benchmark for pre-trained models, because there are slight similarity between them.

**COR€50** (Lomonaco and Maltoni 2017) is a large benchmark dataset for continual object recognition. This dataset collects images of 50 different objects from 11 distinct domains (8 indoor and 3 outdoor). Three domains (3, 7, and 10) are selected as test set, and the remaining 8 domains are used for incremental learning. COR€50 is a benchmark for domain-incremental learning.

**Evaluation Metrics.** We use the Final Average Accuracy (FAA) and Final Forgetting (FF) as evaluation metrics for class-incremental learning and cross-domain task incremental learning, which are widely used in previous works (Mai et al. 2022). Moreover, we use the Final Average Accuracy for Domain-incremental learning.

**Comparison Methods.** We compare ESN against the state-of-the-art CIL and DIL methods. Though ESN is a rehearsal-free incremental learning method, we also consider rehearsal-based methods that need the buffer to store exemplars for a comparison. These methods include EWC (Kirkpatrick et al. 2017), LwF (Li and Hoiem 2017) ER (Chaudhry et al. 2019), GDumb (Prabhu, Torr, and Dokania 2020), BiC (Wu et al. 2019), DER++ (Buzzega et al. 2020) and Co2L (Cha, Lee, and Shin 2021), as well as the recently published transformer-based methods L2P (Wang et al. 2022c) and DyTox (Douillard et al. 2022). To compare fairly, we use the same ViT model pre-trained on ImageNet (i.e., ViT-B/16 (Dosovitskiy et al. 2021)) for all the competitors as well as ESN. We use the joint training result as the upper-bound for ESN on all the benchmarks.

**Implementation details.** We implement our method in PyTorch with two NVIDIA RTX 3090 GPUs. The proposed ESN is insensitive to hyper-parameters. We use the SGD optimizer and the cosine annealing learning rate scheduler...
with a initial learning rate of 0.01 all benchmarks. We use 30 epochs for Split-CIFAR100 and Split-DomainNet, 10 epochs for 5-Datasets and CORe50. We set the batch size of 128 for all experiments. Momentum and weight decay parameters are set to 0.9 and 0.0005, respectively. We use ViT-B/16 (Dosovitskiy et al. 2021) pre-trained on ImageNet as backbone and the classifier is a class-attention block (CAB) (Touvron et al. 2021) with a linear projection. The hyper-parameters of CAB is the same as ViT-B/16 except the MLP ratio is 0.5, which has the parameters $3M$. Due to the fact raw features extracted from pre-trained ViT are not suitable for all downstream tasks, we also add parameters ($10 \times 768$) to the input, like (Jia et al. 2022). The candidate temperature set $\Psi$ is from a range of numbers from 0.001 to 1.0 with step of 0.001. We set the energy anchor $\Delta = -10$ and balance hyper-parameter $\lambda = 0.1$ for all benchmarks.

### Comparison Results

We compare the proposed ESN with the state of the art on Split-CIFAR100, Split-DomainNet, 5-Datasets and CORe50. We run ESN for 5 times randomly and report the average results. For fair comparisons, all methods start from the same ImageNet pre-trained ViT-B/16.

### Results of Class-incremental learning

Table 1 and Table 2 summarize the results on Split-CIFAR100 and 5-Datasets respectively. ESN achieves state-of-the-art performance without any rehearsal buffer in terms of average accuracy and forgetting. We compute that ESN obtains a considerable relative improvement (an average of roughly 3.5%) over the best rehearsal-free methods. We can see that most rehearsal-based methods significantly improve by storing more data. This shows that the rehearsal-based methods’ performances highly depend on buffer size. The outstanding performance of ESN indicates that the proposed anchor-based energy self-normalization can successfully aggregate

### Results of Cross-Domain Class-incremental learning

Cross-Domain Class-incremental learning is a more challenging scenario than traditional CIL and DIL settings. As shown in Table 4, ESN out-performs all other rehearsal-free methods by a large margin (about 50% improvement). We can see that most class incremental learning algorithms fail to prevent catastrophic forgetting in the cross-domain setting to a great extent, as indicated by high final forget-

| Method   | Buffer size | FAA (↑) | FF (↓) |
|----------|-------------|---------|--------|
| ER       |             | 67.87±0.58 | 33.33±2.98 |
| BiC      |             | 66.11±0.76 | 35.24±1.64 |
| GDumb    |             | 67.14±0.37 | -       |
| DER++    | 1000        | 61.06±0.86 | 39.87±0.99 |
| Co²L     |             | 72.15±1.32 | 28.55±1.56 |
| DyTox    |             | 77.61±0.92 | 8.26±0.38 |
| ER       |             | 82.33±0.17 | 16.46±0.25 |
| BiC      |             | 81.42±0.85 | 17.31±1.02 |
| GDumb    |             | 81.67±0.02 | -       |
| DER++    | 5000        | 83.94±0.34 | 14.55±0.73 |
| Co²L     |             | 82.49±0.89 | 17.48±1.80 |
| DyTox    |             | 88.15±0.28 | 3.64±0.19 |
| PT-seq   |             | 33.61±0.85 | 86.87±0.20 |
| EWC      |             | 47.01±0.29 | 33.27±1.17 |
| LwF      | 0           | 60.69±0.63 | 27.77±2.17 |
| L2P      |             | 83.86±0.28 | 7.35±0.38 |
| ESN      |             | 86.34±0.52 | 4.76±0.14 |
| Upper-bound |         | 91.27±0.18 | -        |

Table 1: Results on Split-CIFAR100 for CIL. Bold: best rehearsal-free results. All results except ESN, DyTox, and Upper-bound are from (Wang et al. 2022c).

| Method   | Buffer size | FAA (↑) | FF (↓) |
|----------|-------------|---------|--------|
| ER       |             | 80.32±0.55 | 15.69±0.89 |
| BiC      |             | 78.74±1.41 | 21.15±1.00 |
| DER++    | 250         | 80.81±0.07 | 14.38±0.35 |
| Co²L     |             | 82.25±1.17 | 17.52±1.35 |
| ER       |             | 84.26±0.84 | 12.85±0.62 |
| BiC      |             | 85.53±2.06 | 10.27±1.32 |
| DER++    | 500         | 84.88±0.57 | 10.46±1.02 |
| Co²L     |             | 86.05±1.03 | 12.28±1.44 |
| PT-seq   |             | 20.12±0.42 | 94.63±0.68 |
| EWC      |             | 50.93±0.09 | 34.94±0.07 |
| LwF      | 0           | 47.91±0.33 | 38.01±0.28 |
| L2P      |             | 81.14±0.93 | 4.64±0.52 |
| ESN      |             | 85.71±1.47 | 2.85±0.61 |
| Upper-bound |         | 94.39±0.21 | -        |

Table 2: Results on 5-Datasets for CIL. Bold: best rehearsal-free results. All results except ESN and Upper-bound are copied from (Wang et al. 2022c).

| Method   | Buffer size | FAA (↑) | FF (↓) |
|----------|-------------|---------|--------|
| ER       |             | 80.10±0.56 | -       |
| BiC      |             | 74.92±0.25 | -       |
| DER++    | 50/50/class | 79.28±0.30 | -       |
| Co²L     |             | 79.70±0.44 | -       |
| DyTox    |             | 79.75±0.84 | -       |
| L2P      |             | 81.07±0.13 | -       |
| EWC      |             | 74.82±0.60 | -       |
| LwF      | 0           | 75.45±0.40 | -       |
| L2P      |             | 78.33±0.06 | -       |
| ESN      |             | 91.80±0.31 | -       |
| Upper-bound |         | 92.50±0.11 | -        |

Table 3: The final test accuracy on CORe50 for DIL. Bold: best rehearsal-free results. All results except ESN, DyTox, and Upper-bound are copied from (Wang et al. 2022c).
The effect of related components. To further study the effectiveness of ESN, we study the effect of our main components in Table 5. Table 5 (row 1) removes the proposed anchor-based energy self-normalization strategy $L_\text{sp}$ and keeps the other parts the same. The performance has a significant drop, suggesting that aligning all isolated classifiers to the same energy plane is the key issue in aggregating them impartially for final prediction. Table 5 (row 2) removes our proposed temperature selection strategy, and just using the default temperature 1 without voting for prediction. The results is slightly lower than ESN. The decrease suggests that using the proposed temperature calibration can further boost the performance. Table 5 (row 3) shares the same class-attention block (CAB) across tasks. As the result shows, parameter isolation is important in tackling catastrophic forgetting and maintaining performance.

The effect of different $\Delta$. $\Delta$ is the main hyper-parameter of our proposed energy self-normalization loss, and we conduct an ablation study to investigate its effect. Table 6 shows the final results (FAA and FF) is insensitive to the value of $\Delta$. That is probably because the most important thing is to normalize all classifiers to the same energy plane.

The effect of different network architectures. In the main experiments, we mainly attach a class-attention block as a decoder to the pre-trained backbone. We point out that other network architectures can also use our proposed energy self-normalization method. Table 7 summarizes the results of using different architectures. Here, we add two parameter isolation methods to demonstrate our idea: VPT (Jia et al. 2022) and DER (Yan, Xie, and He 2021). VPT uses a small amount of task-specific learnable parameters into the input while freezing the other parts of the model to tune a pre-trained model to downstream tasks. DER expands a new network for each new coming task. The network can be any type, and we use both ResNet50 and ViT-B/16 for experiments. We report the amount of expansion parameters for a single incremental stage in the Table 7. Though the amount of expansion parameters of VPT is significantly less than CAB, VPT needs almost ten times inference time than CAB. That is because CAB works as a stage-specific decoder and uses a shared backbone to extract image features, which can decrease the computational expense. DER-like methods have the same inference speed problem and perform worse than VPT and CAB. The worse performance of DER-like methods is probably because training large models on a small subset of a dataset has severe over-fitting.

## Conclusion

This paper proposes a novel rehearsal-free stage-isolation based general incremental learning framework. The proposed ESN learns stage-isolation classifiers for each stage, and uses then anchor-based energy self-normalization strategy to aggregate multiple isolated classifiers in an impartial way. Furthermore, we propose a control parameter (temperature) finding method and propose a voting based inference augmentation strategy for robust inference. Our experiments show that our method outperforms the current state-of-the-art on four large benchmarks by a large margin and can handle general incremental learning scenarios.
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