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Abstract

We investigate the macroscopic energy diffusion of a disordered harmonic chain of oscillators, whose hamiltonian dynamics is perturbed by a degenerate conservative noise. After rescaling space and time diffusively, we prove that the equilibrium energy fluctuations evolve according to a linear heat equation. The diffusion coefficient is obtained from Varadhan’s non-gradient approach, and is equivalently defined through the Green-Kubo formula. Since the perturbation is very degenerate and the symmetric part of the generator does not have a spectral gap, the standard non-gradient method is reviewed under new perspectives.
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This paper deals with diffusive behaviour in heterogeneous media for interacting particle systems. More precisely, we address the problem of energy fluctuations for chains of oscillators with random defects. In the last fifty years, it has been recognized that introducing disorder in interacting particle systems has a drastic effect on the conduction properties of the material [9]. The most mathematically tractable model of oscillators is the one-dimensional system with harmonic interactions [1]. The anharmonic case is poorly understood from a mathematical point of view, but since the works of Peierls [26, 27], it is admitted that non-linear interactions between atoms should play a crucial role in the derivation of the Fourier law. In [2, 5, 7] (among many others) the authors propose to model anharmonicity by stochastic perturbations, in order to recover the expected macroscopic behavior: in some sense, the noise simulates the effect of non-linearities. Being inspired by all these previous works, the aim of this paper is to prove the diffusive energy behavior of disordered harmonic chains perturbed by an energy conserving noise. Moreover we prove that all the disorder effects are, on a sufficiently large scale, contained in a diffusion coefficient, which depends on the statistics of the field, but not on the randomness itself.
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On the one hand, the disorder effect has already been investigated for lattice gas dynamics: the first article dealing with scaling limits of particle systems in random environment is the remarkable work of Fritz [13], and since then the subject has attracted a lot of interest, see for example [12, 17, 24, 28]. These papers share one main feature: the models are non-gradient due to the presence of the disorder. Except in [13], non-gradient systems are usually solved by establishing a microscopic Fourier law up to a small fluctuating term, following the sophisticated method initially developed by Varadhan in [32], and generalized to non-reversible dynamics in [19]. These previous works mostly deal with systems of particles that evolve according to an exclusion process in random environment: the particles are attempting jumps to nearest neighbour sites at rates which depend on both their position and the objective site, and the rates themselves come from a quenched random field. Different approaches are adopted to tackle the non-gradient feature: whereas the standard method of Varadhan is helpful in dimension $d \geq 3$ only (see [12]), the “long jump” variation developed by Quastel in [28] is valid in any dimension. The study of disordered chains of oscillators perturbed by a conservative noise has appeared more recently, see for instance [3, 4, 10]. In all these papers, the thermal conductivity is defined by the Green-Kubo formula only. Here, we also define the diffusion coefficient through hydrodynamics and we prove that both definitions are equivalent.

On the other hand, the study of one-dimensional chains of oscillators is an active field of research. In [21], the authors derive the diffusive scaling limit for a homogeneous (without disorder) chain of coupled harmonic oscillators, perturbed by a noise which randomly flips the sign of the velocities (called velocity-flip noise), so that the energy is conserved but not the momentum. We want to investigate here the scaling limit of equilibrium fluctuations for the same chain of harmonic oscillators, still perturbed by the velocity-flip noise, but now provided with i.i.d. random masses. In [31], for the same model, an exact fluctuation-dissipation relation (see for example [22]) reproduces the Fourier law at the microscopic level. With random masses, however, the fluctuation-dissipation equations are no longer directly solvable. We therefore adapt Varadhan’s non-gradient approach, which allows one to show that an approximate fluctuation-dissipation decomposition holds. The main ingredients of the usual non-reversible non-gradient method are: first, a spectral gap estimate for the symmetric part of the dynamics, and second, a sector condition for the total generator.

The rigorous study of the disordered harmonic chain perturbed by the velocity-flip noise contains three major obstacles: (i) first, the symmetric part of the generator (which, in our case, comes only from the stochastic noise) is poorly ergodic, and does not have a spectral gap when restricted to micro-canonical manifolds. This issue is usually critical to apply Varadhan’s method; (ii) second, the degeneracy of the perturbation implies that the asymmetric part of the generator cannot be controlled by its symmetric part (in technical terms, the sector condition does not hold); (iii) finally, the energy current depends on the disorder, and has to be approximated by a fluctuation-dissipation equation which takes into account the fluctuations of the disorder itself.

To overcome the second obstacle (ii), namely the lack of sector condition due to the high degeneracy of the velocity-flip noise, we add a second stochastic perturbation, that exchanges velocities (divided by the square root of mass) and positions at random independent Poissonian times, so that a kind of sector condition can be proved (see Proposition 5.7: we call it the weak sector condition). However, the spectral gap estimate and the usual sector condition still do not hold when adding the exchange noise, meaning

---

1Roughly speaking, the gradient property states that the microscopic current (of density, or energy, depending on the conservation law under consideration) can be decomposed as a local gradient. We refer to Section 2.2 for more details.
that the stochastic perturbation remains very degenerate; in other words, the noises are still far from ergodic. To sum up, the final model that we rigorously investigate here is: the coupled harmonic chain with random masses, perturbed by two degenerate stochastic noises, one which exchanges velocities and positions, the other one which flips the sign of velocities. The main results and contributions of this article are

- an adaptation of the non-gradient method to a microscopic model for which neither the spectral gap inequality nor the sector condition hold (Proposition 3.2 and Lemma 5.9), which makes no use of the closed forms theory. In particular, the main novelty is Lemma 4.3;
- the macroscopic behavior of the equilibrium fluctuations of the energy, which is diffusive, with a diffusion coefficient $D$ depending only on the statistics of the random masses field (Theorem 2.1);
- the equivalence between two definitions of the diffusion coefficient: the one obtained via Varadhan’s approach, and the one obtained from the Green-Kubo formula (Theorem 2.2).

Our model has one crucial feature, that makes an adaptation of Varadhan’s approach possible despite the lack of spectral gap of the symmetric part of the generator: thanks to the harmonicity of the chain, the generator of the dynamics preserves homogeneous polynomials together with their degree. In particular, the derivation of the sector condition and the non-gradient decomposition of closed discrete differential forms at the center of the non-gradient method (see [30, 18] for more details) can be carried out rather explicitly in a suitable space of quadratic functions, without need for a spectral gap. Although some further complications appear in the study of our model, this is one of its clear advantages. It allows us to avoid significant technical difficulties usually inherent to Varadhan’s approach, and to adapt the latter to a model with a very degenerate noise. In particular, if the chain is not assumed to be harmonic, a stronger noise than ours is generally needed: the one proposed by Olla and Sasada in [25] is strong enough so that the spectral gap and the sector condition hold, and they were able to use ideas from Varadhan’s approach to determine the scaling limit of the equilibrium fluctuations. Our purpose here is to show, using elements of the non-gradient method as well, that in the presence of i.i.d. random masses, the annealed (i.e. averaged out over the masses’ randomness) equilibrium fluctuations of the energy evolve following an infinite Ornstein-Uhlenbeck process. The covariances characterizing this linearized heat equation are given in terms of the diffusion coefficient, which is defined through a variational formula. We opted for a rather detailed redaction, even if some proofs may look standard to expert readers. We hope that this choice will be beneficial for the reader not already familiar with the non-gradient method.

Finally, we also show that the diffusion coefficient can be equivalently given by the Green-Kubo formula. The latter is defined as the space-time variance of the current at equilibrium, which is only formal in the sense that a double limit (in space and time) has to be taken. As in [3], where the disordered harmonic chain is perturbed by a stronger energy conserving noise, we prove here that the limit exists, and that the homogenization effect occurs for the Green-Kubo formula: for almost every realization of the disorder, the thermal conductivity exists, is independent of the disorder, is positive and finite. This allows us to prove that the diffusion coefficient $D$ obtained through the variational formula in Varadhan’s method, and the coefficient $\overline{D}$ defined through the Green-Kubo formula, are actually equal: $D = \overline{D}$.

To conclude this introduction, we introduce in more details the model on which this article focuses. As explained earlier, we consider here an infinite harmonic hamiltonian system described by the sequence $\{p_x, r_x\}_{x \in \mathbb{Z}}$, where $p_x$ stands for the momentum of the...
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oscillator at site $x$, and $r_x$ represents the distance between oscillator $x$ and oscillator $x+1$. Each atom $x \in \mathbb{Z}$ has a mass $M_x > 0$, thus the velocity of atom $x$ is given by $p_x/M_x$. We assume the disorder $\mathcal{M} := \{M_x\}_{x \in \mathbb{Z}}$ to be a collection of real i.i.d. positive random variables such that

$$\forall x \in \mathbb{Z}, \quad \frac{1}{C} \leq M_x \leq C,$$

for some finite constant $C > 0$. The equations of motions are given by

$$\begin{cases}
\frac{dp_x}{dt} = r_x - r_{x-1}, \\
\frac{dr_x}{dt} = \frac{p_{x+1}}{M_{x+1}} - \frac{p_x}{M_x},
\end{cases} \quad (1.2)$$

so that the dynamics conserves the total energy

$$\mathcal{E} := \sum_{x \in \mathbb{Z}} \left\{ \frac{p_x^2}{2M_x} + \frac{r_x^2}{2} \right\}.$$  

To overcome the lack of ergodicity of deterministic chains\(^2\), we add a stochastic perturbation to (1.2). The noise can be easily described: at independently distributed random Poissonian times, the quantity $p_x/\sqrt{M_x}$ and the interdistance $r_x$ are exchanged, or the momentum $p_x$ is flipped into $-p_x$. This noise still conserves the total energy $\mathcal{E}$, and is very degenerate. The main goal of this paper is to prove that the energy fluctuations in equilibrium converge in a suitable space-time scaling limit (Theorem 2.1).

Even if Theorem 2.1 could be proved \textit{mutatis mutandis} for this harmonic chain described by $\{p_x, r_x\}$, for pedagogical reasons we now focus on a simplified model, which has the same features and involves simplified computations\(^3\). From now on, we study the dynamics on new configurations $\{\eta_x\}_{x \in \mathbb{Z}} \in \mathbb{R}^\mathbb{Z}$ written as

$$m_x \frac{d\eta_x}{dt} = (\eta_{x+1} - \eta_{x-1})dt,$$

where $m := \{m_x\}_{x \in \mathbb{Z}}$ is the new disorder with the same characteristics as in (1.1). It is notationally convenient to change the variable $\eta_x$ into $\omega_x := \sqrt{m_x} \eta_x$, so that the total energy reads

$$\mathcal{E} = \sum_{x \in \mathbb{Z}} \omega_x^2.$$  

Let us now introduce the corresponding stochastic energy conserving dynamics: the evolution is described by (1.3) between random exponential times, and at each ring one of the following interactions can happen:

\begin{enumerate}
\item \textit{Exchange noise} – the two nearest neighbour variables $\omega_x$ and $\omega_{x+1}$ are exchanged;
\item \textit{Flip noise} – the variable $\omega_x$ at site $x$ is flipped into $-\omega_x$.
\end{enumerate}

As a consequence of these two perturbations, the dynamics only conserves the total energy, the other important conservation laws of the hamiltonian part being destroyed by the stochastic noises\(^4\). It is not difficult to check that the following family $\{\mu_\beta\}_{\beta > 0}$ of \textit{grand-canonical Gibbs measures} on $\mathbb{R}^\mathbb{Z}$ is invariant for the resulting process $\{\omega_x(t) ; x \in \mathbb{Z}, t \geq 0\}$:

$$d\mu_\beta(\omega) := \prod_{x \in \mathbb{Z}} \sqrt{\frac{\beta}{2\pi}} \exp \left( -\frac{\beta}{2} \omega_x^2 \right) d\omega_x.$$

\(^2\)For the deterministic system of harmonic oscillators, it is well known that the energy is ballistic, destroying the validity of the Fourier law. For more details, see the remarkable work of Lebowitz, Lieb and Rieder [23], which is the standard reference.

\(^3\)We invite the reader to see [6] for the origin of this new particle system.

\(^4\)It is now well understood that the ballisticity of the harmonic chain is due to the infinite number of conserved quantities. In 1994, Fritz, Funaki and Lebowitz [14] propose different stochastic noises that are sufficient to destroy the ballisticity of the chain: the velocity-flip noise is one of them.
The index $\beta$ stands for the inverse temperature. Note that with our notational convenience, $\mu_\beta$ does not depend on the disorder $m$. Observe also that the dynamics is not reversible with respect to the measure $\mu_\beta$. We define $e_\beta := \beta^{-1}$ as the thermodynamical energy associated to $\beta$, namely the expectation of $\omega_2$ with respect to $\mu_\beta$, and $\chi(\beta) = 2\beta^{-2}$ as the static compressibility, namely the variance of $\omega_2$ with respect to $\mu_\beta$.

To state the convergence result, let us define the distribution-valued energy fluctuation field, as follows: at time 0, it is given by

$$Y_N^0 := \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{Z}} \delta_{x/N} \left\{ \omega_2^x(0) - e_\beta \right\},$$

where $\delta_u$ is the Dirac measure at point $u \in \mathbb{R}$. We assume that the dynamics is at equilibrium, namely that $\{\omega_2^x(0)\}_{x \in \mathbb{Z}}$ is distributed according to the Gibbs measure $\mu_\beta$. It is well known that $Y_N^0$ converges in distribution as $N \to \infty$ towards a centered Gaussian field $Y$, which satisfies

$$E_Y [Y(F)Y(G)] = \chi(\beta) \int_R F(y)G(y)dy,$$

for continuous test functions $F, G$. One of the main results of this article, Theorem 2.1 below, states that the energy fluctuations evolve diffusively in time: starting from $\mu_\beta$, and averaging over the disorder $m$, the energy field

$$Y_t^N := \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{Z}} \delta_{x/N} \left\{ \omega_2^x(tN^2) - e_\beta \right\}
$$

converges in distribution as $N \to \infty$ to the solution of the linear Stochastic Partial Differential Equation (SPDE)

$$\partial_t Y = D \partial^2_y Y + \sqrt{2D\chi(\beta)} \partial_y W, \quad t > 0, y \in \mathbb{R},$$

where $D$ is the diffusion coefficient, defined by variational formula (see Definition 2.5 below), and $W$ is the standard normalized space-time white noise. Let us note here that the coefficient $D$ does not depend on $\beta$. This claim is proved below in Section 2.4.3 (cf. Definition 2.5).

Finally, one could think of using the well-known entropy method [15] to further derive the hydrodynamic equation: in that case, the initial law is not assumed to be the equilibrium measure $\mu_\beta$, but a local equilibrium measure. We conjecture that this property of local equilibrium propagates in time, and that an hydrodynamic limit result holds. Let $e_0 : T \to \mathbb{R}$ be a bounded function, where $T$ denotes the torus $[0, 1)$. One would like to show that the empirical energy profile $\frac{1}{N} \sum_x \delta_{x/N} \omega_2^x(tN^2)$ converges as $N \to \infty$ to the macroscopic profile $e(t, \cdot) : T \to \mathbb{R}$ solution to

$$\begin{cases}
\frac{\partial e}{\partial t}(t, u) = D \frac{\partial^2 e}{\partial u^2}(t, u), & t > 0, \ u \in T, \\
e(0, u) = e_0(u).
\end{cases}$$

Unfortunately, even if the diffusion coefficient $D$ is well defined through the non-gradient approach, this does not straightforwardly provide a method to prove such a result\footnote{More details about the main obstacles to prove hydrodynamic limits are available in the ArXiv version of this paper: https://arxiv.org/abs/1402.3617}. Let us now give the outline of the article. Section 2 is devoted to properly introducing the model and all definitions that are needed, as well as stating our main results, namely Theorem 2.1 (macroscopic equilibrium fluctuations) and Theorem 2.2 (Green-Kubo...}
formula) below. The first theorem, namely the convergence of the energy fluctuations field (in the sense of finite dimensional distributions) is proved in Section 3.1, up to technical results which are postponed in further sections. Indeed, the main point is to identify the diffusion coefficient $D$ by adapting the non-gradient method of Varadhan [32]. This is done in several steps: in Section 4, we derive the so-called Boltzmann-Gibbs principle stated in Proposition 3.2. In Section 5 we obtain the diffusion coefficient as resulting from a projection of the current in some suitable Hilbert space, and finally Section 6 improves the description of the diffusion coefficient through several variational formulas (see Remark 6.1). In Section 7 we prove the second theorem in two steps: first, we show the convergence of the Green-Kubo formula (Proposition 7.2), and second, we demonstrate rigorously that both definitions of the diffusion coefficient are equivalent (Proposition 7.3). Finally, in Section 8, we present a second disordered model, where the interaction is described by a potential $V$ which is not assumed to be harmonic anymore. For this anharmonic chain, we need a very strong stochastic perturbation, which has a spectral gap, and satisfies the sector condition. In Appendices, technical points are detailed: in Appendix A, the space of square-integrable functions w.r.t. the standard Gaussian law is studied through its orthonormal basis of Hermite polynomials. The sector condition (Proposition B.1) is proved in Appendix B for a specific class of functions suitable for our needs. In Appendix C, tightness for the energy fluctuation field (Proposition C.1) is investigated for the sake of completeness.

2 The harmonic chain perturbed by stochastic noises

2.1 Generator of the Markov process

Let us define the dynamics on the finite torus $T_N := Z/N Z$, meaning that boundary conditions are periodic. The space of configurations is given by $\Omega_N = R^{T_N}$. The configuration $\{\omega_x\}_{x \in T_N}$ evolves according to a dynamics which can be divided into two parts, a deterministic one and a stochastic one. The disorder is an i.i.d. sequence $m = \{m_x\}_{x \in T_N}$ which satisfies:

$$\forall x \in T_N, \quad \frac{1}{C} \leq m_x \leq C,$$

for some finite constant $C > 1$. The corresponding product and translation invariant measure on the space $\Omega_N^P = [C^{-1}, C]^{|T_N|}$ is denoted by $P^N$ and its expectation is denoted by $E^N$. Their infinite volume counterparts on $Z$ are denoted by $\Omega_L$, $P$ and $E$.

For a fixed disorder field $m = \{m_x\}_{x \in T_N}$, we consider the system of equations

$$\sqrt{m_x} \, d\omega_x = \left( \frac{\omega_{x+1}}{\sqrt{m_{x+1}}} - \frac{\omega_{x-1}}{\sqrt{m_{x-1}}} \right) dt, \quad t \geq 0, \ x \in T_N,$$

and we superpose to this deterministic dynamics a stochastic perturbation described as follows: with each atom $x \in T_N$ (respectively each bond $\{x, x+1\}, x \in T_N$) is associated an exponential clock of rate $\gamma > 0$ (resp. $\lambda > 0$), and all clocks are independent one from another. When the clock attached to the atom $x$ rings, $\omega_x$ is flipped into $-\omega_x$. When the clock attached to the bond $\{x, x+1\}$ rings, the values $\omega_x$ and $\omega_{x+1}$ are exchanged. This dynamics can be equivalently defined by the generator $L^m_N$ of the Markov process $\\{\omega_x(t); x \in T_N\}_{t \geq 0}$, which is written as

$$L^m_N = A^m_N + \gamma S^{\text{flip}}_N + \lambda S^{\text{exch}}_N,$$

where

$$A^m_N = \sum_{x \in T_N} \left( \frac{\omega_{x+1}}{\sqrt{m_x m_{x+1}}} - \frac{\omega_{x-1}}{\sqrt{m_{x-1} m_x}} \right) \frac{\partial}{\partial \omega_x},$$
We denote the total generator of the noise by $S_N$. Throughout this article we will frequently use the fact that $\omega$ is a constant that stands for the inverse temperature, and satisfies $\beta = \frac{1}{\omega}$. More precisely, $\mathcal{L}_N$, $\mathcal{A}_N$, $S_N^{\text{flip}}$ and $S_N^{\text{exch}}$ their infinite volume counterparts for which $T_N$ has been replaced by $\mathbb{Z}$. In the formulas above, the configuration $\omega^x$ is the configuration obtained from $\omega$ by flipping the value at site $x$:

$$(\omega^x)_z = \begin{cases} 
\omega_z & \text{if } z \neq x, \\
-\omega_z & \text{if } z = x,
\end{cases}$$

and the configuration $\omega^{x,x+1}$ is obtained from $\omega$ by exchanging the values at sites $x$ and $x+1$:

$$(\omega^{x,x+1})_z = \begin{cases} 
\omega_z & \text{if } z \neq x, x+1, \\
\omega_{x+1} & \text{if } z = x, \\
\omega_x & \text{if } z = x+1.
\end{cases}$$

We denote the total generator of the noise by $S_N := \gamma S_N^{\text{flip}} + \lambda S_N^{\text{exch}}$ (and similarly $S = \gamma S^{\text{flip}} + \lambda S^{\text{exch}}$ in infinite volume).

It is straightforward to see that the total energy $\sum_{x \in T_N} \omega_x^2$ is conserved by the dynamics and that the following translation invariant product Gibbs measures $\mu_N^\beta$ on $\Omega_N$ are invariant for the Markov process:

$$d\mu_N^\beta(\omega) := \prod_{x \in T_N} \sqrt{\frac{\beta}{2\pi}} \exp \left( -\frac{\beta}{2} \omega_x^2 \right) d\omega_x.$$ 

The index $\beta$ is a constant that stands for the inverse temperature, and satisfies $\int \omega_0^2 d\mu_0^\beta = \beta^{-1}$. Let us note that the Gibbs measures do not depend on the disorder $m$. From the definition, our model is not reversible with respect to the measure $\mu_N^\beta$. More precisely, $\mathcal{A}_N^m$ is an antisymmetric operator in $\mathbb{L}^2(\mu_N^\beta)$, whereas $S_N$ is symmetric.

We denote by $\mu^\beta$ the product Gibbs measure on the infinite configuration space $\Omega := \mathbb{R}^\mathbb{Z}$. The scalar product in $\mathbb{L}^2(\mu^\beta)$ is denoted by $\langle \cdot, \cdot \rangle_\beta$. Moreover, we denote by $\mathbb{P}_\beta^*$ (resp. $\mathbb{P}_\beta^N$) the probability measure on $\Omega^D \times \Omega_N$ (resp. $\Omega_N^D \times \Omega_N$) defined by

$$\mathbb{P}_\beta := \mathbb{P} \otimes \mu^\beta \quad \text{(resp. } \mathbb{P}_\beta^N := \mathbb{P}_\beta^N \otimes \mu_N^\beta \text{).} \quad (2.1)$$

Throughout this article we will frequently use the fact that $\mathbb{P}_\beta^*$ and $\mathbb{P}_\beta^N$ are translation invariant. We write $E_\beta^*$ (resp. $E_\beta^N$) for the corresponding expectation, and $E_\beta^\beta[\cdot, \cdot]$ for the scalar product in $\mathbb{L}^2(\mathbb{P}_\beta^*)$. We also define the static compressibility which is equal to the variance of the one-site energy $\omega_0^2$ with respect to $\mu^\beta$, namely

$$\chi(\beta) := \langle \omega_0^4 \rangle_\beta - \langle \omega_0^2 \rangle_\beta^2 = \frac{2}{\beta^2}. \quad (2.2)$$

### 2.2 Energy current

Since the dynamics locally conserves the energy, one can write

$$\mathcal{L}_N^m(\omega_z^2) = j_{x-1,x}(m, \omega) - j_{x,x+1}(m, \omega). \quad (2.3)$$
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and, for all functions $f : \Omega_N^D \times \Omega_N \to \mathbb{R}$,

$$S_N^{\text{flip}} f(m, \omega) = \sum_{x \in T_N} \left( f(m, \omega^x) - f(m, \omega) \right),$$

$$S_N^{\text{exch}} f(m, \omega) = \sum_{x \in T_N} \left( f(m, \omega^{x,x+1}) - f(m, \omega) \right).$$
We will prove that the annealed distribution of $Y$ weakly converges towards the measure $\{\delta_{x,x+1}\}$ where

$$j_{x,x+1}(m, \omega) = \frac{2\omega_x \omega_{x+1}}{\sqrt{m_x m_{x+1}}} + \lambda(\omega_x^2 - \omega_{x+1}^2).$$

We write $j_{x,x+1} = j^{A}_{x,x+1} + j^{S}_{x,x+1}$ where $j^{A}_{x,x+1}$ (resp. $j^{S}_{x,x+1}$) is the current associated to the antisymmetric (resp. symmetric) part of the generator:

$$j^{A}_{x,x+1}(m, \omega) = \frac{2\omega_x \omega_{x+1}}{\sqrt{m_x m_{x+1}}}$$
$$j^{S}_{x,x+1}(m, \omega) = \frac{\lambda}{\sqrt{m_x m_{x+1}}}.$$  \hfill (2.4)

Note that (2.3) (2.4) and (2.5) still hold if $\mathcal{L}^{m}_N$ is replaced by its infinite volume counterpart $\mathcal{L}^{\infty}$ and $x \in T_N$ by $x \in \mathbb{Z}$, so that we will, without further mention, identify the instantaneous currents in a periodic setting and in infinite volume. As mentioned in the introduction, this model is non-gradient, i.e. the current cannot be directly written as the gradient of a local function. Moreover, there is not an exact fluctuation-dissipation equation, as in [31].

\section*{2.3 Main results}

Let us state our main results on the fluctuations of the empirical energy around equilibrium, and the Green-Kubo formula for the diffusion coefficient.

Recall that we introduced after (1.4) the thermodynamical energy $e_\beta = \beta^{-1}$ associated to $\beta > 0$. We define the energy empirical distribution $\pi^{N}_{t,m}$ on the continuous torus $T = \mathbb{R}/\mathbb{Z}$ as

$$\pi^{N}_{t,m}(du) = \frac{1}{N} \sum_{x \in T_N} \omega_x^2(t) \delta_{x/N}(du), \quad t \in [0,T], \quad u \in T,$$

where $\delta_u$ stands for the Dirac measure at point $u$, and where $\{\omega(t)\}_{t \geq 0}$ is the Markov process generated by $N^2\mathcal{L}^{m}_N$. If the initial state of the dynamics is the equilibrium Gibbs measure $\mu_N^{\beta}$, then, for any fixed $t \geq 0$, and any disorder $m \in \Omega^D_N$, the measure $\pi^{N}_{t,m}$ weakly converges towards the measure $\{e_\beta du\}$ on $T$, which is deterministic and with constant density w.r.t. the Lebesgue measure on $T$. Here we investigate the fluctuations of the empirical measure $\pi^{N}_{t,m}$ with respect to this limit.

\begin{definition} \textit{(Energy fluctuation field).} We denote by $\mathcal{Y}^{N}_{t,m}$ the empirical energy fluctuation field associated with the Markov process $\{\omega(t)\}_{t \geq 0}$ generated by $N^2\mathcal{L}^{m}_N$ (note the diffusive time acceleration) and starting from $P^0_N = P^\infty \otimes \mu_N^{\beta}$, defined by its action over test functions $H \in C^2(T)$,

$$\mathcal{Y}^{N}_{t,m}(H) = \frac{1}{\sqrt{N}} \sum_{x \in T_N} \frac{H}{N} \left( \frac{x}{N} \right) \left( \omega_x^2(t) - e^\beta \right).$$

We will prove that the annealed distribution of $\mathcal{Y}^{N}_{t,m}$ converges in distribution towards the solution to the linear SPDE:

$$\partial_t \mathcal{Y} = D \partial^2_x \mathcal{Y} + \sqrt{2D\chi(\beta)} \partial_y W,$$ \hfill (2.6)

where $W$ is a standard normalized space-time white noise, and $D$ is the diffusion coefficient defined in Definition 2.5 below. More precisely, the solution to (2.6) is the stationary generalized Ornstein-Uhlenbeck process (cf. [16]) with zero mean and covariances given by

$$E_{\mathcal{Y}} \left[ \mathcal{Y}_t(H) \mathcal{Y}_0(G) \right] = \frac{\chi(\beta)}{\sqrt{4\pi D \lambda}} \int_{\mathbb{R}^2} \mathbb{P}(u) \mathbb{G}(v) \exp \left( -\frac{(u-v)^2}{4D} \right) \, du \, dv,$$

where $\mathbb{P}(u)$ and $\mathbb{G}(v)$ are the spectral measures associated to $\chi(\beta)$ and $\lambda$, respectively.

\end{definition}
for all \( t > 0 \) and test functions \( H, G \in C^2(\mathbb{T}) \). Here and after, \( H \) (resp. \( G \)) is the periodic extension to the real line of \( H \) (resp. \( G \)). Let us fix a time horizon \( T > 0 \). The probability measure on the Skorokhod space \( D([0, T], \Omega_N) \) induced by the Markov process \( \{\omega(t)\}_{t \geq 0} \) generated by \( N^2L_N^\beta \) and starting from \( \mathbb{P}_N^\beta = \mathbb{P}_N \otimes \mu_N^\beta \) is denoted by \( \mu_N^\beta \). In order to avoid burdening notations, we also denote by \( \mu_N^\beta[f] \) the expectation of the function \( f \) w.r.t. \( \mu_N^\beta \).

Consider for \( k > 0 \) the Sobolev space \( \mathcal{H}_{-k} \) (e.g. see [8] for an exhaustive reference) of distributions \( \mathcal{Y} \) on \( T \) with finite norm

\[
\|\mathcal{Y}\|_{-k}^2 = \sum_{n \geq 1} (\pi n)^{-2k} \|\mathcal{Y}(e_n)\|^2,
\]

where \( e_n \) is the function \( x \mapsto \sqrt{2} \sin(\pi nx) \). We denote by \( \mathcal{Y}_N^\beta \) the annealed probability measure on the space \( D([0, T], \mathcal{H}_{-k}) \) of càdlàg trajectories on the Sobolev space, induced by the Markov process \( \{\omega(t)\}_{t \geq 0} \) and the mapping \( \mathcal{Y}_N^\beta : (m, \omega) \mapsto \{\mathcal{Y}_{t,m}^N\}_{0 \leq t \leq T} \). In other words, we define

\[
\mathcal{Y}_N^\beta(\mathcal{Y} \in \cdot) = \mu_N^\beta \circ (\mathcal{Y}_N^\beta)^{-1}(\cdot).
\]

Note that for any fixed \( N, \mathbb{P}_N^\beta \)-a.s., the total initial energy is finite. Therefore, \( \mu_N^\beta \)-a.s., the quantities \( \omega_N^2(t) \) are bounded uniformly in \( x \in \mathbb{T}_N \) and \( t \geq 0 \). In particular, \( \mu_N^\beta \)-a.s., the trajectory \( \{\mathcal{Y}_{t,m}^N\}_{t \geq 0} \) is in \( D([0, T], \mathcal{H}_{-k}) \).

We let \( \mathcal{Y} \) be the probability measure on the space \( \mathcal{C}([0, T], \mathcal{H}_{-k}) \) corresponding to the generalized Ornstein-Uhlenbeck process \( \mathcal{Y}_1 \) solution to (2.6). The first main result of this paper is the following.

**Theorem 2.1** (Equilibrium fluctuations). Fix \( k > 5/2 \) and \( T > 0 \). The sequence \( \{\mathcal{Y}_N^\beta\}_{N \geq 1} \) weakly converges in \( D([0, T], \mathcal{H}_{-k}) \) to the probability measure \( \mathcal{Y} \).

The second main result is the so-called Green-Kubo formula, which gives an alternative formula for the diffusion coefficient \( D \).

**Theorem 2.2** (Green-Kubo formula). The diffusion coefficient \( D \) introduced in Definition 2.5 below satisfies

\[
D = \lim_{z \to 0} \left\{ \lambda + \frac{1}{2} \int_0^{+\infty} dt \, e^{-\lambda t} \sum_{x \in \mathbb{Z}} \mathbb{E} \left[ j_{0,1}^A(m,\omega(t)), \tau_x j_{0,1}^A(m,\omega(0)) \right] \right\}.
\]

To prove the first result, we follow the lines of [25, Section 3]. The proof of Theorem 2.1 is divided into three steps. First, we need to show that the sequence \( \{\mathcal{Y}_N^\beta\}_{N \geq 1} \) is tight. This point follows a standard argument, given for instance in [18, Section 11], and recalled in Appendix C for the sake of completeness. Then, we prove (in Section 3.1) that any limit point \( \mathcal{Y}_t \) of \( \{\mathcal{Y}_N^\beta\}_{N \geq 1} \) is concentrated on trajectories whose marginals at time \( t \) have, for any \( t \in [0, T] \), the distribution of a centered Gaussian field with covariances given by

\[
\mathbb{E}_t[H_G] = \chi(\beta) \frac{1}{T} \int_H G(u) \, du,
\]

where \( H, G \in C^2(\mathbb{T}) \) are test functions. Since \( \mu_N^\beta \) is stationary for the process \( \{\omega(t)\}_{t \geq 0} \), this statement comes from the Central Limit Theorem for independent variables. Finally, we prove the main ingredient: all limit points \( \mathcal{Y}_t \) of the sequence \( \{\mathcal{Y}_N^\beta\}_{N \geq 1} \) solve the martingale problems (2.8) and (2.9) given below, namely, for any function \( H \in C^2(\mathbb{T}) \),

\[
\mathcal{M}_t(H) := \mathcal{Y}_t(H) - \mathcal{Y}_0(H) - \int_0^t D \mathcal{Y}_s(H'' \)ds,
\]
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and

$$\mathcal{M}_t(H) := (\mathcal{M}_t(H))^2 - 2t\chi(\beta)D \int_T H'(u)^2 du$$

are \(L^1(\mathbb{Q}^\times)\)-martingales. This proves as wanted that \(\mathbb{Q}^\times = \mathbb{Q}\) (see for instance [18, Chapter 11, Theorem 0.2, p. 289]). All the ingredients to prove Theorem 2.1 are put together in Section 3.1.

To prove Theorem 2.2, we will show that the limit \(z \downarrow 0\) in the right hand side exists (Proposition 7.2), and then prove that the limit coincides with (2.20) (Proposition 7.3).

### 2.4 Notations and definitions

#### 2.4.1 Cylinder functions

For every \(x \in \mathbb{Z}\) and every measurable function \(f\) on \(\Omega^D \times \Omega\), we define the translated function \(\tau_x f\) on \(\Omega^D \times \Omega\) by:

$$\tau_x f(m, \omega) := f(\tau_x m, \tau_x \omega),$$

where \(\tau_x m\) and \(\tau_x \omega\) are the disorder and particle configurations translated by \(x \in \mathbb{Z}\), respectively:

$$(\tau_x m)_z := m_{x+z}, \quad (\tau_x \omega)_z = \omega_{x+z}.$$  

Let \(\Lambda\) be a finite subset of \(\mathbb{Z}\), and denote by \(\mathcal{F}_\Lambda\) the \(\sigma\)-algebra generated by \(\{m_x, \omega_x ; x \in \Lambda\}\). For a fixed positive integer \(\ell\), we define \(\Lambda_\ell := \{-\ell, \ldots, \ell\}\). If the box is centered at site \(x \neq 0\), we denote it by \(\Lambda_\ell(x) := \{-\ell + x, \ldots, \ell + x\}\). If \(f\) is a measurable function on \(\Omega^D \times \Omega\), the support of \(f\), denoted by \(\Lambda_f\), is the smallest subset of \(\mathbb{Z}\) such that \(f(m, \omega)\) only depends on \(\{m_x, \omega_x ; x \in \Lambda_f\}\) and \(f\) is called a cylinder (or local) function if \(\Lambda_f\) is finite. In that case, we denote by \(s_f\) the smallest positive integer \(s\) such that \(\Lambda_f \subset \Lambda_s\).

For every cylinder function \(f : \Omega^D \times \Omega \to \mathbb{R}\), consider the formal sum

$$\Gamma_f := \sum_{x \in \mathbb{Z}} \tau_x f,$$

which is ill defined, but for which both gradients

$$\nabla_0(\Gamma_f) := \Gamma_f(m, \omega^0) - \Gamma_f(m, \omega),$$

$$\nabla_{0,1}(\Gamma_f) := \Gamma_f(m, \omega^{0,1}) - \Gamma_f(m, \omega),$$

only involve a finite number of non-zero contributions and are therefore well defined. Similarly, we define for any \(x \in \mathbb{T}_N\)

$$(\nabla_x f)(m, \omega) := f(m, \omega^x) - f(m, \omega),$$

$$(\nabla_{x,x+1} f)(m, \omega) := f(m, \omega^{x,x+1}) - f(m, \omega).$$

**Definition 2.2** (Space \(C\)). We denote by \(C\) the set of cylinder functions \(\varphi\) on \(\Omega^D \times \Omega\), such that

\[
\forall \omega \in \Omega, \quad m \mapsto \varphi(m, \omega)\text{ is continuous on }\Omega^D, \tag{P1}
\]

\[
\forall m \in \Omega^D, \quad \omega \mapsto \varphi(m, \omega)\text{ is in }L^2(\mu_\beta), \tag{P2}
\]

\[
\forall m \in \Omega^D, \quad \omega \mapsto \varphi(m, \omega)\text{ and has mean zero with respect to }\mu_\beta. \tag{P3}
\]

Note that any cylinder function can be identified with a function on \(\Omega^D \times \Omega_N\) for \(N\) large enough, and vice-versa.

**Remark 2.1.** It is straightforward to check that any cylinder function \(\varphi \in C\) also belongs to \(L^2(\mathbb{P}_\beta)\). To prove this claim, assume that it is not the case. Since \(\varphi\) is a cylinder function, the disorder \(m\) is integrated over a compact set \([C^{-1}, C]^{\Lambda_\beta}\), and therefore there must exist a convergent sequence \(m_k \to m_\ast\) such that \(\int |\varphi(m_k, \omega)|^2 d\mu_\beta(\omega) \to \infty\).
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Then, denoting $\Omega^A = [-A, A]^\mathbb{Z}$, one can write, by the monotone convergence result and Moore-Osgood’s Theorem:

$$
\int |\varphi(m_x,\omega)|^2 \, d\mu_\beta(\omega) = \lim_{A \to \infty} \int_{\Omega^A} |\varphi(m_x,\omega)|^2 \, d\mu_\beta(\omega) = \lim_{A \to \infty} \lim_{k \to \infty} \int_{\Omega^A} |\varphi(m_k,\omega)|^2 \, d\mu_\beta(\omega) = \lim_{k \to \infty} \lim_{A \to \infty} \int_{\Omega^A} |\varphi(m_k,\omega)|^2 \, d\mu_\beta(\omega) = \infty,
$$

which contradicts (P2).

**Definition 2.3 (Space $Q$).** We introduce a specific set of quadratic cylinder functions on $\Omega^D \times \Omega$, denoted by $Q \subset C$, and defined as follows: $f \in Q$ if there exists a sequence $\{\psi_{i,j}(m)\}_{i,j \in \mathbb{Z}}$ of cylinder functions on $\Omega^D$, with finite support in $\Omega^D$, such that

1. for all $i, j \in \mathbb{Z}$ and all $\omega \in \Omega$, the random variable $m \mapsto \psi_{i,j}(m)$ is continuous on $\Omega^D$;
2. $\psi_{i,j}$ vanishes for all but a finite number of pairs $(i, j)$, and is symmetric: $\psi_{i,j} = \psi_{j,i}$;
3. $f$ is written as

$$
f(m, \omega) = \sum_{i \in \mathbb{Z}} \psi_{i,i}(m) (\omega_{i+1}^2 - \omega_i^2) + \sum_{i,j \in \mathbb{Z}, i \neq j} \psi_{i,j}(m) \omega_i \omega_j. \tag{2.10}
$$

One easily checks that $Q$ is invariant under the action of the generator $L_N^m$ and that any function in $Q$ is an homogeneous polynomials of degree two in the variable $\omega$, with mean zero with respect to $\mu_\beta$ for every $m \in \Omega^D$. Another definition through *Hermite polynomials* is given in Appendix A (see Section A.3). We are now ready to define two sets of functions that will play a crucial role later on.

**Definition 2.4 (Spaces $C_0$, $Q_0$).** Let $C_0$ be the set of cylinder functions $\varphi$ on $\Omega^D \times \Omega$ such that there exists a finite subset $\Lambda$ of $\mathbb{Z}$, and cylinder, measurable functions $\{F_x, G_x\}_{x \in \Lambda}$ defined on $\Omega^D \times \Omega$, that verify

$$
\varphi = \sum_{x \in \Lambda} \left\{ \nabla_x(F_x) + \nabla_{x,x+1}(G_x) \right\},
$$

and such that, for all $x \in \Lambda$, the functions $F_x$ and $G_x$ satisfy (P1) and (P2) in Definition 2.2.

Let $Q_0 \subset C_0$ be the set of such functions $\varphi$, with the additional assumption that the cylinder functions $F_x, G_x$ are homogeneous polynomials of degree two in the variable $\omega$. One easily checks that, by construction, $C_0 \subset C$ and $Q_0 \subset Q$.

### 2.4.2 Dirichlet form and properties of $C_0$ and $Q_0$

Before giving the main properties of the sets introduced above, we introduce the usual quadratic form associated to the generator. Given $\Lambda_\ell = \{-\ell, \ldots, \ell\}$, we define $L_N^m$, resp. $S_{\Lambda_\ell}$, as the restriction of the generator $L_N^m$, resp. $S$, to $\Lambda_\ell$. For the jump dynamics $S_{exch}$, we consider in $S_{\Lambda_\ell}$ only the jumps with both ends in $\Lambda_\ell$, namely

$$(S_{\Lambda_\ell}) f(m, \omega) = \gamma \sum_{x \in \Lambda_\ell} (\nabla_x f)(m, \omega) + \lambda \sum_{x \in \Lambda_\ell \setminus \{\ell\}} (\nabla_{x,x+1} f)(m, \omega).$$

Finally, for any $x \in \mathbb{Z}$, any cylinder functions $f, g \in C$, and any positive integer $\ell$, let us define

$$
D_\ell(\mu_\beta; f) := \langle (-L_N^m) f, f \rangle_\beta = \langle (-S_{\Lambda_\ell}) f, f \rangle_\beta. \tag{2.11}
$$
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

Since

\[ \langle \nabla_x f, g \rangle_\beta = -\frac{1}{2} \langle \nabla_x f, \nabla_x g \rangle_\beta \quad \text{and} \quad \langle \nabla_{x,x+1} f, g \rangle_\beta = -\frac{1}{2} \langle \nabla_{x,x+1} f, \nabla_{x,x+1} g \rangle_\beta, \]

equation (2.11) in particular rewrites

\[ \mathcal{D}_\ell(\mu_\beta; f) = \frac{\gamma}{2} \sum_{x \in \Lambda_\ell} \langle (\nabla_x f)^2 \rangle_\beta + \frac{\lambda}{2} \sum_{x \in \Lambda_\ell \setminus \{\ell\}} \langle (\nabla_{x,x+1} f)^2 \rangle_\beta. \quad (2.12) \]

The symmetric form \( \mathcal{D}_\ell \) is called the Dirichlet form, and is well defined on \( \mathcal{C} \). It is a random variable with respect to the disorder \( m \). Note that, since the symmetric part of the generator does not depend on \( m \), we can write (cf. (2.1))

\[ \mathbb{E}[\mathcal{D}_\ell(\mu_\beta; f)] = \mathcal{D}_\ell(\mathcal{P}^*_\beta; f). \]

**Proposition 2.3.** The following elements belong to \( \mathcal{Q}_0 \):

(a) The instantaneous currents \( j_{0,1}^S \), \( j_{0,1}^A \) defined in (2.4) and (2.5).

(b) \( \mathcal{L}^m f \), \( S f \) and \( \mathcal{A}^m f \), for all \( f \in \mathcal{Q} \).

**Proof.** The first statement (a) is directly obtained from the following identities: for \( x \in \mathbb{Z} \), and \( k \geq 1 \),

\[ \omega_{x+1}^2 - \omega_x^2 = \nabla_{x,x+1}(\omega_x^2) \quad (2.13) \]

\[ \omega_x \omega_{x+k} = -\frac{1}{2} \nabla_x(\omega_x \omega_{x+1}) + \sum_{\ell=1}^{k-1} \nabla_{x,x+\ell,x+\ell+1}(\omega_x \omega_{x+\ell}). \quad (2.14) \]

Then, if \( f \in \mathcal{Q} \) is of the form (2.10), it is easy to see that (2.13) and (2.14) are sufficient to prove (b). For instance,

\[ \mathcal{L}^m(\omega_x \omega_{x+1}) = \frac{\omega_x \omega_{x+2}}{\sqrt{m_x m_{x+2}}} - \frac{\omega_{x+1} \omega_{x+1}}{\sqrt{m_{x+1} m_{x} m_{x+1}}} + \frac{\omega_{x+1}^2 - \omega_x^2}{m_x m_{x+1}} - 4\gamma \omega_x \omega_{x+1} + \lambda(\omega_{x+2} - \omega_{x+1}) \omega_x + \lambda(\omega_{x-1} - \omega_{x}) \omega_{x+1}. \]

The integrability and regularity conditions are straightforward. \( \square \)

**Proposition 2.4** (Dirichlet bound). Let \( \varphi \) be a cylinder function in \( \mathcal{C}_0 \), written by definition as

\[ \varphi = \sum_{x \in \Lambda} \left\{ \nabla_x(F_x) + \nabla_{x,x+1}(G_x) \right\}, \]

for some \( \Lambda \subset \mathbb{Z} \) and some functions \( F_x \) and \( G_x \) satisfying conditions (P1) and (P2) in Definition 2.2. Let us consider \( h \in \mathcal{C} \) with support in \( \Lambda_\ell \). Denote by \( \ell_\varphi \) the integer \( \ell_{\varphi} := \ell - s_\varphi - 1 \) so that the supports of \( \tau_y \varphi \) and its gradients \( \nabla_{x,x+1}(\tau_y \varphi) \) are included in \( \Lambda_{\ell_\varphi} \) for every \( y \in \Lambda_{\ell_\varphi} \).

Then, there exists a positive constant \( C(\varphi, \gamma) \) which depends only on \( \varphi \) and \( \gamma \) such that

\[ \left| \mathbb{E}_\beta \left[ \sum_{|x| \leq \ell_\varphi} \tau_y \varphi, h \right] \right| \leq C(\varphi, \gamma) \left( \mathcal{D}_\ell(\mathcal{P}^*_\beta; h) \right)^{1/2}. \quad (2.15) \]
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Proof. Let us assume first that \( \varphi = \sum_{y \in \Lambda} \nabla_y (F_y) \). Then we have
\[
\left| E^*_{\beta} \left[ \sum_{|z| \leq \ell_x} \tau_x \varphi, h \right] \right| = \left| \sum_{|z| \leq \ell_x} \sum_{y \in \Lambda} E^*_{\beta} \left[ \tau_x F_y, \nabla_{y+z} h \right] \right|
\leq \sum_{|z| \leq \ell_x} \sum_{y \in \Lambda} E^*_{\beta} \left[ (\tau_x F_y)^2 \right]^{1/2} E^*_{\beta} \left[ (\nabla_{x+y} h)^2 \right]^{1/2}
\leq \sqrt{2\gamma - 1} |\Lambda| |2\ell_x + 1|^{1/2} \left( \sup_{y \in \Lambda} E^*_{\beta} \left[ F_y^2 \right] \right)^{1/2} \left( D_{\alpha} (P^*_\beta; h) \right)^{1/2}, \tag{2.16}
\]
where \(|\Lambda|\) denotes the cardinal of the set \( \Lambda \). In the previous inequalities we used the Cauchy-Schwarz inequality twice, and the fact coming from (2.12) that
\[
\sum_{|z| \leq \ell_x} E^*_{\beta} \left[ (\nabla_x h)^2 \right] \leq 2 \gamma D_{\alpha} (P^*_\beta; h).
\]
Therefore, the following constant
\[
C(\varphi, \gamma) := \sqrt{2\gamma - 1} |\Lambda| |2\ell_x + 1|^{1/2} \left\{ \left( \sup_{x \in \Lambda} E^*_{\beta} \left[ F_x^2 \right] \right)^{1/2} + \left( \sup_{x \in \Lambda} E^*_{\beta} \left[ G_x^2 \right] \right)^{1/2} \right\}
\]
satisfies (2.15). The general case is similar and left to the reader. \( \square \)

The main focus of this paper will be on the following quantities: for any \( \varphi \in \mathcal{C} \) let us define
\[
E^*_{\beta} [\varphi, (-S)^{-1} \psi] := \sup_{h \in \mathcal{C}} \left\{ 2E^*_{\beta} [\varphi, h] - D_{\alpha} (P^*_\beta; h) \right\} \in [0, +\infty]. \tag{2.17}
\]
By polarization, this definition can be extended to give a meaning to \( E^*_{\beta} [\varphi, (-S)^{-1} \psi] \), for any \( \varphi, \psi \in \mathcal{C} \). As a consequence of the previous results, these quantities are well defined for functions in \( \mathcal{C}_0 \):

**Corollary 2.5.** For every function \( \varphi \in \mathcal{C}_0 \), the quantity \( E^*_{\beta} [\varphi, (-S)^{-1} \psi] \) is finite.

Proof. This is a consequence of (2.15) and of the variational formula (2.17):
\[
E^*_{\beta} [\varphi, (-S)^{-1} \psi] = \sup_{h \in \mathcal{C}} \left\{ 2E^*_{\beta} [\varphi, h] - D_{\alpha} (P^*_\beta; h) \right\}
\leq \sup_{h \in \mathcal{C}} \left\{ C(\varphi, \gamma) (D_{\alpha} (P^*_\beta; h))^{1/2} - D_{\alpha} (P^*_\beta; h) \right\} = C^2(\varphi, \gamma) \frac{1}{4} < \infty. \tag{2.17}
\]

Finally, if we use the decomposition of every function in \( L^2(\mu_\beta) \) over the basis of Hermite polynomials, we can prove the following result for functions in \( \mathcal{Q}_0 \) (the details for the proof are given in Appendix A, Proposition A.3.):

**Proposition 2.6** (Variance of quadratic functions). If \( \varphi \in \mathcal{Q}_0 \), then
\[
E^*_{\beta} [\varphi, (-S)^{-1} \psi] = \sup_{g \in \mathcal{Q}} \left\{ 2E^*_{\beta} [\varphi, g] - D_{\alpha} (P^*_\beta; g) \right\}
\]

### 2.4.3 Semi inner products and diffusion coefficient

For cylinder functions \( g, h \in \mathcal{C} \), let us define:
\[
\ll g, h \gg_{\beta, *} := \sum_{x \in \mathbb{Z}} E^*_{\beta} [g \tau_x h], \quad \text{and} \quad \ll g, h \gg_{\beta, **} := \sum_{x \in \mathbb{Z}} x E^*_{\beta} [g \omega_x^2]. \tag{2.18}
\]
Both quantities are well defined because \( g \) and \( h \) belong to \( \mathcal{C} \) and therefore all but a finite number of terms on each sum vanish.
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Remark 2.2. Note that \( \langle \cdot, \cdot \rangle_{\beta,*} \) is a semi inner product, since the following equality holds:
\[
\langle g, h \rangle_{\beta,*} = \lim_{\lambda \uparrow Z} \frac{1}{\lambda} E_\beta^* \left[ \sum_{x \in \Lambda} \tau_x g \sum_{x' \in \Lambda} \tau_{x'} h \right].
\]
Since \( \langle g - \tau_x g, h \rangle_{\beta,*} = 0 \) for all \( x \in \mathbb{Z} \), this inner product is not definite. In particular we have \( \langle j_{0,1}^\beta, h \rangle_{\beta,*} = 0 \) for any \( h \in \mathcal{C} \).

Remark 2.3. Observe that if \( \omega \) is distributed according to \( \mu_\beta \) then \( \beta^{1/2} \omega \) is distributed according to \( \mu_1 \). Therefore, if \( g, h \in \mathcal{Q} \), then
\[
\langle g, h \rangle_{\beta,*} = \beta^2 \langle g, h \rangle_{1,*} \quad \text{and} \quad \langle g \rangle_{\beta,**} = \beta^2 \langle g \rangle_{1,*}.
\]  

(2.19)

In the next proposition we give explicit formulas for elements of \( \mathcal{C}_0 \).

**Proposition 2.7.** If \( \varphi \in \mathcal{C}_0 \) with
\[
\varphi = \sum_{x \in \Lambda} \left( \nabla_x (F_x) + \nabla_{x,x+1} (G_x) \right),
\]
then
\[
\langle \varphi \rangle_{\beta,**} = E_\beta^* \left[ (\omega_0^2 - \omega_1^2) \sum_{x \in \Lambda} \tau_{-x} G_x \right],
\]
\[
\langle \varphi, g \rangle_{\beta,*} = E_\beta^* \left[ \nabla_0 (\Gamma_g) \sum_{x \in \Lambda} \tau_{-x} F_x + \nabla_{0,1} (\Gamma_g) \sum_{x \in \Lambda} \tau_{-x} G_x \right] \quad \text{for all } g \in \mathcal{C}.
\]

**Proof.** The proof comes from straightforward computations using (2.18), we simply sketch it. Regarding the first identity, first note that by a change of variable \( \omega \mapsto \omega^2 \), for any cylinder function \( F \), the quantity \( E_\beta^* (\omega_y^2 \nabla_x F) \) vanishes for any \( y \). A change of variable \( \omega \mapsto \omega^{x,x+1} \) also yields
\[
E_\beta^* [\omega_y^2 \nabla_{x,x+1} F] = \begin{cases} 
- E_\beta^* [(\omega_y^2 - \omega_{y+1}^2) F] & \text{if } y = x \\
E_\beta^* [(\omega_y^2 - \omega_{y+1}^2) F] & \text{if } y = x + 1 \\
0 & \text{else},
\end{cases}
\]
which, together with the translation invariance of \( \mathcal{P}_\beta \), proves the first identity. The second identity is an immediate consequence of the symmetry of the gradients in \( L^2(\mu_\beta) \), i.e.
\[
E_\beta^* [\Gamma_g \nabla_x F] = E_\beta^* [F \nabla_x (\Gamma_g)], \quad E_\beta^* [\Gamma_g \nabla_{x,x+1} G] = E_\beta^* [G \nabla_{x,x+1} (\Gamma_g)],
\]
and of the translation invariance of \( \mathcal{P}_\beta \).

We are now able to give the definition of the diffusion coefficient, which is going to be rigorously derived from the non-gradient approach detailed in the next sections.

**Definition 2.5.** We define the diffusion coefficient \( D(\beta) \equiv D \) for any \( \beta > 0 \) as
\[
D := \lambda + \frac{1}{\chi(\beta)} \inf_{f \in \mathcal{Q}, g \in \mathcal{Q}} \left\{ \langle f, -Sf \rangle_{\beta,*} + 2 \langle j_{0,1}^\Lambda, \nabla f, g \rangle_{\beta,*} - \langle g, -Sg \rangle_{\beta,*} \right\},
\]
(2.20)
where \( \chi(\beta) \) is the static compressibility defined in (2.2). Note that according to Remark 2.3 the coefficient \( D \) does not depend on \( \beta \) (since by definition \( \chi(\beta) = 2\beta^{-2} \)), which is why we omit \( \beta \) in our notation.
The first term in the sum (i.e. $\lambda$) is only due to the exchange noise, whereas the second one comes from the hamiltonian part of the dynamics. Formally, this formula could be read as
\[
D \overset{\text{def.}}{=} \lambda + \frac{1}{\chi(\beta)} \ll j_{0,1}^A, (-L^m)^{-1} j_{0,1}^A \gg_{\beta, s},
\] (2.21)
but the last term is not well defined because $j_{0,1}^A$ is not in the range of $L^m$. More rigorously, we should define
\[
\overline{D}(\beta) := \lambda + \frac{1}{\chi(\beta)} \limsup_{z \downarrow 0} \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_{\beta, s}.
\] (2.22)

The last expression, called Green-Kubo formula, is now well defined. Moreover, once again Remark 2.3 implies that
\[
\overline{D}(\beta) =: \overline{\overline{D}}
\]
does not depend on $\beta$: in order to see it, let $L_{\beta, s}^2$ be the Hilbert space generated by the closure of the set $\{g \in C : \ll g, g \gg_{\beta, s} < \infty\}$ w.r.t. the inner product $\ll \cdot \gg_{\beta, s}$. Consider $h_{z} := h_{z}(m, \omega; \beta)$ the solution to the resolvent equation in $L_{\beta, s}^2$ which reads
\[
(z - L^m)h_z = j_{0,1}^A.
\]

Since $j_{0,1}^A$ is a homogeneous polynomial of degree two in $\omega$, $h_z$ is also a homogeneous polynomial of degree two (by the fact that $L^m$ preserves every class of homogeneous polynomials). It follows that
\[
\ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_{\beta, s} = \ll h_z, j_{0,1}^A \gg_{\beta, s} = \frac{1}{\beta^2} \ll h_z, j_{0,1}^A \gg_{1, s}.
\]

One famous mathematical problem is to prove that, in the Green-Kubo formula (2.22), $\limsup$ can be replaced by $\lim$, and therefore to prove the convergence of the product $\ll \cdot \gg_{\beta, s}$ in (2.22) as $z \downarrow 0$. In Propositions 7.2 and 7.3, we prove that this indeed holds (the proof being inspired by [3]), and we also show that the diffusion coefficient can be equivalently defined in the two ways, i.e. $D = \overline{D}$.

### 3 Macroscopic fluctuations of energy

#### 3.1 Proof of Theorem 2.1

In what follows, in order to simplify notation we write $f(m, s) := f(m, \omega(s))$ for any $f$ which is defined on $\Omega_N^D \times \Omega_N$. Let us fix $H \in C^2(T)$ and $t \in [0, T]$. Itô calculus, and a discrete integration by parts, permits to decompose $\mathcal{Y}^N_{t,m}(H)$ as
\[
\mathcal{Y}^N_{t,m}(H) = \mathcal{Y}^N_{0,m}(H) + \int_0^t \sqrt{N} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) j_{x,x+1}(m, s) \, ds + \mathcal{M}^N_{t,m}(H)
\] (3.1)
where $\mathcal{M}^N_{t,m}$ is the martingale defined as
\[
\mathcal{M}^N_{t,m}(H) = \int_0^t \frac{1}{N \sqrt{N}} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) (\omega_x^2 - \omega_{x+1}^2) (s) \, d[N_{x,x+1}(\lambda N^2 s) - \lambda N^2 s].
\] (3.2)

Here and after, $\{N_{x,x+1}(t)\}_{x \in \mathbb{Z}, t \geq 0}$ and $\{N_x(t)\}_{x \in \mathbb{Z}, t \geq 0}$ are independent Poisson processes of intensity 1, and $\nabla_N$ stands for the discrete gradient:
\[
\nabla_N H \left( \frac{x}{N} \right) = N \left[ H \left( \frac{x + 1}{N} \right) - H \left( \frac{x}{N} \right) \right].
\]
The discrete Laplacian $\Delta_N$ is defined in a similar way:

$$\Delta_N H\left(\frac{x}{N}\right) = N^2 \left[H\left(\frac{x+1}{N}\right) + H\left(\frac{x-1}{N}\right) - 2H\left(\frac{x}{N}\right)\right].$$

To close the equation, we are going to replace the term involving the microscopic fluctuations in (3.1) with a term involving $\mathcal{Y}^N_{t,m}$. In other words, the dominant contribution in

$$\int_0^t \sqrt{N} \sum_{x \in T_N} \nabla_N H\left(\frac{x}{N}\right) j_{x,x+1}(m,s) \, ds$$

is its projection over the conservation field $\mathcal{Y}^N_{t,m}$ (recall that the total energy is the unique conserved quantity of the system). The non-gradient approach consists in using the fluctuation-dissipation approximation of the current $-j_{x,x+1}$ as $D(\omega_{x+1}^2 - \omega_x^2) + \mathcal{L}^m(\tau_x f)$. This replacement is made rigorous in the Boltzmann-Gibbs principle (Proposition 3.2).

After adding and subtracting $D(\omega_{x+1}^2 - \omega_x^2) + \mathcal{L}^m(\tau_x f)$ in (3.1) above, we can rewrite it, for any $f \in \mathcal{Q}$, as follows:

$$\mathcal{Y}^N_{t,m}(H) = \mathcal{Y}^N_{0,m}(H) + \int_0^t D\mathcal{Y}^N_{s,m}(\Delta_N H) ds + \mathcal{Y}^{1,N}_{t,m,f}(H) + \mathcal{Y}^{2,N}_{t,m,f}(H) + \mathcal{M}^{1,N}_{t,m,f}(H) + \mathcal{M}^{2,N}_{t,m,f}(H),$$

where

$$\mathcal{Y}^{1,N}_{t,m,f}(H) = \int_0^t \sqrt{N} \sum_{x \in T_N} \nabla_N H\left(\frac{x}{N}\right) j_{x,x+1}(m,s) + D(\omega_{x+1}^2 - \omega_x^2)(s) + \mathcal{L}^m(\tau_x f)(m,s) \, ds,$$

$$\mathcal{Y}^{2,N}_{t,m,f}(H) = -\int_0^t \sqrt{N} \sum_{x \in T_N} \nabla_N H\left(\frac{x}{N}\right) \mathcal{L}^m(\tau_x f)(m,s) ds,$$

$$\mathcal{M}^{1,N}_{t,m,f}(H) = \int_0^t \frac{1}{N \sqrt{N}} \sum_{x \in T_N} \nabla_N H\left(\frac{x}{N}\right) \nabla_x(\Gamma_f)(s) d[N_x(\gamma N^2 s) - \gamma N^2 s]$$

$$- [\nabla_{x,x+1}(\omega_x^2 - \Gamma_f)](s) d[N_{x,x+1}(\lambda N^2 s) - \lambda N^2 s],$$

$$\mathcal{M}^{2,N}_{t,m,f}(H) = -\int_0^t \frac{1}{N \sqrt{N}} \sum_{x \in T_N} \nabla_N H\left(\frac{x}{N}\right) \nabla_{x,x+1}(\Gamma_f)(s) d[N_{x,x+1}(\lambda N^2 s) - \lambda N^2 s]$$

$$+ \nabla_x(\Gamma_f)(s) d[N_x(\gamma N^2 s) - \gamma N^2 s].$$

The following two results are the main ingredients to prove Theorem 2.1.

**Lemma 3.1.** For every function $H \in C^2(\mathcal{T})$, and every function $f \in \mathcal{Q}$,

$$\lim_{N \to \infty} \mathbb{Q}_{\mu_N^H} \sup_{0 \leq t \leq T} \left(\mathcal{Y}^{2,N}_{t,m,f}(H) + \mathcal{M}^{2,N}_{t,m,f}(H)\right)^2 = 0.$$  (3.8)

**Proposition 3.2** (Boltzmann-Gibbs principle). There exists a sequence of functions $\{f_k\}_{k \in \mathbb{N}} \in \mathcal{Q}$ such that
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(i) for every function \( H \in C^2(\mathbb{T}) \),

\[
\lim_{k \to \infty} \lim_{N \to \infty} Q_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left( \mathcal{Y}_{t,m,f_k}^{1,N}(H) \right)^2 \right] = 0, \tag{3.9}
\]

(ii) and moreover

\[
\lim_{k \to \infty} \mathbb{E}^\beta \left[ \lambda \left( \nabla_{0,1}(\omega_0^2 - \Gamma_{f_k}) \right)^2 + \gamma \left( \nabla_0(\Gamma_{f_k}) \right)^2 \right] = 2D\chi(\beta). \tag{3.10}
\]

Remark 3.1. Note that the expectation at the left hand side of (3.10) also rewrites as

\[
2\lambda\chi(\beta) + \mathbb{E}^\beta \left[ \lambda \left( \nabla_{0,1}(\Gamma_{f_k}) \right)^2 + \gamma \left( \nabla_0(\Gamma_{f_k}) \right)^2 \right],
\]

since for any \( f \in \mathcal{C} \), one can check that \( \mathbb{E}^\beta \left[ (\omega_0^2 - \omega_1^2) \nabla_{0,1}\Gamma_f \right] = 0 \).

Remark 3.2. In order to identify the limit point solving the martingale problems, we can use a weaker version of (3.8) and (3.9), namely the same convergence without the supremum over \( t \) would be enough. However, this strong version will be necessary in order to prove tightness (Appendix C), which explains our choice to state the results in that way.

We now put together the pieces to prove Theorem 2.1. According to Proposition C.1, the sequence \( \{\mathcal{Y}_N \} \) is tight. Consider one of its limit points \( \mathcal{Y}^* \). As detailed in Appendix C.2, using analogous ingredients as in the proof of Lemma 3.1 and Proposition 3.2, one can prove that, up to extraction, the martingale \( \mathfrak{M}_{t,m,f_k}^{1,N} \) converges in \( L^2(P^*_\beta) \), as \( N \to \infty \) and afterwards \( k \to \infty \), to a martingale \( \mathfrak{M}_t(H) \) of quadratic variation

\[
2tD\chi(\beta) \int_T H'(u)^2 \, du.
\]

In particular, using Lemma 3.1 and (3.9), one obtains that the limit \( \mathcal{Y}_t(H) \) of \( \mathcal{Y}_{t,m}^{1,N}(H) \) satisfies the equation

\[
\mathcal{Y}_t(H) = \mathcal{Y}_0(H) + \int_0^t \mathcal{Y}_s(DH'') \, ds + \mathfrak{M}_t(H).
\]

As a consequence, \( \mathcal{Y}^* \) is concentrated on trajectories solving the martingale problems (2.8) and (2.9), which uniquely characterizes (from [18, Theorem 0.2, p. 289]) the generalized Ornstein-Uhlenbeck process \( \mathcal{Y}_t \), and therefore the proof of Theorem 2.1 is concluded. Lemma 3.1 is proved in Section 3.2 below. The proof of Proposition 3.2 is more challenging, it is proved in Sections 4, 5 and 6. More precisely, (3.9) is a consequence of Proposition 4.7 and Remark 6.1 (see Section 4.3.1), whereas (3.10) is a consequence of Proposition 6.5 (see Section 4.3.2).

3.2 Proof of Lemma 3.1

In this section we give a proof of Lemma 3.1. We define for any \( f \in \mathcal{Q} \)

\[
X_{t,m,f}(H) := -\frac{1}{N\sqrt{N}} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) \tau_x f(m,t).
\]
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

First, by rewriting (3.1) with $X_{t,m,f}^N(H)$ instead of $\mathcal{Y}_{t,m}^N(H)$, one straightforwardly obtains

\begin{equation}
\mathcal{Y}_{t,m}^{2,N}(H) + \mathcal{Y}_{t,m}^{2,N}(H) = X_{t,m,f}^N(H) - X_{0,m,f}^N(H) \tag{3.11}
\end{equation}

\begin{align*}
&+ \frac{1}{N \sqrt{N}} \int_0^t \sum_{x \in T_N} \nabla_{x,x+1} \left( \sum_{z \in T_N} \nabla_N H \left( \frac{z}{N} \right) \tau_z f \right. \\
&\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \left. - \nabla_N H \left( \frac{x}{N} \right) \Gamma_f \right)(m, s) d \left[ N_{x,x+1}(\lambda N^2 s) - \frac{\lambda N^2 s}{\lambda N^2 s} \right] \tag{3.12}
\end{align*}

\begin{align*}
&+ \frac{1}{N \sqrt{N}} \int_0^t \sum_{x \in T_N} \nabla_x \left( \sum_{z \in T_N} \nabla_N H \left( \frac{z}{N} \right) \tau_z f \right. \\
&\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \left. - \nabla_N H \left( \frac{x}{N} \right) \Gamma_f \right)(m, s) d \left[ N_x(\gamma N^2 s) - \frac{\gamma N^2 s}{\gamma N^2 s} \right]. \tag{3.13}
\end{align*}

where $M_{N,t}^{1,H,f}$ (resp. $M_{N,t}^{2,H,f}$) is the martingale term (3.12) (resp. (3.13)). From the elementary inequality $(a+b+c)^2 \leq 3(a^2+b^2+c^2)$, we are left to bound the contributions of the squares of the three terms (3.11), (3.12) and (3.13).

We first estimate the right hand side of (3.11): remember that $f \in Q$. Therefore, using the definition (2.10), and since the coefficients $\psi_{i,j}$ are continuous functions on $\Omega^D$, there exists a constant $C(f) > 0$ such that

$$
\sup_{m \in \Omega^D} \left| f(m, \omega) \right| \leq C(f) \sum_{i \in \Lambda_f} \omega_i^2
$$

where $\Lambda_f \subset \mathbb{Z}$ is some finite subset of $\mathbb{Z}$. This implies, for any $t \in [0, T]$

$$
|X_{t,m,f}^N(H)| \leq \frac{1}{N \sqrt{N}} \sum_{x \in T_N} \left| \nabla_N H \left( \frac{x}{N} \right) \right| \left| \tau_z f(m, \omega(t)) \right| \leq \frac{C(f, H)}{N \sqrt{N}} \sum_{x \in T_N} \sum_{i \in \Lambda_f} \omega_i^2(0),
$$

where the constant $C(H) > 0$ comes from the fact that $H$ is of class $C^2$. By conservation of the total energy, we obtain the following bound:

$$
\sup_{0 \leq t \leq T} \left| X_{t,m,f}^N(H) \right| \leq \frac{C(f, H)|\Lambda_f|}{N \sqrt{N}} \sum_{x \in T_N} \omega_i^2(0).
$$

As a consequence, for some different constants $C(f, H)$ and $C(f, H, \beta)$, we obtain

\begin{equation}
Q_{\nu^N} \left[ \sup_{0 \leq t \leq T} \left( X_{t,m,f}^N(H) - X_{0,m,f}^N(H) \right)^2 \right] \leq C(f, H) \mathbb{E}_\nu^N \left[ \left( \frac{1}{N \sqrt{N}} \sum_{x \in T_N} \omega_i^2 \right)^2 \right] \leq \frac{C(f, H, \beta)}{N}. \tag{3.14}
\end{equation}

On the other hand, introduce

$$
Y_x(m, \omega) := \sum_{z \in T_N} \nabla_N H \left( \frac{z}{N} \right) \tau_z f - \nabla_N H \left( \frac{x}{N} \right) \sum_{z \in \mathbb{Z}} \tau_z f,
$$

which is ill defined, but for which $\nabla_{x,x+1} Y_x(m, \omega)$ and $\nabla_x Y_x(m, \omega)$ only involves a finite number of non-zero contributions and are therefore well defined. For any square integrable martingale $M_t$, denote $[M]_t$ its quadratic variation. One easily computes

$$
[M_{N,t}^{1,H}]_t = \frac{\lambda}{N} \int_0^t \sum_{x \in T_N} \left( \nabla_{x,x+1} Y_x(m, s) \right)^2 ds.
$$
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In particular, since $E^g_\mu((\nabla_{x,x+1}Y_x)^2) \leq C/f(N)$ (because $H$ is assumed to be of class $C^2$), we obtain

$$Q^G_{\mu^g} \left[ (M_{-1,2}^{H,f})^2 \right] \leq \frac{C(f,H,\lambda,\beta)}{N^2},$$

for some other constant $C(f,H,\gamma,\beta)$, and a similar bound holds for $|M_{-1,2}^{H,f}|_T$. As a consequence of Doob's martingale inequality, for any square integrable martingale $M_t$, one has $E[\sup_{0 \leq t \leq T} M_t^2] \leq 4E[|M|_T]$. Together with (3.14), this yields

$$Q^G_{\mu^g} \left[ \sup_{0 \leq t \leq T} \left( 3^2 N r_{1,2}^f(H) + 2m_{1,2}^f(H) \right)^2 \right] \leq \frac{C(f,H,\lambda,\gamma,\beta)}{N^2},$$

(3.15)

which proves the result.

4 Towards the Boltzmann-Gibbs principle

In this section we are going to identify the diffusion coefficient $D$ that appears in (3.3). Roughly speaking, $D$ can be viewed as the asymptotic component of the energy current $j_{x,x+1}$ in the direction of the gradient $-(\omega^2_{x+1} - \omega^2_x)$, which makes the expression below vanish for any fixed $t \geq 0$

$$\inf_{f \in Q} \limsup_{N \to \infty} \left[ \int_0^t \sum_{s \in T_N} \left| j_{x,x+1} + D(\omega^2_{x+1} - \omega^2_x) + L^m(\tau_x f) \right| ds \right], \quad \text{for any } \beta > 0.$$

Let us start by giving some known tools that will help understand the forthcoming results, at least at an informal level.

4.1 On additive functionals of Markov processes

Consider a continuous time Markov process $\{Y_s\}_{s \geq 0}$ on a complete and separable metric space $E$, and admitting an invariant measure $\pi$. We denote by $\langle \cdot, \cdot \rangle_\pi$ the inner product in $L^2(\pi)$ and by $L$ the infinitesimal generator of the process. The adjoint of $L$ in $L^2(\pi)$ is denoted by $L^*$. Fix a function $V : E \to \mathbb{R}$ in $L^2(\pi)$ such that $\langle V \rangle_\pi = 0$. Theorem 2.7 in [20] gives conditions on $V$ which guarantee a central limit theorem for

$$\frac{1}{\sqrt{t}} \int_0^t V(Y_s) ds$$

and shows that the limiting variance equals

$$\sigma^2(V, \pi) = 2 \lim_{t \to 0} \langle V, (z - L)^{-1} V \rangle_\pi.$$

Let the generator $L$ be decomposed as $L = S + A$, where $S = (L + L^*)/2$ and $A = (L - L^*)/2$ are respectively the symmetric and antisymmetric parts of $L$. Let $H_1$ be the completion of the quotient of $L^2(\pi)$ with respect to constant functions, for the semi-norm $\| \cdot \|_1$ defined as:

$$\| f \|_1^2 := \langle f, (-L) f \rangle_\pi = \langle f, (-S) f \rangle_\pi.$$

Let $H_{-1}$ be the dual space of $H_1$ with respect to $L^2(\pi)$, in other words, the Hilbert space endowed with the norm $\| \cdot \|_{-1}$ defined by

$$\| f \|_{-1}^2 := \sup_g \left\{ 2\langle f, g \rangle_\pi - \| g \|_1^2 \right\},$$

where the supremum is carried over some suitable set of functions $g$. Formally, $\| f \|_{-1}$ can also be thought as

$$\langle f, (-S)^{-1} f \rangle_\pi.$$
and this identity actually holds rigorously as soon as $f = S g$ is in the range of $S$. Note the difference with the variance $\sigma^2(V, \pi)$ which formally reads
\[ 2\langle V, (-L)^{-1}V \rangle_\pi = 2 \langle V, [(-L)^{-1}]_s V \rangle_\pi. \]
Hereafter, $B_s$ represents the symmetric part of the operator $B$. We can write, at least formally, that
\[ \{ [-L]^{-1} \}_s = -S + A^* (-S)^{-1} A \geq -S, \]
where $A^*$ stands for the adjoint of $A$. We have therefore that $[(-L)^{-1}]_s \leq (-S)^{-1}$. The following result is a rigorous estimate of the variance in terms of the $H^{-1}$ norm, which is proved in [20, Lemma 2.4].

**Lemma 4.1.** Given $T > 0$ and a mean zero function $V$ in $L^2(\pi) \cap H^{-1}$,
\[ E_\pi \left[ \sup_{0 \leq t \leq T} \left( \int_0^t V(s) \, ds \right)^2 \right] \leq 24T\|V\|^2_{-1}. \] (4.1)

In our case, the fact that the symmetric part of the generator does not depend on the disorder implies that (4.1) still holds if we take the expectation with respect to the disorder $\mathbb{P}$, and thus replace $\pi$ with $\mathbb{P} \otimes \pi$. If we compare the previous left hand side to the Boltzmann-Gibbs principle (3.10), the next step should be to take $V$ proportional to
\[ \sum_{x \in \mathbb{Z}} [j_x, x+1 + D(\omega_{x+1}^2 - \omega_x^2) + \mathcal{L}^m(\tau_x f)] \] (4.2)
and then take the limit as $N$ goes to infinity. In the right hand side of (4.1) we will obtain a variance that depends on $N$, and the main task will be to show that this variance converges: this is studied in more details in what follows. Precisely, we prove that the limit of the variance results in a semi-norm, which is denoted by $\| \cdot \|_\beta$ and defined in (4.3) below. More explicitly, we are going to see that (4.3) involves a variational formula, which formally reads
\[ \| \varphi \|^2_\beta = \ll \varphi, (-S)^{-1} \varphi \gg_{\beta,*} + \frac{1}{\lambda \chi(\beta)} \ll \varphi \gg^{2}_{\beta,**}. \]
The final step consists in minimizing this semi-norm on a well-chosen subspace in order to get the Boltzmann-Gibbs principle, through orthogonal projections in Hilbert spaces. One significant difficulty is that $\| \cdot \|_\beta$ only depends on the symmetric part of the generator $S$, and the latter is really degenerate, since it does not have a spectral gap.

In Subsection 4.2, we relate the previous limiting variance (which is obtained by taking the limit as $N$ goes to infinity) to the suitable semi-norm. Subsection 4.3 is devoted to proving the Boltzmann-Gibbs principle (using Lemma 4.1). Note that (4.2) is a sum of local functions in $Q_0$, from Proposition 2.3 (recall that $f \in Q$). Therefore, all our results will be restricted to that subspace. Then, in Section 5 we investigate the Hilbert space generated by the semi-norm, and prove decompositions into direct sums. Finally, Section 6 focuses on the diffusion coefficient and its different expressions. These three main steps are quite standard, and many of the arguments can be found in [25]. For that reason, we shall be more brief in the exposition, and refer the reader to [25] for more details.

### 4.2 Limiting variance and semi-norm

We now assume $\beta = 1$. All statements are valid for any $\beta > 0$, and the general argument can be easily written. In the following, we deliberately keep the notation $\chi(1)$,
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even if the latter could be replaced with its exact value $\chi(1) = 2$. We are going to obtain a variational formula for the limiting variance

$$\frac{1}{2\ell} E^*_1 \left[ (-S_{\Lambda_\ell})^{-1} \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi, \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi \right]$$

as $\ell \to \infty$, where $\varphi \in Q_0$, and $\ell_\varphi = \ell - s_\varphi - 1$. Note that the quantity above is well defined, since $\sum_{|x| \in \ell_{\varphi}} \tau_x \varphi$ has mean 0 and is therefore in the range of $S_{\Lambda_\ell}$ (see e.g. [18, p. 152]). We first introduce a semi-norm on $Q_0$:

**Definition 4.1.** For any cylinder function $\varphi$ in $Q_0$, let us define

$$\|\varphi\|_1^2 = \sup_{g \in Q} \left\{ 2 \ll \varphi, g \gg, - \frac{\gamma}{2} E^*_1 \left[ (\nabla_0 \Gamma_g)^2 \right] - \frac{\lambda}{2} E^*_1 \left[ (\nabla_{0,1} \Gamma_g)^2 \right] \right\} + \frac{1}{\lambda \chi(1)} \ll \varphi \gg^2,$$

(4.3)

$$= \sup_{g \in Q, \omega \in R} \left\{ 2 \ll \varphi, g \gg, +2a \ll \varphi \gg, - \frac{\gamma}{2} E^*_1 \left[ (\nabla_0 \Gamma_g)^2 \right] - \frac{\lambda}{2} E^*_1 \left[ (a(\omega_0^2 - \omega_1^2) + \nabla_{0,1} \Gamma_g)^2 \right] \right\},$$

(4.4)

where $\ll \cdot \gg$ and $\ll \cdot \gg$ were introduced in (2.18).

Remark 4.1. The second identity in (4.4) follows from an explicit computation of the supremum in $a \in R$, which can be obtained by standard arguments, using the fact that $E^*_1 (\omega_0^2 - \omega_1^2) \nabla_{0,1} \Gamma_g = 0$ for any $g \in C$.

Note that, from Proposition 2.7, one can easily bound $\|\varphi\|_1^2$ for any $\varphi \in Q_0$ as follows: if

$$\varphi = \sum_{x \in \Lambda} \left\{ \nabla_x (F_x) + \nabla_{x,x+1} (G_x) \right\},$$

then

$$\|\varphi\|_1^2 \leq \frac{2}{\gamma} E^*_1 \left[ \left( \sum_{x \in \Lambda} \tau_x F_x \right)^2 \right] + \frac{3}{\lambda} E^*_1 \left[ \left( \sum_{x \in \Lambda} \tau_{x,x+1} G_x \right)^2 \right] < \infty.$$

We are now in position to state the main result of this subsection.

**Proposition 4.2.** Consider a quadratic function $\varphi \in Q_0$. Then

$$\lim_{\ell \to \infty} \frac{1}{2\ell} E^*_1 \left[ (-S_{\Lambda_\ell})^{-1} \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi, \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi \right] = \|\varphi\|_1^2.$$  (4.5)

Here, $\ell_\varphi$ stands for $\ell - s_\varphi - 1$ so that the support of $\tau_x \varphi$ is included in $\Lambda_x$ for every $x \in \Lambda_{\ell_\varphi}$.

This result is the key ingredient of the standard non-gradient method. As usual, the proof is done in two steps that we separate as two different lemmas for the sake of clarity. First, we bound the variance of a cylinder function $\varphi \in Q_0$, with respect to $P^*_\varphi$, by the semi-norm $\|\varphi\|_1^2$ (see Lemma 4.3). In the second step, a lower bound for the variance can be easily deduced from the variational formula which expresses the variance as a supremum (2.17) (see Lemma 4.5). The rest of this section is devoted to proving these two bounds.

**Lemma 4.3.** Under the assumptions of Proposition 4.2,

$$\lim sup_{\ell \to \infty} \frac{1}{2\ell} E^*_1 \left[ (-S_{\Lambda_\ell})^{-1} \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi, \sum_{|x| \in \ell_{\varphi}} \tau_x \varphi \right] \leq \|\varphi\|_1^2.$$
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Proof of Lemma 4.3. To prove the lemma, we study the weak limits of some particular sequences in $Q_0$. In the typical approach, these weak limits are viewed as germs of closed forms, but for the harmonic chain, this is not necessary: this is one of the main technical novelties in this work.

Let us start by following the proof given in [25, Lemma 4.3]. We assume for the sake of clarity that $\varphi = \nabla_0(F) + \nabla_{0,1}(G)$, for two quadratic cylinder functions $F, G$ (the general case can then be deduced quite easily). We write the variational formula

$$
(2\ell)^{-1}E^1_\ell\left[-S_\Lambda_\ell\right]^{-1} \sum_{|x| \leq \ell, \varphi} \tau_x \varphi, \sum_{|x| \leq \ell, \varphi} \tau_x \varphi = \sup_{h \in \mathcal{C}} \left\{ 2E^1_\ell\left[ \varphi, \frac{1}{2\ell} \sum_{|x| \leq \ell, \varphi} \tau_x h \right] - \frac{1}{2\ell} D_\ell(P^*_\ell; h) \right\}
$$

$$
= \sup_{h \in \mathcal{C}} \left\{ 2E^1_\ell\left[ F \nabla_0\left( \frac{1}{2\ell} \sum_{|x| \leq \ell, \varphi} \tau_x h \right) + G \nabla_{0,1}\left( \frac{1}{2\ell} \sum_{|x| \leq \ell, \varphi} \tau_x h \right) \right] - \frac{1}{2\ell} D_\ell(P^*_\ell; h) \right\}. \tag{4.6}
$$

Since $\varphi$ is quadratic, we can restrict the supremum in the class of quadratic functions $h$ with support contained in $\Lambda_\ell$ (see Proposition A.3). We can also restrict the supremum to functions $h$ such that $D_\ell(P^*_\ell; h) \leq C\ell$, as a standard consequence of Proposition 2.4 (namely, there is some constant $C(\varphi)$ such that the right hand side of (4.6) is non-positive when $D_\ell(P^*_\ell; h) > C(\varphi)\ell$). Next, we want to replace the sums over $\Lambda_\ell$ by the same sums over $\Lambda_\ell$ (recall that $\ell - s_\varphi - 1 \leq \ell$). For that purpose, we denote

$$
\zeta'_\ell(h) := \nabla_0\left( \frac{1}{2\ell} \sum_{x=-\ell}^\ell \tau_x h \right), \quad \zeta_\ell(h) := \nabla_0\left( \frac{1}{2\ell} \sum_{x=-\ell}^\ell \tau_x h \right).
$$

(4.7)

First of all, from the Cauchy-Schwarz inequality, we have

$$
E^1_\ell \left[ \frac{\gamma}{2} \left( \zeta'_\ell(h) \right)^2 + \frac{\lambda}{2} \left( \zeta_\ell(h) \right)^2 \right] \leq \frac{1}{2\ell} D_\ell(P^*_\ell; h).
$$

Then, from elementary computations (similar to the proof of Proposition 2.4), we can write

$$
\left| E^1_\ell\left[ \varphi, \frac{1}{2\ell} \sum_{|x| \leq \ell, \varphi} \tau_x h \right] \right| \leq \frac{1}{2\ell} C(\varphi, \gamma)(D_\ell(P^*_\ell; h))^{1/2},
$$

where $C(\varphi, \gamma)$ is a constant which depends only on $\varphi$ and $\gamma$. These last two inequalities give the upper bound

$$
(2\ell)^{-1}E^1_\ell\left[-S_\Lambda_\ell\right]^{-1} \sum_{|x| \leq \ell, \varphi} \tau_x \varphi, \sum_{|x| \leq \ell, \varphi} \tau_x \varphi \leq \sup_{h \in \mathcal{C}} \left\{ 2E^1_\ell\left[ F \zeta'_\ell(h) + G \zeta_\ell(h) \right] - E^1_\ell \left[ \frac{\gamma}{2} \left( \zeta'_\ell(h) \right)^2 + \frac{\lambda}{2} \left( \zeta_\ell(h) \right)^2 \right] \right\} + \frac{C}{\sqrt{\ell}}. \tag{4.8}
$$

from some constant $C > 0$. From now on, we denote generically by $C$ a positive constant that does not depend on $\ell$, but may depend on $\varphi$ (and $\gamma$), and may change from line to line. The conclusion is now based on the following lemma:

**Lemma 4.4.** Assume that $h \in Q$ with support in $\Lambda_\ell$. From Definition 2.3, it reads as

$$
h(m, \omega) = \sum_{i,j=\ell} \psi_{i,j}(m)\omega_i \omega_j + \sum_{i=-\ell}^{\ell-1} \psi_i(m)(\omega_{i+1} - \omega_i^2).
$$

Then there exists $a_\ell(m)$ and $R_\ell(m, \omega)$ such that,

$$
\zeta'_\ell(h) = \nabla_0\left( \Gamma_{h/(2\ell)} \right), \quad \zeta_\ell(h) = \nabla_{0,1}\left( \Gamma_{h/(2\ell)} \right) + a_\ell(m)(\omega_0^2 - \omega_1^2) + R_\ell(m, \omega). \tag{4.9}
$$

$$
\zeta'_\ell(h) = \nabla_0\left( \Gamma_{h/(2\ell)} \right), \quad \zeta_\ell(h) = \nabla_{0,1}\left( \Gamma_{h/(2\ell)} \right) + a_\ell(m)(\omega_0^2 - \omega_1^2) + R_\ell(m, \omega). \tag{4.10}
$$
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Moreover, if $D_\ell(P_1^*; h) \leq C\ell$, then

$$E_1^* \left[ (R_\ell(m, \omega))^2 \right] \leq \frac{C}{\gamma \ell}. \quad (4.11)$$

**Proof of Lemma 4.4.** The proof of this lemma is rather straightforward, we merely sketch it. First, given the shape of the function $h$, elementary computations yield that (4.9) and (4.10) hold with

\[ a_\ell(m) = \frac{1}{2\ell} \left( \psi_{\ell-1, \ell-1}(\tau_{-\ell}m) + \psi_{-\ell, -\ell}(\tau_{\ell+1}m) \right), \]

\[ R_\ell(m, \omega) = \frac{1}{\ell} \left( -\sum_{j=-\ell}^{\ell-1} \psi_{\ell, j}(\tau_{-\ell}m) \omega_{j-\ell} + \sum_{j=-\ell+1}^{\ell} \psi_{-\ell, j}(\tau_{\ell+1}m) \omega_{j+\ell+1} \right) (\omega_1 - \omega_0). \]

Then, we straightforwardly obtain, by translation invariance of $P_1^*$,

\[
E_1^* \left[ (R_\ell(m, \omega))^2 \right] \leq \frac{C_1}{\ell^2} \left( E_1^* \left[ \sum_{j=-\ell}^{\ell-1} (\psi_{\ell, j}(m))^2 \right] + E_1^* \left[ \sum_{j=-\ell+1}^{\ell} (\psi_{-\ell, j}(m))^2 \right] \right),
\]

where $C_1 = 4E_1^* [\omega^2(\omega_1 - \omega_0)] = 8E_1^* [\omega^2 \omega_0^2] = 8$. Furthermore, since both parts of the Dirichlet form given in (2.12) are non-negative, in particular, we have

\[
D_\ell(P_1^*; h) \geq \frac{\gamma}{2} \sum_{m \in \mathcal{A}_\ell} E_1^* \left[ (h(m, \omega^\ell) - h(m, \omega))^2 \right]
\]

\[
\geq \frac{\gamma}{2} E_1^* \left[ (h(m, \omega^\ell) - h(m, \omega))^2 \right] + \frac{\gamma}{2} E_1^* \left[ (h(m, \omega^{-\ell}) - h(m, \omega))^2 \right]
\]

\[
= \frac{\gamma}{2} E_1^* \left[ 16\omega^2 \left( \sum_{j=-\ell}^{\ell-1} (\psi_{\ell, j}(m)\omega_j)^2 \right) \right] + \frac{\gamma}{2} E_1^* \left[ 16\omega^2 \left( \sum_{j=-\ell+1}^{\ell} (\psi_{-\ell, j}(m)\omega_j)^2 \right) \right]
\]

\[
= 8\gamma E_1^* \left[ \sum_{j=-\ell}^{\ell-1} (\psi_{\ell, j}(m))^2 \right] + 8\gamma E_1^* \left[ \sum_{j=-\ell+1}^{\ell} (\psi_{-\ell, j}(m))^2 \right].
\]

The previous two bounds finally yield

\[
E_1^* \left[ (R_\ell(m, \omega))^2 \right] \leq \frac{1}{\gamma \ell^2} D_\ell(P_1^*; h),
\]

which proves (4.11). \qed

**Lemma 4.4** above permits to bound the limit as $\ell \to \infty$ of (4.8) by

\[
\sup_{f \in \mathcal{Q}} \left\{ 2E_1^* \left[ F \nabla_0 \Gamma_f + G(a(m)(\omega_0^2 - \omega_1^2) + \nabla_0 \Gamma_f) \right] \right\} =: \sup_{f \in \mathcal{Q}} \, \tilde{\delta}(\varphi, a, f), \quad (4.12)
\]

where we denote by $\tilde{\delta}(\varphi, a, f)$ the quantity inside brackets. To conclude we want to restrict the supremum on real numbers $a$ which do not depend on the disorder. This is done in a similar way as in [12, Lemma 7.7]. To that aim, for any positive $\varepsilon$, fix $a_\varepsilon(m)$ such that

\[
\sup_{f \in \mathcal{Q}} \tilde{\delta}(\varphi, a_\varepsilon, f) \geq \sup_{a \in \mathcal{P} \to \mathbb{R}} \left\{ \tilde{\delta}(\varphi, a, f) - \varepsilon, \right. \quad (4.13)
\]
and shorten \( \tilde{a}_z(m) := a_z(m) - \mathbb{E}[a_z] \). Let us define, for any \( x \in \mathbb{Z} \), the function \( b_x \in L^2(\mathbb{P}) \) given by

\[
b_x(m) = \begin{cases} 
\sum_{k=0}^{x-1} \tau_k \tilde{a}_z(m) & \text{if } x \geq 1, \\
\sum_{k=x}^{\infty} -\tau_k \tilde{a}_z(m) & \text{if } x \leq -1.
\end{cases}
\]

which is defined in such a way that for any \( x \in \mathbb{Z} \), \( b_{x+1}(m) - b_x(m) = \tau_x \tilde{a}_z(m) \). For any \( n \in \mathbb{N} \), let us introduce the quadratic function

\[
g_n(m, \omega) = -\sum_{x \in \Lambda_n} b_x(m) \omega_x^2.
\]

One can easily check that, for any \( z \in \mathbb{Z} \) such that \( \{z, z+1\} \subset \Lambda_n \),

\[
\nabla_{z,z+1}(g_n) = \tau_z \tilde{a}_z(m)(\omega_{z+1}^2 - \omega_z^2), \quad \text{and} \quad \nabla_0(g_n) = 0.
\]

Therefore, letting \( \tilde{f}_n := f + g_n/(2n) \) which still belongs to \( \mathcal{Q} \), we get

\[
\nabla_0 \Gamma_f = \nabla_0 \Gamma_{\tilde{f}_n}
\]

\[
\nabla_{0,1} \Gamma_f + a_z(m)(\omega_0^2 - \omega_1^2) = \nabla_{0,1} \Gamma_{\tilde{f}_n} + \mathbb{E}[a_z](\omega_0^2 - \omega_1^2) + \mathfrak{R}_n(m, \omega),
\]

where

\[
\mathfrak{R}_n(m, \omega) = \tilde{a}_z(m)(\omega_0^2 - \omega_1^2) - \frac{1}{2n} \nabla_{0,1} \Gamma_{\tilde{f}_n}.
\]

We are now going to estimate the \( L^2(\mathbb{P}) \)-norm of \( \mathfrak{R}_n \), as follows: basic computations show that

\[
\frac{1}{2n} \nabla_{0,1} \Gamma_{\tilde{f}_n} = \tilde{a}_z(m)(\omega_0^2 - \omega_1^2) + \frac{1}{2n} \tau_{-n} \left( b_n(m)(\omega_n^2 - \omega_{n+1}^2) \right)
\]

\[
+ \frac{1}{2n} \tau_{n+1} \left( b_{-n-1}(m)(\omega_{n+1}^2 - \omega_{n}^2) \right).
\]

Hence, from the Cauchy-Schwarz inequality and translation invariance of \( \mathbb{P} \), it is enough to show that

\[
\mathbb{E}\left[ \frac{k_0^2}{n^2} \right] = \frac{1}{n^2} \mathbb{E}\left[ \left( \sum_{k=0}^{n-1} \tau_k \tilde{a}_z(m) \right)^2 \right] \xrightarrow{n \to \infty} 0,
\]

and

\[
\mathbb{E}\left[ \frac{k_0^2}{n^2} \right] \xrightarrow{n \to \infty} 0. \tag{4.14}
\]

These convergences are standard consequences of the translation invariance of \( \mathbb{P} \): more precisely, let us fix a positive integer \( p \) and introduce for any \( x \in \mathbb{Z} \) the conditional expectation

\[
\tilde{a}_x^{(e,p)} = \mathbb{E}\left[ \tau_x \tilde{a}_z(m) \mid m_y : y \in \Lambda_p(x) \right].
\]

From our assumptions, note that \( a_x^{(e,p)} = \tau_x \tilde{a}_z^{(e,p)} \) and \( \mathbb{E}[\tilde{a}_x^{(e,p)}] = 0 \). As a result,

\[
\frac{1}{n^2} \mathbb{E}\left[ \left( \sum_{k=0}^{n-1} \tau_k \tilde{a}_z(m) \right)^2 \right] \leq \frac{2}{n^2} \mathbb{E}\left[ \left( \sum_{k=0}^{n-1} \left( \tau_k \tilde{a}_z(m) - \tilde{a}_k^{(e,p)} \right) \right)^2 \right] + \frac{2}{n^2} \mathbb{E}\left[ \left( \sum_{k=0}^{n-1} \tilde{a}_k^{(e,p)} \right)^2 \right]
\]

\[
\leq 2 \mathbb{E}\left[ \left( \tilde{a}_z(m) - \tilde{a}_0^{(e,p)} \right)^2 \right] + \frac{C(e, p)}{n}.
\]

The last inequality comes from the fact that \( \sum \tilde{a}_k^{(e,p)} \) is a sum of identically distributed variables (because of the translation invariance of \( \mathbb{P} \)), for which we have a good control
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of the variance. Letting now, in the bound above, \( n \to \infty \), and then \( p \to \infty \), we obtain that (4.14) holds, thus (4.13) rewrites

\[
\sup_{f \in Q} \mathcal{H}(\varphi, E[a_z], f) \geq \sup_{f \in Q} \mathcal{H}(\varphi, a, f) - \varepsilon.
\]

Since this holds for any \( \varepsilon > 0 \), we finally obtain as wanted that

\[
\sup_{f \in Q} \mathcal{H}(\varphi, a, f) = \sup_{f \in Q} \mathcal{H}(\varphi, a, f),
\]

and therefore

\[
(2\ell)^{-1} E_1^{(2)} \left[ -S_{\Lambda_\ell} \right]^{-1} \left\{ \sum_{|x| \leq \ell_p} \tau_x \varphi, \sum_{|x| \leq \ell_p} \tau_x \varphi \right\} \leq \sup_{a \in \Omega^p \to R} \left\{ 2E_1 \left[ F \nabla_0 \Gamma_g + G \left( a(\omega_0^2 - \omega_1^2) + \nabla_{0,1} \Gamma_g \right) \right] \right\}
\]

\[
- \frac{\gamma}{2} E_1 \left[ (\nabla_0 \Gamma_g)^2 \right] - \frac{\lambda}{2} E_1 \left[ \left( (a(\omega_0^2 - \omega_1^2) + \nabla_{0,1} \Gamma_g) \right)^2 \right].
\]

Lemma 4.3 follows, after recalling (4.4). \( \square \)

We now turn to the upper bound.

**Lemma 4.5.** Under the assumptions of Proposition 4.2,

\[
\limsup_{\ell \to \infty} (2\ell)^{-1} E_1^{(2)} \left[ -S_{\Lambda_\ell} \right]^{-1} \left\{ \sum_{|x| \leq \ell_p} \tau_x \varphi, \sum_{|x| \leq \ell_p} \tau_x \varphi \right\} \geq \|\varphi\|^2_{E_1}.
\]

**Proof of Lemma 4.5.** For \( f \in Q \), define \( \ell_f = \ell - s_f - 1 \) and

\[
J_f := \sum_{y, y+1 \in \Lambda_{\ell_f}} \tau_y a_j^{s_f}, \quad H_f^\ell := \sum_{|y| \leq \ell_f} S(\tau_y f).
\]

The following limits hold:

\[
\lim_{\ell \to \infty} (2\ell)^{-1} E_1^{(2)} \left[ -S_{\Lambda_\ell} \right]^{-1} \left\{ \sum_{|x| \leq \ell_p} \tau_x \varphi, J_f \right\} = - \ll \varphi \gg_{1,\ast}, \quad (4.15)
\]

\[
\lim_{\ell \to \infty} (2\ell)^{-1} E_1^{(2)} \left[ -S_{\Lambda_\ell} \right]^{-1} \left\{ \sum_{|x| \leq \ell_p} \tau_x \varphi, H_f^\ell \right\} = - \ll \varphi, f \gg_{1,\ast},
\]

\[
\lim_{\ell \to \infty} \left( 2\ell \right)^{-1} E_1^{(2)} \left[ -S_{\Lambda_\ell} \right]^{-1} \left\{ (aJ_f + H_f^\ell), \left( aJ_f + H_f^\ell \right) \right\} = \frac{\lambda}{2} E_1 \left[ (a(\omega_0^2 - \omega_1^2) + \nabla_{0,1} \Gamma_g)^2 \right] + \frac{\gamma}{2} E_1 \left[ (\nabla_0 \Gamma_g)^2 \right].
\]

We only prove (4.15), the other relations can be obtained in a similar way. As previously, we assume for the sake of simplicity that \( \varphi = \nabla_0 (F) + \nabla_{0,1} (G) \). One can easily check the elementary identity

\[
S_{\Lambda_\ell} \left( \sum_{x \in \Lambda_{\ell_f}} x \omega_x^2 \right) = J_f (\omega).
\]
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Therefore,
\[
(2\ell)^{-1}E_1^* \left[ -S_{\lambda_\ell} \right] \sum_{|x| \leq \ell_x} \tau_x \varphi, J_\ell \right] \\
= -(2\ell)^{-1} \sum_{y \in \Lambda_\ell} \sum_{|x| \leq \ell_x} y E_1^* [\varphi \omega_{y-x}^2] \\
= -(2\ell)^{-1} \sum_{y \in \Lambda_\ell} \sum_{|x| \leq \ell_x} y E_1^* [G \nabla_{0,1}(\omega_{y-x}^2)] \\
= -(2\ell)^{-1} \sum_{|x| \leq \ell_x} x E_1^* [G \nabla_{0,1}(\omega_0^2)] + (x + 1)E_1^* [G \nabla_{0,1}(\omega_1^2)] \\
= -(2\ell)^{-1} (2\ell \varphi + 1) E_1^* [G(\omega_0^2 - \omega_1^2)] \xrightarrow{\ell \to \infty} - \ll \varphi \gg_{1,**}.
\]

The last limit comes from Proposition 2.7 and the fact that \(\ell_x = \ell - s_\varphi - 1\). We also have used the translation invariance of \(P_1^*\). Then, we use the variational formula (2.17), choosing
\[
h = (S_{\lambda_\ell})^{-1} (aJ_\ell + H_\ell') = a \sum_{y \in \Lambda_\ell} y \omega_y^2 + \sum_{|y| \leq \ell_y} \tau_y f,
\]
we obtain:
\[
\lim_{\ell \to \infty} (2\ell)^{-1}E_1^* [(-S_{\lambda_\ell})^{-1} \sum_{|x| \leq \ell_x} \tau_x \varphi, \sum_{|y| \leq \ell_y} \tau_y f] \\
\geq \lim_{\ell \to \infty} (2\ell)^{-1} \left\{ 2E_1^* \left[ \sum_{|x| \leq \ell_x} \tau_x \varphi, a \sum_{y \in \Lambda_\ell} y \omega_y^2 + \sum_{|y| \leq \ell_y} \tau_y f \right] + E_1^* \left[ a \sum_{y \in \Lambda_\ell} y \omega_y^2 + \sum_{|y| \leq \ell_y} \tau_y f, aJ_\ell + H_\ell' \right] \right\} \\
= 2a \ll \varphi \gg_{1,**} + 2 \ll \varphi, f \gg_{1,*} - \frac{1}{2} E_1^* \left[ (a(\omega_0^2 - \omega_1^2) + \nabla_{0,1} f)^2 \right] - \frac{1}{2} E_1^* \left[ (\nabla_{0,1} f)^2 \right].
\]

The result follows after taking the supremum on \(f \in \mathcal{Q}\) and \(a \in \mathbb{R}\), and recalling (4.4). \(\square\)

### 4.3 Proof of Proposition 3.2

In this paragraph, we prove Proposition 3.2 by using the result given in Proposition 4.2, and leaving technical parts for the next two sections. First, we show how to relate (3.9) to such variances, as was rapidly sketched in Section 4.1. Recall that we have assumed for convenience \(\beta = 1\), but the same argument remains in force for any \(\beta > 0\).

**Proposition 4.6.** Let \(\psi \in C_0\), with \(s_\varphi \leq N\). Then
\[
Q_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left\{ \int_0^t \psi(s) \, ds \right\}^2 \right] \leq \frac{4T}{N^2} E_1^* [\psi, (S_{\lambda})^{-1} \psi].
\]

This result is proved for example in [20, Section 2, Lemma 2.4], when there is no disorder. The average w.r.t. the disorder can be added (as in the estimate (4.17)) without any trouble, since \(S_N\) does not depend on \(m\). We are going to use this bound for functions of type \(\sum_x G(x/N) \tau_x \varphi\), where \(\varphi\) belongs to \(Q_0\). The main result of this subsection is the following.

**Proposition 4.7.** Let \(\varphi \in Q_0\), and \(G \in C^2(T)\). Then,
\[
\lim \sup_{N \to \infty} Q_{\mu_N} \left[ \sup_{0 \leq t \leq T} \left\{ \sqrt{N} \int_0^t \sum_{x \in \mathbb{T}_N} G \left( \frac{x}{N} \right) \tau_x \varphi(m, s) \, ds \right\}^2 \right] \leq CT \|\varphi\|_1^2 \int_T G^2(u) \, du.
\]
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Proof. From Proposition 4.6, the left hand side of (4.18) is bounded by

$$24 T E^*_N \left[ \sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \varphi, (-N^2 S_N)^{-1} \left( \sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \varphi \right) \right],$$

which can be written with the variational formula as

$$24 T \sup_{f \in \mathcal{C}} \left\{ \sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) E^*_N \left[ f \tau_x \varphi \right] - N^2 \mathcal{D}_N (\mathbb{P}_N; f) \right\}.$$

Since $\varphi \in Q_0$, from Proposition A.3 we can restrict the supremum over $f \in Q$. Proposition 2.4 gives

$$E^*_N \left[ f \tau_x \varphi \right] \leq C(\varphi, \gamma) E^*_N \left[ \tau_x f, (-S_N)(\tau_x f) \right]^{1/2}$$

and by Cauchy-Schwarz inequality,

$$\sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) E^*_N \left[ f \tau_x \varphi \right] \leq \left( \frac{1}{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right)^2 \right)^{1/2} N C(\varphi, \gamma) E^*_N \left[ f, (-S_N) f \right]^{1/2}.$$

The supremum on $f$ can be explicitly computed, and gives the final bound

$$Q_{\mu_N^T} \left[ \sup_{0 \leq t \leq T} \left\{ \sqrt{N} \int_0^t \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \varphi (m, s) ds \right\}^2 \right] \leq C'(\varphi, \gamma) T \left( \frac{1}{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right)^2 \right). \tag{4.19}$$

We are now going to show that, after sending $N$ to infinity, the constant on the right hand side is proportional to $\|\varphi\|_1^2$. For that purpose, we average on microscopic boxes: for $\ell \ll N$, we denote

$$\bar{\varphi}_\ell = \frac{1}{2\ell + 1} \sum_{|y| \leq \ell} \tau_y \varphi,$$

where as before $\ell_\varphi = \ell - s_\varphi - 1$. We want to substitute

$$\sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \varphi$$

with

$$\sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \bar{\varphi}_\ell.$$

The error term that appears is estimated by

$$Q_{\mu_N^T} \left[ \sup_{0 \leq t \leq T} \left\{ \sqrt{N} \int_0^t \sum_{x \in T_N} \frac{1}{2\ell_\varphi + 1} \left( G \left( \frac{x}{N} \right) - G \left( \frac{y}{N} \right) \right) \tau_x \varphi (m, s) ds \right\}^2 \right].$$

Since $G_t(x) = G(x/N) - (2\ell_\varphi + 1)^{-1} \sum_{|y| \leq \ell} G(y/N)$ is of order $\ell/N$, we obtain from (4.19) that the expression above is bounded by $C(\ell)/N^2$, and therefore vanishes as $N \to \infty$. We are now reduced to estimate

$$Q_{\mu_N^T} \left[ \sup_{0 \leq t \leq T} \left\{ \sqrt{N} \int_0^t \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \bar{\varphi}_\ell (m, s) ds \right\}^2 \right]. \tag{4.20}$$
Using once again (4.17) and the variational formula for its right hand side, one obtains straightforwardly, using the translation invariance of $E^*_f$, that (4.20) is bounded by

$$\frac{CT}{N} \sup_{g \in Q} \left\{ \sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) E^*_f \left[ g \tau_x \varphi_{\ell} \right] - N^2 E^*_f \left[ g \left(-S_N \right) g \right] \right\}$$

$$\leq \frac{CT}{N} \sup_{g \in Q} \left\{ \sqrt{N} \sum_{x \in T_N} G \left( \frac{x}{N} \right) E^*_f \left[ \tau_x g \varphi_{\ell} \right] - \frac{N^2}{2\ell+1} \sum_{x \in T_N} E^*_f \left[ g \left(-S_N \right) g \right] \right\}$$

$$\leq \frac{CT(2\ell+1)}{N} \sum_{x \in T_N} G^2 \left( \frac{x}{N} \right) \sup_{f \in Q} \left\{ E^*_f \left[ f \varphi_{\ell} \right] - E^*_f \left[ f \left(-S_N \right) f \right] \right\}$$

$$\leq \frac{CT(2\ell+1)}{N} \sum_{x \in T_N} G^2 \left( \frac{x}{N} \right) \sup_{f \in Q} \left\{ E^*_f \left[ f \varphi_{\ell} \right] - E^*_f \left[ f \left(-S_N \right) f \right] \right\},$$

where in the last inequality we denote by $Q_{\ell}$ the set of functions in $Q$ depending only on the sites in $\Lambda_{-\ell}$. To obtain the second bound, we split the supremum over $x$, and let $f := (2\ell+1) \tau_x g / G(x/N)$, and to obtain the third bound, we used the convexity of the Dirichlet form to replace $f$ by its conditional expectation w.r.t. sites in $\Lambda_{-\ell}$. Since $\varphi \in Q_0$, from Corollary 2.5, one straightforwardly obtains, using the polarization identity related to (2.12) and the elementary inequality $ab \leq \frac{1}{4} a^2 + b^2$, that

$$E^*_f \left[ f \varphi_{\ell} \right] = E^*_f \left[ f \left(-S_N \right) \right] \varphi_{\ell}$$

$$= \frac{\gamma}{2} \sum_{x=-\ell}^{\ell} E^*_f \left[ \nabla_x f, \nabla_x \left( \left(-S_N \right) \right) \varphi_{\ell} \right] + \frac{\lambda}{2} \sum_{x=-\ell}^{\ell} E^*_f \left[ \nabla_{x,1} f, \nabla_{x,1} \left( \left(-S_N \right) \right) \varphi_{\ell} \right]$$

$$\leq \frac{1}{4} E^*_f \left[ \varphi_{\ell}, \left(-S_N \right) \varphi_{\ell} \right] + E^*_f \left[ f \left(-S_N \right) f \right].$$

We can now plug this bound in the previous estimate, let $\ell \to \infty$ after $N \to \infty$ and use Proposition 4.2 to finally obtain as wanted

$$\limsup_{N \to \infty} Q_{\mu,N} \left[ \sup_{0 \leq t \leq T} \left\{ \sqrt{N} \int_0^t \sum_{x \in T_N} G \left( \frac{x}{N} \right) \tau_x \varphi(m,s) ds \right\}^2 \right] \leq \frac{CT}{2} \int_{\mathbb{T}} G^2(u) du.$$

(4.22)

### 4.3.1 Proof of Proposition 3.2 (i)

We apply Proposition 4.7 to $2^{1,N}_{t,m,f}(H)$, and we get

$$\lim_{N \to \infty} Q_{\mu,N} \left[ \sup_{0 \leq t \leq T} \left( 2^{1,N}_{t,m,f}(H) \right)^2 \right] \leq \frac{CT}{2} \int_{\mathbb{T}} \left( j_{0,1} + D(\omega^2_1 - \omega^2_0) + L^m f \right)^2 ds \int_{\mathbb{T}} H'(u)^2 du.$$

We will show in Section 5, Lemma 5.9 the following result: there exists a unique number $\tilde{D}$, and a sequence of cylinder functions $\left\{ f_k \right\} \in Q$ such that

$$\left\| j_{0,1} + \tilde{D}(\omega^2_1 - \omega^2_0) + L^m f_k \right\|_1 \to 0.$$
4.3.2 Proof of Proposition 3.2 (ii)

The second statement (3.10) will be proved in Section 6, see Proposition 6.5 below.

5 Construction of the sequence \{f_k\}

We now focus on the semi-norm \( \| \cdot \|_1 \) that was introduced in the previous section, see (4.3). We can easily define from \( \| \cdot \|_1 \) a semi inner product on \( C_0 \) through polarization, which is denoted by \( \ll \cdot, \cdot \gg_1 \). Let \( \mathcal{N} \) be the kernel of the semi-norm \( \| \cdot \|_1 \) on \( C_0 \). Then, the completion of \( \mathcal{Q}/\mathcal{N} \) (the quotient of \( \mathcal{Q} \) by \( \mathcal{N} \)), denoted by \( H_1 \) is a Hilbert space. Let us explain how Varadhan’s non-gradient approach is modified. Usually, the Hilbert space on which orthogonal projections are performed is the completion of \( C_0/\mathcal{N} \), in other words it involves all local functions. Then, the standard procedure aims at proving that each element of that Hilbert space can be approximated by a sequence of functions in the range of the generator plus an additional term which is proportional to the current. Since for our model, all functions of interest are in \( \mathcal{Q} \), and since the decomposition of germs of closed form is explicit in the set \( \mathcal{Q} \) (recall (4.9) and (4.10)), the crucial step to obtain this decomposition is to control the antisymmetric part of the generator by the symmetric one for quadratic functions.

In Subsection 5.1, we show that \( H_1 \) is the completion of \( \mathcal{S} \mathcal{Q}/\mathcal{N} + \mathcal{R} j_{0,1}^S \). In other words, all elements of \( H_1 \) can be approximated by \( a j_{0,1}^S + S g \) for some \( a \in \mathbb{R} \) and \( g \in \mathcal{Q} \). This is quite natural since the symmetric part of the generator preserves the degree of polynomial functions. Moreover, the two subspaces \( \mathcal{R} j_{0,1}^S \) and \( \mathcal{S} \mathcal{Q}/\mathcal{N} \) are orthogonal, and we denote their sum by

\[
\mathcal{S} \mathcal{Q}/\mathcal{N} \oplus \mathcal{R} j_{0,1}^S.
\]

Nevertheless, this decomposition is not satisfactory, because we want the fluctuating term to be on the form \( \mathcal{L}^m(f_k) \), and not \( \mathcal{S}(f_k) \). In order to make this replacement, we need to prove the weak sector condition, that gives a control of \( \| A^m g \|_1 \) by \( \| S g \|_1 \), when \( g \) is a quadratic function. The argument is explained is Subsection 5.2 and 5.3, and the weak sector condition is proved in Appendix B. The only trouble is that this new decomposition is no longer orthogonal, so that we can not directly express the diffusion coefficient as a variational formula, like (6.1). This problem is solved in Section 6.

5.1 Decomposition according to the symmetric part

We begin this subsection with a table of calculus, very useful in the sequel. Recall that \( \ll \cdot, \cdot \gg_1 \) is obtained by polarization from the norm \( \| \cdot \|_1 \) defined in Definition 4.1, and also that \( \ll \cdot \gg_1,\ast \) and \( \ll \cdot, \cdot \gg_1,\ast \ast \) have been defined in (2.18).

**Proposition 5.1.** For any \( \varphi \in \mathcal{Q}_0 \) and \( g \in \mathcal{Q} \) (which implies \( S g \in \mathcal{Q}_0 \) from Proposition 2.3), we have

\[
\ll \varphi, S g \gg_1 = - \ll \varphi, g \gg_1,\ast \tag{5.1}
\]
\[
\ll \varphi, j_{0,1}^S \gg_1 = - \ll \varphi, \gg_1,\ast \ast \tag{5.2}
\]
\[
\ll j_{0,1}^S, S g \gg_1 = 0, \tag{5.3}
\]

and then

\[
\| j_{0,1}^S \|_1^2 = - \ll j_{0,1}^S, \gg_1,\ast \ast \ast \tag{5.4}
\]
\[
\| S g \|_1^2 = \frac{\lambda}{2} \mathsf{E} \left[ (\nabla_{0,1} \mathcal{G}_g)^2 \right] + \frac{\lambda}{2} \mathsf{E} \left[ (\nabla_0 \mathcal{G}_g)^2 \right]. \tag{5.5}
\]

**Proof.** These identities are consequences of Proposition 4.2. Fix two local functions \( \varphi \in \mathcal{Q}_0 \) and \( g \in \mathcal{Q} \), we first write according to equation (4.5) and by translation invariance
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\[
\langle \varphi, S g \rangle_1 = - \lim_{\ell \to \infty} (2\ell)^{-1} E_1^* \left[ \sum_{|x| \leq \ell} \tau_x \varphi, \sum_{|y| \leq \ell} \tau_y g \right].
\]

For any \(|x| \leq \ell s_g - s_\varphi - s_g\), and any \(y > \ell s_g\), \(\tau_x \varphi\) and \(\tau_y g\) have disjoint support and are therefore independent, so that we obtain as wanted

\[
\langle \varphi, S g \rangle_1 = - \lim_{\ell \to \infty} \left\{ (2\ell)^{-1} E_1^* \left[ \sum_{|x| \leq \ell s_g - s_\varphi - s_g} \tau_x \varphi, \sum_{y \in \mathbb{Z}} \tau_y g \right] + O(\ell^{-1}) \right\} = - \langle \varphi, g \rangle_{1,*},
\]

where \(O(\ell^{-1})\) denotes a small correction term of order \(\ell^{-1}\), which proves (5.1).

We divide the proof into two steps.

**Proof.**

For all \(x \leq \ell s_g - s_\varphi - s_g\),

\[
\text{the first term inside the braces above converges as } \ell \to \infty \text{ from (5.1).}
\]

Similarly to the proof of (5.1), the first term above converges as \(\ell \to \infty\) to \(- \langle \varphi, g \rangle_{1,*}\). Therefore we only need to prove that the second term vanishes. To do so, we apply (4.21) to

\[
f := \ell^{-1/4} (-S_{\Lambda_\ell})^{-1} j_{\ell-1,-\ell}^S \text{ and } \tilde{\varphi} = \ell^{1/4} \varphi,
\]

obtain

\[
(2\ell)^{-1} E_1^* \left[ j_{\ell-1,-\ell}^S, (-S_{\Lambda_\ell})^{-1} \sum_{|x| \leq \ell} \tau_x \varphi \right]
\]

\[
\leq \frac{1}{\ell} \frac{1}{16\ell} E_1^* \left[ \sum_{|x| \leq \ell} \tau_x \varphi, (-S_{\Lambda_\ell})^{-1} \sum_{|x| \leq \ell} \tau_x \varphi \right] + E_1^* \left[ j_{\ell-1,-\ell}^S, (-S_{\Lambda_\ell})^{-1} j_{\ell-1,-\ell}^S \right].
\]

Identity (5.3) is immediate given that \(\langle j_{0,1}^S, g \rangle_{1,*} = 0\) by translation invariance of \(E_1^*\). Similarly, (5.4) follows from (5.2) and elementary computations, and (5.5) follows from (5.1). \(\square\)

**Corollary 5.2.** For all \(a \in \mathbb{R}\) and \(g \in \mathbb{Q}\),

\[
\| a j_{0,1}^S + S g \|_1^2 = a^2 \lambda(1) + \frac{\lambda}{2} E_1^* \left[ (\nabla_0 \Gamma g)^2 \right] + \left. \frac{\gamma}{2} E_1^* \left[ (\nabla_0 \Gamma g)^2 \right] \middle| \varphi \right. .
\]

In particular, the variational formula for \(\| \varphi \|_1\), \(\varphi \in \mathcal{Q}_0\), writes

\[
\| \Delta \varphi \|_1^2 = \frac{1}{\lambda(1)} \langle \varphi, j_{0,1}^S \rangle_1^2 + \sup_{g \in \mathcal{Q}} \left\{ 2 \langle \varphi, (-S) g \rangle_{1,*} - \| S g \|_1^2 \right\}. \tag{5.7}
\]

**Proposition 5.3.** We denote by \(\mathcal{S} \mathcal{Q}\) the space \(\{ S g : g \in \mathbb{Q}\}\). Then,

\[
\mathcal{H}_1 = \mathcal{S} \mathcal{Q} / \mathbb{N}_1^\perp \oplus^1 \mathbb{R} j_{0,1}^S.
\]

**Proof.** We divide the proof into two steps.
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(a) The space is well generated – The inclusion \( \mathcal{S}Q/\mathcal{N} + \mathbb{R}j_{0,1}^S \subset \mathcal{H}_1 \) is obvious (and follows from Proposition 2.3). Moreover, from the variational formula (5.7) we know that: if \( h \in \mathcal{H}_1 \) satisfies \( \ll h, j_{0,1}^S \gg_1 = 0 \) and \( \ll h, Sg \gg_1 = 0 \) for all \( g \in \mathcal{Q} \), then \( \|h\|_1 = 0 \).

(b) The sum is orthogonal – This follows directly from the previous proposition and from the fact that: \( \ll j_{0,1}^S, Sg \gg_1 = 0 \) for all \( g \in \mathcal{Q} \).

5.2 Replacement of \( \mathcal{S} \) with \( \mathcal{L} \)

In this subsection, we prove identities which mix the antisymmetric and the symmetric part of the generator, which will be used to get the weak sector condition (Proposition 5.7).

Lemma 5.4. For all \( g, h \in \mathcal{Q} \),

\( \ll Sg, A^m h \gg_1 = - \ll A^m g, Sh \gg_1 \).

Proof. This easily follows from the first identity of Proposition 5.1 and from the invariance by translation of the measure \( \mathcal{P}_1^* \):

\[
\ll Sg, A^m h \gg_1 = - \ll g, A^m h \gg_1 = - \sum_{x \in \mathbb{Z}} E_1^*[\tau_x g, A^m h] = \sum_{x \in \mathbb{Z}} E_1^*[A^m(\tau_x g), h] = \sum_{x \in \mathbb{Z}} E_1^*[A^m g, \tau_x h] = - \ll A^m g, Sh \gg_1.
\]

Lemma 5.5. For all \( g \in \mathcal{Q} \),

\( \ll Sg, j_{0,1}^A \gg_1 = - \ll A^m g, j_{0,1}^S \gg_1 \).

Proof. From Proposition 5.1,

\[
\ll Sg, j_{0,1}^A \gg_1 = - \ll g, j_{0,1}^A \gg_1 = - \sum_{x \in \mathbb{Z}} E_1^*[\tau_x g, j_{0,1}^A] = - \sum_{x \in \mathbb{Z}} E_1^*[g, j_{x,x+1}^A] = \sum_{x \in \mathbb{Z}} xE_1^*[g, j_{x-1,x}^A] = \sum_{x \in \mathbb{Z}} xE_1^*[g, A^m(\omega_x^2)] = \ll A^m g, \omega_x^2 \gg_1 = - \ll A^m g, j_{0,1}^S \gg_1.
\]

These two lemmas together with the second identity of Proposition 5.1 (and the fact that \( \ll j_{0,1}^A \gg_1, * = 0 \)) imply the following:

Corollary 5.6. For all \( a \in \mathbb{R}, g \in \mathcal{Q} \),

\( \ll aj_{0,1}^S + Sg, aj_{0,1}^A + A^m g \gg_1 = 0 \).

We now state the main result of this subsection.

Proposition 5.7 (Weak sector condition).

(i) There exist two constants \( C_0 := C(\gamma, \lambda) \) and \( C_1 := C(\gamma, \lambda) \) such that the following inequalities hold for all \( f, g \in \mathcal{Q} \):

\[
\ll A^m f, Sg \gg_1 \leq C_0 \|Sf\|_1 \|Sg\|_1, \quad \ll A^m f, Sg \gg_1 \leq C_1 \|Sf\|_1^2 + \frac{1}{2} \|Sg\|_1^2.
\]
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(ii) There exists a positive constant $C$ such that, for all $g \in Q$,
$$
\|A^m g\|_1 \leq C\|S g\|_1.
$$

**Proof.** The proof is technical because made of explicit computations for quadratic functions. For that reason, we give it in Appendix B. \qed

5.3 Decomposition of the Hilbert space

We deduce from the previous two subsections the expected decomposition of $H_1$.

**Proposition 5.8.** We denote by $L^m Q$ the space $\{L^m g : g \in Q\}$. Then,
$$
H_1 = \frac{L^m Q}{N} \oplus R^g_{0,1}.
$$

**Proof.** We first prove that $H_1$ can be written as the sum of the two subspaces. Then, we show that the sum is direct.

**(a) The space is well generated** – The inclusion $\frac{L^m Q}{N} + R^g_{0,1} \subset H_1$ follows from Proposition 2.3. To prove the converse inclusion, let $h \in H_1$ so that $\ll h, j^S_{0,1} \gg_1 = 0$ and $\ll h, L^m g \gg_1 = 0$ for all $g \in Q$. From Proposition 5.3, $h$ can be written as
$$
h = \lim_{k \to \infty} S g_k
$$
for some sequence $\{g_k\} \in Q$. More precisely, since $\ll S g_k, A^m g_k \gg_1 = 0$ by Lemma 5.4,
$$
\|h\|_1^2 = \lim_{k \to \infty} \ll S g_k, S g_k \gg_1 = \lim_{k \to \infty} \ll S g_k, L^m g_k \gg_1.
$$
Moreover, we also have by assumption that $\ll h, L^m g_k \gg_1 = 0$ for all $k$, and from Proposition 5.7,
$$
\sup_{k \in \mathbb{N}} \|L^m g_k\|_1 \leq (C + 1) \sup_{k \in \mathbb{N}} \|S g_k\|_1 =: C_h
$$
is finite. Therefore,
$$
\|h\|_1^2 = \lim_{k \to \infty} \ll S g_k, L^m g_k \gg_1 = \lim_{k \to \infty} \ll S g_k - h, L^m g_k \gg_1 \leq \lim_{k \to \infty} C_h \|S g_k - h\|_1 = 0.
$$

**(b) The sum is direct** – Let $\{g_k\} \in Q$ be a sequence such that, for some $a \in R$,
$$
\lim_{k \to \infty} L^m g_k = a j^S_{0,1} \quad \text{in } H_1,
$$
By a similar argument,
$$
\limsup_{k \to \infty} \ll S g_k, S g_k \gg_1 = \limsup_{k \to \infty} \ll L^m g_k, S g_k \gg_1 = \limsup_{k \to \infty} \ll L^m g_k - a j^S_{0,1}, S g_k \gg_1 = 0,
$$
where the last equality comes from the fact that $\ll j^S_{0,1}, S g_k \gg_1 = 0$ for all $k$. On the other hand, by Proposition 5.7, $\|L^m g_k\|_1 \leq (C + 1) \|S g_k\|_1 \to 0$. Then, $a = 0$. This concludes the proof. \qed

Recall that $j^S_{0,1}(m, \omega) = \lambda(\omega^1_n - \omega^1_{n+1})$. We have obtained the following result.

**Lemma 5.9.** For every $g \in Q_0$, there exists a unique constant $a \in R$, such that
$$
g + a(\omega^1_n - \omega^1_{n+1}) \in L^m Q \quad \text{in } H_1.
$$

(5.10)
We are going to obtain variational formulas for \( D \), and a sequence of cylinder functions \( \{ f_k \} \in Q \) such that
\[
\| j_{0,1} + \tilde{D}(\omega_1 - \omega_{0}^2) + \mathcal{L}^m f_k \|_1 \xrightarrow{k \to \infty} 0,
\]
and this convergence also holds with the same constant \( \tilde{D} \) and the same sequence \( f_k \) if we replace the semi-norm \( \| \cdot \|_1 \) with \( \| \cdot \|_\beta \) for any \( \beta > 0 \).

We are left to prove: first, the identity \( \tilde{D} = D \), and second, the statement (ii) of Proposition 3.2, namely (3.10), both being contained in the following section.

### 6 Diffusion coefficient and end of the proof

The main goal of this section is to express the diffusion coefficient by various variational formulas. We also prove the second statement of Proposition 3.2. First, recall the definition of \( D \) in Definition 2.5 as
\[
D = \lambda + \frac{1}{\chi(1)} \inf_{f \in Q} \sup_{g \in W} \left\{ \ll f, -Sf \gg_{1,*} + 2 \ll j_{0,1}^A - \mathcal{A}^m f, g \gg_{1,*} - \ll g, -Sg \gg_{1,*} \right\}.
\]

From Lemma 5.9, there exists a unique \( \tilde{D} \in \mathbb{R} \) such that
\[
j_{0,1} + \tilde{D}(\omega_1 - \omega_{0}^2) \in \mathcal{L}^m Q \quad \text{in } H_1.
\]

We are going to obtain variational formulas for \( \tilde{D} \), and prove that \( \tilde{D} = D \), by following the argument in [25] (see Remark 6.1 below). We first rewrite the decomposition of the Hilbert space given in Proposition 5.8, by replacing \( j_{0,1}^0 \) with \( j_{0,1} \). This new statement is based on Corollary 5.6, which gives an orthogonality relation. The second step is to find another orthogonal decomposition (see (6.2) below), which will justify the variational formula (6.1) for \( D \). Hereafter, we denote \( \mathcal{L}^{m,*} := S - \mathcal{A}^m \) and \( j_{0,1}^* := j_{0,1}^S - j_{0,1}^A \).

**Lemma 6.1.** The following decompositions hold
\[
H_1 = \mathcal{L}^m Q|_N \oplus R j_{0,1} = \mathcal{L}^{m,*} Q|_N \oplus R j_{0,1}.
\]

**Proof.** We only sketch the proof of the first decomposition, since it is done in [25]. Let us recall from Proposition 5.8 that \( \mathcal{L}^m Q \) has a complementary subspace in \( H_1 \) which is one-dimensional. Therefore, it is sufficient to prove that \( H_1 \) is generated by \( \mathcal{L}^m Q \) and the total current. Let \( h \in H_1 \) such that \( \ll h, j_{0,1} \gg_1 = 0 \) and \( \ll h, \mathcal{L}^m g \gg_1 = 0 \) for all \( g \in Q \). By Proposition 5.3, \( h \) can be written as
\[
h = \lim_{k \to \infty} Sg_k + aj_{0,1}^S
\]
for some sequence \( \{ g_k \} \in Q \), and \( a \in \mathbb{R} \), and from Corollary 5.6,
\[
\| h \|_1^2 = \lim_{k \to \infty} \ll aj_{0,1}^S + Sg_k, aj_{0,1} + \mathcal{L}^m g_k \gg_1.
\]

Moreover, from Proposition 5.7 and the standard inequality \( \| \varphi + \psi \|_1^2 \leq 2 \| \varphi \|_1^2 + 2 \| \psi \|_1^2 \)
we have
\[
\sup_{k \in \mathbb{N}} \| aj_{0,1} + \mathcal{L}^m g_k \|_1^2 \leq 2a^2 \| j_{0,1} \|_1^2 + 2(C + 1) \sup_{k \in \mathbb{N}} \| Sg_k \|_1^2 =: C_h
\]
is finite. Therefore,
\[
\| h \|_1^2 = \lim_{k \to \infty} \ll aj_{0,1}^S + Sg_k - h, aj_{0,1} + \mathcal{L}^m g_k \gg_1 \leq C_h \limsup_{k \to \infty} \| aj_{0,1}^S + Sg_k - h \|_1 = 0.
\]
The same arguments apply to the second decomposition. \( \square \)
We define bounded linear operators $T, T^* : \mathcal{H}_1 \to \mathcal{H}_1$ as

\[
T(a_{j_0,1} + L^m f) := a_{j_0,1}^S + S f, \\
T^*(a_{j_0,1}^* + L^{m,*} f) := a_{j_0,1}^S + S f.
\]

From the following identity (which is a direct consequence of Corollary 5.6)

\[
\|a_{j_0,1} + L^m f\|_1^2 = \|a_{j_0,1}^S + L^{m,*} f\|_1^2 = \|a_{j_0,1}^S + S f\|_1^2 + \|A_m f\|_1^2,
\]

we can easily see that $T^*$ is the adjoint operator of $T$ and we also have the relations

\[
\ll T_{j_0,1}^S, j_0,1 \gg_1 = \ll T_{j_0,1}^S, j_0,1 \gg_1 = \lambda \chi (1) \\
\ll T_{j_0,1}^S, L^{m,*} f \gg_1 = \ll T_{j_0,1}^S, T^{m,f} \gg_1 = 0, \text{ for all } f \in \mathcal{Q}.
\]

In particular,

\[
\mathcal{H}_1 = \mathcal{L}^{m,*}Q/\mathcal{N} \oplus \mathbb{R} T_{j_0,1}^S \tag{6.2}
\]

and there exists a unique number $Q$ such that

\[
j_0,1^* - QT_{j_0,1}^S \in \mathcal{L}^{m,*}Q \text{ in } \mathcal{H}_1.
\]

We are going to show that $\tilde{D} = \lambda Q$.

**Lemma 6.2.**

\[
Q = \frac{\lambda \chi (1)}{\|T_{j_0,1}^S\|_1^2} = \frac{1}{\lambda \chi (1)} \inf_{f \in \mathcal{Q}} \|j_0,1^* - L^{m,*} f\|_1^2. \tag{6.3}
\]

**Proof.** The first identity follows from the fact that

\[
\ll T_{j_0,1}^S, j_0,1 \gg_1 = \ll T_{j_0,1}^S, j_0,1 \gg_1 = \lambda \chi (1) - Q \|T_{j_0,1}^S\|_1^2 = 0.
\]

The second identity is straightforwardly obtained from the first identity, together with

\[
\inf_{f \in \mathcal{Q}} \|j_0,1^* - QT_{j_0,1}^S - L^{m,*} f\|_1^2 = 0, \tag{6.4}
\]

which holds by construction of $Q$. \qed

Thanks to Corollary 5.6, for any $g \in \mathcal{Q}$, $T_g$ and $g - T_g$ are orthogonal, and therefore $\ll T_g, g \gg_1 = \ll T_g, T_g \gg_1$ for all $g \in \mathcal{H}_1$. In particular, $j_0,1^* - T_{j_0,1}^S$ is orthogonal to $T_{j_0,1}^S$, thus

\[
j_0,1^* - T_{j_0,1}^S \in \mathcal{L}^{m,*}Q.
\]

We can then obtain the following variational formula for $\|T_{j_0,1}^S\|_1^2$.

**Proposition 6.3.**

\[
\|T_{j_0,1}^S\|_1^2 = \inf_{f \in \mathcal{Q}} \|j_0,1^* - L^{m,*} f\|_1^2. \tag{6.5}
\]

**Proof.** With a similar argument (as in the proof of the previous proposition), we have

\[
\inf_{f \in \mathcal{Q}} \|j_0,1^* - T_{j_0,1}^S - L^{m,*} f\|_1 = 0,
\]

and

\[
\inf_{f \in \mathcal{Q}} \|j_0,1^* - T_{j_0,1}^S - L^{m,*} f\|_1^2 = \inf_{f \in \mathcal{Q}} \|j_0,1^* - L^{m,*} f\|_1^2 - \|T_{j_0,1}^S\|_1^2,
\]

where we used the fact that $j_0,1^* - T_{j_0,1}^S$ and $L^{m,*} f$ are both orthogonal to $T_{j_0,1}^S$, which concludes the proof. \qed
We are now ready to derive variational formulas for $\tilde{D}$:

**Lemma 6.4.**

$$\tilde{D} = \frac{1}{\chi(1)} \inf_{f \in Q} \| j_{0,1}^S - L^{m,*} f \|_1^2 = \frac{\chi(1)}{4 \inf_{f \in Q} \| j_{0,1}^S - L^{m,*} f \|_1^2}.$$ (6.6)

**Proof.** By construction, $j_{0,1}^S = (\tilde{D}/\lambda)j_{0,1}^S \in T^{m,Q}$ and therefore

$$\langle j_{0,1}^S, T^* j_{0,1}^S \rangle \gg 1 = \lambda \chi(1) - \frac{\tilde{D}}{\chi} \| T j_{0,1}^S \|_1^2 = 0.$$ (6.7)

As a result, we obtain as wanted that, $\tilde{D} = \lambda Q$, and the variational formula for $\tilde{D}$ can be deduced from the one for $Q$.

**Remark 6.1.** We can rewrite the variational formula (6.6) for $\tilde{D}$ as:

$$\tilde{D} = \frac{1}{\chi(1)} \inf_{f \in Q} \left\{ \| j_{0,1}^S \|_1^2 + \| S f \|_1^2 + \| j_{0,1}^A - A^m f \|_1^2 \right\}$$

$$= \lambda + \frac{1}{\chi(1)} \inf_{f \in Q} \left\{ \| S f \|_1^2 + \| j_{0,1}^A - A^m f \|_1^2 \right\}$$

$$= \lambda + \frac{1}{\chi(1)} \inf_{f \in Q} \left\{ \| S f \|_1^2 - 2 \langle j_{0,1}^A - A^m f, S g \rangle_1 + \| S g \|_1^2 \right\}$$

$$= \lambda + \frac{1}{\chi(1)} \inf_{f \in Q} \left\{ \langle f, -Sf \rangle_1, +2 \langle j_{0,1}^A - A^m f, g \rangle_1, - \langle g, -Sg \rangle_1 \right\}$$

$$= D,$$ (6.8)

by definition of the diffusion coefficient, see (6.1). To establish the third identity, we used (5.7) to restrict the infimum in (6.8), to functions $f$ satisfying $\langle j_{0,1}^A - A^m f, j_{0,1}^S \rangle_1 = 0$.

We are now in position to prove the remaining statement of Proposition 3.2:

**Proposition 6.5.** There exists a sequence $\{f_k\} \in Q$ such that

$$\lim_{k \to \infty} \| j_{0,1}^S + D(\omega_1^2 - \omega_0^2) + L^m f_k \|_1 = \lim_{k \to \infty} \| j_{0,1}^* + D(\omega_1^2 - \omega_0^2) + L^m f_k \|_1 = 0,$$ (6.11)

and it satisfies

$$\lim_{k \to \infty} E^*_1 \left[ \lambda \left( \nabla_{0,1}(\omega_0^2 - \Gamma_{f_k}) \right)^2 + \gamma \left( \nabla_0(\Gamma_{f_k}) \right)^2 \right] = 2D\chi(1).$$

**Proof.** The first statement is a consequence of Lemma 5.9, the definition of $\tilde{D}$, Remark 6.1 and Corollary 5.6. We now turn to the second statement. By assumption,

$$\lim_{k \to \infty} \| T(j_{0,1} + D(\omega_1^2 - \omega_0^2) + L^m f_k) \|_1 = 0$$

and therefore

$$\lim_{k \to \infty} \| j_{0,1}^S + S f_k \|_1^2 = D^2 \| T(\omega_1^2 - \omega_0^2) \|_1^2.$$ (6.9)

Then, the result follows from

$$D = \lambda Q = \frac{\chi(1)}{\| T(\omega_1^2 - \omega_0^2) \|_1^2},$$ (6.10)

and Corollary 5.2, which yields

$$\| j_{0,1}^S + S f_k \|_1^2 = \frac{\lambda}{2} E^*_1 \left[ \left( \omega_1^2 - \omega_0^2 - \nabla_{0,1}(\Gamma_{f_k}) \right)^2 \right] + \frac{\gamma}{2} E^*_1 \left[ \left( \nabla_0(\Gamma_{f_k}) \right)^2 \right].$$ (6.12)
In this section, we prove the Green-Kubo formula given in Theorem 2.2, which is a consequence of Propositions 7.2 and 7.3 below. We first prove the convergence of the infinite volume Green-Kubo formula, then we rigorously show that it is equivalent to the diffusion coefficient given by Varadhan’s approach. For the sake of clarity, in the following we simplify notations, and we denote $\ll \cdot, \cdot \gg_*$ by $\ll \cdot, \cdot \gg$.

### 7.1 Convergence of Green-Kubo formula

Linear response theory predicts that the diffusion coefficient is given by the Green-Kubo formula. In [3, Section 3] its homogenized infinite volume version is given by:

$$\kappa(z) = \lambda + \frac{1}{2} \int_0^{+\infty} dt \ e^{-zt} \sum_{x \in \mathbb{Z}} Q_{\mu_N}^{A} \left[ j_{0,1}^{A}(m, t), \tau_{x} j_{0,1}^{A}(m, 0) \right]. \quad (7.1)$$

That formula can be guessed from the better-known finite volume Green-Kubo formula thanks to the ergodicity property of the disorder measure $P$. We denote by $L(z)$ the second term of the right hand side of (7.1), that is

$$L(z) := \frac{1}{2} \int_0^{+\infty} dt e^{-zt} \sum_{x \in \mathbb{Z}} Q_{\mu_N}^{A} \left[ j_{0,1}^{A}(m, t), \tau_{x} j_{0,1}^{A}(m, 0) \right].$$

We also denote by $L^2_\mu$ the Hilbert space generated by the elements of $C$ (recall Definition 2.2) and the inner product $\ll \cdot, \cdot \gg$. We define $h_z := h_z(m, \omega)$ as the solution to the resolvent equation in $L^2_\mu$:

$$(z - L^m)h_z = j_{0,1}^{A}. \quad (7.2)$$

Hille-Yosida Theorem (see Proposition 2.1 in [11] for instance) implies that the Laplace transform $L(z)$ is well defined, is smooth on $(0, +\infty)$, and such that

$$\kappa(z) = \lambda + L(z) = \lambda + \frac{1}{2} \ll j_{0,1}^{A}, h_z \gg. \quad (7.3)$$

Since the generator $L^m$ conserves the degree of homogeneous polynomial functions, the solution to the resolvent equation is on the form

$$h_z(m, \omega) = \sum_{x \in \mathbb{Z}} \varphi_z(m, x, x)(\omega_{x+1}^2 - \omega_x^2) + \sum_{x, y \in \mathbb{Z}, x \neq y} \varphi_z(m, x, y)\omega_x\omega_y,$$

where, for all $m \in \Omega^D$, the function $\varphi_z(m, \cdot, \cdot) : \mathbb{Z}^2 \to \mathbb{R}$ is square-summable and symmetric. In the Hilbert space $L_\mu^2$, there exist equations involving the symmetric part $S$ that can be explicitly solved:

**Lemma 7.1.** There exists $f \in L_\mu^2$ such that $Sf = j_{0,1}^{A}$ in $L_\mu^2$.

**Proof.** We look at the solutions $f$ to $Sf = j_{0,1}^{A}$ on the form

$$f(m, \omega) = \sum_{x \in \mathbb{Z}} \varphi_k(m, x)\omega_x \omega_{x+k},$$

such that, for all $m \in \Omega^D$,

$$\sum_{x \in \mathbb{Z}, k \geq 1} |\varphi_k(m, x)|^2 < +\infty. \quad (7.4)$$
To simplify notations, let us erase the dependence of $m$ for a while, and keep it in mind. Then, the sequence $\{\varphi_k(x); x \in \mathbb{Z}, k \geq 1\}$ has to be solution to
\[
\begin{cases}
-\lambda(\varphi_{k+1}(x) + \varphi_{k+1}(x-1)) + 4(\lambda + \gamma)\varphi_k(x) - \lambda(\varphi_{k-1}(x) + \varphi_{k-1}(x-1)) = 0, k \geq 2, \\
(\lambda + 2\gamma)\varphi_1(x) - \lambda(\varphi_2(x) + \varphi_2(x-1)) = \frac{\delta_0(x)}{\sqrt{m_0m_1}},
\end{cases}
\]
for $x \in \mathbb{Z}$.

We introduce the Fourier transform $\hat{\varphi}_k$ defined on $T$ as follows:
\[
\hat{\varphi}_k(\xi) := \sum_{x \in \mathbb{Z}} \varphi_k(x) e^{2i\pi x \xi}, \quad \xi \in T.
\]
From (7.4), this is well defined, and the inverse Fourier transform together with the Plancherel-Parseval relation imply:
\[
\begin{cases}
\varphi_k(x) = \int_T \hat{\varphi}_k(\xi) e^{-2i\pi x \xi} d\xi \\
\sum_{x \in \mathbb{Z}} |\varphi_k(x)|^2 = \sum_{k \geq 1} \int_T |\hat{\varphi}_k(\xi)|^2 d\xi.
\end{cases}
\]

The system of equations (7.5) rewrites as
\[
\begin{cases}
-\lambda(e^{2i\pi \xi} + 1)\hat{\varphi}_{k+1}(\xi) + 4(\lambda + \gamma)\hat{\varphi}_k(\xi) - \lambda(e^{-2i\pi \xi} + 1)\hat{\varphi}_{k-1}(\xi) = 0, \text{ for } k \geq 2, \xi \in T, \\
(\lambda + 2\gamma)\hat{\varphi}_1(\xi) - \lambda(e^{2i\pi \xi} + 1)\hat{\varphi}_2(\xi) = \frac{1}{\sqrt{m_0m_1}}, \text{ for } \xi \in T.
\end{cases}
\]

Therefore, for any $\xi \in T$ fixed, $\xi \neq 1/2$, the sequence $\{\hat{\varphi}_k(\xi)\}_{k \geq 1}$ is solution to the second order linear recurrence relation:
\[
\hat{\varphi}_{k+1}(\xi) - \frac{2\alpha e^{-i\pi \xi}}{\cos(\pi \xi)}\hat{\varphi}_k(\xi) + e^{-2i\pi \xi}\hat{\varphi}_{k-1}(\xi) = 0, \quad \text{for } k \geq 2,
\]
where $\alpha := (\lambda + \gamma)/\lambda$, with the two conditions:
\[
\begin{cases}
(\lambda + 2\gamma)\hat{\varphi}_1(\xi) - \lambda(e^{2i\pi \xi} + 1)\hat{\varphi}_2(\xi) = \theta(m), \quad \text{for } \xi \in T, \\
\sum_{k \geq 1} \int_T |\hat{\varphi}_k(\xi)|^2 d\xi < +\infty,
\end{cases}
\]
where $\theta(m) := 1/\sqrt{m_0m_1}$. This system is explicitly solvable, and one can easily check that the following function is solution:
\[
\hat{\varphi}_k(\xi) = \frac{\theta(m)}{\gamma r(\xi) + \lambda(1 + e^{-2i\pi \xi})} (r(\xi))^{k-1},
\]
where
\[
r(\xi) := \frac{\alpha e^{-i\pi \xi}}{\cos(\pi \xi)} \left( 1 - \sqrt{1 - \alpha^{-2} \cos^2(\pi \xi)} \right).
\]
Note that $r(\cdot)$ is continuous on $T$ (from a direct Taylor expansion), and $\varphi_k(x)$ can then be written as the inverse Fourier transform of $\hat{\varphi}_k(\xi)$.

We are now able to prove the existence of the Green-Kubo formula:

**Proposition 7.2.** The following limit
\[
\overline{D} := \lim_{z \downarrow 0} \pi(z)
\]
eexists, and is finite.
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

Proof. We investigate the existence of the limit

$$\lim_{z \downarrow 0} \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg = 2 \lim_{z \downarrow 0} L(z).$$  \hfill (7.9)$$

With the notations above, we have to prove that $\ll h_z, j_{0,1}^A \gg$ converges as $z$ goes to 0, and that the limit is finite and non-negative. Then, from (7.3) it will follow that $\overline{D} \geq \lambda > 0$ and $\overline{D}$ is positive. We denote by $\| \cdot \|_1$, the semi-norm corresponding to the symmetric part of the generator:

$$\| f \|_{1*}^2 = \ll f, (-S) f \gg,$$

and $H_{1*}$ is the Hilbert space obtained by the completion of $\mathcal{C}$ w.r.t. that semi-norm. The corresponding dual norm is defined as

$$\| f \|_{-1*}^2 := \sup_{g \in \mathcal{C}} \{ 2 \ll f, g \gg, -\| g \|_{1*}^2 \}.$$  \hfill (7.10)$$

We denote by $H_{-1}$, the Hilbert space obtained by the completion of $\mathcal{C}$ w.r.t. that norm.

We already know from the previous sections that $Q_0 \subset H_{-1}$, and we recover the result of Lemma 7.1, namely $j_{0,1}^A \in H_{-1}$.

We are going to prove the existence of the Green-Kubo formula by using some arguments given in [20, Section 2.6]. For the reader’s convenience, we recall here the main steps, and refer to [20] for the technical details of the proof. First, we take the inner product $\ll \cdot, \cdot \gg$, of (7.2) and $h_z$ to obtain

$$\ll z, h_z \gg + \| h_z \|_{1*}^2 = \ll h_z, j_{0,1}^A \gg \cdot$$  \hfill (7.11)$$

Since $j_{0,1}^A \in H_{-1}$, the Cauchy-Schwarz inequality for the scalar product $\ll \cdot, \cdot \gg$, gives

$$\ll z, h_z \gg + \| h_z \|_{1*}^2 \leq \| h_z \|_{1*} \| j_{0,1}^A \|_{-1*} \cdot$$

and we obtain that

$$\| h_z \|_{1*} \leq \| j_{0,1}^A \|_{-1*} \cdot$$

The family $\{ h_z \}_{z>0}$ is therefore bounded in $H_{1*}$, and one can extract a weakly converging subsequence in $H_{1*}$. We continue to denote this subsequence by $\{ h_z \}$ and we denote by $h_0$ the limit. We also have

$$\ll z, h_z \gg \leq \| j_{0,1}^A \|_{-1*}^2 \cdot$$

and then $\{ zh_z \}$ strongly converges to 0 in $L^2$. We now invoke the weak sector condition given in Proposition 5.7: there exists $C_0 > 0$ such that, for any homogeneous polynomials of degree two $f, g \in H_{1*}$

$$\| f, L^m g \|_1 \leq (C_0 + 1) \| f \|_{1*} \| g \|_{1*} \cdot$$  \hfill (7.12)$$

Indeed, this is a consequence of (5.8), since

$$\| f, A^m g \|_1 = \| Sf, A^m g \|_1 \leq C_0 \| Sf \|_1 \| Sg \|_1 = C_0 \| f \|_{1*} \| g \|_{1*} \cdot$$

and we also have from the Cauchy-Schwarz inequality,

$$\ll f, Sg \gg \leq \| f \|_{1*} \| g \|_{1*} \cdot$$

The estimate given in (7.12) applied to $g = h_z$ yields

$$\| L^m h_z \|_{-1*} \leq \sup_{f \in \mathcal{C}} \{ 2 \ll f, L^m h_z \gg - \| f \|_{1*}^2 \} \leq (C_0 + 1) \| h_z \|_{1*}^2 \leq (C_0 + 1) \| j_{0,1}^A \|_{-1*}^2 \cdot$$  \hfill (7.13)$$
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

From (7.2) and (7.13) we deduce that

\[ \sup_{z > 0} \| zh_z \|_{-1,*} < \infty. \]

Let us know refer to [20, Section 2.6, Lemma 2.16]: the condition (7.13) is sufficient to prove that

- the sequence \( \{ (-L^m) h_z \} \) weakly converges to \( j_{0,1}^A \) in \( H_{-1,*} \);
- the following identity holds
  \[ \ll h_0, (-L^m) h_0 \gg_* = \ll h_0, (-S) h_0 \gg_* = \ll h_0, j_{0,1}^A \gg_* ; \]  \hspace{1cm} (7.14)
- the sequence \( \{ h_z \} \) strongly converges to \( h_0 \) in \( H_{1,*} \), and the limit is unique.

We have proved the first part: the limit (7.9) exists. To obtain its finiteness, we are going to give an upper bound, using the following variational formula:

\[ \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_* = \sup_{f \in C} \{ 2 \ll f, j_{0,1}^A \gg_* - \| f \|_{1,z}^2 - \| A^m f \|_{-1,z}^2 \}, \]

where the two norms \( \| \cdot \| \pm_{1,z} \) are defined by

\[ \| f \|_{1,z}^\pm = \ll f, (z - S)^\pm f \gg_* . \]

For the upper bound, we neglect the term coming from the antisymmetric part \( A^m f \), which gives

\[ \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_* \leq \ll j_{0,1}^A, (z - S)^{-1} j_{0,1}^A \gg_* . \]

In the right hand side we can also neglect the part coming from the exchange symmetric part \( S_{\text{exch}} \), and remind that \( S_{\text{flip}}(j_{0,1}^A) = -2 j_{0,1}^A \). This gives an explicit finite upper bound. Then, we have from (7.14) that

\[ \lim_{z \downarrow 0} \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_* = \ll j_{0,1}^A, h_0 \gg_* = \ll h_0, (-S) h_0 \gg_* \geq 0, \]

and the positiveness is proved. \( \square \)

7.2 Equivalence of the definitions

In this subsection we rigorously prove the equality between the variational formula for the diffusion coefficient and the Green-Kubo formula.

**Proposition 7.3.** For every \( \lambda > 0 \) and \( \gamma > 0 \),

\[ \overline{D} = \lambda + \frac{1}{2} \lim_{z \uparrow 0} \ll j_{0,1}^A, (z - L^m)^{-1} j_{0,1}^A \gg_* , \]

coincides with the coefficient \( \overline{D} = D \) defined in Lemma 6.4.

**Proof.** We obtained in Section 6 several equivalent expressions for the diffusion coefficient. For instance, since \( \chi(1) = 2 \), (6.12) rewrites

\[ D = \frac{2}{\| T(\omega_1^2 - \omega_0^2) \|_1^2} . \]

Furthermore, according to (6.11), there exists a sequence \( \{ f_\varepsilon \} \varepsilon > 0 \) of functions in Q such that

\[ g_\varepsilon := j_{0,1}^* + D(\omega_1^2 - \omega_0^2) + L^m \cdot f_\varepsilon \]
satisfies $\|g_\varepsilon\|_1 \to 0$ as $\varepsilon$ goes to $0$. Observe that $g_\varepsilon \in Q_0 \subset H_{-1}$, from Proposition 2.3.

By substitution in the equality above, we get

$$D^{-1} = \frac{1}{2D^2} \ll g_\varepsilon - j_{0,1}^\varepsilon - \mathcal{L}^m g_\varepsilon, T^* (g_\varepsilon - j_{0,1}^\varepsilon - \mathcal{L}^m g_\varepsilon) \gg 1$$

recalling that $\ll T g, T g \gg_1 = \ll g, T^* g \gg_1$ for all $g \in \mathcal{H}_1$. Therefore,

$$D = \frac{1}{2} \ll g_\varepsilon - j_{0,1}^\varepsilon - \mathcal{L}^m g_\varepsilon, g_\varepsilon - j_{0,1}^\varepsilon - S f_\varepsilon \gg_1$$

$$= \frac{1}{2} \ll j_{0,1}^\varepsilon + \mathcal{L}^m g_\varepsilon, j_{0,1}^S + S f_\varepsilon \gg_1 + R_\varepsilon$$

where $R_\varepsilon$ is bounded by $C\|g_\varepsilon\|_1^2$, and then vanishes as $\varepsilon$ goes to $0$. Finally, from Proposition 5.1, we can write

$$D = \lambda + \frac{1}{2} \lim_{\varepsilon \to 0} \ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon,$$

and we know that the limit above exists, which implies that $\ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon$ is uniformly bounded in $\varepsilon$ by a constant $C > 0$. The problem is now reduced to prove that

$$\lim_{\varepsilon \to 0} \ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon = \lim_{z \to 0} \ll j_{0,1}^A, (z - \mathcal{L}^m)^{-1} j_{0,1}^A \gg_\varepsilon. \quad (7.15)$$

For every $z > 0$ and $\varepsilon > 0$, we have by definition above and (7.2),

$$j_{0,1}^A = z h_z - \mathcal{L}^m h_z$$

and using (7.16),

$$- \ll \mathcal{L}^m h_z, f_\varepsilon \gg_\varepsilon + z \ll h_z, f_\varepsilon \gg_\varepsilon = - \ll f_\varepsilon, g_\varepsilon \gg_\varepsilon - \ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon.$$

First, let $z$ go to $0$, and observe that the limit of $\ll \mathcal{L}^m h_z, f_\varepsilon \gg_\varepsilon$ exists since $\{\mathcal{L}^m h_z\}$ weakly converges in $H_{-1}$, and $f_\varepsilon \in H_{1, *}$ for $z \to 0$. Let us take the limit as $\varepsilon$ goes to $0$, and write

$$\ll f_\varepsilon, g_\varepsilon \gg_\varepsilon \leq \|f_\varepsilon\|_1, \|g_\varepsilon\|_{-1} \leq C\|g_\varepsilon\|_1 \to 0 \quad \varepsilon \to 0.$$

The first equality is justified by the fact that $g_\varepsilon$ belongs to $Q_0 \subset H_{-1}$, and the last inequality comes from the definition of the semi-norm $\|\cdot\|_1$ given in (4.3). As a consequence, we have obtained

$$\lim_{\varepsilon \to 0} \ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon = \lim_{\varepsilon \to 0, z \to 0} \ll \mathcal{L}^m h_z, f_\varepsilon \gg_\varepsilon.$$

In the same way, take the inner product $\ll \cdot, \cdot \gg_\varepsilon$ of (7.17) with $h_z$ to obtain

$$\ll j_{0,1}^A h_z \gg_\varepsilon = - \ll g_\varepsilon, h_z \gg_\varepsilon + \ll \mathcal{L}^m f_\varepsilon, h_z \gg_\varepsilon.$$

If we send first $z$ to $0$, then $\ll g_\varepsilon, h_z \gg_\varepsilon$ converges to $\ll g_\varepsilon, h_0 \gg_\varepsilon$ from the weak convergence of $\{h_z\}$ in $H_{1,*}$, and since $g_\varepsilon \in H_{-1,*}$. As before, we write

$$\ll g_\varepsilon, h_0 \gg_\varepsilon \leq C\|g_\varepsilon\|_1 \to 0 \quad \varepsilon \to 0.$$

Therefore,

$$\lim_{z \to 0} \ll j_{0,1}^A h_z \gg_\varepsilon = \lim_{z \to 0} \ll \mathcal{L}^m f_\varepsilon, h_z \gg_\varepsilon = \lim_{\varepsilon \to 0} \ll f_\varepsilon, (-S) f_\varepsilon \gg_\varepsilon,$$

and the claim is proved.
8 The anharmonic chain perturbed by a diffusive noise

In this section we say a few words about the anharmonic chain, when the interactions between atoms are non-linear, given by a potential $V$. As in [25], we assume that the function $V : \mathbb{R} \to \mathbb{R}_+$ satisfies the following properties:

(i) $V(\cdot)$ is a smooth symmetric function,
(ii) there exist $\delta_- \, \text{ and } \delta_+$ such that $0 < \delta_- \leq V''(\cdot) \leq \delta_+ < +\infty$,
(iii) $\delta_- / \delta_+ > (3/4)^{1/16}$.

Using the same notations as in the introduction, the configuration $\{p_x, r_x\}$ now evolves according to

$$\begin{cases}
\frac{dp_x}{dt} = V'(r_{x+1}) - V'(r_x), \\
\frac{dr_x}{dt} = \frac{p_x}{M_x} - \frac{p_{x-1}}{M_{x-1}}.
\end{cases} \quad (8.1)$$

We define $\pi_x := p_x / \sqrt{M_x}$, and the dynamics on $\{\pi_x, r_x\}$ rewrites as:

$$\begin{cases}
\frac{d\pi_x}{dt} = \frac{1}{\sqrt{M_x}} [V'(r_{x+1}) - V'(r_x)], \\
\frac{dr_x}{dt} = \frac{\pi_x}{\sqrt{M_x}} - \frac{\pi_{x-1}}{\sqrt{M_{x-1}}}
\end{cases} \quad (8.2)$$

The total energy

$$E := \sum_{x \in \mathbb{Z}} \left\{ \frac{\pi_x^2}{2} + V(r_x) \right\}$$

is conserved. The flip and exchange noises have poor ergodic properties, and can be used for harmonic chains only. For the anharmonic case, we introduce a stronger stochastic perturbation. Now, the total generator of the dynamics writes $L^m = A^m + \gamma S$, where

$$A^m := \sum_{x \in \mathbb{Z}} \frac{1}{\sqrt{M_x}} (X_x - Y_{x,x+1}), \quad S := \frac{1}{2} \sum_{x \in \mathbb{Z}} \left\{ X_x^2 + Y_{x,x+1}^2 \right\}, \quad (8.3)$$

where

$$Y_{x,y} = \pi_x \frac{\partial}{\partial y} - V'(r_y) \frac{\partial}{\partial \pi_x}, \quad X_x = Y_{x,x}.$$ 

For this anharmonic case, the needed ingredients can be proved directly from [25]: first, note that the symmetric part of the generator does not depend on the disorder and is exactly the same as in [25]. Then, the proof of the spectral gap is done in Section 12 of that paper, and the sector condition can also be proved, following Section 8. More precisely, after taking into account the disorder and its fluctuation, the same argument of [25, Lemma 8.2, Section 8] can be applied, since it is mainly based on the fact that both antisymmetric and symmetric parts involve the same operators $Y_{x,y}$.

A Hermite polynomials and quadratic functions

In the whole section we assume $\beta = 1$. Every result can be restated for the general case after replacing the variable $\omega$ by $\beta^{-1/2} \omega$.

Let $\chi$ be the set of positive integer-valued functions $\xi : \mathbb{Z} \to \mathbb{N}$, such that $\xi_x$ vanishes for all but a finite number of $x \in \mathbb{Z}$. The length of $\xi$, denoted by $|\xi|$, is defined as

$$|\xi| = \sum_{x \in \mathbb{Z}} \xi_x.$$
For \( \xi \in \chi \), we define the polynomial function \( H_\xi \) on \( \Omega \) as
\[
H_\xi(\omega) = \prod_{x \in \mathbb{Z}} h_{\xi_x}(\omega_x),
\]
where \( \{h_n\}_{n \in \mathbb{N}} \) are the normalized Hermite polynomials w.r.t. the one-dimensional standard Gaussian probability law (with density \((2\pi)^{-1/2} \exp(-x^2/2)\) on \( \mathbb{R} \)). The sequence \( \{H_\xi\}_{\xi \in \chi} \) forms an orthonormal basis of the Hilbert space \( L^2(\mu_1) \), where \( \mu_1 \) is the infinite product Gibbs measure on \( \mathbb{R}^\mathbb{Z} \), defined by (1.4) with \( \beta = 1 \). As a result, every function \( f \in L^2(\mu_1) \) can be decomposed in the form
\[
f(\omega) = \sum_{\xi \in \chi} F(\xi)H_\xi(\omega).
\]
Moreover, we can compute the scalar product \( \langle f, g \rangle_1 \) for \( f = \sum_\xi F(\xi)H_\xi \) and \( g = \sum_\xi G(\xi)H_\xi \) as
\[
\langle f, g \rangle_1 = \sum_{\xi \in \chi} F(\xi)G(\xi).
\]

**Definition A.1.** Define \( \chi_n := \{\xi \in \chi : |\xi| = n\} \), a function \( f \in L^2(\mu_1) \) is of degree \( n \) if its decomposition
\[
f = \sum_{\xi \in \chi} F(\xi)H_\xi
\]
satisfies: \( F(\xi) = 0 \) for all \( \xi \notin \chi_n \).

Remark A.1. In this paper, we mainly focus on degree 2 functions, which are by Definition A.1 of the form
\[
\sum_{x \in \mathbb{Z}} \varphi(x, x)(\omega_x^2 - 1) + \sum_{x \neq y} \varphi(x, y)\omega_x\omega_y \tag{A.1}
\]
where \( \varphi : \mathbb{Z}^2 \to \mathbb{R} \) is a square summable symmetric function. Note that they all have zero mean w.r.t. \( \mu_1 \), and they can also be rewritten as
\[
\sum_{x \in \mathbb{Z}} \psi(x, x)(\omega_x^2 - \omega_{x+1}^2) + \sum_{x \neq y} \psi(x, y)\omega_x\omega_y,
\]
for some square summable symmetric function \( \psi : \mathbb{Z}^2 \to \mathbb{R} \).

**A.1 Local functions**

On the set of \( n \)-tuples \( x := (x_1, \ldots, x_n) \) of \( \mathbb{Z}^n \), we introduce the equivalence relation \( x \sim y \) if there exists a permutation \( \sigma \) on \( \{1, \ldots, n\} \) such that \( x_{\sigma(i)} = y_i \) for all \( i \in \{1, \ldots, n\} \).

The class of \( x \) for the relation \( \sim \) is denoted by \([x]\) and its cardinal by \( c(x) \). Then the set of configurations of \( \chi_n \) can be identified with the set of \( n \)-tuples classes for \( \sim \) by the one-to-one application:
\[
\mathbb{Z}^n / \sim \rightarrow \chi_n
\]
where for any \( y \in \mathbb{Z} \), \( (\xi[x])_y = \sum_{i=1}^n 1_{y=x_i} \). We identify \( \xi \in \chi_n \) with the occupation numbers of a configuration with \( n \) particles, and \([x]\) corresponds to the positions of those \( n \) particles. A function \( F : \chi_n \to \mathbb{R} \) is nothing but a symmetric function \( F : \mathbb{Z}^n \to \mathbb{R} \) through the identification of \( \xi \) with \([x]\). We denote (with some abuse of notations) by \( \langle \cdot, \cdot \rangle \) the scalar product on \( \oplus L^2(\chi_n) \), each \( \chi_n \) being equipped with the counting measure. Hence, for two functions \( F, G : \chi \to \mathbb{R} \), we have
\[
\langle F, G \rangle = \sum_{n \geq 0} \sum_{\xi \in \chi_n} F_n(\xi)G_n(\xi) = \sum_{n \geq 0} \sum_{x \in \mathbb{Z}^n} \frac{1}{c(x)} F_n(x)G_n(x),
\]
with \( F_n, G_n \) the restrictions of \( F, G \) to \( \chi_n \).
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A.2 Dirichlet form

It is not hard to check the following proposition, which is a direct consequence of the fact that $h_n$ has the same parity of the integer $n$.

**Proposition A.1.** If a local function $f \in L^2(\mu_1)$ is written on the form $f = \sum_{\xi \in \chi} F(\xi) H_\xi$, then

$$Sf(\omega) = \sum_{\xi \in \chi} (\mathcal{G}F)(\xi) H_\xi(\omega),$$

where $\mathcal{G}$ is the operator acting on functions $F : \chi \to \mathbb{R}$ as

$$\mathcal{G}F(\xi) = \lambda \sum_{x \in \mathbb{Z}} [F(\xi x, x + 1) - F(\xi)] + \gamma \sum_{x \in \mathbb{Z}} ((-1)^{\xi x} - 1)F(\xi).$$

Above $\xi^{x,y}$ is obtained from $\xi$ by exchanging $\xi_x$ and $\xi_y$.

From this result we deduce:

**Corollary A.2.** For any $f = \sum_{\xi \in \chi} F(\xi) H_\xi \in L^2(\mu_1)$, we have

$$D(\mu_1; f) = \langle f, -Sf \rangle_1 = \sum_{\xi \in \chi} \left\{ \frac{\lambda}{2} \sum_{x \in \mathbb{Z}} (F(\xi x, x + 1) - F(\xi))^2 + \gamma \sum_{x \in \mathbb{Z}} ((-1)^{\xi x} - 1)F^2(\xi) \right\}$$

A.3 Quadratic functions

Recall Definition 2.3. In other words, we are mostly interested in quadratic functions $f$ in $L^2(\mu_1)$, which have zero average with respect to $\mu_1$ and compact support. They correspond exactly to degree 2 functions as we already noticed in Remark A.1, but with the additional assumption that their support is compact.

The next propositions give some useful properties:

**Proposition A.3.** If $f \in L^2(\mu_1)$ is of degree 2, then the following variational formula

$$\sup_{g \in L^2(\mu_1)} \{2\langle f, g \rangle_1 - D(\mu_1; g)\}$$

can be restricted over degree 2 functions $g$.

Moreover, if the support of $f$ is finite and included in $\Lambda$, then the supremum can be restricted to functions with support included in $\Lambda$.

**Proof.** This fact follows after decomposing $g$ as $\sum_{\xi \in \chi} G(\xi) H_\xi$. Corollary A.2 and the orthogonality of Hermite polynomials imply that we can restrict the supremum over functions $g$ of degree two (A.1). Moreover, if $x \neq y$, then $\langle (\omega_x^2 - 1)(\omega_y^2 - 1) \rangle_1 = 0$, and if $x, y, z, t$ are all distinct, then $\langle \omega_x \omega_y \omega_z \omega_t \rangle_1 = 0$. This implies that the support of $g$ can be restricted to the one of $f$, otherwise it would only increase the Dirichlet form. \(\square\)

**Proposition A.4.** Let $\{f_n\}_{n \in \mathbb{N}}$ be a sequence of degree 2 functions in $L^2(\mu_1)$. Suppose that $\{f_n\}$ weakly converges to $f$ in $L^2(\mu_1)$. Then, $f$ is of degree 2.

Moreover, if any $f_n$ has support included in some finite subset $\Lambda$, then the support of $f$ is included in $\Lambda$.

**Proof.** For all $n \in \mathbb{N}$, and $\xi \notin \chi_2$, the scalar product $\langle f_n, H_\xi \rangle_1$ vanishes (by definition). From the weak convergence, we know that

$$\langle f_n, H_\xi \rangle_1 \to \langle f, H_\xi \rangle_1,$$

as $n$ goes to infinity, for all $\xi \in \chi$. This implies: $\langle f, H_\xi \rangle_1 = 0$ for all $\xi \notin \chi_2$. \(\square\)
We denote by \( \Delta \) Proof.

We prove (i). We assume that

\[ EJP \]
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Corollary A.5. If \( f \in Q \), then the following variational formula

\[
\sup_{g \in L^2(P^*_1)} \{ 2E^*_1[f,g] - D(P^*_1;g) \}
\]

can be restricted over functions \( g \) in \( Q \). Moreover, if \( \{ f_n \} \) is a sequence of functions in \( Q \) such that \( \{ f_n \} \) weakly converges to \( f \) in \( L^2(P^*_1) \), then \( f \) belongs to \( Q \).

B Proof of the weak sector condition

In this section we prove Proposition 5.7 that we recall here for the sake of clarity.

**Proposition B.1** (Weak Sector condition).

(i) There exist two constants \( C_0(\gamma, \lambda) \) and \( C_1(\gamma, \lambda) \) such that the following inequalities hold for all \( f, g \in Q \):

\[
| \ll A^m f, Sg \gg_\beta | \leq C_0 \| Sf \|_\beta \| Sg \|_\beta,
\]

\[
| \ll A^m f, Sg \gg_\beta | \leq C_1 \| Sf \|^{\beta}_\beta + \frac{1}{2} \| Sg \|^{\beta}_\beta.
\]

(ii) There exists a positive constant \( C(\beta) \) such that, for all \( g \in Q \),

\[
\| A^m g \|_\beta \leq C(\beta) \| Sg \|_\beta.
\]

**Proof.** We prove (i). We assume that

\[
g(m, \omega) = \sum_{x \in Z} \psi_{x,0}(m) (\omega_{x+1}^2 - \omega_x^2) + \sum_{x \in Z} \sum_{k \geq 1} \psi_{x,k}(m) \omega_x \omega_{x+k}
\]

\[
f(m, \omega) = \sum_{x \in Z} \varphi_{x,0}(m) (\omega_{x+1}^2 - \omega_x^2) + \sum_{x \in Z} \sum_{k \geq 1} \varphi_{x,k}(m) \omega_x \omega_{x+k}.
\]

We denote by \( \Delta^m \psi \) the discrete Laplacian in the variable \( m \), that is

\[
\Delta^m \psi(m) = 2\psi(m) - \psi(\tau_1 m) - \psi(\tau_{-1} m),
\]

and \( \tau_2 \Delta^m \) is the operator defined as

\[
(\tau_2 \Delta^m) \psi(m) := \Delta^m \psi(\tau_2 m).
\]

Straightforward computations show that

\[
\| Sg \|^{\beta}_\beta = \frac{2}{\beta} E^*_{\beta} \left( (\nabla_0 \Gamma_0)^2 \right) + \frac{\lambda}{\beta} E^*_{\beta} \left( (\nabla_{0,1} \Gamma_0)^2 \right)
\]

\[
= \frac{4\gamma}{\beta^2} \sum_{x \in Z} E[\psi_{x,k}^2] + \frac{2\lambda}{\beta^2} \sum_{x \in Z} E \left[ \left( \sum_{x \in Z} \tau_x (\Delta^m \psi_{x,0}) \right)^2 \right]
\]

\[
+ \frac{\lambda}{\beta^2} \sum_{k \geq 2} E \left[ \left( \sum_{x \in Z} \tau_x (\psi_{x,k}) - \tau_{1-x} (\psi_{x,k}) \right)^2 \right],
\]

\[
\| Sf \|^{\beta}_\beta \geq \| S_{\text{flip}} f \|^{\beta}_\beta = \frac{2}{\beta} E^*_{\beta} \left[ \left( 2 \sum_{x \in Z} \varphi_{x,k}(m) \omega_x \omega_k \right)^2 \right] = \frac{2\gamma}{\beta} \sum_{x \in Z} E \left[ \left( \sum_{k \geq 1} \varphi_{x,k}(m) \right)^2 \right].
\]

(B.1)
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

Now we deal with $\ll A^m g, S_f \gg_\beta$. From Proposition 5.1, and by definition,
\[
\ll A^m g, S_f \gg_\beta = -\sum_{z \in \mathbb{Z}} E_\beta^z [f, \tau_z (A^m g)] \\
= -\sum_{x, z \in \mathbb{Z}} E [\varphi_{x,0}(m)(\omega_{x+1}^2 - \omega_x^2, \tau_z (A^m g))_\beta] \\
- \sum_{x, z \in \mathbb{Z}} E [\varphi_{x,k}(m)(\omega_x \omega_{x+k}, \tau_z (A^m g))_\beta] \\
= \frac{2}{\beta^2} \sum_{x \in \mathbb{Z}} E \left[ \frac{\tau_x(\Delta^m \psi_{x,0})}{\sqrt{m_x m_{x+1}}} \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,1}) \right] \\
+ \frac{1}{\beta^2} \sum_{x \in \mathbb{Z}} E \left[ \left( \frac{\tau_x \psi_{x,1}}{\sqrt{m_x m_{x+1}}} - \frac{\psi_{x,1}}{\sqrt{m_{x+1} m_{x+2}}} \right) \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,2}) \right] \\
+ \frac{1}{\beta^2} \sum_{k \geq 2} \sum_{x \in \mathbb{Z}} E \left[ \left( \frac{\tau_x \psi_{x,k}}{\sqrt{m_x m_{x+1}}} - \frac{\psi_{x,k}}{\sqrt{m_{x+k} m_{x+k+1}}} \right) \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,k+1}) \right] \\
+ \frac{1}{\beta^2} \sum_{k \geq 2} \sum_{x \in \mathbb{Z}} E \left[ \left( \frac{\tau_x \psi_{x,k}}{\sqrt{m_x m_{x+1}}} - \frac{\psi_{x,k}}{\sqrt{m_{x+k} m_{x+k+1}}} \right) \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,k-1}) \right].
\]
From Cauchy-Schwarz inequality, and recalling $1/\sqrt{m_0 m_1} \leq C$ (P-a.s.), we obtain the following bound:
\[
\ll A^m g, S_f \gg_\beta \leq \frac{2C}{\beta^2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_x(\Delta^m \psi_{x,0}) \right)^2 \right]^{1/2} E \left[ \left( \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,1}) \right)^2 \right]^{1/2} \tag{B.2}
+ \frac{3C}{\beta^2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_x \psi_{x,1} - \psi_{x,1} \right)^2 \right]^{1/2} E \left[ \left( \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,2}) \right)^2 \right]^{1/2} \tag{B.3}
+ \frac{3C}{\beta^2} \sum_{k \geq 2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_x \psi_{x,k} - \psi_{x,k} \right)^2 \right]^{1/2} E \left[ \left( \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,k+1}) \right)^2 \right]^{1/2} \tag{B.4}
+ \frac{3C}{\beta^2} \sum_{k \geq 2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_{-1} \psi_{x,k} - \psi_{x,k} \right)^2 \right]^{1/2} E \left[ \left( \sum_{z \in \mathbb{Z}} \tau_{-z}(\varphi_{x,k-1}) \right)^2 \right]^{1/2}. \tag{B.5}
\]
Now we are going to use twice the trivial inequality $\sqrt{ab} \leq a/\epsilon + \epsilon b/2$ for a particular choice of $\epsilon > 0$: in (B.2) we take $\epsilon = \gamma/C$ and in (B.3) we take $\epsilon = 2\gamma/(3C)$. This trick gives the final bound
\[
\ll A^m g, S_f \gg_\beta \leq \frac{2C^2}{\gamma \beta^2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_x(\Delta^m \psi_{x,0}) \right)^2 \right] + \frac{2\gamma}{\beta^2} \sum_{k \geq 1} E \left[ \left( \sum_{x \in \mathbb{Z}} \varphi_{x,k}(\tau_{-z}\mathbf{m}) \right)^2 \right] \\
+ \frac{9C^2}{\gamma \beta^2} \sum_{k \geq 2} E \left[ \left( \sum_{x \in \mathbb{Z}} \tau_x \psi_{x,k} - \psi_{x,k} \right)^2 \right].
\]
Recalling (B.1), we obtain
\[
\ll A^m g, S_f \gg_\beta \leq \frac{9C^2}{\gamma \lambda} \| Sg \|_\beta^2 + \frac{1}{2} \| Sf \|_\beta^2.
\]
If we use the Cauchy-Schwarz inequality, we get:
\[
\ll A^m g, S_f \gg_\beta^2 \leq \frac{18C^2}{\gamma \lambda} \| Sg \|_\beta^2 \| Sf \|_\beta^2.
\]
Eq. fluct. for the disordered harm. chain perturbed by an energy conserving noise

We have proved (i) with $C_0 = \sqrt{18C^2/\gamma \lambda}$ and $C_1 = 9C^2/\gamma \lambda$. Now we turn to (ii). From Lemma 5.5 and Statement (i),

$$\ll A^mg, j_{0,1}^S \gg _\beta = \ll Sg, j_{0,1}^A \gg _\beta \leq \|Sg\|_\beta \|j_{0,1}^A\|_\beta.$$

Moreover, from Statement (i), we also get, for all $f \in Q_0$,

$$-2 \ll A^mg, Sf \gg _\beta \leq \|Sf\|_\beta^2 + \frac{2C}{\gamma \lambda} \|Sg\|_\beta^2.$$

As a result, the variational formula (5.7) for $\|A^mg\|_\beta$ gives:

$$\|A^mg\|_\beta^2 \leq \frac{1}{\lambda \chi(\beta)} \ll A^mg, j_{0,1}^S \gg _\beta + \frac{9C^2}{\gamma \lambda} \|Sg\|_\beta^2 \leq \left( \frac{\|j_{0,1}^A\|_\beta^2}{\lambda \chi(\beta)} + \frac{9C^2}{\gamma \lambda} \right) \|Sg\|_\beta^2.$$  

The result is proved.

C Tightness

In this section we prove the tightness of the sequence $\{\mathcal{Q}^N\}_{N \geq 1}$, by using standard arguments, which can be found for instance in [18] and in several recent related works. First, let us recall (cf. Section 2.3) that $k > 5/2$ and that the space $H_{-k}$ is equipped with the norm defined as

$$\|Y\|_{-k}^2 = \sum_{n \geq 1} (\pi n)^{-2k} |Y(e_n)|^2.$$

**Proposition C.1.** The sequence $\{\mathcal{Q}^N\}_{N \geq 1}$ is tight in $C([0, T], H_{-k}).$

**Proof.** The tightness of the sequence $\{\mathcal{Q}^N\}$ follows from two conditions (see [18, page 299]):

$$\lim_{A \to \infty} \limsup_{N \to \infty} Q_{\nu N} \left[ \sup_{0 \leq t \leq T} \|Y^N_{t,m}\|_{-k} > A \right] = 0 \quad \text{(C.1)}$$

$$\lim_{\delta \to 0} \limsup_{N \to \infty} Q_{\nu N} \left[ w(Y^N_{m,\delta}) > \varepsilon \right] = 0, \quad \text{for all } \varepsilon > 0, \quad \text{(C.2)}$$

where the modulus of continuity $w(Y, \delta)$ is defined by

$$w(Y, \delta) = \sup_{0 \leq s, t \leq T} \|Y_t - Y_s\|_{-k}.$$

Let us remind the decomposition of $Y^N_{t,m}$ given in (3.1): for any $H \in C^2(T),$

$$Y^N_{t,m}(H) = Y^N_{0,m}(H) + \int_0^t \sqrt{N} \sum_{x \in T_N} \nabla_N H \left( \frac{x}{N} \right) j_{x,x+1}(m, s) ds + M^N_{t,m}(H), \quad \text{(C.3)}$$

where $M^N_{t,m}(H)$ is the martingale defined in (3.2). We first note that there is a constant $\mathcal{C}(H) > 0$ such that, for $N$ large enough,

$$\frac{1}{N} \sum_{x \in T_N} \left[ H^2 \left( \frac{x}{N} \right) + (\nabla_N H)^2 \left( \frac{x}{N} \right) \right] \leq \mathcal{C}(H).$$
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**Proof of** (C.1). Thanks to (C.3) the bound

\[
Q_{\mu,\beta}^N \left[ \sup_{0 \leq t \leq T} (\mathcal{Y}_{t,m}^N(H))^2 \right] \leq C(\beta) \mathcal{C}(H) T
\]  
(C.4)

follows from the following three estimates:

(i) first, by assumption, \( Q_{\mu,\beta}^N \left[ (\mathcal{Y}_{0,m}^N(H))^2 \right] \leq C_1(\beta) \mathcal{C}(H) \) for some constant \( C_1(\beta) > 0 \);

(ii) second, by Doob’s inequality and an elementary computation,

\[
Q_{\mu,\beta}^N \left[ \sup_{0 \leq t \leq T} (\mathcal{M}_{t,m}^N(H))^2 \right] \leq TC_2(\beta) \mathcal{C}(H),
\]

for some constant \( C_2(\beta) > 0 \);

(iii) third, we use Proposition 4.7, to obtain

\[
\limsup_{N \to \infty} Q_{\mu,\beta}^N \left[ \sup_{0 \leq t \leq T} \left( \int_0^T \sqrt{N} \sum_{x \in T_N} \nabla_N H \left( \frac{x}{N} \right) j_{x,x+1}(m,s) ds \right)^2 \right] \leq CT \|j_{0,1}\|_\beta^2 \int_0^T \|\nabla H\|^2(u) du \leq TC_3(\beta) \mathcal{C}(H).
\]  
(C.5)

This proves (C.4), we now show that (C.1) follows:

\[
\limsup_{N \to \infty} Q_{\mu,\beta}^N \left[ \sup_{0 \leq t \leq T} \left| \mathcal{Y}_{t,m}^N \right|^2 \right] \leq \sum_{n \geq 1} (\pi n)^{-2k} \limsup_{N \to \infty} Q_{\mu,\beta}^N \left[ \sup_{0 \leq t \leq T} \left| \mathcal{Y}_{t,m}^N(\epsilon_n) \right|^2 \right] \leq C(\beta) \sum_{n \geq 1} (\pi n)^{-2k} (1 + (\pi n)^2),
\]

where we used that we can choose \( \mathcal{C}(\epsilon_n) \leq C(1 + (\pi n)^2) \). The result then follows from Chebychev’s inequality and the fact that \( k > 5/2 \).

**Proof of** (C.2). As before, we use the decomposition (C.3) and we prove that the same estimate (C.2) holds for each term of the decomposition. The most demanding one is the martingale term: we need to show that, for any \( n \geq 1 \) and any \( \epsilon > 0 \) the following limit holds:

\[
\lim \limsup_{\delta \to 0} \sup_{N \to \infty} \left[ \sup_{0 \leq s \leq t \leq T} \left| \mathcal{M}_{t,m}^N(\epsilon_n) - \mathcal{M}_{s,m}^N(\epsilon_n) \right| \right] > \epsilon = 0,
\]  
(C.6)

which is a consequence of the fact that

\[
\lim \limsup_{\delta \to 0} \sup_{N \to \infty} Q_{\mu,\beta}^N \left[ \mathcal{M}_{t,m}^N(\epsilon_n), \delta \right] \geq 0,
\]  
(C.7)

where \( \mathcal{M}_{t,m}^N(\epsilon_n), \delta \) is the modified modulus of continuity defined by

\[
\mathcal{M}_{t,m}^N(\epsilon_n), \delta := \inf_{\{t_1, \cdots, t_r\}} \sup_{\{r_{s+1} \leq t < \epsilon \}} \left| \mathcal{M}_{t,m}^N(\epsilon_n) - \mathcal{M}_{s,m}^N(\epsilon_n) \right|,
\]

with the infimum being over all partitions of \([0, T]\) such that \( 0 = t_0 < t_1 < \cdots < t_r = T \) with \( t_{i+1} - t_i > \delta \). Using Aldous’ criterion [18, Proposition 4.1.6] we are reduced to show that for any \( n \), any \( \epsilon > 0 \),

\[
\lim \limsup_{\delta \to 0} \sup_{N \to \infty} Q_{\mu,\beta}^N \left[ \mathcal{M}_{t,m}^N(\epsilon_n), \delta \right] > \epsilon = 0,
\]  
(C.8)
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where $\mathcal{T}_T$ is the set of all stopping times bounded by $T$. The probability inside (C.8) is bounded by

$$\frac{1}{\mathcal{T}_T} Q_{\mu_T}^N \left[ (\mathcal{M}_{T+\sigma,m}^N(c_n) - \mathcal{M}_{T,m}^N(c_n))^2 \right],$$

so that

$$Q_{\mu_T}^N \left[ (\mathcal{M}_{T+\sigma,m}^N(c_n) - \mathcal{M}_{T,m}^N(c_n))^2 \right] = \lambda Q_{\mu_T}^N \left[ \int_{\tau}^{\tau+\sigma} \frac{1}{N} \sum_{x \in \mathbb{T}_N} \left( \nabla_N c_n \left( \frac{x}{N} \right) \right)^2 \left( \omega_x^2 - \omega_{x+1}^2 \right)^2 \left( s \right) ds \right] \leq C(\beta)\lambda \sigma,$$

which proves (C.6).

In the next step, in order to treat the integral term which appears in (C.3), we need to use the fluctuation-dissipation relation and the Boltzmann-Gibbs principle given in Proposition 3.2. More precisely, we need to estimate

$$Q_{\mu_T}^N \left[ \sup_{|s-t| \leq \delta} \left( \int_s^t \sqrt{N} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) j_{x,x+1}(m,u) du \right)^2 \right]$$

and to do this we sum and subtract $D(\omega_{x+1}^2 - \omega_x^2)(u) + E(m)(\tau_x f_k)(m,u)$ to $j_{x,x+1}(m,u)$ inside the sum. From the elementary inequality $(a + b + c)^2 \leq 3a^2 + 3b^2 + 3c^2$, we are thus left to estimate

(i) first,

$$Q_{\mu_T}^N \left[ \sup_{|s-t| \leq \delta} \left( \int_s^t \sqrt{N} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) j_{x,x+1}(m,u) \right. \left. + D(\omega_{x+1}^2 - \omega_x^2)(u) + E(m)(\tau_x f_k)(m,u) \right) du \right]^2$$

which is exactly

$$Q_{\mu_T}^N \left[ \sup_{|s-t| \leq \delta} \left( \mathcal{J}_{1,m,f_k}^N(H) - \mathcal{J}_{s,m,f_k}^N(H) \right)^2 \right],$$

where $\mathcal{J}_{1,m,f_k}^N(H)$ was defined in (3.4). From the Boltzmann-Gibbs principle (see (3.10)) this quantity vanishes as $N \to \infty$ and then $k \to \infty$;

(ii) second,

$$D^2 Q_{\mu_T}^N \left[ \sup_{|s-t| \leq \delta} \left( \int_s^t \sqrt{N} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) (\omega_{x+1}^2 - \omega_x^2)(u) du \right)^2 \right]$$

which, after recentering $\omega_{x+1}^2$ and $\omega_x^2$ around their average value $\beta^{-1}$, after an integration by parts and after applying the Cauchy-Schwartz inequality, can be bounded by

$$D^2 \delta T E_{\beta}^N \left[ \left( \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{T}_N} \Delta_N H \left( \frac{x}{N} \right) (\omega_x^2 - \beta^{-1}) \right)^2 \right] \leq D^2 \delta T \bar{C}(\beta) \bar{C}(H),$$

where $\bar{C}(H)$ has been previously defined and $\bar{C}(\beta)$ is some positive constant;
where in the last step we used Proposition 6.5.

The sequence defined by

\[ Q^N_{\mu^\omega} \left[ \sup_{|s-t|<\delta} \left( \int_s^t \sqrt{N} \sum_{x \in \mathbb{T}_N} \nabla_N H \left( \frac{x}{N} \right) \mathcal{L}^M(\tau_x f_k)(m, u) du \right)^2 \right] \]

which is exactly

\[ Q^N_{\mu^\omega} \left[ \sup_{|s-t|<\delta} \left( \mathcal{J}^N_{t:m,f_k}(H) - \mathcal{J}^N_{s:m,f_k}(H) \right)^2 \right] \]

where \( \mathcal{J}^N_{t:m,f_k}(H) \) was defined in (3.5). We add and subtract \( \mathcal{M}^N_{t:m,f_k}(H) - \mathcal{M}^N_{s:m,f_k}(H) \) (defined in (3.7)) inside the parenthesis, and using \((a+b)^2 \leq 2a^2 + 2b^2\) we are reduced to bound

\[ Q^N_{\mu^\omega} \left[ \sup_{|s-t|<\delta} \left( \mathcal{J}^N_{t:m,f_k}(H) + \mathcal{M}^N_{t:m,f_k}(H) - \mathcal{J}^N_{s:m,f_k}(H) + \mathcal{M}^N_{s:m,f_k}(H) \right)^2 \right] \]

as well as

\[ Q^N_{\mu^\omega} \left[ \sup_{|s-t|<\delta} \left( \mathcal{M}^N_{t:m,f_k}(H) - \mathcal{M}^N_{s:m,f_k}(H) \right)^2 \right] \]

The first term (C.9) vanishes as \( N \to \infty \) from Lemma 3.1.

Since the functions \( f_k \) belong to \( Q \), in particular they are cylinder and therefore the argument that we used for \( M^N_{t:m}(\epsilon_n) \) to prove (C.6) can be repeated, to obtain that (C.10) is less than \( C(\beta, H, f_k, \lambda, \gamma) \), thus concluding the proof. \( \square \)

Now, let us go back to the martingales \( \mathcal{M}^N_{t:m,f_k} \) defined right after (3.3). We prove the following lemma (whose statement was used in the conclusion of Section 3.1).

**Lemma C.2.** The sequence \( \{\mathcal{M}^N_{t:m,f_k}()\} \) is tight. Up to extraction, the martingales \( \{\mathcal{M}^N_{t:m,f_k}()\} \) converge as \( N \to \infty \) and afterwards \( k \to \infty \) to a Gaussian process characterized by

\[ \lim_{k \to \infty} \lim_{N \to \infty} Q^N_{\mu^\omega} \left[ \mathcal{M}^N_{t:m,f_k}(G) \mathcal{M}^N_{t:m,f_k}(H) \right] = 2t D_\chi(\beta) \int_T G'(u) H'(u) du. \]

**Proof.** The proof of tightness can be straightforwardly adapted from the previous proof. Moreover, standard computations on the stochastic integrals (using the stationarity and translation invariance of \( \mu^\omega_N \), and the fact that the Poisson processes are all independent) give

\[ Q^N_{\mu^\omega} \left[ \mathcal{M}^N_{t:m,f_k}(G) \mathcal{M}^N_{t:m,f_k}(H) \right] \]

\[ = \frac{1}{N} \int_0^t \sum_{x \in \mathbb{T}_N} \nabla_N G \left( \frac{x}{N} \right) \nabla_N H \left( \frac{x}{N} \right) Q^N_{\mu^\omega} \left[ \lambda(\nabla_{x+1}(\omega^2 - \Gamma_{f_k})(s))^2 + \gamma(\nabla_x(\Gamma_{f_k})(s))^2 \right] ds \]

\[ = \frac{t}{N} \sum_{x \in \mathbb{T}_N} \nabla_N G \left( \frac{x}{N} \right) \nabla_N H \left( \frac{x}{N} \right) E_\beta^s \left[ \lambda(\nabla_{0,1}(\omega^2 - \Gamma_{f_k}))^2 + \gamma(\nabla(\Gamma_{f_k}))^2 \right] \]

\[ \to \int_T G'(u) H'(u) du \quad \text{as} \quad N \to \infty, \]

\[ \to 2t D_\chi(\beta) \int_T G'(u) H'(u) du, \]

where in the last step we used Proposition 6.5. \( \square \)
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