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Abstract

We consider mean field game systems in time-horizon \((0, T)\), where the individual cost functional depends locally on the density distribution of the agents, and the Hamiltonian is locally uniformly convex. We show that, even if the coupling cost functions are mildly non-monotone, then the system is still well posed due to the effect of individual noise. The rate of anti-monotonicity (i.e. the aggregation rate of the cost functions) which can be afforded depends on the intensity of the diffusion and on global bounds of solutions. We give applications to either the case of globally Lipschitz Hamiltonians or the case of quadratic Hamiltonians and couplings having mild growth.

Under similar conditions, we investigate the long time behavior of solutions and we give a complete description of the ergodic and long term properties of the system. In particular we prove: (i) the turnpike property of solutions in the finite (long) horizon \((0, T)\), (ii) the convergence of the system from \((0, T)\) towards \((0, \infty)\), (iii) the vanishing discount limit of the infinite horizon problem and the long time convergence towards the ergodic stationary solution.

This way we extend previous results which were known only for the case of monotone and smoothing couplings; our approach is self-contained and does not need the use of the linearized system or of the master equation.

1 Introduction

The theory of mean field games was initiated by J.-M. Lasry and P.-L. Lions since 2006 ([24], [25], [26]) in order to describe Nash equilibrium configurations in multi-agents strategic interactions. Similar ideas appeared in [21], at the same time. Mostly peculiar to the approach suggested by Lasry and Lions is to describe the equilibria through solutions of a forward-backward system of PDEs involving a Hamilton-Jacobi-Bellman equation for the value function of a single agent and a Kolmogorov-Fokker-Planck equation for the distribution law of the whole population. The simplest form of this kind of system is the following

\[
\begin{align*}
-u_t - \kappa \Delta u + H(x, Du) &= F(x, m(t)), & t \in (0, T) \\
\frac{m_t - \kappa \Delta m - \text{div}(m H_p(x, Du))}{m(x, 0) = m_0(x), & u(x, T) = G(x, m(T))}
\end{align*}
\]
where \( u(t, x) \) represents the optimal value for a player at time \( t \) in state \( x \), while \( m(t, x) \) represents the density of the distribution law of the controlled dynamical state. The typical interpretation of the system is that any single player controls his/her dynamical state (in a standard probability space where a given \( d \)-dimensional Brownian motion is defined)

\[
\begin{aligned}
  dX_t &= \alpha_t \, dt + \kappa \, dB_t \\
  X_t &= x 
\end{aligned}
\]

\[
\implies u(t, x) = \inf_{\{\alpha_t\}} \mathbb{E} \left\{ \int_t^T [L(X_\tau, \alpha_\tau) + F(X_\tau, m_\tau)] + G(X_T, m_T) \right\}
\]

where \( \kappa > 0 \) and \( L, F, G \) represent different costs depending on the control process \( \{\alpha_t\} \) as well as on the measures \( \{m_\tau\} \). Here \( m \) enters as an exogeneous datum and stays fixed in the agents' optimization; so defining the Hamiltonian \( H(x, p) := \sup_{q} [-q \cdot p - L(x, q)] \), under suitable convexity and smoothness conditions the value function satisfy the first equation in (1.1) and \( \alpha_t = -H_p(X_t, Du(t, X_t)) \) is the optimal feedback control. Assuming consistency with the agents' rational anticipations, at equilibrium it happens that the distribution law of the optimal controlled process coincides with the family of measures \( m_t \) used in the individual optimization. Thus \( m \) satisfies the second equation as the law of the optimal process, where \( \alpha \) corresponds to the optimal feedback strategy. We refer to \([6]\) for an extended introduction to mean field games systems.

In all the above presentation, the state space could be differently chosen, together with possibly boundary effects (reflection or absorption effects at the boundary, for instance) but we will assume here the simplest, yet instructive case of periodic setting. This means that \( x \) belongs to the flat torus \( T^d = \mathbb{R}^d / \mathbb{Z}^d \).

This is a typical setting to investigate ergodic properties and long time behavior of the controlled dynamics. This kind of question is very natural in control theory and quite popular in applications. Many economic models, for instance, expect that if the time horizon is long then the optimal strategies are nearly stationary for most of the time. This is referred to as the *turnpike property* of optimal control problems, according to a terminology introduced by P.A. Samuelson in 1949 (see \([15]\)). Even if the turnpike theory is a longstanding topic in optimal control, it has attracted an increasing renovated interest in the last years from both theoretical and applicative viewpoint: it is impossible here to mention all contributions in this direction, we refer e.g. to \([14]\), \([30]\), \([32]\), \([33]\) and references therein.

When coming at mean field game systems as in (1.1), the long time behavior was investigated in several papers under the assumption that the cost functions \( F, G \) are nondecreasing in \( m \). It is well established in the theory that this monotonicity condition gives uniqueness and stability of solutions; under the same condition the turnpike property and the convergence of solutions towards the stationary ergodic state have been first proved in \([3], [4]\) for quadratic Hamiltonian (i.e. \( H(x, p) = |p|^2 \)). Milder statements (time average convergence) or stronger statements (exponential pointwise decay estimates) were obtained according to different sets of assumptions. The case of discrete time, finite states system was analyzed in \([17]\). Later on, the long time behavior was completely described in \([5]\) in case of smoothing couplings and uniformly convex Hamiltonian, and in \([29]\) for the case of local couplings and globally Lipschitz Hamiltonian. We also point out that the turnpike pattern is clearly shown in many numerical simulations, see e.g. \([1]\).

The purpose of this paper is twofold. On one hand we wish to show that the monotonicity of the couplings \( F, G \) can be relaxed to some extent, using the diffusive character of the equations. Otherwise said, we show that the Brownian noise in the individual dynamics can compensate, to some extent, the lack of monotonicity so that mildly aggregative cost functions \( F, G \) may not affect the uniqueness of solutions and their stability, even in long time. This was already suggested by P.-L. Lions in the early stages of the theory (\([27]\)) although we could not find any
further development of this issue in the literature. On another hand, still in the context of monotone or mildly non-monotone couplings, we revisit both the long time behavior of solutions and the ergodic limits in order to clarify the full picture: turnpike estimates for solutions in \((0, T)\), pointwise limit of the system as \(T \to \infty\), vanishing discount limit in the infinite horizon problem.

The above issues are somehow related. In fact, the complete characterization of the long time behavior, namely the convergence of \(u^T(t) - \lambda(T - t)\) and \(m^T(t)\) at any time \(t\), was previously obtained in [5] as a byproduct of the long time convergence of the master equation. The master equation is an infinite dimensional equation (defined on time, space and the Wasserstein space of probability measures) which gives the value function \(u\) as a feedback of the measure \(m\). This equation is not easy to handle and plays a similar role as the Riccati equation for the feedback operator in control systems. Establishing the long time behavior of the master equation allows one to completely describe the behavior of the system but is actually a hard result which requires much stronger conditions, starting from the smoothness of the functions \(F, G\). In addition, what is more relevant here, when the couplings are not monotone, the master equation can not be properly used, since no satisfactory notion of solution has been developed so far outside the monotone case. Therefore, motivated by a setting of mildly nonmonotone cost functions \(F, G\), we refine and develop some of the arguments introduced in [5] in order to study the long time convergence - as well as the vanishing discount limit - \textit{without any use of the master equation}. The approach that we propose here is actually simpler and only relying on the PDE system; this seems to be much more flexible and it is actually promising for many other situations where the master equation still looks untractable (e.g. the case of state constraint problems, congestion models, etc...).

Let us mention that other nonmonotone mean field games have been considered in several works previously: for example, second-order problems have been analyzed in [9, 12, 13], while [7] deal with first-order systems. The works by Ambrose (see [2] and references therein) show the existence of solutions to second-order systems under smallness conditions on the coupling, though these conditions seem to be depending on the time horizon \(T\). Tran considers in [31] a setting which is nonmonotone in a broader sense: the coupling in the system is increasing, but the Hamiltonian is not convex. Though he does not address the long-time analysis, his uniqueness results are closer to ours, as he obtains uniqueness under smallness conditions on \(H\), which are independent of the time horizon.

Let us now summarize a bit more precisely our results, with reference to the content of the next Sections.

- In Section 3, we first show that, for given \(L^\infty\)-bounds in \((0, T)\) on \(m\) and \(Du\), there is some \(\gamma\) (depending on the diffusion constant \(\kappa\), but not on \(T\)) such that if \(F + \gamma m\) and \(G + \gamma m\) are nondecreasing then the system \((1.1)\) has a unique solution. See Theorem 3.1.

A similar result is also proved for the stationary ergodic problem

\[
\begin{cases}
\bar{\lambda} - \kappa \Delta \bar{u} + H(x, D\bar{u}) = F(x, \bar{m}), \\
-\kappa \Delta \bar{m} - \text{div}(\bar{m} H_p(x, D\bar{u})) = 0, \\
\int_{\mathbb{T}^d} \bar{m} = 1, \quad \int_{\mathbb{T}^d} \bar{u} = 0.
\end{cases}
\]  

(1.2)

We suggest two sets of assumptions under which this kind of result can be applied, assuming for simplicity that the final cost is a given function \(u_T(x)\):

(A) the case of globally Lipschitz (and locally uniformly convex) Hamiltonian.
This corresponds to typical control problems with smooth, uniformly convex, Lagrangian cost and controls in a compact set. Thanks to the global Lipschitz bound of $H$, in this case the growth of $F$ can be arbitrary, for instance one can take $F = -\gamma m^\alpha$. Then the system \((1.1)\) is well-posed if $\gamma$ is not too large (see also Remark 3.4).

(B) the case of superlinear, uniformly convex, Hamiltonian, with quadratic-like growth, and cost function $F$ which satisfies $0 \geq F(x, m) \geq -\gamma m^\alpha$ with $\alpha < \frac{2}{3}$.

The threshold $\frac{\alpha}{2}$ for the growth of the coupling is not new in the context of mean field game systems with quadratic Hamiltonian (see e.g. [12], [13], [19]), and we comment this issue in Remark 3.10.

Let us stress that, in the aforementioned results, the admissible threshold $\gamma$ of anti-monotonicity depends on the diffusivity constant $\kappa$ and on the initial datum (through $\|m_0\|_\infty$). This latter fact explains very well why the master equation is hardly usable, in this context; indeed, existence of $\kappa$ depends on the diffusivity constant $\kappa$.

In Section 4 we show that, in the same context given above, the solutions $(u^T, m^T)$ of \((1.1)\) satisfy an exponential turnpike property. More precisely, if $\|D\mu^T\|_\infty$ is bounded in $(1, T - 1)$ independently of $T$, then there exists $\omega > 0$ and $M$ (independent of $T$) such that

$$\|m^T(t) - \bar{m}\|_\infty + \|D\mu^T(t) - D\bar{\mu}\|_\infty \leq M(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in (1, T - 1),$$

where $(\bar{u}, \bar{m})$ is a stationary state. See Theorem 4.1 and Corollary 4.3.

In particular, this result applies to the examples (A), (B) mentioned above. It is to be noted that this result is independent of initial and terminal conditions, as is customary in turnpike theory.

In Section 5, we describe the convergence of $u^T(t), m^T(t)$ at any time scale $t$. This is now influenced by both initial and terminal conditions (which we assume to be fixed). Namely, we prove that, given $m_0 \in L^\infty(\mathbb{T}^d), u(T) \in W^{1,\infty}(\mathbb{T}^d)$ and, for instance, a globally Lipschitz, locally uniformly convex, Hamiltonian, there exists $\gamma > 0$ such that, if $F + \gamma m$ is nondecreasing, then

$$u^T(t, x) - \bar{\lambda}(T - t) \underset{T \to \infty}{\to} v(t, x), \quad m^T(t, x) \underset{T \to \infty}{\to} \mu(t, x)$$

locally uniformly in $[0, \infty) \times \mathbb{T}^d$, where $(v, \mu)$ is one particular solution of the infinite horizon problem

\[
\begin{aligned}
-s_t + \bar{\lambda} - \kappa \Delta v + H(x, Dv) &= F(x, \mu), \\
\mu_t - \kappa \Delta \mu - \text{div}(\mu H_p(x, Dv)) &= 0, \\
\mu(0) &= m_0, \\
v &\in L^\infty((0, \infty) \times \mathbb{T}^d), \\
Dv &\in D\bar{\mu} + L^2((0, \infty); L^2(\mathbb{T}^d)).
\end{aligned}
\]

(1.3)

Notice that the convergence is not just for subsequences, but for the whole sequence $(u^T, m^T)$. See Theorem 5.3.

In Section 6 and 7, we describe the vanishing discount limit for the (discounted) infinite horizon problem

\[
\begin{aligned}
-s_t + \delta u - \kappa \Delta u + H(x, Du) &= F(x, m) \\
m_t - \kappa \Delta m - \text{div}(m H_p(x, Du)) &= 0 \\
m(0) &= m_0, \\
u &\in L^\infty((0, \infty) \times \mathbb{T}^d).
\end{aligned}
\]
Under similar conditions as before, we prove that the solution \((u_\delta, m_\delta)\) satisfies
\[
\begin{align*}
    u_\delta(t, x) - \frac{\lambda}{\delta} & \to v(t, x) ; & \quad m_\delta(t, x) & \to \mu(t, x) \\
\end{align*}
\]
locally uniformly in \([0, \infty) \times \mathbb{T}^d\), where \((v, \mu)\) is again one particular solution of (1.3). Once more, the convergence occurs for the whole sequence; we prove that actually the particular solution selected in the limit satisfies
\[
\begin{align*}
    v(t, x) & \to \bar{u}(x) + \theta , \\
\end{align*}
\]
where \(\theta\) is itself a specific ergodic constant of a linearized problem. See Proposition 6.3 and Theorem 6.5.

In the end, the results in Sections 6-7 establish the commutation property between the limit as \(t \to \infty\) and the limit as \(\delta \to 0\) in the discounted infinite horizon problem. Let us point out that \(\bar{m}\) is the unique invariant measure of problem (1.3); indeed, in this problem \(\mu\) is uniquely determined (while \(v\) is unique up to addition of constants) and satisfies
\[
\begin{align*}
    \mu(t, x) & \to \bar{m}(x) \text{ uniformly in } \mathbb{T}^d. \\
\end{align*}
\]

To conclude, we recall that the results described in the above items and contained in Sections 4-7 were previously proved in [5] for the case of smoothing and monotone couplings \(F, G\), using the long time convergence of the master equation. Even if we rely on many ideas contained in [5], we develop here a simpler program to achieve those results, which avoids both the use of the master equation and the explicit use of the linearized mean field game system. The main benefit of this approach is that it is less demanding on the functions \(F, G\) (say, much cheaper in terms of the required smoothness) and more case-sensitive in terms of initial conditions. We give evidence of this fact by extending the results of [5] to the case of couplings which are local and even possibly non-monotone.

Let us point out that even the case of non local mildly non-monotone couplings could be dealt with in a similar way but we did not pursue this extension here for the sake of simplicity.

## 2 Standing assumptions

Let \(x\) belong to the flat torus \(\mathbb{T}^d\). We denote by \(\mathcal{P}(\mathbb{T}^d)\) the space of probability measures on \(\mathbb{T}^d\).
Throughout the whole paper, we suppose that \(H(x, \cdot)\) is locally Lipschitz continuous and locally uniformly convex on \(\mathbb{R}^d\). Namely, \(p \mapsto H(x, p)\) is a \(C^2\) function which satisfies
\[
\begin{align*}
    \forall K > 0, \quad H_p(x, p) & \leq L_K \quad \forall (x, p) \in \mathbb{T}^d \times \mathbb{R}^d : |p| \leq K \quad (2.1)
\end{align*}
\]
and
\[
\begin{align*}
    \forall K > 0, \quad \alpha_K & \leq H_{pp}(x, p) \leq \beta_K \quad \forall (x, p) \in \mathbb{T}^d \times \mathbb{R}^d : |p| \leq K. \quad (2.2)
\end{align*}
\]
The couplings \(F, G\) are real valued functions defined on \(\mathbb{T}^d \times [0, \infty)\); we suppose, as a standing condition, that they are locally bounded and Lipschitz continuous with respect to \(m\):
\[
\begin{align*}
    \forall K > 0, \quad \exists c_K, \ell_K > 0 : \quad \{ |F(x, m)| \leq c_K , \quad |F(x, m) - F(x, m')| \leq \ell_K |m - m'| \quad \forall x \in \mathbb{T}^d , m, m' \in \mathbb{R} : \quad |m|, |m'| \leq K \quad (2.3)
\end{align*}
\]
and similarly for $G(x, \cdot)$:

$$\forall K > 0 \; \exists \hat{c}_K, \hat{\ell}_K > 0 : \begin{cases} |G(x, m)| \leq \hat{c}_K, \\ |G(x, m) - G(x, m')| \leq \hat{\ell}_K|m - m'| \\ \forall x \in \mathbb{T}^d, m, m' \in \mathbb{R} : |m|, |m'| \leq K \end{cases}$$ (2.4)

The dependence of $H, F, G$ with respect to $x$ is only assumed to be measurable; as it is commonly said, they are Carathéodory functions (measurable in $x$ for any $p$, or $m$, accordingly), and the above conditions (2.1)-(2.4) are meant to hold almost everywhere for $x \in \mathbb{T}^d$. We stress that $H, F$ could depend on $t$ as well (in a measurable way) without additional difficulty, unless for results in which the long time behavior is concerned, where this dependence could change drastically the picture, of course.

3 Uniqueness for the MFG system

In a first result, we show that the MFG system admits a unique solution if the rate of anti-monotonicity does not exceed some threshold, depending on the global $L^\infty$-bounds of $m, Du$.

To this purpose, we consider the set of (classical) solutions $(u, m)$ to (1.1) which satisfy

$$\sup_{[0,T] \times \mathbb{T}^d} m \leq M, \quad \sup_{[0,T] \times \mathbb{T}^d} |Du| \leq U \tag{3.1}$$

for some $M, U > 0$.

**Theorem 3.1.** Let us set

$$X := \{(u, m) \in L^\infty((0, T); W^{1,\infty}(\mathbb{T}^d)) \times L^\infty((0, T) \times \mathbb{T}^d) \text{ satisfying } (3.1)\}.$$

There exists $\gamma > 0$, only depending on $\kappa, M, U$ (in particular through the constants $L_{ul}, \alpha_U, \beta_U$ in (2.1)-(2.2)), such that if

$$F(x, m) + \gamma m, G(x, m) + \gamma m \text{ are nondecreasing, for } m \in [0, M], x \in \mathbb{T}^d;$$

then (1.1) admits at most one solution $(u, m)$ in $X$.

**Proof.** Let $(u_1, m_1)$ and $(u_2, m_2)$ be two solutions to (1.1) which belong to the set $X$. Convexity of $H$ and the usual duality identity give

$$-\frac{d}{dt} \int_{\mathbb{T}^d} (u_1 - u_2)(m_1 - m_2) \geq \int_{\mathbb{T}^d} m_2\{H(x, Du_1) - H(x, Du_2) - H_p(x, Du_2)D(u_1 - u_2)\}$$

$$+ \int_{\mathbb{T}^d} m_1\{H(x, Du_2) - H(x, Du_1) - H_p(x, Du_1)D(u_2 - u_1)\} + \int_{\mathbb{T}^d} [F(x, m_1) - F(x, m_2)]|m_1 - m_2|.$$

Integrating on $(0, T)$, using (2.2) and the monotonicity assumption on $F(m), G(m)$, we have

$$\alpha_U \int_0^T \int_{\mathbb{T}^d} (m_1 + m_2)|Du_1 - Du_2|^2 \leq \gamma \int_0^T \int_{\mathbb{T}^d} (m_1 - m_2)^2 + \gamma \int_{\mathbb{T}^d} (m_1(T) - m_2(T))^2. \tag{3.2}$$

The equation for $\rho := m_1 - m_2$ reads

$$\rho_t - \kappa \Delta \rho - \text{div}(\rho H_p(x, Du_1)) = \text{div}\left(m_2\{H_p(x, Du_1) - H_p(x, Du_2)\}\right), \quad t \in (0, T)$$
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with \( \rho(0) = 0 \). Thus Lemma \[A.2\] applies and yields, by Lipschitz regularity of \( H_p \)
\[
\int_0^T \int_{\mathbb{T}^d} (m_1 - m_2)^2 dt \leq C \beta_u^2 \int_0^T \int_{\mathbb{T}^d} |Du_1 - Du_2|^2 dt
\]
for some constant \( C \) only depending on \( \kappa \) and \( L_U \) given by \( (2.1) \).
Similarly, using \[A.3\] in Lemma \[A.2\] we have
\[
\int_{\mathbb{T}^d} (m_1(T) - m_2(T))^2 \leq C \beta_u^2 \int_0^T \int_{\mathbb{T}^d} |Du_1 - Du_2|^2 dt
\]
Plugging those informations into \( (3.2) \) we obtain
\[
\int_0^T \int_{\mathbb{T}^d} |Du_1 - Du_2|^2 \leq 2\gamma C \beta_u^2 \alpha_u^{-1} M \int_0^T \int_{\mathbb{T}^d} m_2 |Du_1 - Du_2|^2 dt,
\]
and therefore \( Du_1 = Du_2 \) whenever \( \gamma < \alpha_u^{-1}(2C \beta_u^2 M)^{-1} \) (note that \( m_2 \) is bounded away from zero on \( (0,T) \) by the strong maximum principle). The equalities \( u_1 = u_2 \) and \( m_1 = m_2 \) then follow by uniqueness of solutions of the Fokker-Planck equation and of the (backward) Bellman equation.

**Remark 3.2.** The constant \( \gamma \) does not depend directly on the time horizon \( T \), but only on \( M, U \). In particular, if those bounds are independent of \( T \), then so is \( \gamma \) as well. Note also that \( \gamma \) depends on the diffusion coefficient \( \kappa \), and it must vanish as \( \kappa \) vanishes. Indeed, using bifurcation arguments as in \( [9] \), it is possible to prove the existence of multiple solutions (having comparable Lipschitz bounds) for large \( T \) and arbitrarily small anti-monotonicity degree, i.e. \( F' \approx -\kappa \). Therefore, the constant \( C \) in the previous proof must explode as \( \kappa \to 0 \).

**Remark 3.3.** Of course the constant \( \gamma \) depends on the \( L^\infty \)-norm of the initial datum, because \( \|m_0\|_\infty \leq M \).

A similar result can be proved to hold for the stationary ergodic problem \( (1.2) \).

**Theorem 3.4.** Let us set
\[
X := \{ (u, m) \in W^{1,\infty}(\mathbb{T}^d) \times L^\infty(\mathbb{T}^d) : \|Du\|_\infty \leq \bar{U}, \|m\|_\infty \leq \bar{M} \}.
\]
There exists \( \gamma_0 > 0 \), only depending on \( \kappa, \bar{M}, \bar{U} \) (in particular through the constants \( L_U, \alpha_u, \beta_d \)

in \( (2.1)-(2.2) \), such that if
\[
F(x,m) + \gamma_0 m \text{ is nondecreasing, for } m \in [0,\bar{M}], x \in \mathbb{T}^d,
\]
then \( (1.2) \) admits at most one solution \( (\lambda, u,m) \) in \( X \).

**Proof.** The proof follows the lines of Theorem \[3.1\]. If \( (\lambda_1, u_1, m_1) \) and \( (\lambda_2, u_2, m_2) \) are two solutions to \( (1.2) \) which belong to \( X \), we consider the duality between the equations of \( u_1 - u_2 \) and \( m_1 - m_2 \). Since \( m_1 - m_2 \) has zero average, the term with \( \lambda_1 - \lambda_2 \) disappears if integrated against \( m_1 - m_2 \). Then one gets
\[
\int_{\mathbb{T}^d} m_2 \{ H(x,Du_1) - H(x,Du_2) - H_p(x,Du_2)D(u_1 - u_2) \}
\]
\[
+ \int_{\mathbb{T}^d} m_1 \{ H(x,Du_2) - H(x,Du_1) - H_p(x,Du_1)D(u_2 - u_1) \}
\]
\[
+ \int_{\mathbb{T}^d} [F(x,m_1) - F(x,m_2)]|m_1 - m_2| \leq 0
\]
which yields
\[ \alpha \int_{\mathbb{T}^d} m_2 |Du_1 - Du_2|^2 \leq \gamma_0 \int_{\mathbb{T}^d} |m_1 - m_2|^2 \]
(3.3)
Using [5, Corollary 1.3] for the equation of \(m_1 - m_2\), we have, for some C only depending on \(\kappa, L_\bar{m}\),
\[ \|m_1 - m_2\|^2_{L^2(\mathbb{T}^d)} \leq C \|m_2(H_p(x, Du_1) - H_p(x, Du_2))\|^2_{L^2(\mathbb{T}^d)} \leq \| \bar{M} \|_{\mathbb{R}^d} \sqrt{\|m_2(Du_1 - Du_2)\|^2_{L^2(\mathbb{T}^d)}} \]
Plugging this information into (3.3) gives that \(Du_1 - Du_2 = 0\) if \(\gamma_0\) is sufficiently small, only depending on \(\kappa, L_\bar{m}, \alpha, \beta_\alpha\). Since \(Du_1 = Du_2\) it follows that \(m_1 = m_2\) (from the second equation) and \(u_1 = u_2\) from the prescribed normalization condition. Finally, the first equation gives \(\lambda_1 = \lambda_2\).

We now give two examples of applications of the previous results, namely two settings where the global bounds (3.1) are proved to hold.

(A) **Globally Lipschitz Hamiltonians**

The simplest case where a global bound in ensured for \(m, Du\) is when the Hamiltonian is globally Lipschitz. This is for instance the case when the set of controls of the individual agents lies in a compact set. For simplicity, we assume here that the final datum \(G\) is \(m\)-independent, i.e.
\[ G(x, m(T)) = u_T(x) \in W^{1,\infty}(\mathbb{T}^d). \]
(3.4)

**Corollary 3.5.** Assume conditions (2.2)-(2.3), and in addition suppose that \(H(x, p)\) satisfies
\[ \exists L > 0 : \quad |H_p(x, p)| \leq L \quad \forall (x, p) \in \mathbb{T}^d \times \mathbb{R}^d. \]
(3.5)
Assume also that \(G\) satisfies (3.4).

For any \(m_0 \in L^\infty(\mathbb{T}^d)\), there exist a constant \(M_0\), only depending on \(\kappa, L, \|m_0\|_\infty\) and another constant \(\gamma_0\), depending on \(\kappa, L, \|m_0\|_\infty, \|u_T(x)\|_{W^{1,\infty}(\mathbb{T}^d)}\) and on the functions \(F, H\) (through the constants in (2.2)-(2.3) for a value of \(K\) depending on \(\kappa, L, \|m_0\|_\infty, \|u_T(x)\|_{W^{1,\infty}(\mathbb{T}^d)}\)) such that if
\[ F(x, m) + \gamma_0 m \text{ is nondecreasing, \quad for } m \in [0, M_0], x \in \mathbb{T}^d, \]
(3.6)
then the MFG system (1.1) has a unique solution.

**Proof.** Since \(\|H_p(x, Du)\|_\infty \leq L\) due to (3.5), by standard parabolic regularity we know that there exists \(M_0\), only depending on \(\kappa, L, \|m_0\|_\infty\) such that
\[ \|m\|_\infty \leq M_0. \]
Using (3.4) and parabolic regularity, there exists a constant \(U_0\), depending on \(\kappa, L, \|u_T\|_{W^{1,\infty}(\mathbb{T}^d)}\) and on the regularity of \(F(x, m)\) for \(|m| \leq M_0\), such that
\[ \|Du\|_\infty \leq U_0. \]
Since the bounds above are true for all solutions, by Theorem 5.1 there exists \(\gamma_0\), depending on \(\kappa, M_0, U_0\), such that if (3.6) holds then there is a unique solution of the MFG system. This concludes the proof of the statement, because \(M_0, U_0\) only depend on \(\kappa, L, \|m_0\|_\infty, \|u_T(x)\|_{W^{1,\infty}(\mathbb{T}^d)}\) and on the local behavior of \(F, H\) on related compact sets.\]
Remark 3.6. It is possible to quantify a bit more precisely the dependence of \( \gamma_0 \) on the functions \( F, H \). Assume that \( H \) satisfies (3.5) and
\[
c_0 (1 + |p|)^{-1} I_d \leq H_{pp} \leq c_0^{-1} I_d \quad \forall (x, p) \in T^d \times \mathbb{R}^d
\]
for some \( c_0 > 0 \). Let for simplicity \( G = 0 \), and suppose that \( F(x, m) \approx -\gamma m^p \), with \( |F_m(x, m)| \approx \gamma m^{p-1} \) for some \( \gamma > 0 \).

If \( L \) is given by (3.5), then one has
\[
\|m\|_\infty \leq M = C(\kappa, L)\|m_0\|_\infty
\]
for a constant \( C \) only depending on \( \kappa, L \) (and the dimension \( d \)). Therefore \( \|F(x, m)\|_\infty \lesssim \gamma M^p \), hence
\[
\|Du\|_\infty \leq U = C(\kappa, L)\gamma M^p
\]
for a possibly different constant \( C \) still depending only on \( \kappa, L, d \). Coming back to the proof of Theorem 3.1 with \( \alpha_U \approx \frac{c_0}{\gamma}, \beta_U = c_0^{-1} \) we need to require
\[
\gamma \lesssim C \frac{1}{U M} \lesssim C \frac{1}{\gamma M^{p+1}}.
\]
Hence we can estimate
\[
\gamma_0 \lesssim C(\kappa, L) \|m_0\|_\infty^{-(p+1)/2}
\]
for some \( C \) only depending on \( \kappa, L, d \). It is also easy to check that \( C \rightarrow 0 \) as \( \kappa \rightarrow 0 \), so we have
\[
\gamma_0 \rightarrow 0 \quad \text{as } \kappa \rightarrow 0 \text{ or } \|m_0\|_\infty \rightarrow \infty.
\]

One may guess at this point that \( \gamma_0 \) vanishes as the diffusion \( \kappa \) vanishes because norms of solutions are uncontrolled. In fact this seems related to subtler issues, involving the deterioration of the exponential decay of the heat semigroup as \( \kappa \rightarrow 0 \). Indeed, as we already observed in Remark 3.2, one can find multiple solutions with controlled norms whenever \( F' \approx -\kappa \). Hence, even though one assumes bounds \( U, M \) on solutions, it is mandatory to require smaller \( \gamma_0 \) as \( \kappa \) becomes smaller. Note also that bifurcation methods allow to construct solutions that are periodic in time; therefore, not only uniqueness fails, but also the turnpike property that will be addressed in the next section, at least for selected families of solutions. See also [18] for the failure of long time stabilization (due to existence of traveling waves) in deterministic mean field games with anti-monotone couplings.

In a similar way, using the elliptic regularity, there is existence and uniqueness of solutions for the stationary problem, provided the rate of anti-monotonicity of \( F \) is not too large. We skip the proof which follows the same lines as in Corollary 3.5.

**Proposition 3.7.** Assume that \( p \mapsto H(x, p) \) is a \( C^2 \) function which satisfies (2.2) and (3.5), and that \( F(x, m) \) satisfies (2.3).

Then there exists \( \gamma_0 > 0 \), only depending on \( L, \kappa \) and on the functions \( F, H \) (through (2.3), (2.2) for some \( K \) only depending on \( L, \kappa \)), such that if \( F(x, s) + \gamma_0 s \) is nondecreasing, then the stationary ergodic problem (1.2) admits a unique solution \((\lambda, \bar{u}, \bar{m})\).

(B) Quadratic Hamiltonians and couplings with mild growth

---
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Our second example includes the case of superlinear Hamiltonians, having quadratic-like growth in the gradient. Namely, we assume that $H \in C^1(\mathbb{T}^d \times \mathbb{R}^d)$ is nonnegative and satisfies, for some $c_0 > 0$:

\begin{align}
    c_0^{-1}I_d &\leq H_{pp}(x,p) \leq c_0 I_d, \\
    c_0^{-2}|p|^2 &\leq H_p(x,p) \cdot p - H(x,p), \\
    c_0^{-1}|H_p(x,p)|^2 &\leq |H_p(x,p) \cdot p - H(x,p)| \\
    |H(x,p) - H(y,p)| &\leq c_0 (1 + |p|),
\end{align}

(3.7)

for all $x, y \in \mathbb{T}^d$, $p, q \in \mathbb{R}^d$.

In order to have global bounds, we need here to restrict the growth of the coupling term. Thus, we suppose that $F$ satisfies, for some $\alpha < \frac{d}{2}$ and $c_F > 0$,

\[-c_F m^\alpha \leq F(x,m) \leq 0 \quad \forall m \geq 0.\]

(3.8)

Note that it is sufficient that $F$ be bounded from above. Then, one can assume that it is nonpositive by adding a term $Ct$, for suitable $C$, to $u$. We also assume here that the final datum $G$ is more regular, i.e.

\[G(x,m(T)) = u_T(x) \in C^2(\mathbb{T}^d).\]

(3.9)

**Theorem 3.8.** Assume that (3.7), (3.8) and (3.9) are in force. Then, there exist $M, U$ depending on $\kappa, \alpha, c_0, c_F, \|m_0\|_\infty$ such that (3.1) holds for all classical solutions to (1.1). Moreover, assuming in addition the local Lipschitz assumption (2.3), there exists another constant $\gamma_0$ (depending also on $t_m$ in (2.3)) such that if

\[m \mapsto F(x,m) + \gamma_0 m \text{ is nondecreasing, for } m \in [0,M], x \in \mathbb{T}^d,\]

then the MFG system (1.1) has a unique solution.

We divide the proof of the estimate (3.1) in several steps. The uniqueness statement is then a straightforward consequence of Theorem 3.8.

*Step 1. Estimates on the oscillation of $u(t)$.* Denote, as usual, $\text{osc}_{T \cdot} u(t) = \max_{x \in \mathbb{T}^d} u(x,t) - \min_{x \in \mathbb{T}^d} u(x,t)$. We claim that there exists $C_0 > 0$ depending on $c_0, c_F, d, \alpha$ such that

\[\text{osc}_{T \cdot} u(T - n) \leq \text{osc}_{T \cdot} u_T + 2C_0 \quad \forall n \in \mathbb{N}.\]

(3.10)

The estimate will be a consequence of the following “oscillation decay” inequality

\[\text{osc}_{T \cdot} u(T - k) \leq \frac{1}{2} \text{osc}_{T \cdot} u(T - k + 1) + C_0 \quad \forall k \in \mathbb{N}.\]

(3.11)

Indeed, given (3.11), by induction

\[\text{osc}_{T \cdot} u(T - n) \leq \frac{1}{2^n} \text{osc}_{T \cdot} u_T + C_0 \sum_{k=0}^{n-1} \frac{1}{2^k} \leq \text{osc}_{T \cdot} u_T + 2C_0,\]

which is (3.10). We now turn to (3.11). It will be sufficient to prove it for $T - k = 0$, being the case $T - k \neq 0$ identical; it suffices indeed to perform a time-shift, which is allowed by the following crucial observation: since $\int m(t) = 1$ for all $t$, by (2.3)

\[\|F(\cdot, m(\cdot), t)\|_{L^p(\mathbb{T}^d)} \leq c_F, \quad p = \frac{1}{\alpha} > \frac{d}{2}.\]

(3.12)
To obtain the oscillation estimate, we will argue by duality. For a review of the so-called adjoint method and its application to mean field games, see [19] and the recent developments in [11].

For a smooth probability density $\rho_0 \in C^\infty(\mathbb{T}^d)$ let $\rho$ be the classical solution to the Fokker-Planck equation

\[
\begin{aligned}
\rho_t - \Delta \rho - \text{div}(\rho H_p(x, Du)) &= 0, \quad t \in (0, 1) \\
\rho(x, 0) &= \rho_0(x).
\end{aligned}
\]

(3.13)

Then, as $p' = \frac{p}{p-1} < \frac{d}{d-2}$, by means of Lemma [3.3] there exists $C_\varepsilon$ depending on $\varepsilon, d, \alpha$ (but independent of $\rho_0$) such that

\[
\|\rho\|_{L^1((0,1), L^p(\mathbb{T}^d))} \leq \varepsilon \int_0^1 \int_{\mathbb{T}^d} |H_p(x, Du)|^2 \rho + C_\varepsilon 
\]

(3.14)

for $\varepsilon > 0$ that will be chosen below; the second inequality is just a consequence of the third assumption [3.4] on $H$.

We may now add a constant to $u$ so that $\max_{\mathbb{T}^d} u(x, 1) = 0$. Note that by the maximum principle, $u(x, t) \leq 0$ for all $t \leq 1, x \in \mathbb{T}^d$. Using the duality between the equations of $u$ and $\rho$, and estimate [3.11], we obtain

\[
\int_0^1 \int_{\mathbb{T}^d} [H_p(x, Du) \cdot Du - H(x, Du)] \rho = \int_{\mathbb{T}^d} u(0) \rho_0 - \int_{\mathbb{T}^d} u(1) \rho(1) - \int_0^1 \int_{\mathbb{T}^d} F(x, m) \rho 
\]

\[
\leq \text{osc}_{\mathbb{T}^d} u(1) + \|F(x, m)\|_{L^\infty((0,1); L^p(\mathbb{T}^d))} \|\rho\|_{L^1((0,1); L^p(\mathbb{T}^d))}
\]

\[
\leq \text{osc}_{\mathbb{T}^d} u(1) + c_\rho {c_F} \varepsilon \int_0^1 \int_{\mathbb{T}^d} [H_p(x, Du) \cdot Du - H(x, Du)] \rho + c_F C_\varepsilon. 
\]

(3.15)

Thus, choosing $\varepsilon = (2c_\rho c_F)^{-1}$, we get

\[
\int_0^1 \int_{\mathbb{T}^d} [H_p(x, Du) \cdot Du - H(x, Du)] \rho \leq 2 \text{osc}_{\mathbb{T}^d} u(1) + C_2. 
\]

(3.16)

Pick now $x_0, y_0 \in \mathbb{T}^d$ such that $\text{osc}_{\mathbb{T}^d} u(0) = u(y_0, 0) - u(x_0, 0)$ and let $z = y_0 - x_0$. Setting $\hat{\rho}(x, t) = \rho(x - (1 - t)z, t)$, $\hat{\rho}$ solves

\[
\begin{aligned}
\hat{\rho}_t - \Delta \hat{\rho} - \text{div}(\hat{\rho} H_p(x - (1 - t)z, Du(x - (1 - t)z), t)) - \text{div}(\hat{\rho} z) &= 0, \quad t \in (0, T) \\
\hat{\rho}(x, 0) &= \rho_0(x - z).
\end{aligned}
\]

Testing the equation of $\hat{\rho}$ by $u$ and the equation of $u$ by $\hat{\rho}$ and integrating by parts we obtain

\[
\int_0^1 \int_{\mathbb{T}^d} [-H_p(x - (1 - t)z, Du(x - (1 - t)z), t)) \cdot Du(x, t) - z \cdot Du(x, t) + H(x, Du(x, t))] \hat{\rho}(x, t) 
\]

\[
= - \int_{\mathbb{T}^d} u(x, 0) \rho_0(x - z) + \int_{\mathbb{T}^d} u(1) \rho(1) + \int_0^1 \int_{\mathbb{T}^d} F(x, m) \hat{\rho}.
\]

Denote for simplicity $y = x + (1 - t)z$. After the change of variables $x - (1 - t)z \mapsto x$, add [3.15] to get

\[
\int_0^1 \int_{\mathbb{T}^d} [-H_p(x, Du(x, t)) \cdot (Du(y, t) - Du(x, t)) + H(y, Du(y, t)) - H(x, Du(x, t))] \rho(x, t)
\]

\[
= \int_0^1 \int_{\mathbb{T}^d} z \cdot Du(y, t) \rho(x, t) + \int_{\mathbb{T}^d} |u(x, 0) - u(x + z, 0)| \rho_0(x) + \int_0^1 \int_{\mathbb{T}^d} F(x, m) (\hat{\rho} - \rho).
\]
Applying now the first and the fourth assumption in (3.7) to the left-hand side of this resulting inequality yields

\[
\frac{c_0 - 1}{2} \int_0^1 \int_{\mathbb{R}^d} |Du(y, t) - Du(x, t)|^2 \rho(x, t) + \int_{\mathbb{R}^d} [u(x + z, 0) - u(x, 0)]\rho_0(x) \leq c_0 \int_0^1 \int_{\mathbb{R}^d} (1 + |Du(y, t)|)\rho(x, t) + \int_0^1 \int_{\mathbb{R}^d} z \cdot Du(y, t)\rho(x, t) + \int_0^1 \int_{\mathbb{R}^d} F(x, m)(\bar{\rho} - \rho).
\]

Using now Young’s and Hölder’s inequalities, there exists \( c \) (only depending on \( c_0 \)) such that

\[
\int_{\mathbb{R}^d} [u(x + z, 0) - u(x, 0)]\rho_0(x) \leq \frac{1}{8c_0^2} \int_0^1 \int_{\mathbb{R}^d} |Du|^2 \rho + 2\|F(x, m)\|_{L^\infty((0, 1); L^r(\mathbb{R}^d))}\|\rho\|_{L^1((0, 1); L^s(\mathbb{R}^d))} + c_1 \leq \frac{1}{8} \int_0^1 \int_{\mathbb{R}^d} [H_p(x, Du) \cdot Du - H(x, Du)]\rho + 2\|F(x, m)\|_{L^\infty((0, 1); L^r(\mathbb{R}^d))}\|\rho\|_{L^1((0, 1); L^s(\mathbb{R}^d))} + c_1,
\]

as a consequence of the second assumption in (3.7). Finally, we plug in (3.13) and (3.16), and by an appropriate choice of \( \varepsilon \) small we obtain

\[
\int_{\mathbb{R}^d} [u(x + z, 0) - u(x, 0)]\rho_0(x) \leq \frac{1}{2} \text{osc}_{\mathbb{R}^d} u(1) + C_3,
\]

for some \( C_3 \) depending on \( c_0, c_F, \alpha, d \). Choosing now a sequence of \( \rho_0 \) converging (weak-* to \( \delta_{x_0} \) we obtain the desired estimate

\[
\text{osc}_{\mathbb{R}^d} u(0) = u(y_0, 0) - u(x_0, 0) \leq \frac{1}{2} \text{osc}_{\mathbb{R}^d} u(1) + C_3.
\]

**Step 2. Estimates on a \( C^3 \)-norm of \( u \).** We claim that there exists \( \beta \in (0, 1) \) and \( C > 0 \) depending on \( c, c_F, \alpha, d \) such that for all \( n \in \mathbb{N} \)

\[
\|u(\cdot, t) - \max_{\mathbb{R}^d} u(T - n)\|_{C^3(\mathbb{R}^d)} \leq C \quad \text{for all } t \in [T - (n + 2), T - (n + 1)],
\]

and the inequality can be extended up to \( t = T \) when \( n = 0 \).

First, \( L^\infty \)-bounds on \( z(x, t) := u(x, t) - \max_{\mathbb{R}^d} u(T - n) \) can be obtained by duality as in Step 1 (and the argument is even simpler). Note that \( z(1) \) is bounded by \( \|z(T - n)\|_{\infty} \leq C \) by (3.13), independently on \( T, n \). We then proceed assuming without loss of generality that \([T - (n + 2), T - n] = [-1, 1]\). Since \( z(1) \leq 0 \) and \( F \leq 0 \), we have \( z \leq 0 \) on \( \mathbb{T}^d \times (-\infty, 1] \) by the maximum principle. Let now \( \rho \) be as in (3.13). Arguing as before by duality (see equations (3.14)-(3.16)), there exists a constant \( \overline{C} \) depending on \( c_0, c_F, \|z(1)\|_{\infty} \) (but not depending on \( \rho_0 \)) such that

\[
\int_0^1 \int_{\mathbb{T}^d} F(x, m)\rho \leq \overline{C},
\]

and therefore

\[
\int_{\mathbb{T}^d} |z(0)|\rho_0 = -\int_{\mathbb{T}^d} z(0)\rho_0 = \int_0^1 \int_{\mathbb{T}^d} [H_p(x, Dw)Dz - H(x, Dw)]\rho - \int_{\mathbb{T}^d} z(1)\rho(1) - \int_0^1 \int_{\mathbb{T}^d} F(x, m)\rho \leq \|z(1)\|_{\infty} + \overline{C}.
\]
of time-horizon will be made below. We now recall the following Gagliardo-Nirenberg type inequality

\[ C \left( \frac{1}{p} - \frac{1}{q} \right) = \frac{1}{2p} - \frac{1}{d} + \theta \left( \frac{1}{p} - \frac{2}{d} \right) - (1 - \theta) \frac{\beta}{d}. \]

Then we pick \( \beta > 0 \) as in the previous Step 2. Note that since \( p > \frac{d}{2} \), we have \( \theta < 1/2 \), and by Step 2

\[ \frac{\| D\tilde{u}(t) \|_{L^p(W^2,p;\mathbb{T}^d)}^{2q}}{(2-t)^q} \leq C \frac{\| \tilde{u}(t) \|_{L^p(W^2,p;\mathbb{T}^d)}^{2q} \| \tilde{u}(t) \|_{C^\beta(\mathbb{T}^d)}^{2q\theta - 2q)}{(2-t)^q} \leq C'(2-t)^{(1 - 2\theta)} \| \tilde{u}(t) \|_{L^p(W^2,p;\mathbb{T}^d)}^{2q\theta}. \]

Thus, plugging the previous inequality into (3.19) yields

\[ \int_0^2 \| \tilde{u}(t) \|_{L^p(W^2,p;\mathbb{T}^d)}^{2q} dt \leq C_4 \left( \int_0^2 \| \tilde{u}(t) \|_{L^p(W^2,p;\mathbb{T}^d)}^{2q\theta} dt + 1 \right). \]
for all \( t \in (0, 2) \). Since \( 2q\theta < q \), an estimate on \( L^q((0, 2); W^{2,p}(\mathbb{T}^d)) \) for \( \tilde{u} \) follows. In turn, back to (3.20), this gives bounds in \( L^q((0, 2); L^p(\mathbb{T}^d)) \) for \( \tilde{D}u \). Finally, claimed bounds in \( L^q((0, 1); L^p(\mathbb{T}^d)) \) for \( Du \) are straightforward.

In the interval \([T-1, T]\) there is no need to localize in time with the term \((2-t)\) and normalize the sup-norm, i.e. it is sufficient to perform the very same argument with \( \bar{u}(x, t) = u(x, t) \) (and use that \( u(T) \) is \( C^2 \)).

**Step 4. Estimates on the sup-norm of \( Du \) and \( m \).** By the assumptions on \( H_p \), which has linear growth in \(|p|\), the previous estimate (3.18) reads

\[
\|H_p(x, Du)\|_{L^2((T-(n+1), T-n); L^2(\mathbb{T}^d))} \leq C.
\]

for any \( q > 1 \) and for some \( p > d/2 \). Hence, \( m \) solves a linear equation in divergence form with drift \( H_p(x, Du) \), that in turn satisfy the previous integrability condition. Since \( \|m(t)\|_{L^1(\mathbb{T}^d)} = 1 \) for all \( t \), it is standard the existence of \( M \) (independent of \( T \)) such that

\[
\max_{[0,T] \times \mathbb{T}^d} m \leq M,
\]

see e.g. [22] Theorem III.7.1. Hence, now we have \( \max_{[0,T] \times \mathbb{T}^d} |F(x, m)| \leq c_FM^\alpha \). Then, reasoning as in Step 2 in any interval \([T-(n+2), T-(n+1)]\), where we use that \( u(t) - u(T-n) \) is bounded uniformly (see (3.17), we can apply [22] Theorem V.3.1) in order to get a bound for \( Du \) at time \( T-n+2 \). Since this bound is independent of \( T \), and thanks to (3.9), we conclude that a uniform bound holds up to \( t = T \):

\[
\max_{[0,T] \times \mathbb{T}^d} |Du| \leq \bar{U}.
\]

Hence, (3.1) is proved. \( \square \)

A similar result also holds for the stationary ergodic problem, as well.

**Theorem 3.9.** Assume that \( H \) satisfies (3.1) and \( F \) satisfies (3.8). Then there exists a solution \((\lambda, \bar{m}, \bar{u})\) of the ergodic problem (1.2) such that \( \bar{m} \in L^{\infty}(\mathbb{T}^d), \bar{u} \in W^{1,\infty}(\mathbb{T}^d) \).

Moreover, there exist \( \bar{M}, \bar{U} \) (only depending on \( \kappa, \alpha \) and the constants \( c_0, c_F \)) such that any solution of (1.2) satisfies

\[
\max_{\mathbb{T}^d} \bar{m} \leq \bar{M}, \quad \max_{\mathbb{T}^d} |\bar{D}u| \leq \bar{U}.
\]

Finally, there exists \( \gamma_0 > 0 \) (only depending on \( \kappa, \alpha \) and the constants \( c_0, c_F \)) such that, if \( F(x, \cdot) + \gamma_0 \delta \) is nondecreasing, then the solution \((\lambda, \bar{m}, \bar{u})\) is unique.

**Proof.** We first prove the second assertion, namely the a priori estimate. Let \((\bar{\lambda}, \bar{m}, \bar{u})\) be any solution of (1.2). We start with bounds on \( \lambda \) (that are somehow related to oscillation estimates in the previous part). First, \( \bar{\lambda} \leq -\max_{\mathbb{T}^d} H(\cdot, 0) \) (it just suffices to evaluate the equation for \( \bar{u} \) at a maximum point of \( \bar{u} \)). Then, we use an estimate in [3] Proposition 2.3: since \( \alpha < \frac{2}{d} \), there exists \( C > 0 \) and \( \sigma < 1 \) (depending on \( d \)) such that

\[
\int_{\mathbb{T}^d} \bar{m}^{\alpha+1} \leq C \left( \int_{\mathbb{T}^d} |H_p(x, \bar{D}u)|^2 \bar{m}^2 + 1 \right)^{\sigma/2}.
\]

Hence, testing the equation of \( \bar{m} \) by \( \bar{u} \) and the equation of \( \bar{u} \) by \( \bar{m} \) and integrating by parts we obtain

\[
\bar{\lambda} = \int_{\mathbb{T}^d} H_p(x, \bar{D}u) \bar{D}u - H(x, \bar{D}u) \bar{m} + \int_{\mathbb{T}^d} F(x, \bar{m}) \bar{m} \\
\geq c_0^{-1} \int_{\mathbb{T}^d} |H_p(x, \bar{D}u)|^2 \bar{m}^2 - c_F C \left( \int_{\mathbb{T}^d} |H_p(x, \bar{D}u)|^2 \bar{m}^2 + 1 \right)^{\sigma/2},
\]
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which is clearly bounded from below by a positive constant depending on \(c_F, c_0, C, \sigma\). Therefore, \(\lambda\) is bounded only in terms of \(\kappa, c_0, c_F, \alpha\).

Moreover, since \(\int \bar{m} = 1\), by (3.5)

\[
\|F(\cdot, \bar{m}(\cdot))\|_{L^p(T^d)} \leq c_F, \quad p = \frac{1}{\alpha} > \frac{d}{2},
\]

Thus, we obtain bounds on \(|-\Delta \bar{u} + H(x, Du)|\) in \(L^p(T^d)\). Note that a straightforward control of the \(L^2\)-norm of \(Du\) comes from integration on \(T^d\) of the HJB equation for \(\bar{u}\). Therefore, maximal regularity [10] Theorem 1.1 results yield bounds on \(H(x, D\bar{u})\) in \(L^p(T^d)\), and then on \(H^\alpha(x, D\bar{u})\) in \(L^{2\alpha}(T^d)\), \(p > d/2\). The existence of \(\bar{m}\) such that \(\max_{x,t} \bar{m} \leq \bar{M}\) is then classical (e.g. [23] Section 3.13). Being the right-hand side of the HJB equation bounded in sup-norm by \(c_F \bar{M}^\alpha\), it follows (e.g. [23] Section 4.3) that \(\max_{x,t} |Du| \leq \bar{U}\) for some \(\bar{U}\) only depending on \(\bar{M}\) and \(\lambda\). This concludes the a priori estimate.

Note that the above procedure holds also if one replaces \(F\) by its truncation \(F(x, \min\{m, M\})\), since it depends only on the upper bound \(\bar{F}\) on \(|F|\). Therefore, one may consider a classical solution of the system

\[
\begin{aligned}
\dot{\lambda} - \Delta u + H(x, Du) &= \bar{F}(x, m) \quad \text{in } T^d \\
-\Delta m - \text{div}(m H_p(x, Du)) &= 0 \quad \text{in } T^d \\
\int_{T^d} m = 1, \int_{T^d} u &= 0
\end{aligned}
\]

which exists, e.g. by results in [8] \((\bar{F}\) is globally bounded). Since \(m \leq M\), then \(\bar{F}(x, m) = F(x, m)\), and we have the existence statement of a solution to the original ergodic problem.

In view of the a priori bounds found above, the uniqueness statement is a direct consequence of Theorem 3.3. \(\square\)

**Remark 3.10.** On the growth assumption \(\alpha < \frac{d}{2}\). We have seen in this section that a condition of mild growth of \(F(x, \cdot)\) guarantees the existence of solutions to the MFG systems (both the ergodic and the evolutive one). It is worth noting that the existence of a triple \((\bar{u}, \bar{m}, \lambda)\) to the ergodic MFG system has been established under the weaker growth assumption \(\alpha < \frac{d}{2} - \epsilon\) and additional smallness constraints on \(c_F\), while non-existence of solutions might even arise in the regime \(\alpha > \frac{d}{2} - \epsilon\), see [8]. Concerning the evolutive MFG system \((1.1)\), existence of solutions for arbitrarily large time horizon \(T\) may fail already when \(\alpha > \frac{d}{2}\) in general [12] (so the study of the long time behavior becomes much more delicate, being the MFG system even more sensitive to the data). Still, smallness assumptions on \(c_F\) are sufficient to recover existence for all \(T > 0\), as described in [12]. These assumptions may then guarantee uniqueness also, and the turnpike property, but such an analysis is a bit beyond the scopes of this work.

## 4 The exponential turnpike estimate

In this section we prove that, if the anti-monotonicity of the coupling \(F(x, m)\) is sufficiently small, then we can prove the existence of solutions of \((1.1)\) satisfying the turnpike property. The strategy we adopt follows [6] Section 1.3.6], through the construction of a solution via a fixed point in a suitable weighted space.

**Theorem 4.1.** Let \(m_0 \in \mathcal{P}(T^d)\). Assume that \(F(x, m), G(x, m)\) satisfy \([23]\), \([24]\), and that \(H(x, p)\) satisfies \([22]\) and \([35]\).

Then there exists \(\gamma > 0\) only depending on \(L, \kappa\) (and on the functions \(F, H\)), such that if \(F(x, s) + \gamma s\) is nondecreasing then any solution \((u^T, m^T)\) of problem \((1.1)\) satisfies

\[
\|m^T(t) - \bar{m}\|_{\infty} + \|Du^T(t) - D\bar{u}\|_{\infty} \leq M(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in (1, T - 1),
\]
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for some $\omega, M > 0$ (independent of $T$), where $(\hat{\lambda}, \hat{u}, \hat{m})$ is given by Proposition 3.4.

Remark 4.2. According to the Theorem, there is a threshold of anti-monotonicity, namely there exists some $\hat{\gamma} > 0$ such that if $F(x,s) + \gamma s$ is nondecreasing with $\gamma < \hat{\gamma}$, then any solution enjoys the turnpike estimate. Of course, we have $\hat{\gamma} \leq \gamma_0$ given by Proposition 3.4 (indeed, a unique stationary state is used here). This value $\hat{\gamma}$ depends on $F, H$ through the constant $L$ in (3.3) and through assumptions (2.3), (2.2), in the sense that it depends on the constants $c_K, \ell_K, c_\alpha K$ for a value of $K$ only depending on $L, \kappa$. No special effort is devoted, in the proof below, to catch a refined estimate of $\hat{\gamma}$; as it will be clear, several arguments will need $\hat{\gamma}$ to be smaller than generic constants appearing in the global (in time) estimates of the solutions.

The proof of Theorem 4.1 will rely on the application of Schaefer’s fixed point theorem ([16, Thm 11.3]). The key-point is given in the following lemma which contains an a priori estimate on a sort of linearization of the mean field game system. We recall that, for any $v \in L^2(\mathbb{T}^d)$, we denote $\langle v \rangle = \int_{\mathbb{T}^d} v$ and $\hat{v} = v - \langle v \rangle$.

Lemma 4.3. Let $h(x,p)$ be differentiable with respect to $p$, and assume that $h(x,p), h_p(x,p), f(x,s)$ and $B(x,p)$ are all Carathéodory functions which satisfy the following growth conditions for some constants $\ell_0, C_0, C_1, C_2$ and for every $s \in \mathbb{R}$, $x \in \mathbb{T}^d$ and $p \in \mathbb{R}^d$ such that $|p| \leq K$:

\[
h(x,0) = 0, \quad |h_p(x,p)| \leq \ell_0, \quad (4.2)
\]

\[
f(x,s) s \geq -\gamma s^2, \quad |f(x,s)| \leq C_0, \quad |f(x,s)| \leq C_4 |s| \quad (4.3)
\]

\[
B(x,p) \cdot p \geq C_2^{-1}|p|^2, \quad |B(x,p)| \leq C_2 |p|. \quad (4.4)
\]

For $\sigma \in [0,1]$, $\mu_0 \in L^2(\mathbb{T}^d)$, with $\int_{\mathbb{T}^d} \mu_0 = 0$, and $v_T \in L^2(\mathbb{T}^d)$, let $(\mu, v)$ be a solution of the system

\[
\begin{cases}
-\partial_t v - \Delta v + h(x,Dv) = f(x,\mu) & t \in (0,T), \\
v(T) = v_T \\
\partial_t \mu - \Delta \mu - \text{div}(\mu h_p(x,Dv)) = \sigma \text{div}(B(x,Dv)) & t \in (0,T), \\
\mu(0) = \sigma \mu_0
\end{cases}
\quad (4.5)
\]

where we assume that, for any $(t,x) \in Q_T$, we have $|Dv(t,x)| \leq K$ and

\[
\sigma B(x,p) \cdot p - \mu(t,x) (h(x,p) - h_p(x,p) \cdot p) \geq \sigma c_0 |p|^2 \quad \forall (t,x) \in Q_T, \forall p : |p| \leq K, \quad (4.6)
\]

for some $c_0, K > 0$.

Then there exist constants $\gamma_0, \omega, c > 0$ (independent of $\sigma, v, \mu$) such that, if $\gamma \leq \gamma_0$ ($\gamma$ is in (4.3)), then $(\mu, v)$ satisfies

\[
\|\mu(t)\|_2 + \|\hat{v}(t)\|_2 \leq c \|\mu_0\|_2 + \|\hat{v}_T\|_2 \left(e^{-\omega t} + e^{-\omega(T-t)}\right) \quad \forall t \in (0,T),
\quad (4.7)
\]

where $\hat{v}(t) = v(t) - \langle v(t) \rangle$. The constants $\gamma_0, \omega, c$ only depend on $\kappa, \ell_0, C_1, C_2, c_0$.

Proof. For $T > 0, \sigma \in [0,1]$, $\mu_0 \in L^2(\mathbb{T}^d)$ with $\int_{\mathbb{T}^d} \mu_0 = 0$, and $v_T \in L^2(\mathbb{T}^d)$, let $(\mu, v)$ be the solution of system (4.5). We first prove that there exists a constant $c$, independent of $\sigma, T, \mu_0, v_T$, such that

\[
\|\mu(t)\|_2 + \|\hat{v}(t)\|_2 \leq c (\|\mu_0\|_2 + \|\hat{v}_T\|_2).
\quad (4.8)
\]
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To start with, we observe that, due to (4.6) and (4.3), \((\mu, v)\) satisfies
\[
-\frac{d}{dt} \int_{T^d} \mu(t)v(t) = \int_{T^d} f(x, \mu) + \sigma \int_{T^d} B(x, Dv) \nu_s - \int_{T^d} \mu(h(x, Dv) - h_p(x, Dv) \cdot Dv)
\]
\[
\geq \sigma c_0 \int_{T^d} |Dv|^2 - \gamma \int_{T^d} |\mu|^2.
\]
(4.9)

Integrating and using Lemma A.1, we get, for a constant \(C\) only depending on \(\kappa, \ell_0\) (given by (4.2):
\[
\sigma c_0 \int_0^T \int_{T^d} |Dv|^2 \leq (v(0), \mu_0) - (v_T, \mu(T)) + \gamma \int_0^T |\mu(t)|^2 dt
\]
\[
\leq (v(0), \mu_0) - (v_T, \mu(T)) + C\gamma \|\mu_0\|^2 + C \gamma \sigma^2 \int_0^T \int_{T^d} |B(x, Dv)|^2
\]
\[
\leq (v(0), \mu_0) - (v_T, \mu(T)) + C\gamma \|\mu_0\|^2 + C C_2^2 \gamma \sigma \int_0^T \int_{T^d} |Dv|^2
\]
where we used (4.4) and \(\ell \leq 1\). If \(\gamma C C_2^2 < c_0\) we deduce the bound
\[
\sigma \int_0^T \int_{T^d} |Dv|^2 \leq c \{ \|\mu_0\|_2 [\|\tilde{v}(0)\|_2 + \|\mu_0\|_2] + \|\tilde{v}_T\|_2 \|\mu(T)\|_2 \}.
\]
(4.10)

Hereafter, we denote by \(c\) possibly different constants, depending on \(\kappa, \ell_0, C_1, C_2, c_0\), which may vary from line to line. Those constants are independent of \(\sigma, T, \mu_0, v_T\).

We deduce from (4.10), using again Lemma A.2 and (4.3),
\[
\sup_{t \in [0, T]} \|\mu(t)\|_2^2 \leq \left( \|\mu_0\|^2 + \sigma^2 C_2^2 \int_0^T \int_{T^d} |Dv|^2 \right)
\]
\[
\leq c \{ \|\mu_0\|_2 [\|\tilde{v}(0)\|_2 + \|\mu_0\|_2] + \|\tilde{v}_T\|_2 \|\mu(T)\|_2 \}
\]
which implies
\[
\sup_{t \in [0, T]} \|\mu(t)\|_2^2 \leq c \left[ \|\mu_0\|^2 + \|\tilde{v}_T\|^2 \right] + c \|\mu_0\|_2 \|\tilde{v}(0)\|_2.
\]
(4.11)

Since the Hamilton-Jacobi equation implies (using Lemma A.1 and (4.3))
\[
\|\tilde{v}(0)\|_2 \leq C e^{-\nu T} \|\tilde{v}_T\|_2 + C C_1 \int_0^T e^{-\nu s} \|\mu(s)\|^{1/2} ds \leq C \|\tilde{v}_T\|_2 + \frac{CC_1}{\nu} \sup_{[0, T]} \|\mu(t)\|_2
\]
coming back to (4.11) we deduce (for possibly different \(c\))
\[
\sup_{[0, T]} \|\mu(t)\|_2^2 \leq c \left[ \|\mu_0\|^2 + \|\tilde{v}_T\|^2 \right].
\]
A similar estimate follows for \(\sup_{[0, T]} \|\tilde{v}(t)\|_2\), using again Lemma A.1. This allows us to conclude estimate (4.8). In addition, the inequalities above also show that
\[
\sigma \int_0^T \int_{T^d} |Dv|^2 dt + \int_0^T \int_{T^d} |\mu|^2 dt \leq c \left[ \|\mu_0\|^2 + \|\tilde{v}_T\|^2 \right].
\]
(4.12)

We claim now that this implies the existence of \(\tau\) such that, for every \(T > 2\tau\) we have
\[
\|\mu(t)\|_2 + \|\tilde{v}(t)\|_2 \leq \frac{1}{2} \|\mu_0\|_2 + \|\tilde{v}_T\|_2 \quad \forall t \in [\tau, T - \tau].
\]
(4.13)
In fact, using (4.12), we know that there exist points \( \xi_r \in [0, \tau/2] \) and \( \eta_r \in [T - \tau/2, T] \) such that
\[
\|\mu(\xi_r)\|_2^2 \leq \frac{2e}{\tau} M^2, \quad \|\mu(\eta_r)\|_2^2 \leq \frac{2e}{\tau} M^2, \quad \text{where} \quad M^2 = \|\mu_0\|_2^2 + \|\bar{\nu}_T\|_2^2. \tag{4.14}
\]

Estimating once more \( \mu \) through Lemma \( \text{A.2} \) and then using (4.9) (integrated in the interval \((\xi_r, \eta_r))\), thanks to (4.11) we get
\[
\int_{\xi_r}^{\eta_r} \|\mu(t)\|_2^2 dt \leq C\|\mu(\xi_r)\|_2^2 + C C_2^2 \int_{\xi_r}^{\eta_r} \int_{\mathbb{T}^d} |Dv|^2
\]
\[
\leq \frac{2eC}{\tau} M^2 + \frac{C C_2^2}{c_0} \left\{ \gamma \int_{\xi_r}^{\eta_r} \|\mu(t)\|_2^2 + \int_{\mathbb{T}^d} \mu(\xi_r)v(\xi_r) - \int_{\mathbb{T}^d} \mu(\eta_r)v(\eta_r) \right\}
\]
Using the global bound for \( \|\bar{\nu}(t)\|_2 \) and (4.14) we estimate last two terms. In the end, choosing \( \gamma \) sufficiently small we deduce
\[
\int_{\xi_r}^{\eta_r} \|\mu(t)\|_2^2 dt \leq M^2 \left( \frac{e}{\tau} + \frac{e}{\sqrt{T}} \right) \tag{4.15}
\]
and in turn what we estimate in between gives (as we said before, for possibly different \( c \))
\[
\sigma^2 \int_{\xi_r}^{\eta_r} \int_{\mathbb{T}^d} |Dv|^2 \leq M^2 \left( \frac{e}{\tau} + \frac{e}{\sqrt{T}} \right). \tag{4.16}
\]
Using once more Lemma \( \text{A.2} \) we have, for all \( t \in (\xi_r, \eta_r) \)
\[
\|\mu(t)\|_2^2 \leq C \left( \|\mu(\xi_r)\|_2^2 + \sigma^2 C_2^2 \int_{\xi_r}^{\eta_r} \int_{\mathbb{T}^d} |Dv|^2 \right)
\]
and so (4.14) and (4.16) yield
\[
\|\mu(t)\|_2^2 \leq M^2 \left( \frac{e}{\tau} + \frac{e}{\sqrt{T}} \right) \quad \forall t \in (\xi_r, \eta_r). \tag{4.17}
\]
Similarly we estimate \( \bar{v} \), using Lemma \( \text{A.1} \) and (4.3). For \( t \in (\xi_r, \eta_r) \) we have
\[
\|\bar{v}(t)\|_2 \leq C e^{-\nu(T-\tau)} \|\bar{v}(\eta_r)\|_2 + C C_1 \int_t^{\eta_r} e^{-\nu(s-t)} \|\mu(s)\|_2 ds
\]
\[
\leq c e^{-\nu(T-\tau)} M + M \left( \frac{e}{\sqrt{T}} + \frac{e}{T^{3/4}} \right). \tag{4.18}
\]
where we used (4.8) and (4.17). For \( t \in [\tau, T - \tau] \) we have \( \eta_r - t \geq \frac{\tau}{2} \), hence we get
\[
\|\bar{v}(t)\|_2^2 \leq c e^{-\nu T/2} M + M \left( \frac{e}{\sqrt{T}} + \frac{e}{T^{3/4}} \right).
\]
This inequality, together with (4.17), imply (4.13) for a convenient choice of \( \tau \).
Finally, by iteration of (4.13), we deduce that there exist \( \omega > 0 \) and \( c > 0 \) such that
\[
\|\mu(t)\|_2 + \|\bar{v}(t)\|_2 \leq c \left[ \|\mu_0\|_2 + \|\bar{\nu}_T\|_2 \right] \left( e^{-\omega T} + e^{-\omega(T-t)} \right) \quad \forall t \in (0, T),
\]
which is (4.17). \( \square \)
Now we complete the proof of Theorem 4.1.

**Proof of Theorem 4.1.**

**Step 1** (definition of the fixed point mapping) We will first prove the result assuming \( m_0 \in \mathcal{F}(\mathbb{T}^d) \cap C^{0,\alpha}(\mathbb{T}^d) \). We set \( X = C^0([0,T];L^2(\mathbb{T}^d)) \), where \( L^2(\mathbb{T}^d) \) denotes the subspace of \( L^2(\mathbb{T}^d) \) made of functions with zero average. Then we introduce the following norm in \( X \):

\[
\|\| u \| \|_X := \sup_{[0,T]} \left( \frac{\|u(t)\|_{L^2(\omega)}^2}{e^{-\omega t} + e^{-\omega(T-t)}} \right)
\]

where \( \omega > 0 \) will be chosen later. We have that \( (X,\|\| u \| \|_X) \) is a Banach space and \( \|\| \cdot \| \|_X \) is equivalent to the standard norm \( \|u\|_{L^2(\mathbb{T}^d)} \).

By Proposition 3.7, there exists some \( \gamma_0 \) such that, if \( F(x,s) + \gamma_0 s \) is nondecreasing, then there exists a unique \( (\lambda, \bar{m}, \bar{u}) \) solution of the stationary ergodic problem (1.2).

We define the operator \( \Phi \) on \( X \) as follows: given \( \mu \in X \), let \( (v, \rho) \) be the solution to the system

\[
\begin{align*}
-\nu_t - \kappa \Delta v + H(x, D\bar{u} + Dv) - H(x, D\bar{u}) &= F(x, \bar{m} + \mu) - F(x, \bar{m}) \\
v(T) &= G(x, \bar{m} + \mu(T)) - \bar{u} \\
\rho(t) &= \text{div}(\rho H_p(x, D\bar{u} + Dv)) - \text{div}(\bar{m} [H_p(x, D\bar{u} + Dv) - H_p(x, D\bar{u})]) \\
\rho(0) &= m_0 - \bar{m}.
\end{align*}
\]

Then we set \( \rho = \Phi \mu \). We observe that the existence and uniqueness of \( (v, \rho) \) is well known because \( H \) satisfies (3.5). We point out that \( \mu \) is a fixed point of \( \Phi \) if and only if \( m := \bar{m} + \mu \) and \( u := \bar{u} + \lambda(T-t) + v \) yield a solution of (1.1).

**Step 2** (a priori estimates and existence of a fixed point) We first observe that, due to (3.5), there exists \( \mathcal{R} \), only depending on \( L, \kappa \) and \( \|m_0\|_\infty, \|\bar{m}\|_\infty \), such that

\[
\|\rho\|_\infty \leq \mathcal{R} \quad \forall \rho \in \text{Range}(\mathcal{R}).
\]

Therefore, up to replacing \( \mu \) with \( \min(\mu, \mathcal{R}) \) in the first equation of (4.19), we can assume that \( F(x, \cdot) \) is globally bounded and Lipschitz, thanks to (2.3) used with \( K = \|\bar{m}\|_\infty + \mathcal{R} \). Using again (3.5) and the global bound of the right-hand side, we deduce (e.g. by Lemma 3.1) that a global bound holds for \( \|\hat{v}(t)\|_2 \). Hence, by (local) regularizing effect of parabolic equations, there exists a constant \( K > 0 \) (only depending on \( L, \kappa \) and \( \mathcal{R} \)) such that

\[
\|Dv(t)\|_\infty \leq K \quad \forall t \leq T - 1, \quad \forall \mu \in X.
\]

The continuity of the operator \( \Phi \) in \( C^0([0,T];L^2(\mathbb{T}^d)) \) (hence in \( X \)) is a routine stability argument for parabolic equations, due to the Lipschitz character of \( H \) and the boundedness of \( F \). In addition, since \( \bar{m}, m_0 \in C^{0,\alpha} \), by standard regularity results (see [22] Chapter V, Thms 1.1 and 2.1) we have that the range of \( \Phi \) is bounded in \( C^{0/2,\alpha}(Q_T) \), in particular its closure is compact in \( X \). Thus, \( \Phi \) is a compact and continuous operator. In order to apply Schaefer’s fixed point theorem, we are left to prove the following claim: there exists a constant \( M > 0 \) such that

\[
\|\|\mu\|\|_X \leq M \quad \forall \mu \in X \quad \forall \sigma \in [0,1] \text{ such that } \mu = \sigma \Phi(\mu).
\]

Now we observe that the estimate (4.22) follows from Lemma 3.3 (which will be applied in (0, T–1) due to (4.21)). Indeed, if \( \mu = \sigma \Phi(\mu) \), then \( (\nu, \mu) \) is a solution to (4.19) with \( \mu_0 = m_0 - \bar{m}, v_{T-1} = v(T-1,x), \) and where \( h(x,p), f(x,s), B(x,p) \) are defined by

\[
\begin{align*}
h(x,p) &:= H(x, D\bar{u}(x) + p) - H(x, D\bar{u}(x)) \\
f(x,\mu) &:= F(x, \bar{m}(x) + \mu) - F(x, \bar{m}(x)) \\
B(x,p) &:= \bar{m}(x) [H_p(x, D\bar{u}(x) + p) - H_p(x, D\bar{u}(x))].
\end{align*}
\]
Using \([12,20]\) and \([12,21]\), together with \([23]\) and \([22]\), the functions \(h(x,p), f(x,s), B(x,p)\) satisfy the conditions \([4.2]-[4.4]\), where we also used that \(F(x,s) + \gamma s\) is nondecreasing.

In addition, since \(\mu = \sigma \Phi(\mu)\) implies \(\mu(t,x) \geq -\sigma \bar{m}(x)\), we also have, for some constant \(c_0\),

\[
\sigma B(x,p) \cdot p - \mu(t,x)(h(x,p) - h_p(x,p) \cdot p) \geq \sigma B(x,p) \cdot p - \sigma \bar{m}(x)(h_p(x,p) \cdot p - h(x,p))
\]

\[
= \sigma \bar{m}(x)[{-}H_p(x, D\bar{u}(x)) \cdot p + H(x, D\bar{u}(x) + p) - H(x, D\bar{u}(x))]
\]

\[
\geq \sigma c_0 \|p\|^2 \quad \forall (t,x) \in Q_T, \forall p \in \mathbb{R}^d : |p| \leq K,
\]

where we used the local uniform convexity of \(H\) and that \(\bar{m} > 0\). Therefore, condition \([4.6]\) holds too. Applying Lemma \([4.3]\) we deduce that there exists a constant \(c\) (independent of \(\sigma, T\)) such that

\[
\|\mu(t)\|_2 + \|\bar{v}(t)\|_2 \leq c\left(\|\mu_0\|_2 + \|\bar{v}(T-1)\|_2\right) \left(e^{-\omega t} + e^{-\omega(T-t)}\right) \quad \forall t \in (0, T-1).
\]

Since \(\|\bar{v}\|_2\) is uniformly bounded, this yields

\[
\|\mu(t)\|_2 \leq M \left(e^{-\omega t} + e^{-\omega(T-t)}\right) \quad \forall t \in (0, T-1).
\]

The estimate extends to \((0, T)\) because \(\mu\) is also uniformly bounded, thus we proved that \(\|\mu\| \leq M\) for some \(M\) independent of \(\sigma, T\). This proves \([4.22]\) and concludes the fixed point argument. Eventually, one can upgrade the estimate in \((1, T-1)\) to the \(L^\infty\)-norm of \(\mu(t)\) and \(Dv(t)\) by the regularizing effect in the two equations. This latter argument is already developed e.g. in \([27]\).

**Step 3.** (conclusion of the general case) Assume now that \(m_0 \in D(\mathbb{T}^d)\) and \((u,m)\) is any solution of \([1.1]\). Due to \([3.5]\), by standard regularizing effect we have that \(m(t) \in C^{\alpha}(\mathbb{T}^d)\) for some \(\alpha \in (0,1)\), and that \(\|m(t)\|_\infty \leq C(t-t_0)^{-d/2}\), for every \(t \in (t_0, t_0 + 1)\) and every \(t_0 > 0\).

Therefore, \(m\) is uniformly bounded (globally in time) in the interval \((1,T)\). Similarly, again by \([3.5]\) and parabolic regularity, we have \(\|Dv(t)\|_\infty \leq C, t \in (0, T-1)\), for some \(C\) only depending on \(L\) (the Lipschitz bound of \(H\)) and the global bounds of \(m, \bar{u}\). Therefore, \((u,m)\) satisfies \([3.1]\) in the interval \((1,T-1)\), for some \(M, U\) only depending on \(L\). By Theorem \([3.1]\) there exists \(\gamma_L\) such that problem \([1.1]\) admits at most one solution in \((1,T-1)\) if \(\gamma \leq \gamma_L\). This means that \((u,m)\) coincides with the solution built in Step 1 in the interval \((1,T-1)\), with initial-terminal conditions given by \(m(1)\) and \(u(T-1)\). Hence \((u,m)\) satisfies the exponential estimate \([4.4]\). \(\Box\)

We now observe that, as a consequence of the previous result, any globally bounded solution has a stationary attractor, provided the anti-monotonicity constant is sufficiently small.

**Corollary 4.4.** Assume that \((u^T, m^T)\) is a solution of \([1.1]\) which satisfies

\[
\sup_{[0,T] \times \mathbb{T}^d} |Dv^T| \leq U
\]

for some \(U\) independent of \(T\). Assume that \(F,G,H\) satisfy conditions \([23]\), \([24]\) and \([21]-[22]\) respectively.

Then, there exists some \(\gamma\) only depending on \(\kappa, M, U\), and on \(F,G,H\) (through the local bounds induced by \(M,U\)) such that if \(s \mapsto F(x,s) + \gamma s\) is nondecreasing we have

\[
\|m^T(t) - \bar{m}\|_\infty + \|Dv^T(t) - D\bar{u}\|_\infty \leq M(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in (1,T-1),
\]

for some \(\omega, M > 0\) (independent of \(T\)) and some \((\bar{u}, \bar{m})\) solution of the ergodic problem \([1.2]\).
Proof. We first build a globally Lipschitz extension of the Hamiltonian function $H(x, p)$. Namely, we consider a function $\hat{H}(x, p)$ which still satisfies $\hat{H}(x, p) = H(x, p)$ for $|p| \leq U$, \[ |H_p(x, p)| \leq C_U \quad \forall (x, p) \in \mathbb{R} \times \mathbb{R}^d \] for some number $C_U$ only depending on $U$ (eventually through some constants in $\hat{H}$ depending on $U$).

An example of a similar extension can be built as follows. First of all we take a cut-off function $\zeta \in C^2_c(\mathbb{R}^d)$ such that $\zeta \equiv 1$ for $|p| \leq 2$ and $\zeta \equiv 0$ for $|p| > 3$; then we take a $C^2$ real function $\varphi(r)$ such that $\varphi(r) \equiv 0$ if $|r| \leq \frac{3}{2}$, $\varphi$ is increasing, locally uniformly convex for $r \in (\frac{3}{2}, +\infty)$ and globally Lipschitz continuous. Then the function
\[
\hat{H}(x, p) := H(x, p)\varphi\left(\frac{|p|}{U}\right) + C\varphi\left(\frac{|p|}{U}\right)
\]
satisfies the required properties for a convenient choice of $C$ (which will only depend on $U$).

Now, we can apply Theorem 4.1 to the MFG system
\[
\begin{align*}
-\omega u + \kappa \Delta u + \hat{H}(x, Du) &= F(x, m(t)), & t \in (0, T) \\
m_t - \kappa \Delta m - \text{div}(m\hat{H}_p(x, Du)) &= 0, & t \in (0, T) \\
m(x, 0) &= m_0(x), & u(x, T) = G(x, m(T))
\end{align*}
\]
so there exists some $\gamma > 0$ such that if $s \mapsto F(x, s) + \gamma s$ is nondecreasing, then the ergodic stationary problem (corresponding to $\hat{H}(x, p)$) has a unique solution $(\bar{m}, \bar{u})$ and any solution of (4.24) satisfies (4.1). This value of $\gamma$ depends on $\hat{H}$, so it actually depends on $U$ and on the functions $F, H$. Now, since $\|Du^T\|_\infty \leq U$, we have $\hat{H}(x, Du^T) = H(x, Du^T)$ so the result applies to the given solution of the original problem (1.1). Therefore, $(u^T, m^T)$ satisfies (4.24). It remains only to show that $(\bar{m}, \bar{u})$ is solution with $H(x, p)$ rather than with $\hat{H}(x, p)$. But this must necessarily be true, because (4.24) implies, e.g., that $Du^T(x, \frac{\gamma}{2}) \to D\bar{u}(x)$, so $\|D\bar{u}\|_\infty \leq U$. This also proves that $(\bar{m}, \bar{u})$ does not depend on the extension $\hat{H}(x, p)$ which was constructed.

Remark 4.5. The previous result is new even in case that $F(x, \cdot)$ is nondecreasing. It means that any solution $(u^T, m^T)$ such that $Du^T$ is uniformly bounded exhibits a turnpike behavior in long horizon and approximates (for most of time) a stationary solution $(\bar{m}, \bar{u})$. So far this shows that a global (in time) gradient bound for $u^T$ is sufficient for the turnpike property to hold.

Corollary 4.4 may be applied, for instance, to the case of superlinear Hamiltonian with quadratic growth when the cost function $F$ has a moderate growth in the $m$ variable, i.e. the model case (B) addressed in the previous Section. The corollary below is in particular a consequence of Corollary 4.4 and Theorem 3.8.

Corollary 4.6. Assume that $H$ and $F$ satisfy the conditions (3.7) and (3.8), respectively. For $m_0 \in L^\infty(\mathbb{T}^d)$ and $G$ satisfying (3.9), let $(u^T, m^T)$ be solution of (1.1).

Then, there exists some $\gamma$, only depending on $\kappa$, $\|m_0\|_\infty$, and on $F, H$ (through constants appearing in the assumptions above, and the local bounds induced by $M, U$) such that if $s \mapsto F(x, s) + \gamma s$ is nondecreasing we have
\[
\|m^T(t) - \bar{m}\|_\infty + \|Du^T(t) - D\bar{u}\|_\infty \leq M(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in (1, T - 1),
\]
for some $\omega, M > 0$ (independent of $T$) and some $(\bar{u}, \bar{m})$ solution of the ergodic problem (1.2).
5 The stationary feedback and the convergence of $u^T$

In this section we are going to see how the exponential turnpike estimate established so far implies the convergence of $u^T(t) - \bar{\lambda}(T - t)$, as well as of $m^T(t)$, for any fixed $t > 0$.

From now on, and throughout the rest of the paper, we will consider only the case (A) discussed above, which involves globally Lipschitz and locally uniformly convex Hamiltonians. Similar results can be proven for case (B) involving uniformly convex Hamiltonians and costs with mild growth, in view of the estimates obtained in Section 3, but they will not be stated explicitly for brevity.

We are now interested in a convergence for any $t > 0$, so we are going to require that (5.1) holds in the whole interval $[0, T]$ (this is true in Theorem 4.1 if $m_0 \in L^\infty(\mathbb{T}^d)$ and $u_T \in W^{1,\infty}(\mathbb{T}^d)$):

$$\|m^T(t) - \bar{m}\|_{L^\infty} + \|Du^T(t) - D\bar{u}\|_{L^\infty} \leq K(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in [0, T].$$

(5.1)

We start by deducing the following global bound as a corollary of (5.1).

**Corollary 5.1.** Let $H,F,G$ satisfy (2.1), (2.3), (2.4) respectively. Assume that $(u^T, m^T)$ is a solution of (1.1) which satisfies (5.1). Then there exists a constant $K$, independent of $T$, such that

$$\|u^T - \bar{\lambda}(T - t)\|_{L^\infty} \leq K \quad \forall t \in [0, T].$$

(5.2)

**Proof.** Due to estimate (5.1), and the local Lipschitz character of $F$, we have that

$$|F(x, m^T) - F(x, \bar{m})| \leq c(e^{-\omega t} + e^{-\omega(T-t)}) \quad \forall t \in [0, T].$$

Moreover, using (2.4), we have that $G(x, m^T(T))$ is uniformly bounded. Hence, if we denote by $\varphi(t) := M(1 + \int_t^T (e^{-\omega s} + e^{-\omega(T-s)})ds)$, we deduce that, for sufficiently large $M$, the functions $\bar{u} + \bar{\lambda}(T - t) + \varphi(t)$ and $\bar{u} + \bar{\lambda}(T - t) - \varphi(t)$ are, respectively, super and sub solution to the equation satisfied by $u^T$. The comparison principle readily yields

$$\bar{u} - \varphi(t) \leq u^T - \bar{\lambda}(T - t) \leq \bar{u} + \varphi(t) \quad \forall t \in [0, T], x \in \mathbb{T}^d$$

which implies (5.2). \hfill $\Box$

Now we establish a uniqueness result for the limiting problem of the MFG system as $T \to \infty$; namely, we consider the problem

\begin{align*}
-\nu_1 + \bar{\lambda} - \kappa \Delta v + H(x, Dv) &= F(x, \mu(t)), & t \in (0, \infty) \\
\mu_t - \kappa \Delta \mu - \text{div}(\mu H_p(x, Dv)) &= 0, & t \in (0, \infty) \\
\mu(x, 0) &= m_0(x), \\
v &\in L^\infty((0, \infty) \times \mathbb{T}^d), & Dv &\in D\bar{u} + L^2((0, \infty) \times \mathbb{T}^d),
\end{align*}

(5.3)

**Lemma 5.2.** Let $m_0 \in L^\infty(\mathbb{T}^d)$, $m_0 \geq 0$. Assume that $H$ satisfies (2.2) and (3.5), and $F$ satisfies (2.3). There exists $\gamma > 0$, only depending on $\|m_0\|_{L^\infty}, \kappa,L$ (appearing in (3.5)) and on $H,F$ (through (2.2), (2.3) for some $K$ only depending on $\|m_0\|_{L^\infty}, \kappa,L$) such that, if $F(x,s) + \gamma s$ is nondecreasing, then there are at most one $\mu$ and one $v$ (up to addition of a constant) which solve problem (5.3).

**Proof.** We first observe that $\int_{\mathbb{T}^d} \mu(t) = \int_{\mathbb{T}^d} m_0$ for every $t$, so $\|\mu(t)\|_{L^1(\mathbb{T}^d)}$ is uniformly bounded; since $H_p$ is uniformly bounded by $L$, this implies that $\mu \in L^\infty((0, \infty) \times \mathbb{T}^d)$ and its norm is universally bounded by a constant only depending on $d, \kappa, L, \|m_0\|_{L^\infty}$. This provides with a
uniform bound for $F(x, \mu)$ and in turn, as a consequence of Lemma A.1 this implies that \( \tilde{v}(t) \) and \( Dv(t) \) are bounded in \( L^2(\mathbb{T}^d) \), uniformly in time. By local parabolic regularity we deduce that \( Dv \in L^\infty((0, \infty) \times \mathbb{T}^d) \) as well and its norm is bounded uniformly in time, for all solutions. We will therefore use the upper and lower bounds of \( H_{pp} \) for \( |p| \) varying in a compact set which is the same for all solutions \((\mu, v)\).

On account of the above ingredients, we follow a standard argument for the proof of uniqueness. Let \((\mu_1, v_1), (\mu_2, v_2)\) be two solutions of (5.3). Consider a function \( \xi_R(t) := \xi(t/R) \), where \( \xi \) is a \( C^1 \) function such that \( \xi \equiv 1 \) in \((0, 1)\) and with support in \((-1, 2)\). Using \( \psi = (\mu_1 - \mu_2)\xi_R \) as test function in the equation of \( v_1 - v_2 \), we get as usual:

\[
-\frac{d}{dt} \left( \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx \right) = -\xi_R'(t) \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx
\]

\[
+ \xi_R(t) \int_{\mathbb{T}^d} [F(\mu_1) - F(\mu_2)][\mu_1 - \mu_2] \, dx
\]

\[
+ \xi_R(t) \int_{\mathbb{T}^d} [H(x, Dv_2) - H(x, Dv_1) - H_\rho(x, Dv_1)D(v_2 - v_1)] \, dx
\]

\[
+ \xi_R(t) \int_{\mathbb{T}^d} \mu_2 [H(x, Dv_1) - H(x, Dv_2) - H_\rho(x, Dv_2)D(v_1 - v_2)] \, dx
\]

which implies, using the uniform convexity of \( H \):

\[
-\frac{d}{dt} \left( \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx \right) \geq -\xi_R'(t) \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx
\]

\[
+ \xi_R(t) \int_{\mathbb{T}^d} [F(\mu_1) - F(\mu_2)][\mu_1 - \mu_2] \, dx
\]

\[
+ c \xi_R(t) \int_{\mathbb{T}^d} (\mu_1 + \mu_2)[D(v_1 - v_2)]^2 \, dx
\]

for some constant \( c > 0 \). Integrating we get

\[
c \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} \mu_2 |D(v_1 - v_2)|^2 \, dx dt \leq \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx dt
\]

\[
+ \gamma \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} |\mu_1 - \mu_2|^2 \, dx dt
\]

where we used that \( F(x, s) + \gamma s \) is monotone. Notice that \( Dv_1 - Dv_2 \in L^2((0, \infty) \times \mathbb{T}^d) \) by assumption. Then, by Lemma A.2 (see A.1 with \( \delta = 0 \)), we deduce

\[
\int_0^\infty \| (\mu_1 - \mu_2)(t) \|^2 dt \leq C \int_0^\infty \int_{\mathbb{T}^d} \mu_2^2 |D(v_1 - v_2)|^2 \, dx dt \leq C \int_0^\infty \int_{\mathbb{T}^d} \mu_2 |D(v_1 - v_2)|^2 \, dx dt
\]

for some constant \( C \) depending on \( \| H_\rho \|_\infty \), on the \( L^\infty \) bound of \( \mu_2 \) and on the local upper bound of \( H_{pp} \) (all being estimated only in terms of \( \kappa, L, \| m_0 \|_\infty \)). Hence we deduce

\[
(c - \gamma C) \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} \mu_2(t)|D(v_1 - v_2)|^2 \, dx dt \leq \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} (\mu_1 - \mu_2)(v_1 - v_2) \, dx dt
\]

\[
+ c \int_0^\infty (1 - \xi_R(t)) \int_{\mathbb{T}^d} \mu_2(t)|D(v_1 - v_2)|^2 \, dx dt.
\]
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Using Poincaré-Wirtinger inequality and the fact that $\mu_1 - \mu_2$ is uniformly bounded in $L^2(\mathbb{T}^d)$, due to the properties of $\xi_R(t)$ we get

\[
(c - \gamma C) \int_0^\infty \xi_R(t) \int_{\mathbb{T}^d} \mu_2(t)|D(v_1 - v_2)|^2\,dx\,dt \leq c \left( \frac{1}{R} \int_0^{2R} \int_{\mathbb{T}^d} |D(v_1 - v_2)|^2\,dx\,dt \right)^{\frac{1}{2}} + c \int_0^\infty (1 - \xi_R(t)) \int_{\mathbb{T}^d} \mu_2(t)|D(v_1 - v_2)|^2\,dx\,dt
\]

and letting $R \to \infty$ we conclude

\[
\int_0^\infty \int_{\mathbb{T}^d} \mu_2(t)|D(v_1 - v_2)|^2\,dx\,dt = 0
\]

for a sufficiently small $\gamma$, only depending on $\|m_0\|_\infty$, $\kappa$, $L$ (eventually trough $F,H$).

Hence $\mu_1 = \mu_2$ and, from the Fokker-Planck equation, this yields $\mu_1 = \mu_2$. Finally, this implies $(v_1 - v_2)_t = 0$, hence $v_1(t, x) = v_2(t, x) + K$ for some constant $K \in \mathbb{R}$, and for every $(t, x)$.

We now establish the convergence of $u^T - \hat{\lambda}(T - t)$.

**Theorem 5.3.** Let $m_0 \in L^\infty(\mathbb{T}^d)$. Assume that $F(x, m)$ satisfies (2.3), $H(x, p)$ satisfies (2.2) and (3.5), and the final cost $G$ satisfies (3.4). Let $(u^T, m^T)$ be a solution of problem (1.1).

There exists $\gamma > 0$, only depending on $\|m_0\|_\infty$, $\kappa$, $L$ (and on the functions $F, H$), such that if $F(x, s) + \gamma s$ is nondecreasing, then there exists a solution $(v, \mu)$ of (5.3) such that

\[
\lim_{T \to \infty} u^T(x, t) - \hat{\lambda}(T - t) = v(x, t) \quad ; \quad \lim_{T \to \infty} m^T(x, t) = \mu(x, t) \quad \forall t > 0, x \in \mathbb{T}^d
\]

and the convergence is uniform in $[a, b] \times \mathbb{T}^d$, for any $[a, b] \subset [0, \infty)$.

In particular, there exists a constant $\tilde{c} \in \mathbb{R}$ such that $(v, \mu)$ is the unique solution of (5.3) such that $\lim_{t \to \infty} \int v(t) = \tilde{c}$.

**Proof.** We set $v^T := u^T(x, t) - \hat{\lambda}(T - t)$. Since $m_0 \in L^\infty(\mathbb{T}^d)$ and $u(T) \in W^{1,\infty}(\Omega)$, we know that the exponential estimate (4.1) holds for $t \in [0, T]$. Hence, from Corollary 5.1, we have that $\|v^T\|_\infty$ and $\|Dv^T\|_\infty$ are bounded uniformly with respect to $T$; and by parabolic regularity, this readily implies that $v^T$ is locally (in time) relatively compact in the uniform topology. Similarly, $m^T$ is locally bounded in Hölder (time-space) norms, and it is relatively compact in the uniform topology (locally in time). Then, it is straightforward to see that $(v^T, m^T)$ converges, up to subsequences, to a solution $(v, \mu)$ of (5.3). We only need to prove that the limit function $v$ is the same for all subsequences.

To this purpose, we develop an idea from [5]: for $T, T'$ we consider $v^T, v^{T'}$ and we define the shifted functions

\[
(\tilde{v}^T, \tilde{\mu}^T) := (v^T(t + T), m^T(t + T)) \quad , \quad (\tilde{v}^{T'}, \tilde{\mu}^{T'}) := (v^{T'}(t + T'), m^{T'}(t + T'))
\]

Both $(\tilde{v}^T, \tilde{\mu}^T)$ and $(\tilde{v}^{T'}, \tilde{\mu}^{T'})$ are solutions of MFG systems in the interval $(-\tau, 0)$; the usual estimate gives

\[
-\frac{d}{dt} \int_{\mathbb{T}^d} (\tilde{\mu}^T - \tilde{\mu}^{T'}) (\tilde{v}^T - \tilde{v}^{T'}) \, dx \geq -\gamma \int_{\mathbb{T}^d} (\tilde{\mu}^T - \tilde{\mu}^{T'})^2 \, dx + c \int_{\mathbb{T}^d} (\tilde{\mu}^T + \tilde{\mu}^{T'}) |D(\tilde{v}^T - \tilde{v}^{T'})|^2 \, dx,
\]
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where we used that $F(x,s) + \gamma s$ is monotone and the uniform bound from below of $H_{pp}$ on compact subsets. Integrating and using the final condition, we have

$$
c \int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T + \mu^T) |D(\tilde{v}^T - \tilde{\bar{u}}^T)|^2 dx \leq \gamma \int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T - \bar{\mu}^T)^2 dx
$$

$$
+ \int_{\mathbb{T}^d} (\mu^T(-\tau) - \bar{\mu}^T(-\tau))(\tilde{v}^T(-\tau) - \tilde{\bar{u}}^T(-\tau)) dx
$$

$$
\leq \gamma \int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T - \bar{\mu}^T)^2 dx + \|m^T(T - \tau) - m^T(T' - \tau)\|_{L^2} \|Du^T(T - \tau) - Du^T(T' - \tau)\|_{L^2}
$$

which yields, thanks to (5.1),

$$
\int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T + \mu^T) |D(\tilde{v}^T - \tilde{\bar{u}}^T)|^2 dx \leq c\gamma \int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T - \bar{\mu}^T)^2 dx + c(e^{-\omega\tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)})^2
$$

where, as usual, we denote generically by $c$ possibly different constants (which may vary from line to line) independent of $T, T'$. Applying Lemma 5.2 to the equation of $\mu^T - \bar{\mu}^T$, we have

$$
\int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T - \bar{\mu}^T)^2 dx \leq C \int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T)^2 |D(\tilde{v}^T - \tilde{\bar{u}}^T)|^2 dx + C\|m^T(T - \tau) - m^T(T' - \tau)\|_{L^2}^2.
$$

Thus for $\gamma$ sufficiently small we conclude that

$$
\int_{-\tau}^{0} \int_{\mathbb{T}^d} (\mu^T + \mu^T) |D(\tilde{v}^T - \tilde{\bar{u}}^T)|^2 dx \leq c(e^{-\omega\tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)})^2.
$$

A similar estimate is then deduced for $\sup_{t \in [-\tau,0]} \|\mu^T(t) - \bar{\mu}^T(t)\|_2$, from the above estimates.

With a bootstrap argument, using the global $L^\infty$ bounds for $D(\tilde{v}^T - \tilde{\bar{u}}^T)$ and for $m^T - m^T$, the previous $L^2$ bound can be updated into a $L^\infty$ bound:

$$
\|\mu^T(t) - \bar{\mu}^T(t)\|_\infty \leq c(e^{-\omega\tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)}) \quad \forall t \in [-\tau,0].
$$

In particular, those bounds are inherited by $F(x, \mu^T) - F(x, \bar{\mu}^T)$ as well as by $G(x, \mu^T(0)) - G(x, \bar{\mu}^T(0))$. Therefore, the maximum principle implies that

$$
\|\tilde{v}^T(t) - \tilde{\bar{u}}^T(t)\|_\infty \leq c\tau(e^{-\omega\tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)}) \quad \forall t \in [-\tau,0].
$$

In particular, we have proved that

$$
\|v^T(T - \tau) - v^T(T' - \tau)\|_\infty \leq c\tau(e^{-\omega\tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)}).
$$

(5.4)

Now we consider the equation of $v^T - \bar{\bar{u}}$ in the interval $(t, T - \tau)$; integrating we have

$$
\int_{\mathbb{T}^d} v^T(t) - \int_{\mathbb{T}^d} v^T(T - \tau) + \int_{t}^{T-\tau} \int_{\mathbb{T}^d} [H(Du^T) - H(D\bar{u})] dx ds = \int_{t}^{T-\tau} \int_{\mathbb{T}^d} [F(m^T) - F(\bar{m})] dx ds
$$

which yields, using (5.3), (5.5) and (5.1),

$$
\left| \int_{\mathbb{T}^d} v^T(t) - \int_{\mathbb{T}^d} v^T(T - \tau) \right| \leq c \int_{t}^{T-\tau} (e^{-\omega s} + e^{-\omega(T-s)}) ds \leq c(e^{-\omega t} + e^{-\omega\tau}).
$$
Similarly we integrate the equation of \( v^T - \bar{u} \) in the interval \( (t, T' - \tau) \) and we get
\[
\left| \int_{T^d} v^T(t) - \int_{T^d} v^T(T' - \tau) \right| \leq c(e^{-\omega t} + e^{-\omega \tau}).
\]

Putting the latter two inequalities together with (5.4), we conclude that
\[
\left| \int_{T^d} v(t) - \int_{T^d} v(t') \right| \leq c(e^{-\omega t} + e^{-\omega \tau}) + c \tau(e^{-\omega \tau} + e^{-\omega(T-\tau)} + e^{-\omega(T'-\tau)}).
\]

(5.5)

Finally, we consider two possible limits \( v_1, v_2 \) obtained with different subsequences \( v^{T_n} \) and \( v'^{T_n} \); since both are solutions of (5.3), we have that \( v_1 - v_2 \) is a constant. However, passing to the limit as \( T_n, T'_n \to \infty \) in (5.5), and then letting \( \tau \to \infty \), we obtain
\[
\left| \int_{T^d} v_1(t) - \int_{T^d} v_2(t) \right| \leq c e^{-\omega t}.
\]

Letting \( t \to \infty \) implies that \( v_1 - v_2 \) can only be the null constant. This proves that the limit of \( v^T \) is independent of the subsequence, hence the whole sequence \( v^T \) converges. The convergence of \( m^T \) follows itself from the uniqueness result of Lemma 5.2.

Finally, by integrating the equation of \( v - \bar{u} \), we have
\[
\int_{T^d} v(t) - \int_{T^d} v(t') + \int_t^{t'} \int_{T^d} [H(Dv) - H(D\bar{u})]dxds = \int_t^{t'} \int_{T^d} [F(\mu) - F(\bar{m})]dxds.
\]

Since \( v, \mu \) satisfy the estimate (a consequence of (5.1))
\[
\|Dv(t) - D\bar{u}\|_{\infty} + \|\mu(t) - \bar{m}\|_{\infty} \leq Ke^{-\omega t},
\]
we deduce that
\[
\left| \int_{T^d} v(t) - \int_{T^d} v(t') \right| \leq K \int_t^{t'} e^{-\omega s}ds \quad t, t' \to \infty
\]

hence \( \int_{T^d} v(t) \) is a Cauchy sequence and admits a limit as \( t \to \infty \). The value of this limit, say \( \bar{c} \), fully characterizes the function \( v \) due to Lemma 5.2.

**Remark 5.4.** In the above result, we have assumed that the final cost \( G \) is independent of \( m \). The reason is that if \( G \) is just a Lipschitz function of the density \( m(T) \), then we are not able to show a bound for \( Du^T \) up to \( t = T \). Otherwise, should we have a global bound for \( Du \) in the whole \( (0, T) \), then the same conclusion would hold for \( G \) satisfying (2.4) and \( G(x, m) + \gamma m \) monotone with \( \gamma \) small.

We stress, in particular, that the convergence result of Theorem 5.3 remains true for smoothing couplings at final time, say for instance if \( G = G(x, m) \) is a Lipschitz continuous mapping from \( T^d \times \mathcal{P}(T^d) \) (endowed with the Wasserstein distance \( d_1 \)) such that \( ||G(x, m)||_{W^{1,1}(\mathbb{T}^d)} \) is bounded uniformly in \( \mathcal{P}(T^d) \) and
\[
\int_{T^d} (G(x, m_1) - G(x, m_2)d(m_1 - m_2) \geq -\gamma ||m_1 - m_2||_{L^1(\mathbb{T}^d)}^2 \quad \forall m_1, m_2 \in \mathcal{P}(T^d) \cap L^1(T^d)
\]
for \( \gamma \) sufficiently small.
Remark 5.5. It would be possible to characterize the limit of \( u^T - \bar{\lambda}(T-t) \) in terms of a stationary feedback operator defined on the current measure \( \mu(t) \), which is the unique solution of (5.3) (see Lemma 5.2). Namely, one can define an operator \( \tilde{E} \) such that
\[
\lim_{T \to \infty} u^T(x,t) - \bar{\lambda}(T-t) = \tilde{E}(\mu(t))
\]
for any \( t > 0 \).

In the present setting, \( \tilde{E} \) could only be defined as an unbounded operator in \((L^2(\mathbb{T}^d)), +\), with a domain which includes the set of bounded functions. Nevertheless, \( \tilde{E} \) could still be characterized thanks to the well-posedness of the MFG system. We stress that this kind of feedback (which plays a similar role as the Riccati stationary operator in other control problems) would coincide with a solution of the stationary ergodic master equation introduced in [5] for monotone and smooth mean field game systems. This may suggest alternative ways to look at the master equation of mean field games whenever it cannot be defined as a smooth function on the space of probability measures.

6 The discounted problem

We now deduce the existence of a solution to the infinite horizon MFG system. As before, we start by assuming that \( p \mapsto H(x,p) \) is a \( C^2 \) function which satisfies (2.2) and (3.3), and that \( F(x,m) \) satisfies (2.3) and
\[
(F(x,m) - F(x,m'))(m - m') \geq -\gamma(m - m')^2 \quad \forall x \in \mathbb{T}^d, m, m' \in \mathbb{R} \tag{6.1}
\]
for some \( \gamma > 0 \).

It is possible to prove that, under the above assumptions, there exist \( \delta_0, \gamma_0 > 0 \) such that if \( \gamma < \gamma_0 \) and \( \delta < \delta_0 \) then the stationary problem
\[
\begin{align*}
\delta u - \kappa \Delta u + H(x, Du) &= F(x,m) & x \in \mathbb{T}^d \\
-\kappa \Delta m - \text{div}(m H_p(x, Du)) &= 0 & x \in \mathbb{T}^d \\
\int_{\mathbb{T}^d} m &= 1
\end{align*}
\tag{6.2}
\]
admits a unique solution \((\bar{u}_\delta, \bar{m}_\delta)\), which is smooth. Here \( \gamma_0 \) only depends on \( \kappa, H, F \), i.e. it depends on the constant \( L \) in (3.5) and on the constants \( c_K, \ell_K, \alpha_K, \beta_K \) for a \( K \) only depending on \( \kappa, L \). While the existence of \((\bar{u}_\delta, \bar{m}_\delta)\) can be proved with a usual fixed point method, the uniqueness argument is similar as the one we used in Theorem 3.1 and requires smallness of \( \delta \) as well.

Theorem 6.1. Let \( m_0 \in L^\infty(\mathbb{T}^d) \). Assume that \( H \) satisfies (2.2) and (3.5), \( F \) satisfies (2.3) and (6.1). There exist \( \gamma_0, \delta_0 > 0 \) such that if (6.1) holds with \( \gamma < \gamma_0 \), and if \( \delta < \delta_0 \), then there exists a unique solution to the infinite horizon problem
\[
\begin{align*}
-u_t + \delta u - \kappa \Delta u + H(x, Du) &= F(x,m) & t \in (0, \infty) \\
m_t - \kappa \Delta m - \text{div}(m H_p(x, Du)) &= 0 & t \in (0, \infty) \\
m(0) &= m_0, \quad u \in L^\infty((0, \infty) \times \mathbb{T}^d)
\end{align*}
\tag{6.3}
\]
In addition, there exist \( M, \omega > 0 \) such that
\[
\|m(t) - \bar{m}_\delta\|_\infty + \|Du(t) - D\bar{u}_\delta\|_\infty \leq M e^{-\omega t}\|m_0 - \bar{m}_\delta\|_\infty \quad \forall t > 0, \forall \delta < \delta_0. \tag{6.4}
\]
The constants \( \gamma_0, \delta_0 \), as well as \( M, \omega \), only depend on \( \kappa, \|m_0\|_\infty \), the constant \( L \) in (3.5) and the local growth constants of \( F, H \) given by (2.2) and (3.3) (for some \( K \) depending on \( \kappa, \|m_0\|_\infty, L \)).
Remark 6.2. We stress that the smallness condition required on $\gamma$ in Theorem [6.1] does not depend on the parameter $\delta$. Indeed, the purpose of this result is to provide an exponential decay in time which is uniform for $\delta$ sufficiently small, in order to apply it to the vanishing discount limit studied in the next Section. Such a uniform decay rate is obtained in the next Lemma, where we choose $\delta \leq \delta_0$ in the final step; no effort is made here to quantify $\delta_0$ (in fact a possible study for arbitrary large $\delta$ would even be possible but is beyond our goals here).

The proof of Theorem [6.1] will follow from a fixed point argument similarly as in Theorem [4.1] The crucial step consists in obtaining a priori estimates on the system:

\[
\begin{cases}
-v_t + \delta v - \kappa \Delta v + h(x,Dv) = f(t,x,\mu) \\
\mu_t - \kappa \Delta \mu - \text{div}(\mu h_p(x,Dv)) = \sigma \text{div}(B(x,Dv))
\end{cases}
\]

(6.5)

where $\sigma \in [0,1]$, $\mu_0 \in L^\infty(\mathbb{T}^d)$, with $\int_{\mathbb{T}^d} \mu_0 = 0$, and where the functions $h(x,p)$, $f(t,x,s)$ and $B(x,p)$ satisfy the conditions (4.2)-(4.4), which we rewrite below for the reader's convenience.

Lemma 6.3. Let $h(x,p)$, $f(t,x,s)$ and $B(x,p)$ be continuous functions satisfying the conditions

\[
h(x,0) = 0, \quad |h_p(x,p)| \leq \ell_0, \quad |f(t,x,s)| \leq C_1 |s|
\]

(6.6)

\[
f(t,x,s) \leq -\gamma s^2, \quad |f(t,x,s)| \leq C_1 |s|
\]

(6.7)

\[
B(x,p) \cdot p \geq C_2^{-1} |p|^2, \quad |B(x,p)| \leq C_2 |p|.
\]

(6.8)

for every $s \in \mathbb{R}$, $t > 0$, $x \in \mathbb{T}^d$, $p \in \mathbb{R}^d$ such that $|p| \leq K$. For $\sigma \in [0,1]$, $\mu_0 \in L^\infty(\mathbb{T}^d)$, with $\int_{\mathbb{T}^d} \mu_0 = 0$, let $(\mu,v)$ be a solution of (6.5) which satisfies, for any $(t,x) \in Q_T$, that $|Dv(t,x)| \leq K$

and

\[
\sigma B(x,p) \cdot p - (t,x)(h(x,p) - h_p(x,p) \cdot p) \geq \sigma c_0 |p|^2 \quad \forall (t,x) \in Q_T, \forall p : |p| \leq K,
\]

(6.9)

for some $c_0 > 0$.

Then there exist constants $\gamma_0, \delta_0, \omega, M > 0$ (only depending on $\kappa, \ell_0, C_1, C_2, c_0$) such that, if $\gamma \leq \gamma_0$ ($\gamma$ is in [6.7]), if $\delta \leq \delta_0$ and $\sigma \in [0,1]$, then $(\mu,v)$ satisfies

\[
\|\mu(t)\|_2 + \|Dv(t)\|_2 \leq M e^{-\omega t} \|\mu_0\|_2 \quad \forall t > 0.
\]

Proof. First we observe that conditions (6.7), (6.8) imply, respectively, $f(x,0) = 0$ and $B(x,0) = 0$. The proof of the estimate is divided in two steps.

Step 1 In this first step, we show that there exists $c$ such that

\[
\|\mu(t)\|_2 + \|Dv(t)\|_2 \leq c \|\mu_0\|_2 e^{\frac{c}{2}t},
\]

(6.10)

and

\[
\int_0^\infty \int_{\mathbb{T}^d} e^{-\delta s} \mu^2(s) ds + \sigma \int_0^\infty \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \leq c \|\mu_0\|_2^2.
\]

(6.11)

To show the above two estimates, we observe that the duality between the two equations implies

\[
- \frac{d}{dt} \left[ e^{-\delta t} \int_{\mathbb{T}^d} \mu v \right] = e^{-\delta t} \left\{ \int_{\mathbb{T}^d} f(x,\mu) \mu + \sigma \int_{\mathbb{T}^d} B(x,Dv)Dv + \int_{\mathbb{T}^d} \mu(h_p(x,Dv) \cdot Dv - H(xDv)) \right\}
\]

\[
\geq -\gamma e^{-\delta t} \int_{\mathbb{T}^d} |\mu(t)|^2 + \sigma c_0 e^{-\delta t} \int_{\mathbb{T}^d} |Dv|^2
\]

(6.12)
where we used (6.7) and (6.5). Hence we get
\[ c_0 \sigma \int_0^t \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \leq \gamma \int_0^t \int_{\mathbb{T}^d} e^{-\delta s} \mu^2 + \int_{\mathbb{T}^d} \mu_0 v(0) - e^{-\delta t} \int_{\mathbb{T}^d} \mu(t)v(t). \]

Now we use (A.4) from Lemma A.2, since \(|B(x,Dv)| \leq C_2 |Dv|\) we deduce
\[ \int_{t_0}^t \int_{\mathbb{T}^d} e^{-\delta s} \mu^2 \leq C e^{-\delta t_0} \|\mu(t_0)\|_2^2 + C \sigma^2 C_2^2 \int_{t_0}^t \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2, \quad \forall t > t_0 \geq 0 \]  
(6.13)
for some constant \(C\) independent of \(\delta\). Hence we get, using \(\sigma \leq 1\):
\[ (c_0 - \gamma C C_2^2) \sigma \int_0^t \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \leq C \gamma \|\mu_0\|_2^2 + \int_{\mathbb{T}^d} \mu_0 v(0) - e^{-\delta t} \int_{\mathbb{T}^d} \mu(t)v(t). \]

Since \(\mu, v\) are globally bounded, we have that last term vanishes as \(t \to \infty\). We deduce that, for \(\gamma\) so that \(c_0 - \gamma C C_2^2 > 0\), we have
\[ \sigma \int_0^\infty \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \leq c \|\mu_0\|_2^2 + \|\mu_0\|_2 \|\bar{v}(0)\|_2 \]  
(6.14)
where, we recall, \(\bar{v} = v - (v)\). Here and after we denote by \(c\) possibly different constants which only depend on \(\kappa, \ell_0, C_1, C_2, c_0\).

By using Lemma A.1 for the equation of \(v\) (with horizon \(T \to \infty\)) we have
\[ \|\bar{v}(t)\|_2 e^{-\delta t} \leq C \int_t^\infty e^{-\nu(s-t)} e^{-\delta s} \|f(s, \cdot, \mu(s))\|_2 ds \leq C C_1 \int_t^\infty e^{-\nu(s-t)} e^{-\delta s} \|\mu(s)\|_2 ds \]  
(6.15)
where \(C\) only depends on \(\kappa, \ell_0\) and we also used (6.3). If we take here \(t = 0\) and we estimate the right-hand side with (6.13), then we obtain an estimate for \(\|\bar{v}(0)\|_2\), which can be used in (6.14) to deduce that
\[ \sigma \int_0^\infty \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \leq c \|\mu_0\|_2^2. \]

In turn again from (6.13) this concludes the proof of (6.11). Now, since we have, from Lemma A.2
\[ \|\mu(t)\|_2^2 \leq C e^{-\nu t} \|\mu_0\|_2^2 + C \sigma^2 C_2^2 e^{\delta t} \int_0^t \int_{\mathbb{T}^d} e^{-\delta s} |Dv|^2 \]  
(6.16)
we also deduce from (6.11) that
\[ \|\mu(t)\|_2 \leq c \|\mu_0\|_2 e^{\frac{\delta t}{2}} \quad \forall t > 0 \]
and in turn now (6.15) implies as well:
\[ \|\bar{v}(t)\|_2 \leq c \|\mu_0\|_2 e^{\frac{\delta t}{2}} \quad \forall t > 0. \]

From Lemma A.1, the above two estimates imply a similar one for \(\|Dv(t)\|_2\), so (6.10) is proved.

\textit{Step 2.} We first deduce from (6.11) that there exist \(\xi_\tau \in (0, \tau), \eta_\tau \in (2\tau, 3\tau)\) such that
\[ e^{-\delta \xi_\tau} \|\mu(\xi_\tau)\|_2^2 \leq \frac{c}{\tau} \|\mu_0\|_2^2, \quad e^{-\delta \eta_\tau} \|\mu(\eta_\tau)\|_2^2 \leq \frac{c}{\tau} \|\mu_0\|_2^2. \]  
(6.17)
Observe that, from (6.12), we have
\[
\sigma \epsilon_0 \int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2 \leq C \gamma e^{-\delta \xi_r} \|\mu(\xi_r)\|^2_2 + C \sigma^2 C^2 \int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2 + \frac{C}{\sqrt{t}} \|\mu_0\|_2^2.
\]
where we used the global bound for \( \tilde{v}(t) \) and (6.17). Using now (6.13) to estimate last integral in the right-side we get
\[
\sigma \epsilon_0 \int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2 \leq C \gamma e^{-\delta \xi_r} \|\mu(\xi_r)\|^2_2 + \gamma C \sigma^2 C^2 \int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2 + \frac{C}{\sqrt{t}} \|\mu_0\|_2^2.
\]
We use (6.17) and we take \( \gamma \) sufficiently small (independent of \( \delta \)) so we conclude that
\[
\int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2 \leq \left(\frac{C}{\tau} + \frac{C}{\sqrt{t}}\right) \|\mu_0\|_2^2.
\]
Therefore, for every \( t \in [\tau, 2\tau] \) we estimate \( \mu \) as
\[
\|\mu(t)\|_2^2 \leq C e^{-\tau(t - \xi_r)} \|\mu(\xi_r)\|^2_2 + C C^2 \sigma^2 \int_{\xi_r}^{\eta_r} \int_{\mathbb{T}^d} |Dv|^2 \leq C e^{-\tau(t - \xi_r)} e^{\delta \xi_r} \frac{\|\mu_0\|_2^2}{\tau} + C C^2 \sigma^2 \int_{\xi_r}^{\eta_r} e^{-\delta s} \int_{\mathbb{T}^d} |Dv|^2.
\]
Using the estimate for the last integral and the fact that \( \eta_r \leq 3\tau \), we conclude that
\[
\|\mu(t)\|_2^2 \leq e^{\delta \tau} \left(\frac{C}{\tau} + \frac{C}{\sqrt{t}}\right) \|\mu_0\|_2^2.
\]
In particular, there exist \( \tau_0 \) (and correspondingly, \( \delta_0 \)) such that
\[
\|\mu(t)\|_2 \leq \frac{1}{2} \|\mu_0\|_2 \quad \forall t \in [\tau_0, 2\tau_0], \quad \forall \delta \leq \delta_0.
\]
Iterating this estimate we conclude that there exists \( \omega > 0 \) such that
\[
\|\mu(t)\|_2 \leq e^{-\omega t} \|\mu_0\|_2, \quad \forall t > 0, \quad \forall \delta \leq \delta_0.
\]
Finally, using (6.13) we deduce a similar exponential decay for \( \|\tilde{v}(t)\|_2 \), and then for \( \|Dv(t)\|_2 \) as well.

We are now ready to prove Theorem 6.1.

**Proof of Theorem 6.1** Let us set \( X = L^\infty((0, \infty); L^2_0(\mathbb{T}^d)) \) where, we recall, \( L^2_0(\mathbb{T}^d) \) denotes \( L^2 \) functions with zero average.

We define the operator \( \Phi_\epsilon \) on \( X \) as follows: given \( \mu \in X \), let \( (v, \rho) \) be the solution to the system
\[
\begin{cases}
-v_1 + \delta v - \kappa \Delta v + H(x, D\bar{u}_\delta + Dv) - H(x, D\bar{u}_\delta) = [F(x, \bar{m}_\delta + \mu) - F(x, \bar{m}_\delta)] e^{-\epsilon t} \\
\rho_1 - \kappa \Delta \rho - \div(\rho H_p(x, D\bar{u}_\delta + Dv)) = \div(\bar{m}_\delta [H_p(x, D\bar{u}_\delta + Dv) - H_p(x, D\bar{u}_\delta)])
\end{cases}
\]
\[(6.18)\]
\[
\rho(0) = m_0 - \bar{m}_\delta
\]
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then we set \( \rho = \Phi_\varepsilon \mu \). Here \( \varepsilon > 0 \) is a parameter used in a first step for compactness issues. We notice that \( \mu \) is a fixed point of \( \Phi_0 \) if and only if \((v + \bar{u}_\delta, \mu + \bar{m}_\delta)\) solves the MFG system (6.3).

In fact, if \( m := \rho + \bar{m}_\delta \), then \( m \) solves the evolution equation

\[
m_t - \Delta m - \operatorname{div}(mH_p(x, D\bar{u}_\delta + Dv)) = 0.
\]

Since \( H_p \) is bounded by \( L \), and since \( m_0 \in L^\infty(\mathbb{T}^d), \int_{\mathbb{T}^d} m(t) = 1 \) for every \( t \), there exists a constant \( M_0 \) such that \( \|m(t)\|_\infty \leq M_0 \) for every \( t > 0 \). The same applies to \( \bar{m}_\delta \). We deduce that the range of \( \Phi_\varepsilon \) is contained in a uniform ball in \( L^\infty((0, \infty) \times \mathbb{T}^d) \). Hence, there is no loss of generality in restricting the domain of \( \Phi_\varepsilon \) to functions which are uniformly bounded (it would be enough to replace \( \mu \) with a suitable truncation in the definition of the operator); in particular, due to (6.3), the function \( F \) can be treated as uniformly Lipschitz in the \( \mu \)-variable.

We also observe that the uniform bound of \( \mu \) implies a uniform bound for \( Dv \). Indeed, one can first proceed as in (6.15) to deduce that \( \|\bar{v}(t)\|_2 \) is uniformly bounded, then by Lemma A.1 and the regularizing effect of the equation it follows that

\[
\|Dv(t)\|_\infty \leq K \quad \forall t > 0
\]

for some constant \( K > 0 \). We now show the following properties of \( \Phi_\varepsilon \):

(i) \( \Phi_\varepsilon \) is continuous and compact.

To show this fact, let \( \mu_n \) be bounded in \( X \). By decay properties of the equation of \( v \), and by Lipschitz continuity of \( F \), we have

\[
e^{-\delta t} \|Dv_n(t)\|_2 \leq c \int_t^\infty e^{-\nu(s-t)} e^{-\delta s} \|\mu_n(s)e^{-\varepsilon s}\|_2 ds
\]

which implies

\[
\|Dv_n(t)\|_2 \leq c e^{-\varepsilon t}.
\]

Since

\[
\|\rho(t)\|_2 \leq ce^{-2\nu(t-t_0)} \|\rho(t_0)\|_2^2 + c \int_{t_0}^t \|Dv(s)\|^2 ds
\]

by choosing \( t_0 = \frac{L}{2} \) we get

\[
\|\rho_n(t)\|_2 \leq ce^{-\nu \frac{t}{2}} + c e^{-\varepsilon \frac{t}{2}}.
\]

In particular, \( \rho_n(t) \) is uniformly small in \( L^2(\mathbb{T}^d) \) for \( t \) large. Since \( \rho_n(t) \) is (locally in time) relatively compact for the uniform topology, we deduce that it is compact in \( L^\infty((0, \infty); L^2(\mathbb{T}^d)) \). The continuity is easily proved in a similar way.

(ii) There exists \( M > 0 \) such that, for any \( \sigma \in [0, 1] \), any solution of \( \mu = \sigma \Phi_\varepsilon \mu \) satisfies the estimate \( \|\mu\| \leq M \). This is consequence of Lemma 6.3, indeed, if \( \mu = \sigma \Phi_\varepsilon (\mu) \), then \((\mu, v)\) is a solution of (6.3) with \( \bar{h}(x, p) := H(x, D\bar{u}_\delta(x) + p) - H(x, D\bar{u}_\delta(x)) \), \( f(x, \mu) := F(x, \bar{m}_\delta(x) + \mu) - F(x, \bar{m}_\delta(x)) \) and \( B(x, p) := \bar{m}_\delta(x) [\bar{H}_p(x, D\bar{u}_\delta(x) + p) - \bar{H}_p(x, D\bar{u}_\delta(x))] \). Using the global bound for \( \mu \) and (6.19), and due to (6.20), (6.3), the conditions (6.6)-(6.8) are satisfied. Moreover, we have \( \mu \geq -\sigma \bar{m}_\delta \), which implies that (6.5) holds true. Applying Lemma 6.3 we deduce that

\[
\|\mu(t)\|_2 \leq Me^{-\varepsilon t} \|\mu_0\|_2 \quad \forall t > 0.
\]

In particular, \( \|\mu(t)\|_2 \) is uniformly bounded.

After (i) and (ii), we can apply Schaefer’s fixed point theorem (16 Thm 11.3) to conclude with the existence of a fixed point \( \mu^\varepsilon \), depending on \( \varepsilon \). However, the estimate (6.20) is uniform in \( \varepsilon \), so we have that \( \mu^\varepsilon \) is uniformly bounded in \( L^\infty((0, \infty); L^2(\mathbb{T}^d)) \) and is actually uniformly
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decaying as $t \to \infty$. A similar estimate is deduced for $\tilde{\varphi}(t), D\tilde{v}(t)$. Then, by compactness (as in point (i) above) we conclude that $(\mu, v)$ converges towards a solution $(\mu, v)$ corresponding to a fixed point for $\Phi_0$. Hence $u = v + \bar{u}_\delta, m = \mu + \bar{m}_\delta$ yield a solution of (6.13). In addition, we also deduce the estimate

$$
\|m(t) - \bar{m}_\delta\|_2 + \|Du(t) - D\bar{u}_\delta\|_2 \leq Ke^{-\omega t}\|m_0 - \bar{m}_\delta\|_2 \quad \forall t > 0.
$$

(6.21)

Since $m_0 \in L^\infty(\mathbb{T}^d)$, and using the local regularizing effect of the two parabolic equations, this estimate can be upgraded into (6.3).

Finally, we show that there is a unique solution to (6.3). Indeed, if $(\tilde{u}, \tilde{m})$ is another solution, then $(\tilde{u} - \bar{u}_\delta, \tilde{m} - \bar{m}_\delta)$ is a solution to (6.3) (with $\sigma = 1$) where the functions $f, h, B$ are defined as above in step (ii). From Lemma 6.3 we deduce that $(\bar{u}, \bar{m})$ also satisfies (6.21). In particular this implies that $Du - D\tilde{u} \in L^2(0, \infty); L^2(\mathbb{T}^d))$. Therefore, we can repeat for $u - \tilde{u}$ and $m - \tilde{m}$ the same arguments which were used in Lemma 6.3 to obtain (6.14). But in this case we have $(m - \tilde{m})(0) = 0$, so we get

$$
\int_0^\infty \int_{\mathbb{T}^d} e^{-\delta t}|Du - D\tilde{u}|^2 \leq 0
$$

which implies $Du = D\tilde{u}$. Then $m = \tilde{m}$ from the second equation and, in turn, we get $(u - \tilde{u})_t = \tilde{\delta}(u - \tilde{u})$. Since the two functions are bounded, this implies $u = \tilde{u}$. \hfill \Box

### 6.1 Vanishing discount limit

Now we wish to close the chain of implications by showing what happens in the vanishing discount limit. The preliminary result which is needed is the asymptotic behavior of problem (6.2).

**Proposition 6.4.** Assume that $H$ satisfies (2.2) and (3.5), and that $F(x, m)$ satisfies (2.3), (3.1) and is differentiable with respect to $m$. There exists $\gamma_0$, only depending on $H, F$ such that, if $\gamma < \gamma_0$ in (3.1), then the sequence $(u_\delta, m_\delta)$ solution of (6.2) has the following asymptotic behavior as $\delta \to 0$:

$$
u_\delta = \frac{\lambda}{\delta} \to \bar{u} + \theta, \quad m_\delta \to \bar{m} \quad \text{locally uniformly in } \mathbb{T}^d
$$

where $(\lambda, \bar{u}, \bar{m})$ is the unique solution of (1.2) and $\theta$ is the unique constant such that the following ergodic stationary problem admits a solution $(w, \rho)$:

$$
\begin{cases}
\theta + \bar{u} - \kappa \Delta w + H_p(x, D\bar{u})Dw = F_m(x, \bar{m})\rho, & \text{in } \Omega \\
-\kappa \Delta \rho - \text{div}(\rho H_p(x, D\bar{u})) - \text{div}(\bar{m} H_{pp}(x, D\bar{u})Dw) = 0 & \text{in } \Omega.
\end{cases}
$$

(6.22)

We admit for a while the above result and we proceed with the proof of the vanishing discount limit of the infinite horizon problem.

**Theorem 6.5.** Under the assumptions of Proposition 6.4, let $(u_\delta, m_\delta)$ be the solution of (6.3). As $\delta \to 0$, we have

$$
u_\delta = \frac{\lambda}{\delta} \to v; \quad m_\delta \to \mu
$$

where $(v, \mu)$ is the unique solution of

$$
\begin{cases}
-\nu_t + \bar{\lambda} - \kappa \Delta v + H(x, Dv) = F(x, \mu), & t \in (0, \infty) \\
\mu_t - \kappa \Delta \mu - \text{div}(\mu H_p(x, Dv)) = 0, & t \in (0, \infty) \\
\mu(0) = m_0, \quad v \in L^\infty((0, \infty) \times \mathbb{T}^d), \quad Dv \in D\bar{u} + L^2((0, \infty); L^2(\mathbb{T}^d)), \quad \lim_{t \to \infty} \int v(t)dx = \theta
\end{cases}
$$
where the constant $\theta$ is the unique ergodic constant of problem (6.22). Moreover, we have

$$v(t, x) \underset{t \rightarrow \infty}{\rightarrow} \bar{u}(x) + \theta, \quad \mu(t, x) \underset{t \rightarrow \infty}{\rightarrow} \bar{m}(x) \quad \text{uniformly in } \mathbb{T}^d. \quad (6.23)$$

**Proof.** Using (6.4), and assumption (2.3), we know that there exists a constant $C$ such that

$$\|F(x, m) - F(x, \bar{m})\|_{\infty} \leq Ce^{-\omega t} \quad \forall t > 0.$$  

We deduce that, for a convenient constant $M$, the functions $\bar{u}_\delta + Me^{-\omega t}$ are, respectively, super and subsolution of the equation

$$-u_t + \delta u - \kappa \Delta u + H(x, Du) = F(x, m) \quad t \in (0, \infty).$$

Using the comparison principle (in the class of bounded solutions) for the viscous Hamilton-Jacobi equation, we obtain that

$$\bar{u}_\delta - Me^{-\omega t} \leq u_\delta \leq \bar{u}_\delta + Me^{-\omega t} \quad \forall t > 0. \quad (6.24)$$

Now we define

$$v_\delta(t, x) := u_\delta(t, x) - \frac{\lambda}{\delta}.$$

Due to (6.24) and Proposition 6.4, we deduce that $v_\delta$ is uniformly bounded in $(0, \infty) \times \mathbb{T}^d$. From estimate (6.4), we also know that $Dv_\delta$ is uniformly bounded, and so is $m_\delta$ as well. By local compactness and stability of the MFG system, there exists a subsequence - not relabeled - and a couple $(v, \mu)$ such that $v_\delta$ converges to $v$, $m_\delta$ converges to $\mu$ (locally uniformly) and $(v, \mu)$ is a solution of (5.3). Notice that $Dv - D\bar{u} \in L^2((0, \infty) \times \mathbb{T}^d)$ as a consequence of (6.21). Finally, (6.24) and Proposition 6.4 imply that

$$|v(t, x) - \bar{u}(x) - \theta| \leq Ce^{-\omega t} t \rightarrow \infty \rightarrow 0$$

and in particular

$$\lim_{t \rightarrow \infty} \int_{\mathbb{T}^d} v(t) = \theta. \quad (6.25)$$

Therefore $(v, \mu)$ is the unique solution of (5.3) satisfying (6.25). We deduce that the whole sequence $(v_\delta, m_\delta)$ converges and this concludes the proof. \qed

We point out that Theorem 6.1, Proposition 6.4 and Theorem 6.5 establish that the two limits, for time going to infinity and discount factor going to zero, actually commute.

We are only left with the proof of Proposition 6.4, which is similar to [5, Prop 6.5].

**Proof of Proposition 6.4.** Let $(\bar{u}_\delta, \bar{m}_\delta)$ be solutions of (6.22). We set

$$w_\delta := \frac{\bar{u}_\delta - \frac{\lambda}{\delta} - \bar{u}}{\delta}, \quad \mu_\delta = \frac{\bar{m}_\delta - \bar{m}}{\delta}$$

and we verify that $(w_\delta, \mu_\delta)$ solves the problem

$$\delta w_\delta + \bar{u} - \kappa \Delta w_\delta + \frac{H(x, Du + \delta Dw_\delta) - H(x, Du)}{\delta} - \frac{F(x, \bar{m} + \delta \mu_\delta) - F(x, \bar{m})}{\delta} = \frac{\bar{m}(H_p(x, Du + \delta Dw_\delta) - H(x, Du))}{\delta}$$

$$-\kappa \Delta \mu_\delta - \text{div}(\mu_\delta H_p(x, Du + \delta Dw_\delta)) = \delta \bar{m}(H_p(x, Du + \delta Dw_\delta) - H(x, Du))$$

$$\int_{\mathbb{T}^d} \mu_\delta = 0.$$
We rephrase this problem as the system
\[
\begin{align*}
\delta w_\delta + \bar{u} - \kappa \Delta w_\delta + h^\delta(x, Dw_\delta) &= f^\delta(x, \mu_\delta) \\
-\kappa \Delta \mu_\delta - \text{div}(\mu_\delta h^\delta_{\mu}(x, Dw_\delta)) &= \text{div}(B^\delta(x, Dw_\delta)) \\
\int_{\mathbb{T}^d} \mu &= 0.
\end{align*}
\]  
(6.26)

where we have
\[
\begin{align*}
h^\delta(x, p) &= \frac{H(x, D\bar{u} + \delta p) - H(x, D\bar{u})}{\delta} \to H_p(x, D\bar{u}) \cdot p, \\
f^\delta(x, \mu) &= \frac{F(x, \bar{m} + \delta \mu) - F(x, \bar{m})}{\delta} \to \bar{m} F_p(x, D\bar{u}) \cdot \mu, \\
B^\delta(x, p) &= \frac{\bar{m} [H_p(x, D\bar{u} + \delta p) - H(x, D\bar{u})]}{\delta} \to \bar{m} H_p(x, D\bar{u}) \cdot p.
\end{align*}
\]

It is easy to see (due to (3.5)) that \(\|\bar{m}\|_\infty\), and then \(\|D\bar{u}\|_\infty\), are bounded independently of \(\delta\). Then we can use the local conditions (2.2), (2.3) and we deduce that \(f^\delta, B^\delta\) satisfy
\[
|f^\delta(x, \mu_\delta)| \leq C_1 \|\mu_\delta\|,
\]
and
\[
|B^\delta(x, Dw_\delta)| \leq C_2 \|Dw_\delta\|, \quad B^\delta(x, Dw_\delta) Dw_\delta \geq c_0 |Dw_\delta|^2.
\]

Therefore, using the convexity of \(h^\delta\) and assumption (6.1), we estimate
\[
\delta \int_{\mathbb{T}^d} w_\delta \mu_\delta + \int_{\mathbb{T}^d} \bar{u} \mu_\delta \geq \int_{\mathbb{T}^d} f^\delta(x, \mu_\delta) \mu_\delta + \int_{\mathbb{T}^d} B^\delta(x, Dw_\delta) Dw_\delta
\]
\[
\geq c_0 \int_{\mathbb{T}^d} |Dw_\delta|^2 - \gamma \int_{\mathbb{T}^d} \mu_\delta^2.
\]

From the second equation in (6.26) we infer (see e.g. [5, Corollary 1.3]) that, for a constant \(C\) only depending on \(\kappa, \|h_p\|_\infty\),
\[
\int_{\mathbb{T}^d} \mu_\delta^2 \leq C \int_{\mathbb{T}^d} |B(x, Dw_\delta)|^2 \leq C C_2^2 \int_{\mathbb{T}^d} |Dw_\delta|^2.
\]

Therefore, using also the Poincaré-Wirtinger inequality, we deduce
\[
c_0 \int_{\mathbb{T}^d} |Dw_\delta|^2 \leq \gamma C C_2^2 \int_{\mathbb{T}^d} |Dw_\delta|^2 + \delta \|Dw_\delta\|_2 \|\mu_\delta\|_2 + \|\bar{u}\|_2 \|\mu_\delta\|_2.
\]

Using again (6.29) in the last two terms, we see that there exists \(\gamma_0 > 0\) such that if \(\gamma < \gamma_0\), and \(\delta\) is sufficiently small, we have that \(Dw_\delta\), and in turn \(\mu_\delta\), are bounded in \(L^2(\mathbb{T}^d)\). Now, using that \(f^\delta, h^\delta, B^\delta\) grow at most linearly with respect to \(\mu_\delta\) and \(w_\delta\), respectively, we can use a bootstrap regularity argument and we conclude that \(\mu_\delta, Dw_\delta\) are bounded in \(L^\infty(\mathbb{T}^d)\).

From the bound of \(B^\delta(x, Dw_\delta)\) and \(h_p\), we can now deduce that \(\mu_\delta\) is bounded in \(C^{0,\alpha} (\mathbb{T}^d)\) for some \(\alpha > 0\), hence it is relatively compact in the uniform topology. Similarly, there exists \(\bar{w}\) such that, up to subsequences, \(w_\delta - \langle w_\delta \rangle \) converges to \(\bar{w}\) uniformly and in \(W^{1,p}(\mathbb{T}^d)\), for any \(p < \infty\). Since \(\delta \|w_\delta\|_\infty\) is bounded, overall we conclude that, for some constant \(\theta \in \mathbb{R}\) and some subsequence (not relabeled), we have
\[
\delta w_\delta \to \theta, \quad w_\delta - \langle w_\delta \rangle \to w, \quad \mu_\delta \to \mu, \quad \text{uniformly in } \mathbb{T}^d,
\]

(6.30)
Finally, we find that $\delta w$ equation). The uniqueness of the limit also implies the convergence of the whole sequence $w$. Therefore, if $\hat{v}, \hat{\mu}$ is any other solution, we have

$$c_0 \int_{\mathcal{T}^d} \hat{m} |Dw - D\hat{w}|^2 \leq \gamma \int_{\mathcal{T}^d} (\mu - \hat{\mu})^2 \leq \gamma C C_0^2 \|\hat{m}\|_\infty \int_{\mathcal{T}^d} \hat{m} |Dw - D\hat{w}|^2$$

where $c_0, C_0$ denote the bounds of $H_{pp}(x, \hat{D}\hat{u})$ from below and from above, and we estimated $\mu - \hat{\mu}$ as we did before. Thus, if $\gamma$ is sufficiently small, we deduce that $Dw = D\hat{w}$, and the uniqueness follows (first of $w$, then of $\mu$ by the second equation, and finally of $\theta$ from the first equation). The uniqueness of the limit also implies the convergence of the whole sequence $w_\delta, \mu_\delta$. Finally, we find that $\delta w_\delta \to \theta$, i.e. $\bar{u}_\delta - \frac{1}{\delta} - \bar{u} \to \bar{\theta}$. So the Proposition is proved. \hfill \Box

# Appendix

We collect here global in time decay estimates of both viscous Hamilton-Jacobi and Fokker-Planck equations, which we used throughout the paper.

We start with estimates on the viscous Hamilton-Jacobi equation, which can be found in the Appendix of [4].

**Lemma A.1.** For given $v \in L^\infty((0, T) \times \Omega)$ and $v_0 \in L^2(\mathbb{T}^d)$, let $v$ be the solution of

$$\begin{cases}
-\nu_t - \kappa \Delta v + Dv \cdot V = f & \text{in } (0, T) \times \Omega, \\
v(T) = v_0.
\end{cases}$$

Then there exist constants $\nu > 0$ and $C > 0$ (only depending on $\kappa, d, \|V\|_\infty$) such that

(i) $\tilde{v} := v - \langle v \rangle$ satisfies

$$\|\tilde{v}(t)\|_2 \leq C e^{-\nu(T-t)} \|\tilde{v}_0\|_2 + C \int_t^T \|f(s)\|_2 e^{-\nu(s-t)} ds \quad \forall t \leq T.$$ 

(ii) For every $0 < t < t_0 < T$, we have

$$(t_0 - t) \|Dv(t)\|_2^2 \leq C \left[ (t_0 - t) + 1 \right] \left\{ \|\tilde{v}(t_0)\|_2^2 + \|f\|^2_{L_2((t_0, t) \times \Omega)} + \|\tilde{v}\|^2_{L_2((t_0, t) \times \Omega)} \right\},$$

and

$$\int_t^{t_0} \int_{\mathbb{T}^d} |Dv|^2 \leq C \|\tilde{v}(t_0)\|_2^2 + C \int_t^{t_0} \int_{\mathbb{T}^d} \|f\|^2 + |\tilde{v}|^2.$$ 

\hfill \Box

Now we turn to the Fokker-Planck equation.

**Lemma A.2.** Assume that $V \in L^\infty((t_0, T) \times \mathbb{T}^d), F \in L^2((t_0, T); L^2(\mathbb{T}^d)), and let $\rho \in L^2((t_0, T); L^2(\mathbb{T}^d))$ be a solution to

$$\rho_t - \kappa \Delta \rho - \text{div}(\rho V) = \text{div}(F) \quad \text{in } (t_0, T) \times \mathbb{T}^d.$$ 

Then there exists $\nu > 0$ and a constant $C$ (only depending on $\kappa, d$ and $\|V\|_\infty$) such that we have, for every $t > t_0 \geq 0$:

$$\|\rho(t)\|_2^2 \leq C \left\{ e^{-\nu(t-t_0)} \|\rho(t_0)\|_2^2 + \int_{t_0}^{t} \int_{\mathbb{T}^d} |F|^2 \right\}$$

(A.3)
Moreover, if \( t_1 \) is such that \( t_0 \leq t_1 < T - 1 \), then we have, for every \( \delta \geq 0 \),
\[
\int_{t_1}^{T} e^{-\delta t} \|\rho(t)\|_2^2 dt \leq C \left\{ e^{-\delta t_1} \|\rho(t_0)\|_2^2 e^{-2\nu(t_1-t_0)} + \int_{t_0}^{T} e^{-\delta t} \|F(t)\|_2^2 dt \right\} \tag{A.4}
\]
for some \( C > 0 \) depending on \( \kappa, d, \|V\|_\infty \) and independent of \( \delta \).

**Proof.** Estimate \((A.3)\) is already proved in the Appendix of \[4\]. So we only need to prove \((A.4)\).

For a fixed \( t \in (t_0, T) \), we start with considering the solution \( v \) of
\[
\begin{cases}
-v_t - \kappa \Delta v + Dv \cdot V = 0 & \text{in } (t_0, t) \times \mathbb{T}^d, \\
v(t) = \frac{\rho(t)}{\|\rho(t)\|_2} & \\
\end{cases} \tag{A.5}
\]
Lemma \((A.1)\) yields
\[
\|\tilde{v}(s)\|_2 \leq C e^{-\nu(t-s)} \quad \forall s \leq t \tag{A.6}
\]
where \( \nu > 0 \) and \( C > 0 \) depends on \( \kappa, \|V\|_\infty \) only. Throughout the proof, the value of \( C \) may increase, but will be always independent of \( t \). Still using Lemma \((A.1)\) we have
\[
\|Dv(s)\|_2^2 \leq C \left( \|\tilde{v}(s+1)\|_2^2 + \|\tilde{v}\|_{L^2((s,s+1) \times \mathbb{T}^d)}^2 \right) \quad \forall s \leq t - 1.
\]
Hence, from the estimate on \( \tilde{v} \) we deduce that
\[
\|Dv(s)\|_2 \leq C e^{-\nu(t-s)} \quad \forall s \leq t - 1. \tag{A.7}
\]
By duality between \((A.2)\) and \((A.5)\) we have
\[
\|\rho(t)\|_2 = \int \rho(t_0)\tilde{v}(t_0) + \int_{t_0}^{t} \int \text{div}(F)v(s) ds.
\]
Integrating by parts and using the fact that \( \int \rho(0) = 0 \) we get
\[
\|\rho(t)\|_2 \leq \|\rho(t_0)\|_2 \|\tilde{v}(t_0)\|_2 + \int_{t_0}^{t} \|Dv(s)\|_2 \|F(s)\|_2. \tag{A.8}
\]
For \( t > t_0 + 1 \) we can split the last integral on \( (t_0, t-1) \) and \( (t-1, t) \), and apply \((A.6), (A.7)\), so that
\[
\|\rho(t)\|_2 \leq C \|\rho(t_0)\|_2 e^{-\nu(t-t_0)} + C \int_{t_0}^{t-1} e^{-\nu(t-s)} \|F(s)\|_2^2 ds + \int_{t-1}^{t} \|Dv(s)\|_2 \|F(s)\|_2. \tag{A.9}
\]
Using Hölder’s inequality we obtain
\[
\|\rho(t)\|_2^2 \leq C \|\rho(t_0)\|_2^2 e^{-2\nu(t-t_0)} + C \left( \int_{t_0}^{t-1} e^{-\nu(t-s)} ds \right) \left( \int_{t_0}^{t-1} e^{-\nu(t-s)} \|F(s)\|_2^2 ds \right) + \left( \int_{t-1}^{t} \|Dv(s)\|_2^2 ds \right) \left( \int_{t-1}^{t} \|F(s)\|_2^2 ds \right). \tag{A.9}
\]
On one hand \( \int_{t_0}^{t-1} e^{-\nu(t-s)} \leq \nu^{-1} e^{-\nu} \), and on the other hand \( \int_{t-1}^{t} \|Dv(s)\|_2^2 ds \leq C \) again by Lemma \((A.1)\). In addition, we have \( 1 \leq e^\delta(t-s) \) for any \( s \leq t \) and \( \delta \geq 0 \). Therefore we get
\[
\|\rho(t)\|_2^2 \leq C \left\{ \|\rho(t_0)\|_2^2 e^{-2\nu(t-t_0)} + \int_{t_0}^{t-1} e^{-\nu(t-s)} \|F(s)\|_2^2 ds + \int_{t-1}^{t} e^\delta(t-s) \|F(s)\|_2^2 ds \right\}. \tag{A.10}
\]
Now we multiply (A.10) by $e^{-\delta t}$ and we integrate in $(t_1 \vee t_0 + 1, T)$, obtaining
\[
\int_{t_1 \vee t_0 + 1}^{T} e^{-\delta t}\|\rho(t)\|_2^2 \, dt \leq C \left\{ \|\rho(t_0)\|_2^2 \int_{t_1 \vee t_0 + 1}^{T} e^{-2\nu(t-t_0)} e^{-\delta t} \, dt + \int_{t_1 \vee t_0 + 1}^{T} e^{-\nu(t-s)} \|F(s)\|_2^2 \, ds dt + \int_{t_1 \vee t_0 + 1}^{T} \int_{t-1}^{t} e^{-\delta s} \|F(s)\|_2^2 \, ds dt \right\},
\]
and by exchanging the order of integration we easily get
\[
\int_{t_1 \vee t_0 + 1}^{T} e^{-\delta t}\|\rho(t)\|_2^2 \, dt \leq C \left\{ e^{-\delta t_2} \|\rho(t_0)\|_2^2 e^{-2\nu(t_1 - t_0)} + \int_{t_0}^{T-1} e^{-\delta s} \|F(s)\|_2^2 \, ds + \int_{t_0}^{T} e^{-\delta s} \|F(s)\|_2^2 \, ds \right\}
\]
for a possibly different constant $C$, depending on $\nu$ but independent of $\delta$. Going back to (A.8), we get the remaining bound (if needed) on $\int_{t_1}^{t_0+1} \|\rho(t)\|_2^2$ by a straightforward application of (A.10) and (A.7).

Finally, we include in this Appendix a regularity lemma on the Fokker-Planck equation.

**Lemma A.3.** Let $\rho$ be a non-negative classical solution to
\[
\rho_t - \kappa \Delta \rho - \text{div}(\rho V) = 0 \quad \text{in } (0, T) \times \mathbb{T}^d.
\]
Then, for all $\epsilon > 0$ and $p' < \frac{d}{q-2}$
\[
\|\rho\|_{L^1((0,T);L^{p'}(\mathbb{T}^d))} \leq \epsilon \int_0^T \int_{\mathbb{T}^d} |V|^2 \rho + C \left( 1 + \frac{1}{\epsilon} \right) \|\rho(0)\|_{L^1(\mathbb{T}^d)}.
\]
for some $C > 0$ depending on $\kappa, p', T, d$.

**Proof.** Let $G(x,t)$ be the kernel of $\partial_t (\cdot) - \kappa \Delta (\cdot)$ (on $\mathbb{T}^d$), and denote by $*$ and $\star$ the space and space-time convolution respectively. Then, the Duhamel representation formula yields
\[
\rho = \rho(0) \ast G(t) + (\rho V) \ast \ast D_x G.
\]
For $q > 1$ and $\gamma \in (1, 2)$ to be chosen below, Young’s inequality for convolutions yields
\[
\|\rho\|_{L^1((0,T);L^{p'}(\mathbb{T}^d))} \leq \|\rho(0)\|_{L^1(\mathbb{T}^d)} \|G\|_{L^1((0,T);L^{p'}(\mathbb{T}^d))} + C \|\rho V\|_{L^1((0,T);L^{\frac{p'\gamma}{p'\gamma - 1}}(\mathbb{T}^d))} \|D_x G\|_{L^1((0,T);L^{\frac{p'\gamma}{p'\gamma - 1}}(\mathbb{T}^d))}, \quad (A.11)
\]
By Hölder’s inequality
\[
\|\rho V\|_{L^1((0,T);L^{\frac{p'\gamma}{p'\gamma - 1}}(\mathbb{T}^d))} \leq \|\rho\|_{L^1((0,T);L^{p'}(\mathbb{T}^d))} \|\frac{\partial V}{\partial x}\|_{L^{\gamma}(\mathbb{T}^d)} \|\rho\|_{L^{\gamma}(\mathbb{T}^d)}.
\]
Moreover, $G$ and $D_x G$ are bounded in $L^1((0,T);L^{p'}(\mathbb{T}^d))$ and $L^1((0,T);L^{\frac{p'\gamma}{p'\gamma - 1}}(\mathbb{T}^d))$ respectively, provided that
\[
\frac{2}{dp'} - \frac{d}{2} + 1 > 0, \quad \frac{dp'\gamma + p' - 1}{p'\gamma} - \frac{d}{2} + \frac{1}{2} > 0,
\]

that is equivalent to

\[ p' < \frac{d}{d-2}, \quad p' < \frac{d}{d-\gamma}. \]

The first inequality is true by the standing assumptions. Pick then \( \gamma < 2 \) so that \( p' < \frac{d}{d-\gamma} < \frac{d}{d-2} \).

Then,

\[
\|\rho(0)\|_{L^1(\mathbb{T}^d)}\|G\|_{L^1((0,T);L^{p'}(T^d))} + C\|\rho V\|_{L^1((0,T);L^{p'+\gamma-1}(T^d))}\|D_xG\|_{L^1((0,T);L^{p'+\gamma-1}(T^d))} \\
\leq C_1\|\rho(0)\|_{L^1(\mathbb{T}^d)} + C_1\left(\int_0^T \int_{\mathbb{T}^d} |V|^\gamma \rho \right)^{\frac{1}{\gamma}} \|\rho\|_{L^1((0,T);L^{p'}(T^d))}.
\]

Using Young’s inequality, and plugging back into \((A.11)\), we obtain

\[
\|\rho\|_{L^1((0,T);L^{p'}(T^d))} \leq C_2\|\rho(0)\|_{L^1(\mathbb{T}^d)} + C_2\left(\int_0^T \int_{\mathbb{T}^d} |V|^\gamma \rho \right).
\]

A further application of Young’s inequality yields, for any \( \varepsilon > 0 \),

\[
\|\rho\|_{L^1((0,T);L^{p'}(T^d))} \leq C_2\|\rho(0)\|_{L^1(\mathbb{T}^d)} + \varepsilon \left(\int_0^T \int_{\mathbb{T}^d} |V|^2 \rho \right) + \frac{C_2^{\gamma-1}}{\varepsilon} \left(\int_0^T \int_{\mathbb{T}^d} \rho \right),
\]

and since \( \int_{\mathbb{T}^d} \rho(t) = \int_{\mathbb{T}^d} \rho(0) \) for all \( t \), we conclude.
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