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Abstract: The proposed paper introduces an innovative methodology useful to assign intelligent scores to web pages. The approach is based on the simultaneous use of User eXperience (UX), Artificial Neural Network (ANN), and Long Short-Term Memory (LSTM) algorithms, providing the web page scoring and taking into account outlier conditions to construct the training dataset. Specifically, the UX tool analyses different parameters addressing the score, such as navigation time, number of clicks, and mouse movements for page, finding possible outliers, the ANN are able to predict outliers, and the LSTM processes the web pages tags together with UX and user scores. The final web page score is assigned by the LSTM model corrected by the UX output and improved by the navigation user score. This final score is useful for the designer by suggesting the tags typologies structuring a new web page layout of a specific topic. By using the proposed methodology, the web designer is addressed to allocate contents in the web page layout. The work has been developed within a framework of an industry project oriented on the formulation of an innovative AI interface for web designers.
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1. Introduction

Many approaches about the analysis of the usability of an internet site are based on the check of usage patterns through log files or on the analysis of static pages according to criteria defined by the web designer. Some examples are the Automatic Navigability Testing System (ANTS) [1], and the tool TEA supporting the user tests by means of automated tasks [2]. Other tools as WebTango [3] evaluates a website according to quantitative attributes empirically validated. The ISEtool [4] performs an automated analysis to calculate information for all links of a web page. Usability is one of the main factors determining the success of a website. It is, therefore, important to have methods for evaluating the usability of websites. Such methods could be used to help web designers make their websites more usable. In [5], the studies are focused on the usability problems of a website, implementing an evaluation tool based on web questionaries for user feedback. The User eXperience (UX), is surely a tool suitable for the usability check of specific web pages. In [6], some researchers adopted Graphical User Interfaces (GUIs) for the UX analysis of web maps. The UX can also be improved by Support Vector Machine (SVM) algorithms integrated into E-Commerce platforms [7]. Alternative solutions are the user action monitoring on the web pages [8] and the web mining discovering navigation patterns [9,10]. User personality can be an important factor for product design [11]. In this direction, an idea can be to use the user feedback in order to improve the web page design. The web page design approach by UX is a concept adopted in different application fields [12,13], and it is a topic of the actual research. The web page classification is a way to select the impact pages. In this direction, the Recurrent Neural Network (RNN) could provide important information about the best web page features using tags [14]. The use of the score is useful in order to weight the web page classification algorithms such as Support Vector Machine (SVM) [15]. The Long Short
Term Memory (LSTM) networks have been applied for the web page depth viewability prediction [16]. Moreover, a key factor influencing the effectiveness of a user interface is the usability resulting from its design, thus confirming the importance of the UX about the design of software interfaces [17]. Concerning E-Commerce pages, Artificial Intelligence (AI) algorithms play an important role in shaping consumer demand [18,19] and defining factors influencing the related use [20]. Other methods such as the UX click rates [20] are also interesting to formulate recommendation models in E-Commerce. Actually, there is no generic model based on AI, usable for web page designers, including all the aspects found in state of the art such as UX, scoring, and AI. Some concepts analyzed for the E-commerce systems are also suitable for the impact of generic web pages. Web interaction metrics are considered fundamental to provide a framework according to the application field.

In the case of Digital Marketing (DM) [21], some parameters are based on Web Analytics (WA) [22], Search Engine Optimization (SEO) [23], Search Engine Marketing (SEM) [24], and Click-Through Rate (CTR) prediction model based [25]. Specifically, concerning WA, some important parameters that are considered for the metrics are traffic type, time on site, keywords, new visitors, and returning visitors [21,26–28]. Other metrics and methods suitable for web analysis are discussed in [29]. Following this direction, has been formulated a platform, which automatically provides the best web page template to consider addressing the design. The paper describes the architecture of an innovative platform based on the concepts previously discussed and suggesting a model to construct and design a web page. This architecture has been developed and tested within the framework of an industry project by proving the functionality of the proposed model. The above state of the art is indicative of generic approaches and tools applicable to find possible solutions to assign a score concerning the web page navigation by suggesting some basic approaches to follow for the design of a user interface integrating a web page scoring system.

Summarized in Table 1 are some traditional metrics and methods of website analysis. All the mentioned metrics are based on a specific empiric estimation of the parameters or on strategies to increase the web page visibility based on a single approach. The proposed approach is an alternative method because it takes into account the impact of a specific web page by simultaneously processing the related tags, the score assigned by the user, and the navigation parameters. The methodology suggests to the designer, the tags typologies structuring a new web page layout of a specific topic. The total scoring of the web page defines the "web page impact": if higher is the total score, more suitable will be the page to contain specific topics. The score is assigned by a selected user knowing a full scenario of the web page contents (for example, a researcher is chosen to score a web page containing the research and development (R&D) topics). The best page will be the one that obtains the highest average ratings from users having the same basic knowledge about the viewed topic.

### Table 1. List of some metrics and methods for website analysis.

| Metric/Method                          | Reference | Category                  | Description                                           |
|----------------------------------------|-----------|---------------------------|-------------------------------------------------------|
| Visitor Type (method)                  | [29]      | Site Usage                | User accessing the web page                           |
| Visit Length (metric)                  | [29]      | Site Usage                | Total amount of time a visitor spends on the website  |
| Visitor Location (method)              | [29]      | Site Usage                | Location of visitors accessing the website            |
| Number of Visitors (metric)            | [29]      | Site Usage                | Number of visitors/users visiting a web page          |
| Click-Through Rate (metric)            | [25]      | Site Usage                | Ratio between the number of clicks generated by a web page and the number of times that web page itself has been viewed. |
| UX analysis (method)                   | [17,20]   | Site Usage                | UX adopted for web page usability                     |
| Visitor Path (method)                  | [29]      | Site Content Analysis     | Navigation path                                       |
| Top Pages (metric)                     | [29]      | Site Content Analysis     | Web pages receiving the most traffic                  |
| Tags classification using neural network (method) | [14] | Site Content Analysis | Classification of a web page by tag and meta tag information |
| Keyword (method)                       | [29]      | Referres                  | Keywords selected by visitors                         |
| Errors (metric)                        | [29]      | Quality Assurance         | Errors occurred attempting to retrieve the page       |
2. Material and Methods

In this section is discussed the project framework within which the research has been developed methods applied about web page impact evaluation.

2.1. Main “ANDUIA” Project Framework: Specifications and Platform Architecture Design

The research project involves the development of an intelligent software interface for the design of web pages and web applications, using AI and UX simultaneously to create a designer interface. This interface is linked to a back-end system executing data processing. The user, by means of the front-end, navigates in the web page passing information to the AI algorithm, which, by the tracking analysis of the user navigability, identifies the anomalous behaviors and collects feedback. The main functions of the AI engine are embedded in the platform and are included in the following 2 modules:

- Approval module form, which, by analyzing the data collected on all types of users (user experience), allows to identify those behaviors that slow down the use of web platform features (user behavior);
- Optimal site design module, which, taking into account the results processed by the approval module, allows the design optimization of the web page.

As shown in the block diagram of Figure 1, the user’s experience is the starting point to acquire details about webpage design. The platform, in addition to allowing access to a registered designer user or the registering a new user, allows training the neural network for the calculation of a score indicating the best classes of web page templates to consider for the layout design. In the proposed platform, the UX analysis deriving from navigation, together with the web page features extraction, allows defining the best web page layout.

![Figure 1. Front-end and back-end architecture of the platform “ANDUIA.”](image)

The architecture of Figure 1 integrates a system for analyzing a certain number of web pages and the LSTM algorithm, trained on a number of pages evaluated by the users and by UX. The actors of the whole system were indicated in the Unified Modelling Language (UML) diagram of Figure 2a, and were:

- Designer/developer (user);
- Backend (‘ANDUIA’ platform);
- AI algorithm (LSTM model listed in Appendix A).

The platform collected the user feedback with a preliminary score ranging from 1 to 10, and UX data such as the click number, navigation time, and page movements. All
data were stored in a SQL database. An Artificial Neural Network (ANN) implementing Multilayer Perceptron (MLP) was adopted to optimize the construction of the training dataset (see Appendix B) by neglecting UX outlier conditions by analyzing anomalous user conditions about click number, navigation time, and mouse movements. At the end of the training phase, the LSTM algorithm was able to evaluate new web pages in order to provide a suggestion about the best layout to follow to develop a new similar page (similarity with a page having a high score and reporting the same topic). Figure 2a were indicated all the main functions of the platform, such as LSTM training, LSTM testing, UX (user behavior), navigation feedback storage, and data saving. Figure 2b was illustrated the UML sequence diagram defining the data flow involving all the system actors.

![UML diagrams](image)

**Figure 2.** UML diagrams: (a) functional diagram representing the main functions of the platform “ANDUIA” about automatisms; (b) sequence diagram.

### 2.2. Methods: Web Page Scoring Based on Combined UX and LSTM Approaches

The method applied for the platform realization is sketched in Figure 3 where it was possible to distinguish 2 main dashboards:

- Outlier dashboard providing information about anomalous user navigation behaviors to not consider for the final web page scoring;
- LSTM score dashboard indicating the final results by processing UX data, score user (user feedback provided during the navigation), and web page tags.

Concerning web page tags, for the realization of the designer interface, has been created a training dataset consisting of a set of HTML web page source files by ranking each file from 1 to 10. This scoring indicates the quality of the web page source code and UX evaluation. 100 files have been collected for the LSTM training by considering mostly generic website home pages and by storing the related source codes in files named as: `<file_index>_vote.html`

For the experimentation phase have been considered the 100 different pages having different contents to be submitted to the score of users. Each web page is assigned a name and a preliminary score pre-classifying the web page to be evaluated by the LSTM algorithm. Two main topics of the web pages were considered: the research and development (R&D) web page and web pages of companies, by selecting for the experimentation two
main class of users (researchers scoring the first type of web pages, and industry employees for the scoring of the second type ones). The preliminary scoring scale for each web page follows the metrics of Table 2.

**Figure 3.** Flowchart describing the proposed model to estimate scoring for the best web page using UX, ANN, and LSTM algorithms.

| Score | Description                                                        |
|-------|--------------------------------------------------------------------|
| From 1 to 4 | Poor web pages of javascript libraries and css files            |
| From 5 to 7 | Old-style web pages that do not use current frameworks           |
| From 8 to 10 | Modern web pages, characterized by a strong use of div, javascript libraries and css files |

In order to train the LSTM algorithms accurately, html web pages with different scores have been selected, inserting in the training dataset both pages poor and rich in tags contents.

Tokenization was an approach suitable for LSTM training model and sentence segmentation [30]. By applying a tokenizer, the 5000 most used tags were selected from the source codes, including their attributes. For each source code, were considered the first 10,000 characters. For source codes with fewer characters were returned to a length of 10,000, adding zeros at the beginning. The sequence of detected tags was replaced by a sequence of numbers where each number was the identifier of a specific HTML tag: This operation was performed using the Tokenizer operator from the Keras framework; in this way the neural network can analyze past texts in input as they were converted into a format understandable to the network itself:

```python
max_words = 5000
max_len = 10000
tok = Tokenizer(num_words = max_words)
tok.fit_on_texts(x)
sequences = tok.texts_to_sequences(x)
sequences_matrix = sequence.pad_sequences(sequences, maxlen = max_len)
```
By starting from a folder containing the HTML files, the memory was filled by a list showing the extracted contents from the HTML files. The tags included were extracted from each HTML file of their attributes and, among these, the 5000 most used were selected. In Figure 4a was illustrated an explosion of the “Web page tags” function indicated in Figure 2, where it was possible to distinguish the different data flows involved in the data processing (source code acquisition, source code classification, HTML tag extraction, tag selection, tokenization, code conversion, LSTM model training, and LSTM model adoption). An example of tokenization processing was shown in Figure 4b. It was observed that the tokenization was also applied for other web page tags listed in Table 2, defining the features of the web page layout.

The LSTM model was trained by taking into account the attributes of Table 3 and the sequence of words used in the text.

**Table 3. Main tags and attributes of a HTML web page.**

| Tag HTML            | Use           | Attributes                      |
|---------------------|---------------|---------------------------------|
| <HTML>              | Beginning of document // |
| <Title>             | Page title //   |
| <Head>              | Header //      |
| <body>              | Body of the page // |
| <h1> to <h6>       | Other headers // |
| <pre>               | Preformatted, as written // |
| <center>            | Centered object // |
| <a href = “url”> </a> | Hyperlink | Id, class |
| <img src = “url”> </a> | Insert image | Align, alt, id, class, width, height, border |
| <p>                 | Paragraph Align |
| <br>                | Next row //    |
| <ul> <li>           | Bulleted list and related items Type, value, align |
Table 3. Main tags and attributes of a HTML web page.

| Tag HTML | Use                        | Attributes                                      |
|----------|----------------------------|-------------------------------------------------|
| <form>   | Data entry form            | Align, action, enctype                          |
| <input>  | Text input box             | //                                              |
| <select> | Multiple choice box        | //                                              |
| <table>  | Table                      | Border, cellspacing, cellpadding, width, height, align, bgcolor, |
| <th>     | Cell header                | //                                              |
| <td>     | Cell                       | //                                              |
| <tr>     | Row                        | //                                              |

Figure 5 shows a generic web page structuration with tags indicated in Table 2. The web page structuration defines the web page layout to be scored.

Figure 5. Tags structuring the web page layout.

Appendix A is listed the LSTM algorithm adopted for the testing results. The LSTM model was implemented using the open-source library for deep-learning Keras [31].

The parameters analyzed for the UX are:

- User information (device, browser);
- The time of the user remaining on a web page;
- The number of clicks \( n_c \);
- Mouse movements in terms of coordinates.

In order to estimate these parameters has been adopted the library of [32]. The UX model indicated in Figure 2 was implemented by the following equation:

\[
s_{UX} = T^2 \cdot n_c, \tag{1}\]
where $T$ is the time spent on the web page, $n_c$ is the number of clicks that the user makes on the page and $s$ is the score that will be multiplied with the feedback given by the user.

For the UX score is considered the following normalization, scaling the values between 1 and 10:

$$s_{UX} = \frac{s_i - \min(S)}{\max(S) - \min(S)} \ast 9 + 1$$

where $s_i$ is the $i$-th score and $\min(S)$ and $\max(S)$ are respectively the minimum and maximum of the score array. The normalized $s_{UX}$ score is multiplied by the user feedback $w$ by:

$$w(w_i)_{user} = w \cdot s_{UX}$$

In Figure 6 is illustrated the graphical representation of the metrics adopted for the UX scoring (the limits values $T_1$, $T_2$, $T_T$, $n_cT$, are calculated automatically by the algorithm, and are functions of the UX scoring following the normalization process).

![Figure 6. Criteria of UX scoring ($w(w_i)_{user}$) level based on the navigation time and on the number of clicks $n_c$ (UX scoring matrix).](image)

As for the CTR approach [21], Equations (1)–(3) defined that $n_c$, if associated with the time spent to visualize a web page, was a key parameter to estimate the web page impact. The visualization of a high-impact web page was characterized tendentially by a high number of clicks correlated to a high time spent to visualize the web page (see Figure 6). In order to measure the degree of attention with which the web page was evaluated, the time spent by the user in viewing the web page was associated with the number of clicks that are made during the evaluation of the page. This gives greater weight to the ratings of users who have reviewed the page more carefully. The relationship associating $n_c$ and the time spent $T$ to visualize a testing web page was provided by Equation (1): the “weight” of the $T$ parameter is major then the click number one ($S_{UX}$ quadratic behavior). The time variable indicates the interest and curiosity of the user towards the visualized page in order to ensure that the vote assigned to the page is not hasty. By means of the platform, the designer can train the network on a predefined number of templates. The created training dataset was split into 2 datasets: one to fix for the model training and one to validate it. Specifically, having an initial dataset of 100 samples, the first 5 examples were selected as examples from use to validate the system, while the other 95 to train it. Below was listed the used train and test commands.

```python
sequences_matrix_train = sequences_matrix[5:]
sequences_matrix_test = sequences_matrix[:5]
```

While the user is browsing the web pages, the platform records the behavior of the tester: clicks made, mouse movements, the time of the browsing session on the page.
Another approach combined to optimize the training dataset was the estimation of the outliers representing anomalous behaviors that can derive from various factors such as:

- The user has left browsing, thus the session on that page remains open but is not actually browsing;
- The user has a real difficulty in finding what he wants and has a non-optimal user experience.

The outliers were estimated by taking all UX data by checking if its distance from the mean was greater than the standard deviation multiplied by a constant (the constant empirically chosen is 1). Another important aspect was the prediction of the outliers. The estimation of outliers and of predicted outliers allows discarding in advance the templates expected to be of little significance, making the training of the LSTM model more efficient. This operation can be performed when the outliers were continuously predicted. Furthermore, the designer by the outlier analysis checks if there are web page features that slow down navigation. A method to predict the outliers was to use the ANN-MLP by means of Rapid Miner Graphical User Interfaces (GUIs) [33]. In Appendix B was illustrated the workflow executed for the ANN-MLP outlier prediction.

3. Results

The training model was observed until 100 epochs, using the ADAM optimizer [34]. At the end of the hundred periods of training, the accuracy found on the test data exceeded 97%. The source codes of 100 web pages were collected to train the model; each of these was given feedback on the quality of the source code itself, using the 10-value rating scale ranging from 1 (poor quality) to 10 (excellent quality). By applying the Dropout technique [35], where randomly selected neurons are ignored during training, it is guaranteed a correct generalization of the system in processing new source codes not previously used. The Loss and the Accuracy trend of the training LSTM phase are illustrated in Figure 7a,b, respectively. By comparing the training and testing plots, it was observed that the training epoch number to achieve the best results was higher if compared with the testing epoch number: this was due to the initial training of the LSTM network and was a function of the complexity of the web page. The epoch number of the testing efficiency decreases, thus confirming the correct structuration of the training dataset and a certain similarity of the testing web pages with the training ones. The designer front-end interface of the developed platform is illustrated in Figure 8, where it is possible to distinguish the following fields:

1. Command to select an HTML web page source for the training and for the testing data process;
2. Training command related to training process;
3. LSTM score visualizing the output of Figure 3;
4. User behavior analysis as separate evaluation of the UX (UX dashboard).

Figure 9a illustrates an example of user navigation embedding the GUI for the scoring (user feedback). The same figure also indicates an example of a post-processing reconstruction of a mouse hot map, indicating mouse movement distributions in the analyzed web page. Figure 9b illustrates the web page structuration of Figure 9a, embedding the related tags.

All data of mouse movement, number of clicks $n_c$, and navigation times $T$ are stored in to the SQL database, and visualized by the UX dashboard of Figure 10a, also indicating the prediction of the UX trend for each web page as a regression. By this dashboard, it is possible to estimate the outliers. Thus, the platform provides additional information through graphical dashboard results, as the regression analysis between the score associated with mouse movements and the score of the actions performed (movements and clicks). Appendix C describes the code used for the tracking of mouse movement and time spent during the web page navigation, reporting data of an experimental test. This analysis allows understanding furthermore if the movement of the mouse, and the number of actions, are correlated or not. The outliers are also predicted by means of the ANN-MLP.
network. The forecast algorithm adopted a dataset divided into a training set (80%) and test set (20%). The ANN-MLP trains on the first UX values of a specific web page and performs a prediction on the last values. The prediction results are related to the next 21 days after the last day of the available data. As discussed in [36] about ANN-MLP Rapid Miner data processing, only a few days are more reliable. In the analyzed case, the first predicted days present similar values and consecutively are more reliable. Figure 10b illustrates an example of a prediction of a possible UX outlier in the next four days, where no anomalous behaviors are predicted.

Figure 7. LSTM performance of the training phase (the training dataset is the 95% of the whole dataset): (a) Loss trend versus epoch number. (b) Accuracy trend versus epoch number. LSTM performance of the testing phase: (c) Loss trend versus epoch number. (d) Accuracy trend versus epoch number.

Figure 8. “ANDUIA” platform GUI of the web designer interface.
Figure 9. (a) Score user: example of the user interface for the scoring provided during his web page navigation. In the example is also reconstructed a mouse hot map, indicating a lot of mouse movements in the red region (in the color scale red is high, orange is average, and yellow is low). (b) web page layout structured by tags of Figure 9a.

A basic way to identify outliers is to consider the linear regression in the plane number of mouse movements and $n_c$, which are UX variables. Figure 10a indicates an experimental case of a web page navigation, finding an outlier, which is characterized to be far from the regression line. The outliers are not considered for the construction of the training dataset thus improving the performance of the LSTM algorithm. Table 4 shows the results.
concerning the testing of 21 web page templates, indicating for each template the user feedback, the \( n_c \), the average time spent by the user \( T \), the estimated outliers, the predicted outlier, and the final LSTM score. By reading the results, it was evident that templates 2 and 8 have the maximum score and some outlier to not consider in the training dataset because it could distort the results. Template 19, for its high time (60 s), can be an outlier candidate, but for its number of \( n_c \) was evaluated as a moderately impact web page. In this case, if the ANN-MLP will always provide outlier conditions, the high-scored web pages will be redesigned, finding possible further improvement to avoid outliers. Furthermore, the outlier prediction also provides information about user reliability.

![Figure 10](image.png)

**Figure 10.** UX and outlier dashboard: (a) mouse movements versus the number of clicks \( n_c \), (b) Example of ANN-MLP outlier prediction: the dates refer to the next four predicted days (Predicted Day 1 is the day after the calculus day).

| Web Page (Template) | Score (User Feedback) | Clicks for Page \( [n_c] \) | Time \( T \) [s] | Estimated Outlier * by UX (Mouse Movement, Clicks and Time) | Predicted Outlier (ANN Confirming the Estimation) | LSTM Score (Based on UX Adjustment) |
|---------------------|-----------------------|-----------------------------|----------------|----------------------------------------------------------|-------------------------------------------------|----------------------------------|
| 1                   | 1                     | 3                           | 5              | 0                                                         | 0                                               | 1                                |
| 2                   | 7                     | 6                           | 20             | 1                                                         | 1                                               | 10                               |
| 3                   | 7                     | 2                           | 10             | 0                                                         | 0                                               | 2                                |
| 4                   | 7                     | 4                           | 10             | 0                                                         | 0                                               | 2                                |
| 5                   | 9                     | 3                           | 15             | 0                                                         | 0                                               | 4                                |
| 6                   | 6                     | 5                           | 20             | 1                                                         | 1                                               | 7                                |
| 7                   | 6                     | 1                           | 5              | 0                                                         | 0                                               | 1                                |
| 8                   | 8                     | 5                           | 20             | 1                                                         | 1                                               | 10                               |
| 9                   | 6                     | 4                           | 15             | 0                                                         | 0                                               | 4                                |
| 10                  | 7                     | 3                           | 10             | 0                                                         | 0                                               | 2                                |
| 11                  | 6                     | 2                           | 10             | 0                                                         | 0                                               | 2                                |
| 12                  | 6                     | 3                           | 10             | 0                                                         | 0                                               | 2                                |
| 13                  | 9                     | 1                           | 15             | 0                                                         | 0                                               | 2                                |
| 14                  | 7                     | 2                           | 15             | 0                                                         | 0                                               | 3                                |
| 15                  | 7                     | 1                           | 10             | 0                                                         | 0                                               | 1                                |
| 16                  | 7                     | 2                           | 10             | 0                                                         | 0                                               | 2                                |
| 17                  | 6                     | 1                           | 5              | 0                                                         | 0                                               | 1                                |
| 18                  | 7                     | 1                           | 15             | 0                                                         | 0                                               | 1                                |
| 19                  | 6                     | 15                          | 60             | 0                                                         | 0                                               | 5                                |
| 20                  | 6                     | 2                           | 5              | 0                                                         | 0                                               | 1                                |
| 21                  | 6                     | 4                           | 10             | 0                                                         | 0                                               | 1                                |

* 0: No Outlier, 1: Outlie.
Five users are adopted for the experimentation test. Each user checked four web pages. Only a user checked three web pages. The users have been assigned within the research team developing the project. The data have been collected during the testing phase of the project “ANDUIA”. The network was characterized by two LSTM type layers and three DENSE type layers. All the layers consist of 256 neurons. In particular, in order to avoid overfitting the network during training, after the last LSTM layer and after the first DENSE type layer, DROPOUT (0.35) type layers have been added. The used loss function was the categorical cross-entropy providing the probability that results belong to each of the known classes. The sum of the outputs assigned to each class was 1. The activation function that best matched the categorical cross-entropy function was the softmax function. In fact, all its outputs were limited between 0 and 1, which made it excellent for modeling the probability distribution in a multi-class problem. The network has been trained over 100 epochs using a batch size of 95. The batch size was a hyperparameter that defined the number of samples to process before updating the internal model parameters.

4. Discussion
4.1. Attribute Distribution Function

The applied methodologies define a new approach based on UX to find the best web page tags (attributes) structuration. The tags structuration is the web page tags structuration defining the web page layout. The LSTM algorithm is suitable to be applied for multi-attribute data processing. In order to simply control the performance of the LSTM algorithm has been adopted the Keras Python libraries. The processed attributes are extracted automatically by the platform, which behaves as a data entry for the LSTM network. The scoring process is automated and takes into account the distribution functions \( g(x) \) of a specific attribute. By considering, for example, the UX scoring formulation of Figure 3, the implemented algorithms provide the distribution of the attributes inside or outside the Gaussian function \( g(x) \), thus identifying and estimating the scoring automatically as illustrated in Figure 11. The function \( g(x) \) will change with the training of the network and assumes other characteristics for the other attributes (by considering both the attributes \( T \) and \( n_c \), two distribution functions are considered, such as \( g(x) \), and \( f(x) \)).

![Figure 11. UX scoring and outliers condition (L: Low; A: Average; H: High): \( \mu \) indicates the main value, and \( \sigma \) the standard deviation. \( g(x) \) is the Gaussian distribution function related to a specific UX attribute.](image)

4.2. Novelty Elements of the Proposed Approach and Possible Applications

The adopted approach, if compared with the metrics found in state of the art, provides the best web page layout defined by tags estimated by an LSTM algorithm “driven” by UX and user score. In Table 4 are summarized some common metrics found in state of the art and in the proposed research. It is observed that the used system is potentially able to extract all the information to estimate the metric reported in the Table 4, and,
furthermore, introduces a new metric approach. This approach is also innovative because it automates the construction of the training dataset, by avoiding the scores indicated by outlier conditions: only the web pages labeled with correct scores will be considered for the model training. The proposed user interface of Figure 8 is particularly useful for E-commerce web page design, where it is typically required an accurate web analytics service. The specific analysis of the mouse movements in specific areas of a web page allows understanding if there are objects of impact to be replicated in the structuration of other new web pages. In particular, the extraction of other characteristics, such as the features of a photo or of an image, could further facilitate the design process. An interesting research topic is the implicit feedback of the user, such as the sequences of viewed items (item-sequences) [37]. In this direction, a further improvement of the proposed scoring is the evaluation of information about correlations between more tags of more pages viewed in sequence and image features characterizing the visual impact (colors, shapes, etc.). The LSTM network can also be adopted to predict the user attitudes [38], anticipating the design criteria of the web page layout. Other important aspects are the clustering of web users, in order to define the structural patterns of their usage behavior [39] and the prediction of the degree of page adjustment [40]. Important analyses can also be performed by matching the user clusters with the classified web page contents in order to address the design with a narrow precision. It is also important to distinguish the web pages of interest for a broad user from the web pages suitable for a particular user cluster (a web page for chemical synthesis products cannot be of interest for a user with a low level of training), thus addressing the design on a specific user cluster. A possible improvement of the applied research for future works can be the pre-classification and the clustering of the users to find a possible correlation with the web page tags. The results of Table 4 represent an example of a website interaction metric adopting the approach described by the flowchart diagram of Figure 3. These results support to formulate for each web page template a design criterium, which is based on the following steps:

1. It is analyzed the final LSTM score based on UX adjustment and on the elimination of outlier conditions;
2. If the score is too low are analyzed the tags of the same web page to not consider for the realization of a new web page;
3. If the final score is high, are analyzed, and extracted the related tags concerning a major mouse interaction (movements and number of clicks); the “high impact” selected tags will also be adopted for the design of similar web page topics;
4. If the final score is average are analyzed only the best tags, by substituting the other ones with the best tags of similar web pages characterized by high scores.

An alternative approach to model memory in the information system is the Recursive Neural Networks (RNNs), suitable for approximating the probability distribution of the outputs [41]. Moreover, there are other techniques based on fractional modeling, useful to impress the user response correlated with visual inputs [42], and based on image vision approach [43], thus suggesting to analyze the web page visual impact deeply together with the user behavior. Another possible solution is to adopt ANN [44] for both outlier predictions and final scoring.

4.3. Observations about the Training Dataset

It is observed that the metric of Table 1 summarizes a preliminary web page score for a page classification used to construct the initial training dataset. A selection of web pages having different preliminary scores is considered as a training dataset. Besides, the tags listed in Table 2 defines the web page layout to be scored by the UX/LSTM proposed approach. Concerning LSTM training model, we observe that by varying the dimension of the training dataset, it is possible to furthermore improve the algorithm performance: By comparing Figure 12a,b with Figure 7a,b, it is possible to observe, for the case training dataset of the 80% of the whole dataset, a faster increase of the Accuracy and a faster decrease of the Loss versus epoch number. By doubling the training dataset from 100
to 200 web pages, are obtained a more stable convergence of the Loss (Figure 13a) and Accuracy (Figure 13b) for an epoch number major then 70. This confirms that by increasing the training dataset, the LSTM model is improved.

![Loss trend versus epoch number.](image1.png)

**Figure 12.** LSTM performance of the training phase (the training dataset is the 80% of the whole dataset): (a) Loss trend versus epoch number. (b) Accuracy trend versus epoch number.

![Accuracy trend versus epoch number.](image2.png)

**Figure 13.** LSTM performance of the training phase for a dataset of 200 web pages: (a) Loss trend versus epoch number. (b) Accuracy trend versus epoch number.

5. Conclusions

The paper discusses the results of a prototypal platform developed within the framework of a research project addressed on the ideation of innovative web page design tools. The platform prototype is suitable for web page designers and is based on the implementation of different functions. Specifically, the functions implemented in the platform are the UX evaluation about the web page navigation, the direct user feedback as user score of the specific navigated web page, the evaluation and the prediction of anomalous navigation conditions as outliers, and the final score obtained combining web page tags and UX. The LSTM network is adopted to process all the information, thus providing the final web page score for each analyzed page. The platform provides the scoring by means of an automated process and a GUIs, exploitable for the optimization of the training dataset. Moreover, the dashboards of UX, of outliers, and of LSTM score offer complete information about the performed scoring approach by distinguishing each parameter used for the calculus and useful for the design of web pages similar to those with the highest score. The Loss and
the Accuracy demonstrate that the experimentation about web page scoring has been performed with good convergence. The innovation proposed in this paper is the methodology to evaluate web pages by analyzing: the HTML code used to create the page, the score assigned to each page by users, and the information collected about the user experience of the users during the evaluation process through the use of an LSTM neural network. The innovative methodology, summarized in Figure 3, consists of classifying the impact that the aesthetics of web pages has on users by analyzing the pages’ source code through an LSTM network. Furthermore, the measurement of the user degree attention during the evaluation process as outlier conditions provides a good approach to build the training dataset correctly, and to control the user reliability. The used approach can be a good alternative to the image vision techniques and to the traditional metrics. For the specific tested web pages, the experimentation provided good performances for a low number of documents. Future work will be developed about the augmentation techniques applied to the proposed model by enhancing theoretical approaches about LSTM performance stability. The increase of the training dataset in AD is important for all cases where only a few data of the training dataset are available, as for more practical cases.
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Appendix A

This LSTM algorithm [45] was inserted in a prototype platform created with the Django framework accessible via browser.

```python
import re
import glob
import numpy as np
import matplotlib.pyplot as plt
from keras.layers import LSTM, Activation, Dense, Dropout, Input, Embedding
from keras.optimizers import RMSprop, Adam
from keras.preprocessing.text import Tokenizer
from keras.preprocessing.sequence import
from keras.models import Sequential
html_files = glob.glob("data/*.html")
x = []
y = []
for html_file in html_files:
    try:
        f = open(html_file, "r", encoding = "utf8")
        lines = f.readlines()
        f.close()
    except:
        f = open(html_file, "r")
        lines = f.readlines()
```
source = ""
for line in lines:
    source += line
tags = re.findall(r'<[^<>]+>', source)
voto = html_file.split(',')[0].split('_')[1]
text = ""
for t in tags:
    text += t
x.append(text)
label = [0] * 10
label[int(voto)] = 1
y.append(label)
y = np.asarray(y)
print(len(html_files), 'files processed')
max_words = 10,000
max_len = 5000
tok = Tokenizer(num_words = max_words)
tok.fit_on_texts(x)
sequences = tok.texts_to_sequences(x)
sequences_matrix = sequence.pad_sequences(sequences, maxlen = max_len)
model = Sequential()
model.add(Embedding(max_words, 64, input_length = max_len))
model.add(LSTM(units = 256, return_sequences = True))
model.add(LSTM(units = 256))
model.add(Dropout(0.35))
model.add(Dense(256, activation = 'relu'))
model.add(Dropout(0.35))
model.add(Dense(256, activation = 'relu'))
model.add(Dense(units = 10, activation = 'softmax'))
model.compile(optimizer = Adam(), loss = 'categorical_crossentropy', metrics = ['accuracy'])
model.summary()
sequences_matrix_train = sequences_matrix[:95]
sequences_matrix_test = sequences_matrix[95:]
y_train = y[:95]
y_test = y[95:]
history = model.fit(sequences_matrix_train, y_train, epochs = 100, batch_size = 95)
plt.plot(history.history['loss'])
plt.show()
plt.plot(history.history['acc'])
plt.show()
preds = model.predict(sequences_matrix_test)
print(y_test)

Appendix B

This ANN MLP network has been implemented by the Rapid Miner workflow of Figure A1. The workflow is able to predict outliers by processing as input the estimated outliers, the $n_c$, the user score, and the time attributes.

In Figure A2 is shown the graph model of the adopted ANN MLP network. The model is constructed by the block “Apply Model” of Figure A1. The network is characterized by five input nodes, indicating the five attributes considered for the estimation of the predicted outlier (date, estimated outlier, score, $n_c$, and time), and by one hidden layer constituted by four hidden nodes and by one threshold node. The labeled input is the estimated outlier. Therefore, the prediction is performed about this parameter. The input
dataset (clicks, navigation time, and mouse movements) is partitioned as 80% of training dataset and 20% of the testing dataset.

Figure A1. ANN MLP Rapid Miner workflow predicting outliers.

Appendix C

The user behavior library is included in the HTML page to be monitored via a js code:

```javascript
userLog.init(
    mouseMovement: true,
    processTime: 5,
    processData: function(results) {
        $.ajax({
            type: "POST",
            url: '/track/',
            data: {'results': JSON.stringify(results)},
            success: function(data) {
                console.log('track');
            }
        });
    }
);```

Figure A2. ANN MLP graph model.
, where is set to record the movements of the mouse and the time spent on the page. As output, the script provides a data file in json format of the type:

#### Sample Response Object

```json
{
    "userInfo": {
        "appCodeName": "Mozilla",
        "appName": "Netscape",
        "vendor": "Google Inc.",
        "platform": "MacIntel",
        "userAgent": "Mozilla/5.0 (Macintosh; Intel Mac OS X 10_9_5) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/43.0.2357.134 Safari/537.36"
    },
    "time": {
        "totalTime": 27,
        "timeOnPage": 19
    },
    "clicks": {
        "clickCount": 4,
        "clickDetails": [
            {
                "timestamp": 1440001422756,
                "node": "<input type = "text" name = "email" placeholder = "E-mail address">",
                "x": 849,
                "y": 206
            },
            {
                "timestamp": 1440001438535,
                "node": "<div class = "ui fluid large teal submit button" id = "myActionItem">Login</div>",
                "x": 893,
                "y": 312
            },
            {
                "timestamp": 1440001454767,
                "node": "<input type = "text" name = "email" placeholder = "E-mail address">",
                "x": 853,
                "y": 198
            },
            {
                "timestamp": 1440001457409,
                "node": "<div class = "ui fluid large teal submit button" id = "myActionItem">Login</div>",
                "x": 880,
                "y": 321
            }
        ]
    }
}
```
"mouseMovements": [
  {
    "timestamp": 1440004239170,
    "x": 502,
    "y": 412
  },
  {
    "timestamp": 1440004239187,
    "x": 502,
    "y": 409
  }
],

All the coordinates can be groped to generate a mouse movement “hot” map of the web page layout.
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