Breakdown Analysis of Pearson Correlation Coefficient and Robust Correlation Methods
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Abstract: This paper discussed plug in robust procedure to robustify the Pearson product moment correlation coefficient (PPMCC). The mean of PPMCC is highly susceptible to influential observations hence the PPMCC is not robust against data set that contains substantial amount of influential observations. This study focused on robust plug in techniques with high breakdown points. The performance of these techniques are compared using real and simulated data set. The comparative analysis indicates different degrees of robustness and breakdown based on the percentage of contamination and data modification.
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1. Introduction
The standard computational correlation coefficient technique was advanced by Bravais in 1846 and illustrated by Pearson in 1896 [1]. In the forgoing, the method was named after Karl Pearson. Pearson called the method “Product moment” hence it is known as Pearson product moment correlation coefficient. This method describes relationship between two variables [2]. However, the two variable data points determine the direction or sign of the correlation coefficient (r) value. The population correlation coefficient is often denoted by rho (ρ) and it’s sample estimate is simply (r), its values ranges from plus one to minus one (r = ±1). The performance of the Pearson correlation technique is affected by influential observations. A single influential observation can reduce strong positive correlation value to relatively strong correlation value [3-5]. In [6] the correlation coefficient value for the income and blood pressure data set (n = 120) was 0.88 and a single influential observation was introduced to the income data, the correlation value reduced to approximately 0.7.
The Pearson’s product moment correlation coefficient (PPMCC) is susceptible to influential observations [7]. Experimentally, influential observations introduced into the data set can reduce the correlation value and change the sign from positive to negative and otherwise. This paper focused on robust techniques to robustify the PPMCC against influential observations. Procedure for transforming influential observations has been discussed in [8]. Influential observation can be present in the dependent or independent variable or in some cases in both variables. The focus of this paper is to robustify the Pearson product moment correlation coefficient using two robustification techniques based on plug-in. The first robust procedure apply weight function and delete the influential observations while the other transforms the influential observations into inliers. The breakdown points of these methods are also investigated.

The reminder of this paper is described as follows. Section 2 describes the Pearson and Spearman methods while section 3 contains the proposed robust methods. Results and conclusions follow in section 4 and section 5.

2. Conventional Methods

2.1 Pearson’s Product Moment Correlation Coefficient (PPMCC)

Let \( x_j, y_j, j = 1, 2, \ldots, k \) be the observed bivariate data points. Then the Pearson product moment correlation coefficient [9] is stated mathematically as

\[
r_{\text{ppmcc}} = \frac{\sum_{j=1}^{k} (x_j - \bar{x})(y_j - \bar{y})}{\sqrt{\sum_{j=1}^{k} (x_j - \bar{x})^2 \sum_{j=1}^{k} (y_j - \bar{y})^2}}
\]

where \( \bar{x} = \frac{\sum_{j=1}^{k} x_j}{k} \) and \( \bar{y} = \frac{\sum_{j=1}^{k} y_j}{k} \) are the sample means. Note that \((x_j, y_j, j = 1, \ldots, n)\) are data points from two variables assumed to be normally distributed with parameters \( \mu_x, \mu_y, \delta^2_x, \delta^2_y, \rho \) that is,

\[
N\left(x, y, \mu_x, \mu_y, \delta^2_x, \delta^2_y, \rho\right) = \frac{1}{2\pi \sqrt{\delta^2_x \delta^2_y (1-\rho^2)}} \exp\left\{-\frac{1}{2(1-\rho^2)} \left[ \frac{(x-\mu_x)^2}{\delta^2_x} - 2\rho \frac{(x-\mu_x)(y-\mu_y)}{\delta^2_x \delta^2_y} + \frac{(y-\mu_y)^2}{\delta^2_y} \right] \right\}
\]

The mean and variance of \( x \) are denoted by \( \mu_x, \delta^2_x \) and the mean and variance of \( y \) are denoted by \( \mu_y, \delta^2_y \) [10-11]. The correlation coefficient between the two variables is denoted by \( \rho \). From Equation(1), \( r_{\text{ppmcc}} \) is the sample estimate of \( \rho \). The mean of the bivariate data set is not robust against outliers as such the value of the correlation coefficient may lead to bias analysis.

2.2 Spearman Rank Correlation Coefficient (SRCC)

This is a nonparametric correlation coefficient denoted by \( r_{SRCC} \). This technique focused on the ranks of the data set [1]. This method can be stated as

\[
r_{SRCC} = 1 - \frac{6 \sum_{j=1}^{k} (r_{yj} - r_{xj})^2}{k(k^2 - 1)} = 1 - \frac{6\omega^2}{k(k^2 - 1)}
\]
Where $r_{yj}, r_{xj}$ denotes the ranks of the bivariate data points or simply dependent and independent variables.

3. Robust methods

The concept of robust statistics was coined from early research work reported in [12]. The basic concept of robust procedure is to reduce the influence of outliers either by deleting the data point or weight the data set by using different weighting schemes [13-14]. This section focusses on robust correlation coefficients based on weighting function and transformation of outliers.

Definition 3. 1(Breakdown point)

The breakdown point is the minimum proportion of influential observations(outliers) that can cause an estimator to take arbitrary values.

3.1 Weighted moment correlation coefficient (WMCC)

Consider $y_j = \beta_0 + \sum_{i=1}^{k} \hat{\beta_i} x_{ji}$

Such that it minimizes $\text{med}_{j} r_j^2$ where

$$r_j = y_j - \sum_{i=1}^{l} \hat{\beta_i} x_{ji} \tag{3}$$

Equation (3) is the residual of the simple linear regression. For the purpose of weighting, the following definition [15] is vital

$$\min_{\beta} \sum_{j=1}^{k} w_{j} r_{j}^2$$

The weight function $w_j$ is defined as

$$w_j = \begin{cases} 1, & \text{abs}\left( \frac{r_j}{\Delta} \right) \leq \frac{s}{2} \\ 0, & \text{abs}\left( \frac{r_j}{\Delta} \right) > \frac{s}{2} \end{cases} \tag{4}$$

where $\Delta = 1.4826 \left( 1 + \frac{s}{(k-1)} \right) \text{sqrt}(\text{med}_{j} r_j^2)$.

Based on equation (4) the weighted moment correlation coefficient (WMCC) is computed as

$$r_{\text{wmcc}} = \frac{\sum_{j=1}^{k} (w_j y_j - \bar{y}_{wj}) (w_j x_j - \bar{x}_{wj})}{\sqrt{\sum_{j=1}^{k} (w_j x_j - \bar{x}_{wj})^2 \sum_{j=1}^{k} (w_j y_j - \bar{y}_{wj})^2}} \tag{5}$$

Where $\bar{x}_{wj} = \frac{\sum_{j=1}^{k} w_j x_j}{\sum_{j=1}^{k} w_j}$ and $\bar{y}_{wj} = \frac{\sum_{j=1}^{k} w_j y_j}{\sum_{j=1}^{k} w_j}$ are the weighted mean respectively.
3.2 Weighted Mean Based on Mahalanobis Distance

The Mahalanobis distance is well studied and the distance is defined as

\[ M_c = \sqrt{(x_j - \bar{x}_p)S^{-1}(y_j - \bar{y}_p)}, \]  

(6)

where \( S = \frac{1}{k-1} \sum_{i=1}^{k} (x_i - \bar{x}) (y_i - \bar{y}) \), and \( M_c = \sqrt{\chi^2_\beta} \), \( \beta = 0.975 \), and \( \chi^2_\beta \) comes from the Chi square distribution[10]. The weight function based on the data set can be computed as

\[ w_{mj} = \begin{cases} 1, & \text{if } M_c \leq \sqrt{\chi^2_\beta}, \text{(inliers)} \\ 0, & \text{if } M_c \geq \sqrt{\chi^2_\beta}, \text{(outliers)} \end{cases} \]  

(7)

Equation (7) help to detect good date points(inliers) and outliers by assigning one and zero to the data points based on this, the weighted mean using the Mahalanobis weight function is computed as

\[ \bar{x}_{wmj} = \frac{\sum_{j=1}^{k} w_{mj} x_j}{\sum_{j=1}^{k} w_{mj}}, \quad \text{and} \quad \bar{y}_{wmj} = \frac{\sum_{j=1}^{k} w_{mj} y_j}{\sum_{j=1}^{k} w_{mj}}, \]  

(8)

The above procedure discards the outliers and compute the weighted mean based on the good data points. The weighted Mahalanobis product moment correlation coefficient is computed as follows:

\[ r_{mah} = \frac{\sum_{j=1}^{k} (w_{mj} x_j - \bar{x}_{wmj})(w_{mj} y_j - \bar{y}_{wmj})}{\sqrt{\sum_{j=1}^{k} (w_{mj} x_j - \bar{x}_{wmj})^2} \sqrt{\sum_{j=1}^{k} (w_{mj} y_j - \bar{y}_{wmj})^2}}. \]  

(9)

3.3 Modified Weighted Approach

Recall Equation (7) which identifies and delete outliers, this equation is modified such that the weight function can identify both the inliers and outliers. However, this approach does not delete the outliers but transform the data point from outliers to inliers. The weight function is defined as follows [16]

\[ W_{mij} = \begin{cases} 1, & \text{if } M_k \leq \sqrt{\chi^2_\beta} \beta, \\ 0 + \left(1 - \frac{\alpha p}{n+p} \right), & \text{if } M_k > \sqrt{\chi^2_\beta} \beta, \alpha = 1.5 \end{cases} \]  

(10)

Applying Equation (10), the reweighed means can be computed as follows:

\[ \tilde{x}_{wmj} = \frac{\sum_{j=1}^{k} W_{mij} x_j}{\sum_{j=1}^{k} W_{mij}}, \quad \text{and} \quad \tilde{y}_{wmj} = \frac{\sum_{j=1}^{k} W_{mij} y_j}{\sum_{j=1}^{k} W_{mij}}. \]  

This procedure involves two stages of weighting, the first identifies the outliers and the second stage use the information from stage one to transform the outliers to inliers while other data points are intact. The weight assigned to the outliers depends on the sample size(n) and the dimension(p) of the data set [16]. The modified weighted correlation coefficient is given as
The minimum covariance determinant (MCD) estimator is a well-known high breakdown robust estimator of location proposed by Rousseeuw and Van Driessen [17-20]. The MCD is affine equivariant. This plug-in technique has been applied extensively in diverse statistical methods [21]. Extensive discussion of the MCD is reported in [17-19,21-22]. To enhance the efficiency and performance of the MCD, the MCD estimator is reweighted based on the Mahalanobis distance concept. Similar weighting procedure as in Equation (7) is performed. The reweighted means based on the MCD technique are computed as
\[
\bar{x}_{rmcd} = \frac{\sum_{j=1}^{k} w(d_j)x_j}{\sum_{j=1}^{k} w(d_j)} \quad \text{and} \quad \bar{y}_{rmcd} = \frac{\sum_{j=1}^{k} w(d_j)y_j}{\sum_{j=1}^{k} w(d_j)}
\]
Where \( w(d_j) \) denoted the reweighted function similar to Equation (7). The robust, high breakdown and affine equivariant correlation coefficient is stated as
\[
r_{mcd} = \frac{\sum_{j=1}^{k} (w_{rmcd}x_j - \bar{x}_{rmcd})(w_{rmcd}y_j - \bar{y}_{rmcd})}{\sqrt{\sum_{j=1}^{k} (w_{rmcd}x_j - \bar{x}_{rmcd})^2 \sum_{j=1}^{k} (w_{rmcd}y_j - \bar{y}_{rmcd})^2}}
\]

4. Results and Discussions
The data collection consists of two real data set obtain via google forms survey; the first data set consist of 40 respondents on time and cost of grab transport services from source to destinations within Malaysia. The second data set consist of sixty respondents on income and blood pressure. They willingly gave out the information required for this study.

For the first category, the time in minutes and cost (RM) was obtained. The objective is to investigate if time and cost correlate positively or negatively. The data set was applied to the different methods described above. Table 1 contains the different correlation values.

| Methods | \( r_{ppmcc} \) | \( r_{scc} \) | \( r_{wncc} \) | \( r_{mah} \) | \( r_w \) | \( r_{mcd} \) |
|---------|----------------|----------------|----------------|------------|--------|--------|
| Correlation values | 0.94 | 0.93 | 0.94 | 0.67 | 0.94 | 0.94 |

Based on the transport data set, all the methods performed comparable except the correlation approached based on Mahalanobis distance.

The second category of data set was collected to investigate whether income and blood pressure correlate positively or otherwise. Table 2 contain the different correlation values obtained based on the methods.
From Table 2, we observed the different values with respect to blood pressure and income, the respective method showed different performance rating. In general, the performance is comparable except for two methods. Having investigated these methods based on two real data set, we want to determine how robust these methods are when the data set contains outliers. To achieve this, we apply the contaminated normal model [23-25]

\[ x = (1 - \varepsilon)N(0,1) + \varepsilon N(\mu, \sigma) \]  

(13)

This model is used to obtain the dependent classification as follows

\[ y = 2.0 + 1.0x + u \]  

(14)

The choice of the mean and standard deviation in Equation (13) is user dependent depending on the degrees of contamination. The sample size for this study is \( n = 40 \). For consistency and stability of results, it will be replicated 1000 times. The contamination percentage ranges from \( \varepsilon = 10\% \), \( \varepsilon = 20\% \), \( \varepsilon = 30\% \), \( \varepsilon = 40\% \), \( \varepsilon = 50\% \). The mean of contamination is \( \mu = 3 \) and standard deviation of contamination is \( \sigma = 3 \). The results based on the simulation is contained in Figure 1.

![Comparative analysis of breakdown points of the conventional and robust correlation methods](image_url)

**Figure 1.** Breakdown points of conventional and robust correlation methods

Based on Figure 1 and the contamination model used in this study, the Spearman correlation is robust, the other methods start breaking-down at 30% contamination, this implies that these methods can only
withstands 30% outliers whereas the Spearman method can resist up to 40%. The Mahalanobis approach is not robust based on the contamination parameters used in this study.

5. Conclusion

From the analysis based on the real data set, the grab transportation system has strong positive correlation in-terms of the two variables of interest studied. These methods showed that income and blood pressure correlate positively. For the simulated data set, for zero percent contamination all the techniques have strong positive correlation except the Mahalanobis approach which remain consistently weak while other techniques have minimum 30% breakdown values and 40% maximum breakdown values. In this study, the proposed techniques performed comparable based on the data set used with the well-known robust techniques in-terms of outlier resistance and breakdown.
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