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Abstract
In this paper, we studied the boost operator in the setting of $\mathfrak{su}(1|1)^2$. We find a family of different algebras where such an operator can consistently appear, which we classify according to how the two copies of the $\mathfrak{su}(1|1)$ interact with each other. Finally, we construct coproduct maps for each of these algebras and discuss the algebraic relationships among them.
1 Introduction

The infinite-dimensional quantum supergroup underlying the integrable systems beneath the $AdS_5/CFT_4$ correspondence [1] is a constant source of new developments which extend our understanding of exact $S$-matrices and their (super)symmetries.

Such an exotic Hopf superalgebra [2] is extraordinarily close to a Yangian [3] (see also [4]), but it is distinct from it in ways that allow the possibility of in fact a much larger and more complicated structure. One can certainly recognise in it a filtration in levels, with the level-0 charges represented by Beisert’s $\mathfrak{psu}(2|2)$ Lie superalgebra with central extension [5]. Almost all level-1 charges have a correspondent level-0 one, except for the secret or bonus symmetry [6] (see [7] for a review with further references).

The absence of a level-0 hypercharge symmetry of the $S$-matrix prevents the straightforward enlargement to a $\mathfrak{gl}(2|2)$ Yangian. A more sophisticated construction is necessary [8], which utilises the $RTT$ relations. What [8] has shown (see also [9]) is that Beisert’s $S$-matrix naturally produces upon the $RTT$ recipe the most part of the $AdS_5/CFT_4$ Hopf algebra, including the secret symmetry.

The exploration of lower-dimensional instances of the $AdS/CFT$ integrable system has revealed among other things how much more complex the situation can be, casting new light on the original $AdS_5/CFT_4$ problem as well. A new host of boost-like symmetries have made their appearance primarily in $AdS_3$,
and they have been discovered in $AdS_5$ as well.

Integrability in $AdS_3/CFT_2$, both for the $AdS_3 \times S^3 \times S^1$ and the $AdS_3 \times S^3 \times T^4$ background [10] (see also [11]), has permitted the adaptation of the largest part of the tools constructed for $AdS_5/CFT_4$, at least in infinite volume, with the Quantum Spectral Curve and full TBA still to be determined. The derivation of the finite-gap equations [12] and of the $S$-matrix [13], see also [14], follows the path of the five-dimensional analysis. However, massless representations make their powerful appearance and force us to dramatically rethink the entire algebraic establishment [15]. The relationship between massless integrable systems and conformal field theory makes its unavoidable entrance in the conversation [16, 17], after having realised the inadequacy of the standard massive techniques to deal with the massless sector [18] (see also [19, 20, 21]).

The clearest manifestation of the new type of symmetries is obtained by thinking of their existence as a deformation, in the quantum group sense, of the natural Poincaré supersymmetry of the original string sigma model, which is lost upon gauge-fixing. In $AdS_5 \times S^5$ this idea started with [22] (see also [23]) and brought to the recent findings of [24]. In case of massless $AdS_3/CFT_2$ excitations, a series of works established a large number of surprising results [25, 26]. Ultimately, in [27, 28] a change of variables was discovered which recasts the non-relativistic $S$-matrix for massless left-left and right-right moving modes, with the inclusion of the dressing factor, in manifestly difference-form. Furthermore, the exact same functional form applies to the non-relativistic as well as to the relativistic $S$-matrix as obtained in [17]. This has allowed to write the massless TBA in perfect analogy to [17] also in the non-relativistic limit [28].

Here we will revisit the $\mathfrak{su}(1|1)^2$ algebra\(^1\) that describes the massless sector of the $AdS_3 \times S^3 \times M^4$ scattering problem and the modified Poincaré structure which we can introduce to describe the remnant of Poincaré symmetry after gauge-fixing the reparameterisation freedom of the string sigma model. In [32] we were able to construct a consistent coproduct for the boost operator associated to the modified Poincaré algebra that was valid for short representations. In order to understand how to write a coproduct map for the boost operator, we will study the interplay between the two $\mathfrak{su}(1|1)$ subalgebras by making them depend on different momenta. We will study the consistency conditions that this new Poincaré structure has to satisfy, which amounts to checking if the generators satisfy the Jacobi identity. This will provide us with six different possible algebras, which we proceed to study in some detail. With that information we will give the form of the coproduct for the boost operator for each of the different algebras.

The article is structured as follows. In Section 2 we review the $\mathfrak{su}(1|1)^2$ algebra and its outer automorphisms group. We will also study the modified Poincaré algebra built upon it, assuming in this case that each copy have a different momenta, and check which restrictions we have to impose in order to get a consistent algebra. Section 3 is devoted to describing each of these consistent algebras separately. In Section 4 we will construct the coproduct of the boost operator associated to the modified Poincaré algebra for each of the different cases we described in Section 3. In Section 5 we summarise our results and present some concluding comments.

\(^1\)We shall always understand that our algebras are superalgebras.
2 q-Poincaré algebra in $AdS_3/CFT_2$

2.1 The algebra

In this article we will be concerned with the massless sector of the $AdS_3 \times S^3 \times M_4$ superstring theory, so we will study (one copy of) the $\mathfrak{su}(1|1)^2 \equiv \mathfrak{su}(1|1)_L \oplus \mathfrak{su}(1|1)_R$ scattering problem. However, in contrast with what is usually done, we are going to consider the case where the momentum associated with each of the $\mathfrak{su}(1|1)$ algebras involved is in principle different: $p_L$ not necessarily equal to $p_R$. The generators of the resulting algebra, together with the two independent associated boost generators, satisfy the following (anti-)commutation relations\(^2\)

\[
\{\Omega_A, \mathcal{S}_A\} = \mathcal{H}_A, \quad [\mathcal{J}_A, p_A] = i\mathcal{H}_A, \quad [\mathcal{J}_A, \mathcal{H}_A] = i\mathcal{J}_A \Phi_A, \\
[\mathcal{J}_A, \Omega_A] = \phi^\Omega_A \mathcal{J}_A, \quad [\mathcal{J}_A, \mathcal{S}_A] = \phi^\mathcal{S}_A \mathcal{S}_A, \quad (2.1)
\]

where $A = L, R$, $\mu = \frac{1}{r^2}$ and we have only reported explicitly the non-vanishing (anti-)commutators. The generators $\Omega_A$ and $\mathcal{S}_A$ are of fermionic (odd) nature (supercharges) and form the odd part of $\mathfrak{su}(1|1)_L \oplus \mathfrak{su}(1|1)_R$, while the generators $\mathcal{H}_A$ (energies), $\mathcal{J}_A$ (boosts) and $p_A$ (momenta) are of bosonic (even) nature. Such generators come from extending $\mathfrak{su}(1|1)_L \oplus \mathfrak{su}(1|1)_R$ in order to incorporate a deformed Poincaré subalgebra, with the added novelty that we shall now introduce with an $L$ and a $R$ copy of every single generator appearing. By $\phi^\Omega_A$, $\phi^\mathcal{S}_A$ and $\Phi_A$ we have denoted six non-identically-vanishing functions of the momentum generators $p_A$. Their form, as we will amply discuss, is restricted by the Jacobi identities, although not completely fixed: for instance, one has

\[
i\mathcal{H}_A \Phi_A = [\mathcal{J}_A, \mathcal{H}_A] = [\mathcal{J}_A, \{\Omega_A, \mathcal{S}_A\}] = \{[\mathcal{J}_A, \Omega_A], \mathcal{S}_A\} + \{[\mathcal{J}_A, \mathcal{S}_A], \Omega_A\} = (\phi^\mathcal{S}_A + \phi^\Omega_A) \mathcal{H}_A. \quad (2.2)
\]

Apart from the generators we have introduced, we are interested in centrally-extending the algebra in the following way

\[
\{\Omega_L, \Omega_R\} = \mathfrak{P}, \quad \{\mathcal{S}_L, \mathcal{S}_R\} = \mathfrak{K}. \quad (2.3)
\]

The algebra so defined is traditionally denoted by $\mathfrak{su}(1|1)^2_{c.e.}$, where c.e. indicates the central extension.

2.1.1 Outer Automorphisms

The centrally-extended algebra admits a large outer automorphism group. One particularly prominent generator among the outer automorphisms is the so-called hypercharge, denoted by $\mathfrak{B}$, which acts on the fermionic generators as

\[
[\mathfrak{B}, \Omega_L] = 2i\Omega_L, \quad [\mathfrak{B}, \mathcal{S}_L] = -2i\mathcal{S}_L, \quad [\mathfrak{B}, \Omega_R] = -2i\Omega_R, \quad [\mathfrak{B}, \mathcal{S}_R] = 2i\mathcal{S}_R.
\]

As described in [20], the full set of outer automorphisms form a $GL(2)^2$ group that rotates the fermionic generators with the same quantum number under the hypercharge $\mathfrak{B}$. This group is defined by the action

\[
\left(\begin{array}{c}
\Omega_L \\
\mathcal{S}_R
\end{array}\right) \mapsto \lambda \left(\begin{array}{c}
\Omega_L \\
\mathcal{S}_R
\end{array}\right), \quad \left(\begin{array}{c}
\mathcal{S}_L \\
\Omega_R
\end{array}\right) \mapsto \rho \left(\begin{array}{c}
\mathcal{S}_L \\
\Omega_R
\end{array}\right), \quad (2.4)
\]

\(^2\)The odd vs. even grading of the generators can be evinced by the type of anti-commutation vs. commutation relations they satisfy.
where both $\lambda$ and $\rho$ are $GL(2)$ matrices. The action of the outer automorphism group on the central elements is derived from the action on the supercharges. The algebra action associated to this group is then given by

\[
[t^0_A, \Omega_L] = [t^0_A, \Omega_L] = \Omega_L, \quad [t^0_A, \Omega_R] = -[t^0_A, \Omega_R] = \Omega_R, \quad [t^0_A, \Omega_L] = \Omega_R, \quad [t^0_A, \Omega_L] = \Omega_L, \quad [t^0_A, \Omega_R] = \Omega_R, \quad [t^0_A, \Omega_L] = \Omega_L, \quad [t^0_A, \Omega_R] = \Omega_R, \quad (2.5)
\]

while the remaining commutation relations vanish. Notice that the hypercharge can be written in terms of these outer automorphisms as $2i(t^0_A - t^0_B)$.

### 2.2 The boost and the handedness

The careful reader might have noticed that we have only enumerated the action of the boost on generators with the same handedness among the non-zero (anti-)commutation relations. An important step we need to take is to generalise this construction to incorporate a non-zero action for the boost of one handedness on generators of the opposite handedness.

Guided by physical input, we will first restrict the energy generators $\mathcal{H}_A$ to being non-identically-vanishing positive even functions of the respective momenta, i.e. $\mathcal{H}_A = \mathcal{H}_A(p_A)$. Then, we postulate the action of a boost from one handedness onto a momentum generator from the opposite handedness as

\[
[\mathcal{J}_L, p_R] = i\mathcal{H}_L \partial_{LR}, \quad [\mathcal{J}_R, p_L] = i\mathcal{H}_R \partial_{RL},
\]

where $\partial_{AB}$ are functions of the generators $p_A$. Determining such functions will be one of the main purposes of our work. We can further generalise this action and write a similar expression for any generator in our algebra:

\[
\mathcal{H}_B[\mathcal{J}_A, X_B] = \mathcal{H}_A \partial_{AB}[\mathcal{J}_B, X_B],
\]

where $X$ represents any generator with well-defined handedness and $A \neq B$. The action on the two generators that have mixed handedness, i.e. $\mathcal{Y}$ and $\mathcal{R}$, is inferred from the Jacobi identities involving one boost and two supercharges, e.g. $[\mathcal{J}_L, \mathcal{Y}] = (\phi^Q_L \mathcal{H}_R + \phi^Q_R \mathcal{H}_L \partial_{LR}) \mathcal{Y}$.

In order to analyse the consistency of our two-handed algebra, first we have to elaborate on the value of $[\mathcal{J}_L, \mathcal{J}_R]$. There are essentially two arguments why only $[\mathcal{J}_L, \mathcal{J}_R] = 0$ is a sensible choice in this setting: Firstly, we want to maintain the underlying $\mathbb{Z}_2$-symmetry given by the $L \leftrightarrow R$ exchange that the algebra has up to this point. This choice will make sure that such symmetry manifests itself throughout our analysis (e.g. in (2.12)), as a $\mathbb{Z}_2$-symmetry would require $[\mathcal{J}_L, \mathcal{J}_R] = [\mathcal{J}_R, \mathcal{J}_L]$ for the (bosonic) $\mathcal{J}_A$. Secondly, we want (2.7) to make sense for all algebra elements $X_B$, including the boost operators. Considering (2.7) with two differently-handed boosts lets us see that $[\mathcal{J}_L, \mathcal{J}_R] = 0$ should vanish indeed. We will later revisit this point for the case of a particular representation of the boost.

Now we can study the possible values of $\partial_{AB}$. These two new functions are not arbitrary, but are fixed by the Jacobi identities involving two boost generators of different handedness and a momentum

\[
[\mathcal{J}_L, [\mathcal{J}_R, p_R]] - [\mathcal{J}_R, [\mathcal{J}_L, p_R]] + [p_R, [\mathcal{J}_L, \mathcal{J}_R]] = [\mathcal{J}_L, i\mathcal{H}_R] - [\mathcal{J}_R, i\mathcal{H}_L \partial_{LR}] = 0,
\]

which can be simplified to

\[
\mathcal{H}_L \partial_{LR} \Phi_R = -i\mathcal{H}_L[\mathcal{J}_R, \partial_{LR}] + \mathcal{H}_R \partial_{RL} \Phi_L \partial_{LR}.
\]

The other Jacobi identity gives the same equation with the labels $L$ and $R$ exchanged. In addition, we have to consider the Jacobi identities involving the two boost operators and any of the energies, but they
give us no extra information. Indeed, we have

\[
[\mathcal{J}_L, [\mathcal{J}_R, \mathcal{H}_R]] = [\mathcal{J}_R, [\mathcal{J}_L, \mathcal{H}_R]]
\]

\[
[\mathcal{J}_L, \mathcal{H}_R \Phi_R] = [\mathcal{J}_R, \mathcal{H}_L \Phi_R]
\]

\[
[\mathcal{J}_L, \mathcal{H}_R \Phi_R + \mathcal{H}_R [\mathcal{J}_L, \Phi_R]] = [\mathcal{J}_R, \mathcal{H}_L \Phi_R + \mathcal{H}_L \Phi_R]
\]

\[
\mathcal{J}_L \Phi_R = -i [\mathcal{J}_L, \mathcal{H}_R \Phi_R]
\]

which do not add extra information on top of (2.9). Jacobi identities involving two boosts and a supercharge are also congruent with (2.9).

By direct examination of (2.9) we can already find five different solutions. The first solution is the trivial case \( \mathcal{F}_{RL} = \mathcal{F}_{LR} = 0 \). The second solution is \( \mathcal{F}_{RL} = 0 \) and \( \mathcal{F}_{LR} = \zeta \mathcal{J}_R \), and the third solution is obtained from the second one by swapping handedness. \( \zeta \) is in principle a function of the momentum generators, however it has to be central with respect to the entire algebra, including the boost generators, so the only option is for it to be a constant function independent of \( p_A \). The remaining two solutions are given by \( \mathcal{F}_{RL} = \mathcal{F}_{LR} = \pm 1 \).

We now prove that we can only have two categories of algebras, namely either i) \( \mathcal{F}_{LR} \mathcal{F}_{RL} = 1 \) or ii) one (or both) \( \mathcal{F}_{AB} = 0 \). We can use the above equations for the boost on \( \mathcal{F}_{AB} \) and equation (2.7) to compute its action on \( \mathcal{F}_{KL} \mathcal{F}_{RL} \), from which we get

\[
-i \mathcal{J}_L [\mathcal{J}_R, \mathcal{F}_{RL}] = (\mathcal{J}_L \mathcal{F}_R - \mathcal{J}_R \mathcal{F}_L) \mathcal{F}_{RL} (1 - \mathcal{F}_{LR}) \),
\]

\[
-i \mathcal{J}_R [\mathcal{J}_L, \mathcal{F}_{RL}] = (\mathcal{J}_R \mathcal{F}_L - \mathcal{J}_L \mathcal{F}_R) \mathcal{F}_{RL} (1 - \mathcal{F}_{LR}) \). \tag{2.10}
\]

Imposing the further consistency \( \mathcal{J}_L [\mathcal{J}_R, \mathcal{F}_{RL}] = \mathcal{F}_{RL} \mathcal{J}_R [\mathcal{J}_L, \mathcal{F}_{RL}] \) we get that

\[
[\mathcal{J}_L \Phi_R (1 - \mathcal{F}_{RL}) - \mathcal{J}_R \Phi_L (1 - \mathcal{F}_{LR})] \mathcal{F}_{RL} = 0 \), \tag{2.11}
\]

and a similar condition for \( \mathcal{J}_R [\mathcal{J}_L, \mathcal{F}_{RL}] \), which can be obtained by swapping the L and R labels in (2.11). These two consistency conditions can be solved simultaneously by either \( \mathcal{F}_{LR} = 0 \), \( \mathcal{F}_{RL} = 0 \) or \( \mathcal{F}_{LR} \mathcal{F}_{RL} = 1 \). One can show that no further solutions come from requiring

\[
\mathcal{J}_L \Phi_R (1 - \mathcal{F}_{LR}) - \mathcal{J}_R \Phi_L (1 - \mathcal{F}_{LR}) = 0
\]

\[
\text{and } \mathcal{J}_R \Phi_L (1 - \mathcal{F}_{RL}) - \mathcal{J}_L \Phi_R (1 - \mathcal{F}_{RL}) = 0 \) \tag{2.12}
\]

simultaneously, which would descend from assuming that \( \mathcal{F}_{LR} \mathcal{F}_{RL} (1 - \mathcal{F}_{LR}) \) is non-zero. In fact, after some manipulations, we can see that the only values that solve both equations (2.12) simultaneously are \( \mathcal{F}_{LR} = \mathcal{F}_{RL} = \pm 1 \).

Category ii) reproduces the first three solutions described below (2.9), while category i) includes further solutions in addition to the fourth and fifth described there. Specifically, within category i) we can reduce the constraint on \( \mathcal{F}_{LR} \) to

\[
-i \mathcal{J}_L [\mathcal{J}_R, \mathcal{F}_{LR}] = \mathcal{J}_L \mathcal{F}_{LR} - \mathcal{J}_R \Phi_L \). \tag{2.13}
\]

A first step to solve this equation is to take out a factor of \( \mathcal{J}_R \) from \( \mathcal{F}_{LR} \). If we define \( \mathcal{F}_{LR} = \mathcal{F}_{LR} \mathcal{J}_R \), with \( \mathcal{F}_{LR} \) a function of the momenta, we can see that

\[
-i \mathcal{J}_L [\mathcal{J}_R, \mathcal{F}_{LR}] = -i \mathcal{J}_L \mathcal{J}_R [\mathcal{J}_R, \mathcal{F}_{LR}] + \mathcal{J}_L \mathcal{J}_R \mathcal{F}_{LR} \Phi_R = \mathcal{J}_L \mathcal{J}_R \mathcal{F}_{LR} \Phi_R - \mathcal{J}_R \Phi_L \).
\]

\(^3\)As we will more explicitly see later, \( \mathcal{F}_{AB} = \pm 1 \) is only an admissible solution for \( \mathcal{J}_L \mathcal{J}_R \mathcal{J}_R \).
Thus \(i\delta_L[\delta_R, \delta_{LR}] = \Phi_L\), which notably simplifies the constraint. Finally, let us prove that \(\delta_{LR}\delta_L\) should commute with \(\delta_L\), fixing it to be a central element with respect to all the elements of the algebra, including the boost:

\[
\delta_R[\delta_L, \delta_{LR}\delta_L] = \delta_R[\delta_L, \delta_{LR}\delta_L] + \delta_R\delta_{LR}[\delta_L, \delta_L] = \delta_{LR}\delta_L[\delta_R, \delta_{LR}\delta_L] + i\delta_{LR}\delta_{LR}\delta_L\Phi_L
\]

\[
= -i\delta_{LR}\delta_R\Phi_L + i\delta_{LR}\delta_{LR}\delta_L\Phi_L = 0 .
\]

We can prove in a similar way that \(\delta_{LR}\delta_L\) commutes with \(\delta_R\). Thus, we finally obtain the relation

\[
\delta_L\delta_{LR} = \zeta\delta_R ,
\]

(2.14)

where \(\zeta\) is a constant. This establishes the sixth type of algebras we shall study. As we will explain in Section 3, there is a nomenclature that lends itself to our situation nicely, namely calling the algebras either separable or differential:

separable algebras = \[
\begin{align*}
\delta_{AB} &= 0 \\
\delta_{LR} &= 0 \text{ and } \delta_{RL} = \zeta\delta_L \\
\delta_{RL} &= 0 \text{ and } \delta_{LR} = \zeta\delta_R 
\end{align*}
\]

differential algebras = \[
\begin{align*}
\delta_{AB} &= +1 \\
\delta_{AB} &= -1
\end{align*}
\]

2.3 The differential representation

The most natural representation from a physical standpoint is the one where we realise the momenta as real variables, and the boost operator as a derivative operator:

\[
\delta_A = i\delta_A \frac{d}{dp_A} ,
\]

(2.15)

The derivative is understood in a convective fashion, for example

\[
\frac{d}{dp_R} = \frac{\partial}{\partial p_R} + \frac{dp_L}{dp_R} \frac{\partial}{\partial p_L} .
\]

(2.16)

This is especially relevant for \(\delta_{AB}\), \(\Phi\) and \(\delta\), as they depend explicitly on both momenta. In this representation we can understand \(\Phi_A = \delta'_A = \frac{d\Phi_A}{dp_A}\), and \(\delta_{LR}\) and \(\delta_{RL}\) are nothing but the derivative of one momentum with respect to the other, where we understand that eventually one can choose either of the \(p_A\) to be the only independent variable. In this respect, \(\delta_{AB}\) assume the rôle of Jacobians. This allows us to rewrite (2.16) as

\[
\frac{d}{dp_R} = \frac{\partial}{\partial p_R} + \delta_{RL} \frac{\partial}{\partial p_L} .
\]

(2.17)

In this representation we can also write equation (2.9) and its \(L \leftrightarrow R\) symmetric as

\[
\delta_L\delta_R \frac{d\delta_{LR}}{dp_R} = (\delta_L\Phi_R - \delta_R\Phi_L\delta_{RL})\delta_{LR} , \quad \delta_L\delta_R \frac{d\delta_{RL}}{dp_L} = (\delta_R\Phi_L - \delta_L\Phi_R\delta_{LR})\delta_{RL} .
\]

(2.18)

The six solutions naturally acquire an induced representation. Given our definition of \(\delta_{AB}\), we can see that the first solution presented in the previous section, namely \(\delta_{LR} = 0 = \delta_{RL}\), is the case where \(p_R\) and \(p_L\) are independent of each other. The second and third solutions imply instead \(p_R = \pm p_L\) and \(\delta_R(p_R = \pm p_L) = \text{const.}\). \(\delta_L\).

4During the latter part of our discussion, we will indeed find that the case of \(\delta_L\delta_{LR} = \zeta\delta_R\) has connections to both the differential and separable algebras.
In addition, this differential representation can be used to construct the action of the outer automorphisms on the boost operator, as it reduces to computing the action of the outer automorphisms on $\mathcal{H}_A$, as e.g.

$$[t^e, J_L] = [t^e, i\mathcal{H}_L \frac{d}{dp_L}] = i[t^e, \mathcal{H}_L] \frac{d}{dp_L},$$

where we have $[t^e, \mathcal{H}_L] = \mathfrak{P}$.

As a sanity check of the statement made in the previous section about the vanishing of $[J_L, J_R]$, we quickly want to demonstrate that this is fulfilled within the differential representation framework. The differential representation for the boost feature a convective derivative as in (2.16), and as $\mathfrak{d}_{AB}$ can depend on the momenta $p_A, p_B$, the expression for $[J_L, J_R]$ also features such derivatives, as for example

$$[J_L, J_R]_{\partial_L \text{ coeff.}} = \mathcal{H}_L \mathcal{H}_R (\partial_{p_L} \mathcal{d}_{RL}) + \mathcal{H}_L \mathcal{d}_{LR} (\partial_{p_{p}} \mathcal{H}_R) \mathcal{d}_{RL} + \mathcal{H}_L \mathcal{d}_{LR} \mathcal{H}_R (\partial_{p_R} \mathcal{d}_{RL}) - \mathcal{H}_R \mathcal{d}_{RL} (\partial_{p_L} \mathcal{H}_L),$$

which is exactly (the right) equation (2.18) after expressing the convective derivative in terms of partial derivatives - and thus vanishes. The vanishing of the $\partial_{p_R}$ coefficient can be proven in a similar fashion, as it has the same structure but with the $L \leftrightarrow R$ handedness swapped.

Above, we were able to see that a decisive difference of the convective differential with respect to the ordinary (holonomic) partial derivatives is that two convective derivatives might not commute due to the possible momentum-dependence of $\mathfrak{d}_{AB}$. However, this in turn is crucial for the vanishing of $[J_L, J_R] = 0$.

### 3 The different acceptable algebras

In this section we will substitute the acceptable values of the operators $\mathfrak{d}_{AB}$ we found above and study the different algebras we obtain in the process, which we have divided into two categories. On the one hand, we denote the cases where at least one $\mathfrak{d}_{AB} = 0$ as **separable algebras**, as in those cases we can completely decompose them into two independent subalgebras. On the other hand, we denote the other two cases as **differential algebras** because the relation $\mathfrak{d}_{AB} \mathfrak{d}_{BA} = 1$ can be understood as the inverse function theorem and $\mathfrak{d}_{AB}$ can be interpreted as the Jacobian of a change of variables from $p_B$ to $p_A$, building upon the intuition provided by the differential representation presented in the previous section.

#### 3.1 Separable algebras

Let us first examine the case where we set $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = 0$. The commutation relations involving the boost operators take the form

$$[J_A, p_A] = i\mathcal{H}_A, \quad [J_A, \mathcal{H}_A] = i\mathcal{H}_A \Phi_A, \quad [J_A, X_A] = \phi_A^A \Phi_A, \quad [J_A, \mathcal{G}_A] = \phi_A^A \mathcal{G}_A, \quad [J_A, \mathcal{P}] = \phi_A^A \mathfrak{P}, \quad [J_A, \mathcal{R}] = \phi_A^A \mathcal{R}, \quad [J_R, p_R] = \mathcal{H}_R, \quad [J_R, \mathcal{H}_R] = \mathcal{H}_R, \quad [J_R, X_R] = 0, \quad [J_R, \mathcal{G}_R] = 0, \quad [J_R, \mathcal{P}] = 0, \quad [J_R, \mathcal{R}] = 0,$$

where $X_A$ represents any generator with well-defined handedness $A$. We can understand these algebras, by looking at their differential representation, as the ones in which all generators with left handedness only depend on $p_L$ for all representations, and similarly for the right handedness, as the two momenta have to be independent.
We want to better illustrate this separation of the algebra into two by looking at the particular case of relativistic dispersion relation $\delta_A^i = p_A^2 + m^2$. If we focus into the subalgebra formed by the boosts, the momenta and the energies, we can see that it reduces to a known finite-dimensional Lie algebra because of the constraint $\delta_A^i \Phi_A = p_A$. In that case we can compare it with the classification of solvable 6-dimensional Lie algebras presented in [29]. For that we pick the basis

$$
x_{1,2} = -i \delta_{L,R}^A,
$$
$$
n_{1,2} = \delta_{R,L}^A - p_{R,L},
$$
$$
n_{3,4} = \delta_{R,L}^A + p_{R,L},
$$

where the $n_i$ span the nilradical (which in this case forms an abelian subalgebra) and the $x_i$ form its complement. With this, it is evident that our algebra corresponds to $N_{\alpha \beta \gamma \delta}^{0,1}$ with $\alpha = \delta = 0$ and $\beta = \gamma = -1$ in the notation of said paper. However, one caveat is that an algebra of type $N_{\alpha \beta \gamma \delta}^{0,1}$ is indecomposable provided $\gamma^2 + \delta^2 \neq 0$ and $\alpha \beta \neq 0$, the latter of which is not the case for us. Thus, our algebra actually corresponds to a simple direct sum of the 3-dimensional left-handed and right-handed sides. This is also the situation for the choice $H_{\alpha \beta \gamma \delta}^{0,1}$ of the form $x_{1,2} = \delta_{L,R} + \delta_{R,L}^A \Phi_A + \delta_{R,L}^A \Phi_A = h_A \sin^2 \frac{p_{A}^2}{2m^2} + m^2$, with $h_A$ a constant.

We also want to address the question of fixing the functions $\phi_A^Q$ and $\phi_B^S$ in this setting. On the one hand, the Jacobi identity involving one boost operator and two supercharges with different handedness imposes the relations in the fifth line of (3.1) thanks to the decoupling of the left and right sectors. This restriction can be combined with equation (2.2) to further constraint the form of the central elements. In particular

$$
i \delta_{A} \Phi_A = \delta_{\Phi_A} = \delta_{\Phi_A}^Q + \delta_{\Phi_A}^S = [J_A, \Phi] + [J_A, \delta_{\Phi_A}], \quad (3.2)
$$

as $\Phi_A$ only depends on $p_A$ while $\delta_{\Phi_A}$ depend on both momenta. On the other hand, the Jacobi identity involving two different boost and a supercharge imposes the restriction

$$
[J_{A}, \phi_{B}^Q] = [J_{A}, \phi_{B}^S] = 0, \quad (3.3)
$$

for $A \neq B$. In the differential representation this can be interpreted as restricting the functions $\phi_A^Q$ and $\phi_B^S$ to depend only on the momentum $p_A$. This is truly a very heavy restriction, as it forces the central elements to be separable, i.e., $\Phi = \Phi_R \Phi_L$ and $\delta = \delta_R \delta_L$, for this algebra to be consistent. In the differential realization of the boost, this is immediate, as

$$
\frac{d}{dp_A} \delta_{\Phi_A} = [J_A, \Phi] = \phi_A^Q \Phi + \phi_A^S \delta_{\Phi_A} \rightarrow \frac{d}{dp_A} \log \Phi = \delta_{\Phi_A}^{-1} \phi_A^Q,
$$

where the latter term only depends on $p_A$. Even if $J_A$ is a priori not of differential form, the same argument can be made as (3.3) still holds since the adjoint action of $J_A$ only vanishes on $p_A$-independent elements because of $\delta_{AB} = 0$. Thus, since $J_A$ vanishes on $\Phi^{-1}[\Phi, \Phi]$ for $A \neq B$, the argument follows.

Let us point out that the $\delta_{LR} = 0 = \delta_{RL}$ case has no applications to $AdS_3$ physics. If we wanted to study massless excitations in $AdS_3$, we would necessarily have to take the moves from central elements of the form $\delta \propto \Phi \propto \sin(\alpha p_{A}^2/m^2)$, which do not fulfill the condition of separability.

Let us move our attention to the case $\delta_{LR} = 0$ and $\delta_{RL} = \zeta \delta_L$. This case can be transformed back to the $\delta_{LR} = \delta_{RL} = 0$ case - after a redefinition of one of the boosts in terms of the $\delta_{AB} = 0$ boosts $\delta_{0}^{0}$

$$
\tilde{\delta}_R = \delta_{0}^{0} - \zeta \delta_L \delta_{0}^{0} + \delta_{L} . \quad (3.4)
$$

so all of the above arguments apply here with minimal changes. Similarly can be done for the one obtained by swapping the handedness, $\delta_{RL} = 0$ and $\delta_{LR} = \zeta \delta_R$, with the redefinition

$$
\tilde{\delta}_L = \delta_{0}^{0} - \zeta \delta_L \delta_{0}^{0} . \quad (3.5)
$$
For the $\mathfrak{d}_{AB} = 0$, it also follows that $[\mathfrak{J}_L, \mathfrak{J}_R] = 0$, be virtue of the relationship amongst $L$-handed and $R$-handed generators in this case. (3.4) and (3.5) imply the same conclusion for $\mathfrak{d}_{LR} = 0$ and $\mathfrak{d}_{RL} = \zeta \mathfrak{H}_L$ as well as $\mathfrak{d}_{RL} = 0$ and $\mathfrak{d}_{LR} = \zeta \mathfrak{H}_R$, respectively.

### 3.2 The $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = \pm 1$ algebra

As we have pointed out earlier by referring to the differential representation, this choice of $\mathfrak{d}_{AB}$ imposes that either $p_L = p_R$ or $p_L = -p_R$, which means that either the two copies built on each $\mathfrak{su}(1|1)$ are exactly the same or one is the parity-transformed of the other. We should also stress that this solution only exists provided

$$\mathfrak{H}_R [pr(pl)] = \mathfrak{d}_{LR} \frac{h_R}{h_L} \mathfrak{H}_L (pl),$$

(3.6)

with $h_A$ constants such that $\text{sign}(\mathfrak{d}_{AB} \frac{h_R}{h_L}) = +1$. Although this case is very restrictive, the algebra we will present in the next section is a generalisation of this algebra without such constraints. Representations of this particular algebra have been profusely studied for the case $p_L = p_R$, for example in [20].

After performing the identifications (3.6), the algebra can be written as

$$\{\Omega_A, \mathfrak{S}_A\} = \mathfrak{J}_A, \quad [\mathfrak{J}_A, p_A] = i\mathfrak{H}_A, \quad [\mathfrak{J}_A, \mathfrak{H}_A] = i\mathfrak{H}_A \Phi_A,$$

$$[\mathfrak{J}_A, \Omega_A] = \phi_A^2 \Omega_A, \quad [\mathfrak{J}_A, \mathfrak{S}_A] = \phi_A^S \mathfrak{S}_A,$$

$$\{\Omega_L, \Omega_R\} = \mathfrak{P}, \quad \{\mathfrak{S}_L, \mathfrak{S}_R\} = \mathfrak{R},$$

$$h_A [J_B, \mathfrak{P}] = \left( h_L \phi_R^Q + h_R \phi_L^Q \right) \mathfrak{P}, \quad h_A [J_B, \mathfrak{R}] = \left( h_L \phi_R^S + h_R \phi_L^S \right) \mathfrak{R},$$

$$[\mathfrak{J}_A, X_B] = \frac{h_A}{h_B} [\mathfrak{J}_B, X_B],$$

(3.7)

where $A, B = L, R$, $A \neq B$ and $X$ is any generator with well-defined handedness. Notice that we have made explicit use of the condition $h_A \mathfrak{J}_B = \mathfrak{d}_{AB} h_B \mathfrak{J}_A$. The above relations also imply $[\mathfrak{J}_L, \mathfrak{J}_R] = 0$, as $\mathfrak{J}_L$ and $\mathfrak{J}_R$ essentially coincide for $\mathfrak{d}_{AB} = \pm 1$.

Let us consider a special case of this algebra. If we focus again on the 6-dimensional algebra formed by the (Poincaré-like) generators $J_A$, $\mathfrak{J}_A$ and $p_A$ with relativistic dispersion relation $\mathfrak{J}_A^2 = p_A^2 + m^2$, which is reduced to a 5-dimensional one by identifying $\mathfrak{J}_R = \mathfrak{J}_L = \mathfrak{J}$, we find an algebra which has a 2-dimensional centre spanned by the generators $p_L \mp p_R$ and $\mathfrak{J}_L - \mathfrak{J}_R$. In the case $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = 1$, the remaining 3-dimensional algebra obtained after we mod-out the centre has the following non-vanishing commutation relations

$$\left[ \frac{\mathfrak{J}_L + \mathfrak{J}_R}{2}, \frac{p_L + p_R}{2} \mp \mathfrak{J} \right] = \pm \left( \frac{p_L + p_R}{2} \pm \mathfrak{J} \right),$$

which correspond to one of the four irreducible 3-dimensional solvable algebras [34]. This construction can be extended to different dispersion relations, thanks to the restriction $\mathfrak{J}_R = \mathfrak{J}_L$ which keeps $p_L \mp p_R$ and $\mathfrak{J}_L - \mathfrak{J}_R$ as central elements.

We shall now return to study general features of the $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = \pm 1$ algebra.

#### 3.2.1 Differential Representation

Let us consider the differential representation for the $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = \pm 1$ algebra. Furthermore, with an eye towards applications to massless excitations in AdS$_3$, we are going to choose the following particular
dependence on the momenta for the central generators

\[ \mathcal{H}_L = h_L \sin \left( \frac{p_L}{2} \right) \mathbf{1}, \quad \mathcal{H}_R = \mathfrak{d}_{LR} h_R \sin \left( \frac{p_R}{2} \right) \mathbf{1}, \quad \mathfrak{R} \propto \mathfrak{P} \propto \sin \left( \frac{p_L + \mathfrak{d}_{LR} p_R}{4} \right) \mathbf{1}, \]  

(3.8)

where \( \mathbf{1} \) is the identity matrix in \((1\text{boson}, 1\text{fermion})\)-dimensional space, and \( h_L \) and \( h_R \) are positive real numbers. The quantity \( h_L + h_R \) is usually identified as a coupling constant appearing in the dispersion relation of the fundamental excitations in the context of the \( \text{AdS}_3/\text{CFT}_2 \) duality. Moreover, we set the two boost to be equal up to a multiplicative constant \( h_R \mathcal{H}_L \equiv h_L \mathcal{H}_R \), which is consistent with the constraints imposed by the Jacobi identities specialised to the algebra in object. These two identifications together with the constraint \( p_L = \pm p_R \) also imply \( \mathfrak{d}_{LR} h_R \mathcal{H}_L = h_L \mathcal{H}_R \) in this representation.

We now restrict ourselves to

\[ p_L \equiv p_R \equiv p > 0 \]  

(3.9)

in order not to have to deal with the absolute value in the expression for the energies. Physically, this amount to restricting to the so-called "right-moving" representation. Regarding the supercharges, we find that it is possible to set \( \phi^Q = \phi^S \), so that in this representation we have

\[ [\mathfrak{J}_A, \mathfrak{J}_B] = \frac{i\Phi_A}{2} \mathfrak{J}_B, \quad [\mathfrak{J}_A, \mathfrak{S}_B] = \frac{i\Phi_A}{2} \mathfrak{S}_B, \]  

(3.10)

for any combination of \( A \) and \( B \). Using such commutation relations, we can strip the supercharges of the dependence on the momentum and write (keeping in mind equation (3.9))

\[ \mathfrak{Q}_L = \sqrt{\alpha h_L \sin \frac{p_L}{2}} \mathfrak{Q}_L, \quad \mathfrak{Q}_R = \sqrt{\beta h_R \sin \frac{p_R}{2}} \mathfrak{Q}_R, \]

\[ \mathfrak{S}_L = \sqrt{\frac{h_L}{\alpha} \sin \frac{p_L}{2}} \mathfrak{S}_L, \quad \mathfrak{S}_R = \sqrt{\frac{h_R}{\beta} \sin \frac{p_R}{2}} \mathfrak{S}_R, \]  

(3.11)

where \( \alpha \) and \( \beta \) are constants and the hatted quantities are matrices satisfying

\[ \{ \hat{Q}_L, \hat{S}_L \} = \{ \hat{Q}_R, \hat{S}_R \} = \mathbf{1}, \]  

(3.12)

in order for this algebra to agree with our definition of \( \mathfrak{J}_A \).

Furthermore, we can repeat the same rewriting with the other two central elements \( \mathfrak{P} \) and \( \mathfrak{R} \). It is easy to see that

\[ \mathfrak{P} = \left| h_L h_R \alpha \beta \right| \sin \frac{p_L}{2} \hat{P}, \quad \mathfrak{R} = \left| h_L h_R \frac{1}{\alpha \beta} \right| \sin \frac{p_R}{2} \hat{K}. \]  

(3.13)

Furthermore, centrality imposes that \( \hat{P} \) and \( \hat{K} \) should be proportional to the identity. Combining that with their definition in terms of supercharges we can write

\[ \{ \hat{Q}_L, \hat{Q}_R \} = \hat{P} = \gamma \mathbf{1}, \quad \{ \hat{S}_L, \hat{S}_R \} = \hat{K} = \eta \mathbf{1} \]  

(3.14)

with \( \gamma \) and \( \eta \) being constants. The first two equalities come from our definition of \( \mathfrak{J}_A \). Although we can perform the redefinitions \( \hat{Q}_A \rightarrow \frac{1}{\sqrt{\gamma}} \hat{Q}_A \) and \( \hat{S}_A \rightarrow \sqrt{\gamma} \hat{S}_A \), which are akin to setting \( \gamma = 1 \), there is no method to set \( \eta \) to \( 1 \) at the same time. In fact, this parameter \( \eta \) is actually related to the shortening condition, as short representations can only exist if \( \eta = 1 \). For general values of \( \eta \) we can see that the hatted quantities fulfil

\[ \{ (1 + \eta) \hat{Q}_L - (1 + x) \hat{S}_R, x \hat{S}_L + \hat{Q}_R \} = 0, \]  

(3.15)

\[ \{ y \hat{Q}_L + \hat{S}_R, (y + 1) \hat{S}_L - (y + \eta) \hat{Q}_R \} = 0, \]  

(3.16)
for any values of $x$ and $y$.

Thus, we can write a set of relations which are peculiar to this representation: \(^5\)

\[
\begin{align*}
[\hat{J}_L + \hat{J}_R, p_L + \frac{p_R}{2}] &= \hat{J}_L + \hat{J}_R, \\
[\hat{J}_L + \hat{J}_R, \hat{J}_L + \hat{J}_R] &= i(\hat{J}_L + \hat{J}_R)(\Phi_L + \Phi_R), \\
\{\hat{Q}_L, \hat{S}_L\} &= \{\hat{Q}_R, \hat{R}_R\} = \{\hat{Q}_L, \hat{Q}_R\} = \eta^{-1} \{\hat{S}_L, \hat{S}_R\} = 1, \\
\end{align*}
\]

which represents a complete separation of the $\mathfrak{su}(1|1)$ algebra from the modified Poincaré algebra.

### 3.3 The $\mathfrak{H}_L \mathfrak{d}_{LR} = \mathfrak{H}_R$ algebra

Substituting the value of $\mathfrak{d}_{AB}$ into equation (2.7) give us that the relation between the two handedness of this algebra is

\[
\begin{align*}
[\hat{J}_A, X_B] &= (\zeta + (1 - \zeta)\mathfrak{d}_{AB})[\hat{J}_B, X_B], \\
\end{align*}
\]

for any generator $X$ and for any combination of $A, B = L, R$. In contrast with the previous case, no linear combination of $p_L$ and $p_R$ is central. Nevertheless, one can readily check that we can indeed construct the boost operators $\hat{J}_L$ and $\hat{J}_R$ of this algebra from $\hat{J}_0^L$ and $\hat{J}_0^R$ - again the ones of the $\mathfrak{d}_{LR} = \mathfrak{d}_{RL} = 0$ algebra - by making the following identifications:

\[
\begin{align*}
\hat{J}_L &= \hat{J}_0^L + \zeta \hat{J}_0^R, \\
\hat{J}_R &= \hat{J}_0^R + \zeta \hat{J}_0^L. \\
\end{align*}
\]

Notice that (3.19) also implies $[\hat{J}_L, \hat{J}_R] = 0$, as we can just reexpress $[\hat{J}_L, \hat{J}_R]$ in terms of $[\hat{J}_0^L, \hat{J}_0^R]$, which we know to vanish.

#### 3.3.1 Differential Representation

As we are interested in representations defined by $\mathfrak{H}_L(p_L) = h_L \sin \frac{p_L}{4}$ and $\mathfrak{H}_R(p_R) = h_R \sin \frac{p_R}{4}$, substituting these expressions into the expression for $\mathfrak{d}_{LR}$ we get

\[
\mathfrak{d}_{LR} = \partial_{p_L} p_R = \frac{h_R}{h_L} \zeta \csc \frac{p_L}{2} \sin \frac{p_R}{2} = p_R(p_L) = 4 \arccot \left( \frac{\kappa \cot \gamma \frac{p_L}{4}}{\frac{h_R}{h_L}} \right),
\]

where $\kappa$ is an integration constant and $\gamma = \frac{h_R}{h_L} \zeta$. Depending on whether $|\kappa|$ is greater or smaller than 1, we have to reduce the range of $p_R$ or the range of $p_L$. This representation amounts to having

\[
\mathfrak{H}_R(p_R(p_L)) = \frac{\kappa h_R}{h_L} \frac{\hat{J}_L^2}{\kappa^2 \cos^2 \gamma \frac{p_L}{4} + \sin^2 \gamma \frac{p_L}{4}}.
\]

when $\mathfrak{H}_R$ is written in terms of $p_L$.

Notice that the representation from section 3.2.1 is included in this family of representations as the case $\kappa = \gamma = 1$.

### 4 Coproduct map for the boost operator for the $\mathfrak{d}_{AB} = \pm 1$ case

In this section we will continue the line of research we started in [32], where we picked a particular representation and coproduct of the $\mathfrak{su}(1|1)_{\mathfrak{c.e.}}$ algebra and constructed a boost operator whose coproduct quasi-cocommutes with the associated $R$-matrix. However, in said article we were not able to write such

\(^5\)We could also state the algebra without reference to handedness due to the above identification.
a coproduct beyond the short representation of this algebra. Here we will construct a coproduct for the boost operator\(^6\).

We will argue that it is impossible to construct such a map using only the elements of the algebra and that we need to make use of elements of the \(GL(2)^2\) outer automorphisms of \(su(1|1)^2\). Interestingly, something similar was observed in the study of the universal \(R\)-matrix of the centrally extended \(psu(2|2)\) algebra of the \(AdS_5\) scattering problem [31]. There it also was found that it is unavoidable to utilise the generators associated to the outer automorphisms, which are dual in the sense of the Killing form to the generators of the central extensions. The issue of the universal \(R\)-matrix encompassing the central extension has not been fully studied in the context of the \(su(1|1)^2\) algebra (for a partial analysis, see Appendix C [33]).

4.1 The braided energy coproduct case

Let us take the case of the left sector and the coproduct

\[
\Delta \mathcal{S}_L = \mathcal{S}_L \otimes e^{i p_L/4} + e^{-i p_L/4} \otimes \mathcal{S}_L , \quad \Delta \Omega_L = \Omega_L \otimes e^{i p_L/4} + e^{-i p_L/4} \otimes \Omega_L . \tag{4.1}
\]

with similar coproduct for the right fermionic generators, with \(p_L\) substituted by \(\pm p_R\). It is important to stress that this choice of coproducts forces us to set the central elements to have the following dependence on the momentum

\[
\mathcal{Y}_L \propto \begin{vmatrix} e^{i p_L/2} - e^{-i p_L/2} \\ 1 \end{vmatrix}, \quad \mathcal{Y}_R \propto \begin{vmatrix} e^{i p_R/2} - e^{-i p_R/2} \\ 1 \end{vmatrix}, \quad \Psi \propto \Re \propto \left( e^{i (p_L \pm p_R)/4} \right) \begin{vmatrix} 1 \end{vmatrix}, \tag{4.2}
\]

where the \(\pm\) in (4.2) corresponds to the sign of the R-handed coproduct choice, not the choice of \(\mathcal{D}_{AB}\). These constraints are due to the fact that central generators of the algebra have to be co-commutative.

We should first comment on the issues this coproduct presents in the different algebras and how to deal with them. First of all, the algebra with \(\mathcal{D}_{AB} = 0\) needs the central elements \(\Psi\) and \(\Re\) to be separable to be consistent while the coproduct imposes them to be a trigonometric function of the sum (or difference) of the two momenta. The simplest form to deal with this issue is to set them to zero and consider the algebra \(\mathcal{D}_{AB} = 0\) as two completely independent \(su(1|1)\) algebras. In addition, there is an apparent issue with the cases where \(p_L \pm p_R = 0\), but this is just a consequence of \(\Delta \Psi\) and \(\Delta \Re\) becoming trivial in such cases, therefore eliminating the restriction that allowed to fix them. We will address this point in depth later.

In order to construct the coproduct map, we should start by looking at the form it takes when it is evaluated in a tensor product of short representations in the case \(\mathcal{D}_{AB} = 1\) (i.e., when \(\mathcal{S}_R \equiv \Omega_L\) and \(\mathcal{S}_L \equiv \Omega_R\)). This was constructed in [32]\(^7\) and is given by\(^8\)

\[
\Delta \mathcal{J} = \Delta_0 \mathcal{J} + \frac{e^{-iq_p} \otimes e^{iq_p}}{4} \left[ \mathcal{S} \otimes \Omega + \Omega \otimes \mathcal{S} \right] , \tag{4.3}
\]

where \(\Delta_0 \mathcal{J} = \mathcal{J}_A \otimes \cos \frac{q_p}{2} + \cos \frac{q_p}{2} \otimes \mathcal{J}_A\).

Although such map was constructed specifically to be an algebra homomorphism when considering the tensor product of short representations, it is easy to see that it is not an algebra homomorphism for

---

\(^{6}\)By definition, such a map will be independent of the choice of a representation.

\(^{7}\)Equations (3.8) and (3.9) in [32] possess typos, here we present the corrected expressions.

\(^{8}\)A different expression for this map was proposed in [25]. Although it has different quasi-triangularity properties, its expression is similar enough that the computation we are going to perform can be applied to it with minimal changes.
the full algebra. The main obstruction is the appearance of factors of the form $\Omega_L - \mathcal{G}_R$ and $\Omega_R - \mathcal{G}_L$ that vanish for the short representation. One way to rephrase this problem is that we would like to find a way for the commutation relation

$$[(\mathcal{G}_L \otimes \Omega_L + \Omega_L \otimes \mathcal{G}_L), \Delta \Omega_R] = e^{-\frac{ip}{4} \mathcal{G}_L} \mathcal{P} + \mathcal{P} \otimes e^{\frac{ip}{4} \mathcal{G}_L},$$

(4.4)

to become vanishing.

These unwanted terms pose a problem because all of them involve only the fermionic generator $\mathcal{G}_L$ while we started with $\Omega_R$. There does not exist any generator in the algebra $\mathfrak{su}(1|1)^2$ that can transform either of these two fermionic generators into the other, so we need to make use of the outer automorphisms to get rid of the unwanted terms. In particular, the combination of generators we are looking for is

$$\exists \mathcal{I}_L = \mathcal{G}_L \otimes \Omega_L + \Omega_L \otimes \mathcal{G}_L - \alpha_R (\mathcal{P} \otimes t^0_+ + \mathcal{R} \otimes t^1_+) - \beta_R (t^0_+ \otimes \mathcal{P} + t^1_+ \otimes \mathcal{R}),$$

(4.5)

where $\alpha_A = -e^{i\rho A} \otimes e^{i\rho A}$ and $\beta_A = e^{i\rho A} \otimes e^{-i\rho A}$. We can check that now the commutators with all the labelled $R$ fermionic generators vanish while all the new contributions vanish when applied to a labelled $L$ fermionic generator. A similar combination can be written for the right copy of the algebra

$$\exists \mathcal{I}_R = \mathcal{G}_R \otimes \Omega_R + \Omega_R \otimes \mathcal{G}_R - \alpha_L (\mathcal{P} \otimes t^0_+ + \mathcal{R} \otimes t^1_+) - \beta_L (t^0_+ \otimes \mathcal{P} + t^1_+ \otimes \mathcal{R}),$$

(4.6)

which commutes with the two labelled $L$ fermionic generators. These two linear combinations of generators are the cornerstone to tackle the problem of the coproduct for the $\vartheta_{AB} = \pm 1$ case.

### 4.1.1 $\vartheta_{AB} = 0$ case

We will start by focusing on the case $\vartheta_{LR} = \vartheta_{RL} = 0$ case. This is the simplest to treat, as the restriction $\mathcal{P} = \mathcal{R} = 0$ completely separates the two algebras, so we can just consider equation (4.3) and write the appropriate subindices. However, it is interesting for later arguments to upgrade the fermionic tail with the expressions we wrote above even though the new terms give no contribution

$$\Delta \mathcal{J}_L(\vartheta_{AB} = 0) = \Delta_0 \mathcal{J}_L(\vartheta_{AB} = 0) + \frac{e^{-ip/4} \otimes e^{ip/4}}{4} \exists \mathcal{I}_L,$$

$$\Delta \mathcal{J}_R(\vartheta_{AB} = 0) = \Delta_0 \mathcal{J}_R(\vartheta_{AB} = 0) + \frac{e^{-ip/4} \otimes e^{ip/4}}{4} \exists \mathcal{I}_R.$$  

(4.7)

### 4.1.2 $\vartheta_{AB} = +1$ case

Let us now focus on the case $\vartheta_{LR} = \vartheta_{RL} = 1$. If we choose to set $\mathcal{J}_L = \mathcal{J}_R = \mathcal{I}$ with $\vartheta_{LR} = \vartheta_{RL} = 1$, then the action of $\mathcal{I}$ is perfectly analogous to what the action of $\mathcal{J} + \mathcal{I}$ is in the case where $\vartheta_{LR} = \vartheta_{RL} = 0$. At the level of the algebra, making this connection is unproblematic. At the level of the Hopf algebra, it is not. As we explained above, the $\vartheta_{LR} = \vartheta_{RL} = 0$ case exhibits problems with coproducts and central elements, so we set the latter to zero. However, if we want to draw some parallels between how the boost operators act for the different values of $\vartheta_{AB}$, the upgraded tails we used in equation (4.7) are necessary. In this way, they have the properties they need for us to write a similar relation for the coproduct of the boosts. Though, one needs to be be aware that by simple adding two $\vartheta_{LR} = \vartheta_{RL} = 0$ coproducts, the derivative term would appear twofold, hence it is necessary to subtract the so-obtained result by one $\Delta_0 \mathcal{J}$. This happens because at the end we have to identify $p_L = p_R$, so we are adding the derivative factor twice instead of once. Thus, the combination of generators that makes the coproduct map a homomorphism and that reduces to the correct expression for the short representations can be
expressed as
\[
\Delta \mathcal{J}(\mathcal{D}_{AB} = 1) = \Delta \mathcal{J}_L(\mathcal{D}_{AB} = 0) + \Delta \mathcal{J}_R(\mathcal{D}_{AB} = 0) - \Delta_0 \mathcal{J},
\]
\[
\Delta \mathcal{J}_L = \Delta_0 \mathcal{J}_L + \mathcal{J}_L [\mathcal{L}_R, \mathcal{J}_L] = \Delta_0 \mathcal{J}_L + \frac{e^{-\frac{\xi p}{2}} \otimes e^{\frac{\xi p}{2}}}{4} [2 \mathcal{L} \otimes \mathcal{L} + 2 \mathcal{L} \otimes \mathcal{L} - \alpha \mathcal{H} \otimes \mathcal{T} - \beta \mathcal{T} \otimes \mathcal{H}]
\]
\[
- \alpha \left[ \mathcal{P} \otimes (t^\lambda_+ + t^\lambda_-) + \mathcal{R} \otimes (t^\lambda_+ + t^\lambda_-) \right] - \beta \left[ (t^\lambda_+ + t^\lambda_-) \otimes \mathcal{P} + (t^\lambda_+ + t^\lambda_-) \otimes \mathcal{R} \right].
\]  
(4.9)

- **Short Representation**

A consistency check of our coproduct is to study the representation where \( \mathcal{G}_R = \mathcal{G}_L = \mathcal{G} \) and \( \mathcal{G}_R = \mathcal{G}_L = \mathcal{G} \), where it should reduce to the \( \mathfrak{su}(1|1) \) boost-symmetry computed in [32], which we reproduce in equation (4.3). One obstruction to evaluate \( \Delta \mathcal{J} \) in this representation is the fact that the generators of the outer automorphism are not well-defined in this representation. However, we will see that they appear in a particular linear combination that is well-defined. In this representation we also have \( \mathcal{J}_L = \mathcal{J}_R = \mathcal{P} = \mathcal{R} = \mathcal{J} \) and the coproduct of the boost becomes
\[
\Delta \mathcal{J} = \Delta_0 \mathcal{J} + \frac{e^{-\frac{\xi p}{2}} \otimes e^{\frac{\xi p}{2}}}{4} [2 \mathcal{L} \otimes \mathcal{L} + 2 \mathcal{L} \otimes \mathcal{L} - \alpha \mathcal{H} \otimes \mathcal{T} - \beta \mathcal{T} \otimes \mathcal{H}]
\]
where \( \mathcal{T} = t^\lambda_+ + t^\lambda_- + t^\rho_+ + t^\rho_- \). For this representation we can see that \([\mathcal{T}, \mathcal{J}] = \mathcal{J} \) and \([\mathcal{T}, \mathcal{G}] = \mathcal{G} \), which implies that
\[
[2 \mathcal{L} \otimes \mathcal{L} + 2 \mathcal{L} \otimes \mathcal{L} - \alpha \mathcal{H} \otimes \mathcal{T} - \beta \mathcal{T} \otimes \mathcal{H}, \Delta \mathcal{X}] = [\mathcal{L} \otimes \mathcal{L} + \mathcal{L} \otimes \mathcal{L}, \Delta \mathcal{X}]
\]
for \( \Delta \mathcal{X} = \mathcal{J} \) or \( \mathcal{G} \). Thus our coproduct map for the boost for the \( \mathcal{D}_{LR} = \mathcal{D}_{RL} = 1 \) reduces to the appropriate one in this representation.

**4.1.3 \( \mathcal{D}_{AB} = -1 \) case**

Let us now move to the case \( \mathcal{D}_{LR} = \mathcal{D}_{RL} = -1 \). First of all, we find that equation (4.2) seems to fix two of the central elements to be trivial in this case, due to the relation between the momenta. This is not the case because, although the boost behaves in this case very similarly to the case \( \mathcal{D}_{LR} = \mathcal{D}_{RL} = 1 \), the coproduct structure allows us more freedom as the central elements \( \mathcal{P} \) and \( \mathcal{R} \) fulfill now
\[
\Delta \mathcal{P} = \mathcal{P} \otimes 1 + 1 \otimes \mathcal{P}, \quad \Delta \mathcal{R} = \mathcal{R} \otimes 1 + 1 \otimes \mathcal{R}.
\]
Thus any dependence on the momentum now satisfies the cocommutativity property and the behaviour for them we deduced in equation (4.2) is not valid any more. Nevertheless, as there is nothing special about this point and from the commutation relations between \( \mathcal{P}, \mathcal{R} \) and \( \mathcal{J} \), we can fix the four central elements to be
\[
\mathcal{J}_L \propto \mathcal{J}_R \propto \mathcal{P} \propto \mathcal{R} \propto (e^{i p/2} - e^{-i p/2}) \mathcal{1},
\]
and a similar construction to the case \( \mathcal{D}_{LR} = \mathcal{D}_{RL} = 1 \) follows.

Finally, we want to comment that choosing the opposite sign for \( p_R \) in (4.2) just exchanges the behaviour between the cases \( \mathcal{D}_{LR} = \mathcal{D}_{RL} = \pm 1 \), so the same arguments apply there.

**4.2 The unbraided energy coproduct case**

In the above subsection, we constructed the coproduct of the boost generator for the case we denoted as “bosonically braided coproduct” in [32]. In this subsection, we want to complement it by computing the coproduct of the boost in the case we denoted as “bosonically unbraided” in said article.
This bosonically unbraided coproduct is defined by the following choice of coproducts for the fermionic generators

\[
\Delta \Omega_A = \Omega_A \otimes e^{i \frac{\phi}{2}} + e^{-i \frac{\phi}{2}} \otimes \Omega_A \\
\Delta \mathcal{S}_A = \mathcal{S}_A \otimes e^{-i \frac{\phi}{2}} + e^{i \frac{\phi}{2}} \otimes \mathcal{S}_A.
\]

In contrast with the bosonically braided case, here the coproduct of the boost also involves the hypercharge operator. In particular, for the short representation we found that

\[
\Delta J_L = A(p_1, p_2) J_L \otimes 1 + B(p_1, p_2) 1 \otimes J_L + F_+(p_1, p_2) \mathcal{S} \otimes \Omega \\
+ F_-(p_1, p_2) \Omega \otimes \mathcal{S} + G(p_1, p_2) [ \mathcal{B} \otimes 1 - 1 \otimes \mathcal{B} ]. 
\]  

(4.13)

There are multiple subtleties and ambiguities in the process of fixing the functions \(A, B, F_+, F_-\) and \(G\), which are discussed at length in [32]. One of the possible ways of fixing them is

\[
A(p_1, p_2) = B(p_2, p_1) = \cot \left( \frac{p_1}{2} \right) \cot \left( \frac{p_2 - p_1}{2} \right) \\
F_\pm(p_1, p_2) = e^{\pm \frac{p_1 + p_2}{4} \cot \left( \frac{p_1}{2} \right) \csc \left( \frac{p_2}{2} \right) - i \pm \cot \left( \frac{p_1 + p_2}{2} \right)} \\
G(p_1, p_2) = -\frac{1}{16} i \hbar \cos \left( \frac{p_1 - p_2}{4} \right) \csc \left( \frac{p_1 + p_2}{4} \right). 
\]

In order to construct an analogous \( \mathfrak{F}_A \) for this case, we also need to substitute any \( \mathcal{B} \) operator present in \( \Delta J_A \) by another operator that acts as the usual hypercharge on \( A \)-handed operators, whereas they would have to vanish on operators with the opposite handedness. We call these operators \( \mathcal{B}_A \) and they can be written in terms of the outer automorphisms as

\[
- i \mathcal{B}_R = t_0^R - t_0^\prime - t_3^A + t_3^R \\
- i \mathcal{B}_L = t_0^A - t_0^\prime + t_3^A + t_3^R
\]

With those operators we can write the following upgraded version of the tail

\[
\mathfrak{F}_L = G [ \mathcal{B}_L \otimes 1 - 1 \otimes \mathcal{B}_L ] + F_+ [ \mathcal{S}_L \otimes \Omega_L - \beta_R t_0^R \otimes \mathcal{P} + \beta_R \mathcal{R} \otimes t_3^R ] \\
+ F_- [ \mathcal{S}_L \otimes \Omega_L - \alpha_R \mathcal{P} \otimes t_3^A + \alpha_R t_3^R \otimes \mathcal{R} ], 
\]

(4.14)

\[
\mathfrak{F}_R = G [ \mathcal{B}_R \otimes 1 - 1 \otimes \mathcal{B}_R ] + F_+ [ \Omega_R \otimes \mathcal{S}_R + \alpha_L t_0^L \otimes \mathcal{P} - \alpha_L \mathcal{P} \otimes t_3^L ] \\
+ F_- [ \mathcal{S}_R \otimes \Omega_R + \beta_L \mathcal{R} \otimes t_3^R - \beta_L t_3^R \otimes \mathcal{P} ]. 
\]

(4.15)

Here, we have again \( \alpha_A = -e^{\mp p^A} \otimes e^{\mp p^A} \) and \( \beta_A = e^{-\mp p^A} \otimes e^{-\mp p^A} \).

Having constructed the \( \mathfrak{F}_A \) for this choice of fermionic coproducts, we can follow the prescription we used above, that is

\[
\Delta J_L (\partial_{AB} = 0) = \Delta_0 J_L (\partial_{AB} = 0) + \mathfrak{F}_L, \\
\Delta J_R (\partial_{AB} = 0) = \Delta_0 J_R (\partial_{AB} = 0) + \mathfrak{F}_R, \\
\Delta (\partial_{AB} = 1) = \Delta J_L (\partial_{AB} = 0) + \Delta J_R (\partial_{AB} = 0) - \Delta_0 J = \Delta_0 J + G (\mathcal{B} \otimes 1 - 1 \otimes \mathcal{B}) \\
+ F_+ ( \mathcal{S}_L \otimes \Omega_L + \Omega_R \otimes \mathcal{S}_R - \beta (t_0^R \otimes \mathcal{P} - \mathcal{R} \otimes t_3^R) - \alpha (\mathcal{P} \otimes t_3^L - t_3^R \otimes \mathcal{R}) ) \\
+ F_- ( \Omega_L \otimes \mathcal{S}_L + \mathcal{S}_R \otimes \Omega_R - \alpha (\mathcal{P} \otimes t_3^A - t_3^R \otimes \mathcal{R}) - \beta (t_3^A \otimes \mathcal{P} - \mathcal{R} \otimes t_3^R)).
\]

keeping in mind that we identify \( p_L = p_R \equiv p \) and that \( \mathcal{B}_R + \mathcal{B}_L = \mathcal{B} \).
differential algebras

\[ d_{LR} = \zeta_{HR} \]

\[ d_{RL} = \zeta_{HL} \]

\[ d_{AB} = +1 \]

\[ d_{AB} = -1 \]

\[ p_L = \pm p_R \]

separable algebras

\[ d_{LR} = 0 \]

\[ \phi_{RL} = 0 \]

\[ \phi_{LR} = \zeta \phi_L \]

\[ \phi_{HR} = \zeta \phi_{HR} \]

\[ \phi_{HL} = \zeta \phi_{HL} \]

Figure 1: On the left, we can see how the differentiable algebras are related to each other, whereas on the right we can see the genealogy of separable algebras. Notice the curious relation of \( \delta_{LR} \delta_{LR} = \zeta \delta_{LR} \) with both algebra types.

5 Conclusions

In this article, we have studied different consistent extensions of the centrally extended \( \mathfrak{su}(1|1)^2 \) algebra to the case where each copy depends on a different momenta. This shed some light on how to construct the coproduct map for the boost operator we can add to such an algebra, generalising the results obtained in [32] for short representations to any representation.

First, we investigated possible ways the boost operator is able to adjointly act on generators of opposite handedness (and by extension, also the central elements). By imposing consistency of the Jacobi identities, we arrive at six different algebras, some of which are the handedness-transformed of the other. Essentially, these can be classified in terms of two categories, as schematically depicted in Figure 1.

These names are explained by the most characteristic property of each of the two sets of algebras. The three separable algebras are characterised by the fact that they can be split into two well separated subalgebras that do not talk to each other. The differential algebras are characterised by the equation \( \delta_{LR} \delta_{RL} = 1 \), which can be understood as a consequence of the inverse function theorem if we understand the boost as a differential operator. The \( \delta_{LR} \delta_{LR} = \zeta \delta_{LR} \) is interesting, as it can both be understood as differential and separable at the same time.

After this close study of different algebras, we were able to construct coproduct maps for the boost operator \( \mathcal{J}_A \) for each of the cases. The crucial point in our construction is that such coproducts cannot be built with only elements of our algebra and we need to make use of the generators associated to the outer automorphisms group of \( \mathfrak{su}(1|1)^2 \) [8, 31]. They appear in the tail of \( \Delta \mathcal{J}_A \) as key ingredients to cancel out unwanted fermionic contributions in commutators. We have showed that it is enough for us to compute \( \Delta \mathcal{J}_A \) for the case \( \delta_{AB} = 0 \), as the remaining cases can be constructed by appropriate linear
combinations of the fermionic tails associated to them.

The most immediate extensions of this work is to consider the massive case, as we have restricted ourselves to the massless one so far. Another task would be to construct the coproduct map associated to the symmetry which in $AdS_5 \times S^5$ was computed for short representations by [24]. As in the case studied here, we expect the outer automorphisms to play a central role also in those situations, as they are known to be dual (in the sense of Hopf algebra) to the generators associated to the central extension [31]. In addition, it would be interesting to repeat the construction of the dual of the algebra performed in those two articles in our setting, as this will confirm that central generators and outer automorphisms are dual to each other. Furthermore, we would be able to check if the $R$-matrix obtained through that procedure still quasi-cocommutes with the coproduct of the boost we computed here.

An interesting point we have not studied in this paper is the antipode map and its action on the newly constructed coproduct map. An antipode would extend the bi-algebraic structure we have described in this article to a Hopf algebra. However, this computation would require a more profound knowledge of the action of the coproduct and the counit on the outer automorphisms that is beyond the scope of this article. Nevertheless, we plan to address this point in future publications.

Acknowledgements

We are grateful to Vidas Regelskis for reading the manuscript and providing very useful comments. LW is funded by a University of Surrey Doctoral College Studentship Award. This work is supported by the EPSRC-SFI grant EP/S020888/1 Solving Spins and Strings.

No data beyond those presented and cited in this work are needed to validate this study.

References

[1] N. Beisert and others, Review of AdS/CFT integrability: an overview, Lett. Math. Phys. 99 (2012) 3 [1012.3982 [hep-th]]. G. Arutyunov and S. Frolov, Foundations of the $AdS_5 \times S^5$ superstring. Part 1. J. Phys. A 42 (2009) 254003 [0901.4937 [hep-th]].

[2] R. A. Janik, The $AdS_5 \times S^5$ superstring worldsheet $S$-matrix and crossing symmetry, Phys. Rev. D 73 (2006), 086006 [arXiv:hep-th/0603038 [hep-th]]. C. Gomez and R. Hernández, The Magnon kinematics of the AdS/CFT correspondence, JHEP 0611 (2006) 021 [hep-th/0608029]. J. Plefka, F. Spill and A. Torrielli, On the Hopf algebra structure of the AdS/CFT $S$-matrix, Phys. Rev. D 74 (2006) 066008 [hep-th/0608038].

[3] V. G. Drinfeld, Hopf algebras and the quantum Yang-Baxter equation, Sov. Math. Dokl. 32 (1985) 254 [Dokl. Akad. Nauk Ser. Fiz. 283 (1985) 1060]. • V. G. Drinfeld, Quantum groups, Proc. Int. Congr. of Mathematicians, Berkeley 1986, AMS (1987) 798. • V. Chari and A. Pressley, A guide to quantum groups, Cambridge Univ. Press, 1994. S. Khoroshkin and V. Tolstoi, Yangian double, Lett. Math. Phys 36 (1996) 373 [hep-th/9406194]. • A. Molev, M. Nazarov and G. Olshansky, Yangians and classical Lie algebras, Russ. Math. Surveys 51 (1996) 205 [hep-th/9409025]. • N. MacKay, Introduction to Yangian symmetry in integrable field theory, Int. J. Mod. Phys. A 20 (2005) 7189 [hep-th/0409183]. • A. Molev, Yangians and classical Lie algebras, Mathematical Surveys and Monographs, 143, AMS, Providence, RI, 2007. N. Beisert, The $S$-matrix of AdS/CFT and
Yangian symmetry, PoS SOLVAY (2006) 002 [arXiv:0704.0400]. A. Torrielli, Yangians, S-matrices and AdS/CFT, J. Phys. A 44 (2011) 263001 [arXiv:1104.2474].

V. G. Drinfeld, A New realization of Yangians and quantized affine algebras, Sov. Math. Dokl. 36 (1988) 212. F. Spill and A. Torrielli, On Drinfeld’s second realization of the AdS/CFT su(2|2) Yangian, J. Geom. Phys. 59 (2009) 489 [arXiv:0803.3194 [hep-th]].

N. Beisert, The su(2|2) dynamic S-matrix, Adv. Theor. Math. Phys. 12 (2008) 945 [hep-th/0511082]. G. Arutyunov, S. Frolov, J. Plefka, and M. Zamaklar, The off-shell symmetry algebra of the light-cone AdS5 × S5 superstring, J. Phys. A 40 (2007) 3583 [hep-th/0609157].

T. Matsumoto, S. Moriyama, and A. Torrielli, A secret symmetry of the AdS/CFT S-matrix, JHEP 09 (2007) 099 [0708.1285 [hep-th]]. N. Beisert and F. Spill, The classical r-matrix of AdS/CFT and its Lie bialgebra structure, Commun. Math. Phys. 285 (2009) 537 [0708.1762 [hep-th]].

M. de Leeuw, T. Matsumoto, S. Moriyama, V. Regelskis and A. Torrielli, Secret Symmetries in AdS/CFT, Phys. Scripta 02 (2012) 028502 [arXiv:1204.2366 [hep-th]].

O. Ohlsson Sax and B. Stefaniak, Integrability, spin-chains, and the AdS3/CFT2 correspondence, JHEP 1108 (2011) 029 [1106.2558 [hep-th]].

R. Borsato, O. Ohlsson Sax, and A. Sfondrini, A dynamic su(1|1)^2 S-matrix for AdS3/CFT2, JHEP 1304 (2013) 113 [1211.5119 [hep-th]]. R. Borsato, O. Ohlsson Sax, and A. Sfondrini, All-loop Bethe ansatz equations for AdS3/CFT2, JHEP 1304 (2013) 116 [1212.0505 [hep-th]]. R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefaniak, and A. Torrielli, The all-loop integrable spin-chain for strings on AdS3 × S3 × T^4: the massive sector, JHEP 1308 (2013) 043 [1303.5995]. R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefaniak, Jr. and A. Torrielli, Dressing phases of AdS3/CFT2, Phys. Rev. D 88 (2013) 066004 [arXiv:1306.2512 [hep-th]].

N. Rughoonauth, P. Sundin, and L. Wulff, Near BMN dynamics of the AdS3 × S3 × S3 × S1 superstring, JHEP 1207 (2012) 159 [1204.4742 [hep-th]]. P. Sundin and L. Wulff, The complete one-loop BMN S-matrix in AdS3 × S3 × T^4, JHEP 1606 (2016) 062 [arXiv:1605.01632 [hep-th]]. R. Borsato, O. Ohlsson Sax, A. Sfondrini and B. Stefaniak, The complete AdS3 × S3 × T^4 worldsheet S matrix, JHEP 1410 (2014) 66 [arXiv:1406.0453 [hep-th]]. R. Borsato, O. Ohlsson Sax, A. Sfondrini and B. Stefaniak, The AdS3 × S3 × S1 worldsheet S matrix, J. Phys. A 48 (2015) 415401 [arXiv:1506.00218 [hep-th]].
Two-dimensional AdS factorized AdS equations in Classifying Stringy On and the gravitons D5-brane functions
Massless Yangian limit Massless sigma theory of cuts, JHEP spectrum dressing Modes, Nucl.

Higgs factors, and Massless ansatz, Phys. Rev. D and nearest-neighbour Integrability Macroscopic scattering Three-point stringy Bethe unitarity Massless TBA, and Interacting of On the massless modes of the massless Bethe of its interactions topological on and and AdS theories in terms, Nucl. Phys. B limitations AdS, string plane-wave spin strings the on and and on AdS Lüsher the the theories in worldsheet the Symmetry D1 from AdS BPS worldsheet from of of integrable spectrum for holographic limit as asymptotic giant in AdS moduli Wess-Zumino-Witten Generalised Field field for The of and AdS3/CFT2 scattering strings holography, arXiv:1907.13144 [hep-th]. A. Prinsloo, AdS unitarity dual Integrable models, JHEP worldsheet, JHEP (1+1)-dimensions, hep-th/9310058.

Sector, arXiv:2002.12060 [hep-th]. String

Low-energy (and String

Microscopic) the on and and and AdS3/CFT2 holography, arXiv:1907.13144 [hep-th]. A. Prinsloo, D1 and D5-brane giant gravitons

[14] M. Beccaria, F. Levkovich-Misyuk, G. Macorini, and A. Tseytlin, Quantum corrections to spinning superstrings in $AdS_3 \times S^3 \times M^4$; determining the dressing phase, JHEP 1304 (2013) 006 [1211.6090 [hep-th]]. P. Sundin and L. Wulff, World-sheet scattering in $AdS_3/CFT_2$, JHEP 1307 (2013) 007 [1302.5349 [hep-th]]. L. Bianchi, V. Forini, and B. Hoare, Two-dimensional S-matrices from unitarity cuts, JHEP 1307 (2013) 088 [1304.1798 [hep-th]]. O. T. Engelund, R. W. McKeown and R. Roiban, Generalised unitarity and the worldsheet S-matrix in $AdS_n \times S^2 \times M^{10-2n}$, JHEP 1308 (2013) 023 [arXiv:1304.4281]. L. Bianchi and B. Hoare, $AdS_3 \times S^3 \times M^4$ string S-matrices from unitarity cuts, JHEP 1408 (2014) 097 [arXiv:1405.7947 [hep-th]].

[15] O. Ohlsson Sax, B. Stefaniška, and A. Torrielli, On the massless modes of the $AdS_3/CFT_2$ integrable systems, JHEP 1303 (2013) 109 [1211.1952 [hep-th]]. R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefaniška, Jr. and A. Torrielli, On the dressing factors, Bethe equations and Yangian symmetry of strings on $AdS_3 \times S^3 \times T^4$, J. Phys. A 50 (2017) 024004 [arXiv:1607.00914]. O. Ohlsson Sax, A. Sfondrini and B. Stefaniška, Integrability and the Conformal Field Theory of the Higgs branch, JHEP 1506 (2015) 103 [arXiv:1411.3676 [hep-th]]. M. Baggio, O. Ohlsson Sax, A. Sfondrini, B. Stefaniška and A. Torrielli, Protected string spectrum in AdS3/CFT2 from worldsheet integrability, arXiv:1701.03501 [hep-th].

[16] A. B. Zamolodchikov and A. B. Zamolodchikov, Massless factorized scattering and sigma models with topological terms, Nucl. Phys. B 379 (1992) 602. P. Fendley and H. Saleur, Massless integrable quantum field theories and massless scattering in (1+1)-dimensions, hep-th/9310058.

[17] D. Bombardelli, B. Stefaniška and A. Torrielli, The low-energy limit of $AdS_3/CFT_2$ and its TBA, JHEP 1810 (2018) 177 [arXiv:1807.07775 [hep-th]].

[18] T. Lloyd and B. Stefaniška, $AdS_3/CFT_2$, finite-gap equations and massless modes, JHEP 1404 (2014) 179 [1312.3268 [hep-th]]. M. C. Abbott, Comment on strings in $AdS_3 \times S^3 \times S^3 \times S^1$ at one loop, JHEP 1302 (2013) 102 [1211.5587 [hep-th]]. M. C. Abbott and I. Aniceto, Macroscopic (and Microscopic) Massless Modes, Nucl. Phys. B 894 (2015) 75 [arXiv:1412.6380 [hep-th]]. M. C. Abbott and I. Aniceto, Massless Lüscher terms and the limitations of the AdS3 asymptotic Bethe ansatz, Phys. Rev. D 93 (2016) no.10, 106006 [arXiv:1512.08761 [hep-th]]. M. C. Abbott and I. Aniceto, Integrable Field Theories with an Interacting Massless Sector, arXiv:2002.12060 [hep-th].

[19] L. Eberhardt, M. R. Gaberdiel, R. Gopakumar and W. Li, BPS spectrum on $AdS_3 \times S^3 \times S^3 \times S^1$, arXiv:1701.03552 [hep-th]. M. R. Gaberdiel, R. Gopakumar and C. Hull, Stringy AdS3 from the worldsheet, JHEP 1707 (2017) 090 [arXiv:1704.08665 [hep-th]]. L. Eberhardt, M. R. Gaberdiel and W. Li, A holographic dual for string theory on $AdS_3 \times S^3 \times S^3 \times S^1$, JHEP 1708 (2017) 111 [arXiv:1707.02705 [hep-th]]. O. Ohlsson Sax and B. Stefaniška, Closed strings and moduli in $AdS_3/CFT_2$, JHEP 1805 (2018) 101 [arXiv:1804.02023 [hep-th]]. M. de Leeuw, C. Paletta, A. Przybytko, A. L. Retore and P. Ryan, Classifying nearest-neighbour interactions and deformations of AdS, arXiv:2003.04332 [hep-th]. A. Dei, M. R. Gaberdiel and A. Sfondrini, The plane-wave limit of $AdS_3 \times S^3 \times S^3 \times S^1$, JHEP 1808 (2018) 097 [arXiv:1805.09154 [hep-th]]. A. Dei and A. Sfondrini, Integrable spin chain for stringy Wess-Zumino-Witten models, JHEP 1807 (2018) 109 [arXiv:1806.00422 [hep-th]]. A. Dei, L. Eberhardt and M. R. Gaberdiel, Three-point functions in $AdS_3/CFT_2$ holography, arXiv:1907.13144 [hep-th]. A. Prinsloo, D1 and D5-brane giant gravitons.
on $\text{AdS}_3 \times S^3 \times S^3 \times S^1$, JHEP 1412 (2014) 094 [arXiv:1406.6134 [hep-th]]. A. Prinsloo, V. Regelskis and A. Torrielli, Integrable open spin-chains in $\text{AdS}_3/\text{CFT}_2$ correspondences, Phys. Rev. D 92 (2015) no.10, 106006 [arXiv:1505.06767 [hep-th]]. M. C. Abbott, J. Murugan, S. Penati, A. Pittelli, D. Sorokin, P. Sundin, J. Tarrant, M. Wolf and L. Wulff, T-duality of Green-Schwarz superstrings on $\text{AdS}_d \times S^d \times M^{10-2d}$, JHEP 1512 (2015) 104 [arXiv:1509.07678 [hep-th]]. L. Wulff, On integrability of strings on symmetric spaces, JHEP 1509 (2015) 115 [arXiv:1505.03525 [hep-th]].

B. Hoare, N. Levine and A. A. Tseytlin, On the massless tree-level $S$-matrix in 2d sigma models, J. Phys. A 52 (2019) no.14, 144005 [arXiv:1812.02549 [hep-th]]. A. Pittelli, A. Torrielli and M. Wolf, Secret symmetries of type IIB superstring theory on $\text{AdS}_3 \times S^3 \times M^4$, J. Phys. A 47 (2014) no.45, 455402 [arXiv:1406.2840 [hep-th]].

V. Regelskis, Yangian of $\text{AdS}_3/\text{CFT}_2$ and its deformation, J. Geom. Phys. 106 (2016) 213 [arXiv:1503.03799 [math-ph]].

A. Pittelli, Yangian Symmetry of String Theory on $\text{AdS}_3 \times S^3 \times S^3 \times S^1$ with Mixed 3-form Flux, Nucl. Phys. B 935 (2018) 271 [arXiv:1711.02468 [hep-th]]. J. M. Nieto García and A. Torrielli, Norms and scalar products for $\text{AdS}_3$, [arXiv:1911.06590 [hep-th]].

C. Gomez and R. Hernández, Quantum deformed magnon kinematics, JHEP 0703 (2007) 108 [hepth/0701200]. C. A. S. Young, $q$-deformed supersymmetry and dynamic magnon representations, J. Phys. A 40 (2007) 9165 [arXiv:0704.2069 [hep-th]].

R. Borsato and A. Torrielli, $q$-Poincaré supersymmetry in $\text{AdS}_3 / \text{CFT}_4$, Nucl. Phys. B 928 (2018) 321 [arXiv:1706.10265 [hep-th]].

A. Fontanella and A. Torrielli, Geometry of Massless Scattering in Integrable Superstring, JHEP 1906 (2019) 116 [arXiv:1903.10759 [hep-th]].

A. Fontanella, O. Ohlsson Sax, B. Stefanski and A. Torrielli, The effectiveness of relativistic invariance in $\text{AdS}_4$, JHEP 1907 (2019) 105 [arXiv:1905.00757 [hep-th]].

P. Turkowski, “Solvable Lie algebras of dimension six”, Journal of Mathematical Physics 31 (1990) no.6, 1344-1350 doi:10.1063/1.528721.

G. Arutyunov, M. de Leeuw and S. J. van Tongeren, “The Quantum Deformed Mirror TBA I,” JHEP 1210 (2012) 090 [arXiv:1208.3478 [hep-th]].

N. Beisert, M. de Leeuw and R. Hecht, “Maximally extended $\mathfrak{sl}(2|2)$ as a quantum double,” J. Phys. A 49 (2016) no.43, 434005 [arXiv:1602.04988 [math-ph]]. N. Beisert, R. Hecht and B. Hoare, “Maximally extended $\mathfrak{sl}(2|2)$, $q$-deformed $\mathfrak{d}(2, 1; \epsilon)$ and 3D kappa-Poincaré,” J. Phys. A 50 (2017) no.31, 314003 [arXiv:1704.05093 [math-ph]].
[32] J. M. N. Garcia, A. Torrielli and L. Wyss, “Boost generator in AdS$_3$ integrable superstrings for general braiding”, [arXiv:2004.02531 [hep-th]].

[33] R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefanski and A. Torrielli “The all-loop integrable spin-chain for strings on AdS$_3 \times$ S$^3 \times$ T$^4$: the massive sector”, JHEP 0813 (2013) 043 [arXiv:1303.5995 [hep-th]].

[34] W. A. de Graaf “Classification of Solvable Lie Algebras”, Experiment. Math. 14 (2005) no.1, 15–25 [arXiv:0404071 [math]].