DVGAN: Stabilize Wasserstein GAN training for time-domain Gravitational Wave physics
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Abstract—Simulating time-domain observations of gravitational wave (GW) detector environments will allow for a better understanding of GW sources, augment datasets for GW signal detection and help in characterizing the noise of the detectors, leading to better physics. This paper presents a novel approach to simulating fixed-length time-domain signals using a three-player Wasserstein Generative Adversarial Network (WGAN), called DVGAN, that includes an auxiliary discriminator that discriminates on the derivatives of input signals. An ablation study is used to compare the effects of including adversarial feedback from an auxiliary derivative discriminator with a vanilla two-player WGAN. We show that discriminating on derivatives can stabilize the learning of GAN components on 1D continuous signals during their training phase. This results in smoother generated signals that are less distinguishable from real samples and better capture the distributions of the training data. DVGAN is also used to simulate real transient noise events captured in the advanced LIGO GW detector.

Index Terms—Machine Learning, Deep Learning, GAN, Time Series, Gravitational Waves, Physics, Data Augmentation, Big Data

I. INTRODUCTION

Generating high-fidelity, synthetic time-domain signals has applications in many areas including medical [1], music [2], and particularly relevant to this study, gravitational wave (GW) physics [3]. GW physics has entered the forefront of astrophysics and cosmology since the first detection of gravitational waves in 2015, setting the course for a new era of observational astrophysics. Since then, many other black hole mergers have been detected by advanced LIGO and advanced Virgo detectors [4] [5].

Compact binary coalescence mergers, such as black hole mergers, are detected through the process of matched-filtering [6], where detector outputs are compared against a large template bank of modelled waveforms that are calculated from Einstein’s General Relativity equations. GW physics also requires the identification and study of unmodelled, transient waveforms embedded in detector data, known as GW ‘bursts’. Bursts are typically of short duration, and cannot be accurately modelled with current technology. Astrophysical sources for burst events include events such as core-collapse supernovae [7] and neutron star post-mergers [8], although other potential sources have yet to be explained. Unlike modelled searches, burst waveforms cannot be identified by matched-filtering. Instead, such model-free detection algorithms typically investigate excess power in the time-frequency representation of the data to identify the signal from noise [9], and rely on such signals being picked up in multiple detectors. These methods are hindered by the occurrence of non-Gaussian transient noise events, known as ‘glitches’. Glitches have durations typically on the order of sub-seconds and can be difficult to differentiate from signals originating from astrophysical sources. Their causes can be environmental (e.g., earthquakes, wind) or systematic (e.g. scattered light), although in multiple cases, their sources remain unknown [10].

Ongoing upgrades to advanced detector systems, and in particular, the introduction of next-gen GW detectors in the coming years, such as the Einstein Telescope (ET) [11] and Cosmic Explorer [12], will give rise to new challenges in GW data analysis. Modelled and unmodelled detections originating from all sources are expected to significantly increase i.e. it is estimated that the ET will detect one compact binary coalescence (CBC) event approximately every 6s. Furthermore, there will be many classes of sources visible in the detectors at the same time, while other sources interpreted as transients in current detectors will occur in next-gen detector bands for hours or even days (i.e. inspiral signals could stay within sensitive frequency bands for up to 10 days, for the lightest systems, and as briefly as a few 100 milliseconds for the heaviest ones), resulting in overlapping signals. This will lead to higher uncertainty in parameter estimations of GW sources.

Perhaps the biggest challenge will lie in matched-filter analysis since the number of templates grows approx. as $f_s^{-11/3}$, where $f_s$ is the frequency below which a negligible amount of signal-to-noise ratio is accumulated. The value of $f_s$ could be a factor of 20-40 times smaller for next-gen detectors, resulting in a massive increase in search templates and alarm rates, possibly rendering matched-filtering techniques infeasible [11]. These environments will require a paradigm shift in the way GW data is currently analyzed, taking GW physics into the realm of Big Data. New efficient, online reconstruction methods will be required to handle the vast quantities of data from multiple detector outputs and the expanded signal space.

Although still in its infancy in GW physics, deep learning (DL) has shown great potential in GW data analysis, matching the sensitivity of match-filtering for advanced LIGO and
advanced Virgo GW searches [13]. In cases where waveforms of interest are rare, are unmodelled, or are not well understood, datasets of sufficient size cannot be constructed to train DL models. When real data is limited, the ability to simulate representative synthetic data is particularly valuable. Generative Adversarial Networks (GANs) [14] have grown popular in synthetic data generation since their inception in 2015. Although their impact has been largely seen in computer vision, recently their utility has been increasing for time series and sequence generation [15]. In this paper, we employ a new variant of 1D GAN, called Dual-Discriminator Derivative GAN (DVGAN) that includes two discriminators rather than the usual single discriminator to simulate proxy GW signals. A second auxiliary network is trained to distinguish the derivatives of real and synthetic signals during training.

This paper is structured as follows; in section II, we address the state-of-the-art (SOTA) in synthetic sequence generation and current data augmentation approaches in GW physics, and motivate the data augmentation framework proposed in this study. In section III, we discuss concepts relating to GANs and their application to sequential data. In section IV, we present the methods followed in this research, introducing the datasets, the DVGAN architecture and the training scheme. In section V, we present the results of synthetic data produced by the DVGAN under benchmark experiments, comparing them with the vanilla two-player case that otherwise has the same base architecture. Finally, section VI presents the conclusions of this research with avenues for future research.

II. RELATED WORK

Most of the attention brought to GANs [14] has remained in computer vision and image generation. In particular, they have been studied extensively in the context of GW physics to augment datasets where studies have largely been restricted to the case of 2D spectrogram data [17], examples of which are shown in Figure 1. This is not surprising, since important algorithms used to identify GW waveforms utilize spectrogram representations of time-series signals (eg. [18]). However, a relatively new niche for GANs has emerged in the development of high-fidelity and diverse time series data.

There are multiple reasons why simulating the time-series representation of GW strain data is desirable. Firstly, this is the representation of the data that is directly measured by GW detectors, and if DL algorithms can be trained in the 1D space, this may circumvent the need for computationally expensive transformations to the time-frequency representation. Second is the flexibility offered by simulating time-domain signals, where signals can be easily manipulated, in contrast to spectrogram data. This might provide an avenue to explore the space of overlapping signals, a problem expected from next-gen detectors, as described in Section I. Finally, phase information is lost through spectrogram transforms, while glitch signals in particular are obscured by detector background. Should relevant waveforms be simulated effectively, transforming to the spectrogram domain is trivial, while the reverse is not.

The work presented in this paper falls in the realm of continuous time series data generation. Multiple studies have implemented the GAN framework within the temporal setting, many of which are described in [15]. These works typically inherit recurrent-based networks (i.e. LSTM, GRU) within the GAN components [19] [20].

A prominent challenge in time series data generation is that long time series data streams can greatly increase the dimensionality requirements of generative modelling using recurrent-based architectures. This may render such approaches infeasible for the datasets applicable to this research, which comprise large sequences of hundreds and even thousands of data points. In the previously described studies, they have proven their effectiveness on relatively short time series signals. One study attempts to address this issue by developing a metric called Sig-Wasserstein-1 that captures time series models’ temporal dependency and uses it as a discriminator in a time series GAN [21]. However, its performance has only been reported on non-differentiable financial datasets rather than smooth waveforms.

One study that makes progress in generating longer sequences analogous to GW waveforms is presented in [22], where a GAN framework is implemented on generalised burst waveforms that are analogous signals to those observed in GW detectors. They condition a convolutional GAN, called McGANn, on 5 different waveform classes and show that they can generate class-interpolated, hybrid waveforms by conditioning their GAN on a mix of the input classes through the continuous sampling of the class space. They show the usefulness of their generated data by training CNNs on detecting the waveforms in additive Gaussian noise, training them on waveforms generated by different sampling methods in their class space.

A similar approach to simulating noise events is presented in
In this study, a 1D convolutional Wasserstein GAN is implemented on actual glitch events found in the Advanced LIGO detector. The study deals with one glitch class, the blip glitch. Their work relies on that of Gravity Spy [24], a deep learning classifier used to classify gravitational wave and glitch events that uses citizen science and domain expert knowledge to label training data observed in GW detectors [25]. They evaluate their synthetic data using confidences provided by the Gravity Spy classifier, while also using similarity metrics to evaluate their synthetic generations compared to the original training data.

In contrast to the above studies, the work presented here aims to generate comparatively large 1D continuous signals using a novel GAN architecture comprising a three-player game with two discriminators and one generator, all being convolutional (with fully connected layers). GANs consisting of three players have already been explored for various tasks. For example, one study couples GANs with auxiliary classifiers for downstream tasks, encouraging the generation of samples that are difficult to classify for the classifier, thus boosting its performance [26]. Another approach also uses an auxiliary classifier to perform facial recognition on real and generated samples from the GAN to encourage the generator to synthesize faces that preserve identity, allowing faster convergence [27].

One dual discriminator GAN study gives two discriminators the objective of minimizing both the KL and reverse KL divergences between data distribution and the distribution induced from the data generated by the generator, respectively [28]. The authors show that this is an effective way to mitigate mode collapse (where only a few high-fidelity samples can be generated with little variety). While the three-player GAN presented in this work also aims to give additional adversarial feedback, it does this by looking at two different representations of the data, one being the original signal, and the other being the derivative signal. To the best of our knowledge, this approach has yet to be explored.

### III. Generative Adversarial Networks

Typically as an unsupervised algorithm, GANs [14] learn to generate representative samples of the training set through the adversarial process, in which two model components are set to compete with one another; a discriminator, which is designed to distinguish between real and fake data, with the objective of minimizing the classification error; and a generator, which performs a mapping from a fixed length vector to its representation of the data, with the objective of maximizing the discriminator’s classification error on synthetic samples.

The generator’s input vector is drawn randomly from a Gaussian distribution, which is referred to as a latent space comprised of latent variables. The latent space is a compressed representation of a data distribution to which the generator applies meaning during training. Sampling points in this space allows the generator to produce a variety of different generations, with different points corresponding to different features in the generations. The discriminator maps its input to a probability that the input comes from either the training data (real) or the generator (fake). During training, the discriminator and generator are updated using batches of data. Random latent vectors are given to the generator to produce a batch of fake samples and an equal batch of real samples is taken from the training data. The discriminator makes predictions on the real and fake samples and the model is updated by minimizing a loss function.

Early GAN approaches have been shown to work well under some problem conditions and model configurations, however, they suffer from issues such as vanishing gradients. GANs are known for their difficulty to train, and numerous studies have been centred around methods to stabilize the training process. Wasserstein GANs [29] are a particular variant that uses the Wasserstein-1 distance (W1) as the loss function, which measures the similarity between two distributions. W1 increases monotonically while never saturating, and is a meaningful loss metric, even for two disjoint distributions. Since it is continuous and differentiable, it yields reliable gradients, allowing for the discriminator to be trained until optimality. Under this paradigm, the optimization problem can be formulated as

\[
\theta_{opt} = \arg \min_{\theta} W1(P_x||P_\hat{x})
\]

where \(P_x\) and \(P_\hat{x}\) are real and generated distributions respectively. Equation 1 can be written as

\[
\theta_{opt} = \arg \min_{\theta} \max_{\phi} \frac{1}{2} \mathbb{E}_{x \sim P_x} [D(x,\phi)] + \frac{1}{2} \mathbb{E}_{\hat{x} \sim P_\hat{x}} [D(\hat{x},\phi)]
\]

with the discriminator loss given by

\[
L(\phi, \theta) = -\mathbb{E}_{x \sim P_x} [D(x,\phi)] + \mathbb{E}_{\hat{x} \sim P_\hat{x}} [D(\hat{x},\phi)]
\]

where \(\hat{x} = G(z, \theta)\) and \(z\) being a batch of the generator’s latent vector. \(D\) and \(G\) refer to the discriminator and the generator with parameters \(\phi\) and \(\theta\), respectively. \(\mathbb{E}_{x \sim P_x}\) averages over a batch of real samples \(x\), while \(\mathbb{E}_{\hat{x} \sim P_\hat{x}}\) averages over a batch of generated samples \(\hat{x}\). Equation 1 imposes the constraint of 1-Lipschitz continuity on \(D\) [29]. Although this can be accomplished by clipping the weights of the discriminator, it has been shown that adding a regularization penalty called the gradient penalty (GP) to the discriminator loss is superior [30]. The discriminator loss then becomes

\[
L_D = L(\phi, \theta) + \lambda GP(\phi)
\]

with

\[
GP(\phi) = \mathbb{E}_{\hat{x} \sim P_\hat{x}} \left[ || \nabla x D(\hat{x},\phi) ||_2 - 1 \right]^2
\]

and where \(\lambda\) represents the regularization hyperparameter, \(|| . ||_2\) represents the L2-norm and \(\hat{x}\) is evaluated following

\[
\hat{x} = \hat{x}t + x(1 - t)
\]

with \(t\) uniformly sampled \(\sim [0, 1]\).
Wasserstein GANs [32]. While weight clipping can enforce the Lipschitz condition everywhere, the gradient penalty method does not. Wei et al. [33] propose an additional regularization method to overcome this challenge where an additional penalization term is added to the loss from Equation 4, known as the consistency term. This approach involves using dropout layers in the discriminator to achieve two perturbed versions of the real samples \( x \). This results in two different estimates \( D(x') \) and \( D(x'') \), with a loss being calculated from the two perturbed outputs. This approach is omitted from this study for the sake of simplicity and to save computational expense, although it is considered that the proposed DVGAN method will be similarly effective under such regularization.

When updating the generator, errors are propagated through the entire network, from \( D \) to \( G \). Naturally, updates are made only on generated samples from \( G \). The generator loss is written as

\[
L_G(\phi) = -\mathbb{E}_{\hat{x} \sim P_\hat{x}} [D(\hat{x}, \phi)]
\]  

In the case of two discriminators being applied to two different representations of the input data, the total generator loss is written as

\[
L_G(\phi_1, \phi_2, \theta) = -\eta_1 \mathbb{E}_{\hat{x}_1 \sim P_{\hat{x}_1}} [D_1(\hat{x}_1, \phi_1)] \\
- \eta_2 \mathbb{E}_{\hat{x}_2 \sim P_{\hat{x}_2}} [D_2(\hat{x}_2, \phi_2)]
\]  

where \( D_1 \) and \( D_2 \) represent the first and second discriminators. Here \( \hat{x}_1 \) and \( \hat{x}_2 \) represent synthetic samples from both representations of the data, \( P_{\hat{x}_1} \) and \( P_{\hat{x}_2} \) are the distributions of the two representations of generated data and \( \eta_1 \) and \( \eta_2 \) are hyperparameters to tune that control the relative strength of the losses from respective discriminators.

IV. METHODS

A. Dual-Discriminator Derivative GAN (DVGAN)

This research is centered around a novel GAN architecture for generating 1D continuous signals. The adversarial process that is featured in GANs, where two model components compete against one another can result in a difficult and unstable training process. When dealing with complicated signals, GANs lacking the appropriate architecture can struggle to converge or can fall into a local minimum and suffer mode collapse. Finding equilibrium between the two components is the main challenge in training GANs. Failures in convergence and failure modes can be identified using loss plots. Motivated by the challenge of a convergent training process and noise artifacts commonly observed in 1D signals generated by WGANs, a second discriminator is also implemented that discriminates on the derivatives of real and fake signals, which is the primary novelty in this research. Figure 2 shows a diagram of the architecture of the resulting three-player GAN framework, compared to a typical two-player GAN. This additional model component can be seen as a further degree of regularization by giving information on the rate of change of signals.

For the derivative discriminator, Equation 3 can be written as

\[
L(\phi_2, \theta) = -\mathbb{E}_{\frac{dx}{dt} \sim P_{\frac{dx}{dt}}} [D_2\left(\frac{dx}{dt}, \phi_2\right)] \\
+ \mathbb{E}_{\frac{d\hat{x}}{dt} \sim P_{\frac{d\hat{x}}{dt}}} [D_2\left(\frac{d\hat{x}}{dt}, \phi_2\right)]
\]  

while the total generator loss from Equation 8 combines the losses from both discriminators, written as

\[
L_G(\phi_1, \phi_2, \theta) = -\eta_1 \mathbb{E}_{\hat{x} \sim P_{\hat{x}}} [D_1(\hat{x}, \phi_1)] \\
- \eta_2 \mathbb{E}_{\frac{d\hat{x}}{dt} \sim P_{\frac{d\hat{x}}{dt}}} [D_2\left(\frac{d\hat{x}}{dt}, \phi_2\right)]
\]  

where \( D_1 \) and \( D_2 \) represent the respective discriminators with weights \( \phi_1 \) and \( \phi_2 \).

The network architecture utilizes deep convolutional networks for the generator and both discriminators. GANs are sensitive to the size of components and their architectures, therefore, the discriminator and the generator of the WGAN maintain a similar number of parameters (4.1M), and mirror each other in terms of their architecture. The derivative
discriminator of DVGAN comprises a significantly smaller architecture with only about 1.6% (68k) of the number of parameters of the base discriminator (the base discriminator and generator are identical to the corresponding components of the WGAN). The generator uses strided transposed convolutions with BatchNormalization in the first layer and a stride of 2 for upsampling.

The base discriminator mirrors the generator architecture without BatchNormalization but uses dropout and a stride of 2 in the convolutional layers for downsampling. Both discriminators and the generator employ a kernel size of 5 and use LeakyReLU and ReLU activations respectively, except for their last layers. A linear activation is used for the final generator layer (guaranteeing positive and negative outputs), and sigmoid activations are used for the final layer of both discriminators (representing the probability of a signal being synthetic). It is found that a smaller network can be utilized in the derivative discriminator and still yield superior results. A Wasserstein loss function is used with RMSprop as the optimizer, with a learning rate of $10^{-4}$. WGAN training can become unstable using momentum-based optimizers such as ADAM, and it is reported in the original WGAN paper that RMSprop provides more stable training [34]. The GP regularization method described in Section III is also included in the losses of both discriminators. Throughout experimentation, $\eta_1$ and $\eta_2$ in Equation 10 are both maintained at 0.5 (arbitrarily, optimization is not the focus of this study).

When training a GAN, the generator and discriminator must be updated at particular rates to achieve convergence. Updating the discriminator is more challenging since samples must be updated at particular rates to achieve convergence. The discriminator of DVGAN comprises a significantly smaller architecture with only about 1.6% (68k) of the number of parameters of the base discriminator (the base discriminator and generator are identical to the corresponding components of the WGAN). The generator uses strided transposed convolutions with BatchNormalization in the first layer and a stride of 2 for upsampling.

The base discriminator mirrors the generator architecture without BatchNormalization but uses dropout and a stride of 2 in the convolutional layers for downsampling. Both discriminators and the generator employ a kernel size of 5 and use LeakyReLU and ReLU activations respectively, except for their last layers. A linear activation is used for the final generator layer (guaranteeing positive and negative outputs), and sigmoid activations are used for the final layer of both discriminators (representing the probability of a signal being synthetic). It is found that a smaller network can be utilized in the derivative discriminator and still yield superior results. A Wasserstein loss function is used with RMSprop as the optimizer, with a learning rate of $10^{-4}$. WGAN training can become unstable using momentum-based optimizers such as ADAM, and it is reported in the original WGAN paper that RMSprop provides more stable training [34]. The GP regularization method described in Section III is also included in the losses of both discriminators. Throughout experimentation, $\eta_1$ and $\eta_2$ in Equation 10 are both maintained at 0.5 (arbitrarily, optimization is not the focus of this study).

When training a GAN, the generator and discriminator must be updated at particular rates to achieve convergence. Updating the discriminator is more challenging since samples from the generator can be anywhere in the signal space and can change over each iteration [35]. Therefore, the discriminator is updated 5 times for each update of the generator, according to recommendations from previous research [29] [30]. For each dataset (see Section IV-B), a DVGAN is trained for 500 epochs on 6000 samples with a batch size of 512. A WGAN with the same configuration except for the inclusion of the derivative discriminator is also trained on each of the datasets to enable a comparison with DVGAN. The learning behaviour of the model can be monitored by plotting the losses of GAN components. Figure 3 shows an example of stable DVGAN learning compared to that of a vanilla WGAN. Unstable loss trends commonly encountered when training WGANs are one of the motivating factors of this research. All models were designed using Python Keras [36] and Tensorflow [37] libraries.

It is important to note that effective GAN architectures are highly dependent on the data, and must be tuned according to the problem at hand. There is no optimization involved in either the WGAN or the DVGAN and there is no guarantee that the specified architectures are optimal in either case. Multiple model configurations were implemented that include different hyperparameters, three of which are presented in Appendix A.

1Python code can be found at https://git.ligo.org/tom.dooney/dvgan. Computational resources were provided by the LIGO Laboratory and supported by the National Science Foundation Grants No. PHY-0757058 and No. PHY-0823459.
The location of the peak amplitude of the Gaussian pulse and ringdown datasets are randomly drawn from a uniform distribution within \([0.4, 0.6]\) from the start of the 1s time interval, with all training datasets except the blip glitch dataset sampled at 1024 Hz. This corresponds to signals of 1024 data points in length for the first three datasets. GANs can generate higher dimensional spaces, however, larger networks and longer training times are generally required. The masses of the BBH dataset are restricted to be above 30 solar masses. Lower mass systems would produce longer-lasting waveforms that would fall outside the 1s interval defined. All training datasets are rescaled so that their peak amplitude is at 1. The Gaussian pulse and ringdown datasets are analytic proxy waveforms of signals expected from burst GW sources. These two datasets and their suitability for this research are also described in [40].

The final blip glitch dataset was constructed using confidences from Gravity Spy applied to the blip glitch triggers in LIGO’s second observing run (O2). In [16], they select blip glitch triggers from LIGO’s Hanford (H1) and Livingston (L1) detectors with a high Gravity Spy confidence, \(c_{GS}^1 \geq 0.9\), with \(c_{GS}^1\) representing the base confidence provided by Gravity Spy when applied to raw strain data. The glitches are extracted but are surrounded by stationary and uncorrelated noise, which would hinder the learning of GAN models. The dataset requires multiple preprocessing steps [16], which are also followed in this study, except for the final denoising step, called rROF [41], which cannot remove some high-frequency artifacts that remain after previous preprocessing. Instead, to further reduce artifacts and assist in GAN training, two Savitzky-Golay smoothing filters [42] are applied to the signals one after another (polynomials of order 3, windows of 21 and 11 respectively), which can smooth most noise artifacts in the dataset, and the smoothed blips are again rescaled. It is not investigated whether the characteristics of the blips are preserved after filtering. However, the signal shapes are analogous and can serve experimental purposes. With a sampling rate of 4096 Hz, the samples of the final training set have 938 data points, comprising 0.23s of LIGO strain data.

V. Results

A. Data Generation and Experiments

After training the WGAN and DVGAN on each training dataset, waveforms are generated by each network, examples of which can be viewed in Figure 4. This is done by sampling a 100-dimensional vector from a normal distribution, typical of GAN studies. Using the generated waveforms and corresponding training data, three experiments are used to achieve a broad view of the performance on respective datasets:

1) Diversity - A T-SNE analysis to ensure that the distribution of the generated signals aligns with those of the training set (3000 samples each), showing that the diversity of the training set is captured.

2) Fidelity\(^2\) - A discriminative analysis that uses a 2-layer, 1D CNN to classify a balanced dataset of training and generated samples (3000 samples each, trained over 20 epochs), giving a discriminative score, defined as \(|0.5 - HoldoutError|\).

\(^2\)The model architecture involved in the fidelity experiments is shown in Appendix B.
3) A final experiment, only applied to the BBH dataset, involves a match analysis on 500 generated samples from each GAN, to investigate the parameter space covered by the generated signals compared to that of the training set. Metrics such as the mean maximum match, RMSE and the signal shift required to achieve the maximum match are used to show how well the generated data matches the training data, while the mass distributions are compared with that of the training data under a two-sample Kolmogorov–Smirnov (KS) Test [43] at the 95% confidence interval.

B. Experimental Analysis

1) Visualization - Diversity: Visualizing the synthetic data under T-SNE allows for the examination of the diversity compared with that of the training data. Figure 5 shows T-SNE plots comparing real and synthetic distributions in a reduced 2D space. In the case of the first three datasets, it is observed from the distributions of the x and y axes that the diversity of training sets is captured by both WGAN and DVGAN. However, DVGAN is far superior in capturing the diversity of the blip dataset, as observed from Figure 5d. This shows the promise of DVGAN over WGAN in matching the diversity of unmodelled burst waveforms.

2) Discriminative Score - Fidelity: Table I shows the discriminative scores of WGAN against DVGAN across the respective datasets. The DVGAN yields lower discriminative scores than the WGAN on all datasets, corresponding to more indistinguishable samples.

3) Match Analysis for BBH Dataset: Aside from comparing the generated data from GANs directly with the training data, it is also useful to compare the underlying parameters that result in such waveforms. For this purpose, a match analysis is conducted on the BBH waveforms from the WGAN and DVGAN, using a large bank of 20,000 simulated BBH waveforms with known masses in the range \[20 \leq m \leq 5474\,\text{M}_\odot\] (to investigate if the GANs generate waveforms with masses outside of the range in the training set). Both GANs are used to generate 500 waveforms for each iteration, which are compared with the bank of simulated BBHs using PyCBC’s [44] match function. Taking the masses of the maximum matches allows an investigation into the parameter space of the training data that is covered by the respective GANs.

Figure 6 shows the coverage of the parameter space by the generated waveforms from respective models, compared with same-size subsets of the template bank. A lower triangular plot is observed in the template distribution, due to the fixing of \[m_1 > m_2\]. For each GAN-generated waveform, the maximum match is recorded between it and its matched waveform to compare how well the respective waveforms fit. Table I shows that a similar mean match is yielded by both models, however, the average RMSE from DVGAN generations is lower than that of WGAN, while the average shift is also lower. Since the point of collision (maximum amplitude) of the BBH signals is kept constant, maximum matches should be achieved from a shift of zero. The lower shift value yielded by DVGAN generations implies that the generated data better matches the training data compared to WGAN. It is observed that the generated waveforms from both models have mass distributions that are different from that of the training data, and even match with waveforms outside of the mass range of the training data. This is confirmed by the two-sample KS tests, where the null hypothesis (same distribution) is rejected for each iteration of the experiment. However, it is unclear whether this is beneficial, given that interpolations in the signal space might correspond to extrapolations in the parameter space.

VI. Conclusion

A. Conclusions

This study has shown that the DVGAN outperforms the WGAN across multiple datasets and experiments, generating signals of higher fidelity. Specific model configurations have been employed to carry out an appropriate ablation study, although it has been found through experimentation that the DVGAN approach often yields smoother continuous signals of higher fidelity when compared to corresponding WGAN architectures, with minimal additional computational expense (if the auxiliary discriminator is kept small). Furthermore, the method has been tested on actual (filtered) blip glitch signals from LIGO, presenting the method’s potential in this setting. The method might prove helpful in training data augmentation algorithms for GW physics, as well as other fields. Improvements upon such techniques could be useful for the training of fast, online reconstruction methods that can process large quantities of data from multiple sources.

B. Future Work

There are multiple avenues for further developments on this work. Rather than using an auxiliary discriminator applied to derivative signals, other representations of the data could be provided. For example, spectrogram representations could be provided to an auxiliary discriminator, or in the case of non-differentiable signals, a moving average or other relevant representations could be discriminated on. Higher-order derivatives could be included in some way in the second discriminator, possibly using padding to concatenate them together. Then, 1D convolutions could be applied to the matrix. One problem typical of GANs is that they have trouble converging when trying to generate high-dimensional data, since the discriminator has too much information to distinguish real and fake samples, becoming too powerful too soon [45]. Caution would need to be taken in the case of including too much information in one discriminator so that it does not become too powerful. If computational resources are abundant, the auxiliary discriminator could be expanded to share a similar architecture as the base discriminator. This could further boost GAN training stability and performance. Only WGANs have been investigated in this study, and it would be interesting to understand the effectiveness under other configurations. It will be interesting to apply the DVGAN method to other GW signals, and in particular glitch signals, using Gravity Spy confidences from the spectrogram data to test their fidelity.
Implementing the method on other glitch classes might progress understanding of the GW detector glitch space, and augment datasets for classifiers. Conditioning on glitch classes and generating hybrid waveforms might enable classifiers to identify previously unknown GW signals.
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A. DVGAN Architecture

| Operation       | Output shape | Kernel size | Stride | Dropout | Activation     |
|-----------------|--------------|-------------|--------|---------|----------------|
| Signal input    | (1024)       | -           | -      | 0       | -              |
| Reshape         | (1024,1)     | -           | -      | 0       | -              |
| Convolutional   | (512,32), (-), (-) | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (256,64), (-), (512,64) | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (128,128), (512,64), (256,128) | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (64,256), (256,128), (128,256) | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (32,512), (128,256), (64,512) | 5           | 2      | 0.5     | Leaky ReLU     |
| Flatten         | (16384), (32768), (32768) | -           | -      | 0.5     | -              |
| Dense           | (100)        | -           | -      | 0.2     | Leaky ReLU     |
| Dense           | (1)          | -           | -      | 0       | Sigmoid        |

DV Discriminator (68k param.)

| Operation       | Output shape | Kernel size | Stride | Dropout | Activation     |
|-----------------|--------------|-------------|--------|---------|----------------|
| Signal input    | (1023)       | -           | -      | 0       | -              |
| Dense           | (1024)       | -           | -      | 0       | -              |
| Reshape         | (512,2)      | -           | -      | 0       | -              |
| Convolutional   | (256,64)     | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (128,128)    | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (64,256)     | 5           | 2      | 0.5     | Leaky ReLU     |
| Flatten         | (16384)      | -           | -      | 0.5     | -              |
| Dense           | (1)          | -           | -      | 0       | Sigmoid        |

Generator (2.5M, 3.5M, 4.1M param.)

| Operation       | Output shape | Kernel size | Stride | BN  | Activation     |
|-----------------|--------------|-------------|--------|-----|----------------|
| Latent input    | (100)        | -           | -      | ✓   | ReLU           |
| Dense           | (16384), (32768), (32768) | -           | -      | ✓   | ReLU           |
| Reshape         | (32,512), (128,256), (64,512) | -           | -      | ✓   | -              |
| Transposed conv. | (64,256), (-), (-) | 5           | 2      | ✓   | ReLU           |
| Transposed conv. | (128,128), (-), (128,256) | 5           | 2      | ✓   | ReLU           |
| Transposed conv. | (256,64), (256,128), (256,128) | 5           | 2      | ✓   | ReLU           |
| Transposed conv. | (512,32), (512,64), (512,64) | 5           | 2      | ✓   | ReLU           |
| Transposed conv. | (1024,1), (1024, 1), (1024,1) | 5           | 2      | ✓   | Linear         |
| Reshape         | (1024)       | -           | -      | ✓   | -              |

Optimizer RMSprop($\alpha = 0.0001$)

Batch size 512
Epochs 500
Loss Wasserstein

TABLE II: The architecture and hyperparameters describing DVGAN, which consists of a base discriminator, a derivative (DV) discriminator and generator convolutional networks. The base discriminator and generator of the final configuration (bold text) each consist of four convolutional/transposed convolutional layers. The architecture is modified slightly for the blip glitch dataset, given a different input shape. In this case, a Dense layer of 938 neurons (LeakyReLU and ReLU activations respectively) is added before convolutions in the discriminator and after transposed convolutions in the generator. The table shows the hyperparameters of three model configurations that include a different number of layers and neurons, shown in brackets in the output shape and the top of each sub-table. Bold text indicates the optimal configuration that was used for the results presented. It is important to note that the WGANs implemented in this study follow the same architecture, only omitting the DV discriminator.

B. CNN Network for Discriminative Score

| Operation       | Output shape | Kernel size | Stride | Dropout | Activation     |
|-----------------|--------------|-------------|--------|---------|----------------|
| Signal input    | (1024)       | -           | -      | 0       | -              |
| Reshape         | (1024,1)     | -           | -      | 0       | -              |
| Convolutional   | (512,32)     | 5           | 2      | 0.5     | Leaky ReLU     |
| Convolutional   | (256,64)     | 5           | 2      | 0.5     | Leaky ReLU     |
| Flatten         | (16384)      | -           | -      | 0.5     | -              |
| Dense           | (1)          | -           | -      | 0       | Sigmoid        |

Optimizer RMSprop($\alpha = 0.0001$)

Batch size 64
Epochs 20
Loss Binary Crossentropy

TABLE III: Post-hoc Discriminative CNN (27k params.). The CNN applied to blips is the same except for the input signal shape.