Time-dependent density-functional theory molecular-dynamics study on amorphization of Sc-Sb-Te alloy under optical excitation
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Recently, all-optical memory and optical-computation properties of phase-change materials are receiving intensive attention. Because writing/erasing information in these devices is usually achieved by laser pulses, the interaction between the laser and the phase-change materials becomes a key issue for such new applications. In this work, by a time-dependent density-functional theory molecular-dynamics study, the physics underlying the optical excitation induced amorphization of Sc-Sb-Te is revealed, which goes back to superatom-like Sc-centered structural motifs. These motifs are found to be still robust under the excitation. A selected occupation of the Sc d-\(t_{2g}\) orbitals (as a result of optical excitation) leads to a significant change of Sc-centered bond angles. In addition, the especially weak Sb-Te bonds next to the Sc motifs are further diminished by excitations. Therefore, the Sc-centered motifs can promote breaking, switching, and reforming of the surrounding Sb-Te network and, therefore, facilitate the amorphization of Sc-Sb-Te. The study shows the unique role of Sc-centered motifs in optically induced phase transition, and displays potential applications of Sc-Sb-Te alloys in optical memory/computation.
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INTRODUCTION

Phase-change memory (PCM) materials work by switching between their amorphous and crystalline phases under an appropriate electrical or laser pulse\(^1\). At the same time, the great contrats in resistance and refractive index/reflectivity between the two phases ensure the applications of PCM materials in both non-volatile electrical and optical memory\(^2\)–\(^5\). The commercial applications of PCM materials in optical disks started in the 1980s already\(^1\). In the past decade, however, PCM materials have been employed to develop electrical memories\(^6\)–\(^10\). In the most recent years, optical applications based on PCM materials are also receiving intensive attention. By combining a PCM material (Ge\(_2\)Sb\(_2\)Te\(_5\), GST) and optical fibers, a non-volatile all-optical multi-level memory has been achieved by Rios et al.\(^1\). Both writing/erasing and reading information in the GST memory are performed by laser pulses (typically, 100-ns duration for the writing/erasing) in fiber via evanescent coupling to the GST. In 2019, Feldmann et al. have demonstrated an all-optical spiking neuosynaptic networks being able of photonic neuromorphic computation using laser pulses\(^13\). Also, other optical/photonic applications with PCM materials, such as active plasmonics and metamaterials, have been reported recently\(^14\)–\(^16\).

In the optical PCM devices mentioned above, laser pulses are used to induce phase transition in PCM materials. Therefore, the interaction between the laser and the material is the key issue for these new applications. It is generally believed that a laser pulse induces the phase change through thermal effects, such as melted/quenched amorphization\(^17\), caused by carrier-phonon coupling. At the same time, the non-thermal effect of a laser, such as coherent optical phonons excitation\(^18\)–\(^19\), and plasma annealing\(^20\)–\(^22\), could also affect the bonding network\(^23\)–\(^24\), and offer another driving force\(^25\) for fast phase change in optical data storage.

Sc-Sb-Te is a rising-star PCM material to hold the record-breaking sub-ns crystallization speed. This kind of material is firstly proposed by F. Rao et al. in 2017\(^26\). It has been demonstrated that the Sc-centered motifs present a high stability in both liquid and amorphous phases of Sc-Sb-Te\(^27\). Therefore, these motifs could act as precursors of nuclei and thus achieve an ultrafast crystallization speed\(^28\). Such a fast crystallization speed, which is also required in PCM material-based optical memory and computation devices\(^28\), implies that Sc-Sb-Te can be a potential material for such applications. In this work, we study the amorphization mechanism of Sc-Sb-Te under optical excitation by time-dependent density-functional theory molecular-dynamics (TDDFT-MD). Our results reveal the unique role of Sc-centered motifs, which are not only robust under intense laser excitation but whose existence promotes the amorphization process. Critically important, however, is the so-far unrecognized role of the excitation, which increases the occupation of Sc d-\(t_{2g}\) orbitals. Therefore, a rapid distortion of the excited motifs could facilitate an amorphization within 1 ps at a 9% excitation. In other words, Sc-Sb-Te and also other transition metal (TM) embedded PCM materials not only improve the SET (crystallization) process but also the RESET (amorphization) process, whereby potentially optimizing their optical memory/computation applications.

The paper is organized as follows: in the “Results and discussion” section, first, we show the structural evolution upon different amount of excitation (Fig. 1). Then, we analyze the effect...
of optical excitation on electronic structure of Sc-Sb-Te (Fig. 2) and Sc bonding configuration (Fig. 3). Next, the robust feature of Sc-centered motifs upon excitation is illustrated (Fig. 4). Based on these results, we propose the unique role of Sc-centered motifs in amorphization of Sc-Sb-Te upon excitation (Fig. 5). The summary and discussions about possible applications of our results are given at the end of this section. Finally, in the “Methods” section, details of our calculations including modeling process, simulations parameters, and analysis methods of electronic structure are introduced.

RESULTS AND DISCUSSION
Structural evolution upon excitation
Figure 1 shows the amorphization of Sc-Sb-Te as a function of time at various amounts of excitations of valence electrons. More details about the amounts of excitations are given in the “Methods” section. In the simulation, we preheat the rocksalt Sc-Sb-Te to 300 K for 3 ps ahead of the excitation, followed by TDDFT-MD with excitations to 1.2 ps. The excitation effects are given in Fig. 1: for 0% excitation (ground state), no sign of disorder occurs at 1.2 ps; for 3% excitation, the system maintains as a whole the rocksalt structure at 1.2 ps, except for some distortions around the Sc atoms; for 6% excitation, significant disorder can be observed at 1.2 ps (The significantly disordered structure here will transform back into a crystalline phase after a de-excitation structural optimization. So, amorphization does not complete at this moment. See Supplementary Fig. 1 for more details); for 9% excitation, not shown in Fig. 1, the crystalline 90° angles are denoted by a black dashed line, while the characteristic 60°, 120°, and 135° angles are denoted by white solid lines.
Excitation induced electronic selective occupation and bonding configuration change

To understand this ultrafast amorphization, Fig. 2a depicts the partial density of states (PDOS) per atom around band edges for Sc, Sb, and Te in the rocksalt phase. It shows that in the valence band the (anionic) Te $p$ states dominate, while in the conduction band the (cations) Sc $d$ states are prominent instead. In other words, under an excitation, the Sc $d$ states will be selectively occupied at the expense of the Te $p$ states. Compared to the widely-studied Ge-Sb-Te systems\(^{20}\), the Sc-Sb-Te system here is unique due to the replacement of Ge by Sc, which is the earliest transition metal. Therefore, the selective occupation of the Sc $d$ states can be related to the ultrafast amorphization revealed in Fig. 1. For this reason, Fig. 2b–f depict the Sc $d$ states in terms of $e_g$ ($d_{x^2−y^2}$ and $d_{z^2}$) and $t_{2g}$ ($d_{xy}$, $d_{yz}$, and $d_{zx}$) orbitals. For a TM atom in a local octahedral environment, the $e_g$ orbitals are higher in energy than the $t_{2g}$ orbitals due to crystal-field splitting\(^{20}\). As expected, Fig. 2b–f show that the major peaks of the $d_{x^2−y^2}$ and $d_{z^2}$ orbitals lie above those of the $d_{xy}$, $d_{yz}$, and $d_{zx}$ orbitals in the conduction band.

For a more in-depth analysis, Fig. 3a traces the dynamics of the Sc-centered bond angle distribution (BAD) for the 9% excitation. Ideally, a rocksalt structure should have the 90° and 180° bond angles. However, rocksalt-like Sc-Sb-Te contains cation (Sc/Sb) vacancies, making the initial bond angles in Fig. 3a non-ideal, leaving the 90° angle the only primary angle. Upon excitation, the 90° angles split: one branch drafts down from 90° to roughly 80° and then further split into two sub-branches, one returns back to 90° while the other continues its downward drift to roughly 70°. The other branch at the start drifts up to roughly 130°. In accordance with the amorphization at 9% excitation in Fig. 1, after about 0.9 ps, these angles consolidate with increased intensities. To summarize, the Sc-centered bond angles change from the original 90° to approximately 70°, 90°, and 130° in the amorphous structure. We also calculate a bond angle distribution difference to make the change of the bond angles more obvious under the excitation, see Supplementary Fig. 2 for more details.

As shown in Fig. 2, upon electronic excitation, electrons are mainly removed from Te $p$ orbitals to Sc $t_{2g}$ orbitals (i.e., $d_{xy}$, $d_{yz}$, and $d_{zx}$). This hints to a possible correlation between the occupation of the Sc $d$ orbitals and the observed Sc-centered bond angle changes in Fig. 3a. To examine, Fig. 3b and c displays the Sc-centered angles between $d_{x^2−y^2}$ and $d_{z^2}$, i.e., the two $e_g$ orbitals (90° and 180°) while Fig. 3d shows the angles between any two $t_{2g}$ orbitals (60° and 120°); in addition, Fig. 3e visualizes the angles between the $e_g$ orbitals and one of the $t_{2g}$ orbitals (90° and 135°). Note that the $e_g$ orbitals are symmetry-adapted to the Sc local octahedral structure in the rocksalt structure so they hybridize to some degree with the Te $p$ orbitals and get occupied. In Fig. 2b, c, while the $t_{2g}$ orbitals are energetically too far away such that they remain largely empty in Fig. 2d–f.

Should the amorphization be a result of the occupation changes, one would expect the Sc-centered bond angle change from the original primary angle of 90° to 60°, 90°, 120°, and 135° of the amorphous structure. By comparison, we see that the 70° in Fig. 3a is a reminiscence of the 60° in Fig. 3d, the 90° in Fig. 3a is a reminiscence of the 90° in Fig. 3c, e, and the 130° in Fig. 3a could be a mixture of the 120° in Fig. 3d and 135° in Fig. 3e. Note that, due to the structural complexity of the amorphous structure, the comparison here can only be semi-quantitative. On the other hand, Supplementary Figs. 3 and 4 exemplify the effect without the excitation: for example, for an annealing of 3.6 ps even at 1100 K, the primary 90° bond angles stay largely unchanged. This difference confirms the role of optical excitation on ultrafast amorphization.

Strong superatom-like Sc-centered motifs still exist under excitations

In the Ge-Sb-Te systems such as GST, an intense excitation such as 9% could also induce a quick amorphization, in which Ge is found to play a key role\(^{31}\). This raises the question about the special role of Sc in Sc-Sb-Te during the fast amorphization processes. One answer lies in the different bond strengths. For Sc-Sb-Te, Fig. 4a shows the difference between the self-consistent charge and superposition of atomic charges (known as charge density difference, CDD) which serves as a measure of bond strength\(^{31}\). Figure 4a makes it clear that Sc always holds significantly more charge in its bonds with Te than Sb does. The notion that TM elements act as robust pinning sites in PCM materials was proposed in a previous study of Ti-Sb-Te\(^{12}\) and has been invoked to explain the rapid crystallization of Sc-Sb-Te\(^{26,27}\). Evidently, it may also play a positive role for the amorphization observed here.

To quantify the aforementioned arguments, we define an (average) original neighbor-retention function $R(t)$, which measures how many original neighboring Te atoms of a cation have been retained during the amorphization,

$$R(t) = \frac{1}{n} \sum_{i=1}^{n} N_{i0} \frac{N_{i}}{N_{0}}$$

where $N_{i}$ is the number of initial neighbors and $N_{i0}$ is the number remaining at time $t$. The average runs over $n$ cationic atoms of concern, Sc or Sb in the supercell. Figure 4b shows $R(t)$ for Sc and Sb, respectively. Note that with a 9% excitation, $R(t)$ for Sc maintains at about 90% at the end of the simulation, while that for Sb at 40% is smaller by a factor of two. (Supplementary Fig. 5 shows that the semi-quantitative conclusion here does not depend on the choice of cutoffs for the bond lengths.) Such a large difference implies that during amorphization, extensive bond breaking has taken place around the Sb but not around the Sc atoms simply because of the stronger bonds that Sc can form with Te. Because of that bond rigidity, it is tempting to
consider Sc and its six Te neighbors to form a superatom-like Sc-centered motif.

Sc-centered motifs promote amorphization of Sc-Sb-Te
In addition, as described in Fig. 4a, the Sc-Te bonds hold more charge. This may indicate that the Sc-Te bonds gain charge from the neighboring Sb-Te bonds in a line, identified as Sb-Te* bonds in Fig. 5a. Such a charge transfer will then weaken the Sb-Te* bonds. In fact, an integration of the crystal orbital Hamilton population (ICOHP) to quantitatively measure the covalent bonding strength given in Fig. 5c certainly demonstrates the weakness of the Sb-Te* bonds in the ground state compared with those other Sb-Te bonds not being next to the Sc-Te bonds. The crystal orbital Hamilton populations (COHP) of these bonds for calculating the ICOHP data are given in Supplementary Fig. 6. Furthermore, the ICOHP for the (9%) excitation state shows these Sb-Te* bonds are further weakened by excitation compared with other Sb-Te bonds. Likewise, the ICOHP analysis also demonstrates that Sc has strong bonds with Te in both ground state and excited state. This matches the results from the CDD and R(t) discussion in Fig. 4. Therefore, the amorphization process of Sc-Sb-Te can be schematically summarized (see Fig. 5d) as follows: upon excitation during which the Sc d*→3g orbitals are selectively occupied, a significant deviation of the bond angles from the original 90° of the Sc-centered motifs happens such as to instantly respond to the change in electronic structure. These distorted Sc-centered motifs, as shown in Fig. 5b, will promote breaking, switching of the surrounding Sb-Te network via the Sb-Te* bonds, and also reforming new Sb-Te bonds to facilitate the amorphization.

In conclusion, a TDDFT-MD study clarifies the microscopical process of Sc-Sb-Te amorphization under an optical excitation. The Sc-centered structural motifs become distorted due to an excitation-selected d→3g orbital occupation. The distortion results in selectively breaking, switching, and reforming of the Sb-Te network close to the motif, while leaving the central Sc-Te bonds of the Sc-centered motifs largely intact. As such, the superatom-like motifs, already known for ultrafast recrystallization, also significantly promote amorphization. Note that cation vacancies can also facilitate the amorphization in PCM materials but in the present case the unique role of the Sc-centered motifs on the excited amorphization is clearly illustrated. This work indicates that the superior Sc-Sb-Te materials are not only suitable for SET operation but also appropriate for RESET operation, which could improve their applications in the developing next-generation optical memory and optical computation.

METHODS
Modeling and parameters for TDDFT calculation
To model the Sc-Sb-Te system, we use a rocksalt supercell of composition Sc$_8$Sb$_6$Te$_{108}$, which is reasonably close to the experimentally determined composition of Sc$_3$Sb$_5$Te$_{30}$ pseudobinary alloy (between Sc$_2$Te$_3$ and Sb$_2$Te$_3$). Our TDDFT-MD study employs the methodology developed by Meng and Kaxiras, as implemented in the SIESTA code, with norm-conserving Troullier-Martins pseudopotentials, Perdew-Burke-Ernzerhof (PBE) functional, and the NVE ensemble. The local basis set with double-$\zeta$ polarized orbitals is employed and the plane-wave energy cutoff is 100 Ry. The Ehrenfest approximation is used to couple the atomic and electronic motions. Even though the Ehrenfest dynamics have a drawback in describing the nuclear dynamics, it will not affect the qualitative results in the present study. Please see Part VI of Supplementary Information for more detailed discussions. In the TDDFT-MD simulation, we use a 0.024-fs time step. The calculation model of Sc-Sb-Te is maintained for 3 ps by ab initio MD at 300 K (without excitation) to obtain an equilibrium state as the TDDFT-MD input.

Initial excited state
For the initial excited state of electrons, we assume that the excited electronic population is ramped up to its stationary value instantaneously. And the electrons near the top of valance band are moved to the bottom part of conduction band as the initial state of photoexcitation (see the PDOS in Fig. 2a). However, based on the simplified method, we could also obtain some results which are consistent with experiments, as demonstrated in previous works. According to the pseudopotential used in present studies, Sc, Sb, and Te have 3, 5, and 6 valence electrons, respectively. Thus, the calculation model contains 992 valence electrons in total. The various amount of excitation (0, 3, 6, and 9% in Fig. 1) is realized by controlling the amount of total valence electrons moved to conduction band. Taking 9% excitation as an example, as illustrated in Fig. 2a, 90 electrons near the top of valence band ($E_f$ - 0.95 eV to $E_f$) are moved to the bottom part of conduction band ($E_f$ to $E_f$ + 1.01 eV).

Analysis method for electronic and bonding structure
Static DFT calculations are performed within the projector-augmented wave (PAW) formalism, as implemented in the VASP codes with a 290-eV cutoff energy for the plane-wave basis set. The Local Orbital Basis Suite (LOBSTER) code is used to analyze the PDOS and COHP. For the LOBSTER analysis, we use the contracted Slater-type orbitals (STO) basis functions of 3d 4s 4p, 5s 5p, and 5s 5p for Sc, Sb, and Te, respectively, when fitting the PAW wavefunctions calculated with VASP. The cutoff of bond length for structural analysis, i.e., bond angle distribution and R(t), is 1.3x the sum of covalent radii between any two atoms. If the distance between two atoms is shorter than the cutoff, the two atoms are considered to bond with or be neighbors of each other.
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