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Abstract

Significant efforts are being invested to bring the classification and recognition powers of desktop and cloud systems directly to edge devices. The main challenge for deep learning on the edge is to handle extreme resource constraints (memory, CPU speed and lack of GPU support). We present an edge solution for audio classification that achieves close to state-of-the-art performance on ESC-50, the same benchmark used to assess large, non-resource-constrained networks. Importantly, we do not specifically engineer the network for edge devices. Rather, we present a universal pipeline that converts a large deep convolutional neural network (CNN) automatically via compression and quantization into a network suitable for resource-impoverished edge devices. We first introduce a new sound classification architecture, ACDNet, that produces above state-of-the-art accuracy on both ESC-10 and ESC-50 which are 96.75% and 87.05% respectively. We then compress ACDNet using a novel network-independent approach to obtain an extremely small model. Despite 97.22% size reduction and 97.28% reduction in FLOPs, the compressed network still achieves 82.90% accuracy on ESC-50, staying close to the state-of-the-art. Using 8-bit quantization, we deploy ACDNet on standard microcontroller units (MCUs). To the best of our knowledge, this is the first time that a deep network for sound classification of 50 classes has successfully been deployed on an edge device. While this should be of interest in its own right, we believe it to be of particular importance that this has been achieved with a universal conversion pipeline rather than hand-crafting a network for minimal size.

1. Introduction

Intelligent sound recognition is receiving strong interest in a growing number of application areas, from technical safety [10, 19, 53], surveillance and urban monitoring [40] to environmental applications [43, 51].

We are specifically interested in acoustic monitoring of animal vocalisations, a useful and well-established methodology in biodiversity management [8, 26, 4, 25, 27]. Traditionally, animal monitoring is conducted using passive acoustic recording and subsequent manual evaluation by human experts. Since this is extremely labour-intensive, AI-based solutions have recently been at the center of interest [26].

The fact that animal monitoring often has to take place in remote regions [4] poses some interesting technical challenges for automated audio recognition. Almost all suitable state-of-the-art methods for environmental sound classification (ESC) are based on Deep Learning (DL) [38, 44, 47, 56] and consequently have very high computational requirements. Current AI-based animal monitoring systems typically require recordings to be uploaded to cloud-based platforms or high-powered desktop machines that have sufficient resources to process AI audio models [7, 25]. However, remote areas often have insufficient network coverage or no network coverage at all, rendering the upload of audio data impossible. Continuous long-term monitoring, which is essential for biodiversity management [4], can thus only become a reality if recognition can take place directly on the monitoring devices in the field.

Our goal thus is to make acoustic classification possible on small, embedded edge devices, which generally have very little memory and compute power owing to tight constraints on power consumption.

While the reasons to move the recognition directly onto small edge devices are particularly compelling in the case
of ecological monitoring, similar considerations apply to many other applications of intelligent sound recognition, from industrial safety to consumer devices, for a variety of reasons, including cost and convenience. Specifically, cost is a factor that commonly limits the available compute power and network bandwidth in edge applications.

Significant efforts have already been invested into the development of smaller, more efficient CNN models for mobile devices [39, 54], smartphones, CPUs and GPUs [46, 50, 57]. However, smartphones and similar devices still have compute power orders of magnitude above the embedded devices we are targeting and thus much more extreme minimisation is required.

Embedded edge devices use energy efficient microcontroller units (MCUs) and are typically based on system-on-a-chip (SoC) hardware with less than 512kB of RAM and slow clock speeds. GPU support is available on comparatively high-powered specialised edge devices, such as Google’s Coral TPU and Nvidia’s Jetson, but not on the ultra-low-power MCUs we are targeting. The basis of some of the most common energy efficient SoCs, like the Nordic nRF52840 and the STM32F4, is the 32 bit ARM Cortex M4F CPU, typically run at clock speeds below 200 MHz.

To the best of our knowledge, practical acoustic classification has not previously been achieved on such extremely small devices beyond very simple tasks, such as wake-word recognition. Deploying DL models on such MCUs requires aggressive minimisation techniques like model compression [14, 33, 34, 35], knowledge distillation [17] and quantization [14, 37]. Some works, including [11], have used such techniques for efficient models in computer vision, but acoustic classification has not benefited from this yet.

We present an acoustic classification solution for energy-efficient edge devices that achieves close to state-of-the-art performance on ESC-50 [36], the same benchmark that is used to assess large, non-resource-constrained networks. Importantly, we do not specifically design the network for these target devices. Rather, we present a universal pipeline that converts a large deep convolutional neural network (CNN) automatically via compression and quantization into a network suitable for edge devices.

We first introduce a new sound classification architecture, ACDNet, that exceeds current state-of-the-art performance with a classification accuracy of 86.90% ± 0.12. We then compress ACDNet using a novel network-independent compression approach to obtain an extremely small model (ACDNet-20). Despite 97.23% size reduction and 95.55% reduction in FLOPs, the compressed network still achieves 83.71% accuracy on ESC-50, which is significantly higher than human accuracy (81.3%) and still very close to the state of the art.

To classify 1.5s audio sampled at 44.1kHz, ACDNet uses 4.74M parameters (18.06MB) and requires approximately 0.57B FLOPs for a single inference. The minimised version, ACDNet-20, has only 0.131M parameters (0.5MB) and requires only 0.025B FLOPs for an inference, which is well within the capabilities of the MCUs we are targeting. We describe a successful deployment on a standard off-the-shelf MCU and, beyond laboratory benchmarks, report successful tests on real-world data.

To the best of our knowledge, this is the first time that a deep network for sound classification of 50 classes has successfully been deployed on an edge device. While this should be of interest in its own right, we believe it to be of particular importance that this has been achieved with a universal conversion pipeline rather than hand-crafting a network for minimal size.

2. Related Work

A large variety of DL models for acoustic classification achieve state-of-the-art performance on ESC-50 or come close to it. Unfortunately, most of these have not fully reported their model sizes and computation requirements. This includes the two models that currently exhibit the highest performance [38, 56] (see Table 2). EnvNet-v2 [47] and AcInet [18] are, in fact, the only ones of the latest ten proposals that have fully detailed their computational requirements (see Table 3). The high requirements of EnvNet-v2 are partly due to the use of multiple dense layers [47], which, unfortunately, do not lend themselves well to compression [2, 32].

Recent approaches also often resort to multi-channel or multiple parallel block models [38, 44, 56] and to attention mechanisms [56]. While this shows some success in improving performance, it also increases model sizes significantly and thus does not constitute an advantageous starting point for our purposes.

Some recent work in computer vision that has specifically focussed on very small CNN models is highly relevant to our work. MCUNet [30] starts from state-of-the-art image classification models, such as ResNet50 [16] and MobileNetV2 [39], and uses search-based optimisation to find models that fit on MCUs. The authors report >70% accuracy after deploying the final models on MCUs.

The recent Sparse Architecture Search (SpArSe [11]) appears to be a very promising approach. It uses multi-objective search to automatically construct models small enough for MCU deployment. It optimises accuracy, model size, and working memory size by performing a search over pruning, parameters, and model architecture. The latter fundamentally sets it apart from other work. While other work minimises specific target models, SpArSe includes the model architecture in the search space. In this way, SpArSe achieves impressive results with models that achieve high accuracy on a variety of standard vision benchmarks (MNIST, CIFAR10, CURet, Chars4k) and are small
enough to be deployed on standard MCUs.

Model search can require prohibitively vast amounts of computation time. The feasibility of SpArSe is achieved by constraining the search space to model proposals that are specific morphs of a defined starting point. The success of SpArSe thus relies on the availability of suitable models as starting points. While still improving their performance and size, [11] does in fact start from models which themselves are already constructed to fit on MCUs (Bonsai [22] and ProtoNN [13]). Such starting points are currently not available for audio classification, and, to the best of the authors’ knowledge, no comparable work exists for this problem domain.

In the audio domain, the only work that specifically has the reduction of computational requirements as its primary focus is Edge-L3 [24]. It achieves a model size of 0.814MB by pruning L3-Net [3], which has an initial size of 18MB. While this approach achieves good theoretical compression ratios and good prediction accuracy, it relies on unstructured compression. This results in sparse matrix models which, unfortunately, do not ideally lend themselves to a direct implementation on embedded devices. MCUs generally lack the dedicated hardware and software support for sparse matrix computations required to capitalise on these theoretical savings [2, 12, 28, 32, 42]. Hence, structured compression techniques that produce dense matrix models promise to be a preferable approach for targeting MCUs.

In the following sections we detail the construction of a simple model that betters current state-of-the-art performance on ESC-50, yet provides a suitable starting point for compression, followed by a discussion of the structured compression methods used to minimise this for MCU deployment.

3. Proposed Base Network

We propose a new model architecture (ACDNet) for acoustic classification that is smaller and more efficient than current state-of-the-art networks, yet exceeds their classification accuracy on the most widely used Environmental Sound Classification dataset ESC-50.

3.1. ACDNet Architecture

Unlike most of the proposed state-of-the-art models, the ACDNet architecture focuses on feature extraction through convolution layers. It has two blocks for feature extraction followed by an output block. The feature extraction blocks are: Spectral Feature Extraction Block (SFEB) and Temporal Feature Extraction Block (TFEB). Table 1 shows the different blocks of the ACDNet architecture. There are 12 convolution layers each followed by a batch normalization layer and a ReLU activation layer. There are 6 max pool layers having the stride equal to the pool size to make sure they are not overlapping as they are in AlexNet [21], one average pool layer and finally one dense layer followed by the softmax output layer.

SFEB consists of two 1-D strided convolutions followed by the first pooling layer. This block extracts spectral audio features from raw audio at a frame rate of 10ms.

The axes of the data produced by SFEB are swapped from (ch, f, t) to (ch'=f, t'=ch, t=t) and the result is fed as input to TFEB to convolve over both frequency and time for extracting hierarchical temporal features. Thus, this block of the network works like a convolution on images. TFEB consists of convolutions 3-12 in Table 1. The first convolution layer is followed by a pooling layer. After that, the convolution layers (4-11) are stacked similar to VGG-13 [41] (two convolutions followed by a pooling layer). The final convolution layer (conv-12) is followed by a single average pooling layer. TFEB finishes with a dense layer having output neurons equal to the number of classes to make sure the size of the output vector of TFEB is always equal to the number of classes. This is crucial for compression of the network in a later stage. The output of the TFEB is fed to a softmax output layer for classification. Table 1 shows the generalized ACDNet architecture.

| Layers | Kernel | Stride | Filters | Output Shape | Block |
|--------|--------|--------|---------|--------------|-------|
| Input  |        |        |         |              |       |
| conv1  | (1, 9) | (1, 2) | 8       | (8, 1, w = \frac{w}{4} + 1) | SFEB  |
| conv2  | (1, 5) | (1, 2) | 64      | (64, 1, w = \frac{w}{8} + 1) |       |
| Maxpool1 | (1, ps) | (1, ps) |          | (64, 1, w = \frac{w}{16}) |       |
| swapaxes|        |        |         |              |       |
| conv3  | (3, 3) | (1, 1) | 32      | (32, 64, w) |       |
| Maxpool2 | (2, 2) | (2, 2) |          | (32, 32, \frac{w}{2}) |       |
| conv4/5| (3, 3) | (1, 1) | 64      | (64, 32, \frac{w}{4}) |       |
| Maxpool3 | (2, 2) | (2, 2) |          | (64, 16, \frac{w}{8}) |       |
| conv6/7| (3, 3) | (1, 1) | 128     | (128, 16, w) |       |
| Maxpool4 | (2, 2) | (2, 2) |          | (128, 8, \frac{w}{16}) | TFEB  |
| conv8/9| (3, 3) | (1, 1) | 256     | (256, 8, \frac{w}{32}) |       |
| Maxpool5 | (2, 2) | (2, 2) |          | (256, 4, \frac{w}{64}) |       |
| conv10/11| (3, 3) | (1, 1) | 512     | (512, 4, \frac{w}{64}) |       |
| Maxpool6 | (2, 2) | (2, 2) |          | (512, 2, \frac{w}{128}) |       |
| Dropout(0.2) |        |        |         |              |       |
| conv12 | (1, 1) | (1, 1) | n_c\cdot s | (n_c\cdot s, 2, 4) |       |
| Avgpool1 | (2, 4) | (2, 4) |          | (n_c\cdot s, 1, 1) |       |
| Flatten |        |        |         | (n_c\cdot s) |       |
| Dense1 |        |        |         | n_c\cdot s |       |
| Softmax |        |        |         | (n_c\cdot s) | Output |

Table 1. ACDNet architecture. Output shape represents (channel, frequency, time). i_len is the input length, n_c\cdot s is the number of output classes, sr is the sampling rate in Hz and ps = \frac{\text{i_len}}{(\text{i_len} \times \text{sr}) \times 1000} / 10^D

While the structure of the convolution layers has some similarity with EnvNet-v2 [47] and AclNet [18], the ACDNet architecture is strongly motivated from the perspective of feature extraction. It shifts the processing to the initial layers to ensure better feature extraction. We use only one very small dense layer (number of neurons equal to the number of classes) at the end of the TFEB block to allow ACDNet to adapt to the changes in data shape when model compression is applied. In contrast, EnvNet-v2 uses 8 1D convolutions.
with different numbers of filters and has 3 larger dense layers, which would make compression difficult. No code is available for AclNet. We re-implemented AclNet but were unable to reproduce the results reported in the original paper.

3.2. Experimental Setup

ACDNet is implemented in PyTorch version 1.3 using the Wavio audio library. The full code is available in the supplementary material.

3.2.1 Datasets

The experiments are conducted on one of the most robust and widely used audio benchmark datasets - Environmental Sound (ESC-50 [36]). This dataset contains 2000 samples (5-sec-long audio recordings, sampled at 16kHz and 44.1kHz) which are equally distributed over 50 balanced disjoint classes (40 audio samples for each class). Furthermore, a division of the dataset into 5 splits is available, helping researchers to achieve unbiased comparable results in 5-fold cross validation.

Our work is ultimately aimed at real-world applications for biodiversity and these can be more difficult than standard benchmarks, as evidenced in the LifeCLEF competition [20]. As a real-world test, we evaluate ACDNet on a dataset of frog recordings that is known to be challenging for conventional animal monitoring solutions [5, 6]. It contains 9132 field recordings of 10 different frog species across a variety of locations in Australia sampled at 32kHz.

3.2.2 Data Processing and Training Setup

ACDNet is trained and tested with inputs of length 30,225 (approximately 1.51s audio @ 20kHz). Our data preprocessing, augmentation, and mixing of two classes to produce training samples follow EnvNet-v2 [47]. According to EnvNet-v2, two training sounds belonging to two different classes are randomly picked, padded with T/2 (T = input length) zeros to each side of both the samples and a T/2 section from both the sounds is randomly cropped. Then, the two cropped samples are mixed using a random ratio. We denote the maximum gains of the cropped samples $s_1$, $s_2$ by $g_1$, $g_2$, and $r$ is the random ratio between $(0, 1)$. The ratio of the mixed sounds $p$ according to EnvNet-v2, is

$$p = \frac{1}{1 + 10^{\frac{g_1 - g_2}{20}} \cdot \frac{1-r}{r}} \quad (1)$$

Finally, the mixed sound sample $S_{mix}$ for training is determined by

$$S_{mix} = \frac{ps_1 + (1-p)s_2}{\sqrt{p^2 + (1-p)^2}} \quad (2)$$

In the testing phase, we pad T/2 zeros to each side of the test input sample and then extract 10 windows (each of length 30,225) at a regular interval of T/9 as input for the network. All the input data for training and testing are regularized by diving them by 32,768, which is the full range of 16-bit recordings.

The network is trained for 2000 epochs with an initial learning rate of 0.1 along with a learning rate scheduler $\{600, 1200, 1800\}$ decaying at a factor of 10. The first 10 epochs are considered as warm-up epochs and a 0.1 times smaller learning rate is used for these 10 epochs. We use $KL_Div Loss$ (Kullback-Leibler Divergence Loss) as the loss function and optimize it using back-propagation and Stochastic Gradient Descent (SGD) with a Nesterov momentum of 0.9, a weight decay of 5e-4, and a batch size of 64. Furthermore, the weights of all convolution and dense layers are initialized using the he_normal [15] initialization method. At the end of the training and validation, the best model is used as the final model. The loss function optimized is shown in Equation 3. Here, $x$ is the input mini-batch, $f_\theta(x)$ is the approximation and $y$ is the true distribution of labels for the input data. Furthermore, $n$ is the mini-batch size, $m$ is the number of classes, $\eta$ is the learning rate, and $\theta \leftarrow \theta - \eta \frac{\partial L}{\partial \theta}$.

$$L = \frac{1}{n} \sum_{i=1}^{n} \{D_{KL}(y_i || f_\theta(x^{(i)}))\}$$

$$= \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} y_{ij} \log \left( \frac{y_{ij}}{f_\theta(x^{(i)}))_{j}} \right) \quad (3)$$

3.2.3 Training and Testing ACDNet

We conduct 5-fold cross validation over 10 independent runs. The results in Table 2 show that ACDNet outperforms the current state of the art with an overall accuracy of 86.90 ± 0.12.

For the real-world frog dataset, we trained ACDNet for 1000 epochs with maxpool6 adjusted to pool size (2, 1) to handle the different input length. We obtain 5-fold cross validation accuracy of 88.98% even without data augmentation.

Few state-of-the-art models report their size and computation requirements in the literature. To the best of our knowledge, EnvNet-v2 and AclNet are the only two of the top ten models for ESC-50 to report parameter count, size, and FLOPs. Table 3 shows that ACDNet requires $21.39x$ less memory and $2.8x$ less FLOPs than EnvNet-v2 and $2.25x$ less memory and $1.9x$ less FLOPs than AclNet, respectively.

4. Network Compression

As discussed before, unstructured compression is not suitable for MCUs. Therefore, we propose a new class of structured hybrid compression techniques. We first sparse the
| Networks                  | ESC-10 | ESC-50 |
|--------------------------|--------|--------|
| Human [36]               | 95.70  | 81.30  |
| EnvNet-v2 [47]           | 88.80  | 81.0 ± 0.2 |
| GTSC ⊕ TEO-GSTC [1]      | -      | 81.95  |
| GTSC ⊕ ConvRBM-BANK [38]| -      | 83.00  |
| Kumar-CNN [23]           | -      | 83.50  |
| CNN + Augment + Mixup [55]| 91.70  | 83.90  |
| Multi-stream + Attention [29]| 94.20  | 84.00  |
| FBES ⊕ PEFBEs [45]       | -      | 84.15  |
| EnvNet-v2 [47] + Strong Augment | 91.3  | 84.9 ± 0.2 |
| AclNet (Width = 1.5) [18]| -      | 85.65  |
| CRNN + Attention [56]    | -      | 85.8 ± 0.6 |
| FBES ⊕ ConvRBM-BANK [38] | -      | 86.50  |
| **ACDNet (proposed)**    | **96.75** | **87.05 ± 0.02** |

Table 2. State-of-the-art models for ESN-10 and ESC-50 dataset

| Networks          | #Filters | Params(M) | Size(MB) | FLOPs(B) |
|-------------------|----------|-----------|----------|----------|
| EnvNet-v2 [47]    | 1056     | 101.25    | 386.25 = 21.30|x | 1.62 = 2.8x |
| AclNet [18]       | 3050     | 10.63     | 40.57 = 2.25|x | 1.07 = 1.9x |
| **ACDNet (proposed)** | 2074   | 4.74      | 18.06 = x | 0.54 = x |

Table 3. Parameters, size, and computation requirements for current state-of-the-art models on the ESC-50 dataset. Here, \( x \) denotes the size and FLOPs of ACDNet, for the Size and FLOPs column, respectively.

weight matrices of ACDNet using unstructured compression and then apply structured compression. This allows us to focus the structured compression on the important weights.

There are different techniques by which structured compression can be achieved, such as Filter Pruning [34], Weight Sharing [14, 52], Huffman Coding [48], Knowledge Distillation [17] and Quantization [14, 49]. Though many works in the literature use these techniques in computer vision, they have hardly ever been used for audio tasks. Due to this lack of guidance from the literature, we use the most well-established pruning-based model compression techniques proposed for computer vision to compress ACDNet. Furthermore, since quantization does not conflict with other compression techniques, we use quantization of the compressed model to further reduce its size before deploying it on the embedded device.

We use two pure structured pruning techniques, namely magnitude-based pruning and Taylor pruning [34], and based on those we propose a novel hybrid pruning technique, where unstructured pruning is followed by structured pruning. Magnitude-based pruning, also known as L1 Norm-based pruning, is a common type of filter pruning approach. Taylor pruning is one of the recent state-of-the-art filter pruning techniques for computer vision applications. On the other hand, the hybrid pruning technique is a combination of structured and unstructured pruning.

To make sure the networks work without errors during and after compression, \( conv2 \) is forced to retain at least 32 filters, as otherwise the downsampling through max pool and average pool layers would fail. The kernel size of \( Avgpool1 \) has been adjusted to 1x4 from 2x4 during the pruning process when \( Maxpool6 \) produces an output of shape (channels, height=1, width) after pruning, whereas the uncompressed network would produce outputs of shape (channels=512, height=2, width=4). Furthermore, after flattening the \( Avgpool1 \) output, when the flattened vector has elements less than the number of classes (i.e., 50), the number of input neurons of \( Dense1 \) is dynamically adjusted so that it can handle the incoming input data to produce 50 output elements for the softmax output layer.

During the compression process, we remove 80% and 85% of filters in two runs, respectively, from the original network. These amounts are selected to obtain a model small enough for our target MCUs.

### 4.1. Magnitude-based Pruning

In this method, the filters are ranked using their individual sum of absolute weights (L1 Norm) followed by layer-wise L2 normalization. Many approaches remove all the filters having a sum below a predefined threshold [35, 14, 34]. However, we remove the filters having the lowest sum iteratively (one at a time) and retrain the network to recover the loss until the network reaches the target size required to be fitted in the MCU. Let \( F \) be the filters of a network, \( i \) be the layer index and \( j \) be the filter index. Then, an iteration of this pruning process is defined by

\[
F_{mag} = \sum_{j}(|F_j|) \quad (4)
\]

\[
F_{mag_n} = \frac{|F_{mag_{ij}}|}{\sqrt{\sum_{j}|F_{mag_j}|^2}} \quad (5)
\]

\[
PruningCandidate = \text{argmin}(F_{mag_n}) \quad (6)
\]

The compressed models (Models 1-2 in Table 4 and 5) show that pruning and re-training does not recover the loss in accuracy as hoped for (see Fine-tuned accuracy column). To achieve the best accuracy, we therefore retrain the network from scratch.

### 4.2. Taylor Pruning

This is an iterative filter pruning technique recently proposed by Molchanov et al. [34]. In this approach, the filters are ranked and the lowest ranked filter is pruned in a pruning iteration. The ranking of filters is calculated by conducting a forward pass of the trained network for the whole dataset and observing the change to the cost function. The least affected filter after layer-wise L2 normalization is ranked highest to be pruned. The iterative pruning and retraining process continues until the model reaches the target size.
Table 4. Models found after 80% filter pruning using magnitude-based pruning, Taylor pruning and our hybrid pruning approach.

| Model No. | Pruning Method | SFEB | TFEB | #Params | Size (MB) | Size Reduced | #FLOPs | FLOPs Reduced | Fine-Tuned Accuracy | Re-trained Accuracy | Scratch-training Accuracy |
|-----------|----------------|------|------|---------|-----------|--------------|--------|---------------|---------------------|---------------------|------------------------|
| 1         | Magnitude      | ✓    |      | 0.098M  | 0.37MB    | 97.94%       | 0.098B | 82.87%        | 3.75%               | 84.75%              | 85.00%                 |
| 2         | Magnitude      | ✓    | ✓    | 0.115M  | 0.44MB    | 97.57%       | 0.054B | 90.46%        | 4.25%               | 83.50%              | 83.60%                 |
| 3         | Taylor         |      | ✓    | 0.109M  | 0.41MB    | 97.70%       | 0.067B | 88.29%        | 12.75%              | 85.00%              | 84.50%                 |
| 4         | Taylor         | ✓    | ✓    | 0.147M  | 0.56MB    | 96.90%       | 0.036B | 93.73%        | 4.50%               | 84.00%              | 81.75%                 |
| 5         | Hybrid (L0 → Magnitude) | ✓ | ✓ | 0.099M  | 0.38MB    | 97.90%       | 0.102B | 82.18%        | 3.25%               | 83.25%              | 85.00%                 |
| 6         | Hybrid (L0 → Magnitude) | ✓ | ✓ | 0.118M  | 0.45MB    | 97.90%       | 0.056B | 90.25%        | 4.00%               | 83.00%              | 83.00%                 |
| 7         | Hybrid (L0 → Taylor) | ✓ | ✓ | 0.114M  | 0.43MB    | 97.60%       | 0.065B | 88.63%        | 40.75%              | 85.50%              | 84.75%                 |
| 8         | Hybrid (L0 → Taylor) | ✓ | ✓ | 0.131M  | 0.50MB    | 97.23%       | 0.025B | 95.55%        | 14.25%              | 82.75%              | 85.25%                 |

Table 5. Models found after 85% filter pruning using magnitude-based pruning, Taylor pruning and our hybrid pruning approach.

| Model No. | Pruning Method | SFEB | TFEB | #Params | Size (MB) | Size Reduced | #FLOPs | FLOPs Reduced | Fine-Tuned Accuracy | Re-trained Accuracy | Scratch-training Accuracy |
|-----------|----------------|------|------|---------|-----------|--------------|--------|---------------|---------------------|---------------------|------------------------|
| 1         | Magnitude      |      | ✓    | 0.061M  | 0.23MB    | 98.71%       | 0.042B | 92.64%        | 1.50%               | 79.25%              | 82.00%                 |
| 2         | Magnitude      | ✓    | ✓    | 0.062M  | 0.24MB    | 98.70%       | 0.042B | 92.62%        | 2.00%               | 81.50%              | 80.25%                 |
| 3         | Taylor         | ✓    | ✓    | 0.050M  | 0.19MB    | 98.94%       | 0.056B | 89.90%        | 40.25%              | 80.25%              | 82.00%                 |
| 4         | Taylor         |      | ✓    | 0.081M  | 0.31MB    | 95.29%       | 0.026B | 95.38%        | 35.75%              | 82.75%              | 81.25%                 |
| 5         | Hybrid (L0 → Magnitude) | ✓ | ✓ | 0.064M  | 0.25MB    | 98.64%       | 0.043B | 92.50%        | 30.00%              | 82.00%              | 82.00%                 |
| 6         | Hybrid (L0 → Magnitude) | ✓ | ✓ | 0.063M  | 0.24MB    | 98.67%       | 0.044B | 92.36%        | 3.75%               | 80.75%              | 81.25%                 |
| 7         | Hybrid (L0 → Taylor) | ✓ | ✓ | 0.052M  | 0.20MB    | 98.90%       | 0.057B | 89.98%        | 45.25%              | 77.75%              | 80.00%                 |
| 8         | Hybrid (L0 → Taylor) | ✓ | ✓ | 0.003M  | 0.24MB    | 98.60%       | 0.025B | 93.70%        | 32.25%              | 77.75%              | 81.25%                 |

An iteration of this pruning process is defined by

\[ A = A + (A \ast G) \]  
\[ A_n = \frac{|A_{ij}|}{\sqrt{\sum |A_i|^2}} \]

PruningCandidate = argmin\(A_n\)

Here, \(A\) are the activations of the layers of the network, \(G\) is the gradient, \(i\) is the layer index and \(j\) is the filter index.

As for the magnitude-based pruning, we observe from Tables 4 and 5, Models 3-4, that we need to re-train or train the pruned network from scratch to achieve comparable accuracy.

4.3. Proposed Hybrid Pruning Approach

We test two iterative hybrid approaches. The first one consists of L0 Norm followed by magnitude-based pruning and the second one of L0 Norm followed by Taylor pruning. The pruning and retraining is iterated until the model reaches the target size. In this process, 95% of the weights are pruned using L0 norm and then the model is further pruned using structured pruning techniques. As we apply structured pruning on the weight-pruned network, we are not producing sparse matrices, which are generally not supported on embedded devices.

4.4. Experimental Findings

Tables 4 and 5 provide the experimental results for the different pruning approaches tested on ACDNet. In Table 4 we see that our hybrid approach (Models 5-8) produces the best prediction accuracy and FLOP reduction for a model size reduction that fits the target specifications (Model 8).

Note that for the purpose of compression method comparison we have only worked with Fold 2 data. Our pilot experiments indicated minimal variance across folds. We fully evaluate the final chosen model in Table 7 using 5-fold cross validation.

All models are iteratively pruned and retrained. The column Fine-Tuned Accuracy shows the accuracy obtained at the end of the iterative pruning and retraining process. Since the fine-tuned accuracy is very low, we conduct further full retraining using the base network’s training settings and the accuracy is reported in Re-trained Accuracy. We also rebuild the network from scratch using the compressed network’s architectural settings and train the network as a brand new network. The prediction accuracy is reported in column Scratch-training Accuracy.

Pruning filters from initial convolution layers leads to more size and FLOPs reduction and causes little accuracy loss, thus making it a suitable approach for extremely resource-constrained MCUs.

From the experiments, we observe that pruning and retraining is not enough to achieve comparable prediction accuracy, which is contrary to earlier findings in the literature, e.g., in Molchanov et al. [34]. The experimental results (Table 4 and 5) show that we require separate full retraining or building and training the compressed network from scratch to achieve good prediction accuracy.

Our experiments furthermore suggest, supported by earlier work by Crowley et al. [9] and Liu et al. [31], that pruning or compression should be considered as an efficient DL model architecture search method.

4.5. Selecting the Compressed Network

We choose the best compressed network depending on three factors: compression, FLOP reduction and accuracy.
considering the result on all three measurements for 80% pruning shown in Table 4 and Figure 1, we select Model 8, obtained by our hybrid pruning technique. For this model, our hybrid pruning technique achieves 97.22% model size reduction and 97.28% FLOP reduction (Table 4), retaining 82.90% accuracy for ESC-50 (Table 7). This is still very close to the state of the art and significantly higher than human accuracy (81.3%). We term this net ACDNet-20 for “20% of filters retained”.

With 85% pruning, our hybrid technique produces an even smaller version of Model 8 with 312 filters (15% retained) and only 240kB model size, which we term ACDNet-15 (Figure 2). We select ACDNet-20 over this for three reasons. Firstly, ACDNet-20 delivers significantly higher accuracy. Secondly, its model size of approximately 500kB already fits into typical MCU flash sizes and can be further decreased fourfold by 8-bit quantization to a size below the memory limits of even small microcontrollers. Thirdly, both models require approximately the same amount of FLOPs.

4.6. Training and Testing ACDNet-20

Since our results indicate that training from scratch works better than retraining the compressed network, we rebuild ACDNet-20 using the remaining filters and the updated kernel size of the average pooling layer. We train this network from scratch with the original ACDNet training settings, conducting 5-fold cross validation over five independent runs. Table 7 shows our results in comparison to Edge-L3 as another edge audio architecture.

| Layers | Kernel Size | Stride | Filters | Output Shape |
|--------|-------------|--------|---------|--------------|
| Input  | (1, 1, 30225) |
| conv1  | (1, 9) | (1, 2) | 7 | (7, 1, 15109) |
| conv2  | (1, 5) | (1, 2) | 20 | (20, 1, 7553) |
| Maxpool1 | (1, 50) | (1, 50) | | (20, 1, 151) |
| swapaxes | | | | (1, 20, 151) |
| conv3  | (3, 3) | (1, 1) | 10 | (10, 32, 151) |
| Maxpool2 | (2, 2) | (1, 1) | 14 | (14, 16, 75) |
| conv4  | (3, 3) | (1, 1) | 22 | (22, 16, 75) |
| Maxpool3 | (2, 2) | (1, 1) | 31 | (31, 8, 37) |
| conv6  | (3, 3) | (1, 1) | 35 | (35, 8, 37) |
| Maxpool4 | (2, 2) | (1, 1) | 41 | (41, 4, 18) |
| conv7  | (3, 3) | (1, 1) | 51 | (51, 4, 18) |
| Maxpool5 | (2, 2) | (1, 1) | 67 | (67, 2, 9) |
| conv10 | (3, 3) | (1, 1) | 69 | (69, 2, 9) |
| Maxpool6 | (2, 2) | (1, 1) | 48 | (48, 1, 4) |
| Dropout | (0.2) |
| conv12 | (1, 1) | (1, 1) | 48 | (48, 1, 4) |
| Avgpool1 | (1, 4) | (1, 4) | 48 | (48, 1, 1) |
| Flatten | | | | (48) |
| Dense1 | | | | (50) |
| Softmax | | | | (50) |

Table 6. ACDNet-20 architecture for input length 66650 (approximately 1.51s audio @ 20kHz)

| Networks | #Filters | Params (M) | Size (MB) | FLOPs (B) | Accuracy (%) |
|----------|---------|------------|-----------|-----------|--------------|
| ACDNet   | 2074    | 0.213      | 0.814     | 0.54      | 73.75        |
| ACDNet-20| 415     | 0.131      | 0.5       | 0.0148    | 82.90        |

Table 7. Parameters, size and computation requirements for ACDNet and ACDNet-20 for approximately 1.51s audio @ 20kHz

5. Deployment in MCU (Edge-AI Device)

Our network has been fully deployed on an off-the-shelf MCU. The most limiting factor for MCU deployment is memory requirements. It is important to distinguish between two memory types: (1) Flash memory, which is not suitable for fast, frequent write access and is used to hold the (fixed) model parameters and (2) SRAM, which is used to store inputs and the results of intermediate calculations, i.e. activation values. As mentioned above, typical parameters for widely used highly power-efficient MCUs are less than 1MB of Flash and less than 512kB of SRAM.

Most off-the-shelf MCUs have either no audio capability or very low quality audio on-board. One could, in principle, add additional audio hardware to achieve better quality. However, this would increase power consumption. An exception is the Sony Spresense which provides high-quality audio input and processing on-board. We have selected this unit for these reasons.

We downsampled the data to 20kHz and trained and tested the model with this data. This is motivated by further
reducing power consumption and justified by the fact that little information is contained in the test data at frequencies above 10kHz. A test bears this out: when we trained and tested ACDNet with 44.1kHz data, the accuracy slightly dropped to 86.90 ± 0.12.

While the Spresense is a highly power-efficient device, it has somewhat more generous specifications than the most common MCUs, providing 1.5MB SRAM. It is thus important to note that we are not actually making use of this additional memory. Our final deployed model requires 303kB SRAM for intermediate calculations, which is well below the target. This can be further reduced to below 200kB using a hand-optimised implementation as detailed below. While we have not yet taken this last step in a physical deployment, the implication is that ACDNet-20 can fit on even smaller MCUs, such as those based on the extremely popular Nordic nRF52840 SoC, which offers 256kB SRAM and 1MB Flash. Flash memory is not a limiting constraint, since ACDNet-20 requires only 500kB of model storage (Table 7).

Unfortunately, none of the platform-independent DNN software frameworks for small-device deployment (i.e., PyTorch Mobile, Tensorflow Lite) allows us to implement ACDNet directly. This is because ACDNet contains a transpose layer, which is not yet supported in these frameworks. We thus had to extend a framework with this new layer type. Among the available options we chose Tensorflow Lite because it is arguably the most widely used such framework and because it offers the best support for such extensions.

To achieve the required model size, we need to quantize ACDNet. The present paper is not concerned with quantization itself, so that we simply apply the quantization methods directly available in Tensorflow. Quantization, unfortunately, reduces the model accuracy noticeably and Tensorflow does not seem to provide the best results here. We used 8-bit post training quantization which reduces the accuracy to 70.75%. To confirm that better results are possible, we also tested alternative frameworks. We found that Pytorch achieved the highest accuracy with 81.5% for an 8-bit quantized model of equivalent size (see Table 8). While our actual deployment uses Tensorflow Lite for implementation-related reasons, we conclude that an alternative version of ACDNet that achieves 81.5% accuracy (i.e., above human performance) can be deployed on a standard MCU of the same size.

The required working memory of 303kB SRAM could be reduced further. The current requirement results form essentially computing tensors layer by layer, keeping one intermediate layer in memory at a time. This can be optimised by re-grouping computations. The bottleneck for working memory is conv2. However, this is immediately followed by a non-overlapping max pooling layer. Therefore, each instance of Maxpool2 can be immediately computed and the corresponding slice of output from conv2 can immediately be discarded after this. In this way, at any point of time, the most we need to keep in memory is the output of conv1, a 110 units wide segment of conv2 and the complete output of Maxpool1. This modification would allow us to reduce the working memory bottleneck to 141,636 bytes. While this may be detrimental to GPU speed-ups, it does not impact on an MCU implementation. However, this cannot be done in Tensorflow and would require a manual implementation.

| Network     | Library | Quantized Size | Quantized Accuracy (%) |
|-------------|---------|----------------|------------------------|
| ACDNet-20   | Pytorch | 157kB          | 81.50%                 |
| ACDNet-20   | TF Lite | 153kB          | 70.75%                 |

Table 8. Prediction accuracy after quantization

6. Future Work and Conclusions

We have presented the first implementation of a 50 class audio classifier that achieves high accuracy, yet is small enough to fit on MCUs commonly used in energy-efficient internet-of-things devices. We constructed a full size network that sets a new standard for both the ESC-10 and ESC-50 benchmarks and compressed this for MCU deployment. While limitations of the programming environment have restricted the accuracy of our current test deployment on a physical MCU, we have conclusively shown that 81.5% accuracy is achievable on such a resource-impoverished device, close to the state-of-the-art and above human performance. This brings our goal of continuous, autonomous animal monitoring into immediate reach and should open new horizons for many other audio applications on the internet-of-things.

Our deployment of a DNN originally not designed for MCUs has shown that structured pruning achieves the best results for this task. It has also highlighted the fact that machine learning on the edge, still very much cutting edge, is not yet sufficiently supported by standard frameworks. We particularly expect that future frameworks will provide improved quantization support.

Some next steps immediately arise. Firstly, it is likely that the performance can be improved by using quantization-aware training and pruning. Secondly, we would like to try the SpArSe approach for further optimisations now that we have developed ACDNet-20 as a suitable starting point for its optimisations.

We believe it to be of particular importance that we have constructed and used a universal pipeline to derive an MCU implementation from a standard DNN. This opens up the same opportunities for a wide range of applications and we are confident that we will be able to transfer our approach to other domains.
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