Heuristic Adaptability to Input Dynamics for SpMM on GPUs
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ABSTRACT

Sparse Matrix-Matrix Multiplication (SpMM) has served as fundamental components in various domains. Many previous studies exploit GPUs for SpMM acceleration because GPUs provide high bandwidth and parallelism. We point out that a static design does not always improve the performance of SpMM on different input data (e.g., >85% performance loss with a single algorithm). In this paper, we consider the challenge of input dynamics from a novel auto-tuning perspective, while following issues remain to be solved: (1) Orthogonal design principles considering sparsity. Orthogonal design principles for such a sparse problem should be extracted to form different algorithms, and further used for performance tuning. (2) Nontrivial implementations in the algorithm space. Combining orthogonal design principles to create new algorithms needs to tackle with new challenges like thread race handling. (3) Heuristic adaptability to input dynamics. The heuristic adaptability is required to dynamically optimize code for input dynamics.

To tackle these challenges, we first propose a novel three-loop model to extract orthogonal design principles for SpMM on GPUs. The model not only covers previous SpMM designs, but also comes up with new designs absent from previous studies. We propose techniques like conditional reduction to implement algorithms missing in previous studies. We further propose DA-SpMM, a Data-Aware heuristic GPU kernel for SpMM. DA-SpMM adaptively optimizes code considering input dynamics. Extensive experimental results show that, DA-SpMM achieves $1.26 \times \sim 1.37 \times$ speedup compared with the best NVIDIA cuSPARSE algorithm on average, and brings up to $5.9 \times$ end-to-end speedup to applications like Graph Neural Networks.

1 INTRODUCTION

Sparsity is a key enabler of future Artificial Intelligence [3–5]. Sparsity enables fast and energy-efficient training and inference in various domains [6–9]. However, sparse computation loses to its dense counterpart in terms of throughput, especially on throughput-oriented architectures like GPUs. In many emerging applications such as Graph Neural Networks (GNNs)[10], recommendation [11] and large language models [12], Sparse Matrix-Matrix Multiplication (SpMM) has served as fundamental components and dominates total execution time [6, 10]. SpMM can be formulated by the multiplication between a sparse matrix and a dense matrix, exposing high potential parallelism and requires high throughput, thus many previous studies focus on accelerating SpMM using GPUs [10, 13–16].

However, improving the performance of SpMM suffers from the challenge of handling the input dynamics, i.e., the performance is dependent on not only the static code optimizations, but also the dynamic input characteristics. We test the performance of 10 SpMM algorithms in NVIDIA cuSPARSE [1] on different sparse matrices (956 matrices in the SuiteSparse [2] dataset) and different width of the dense matrix $(N = 8$ and $N = 32$). Figure 1 shows performances of ten algorithms normalized to the best algorithm for each matrix. A single algorithm cannot always achieve the best performance on different input data, and the maximum performance loss with a single algorithm is >85% (e.g., Alg8, $N = 32$ on RTX 3090). Despite its importance and obvious difficulty, tackling input dynamics is missing from the focus of previous work. For example, GE-SpMM [10] adopts techniques like thread coarsening and shared memory to optimize the performance when $N$ is large. However, GE-SpMM is slower than cuSPARSE when $N$ is small (e.g., running GraphSAGE [17], $N=16$, in GE-SpMM’s paper). Another example is that the thread coarsening technique cannot always achieve benefit on different data (Figure 8 in GE-SpMM’s paper).

Observing that previous work limits their optimizations to some specific scenarios, we ask this question: how can we design a generally good SpMM kernel for all kinds of scenarios? Our answer is that not a single design, but the careful composition and adaptive usage of many designs, can well address input dynamics. Previous work has proposed many ad-hoc optimizations with limited rule-based selection models. In this paper, we seek to propose design-composition-guided new optimizations, and use data-driven ML models to make input-dynamic choices of implementations. We also solve the following challenges: (1) Orthogonal design principles considering sparsity. Optimizations in dense problems consider little of sparsity in SpMM. We need to extract orthogonal design principles from previous work to adaptively optimize SpMM.
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**Example performance (GFLOP/S)**

In Figure 1, the left part shows the average normalized performance of different SpMM algorithms in cuSPARSE [1] to the algorithm with the best performance, using the geometric mean on the SuiteSparse [2], $N$ is the width of the dense matrix. The right part shows an example of how the average normalized performance is calculated for 2 matrices.
principles considering sparsity to form algorithms for auto-tuning. (2) **Nontrivial implementations in the algorithm space.** Combining techniques (e.g., workload balance for unbalanced matrices [18] and parallel reduction to utilize idle GPU threads [19]) can bring up to 70% to 98% (normalized to the best design on each dataset). DA-SpMM achieves 1.26×–1.37× speedup on average compared with the best NVIDIA cuSPARSE algorithm, and brings up to 5.59× end-to-end speedup to applications like Graph Neural Networks.

2 RELATED WORKS

2.1 Design Principles for Sparse

TVM [20] uses affine-loop transformation which describes orthogonal design principles for sparse problems. We propose 8 algorithms according to 3 dimensions in the space, which not only cover previous designs, but also come up with new designs which are not studied.

• **We propose nontrivial techniques to complete the algorithm space.** We propose several techniques complete missing algorithms in the space. For example, we introduce the conditional reduction to implement workload balance for imbalance matrices and parallel reduction to utilize idle GPU threads.

• **We design a data-aware kernel, DA-SpMM, to be adaptive to input dynamics.** DA-SpMM considers input dynamics, and dynamically selects a design with better performance for SpMM. DA-SpMM improves the performance of a static design from <70% to >98% (normalized to the best design on each dataset).

DA-SpMM achieves 1.26×–1.37× speedup on average compared with the best NVIDIA cuSPARSE algorithm, and brings up to 5.59× end-to-end speedup to applications like Graph Neural Networks.

2.2 SpMM Optimization Techniques

Bell et al. [19] proposed a set of GPU SpMV implementations including Scalar-CSR and Vector-CSR, and the latter one can utilize idle GPU threads with a parallel reduction technique. GraphBLAS [18] and GE-SpMM [10] extend Scalar-CSR to SpMM scenario. CSR-Stream [22] and MergePath [23] handles workload balancing by introducing corresponding techniques, which work well for sparse matrices with the skewed row-length distribution. However, none of these works enable parallel reduction for SpMM and even combine parallel reduction with workload balance for skewed matrices on GPUs with high parallelism.

2.3 Input-Adaptive Kernel Selection

Choi et al. [24] searches for optimal format and different binning strategies. Such heuristics over-simplify input dynamics to one or a few features. Nisa et al. [25] explores various ML models for format selection of sparse tensor kernels. SpTFS [26] explores deep learning to select a sparse tensor format. No prior work has studied machine learning techniques for general SpMM tuning.

3 DESIGN PRINCIPLES FOR SPMM ON GPUs

3.1 Three-Loop for SpMM

We explore the SpMM problem by digging into three loops of the typical SpMM implementation shown in Figure 2(a). In general, we do not introduce detailed concepts of GPUs when explaining three loops. We use the concept of worker to represent parallel processing units (e.g., threads, warps, and etc.) on GPUs.

3.2 **M-Loop: Workload Balance**

**Intuition.** Consider the first loop, M-Loop, of SpMM shown in Figure 2(a). M-Loop iterates over the rows of the sparse matrix A. For each row, the task is to multiply the non-zero elements with the dense elements they point to and accumulate results. If the m-th row contains K(m) non-zeros, K(m) · N multiply-add operations are involved. The workload is thus specified for a given m in 1 ~ M.

**Design M1: Row Balance (RB).** A simple way for M-Loop unrolling and parallel worker assignment is to assign a given number of rows to a worker, which is commonly used in dense problems. Figure 3(a) shows a simple example of the RB method by assigning one row to a worker. By adopting this RB method, we can easily get the row index of each non-zero referring to the worker index. However, workloads of different workers are imbalanced because non-zeros vary in different rows.
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Figure 3: M-loop. (a) Row Balance (RB): assigning a row to a worker. (b) Element Balance (EB): assigning a given number of elements to a worker. 

Figure 4: N-loop. (a) Row Major (RM): storing $X$ in the row-oriented order. (b) Column Major (CM): storing $X$ in the column-oriented order. 

Figure 5: K-loop. (a) Sequential Reduction (SR): adding products sequentially. 
(b) Parallel Reduction (PR): pros: high parallelism. 
(c) Parallel Reduction (PR): pros: high parallelism. 

Design M2: Element Balance (EB). Another way to unroll M-Loop is the fine-grained parallelism by assigning a given number of non-zeros in the sparse matrix $A$ to a worker, which is specially for sparse problems. Figure 3(b) shows an example of the EB method by evenly distributing non-zeros to different workers, where workloads are balanced. However, such a method introduces extra overheads including calculating the row index for a non-zero and partial sum aggregation among different workers in a row. 

Analysis. Compared with the RB method, the EB method balances workloads by introducing extra calculations during runtime. Thus, the RB method is supposed to achieve a better performance when the number of non-zeros in different rows is balanced. On the contrary, the EB method tends to be used when workloads become more imbalanced. We later show the controlled experiment on how workload balance affects the choice of RB and EB in Section 6.3. 

3.3 N-Loop: Dense Matrix Access Pattern 

Intuition. N-Loop iterates over the columns of the dense matrix $X$. Different workers process different columns of $X$ according to sparse elements in a given row of $A$ when $m$ is specified in Section 3.2. Note that workers access specific rows in parallel, thus the bandwidth efficiency caused by the memory access pattern is related to the data layout of the dense matrix $X$. 

Design N1: Row Major (RM). We first consider the situation to store the dense matrix in a Row Major (RM) way, elements in a row of $X$ are stored in the contiguous memory space. Because different workers process the same rows (shown in Figure 2), the RM layout leads to coalesced memory access pattern [10]. However, such a data layout suffers from the poor locality for one worker because several rows are skipped, shown in Figure 4(a). 

Design N2: Column Major (CM). Another data layout is to store $X$ using a Column Major (CM) order, shown in Figure 4(b). Compared with the RM layout, less memory space is skipped for a worker when processing two neighbor non-zeros in a column, which is beneficial to locality. However, parallel workers cannot benefit from coalesced memory access patterns because data in a row are not stored contiguously, shown in Figure 4(b). 

Analysis. Note that the initial and final layout need to be aligned to the previous and next kernel in the application, thus often fixed, we have control on the intermediate matrix layout. When $N$ is small, the RM layout suffers from poor locality because several rows are skipped, while the CM major benefits from locality if the non-zero coordinates $k$’s appear close to each other. However, when $N$ is large, the RM layout shows advantage over CM because it exploits coalesced loading of a row of $X$, which increases the amount of effective data per request and improves bandwidth efficiency. We can easily infer that the parameter $N$ affects the performance of RM and CM for specific sparse matrices. We also show the controlled experiment on the choice of RM and CM in Section 6.3. 

3.4 K-Loop: Parallelism Efficiency 

Intuition. At last is the third loop, K-Loop. In this loop, non-zero elements of a row in $A$ and corresponding elements of a column in $X$ are traversed to calculate the inner product. Note that this loop requires a reduction operation among element pairs to get the sum, the efficiency of parallel workers is related to the way to implement such a reduction operation. 

Design K1: Sequential Reduction (SR). A simple way to implement this reduction operation is to assign one worker to calculate the sum and perform the Sequential Reduction (SR) method, shown in Figure 5(a). The SR method achieves high utilization of workers because each worker is always busy during reduction, which is often used for computation-bounded dense problems. However, such a method loses the potential parallelism existing in the reduction for sparse problems. 

Design K2: Parallel Reduction (PR). Another implementation takes the potential parallelism existing in this reduction operation, as is shown in Figure 5(b). We call this method Parallel Reduction (PR), which has been used for sparse problems like Sparse Matrix-Vector Multiplication problems in [19]. Compared with SR, PR exploits the potential parallelism in reduction, and a typical implementation of PR is a merge-tree shown in Figure 5(d). However, PR suffers from poor utilization of workers because several workers are idle during the reduction, shown in Figure 5(c). 

Analysis. The SR and PR methods show two ways of assigning the K-Loop to workers. In Figure 5(c), the PR method achieves higher parallelism while the efficiency/utilization of each parallel worker is lowered. When processing larger matrices, the parallelism lost by SR can be compensated by processing more reduction operations in parallel, and the performance tends to be better than the PR method due to higher utilization. On the contrary, PR tends to be better when processing smaller matrices (or GPUs with higher
Figure 6: Implementations of different SpMM algorithms under the algorithm space with proposed techniques, number of threads in a warp is 4. (a) An example of SpMM with legends in latter subfigures. (b) Using for-loop to reduce > 4 elements for RB. (c) Using float2/float4 to load multiple dense elements for RM. (d) Using shared memory to cache sparse elements for reuse. (e) Using a prefix sum network with conditional reduction for EB.

parallelism). The reason is that SR cannot fully utilize the parallelism provided by the GPU. Thus, the performance comparison between the SR and PR methods is closely related to the data size.

3.5 Comparison with Previous Works

Based on the novel three-loop model, we summarize previous SpMM designs in Table 1. By decomposing the mathematical formulation of SpMM, combining design principles is capable of covering all previous designs. Moreover, we can also find new designs for the SpMM (e.g., RB+RM+PR). We implement all 8 designs based on these design principles, which are further used for performance tuning in later sections.

4 IMPLEMENTATIONS

As mentioned in Table 1, previous studies on SpMM only explore both RB and EB methods for the M-Loop, while CM for the N-Loop and PR for the K-Loop is lacking. Implementing CM is trivial derived from the implementation of the corresponding RM design by storing the dense matrix in a column-oriented order. Thus, we can easily get RB+CM+SR and EB+CM+SR from current implementations.

RB+RM+PR. The main challenges of implementing PR under RB include: (1) The number of elements to perform the reduction may be larger than the number of threads in a GPU warp, thus the reduction cannot be performed within one warp instruction. (2) Different columns require same non-zeros in a row of the sparse matrix, leading to redundant data loading. Figure 6(a) shows an example of performing reduction on 5 sparse rows with 6/2/0/3/1 non-zeros each row, we set the number of threads in a warp to 4. We utilize a for-loop (Technique 1) in Figure 6(b), for the first challenge to enable reduction of >4 (number of threads in a warp) elements (e.g., the first row). For the second challenge, we utilize float2/float4 (Technique 2), shown in Figure 6(e), primitive to load multiple elements in consecutive columns in the dense matrix, and these columns are processed by a warp. However, the float2/float4 primitive only enables us to process at most 4 columns within a warp. In order to reuse data for large N (columns in the dense matrix), we further utilize shared memory (Technique 3), shown in Figure 6(d), to cache sparse elements for different columns. Thus, these elements can be reused for multiple columns.

EB+RM+PR. The main challenges of implementing PR under EB include: (1) A warp needs to perform reduction on different rows for the same number of elements in the sparse matrix. (2) The same challenge as the second challenge in RB+RM+PR, thus Technique 2/3 can still be used. Inspired by the prefix sum network, we propose the conditional reduction (Technique 4), shown in Figure 6(e), method to solve the first challenge. Besides the partial reduction result, a thread records a 1ndex flag to distinguish the row. For each reduction step, the datapath of the prefix sum network is activated if two threads share the same 1ndex flag. The outputs of such a conditional prefix sum network are valid for the first (leftest) thread or the thread with different 1ndex compared with the thread on its left. For rows assigned to different warps, an atomic_add operation is performed get the final reduction result.

RB+CM+PR. The only difference to RB+RM+PR is that the dense matrix is stored in a column-oriented order, thus Technique 2 cannot be used because elements in a row are not stored consecutively, while Technique 1/3 are applied.

EB+CM+PR. Similar to RB+CM+PR, Technique 2 is not applied, while Technique 3/4 in EB+RM+PR are used.

5 HEURISTIC KERNELS

5.1 Heuristic Adaptability

We get 8 optimized SpMM algorithms in Section 4, and we also analyze that characteristics of the input data affect the performance of implementations. Then, we further test the performance of all these 8 designs on 3 different GPUs with 956 matrices in the SuiteSparse dataset (with detail setups in Section 6.1). The average normalized performance (the meaning is the same as that in Figure 1) is shown in Figure 7(a). We can get the same conclusion that a single algorithm cannot always achieve the best performance on different input data, and a single algorithm with the best average normalized performance is <70%.

Thus, to be adaptive to input dynamics and achieve a better performance, auto tuning has been proved as an effective method.
We leverage the gradient boosting framework LightGBM [27] to train a prediction model to select the best design from the 8 different designs. We select a collection of features extracted from both the sparse matrix and the dense matrix as the input vector to our model, as in Table 2.

| Feature | Meaning |
|---------|---------|
| nnz     | Number of non-zeros in the sparse matrix |
| mat_size| Size of the sparse matrix |
| std_row | Standard deviation of non-zeros in rows |
| N       | Width of the dense matrix |

### 5.2 Evaluation

#### 5.2.1 Individual Model
We also use the average normalized performance as the criterion to evaluate the performance of our heuristic kernel, DA-SpMM. Here we train three individual models for each GPU. We set the ratio of train, validation, and test data to 40%, 10%, and 50%, respectively. As shown in Figure 7(a), DA-SpMM achieves 98.62%, 98.03%, and 98.33% normalized performance on 3 GPUs (an average of 98.33%), respectively. In contrast, the best normalized performance of one static design is lower than 70%.

#### 5.2.2 Unified Model
We further test the performance of migrating the model trained by one GPU to another, leading to an average of 5.38% performance loss (e.g., using DA-SpMM model trained by RTX 2080, i.e., DA-SpMM (RTX 2080), for Tesla V100 degrades the performance from 98.33% to 90.64%). To be adaptive to different GPUs, we further distinguish different GPUs to train one unified LightGBM model. The result shows that, a unified DA-SpMM can not only solve the performance loss of migrating the model, but also further achieves the better performance, 99.50%, 98.13%, and 99.17% on 3 GPUs (an average of 98.93%).

### 5.3 Heuristic Kernel Conclusion

By introducing the heuristic model to dynamically select kernels with better performance, DA-SpMM is adaptive to input dynamics. With only data features for model training, DA-SpMM improves the normalized performance from less than 70% to over 98% for different GPUs. By introducing hardware features, DA-SpMM further improves the performance with a unified heuristic model.

### 6 EXPERIMENTAL RESULTS

#### 6.1 Experimental Setup

##### 6.1.1 Environments
We use three different GPUs set up our experimental environments for previous and this sections:

- NVIDIA RTX 3090, Compute Capability 8.6 (68 Ampere SMs at 1.395 GHz, 24 GB GDDR6x, 936 GB/s bandwidth).
- NVIDIA RTX 2080, Compute Capability 7.5 (46 Turing SMs at 1.515 GHz, 8 GB GDDR6, 448 GB/s bandwidth).
- NVIDIA Tesla V100, Compute Capability 7.0 (80 Volta SMs at 1.370 GHz, 16 GB HBM2, 900 GB/s bandwidth).

##### 6.1.2 Baselines
GE-SpMM [10] is a state-of-the-art open-source SpMM design on GPUs, it achieves better performance against other open-source design like GraphBLAST [28].

ASpT [13] adopts a matrix tiling preprocessing step to process dense and sparse sub-matrix separately during runtime. We only count the execution time of ASpT while excluding the preprocessing time. Moreover, ASpT only supports \( N = 32 \) and \( N = 128 \) cases.

NVIDIA cuSPARSE [1] is a vendor library by NVIDIA. We use the routine cusparseSpMM for SpMM, we use version 11.2.

All results are normalized to the best cuSPARSE algorithm for each matrix. All codes are compiled using nvcc 11.2 with -O3 flag.

##### 6.1.3 Datasets
We use SuiteSparse collection [2] with 956 matrices (We use the script of ASpT [13] to select these matrices which removes isomorphic one to enable diversity) to test performance.

#### 6.2 Performance of Heuristic Kernel

We compare the DA-SpMM design with GE-SpMM [10], ASpT [13], and two cuSPARSE [1] SpMM algorithms (Alg3 and Alg7 in Figure 1, which are two best static algorithms). All results are normalized to the best cuSPARSE SpMM algorithm on each matrix, shown in Figure 8. We can get following conclusions:

**Against the static cuSPARSE algorithm.** For different \( N \) from 2 to 128, DA-SpMM achieves an average speedup of up to 2.96×, 2.66×, 2.57× on three GPUs, respectively.

**Against different cuSPARSE algorithms with the best performance on each matrix.** For different \( N \) from 2 to 128, DA-SpMM achieves a performance of up to 1.37×, 1.26×, and 1.30× on three GPUs, respectively. For large \( N \) (e.g., \( N = 128 \)), DA-SpMM achieves higher speedups of 1.60×, 1.36×, and 1.30×, respectively.

**Against ASpT.** For \( N = 32 \), DA-SpMM achieves an average speedup of 1.14×, 1.14×, and 1.06×, respectively. For \( N = 128 \), the speedup is 1.20×, 1.14×, and 1.05×. The preprocessing time of ASpT is not counted.

**Against GE-SpMM.** DA-SpMM achieves significant improvements for small \( N \) (4.99×, 5.23×, and 5.40× for \( N = 2 \)). When \( N \) becomes larger, the performance of GE-SpMM improves. For \( N = 128 \), the speedup against GE-SpMM is 1.29×, 1.04×, and 1.59× on three GPUs, respectively. When \( N \) becomes larger, DA-SpMM prefers to select RM for \( N \)-loop and SR for \( K \)-loop in most cases. These two selections are the same with the design in GE-SpMM.
which means that GE-SpMM does reach the optimal design point for these cases, except for the balance design in the $M$-loop.

### 6.3 Controlled Experiments

As we have analysed in Section 3, the choice of different algorithm for each loop depends on input dynamics. Thus, we synthesize matrices and conduct controlled experiments.

#### 6.3.1 RB-EB

We take three sparse matrices with identical size and sparsity, but different $\text{std}_{\text{nnz}}$, i.e., the standard deviation of the number of non-zeros in each row. The matrices are synthesized R-MAT graphs [29] by tuning parameters related to element distribution. The result is shown in Figure 9(a). The EB method exceeds the RB method as the standard deviation of non-zeros in each row grows, because the imbalance among different workers becomes the main factor for the performance difference.

#### 6.3.2 RM-CM

We synthesize one same sparse matrix with three different dense matrices, with R-MAT method [29]. We vary $N$ for the dense matrix. The result is shown in Figure 9(b). The RM layout achieves higher performance against the CM layout when $N$ gets larger. The reason is that larger $N$ leads to coalesced load for different workers. In contrast, the CM implementation always needs to skip elements in the dense vector, thus the effective data per request is inherently limited.

#### 6.3.3 SR-PR

We synthesize three matrices with the same sparsity and non-zero distribution, but different non-zeros, with R-MAT method [29]. The bars in Figure 9(c) display non-zeros of each matrix, and the lines plot the relative performance of SR against PR. When the matrix is small, the PR method is better than the SR method because it saturates parallelism, but SR gains advantages when the matrix size gets larger because the utilization of one worker becomes the main factor for the performance.

### 6.4 Performance of Heuristic Kernel in GCNs

We integrate DA-SpMMul into the Graph Neural Network framework, DGL [30], to compare the end-to-end performance on RTX 3090 with GCN [31] and GraphSAGE [17] models. We test the inference speedup with on the Reddit dataset [32], in Figure 10. By using DA-SpMM, we achieve up to $5.59\times$ and $5.27\times$ speedup against the original DGL framework on two GNN models, respectively.

### 7 CONCLUSIONS

In this paper, we present a thorough study of Sparse Matrix-Matrix multiplication (SpMM) on GPUs. We consider the SpMM acceleration problem from a novel auto-tuning perspective to be adaptive to input dynamics. We first propose a novel three-loop model with orthogonal design principles specially for sparse problems. We also propose several techniques to implement new designs which are not previously studied. We further propose DA-SpMM to adaptively optimize code and achieve a better performance considering input dynamics. Evaluations show that DA-SpMM is the fastest among commercial and academic designs: DA-SpMM achieves an average of $1.26\times$–$1.37\times$ speedup compared with the best NVIDIA cuSPARSE algorithm, and brings up to $5.59\times$ end-to-end speedup to applications like Graph Neural Networks. Our methodology of composing design principles into an algorithm space and using heuristic models for algorithm selection can be extended to further studies on sparse acceleration problems.
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