Learning Algorithm with Nonlinear Map Optimization for Neural Network
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Abstract

Recently, machine learning has been attracting attention. Machine learning is mainly realized by the learning of artificial neural networks. Various learning methods have been proposed; however, the learning methods are based on gradient methods. On the other hand, swarm intelligence (SI) algorithms have been attracting attention in the optimization field. Generally speaking, SI algorithms have a large computation cost. Therefore, there are few cases of SI algorithms being applied to machine learning. In this paper, we propose a novel learning algorithm for an artificial neural network which applies our proposed nonlinear map optimization (NMO) method. NMO consists of some simple particles which are driven by a simple nonlinear map. NMO can be classified as an SI algorithm. However, it has only a small computation cost. Therefore, NMO can be applied to a learning algorithm for an artificial neural network. In this paper, we introduce NMO, and a small learning simulation is carried out to confirm the performance of our learning method.

1. Introduction

Machine learning is currently applied to various fields and is attracting great attention[1][2]. The basis of machine learning is the learning of layer-type artificial neural networks (LNNs)[2][3]. A method based on the gradient method is mainly used for such learning. On the other hand, swarm intelligence (SI) algorithms[4][5] have been attracting attention in the optimization field. SI algorithms can search for an optimal value of a black-box problem without gradient information of the evaluation function. SI has the ability to search for the optimal value of an evaluation function without being trapped at a local minimum[5]. If we can utilize this capability of SI, we can construct an efficient learning algorithm. However, SI has a large computation cost because it consists of multiple computational units. Therefore, there are few cases of SI algorithms being applied to machine learning[6]. In such a situation, we recently proposed a novel SI algorithm named nonlinear map optimization (NMO)[7][8]. NMO consists of some simple particles which are driven by a simple nonlinear map. NMO can explore solutions with few particles; therefore, its computation cost is smaller than that of conventional SI algorithms[8]. For this reason, we consider using NMO for the learning of artificial neural networks. In this study, we apply NMO to machine learning, and we examine its learning performance. We determine a suitable number of neurons in the middle layer of an LNN.

2. Multilayer Perceptron (MLP)

A multilayer perceptron (MLP) is one of the most popular LNN structures. It is usually interconnected in a feed forward manner[3]. Figure 1 shows an example MLP, which consists of an input layer, an intermediate layer, and an output layer. The operation of the MLP is described by Eq. (1).

![Figure 1: Three-layer MLP](image)

\[
\begin{align*}
x &= f(input) \\
y &= f(W^1x) \\
z &= f(W^2y)
\end{align*}
\] (1)

Here, input denotes an input vector. x, y, and z are the output vectors of the input layer, intermediate layer, and output layer, respectively. W¹ and W² denote the connection
coefficient matrices between the input layer and the intermediate layer, and between the intermediate layer and the output layer, respectively.

An MLP can represent various input/output relationships by appropriately setting the values of the connection coefficients between these neurons and the bias value of each neuron. In order to realize an arbitrary input/output relationship with an MLP, it is necessary to set appropriate connection coefficient matrices. For this purpose, learning involves setting connection coefficient matrices that minimize the evaluation function value using the error between the desired output vector and the actual output vector as shown in Eq. (2)[9].

$$E(W^1, W^2) = \sum_{p=1}^{P}(d^p - z^p)^t(d^p - z^p)$$  \hspace{1cm} (2)

Here $d^p$ is the $p$th desired output vector for the $p$th input vector, and $z^p$ is the output vector for the $p$th input vector. $P$ denotes the number of desired learning combinations. $t$ represents transpose.

In order to minimize the evaluation value, it is necessary to learn the input/output relationship based on previously given data[1][2][9]. Various learning methods have been proposed to effectively learn the connection weights of an MLP[1]. A method based on the gradient method is mainly used for such learning. Backpropagation (BP)[9] is one of the most well known learning algorithms for an MLP based on the gradient method.

The learning performance of BP is excellent. For this reason, deep learning, which has attracted attention in recent years, is also fundamentally based on a BP algorithm[1][2]. However, since BP is based on a gradient method, there is a possibility that parameters will be trapped at local minima during learning[9]. In general, an MLP has a large number of parameters, that is, connection weights, so there are many local minima in the evaluation function[1]. If we can establish a learning method which is not trapped by local minima, the MLP may be able to exhibit better performance.

3. Nonlinear Map Optimization

The learning algorithm of an MLP can be regarded as a nonlinear optimization algorithm. Various nonlinear optimization algorithms have been proposed. SI algorithms[4][5] are one such type of nonlinear optimization algorithms and include the ant colony algorithm[10], artificial bee algorithm[11], firefly algorithm[12], cuckoo search[13], and particle swarm optimization[14][15]. Such an SI algorithm can find a feasible solution in a short time[5]. The reason why an SI algorithm has a large computation cost is because of the need to search for a solution with many search individuals. Generally, a number of individuals greater than or equal to the number of search dimensions of the evaluation function is required in an SI algorithm. In such a situation, we propose a new SI algorithm that can satisfactorily search for the optimal solution of an evaluation function even if the number of individuals is small. The search individuals of the new SI algorithm are driven by a simple nonlinear map[7][8] which is a kind of circle map. The system is named, nonlinear map optimization (NMO).

NMO is described by the following equation[7].

$$\theta_{ij}^{t+1} = \begin{cases} \theta_{ij}^t + \gamma_{ij} \left[ x_{ij}^t - p_{ij}^t \right] + \frac{\pi}{2} - \cos^{-1}(\epsilon_c) \\ + \frac{\pi}{2} - \cos^{-1}(\epsilon_c), \text{if } 0 < \sin \theta_{ij}^t \cos \theta_{ij}^t < \epsilon_c \\ \theta_{ij}^t + \gamma_{ij} \frac{|x_{ij}^t - p_{ij}^t|}{R_{ij}(t)}, \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

Here $x_{ij}$ and $\theta_{ij}$ denote the $j$th-dimensional location of the $i$th search individual in the $t$th iteration and the $j$th-dimensional rotation angle of the $i$th search individual in the $t$th iteration, respectively. $R_{ij}(t)$ represents the search range. $p_{ij}^t$ denotes the $j$th-dimensional coordinate of the $i$th search individual at the location giving the smallest objective function value up to the $t$th iteration. $\gamma_{ij}$ denotes a parameter which controls the response of the nonlinear map.

In order to search for a suitable connection coefficient matrix, each dimension of each search individual is made to correspond to a connection coefficient element. The search point of the search individual is updated by Eq. (3). The search performance of NMO depends on the parameters, namely, $\gamma$, $\epsilon_c$, and $R_{ij}^t$. Based on our preliminary experiments, in our simulations, we set the parameters as follows.

$$\begin{align*} \gamma &= 0.795 + \frac{(i+j) \mod D}{D} + 0.01 \\ \epsilon_c &= 0.01 \\ R_{ij}^t &= 5 \text{ (constant)} \end{align*}$$  \hspace{1cm} (4)

These parameter values are empirical values. By using the NMO, we search for an optimal value of the evaluation function as shown in Eq. (2).

4. Numerical Simulations

We carry out some numerical simulations to clarify the learning ability of an MLP by the NMO algorithm. In order to confirm the ability of the MLP learning method with a small problem, we learn EXOR with a two-input one-output MLP. Equation (2) is used to calculate the error for each input vector. In each simulation, there are four kinds of input vector; therefore, the sum of each error is applied to the evaluation. The initial value of each element of the connection weight matrices $W^1$ and $W^2$ is set in the interval $[-1, +1]$. In our simulations, the hyperbolic tangent function is applied to the function $f(\cdot)$ in Eq. (1). The input of each hyperbolic
tangent function is normalized by the number of input signals to each neuron.

First, in order to determine the influence of the number of search individuals on the search, we carry out some simulations in which only the number of searched individuals is changed under the same conditions. Figure 2 shows typical results of one trial. The horizontal axis denotes the iteration and the vertical axis denotes the error, which corresponds to the evaluation value. The number of neurons in the intermedi-

ute layer for the case in Fig. 2 is five. The blue curve denotes the case of three search individuals, the red curve denotes the case of six search individuals, and the green curve denotes the case of nine search individuals.

In these simulations, all trials converged to a suitable input/output relation. Figure 2 indicates that the convergence speed is faster when the number of individuals is nine. However, the amount of computation is proportional to the number of individuals. That is, when the number of individuals doubles, the amount of calculation also doubles. Comparing the cases of three and nine individuals, although the convergence speed for nine individuals is fast, it does not become fast in proportion to the number of individuals. We confirmed that NMO can search for a suitable solution very quickly even if it has only three search individuals.

Next, we consider the case where the number of neurons in the intermediate layer is fixed. In this simulation, the numbers of neurons in the input and output layers are fixed. Namely, the number of neurons in the input layer is two and the number of neurons in the output layer is one. Assuming that the number of neurons in the intermediate layer is \( M \), the number of connection coefficients is \( 4M + 1 \) when including the bias for each neuron. Therefore, the dimension of the evaluation function is increased when the number of neurons in the intermediate layer is increased. For the case that the number of intermediate-layer neurons is increased, we determine whether NMO can search for a suitable solution. Figures 3 and 4 show typical simulation results of one trial when the number of neurons in the intermediate layer is changed for the cases of three and nine individuals, respectively. The horizontal axis denotes the iteration and the vertical axis denotes the error, which corresponds to the evaluation value. In Figs.

Figure 2: Learning result based on the number of search individuals

Figure 3: Learning result for each number of neurons in the intermediate layer (three search individuals)

Figure 4: Learning result for each number of neurons in the intermediate layer (nine search individuals)

3 and 4, the blue curve denotes the case of five neurons in the intermediate layer, the red curve denotes the case of 10 neurons in the intermediate layer, and the green curve denotes the case of 15 neurons in the intermediate layer. As the number of neurons in the intermediate layer increases, the number of search dimensions increases. The results shown in Figs. 3 and 4 indicate that NMO can search for a suitable solution quickly even if the number of neurons in the intermediate layer is increased.

Finally, we carry out a numerical simulation to compare learning by NMO and learning by BP, which is one of the most popular learning algorithms for an MLP. Figure 5 illustrates the learning results. The horizontal logarithmic axis denotes the iteration and the vertical axis denotes the error, which corresponds to the evaluation value. In Fig. 5, the red curve represents the learning error of the BP method, and the other three curves denote the learning error of the NMO method for the cases of three, six, and nine search individuals. One hundred trials were done. Each result denotes the average of the 100 trials. We consider that the error converged to 0
when it became 0.001 or less. These results show the average results for the trials in which the learning is successful.
Note that the horizontal axis is logarithmic. Therefore, the convergence speed using NMO is extremely fast.
Therefore, we can conclude that the learning by NMO is considerably better than the learning by BP.

Figure 5: Comparison of learning by NMO and learning by BP

5. Conclusions
In this paper, we proposed a learning algorithm for MLP based on the NMO method. This method consists of some simple particles which are driven by a simple nonlinear map. NMO requires only a few search individuals for the search and has only a small computation cost. Therefore, it can be applied to a learning algorithm for an artificial neural network. Based on some numerical simulations of the learning input/output relation of EXOR, we confirmed the performance of learning by NMO. As a result, we clarified that the NMO method can learn a relationship more quickly than by BP.
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