RESTRICTED TESTING CONDITIONS FOR THE MULTILINEAR MAXIMAL OPERATOR
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ABSTRACT. Restricted testing conditions were considered recently. For the maximal operator, Hytönen, Li and Sawyer [8] first obtained parental testing condition. Later, they [9] showed that it suffices to restrict testing to doubling cubes. Chen and Lacey [3] gave a similar restricted testing condition. In our paper, we discuss a version of the latter in the multilinear setting.
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1. INTRODUCTION

Let $\mathbb{R}^d$ be the $d$-dimensional real Euclidean space and $f$ a real valued measurable function, the Hardy-littlewood maximal function is defined by

$$Mf(x) = \sup_{x \in Q} \frac{1}{|Q|} \int_Q |f(y)| dy,$$

where $Q$ is a cube with its sides parallel to the coordinate axes and $|Q|$ is the Lebesgue measure of $Q$.
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A weight will be a nonnegative locally integrable function. Let \( u, v \) be two weights. Muckenhoupt \cite{muckenhoupt11} showed that
\[
\begin{align*}
M : \mathbb{L}^p(v, \mathbb{R}^d) &\to \mathbb{L}^{p, \infty}(u, \mathbb{R}^d) \quad \text{iff} \ (u, v) \in A_p, \text{ where } p \geq 1; \\
M : \mathbb{L}^p(v, \mathbb{R}^d) &\to \mathbb{L}^p(v, \mathbb{R}^d) \quad \text{iff} \ v \in A_p, \text{ where } p > 1
\end{align*}
\]
The \( A_p \) condition is geometric, meaning to only involve the weights and not the operators. Later, Sawyer \cite{sawyer12} introduced the test condition \( S_p \) and characterized the two weight estimates for the Hardy-Littlewood maximal operator. The classical two weight inequality due to Sawyer \cite{sawyer12} is below.

**Theorem 1.1.** For two weights \( (\omega, \sigma) \) we have the inequality
\[
\|M(\sigma f)\|_{\mathbb{L}^p(\omega)} \leq \|f\|_{\mathbb{L}^p(\sigma)}
\]
if and only if the testing inequality below holds:
\[
\sup_{Q: \sigma(Q) > 0} \sigma(Q)^{-1/p} \|1_Q M(\sigma 1_Q)\|_{\mathbb{L}^p(\omega)} < \infty.
\]

The testing condition essentially amounts to testing the uniform estimates on characteristic functions of all cubes. Recent papers Hytönen, Li and Sawyer \cite{hytonen12, li12} began a study of a weaker class of testing inequalities in the two weight setting. Their papers include interesting motivation and background. They introduced four such conditions in \cite{hytonen12} and restricted testing to doubling cubes in the two weight norm inequality for \( M \) in \cite{li12}. Chen and Lacey \cite{chen12} gave a similar condition: Test the maximal function on indicators of cubes \( Q \) which have some parent on which \( \sigma \) is doubling. We recall the condition and result in \cite{chen12}.

**Definition 1.2.** A weight \( \omega \) is a non-negative Borel measure on \( \mathbb{R}^d \), and given two weights \( \omega, \sigma \) we say that \( (\omega, \sigma) \in A_p \) if the constant
\[
[\omega, \sigma]_p = \sup_Q \langle \omega \rangle_Q^{1/p} \langle \sigma \rangle_Q^{1/p'}, \quad p' = \frac{p}{p-1},
\]
where here and throughout \( \langle \omega \rangle_Q = |Q|^{-1} \int_Q \omega \, dx \).

**Definition 1.3.** Given two weights \( (\omega, \sigma) \), and \( 1 < p, \rho, D < \infty \) we say that \( (\omega, \sigma) \) satisfy a \( (p, \rho, D) \) parent doubling testing condition if there is a positive finite constant \( \mathcal{P} = \mathcal{P}_{p, \rho, D} = \mathcal{P}(\omega, \sigma, d, p, \rho, D) \) so that we have
\[
\|1_Q M(\sigma 1_Q)\|_{\mathbb{L}^p(\omega)} \leq \mathcal{P} \sigma(Q)^{1/p},
\]
for every cube \( Q \) for which there is a second cube \( P \supset Q \), with \( \ell(P) \geq \rho \ell(Q) \), and \( \sigma(P) \leq D \sigma(Q) \), where \( \ell(Q) = |Q|^{1/d} \) is the side length of \( Q \).

**Theorem 1.5.** Let \( 1 < p, \rho < \infty \). There is a constant \( D = D_{d, p, \rho} \) so that for any pair of weights \( (\omega, \sigma) \) we have
\[
\|M(\sigma \cdot)\|_{\mathbb{L}^p(\sigma) \to \mathbb{L}^p(\omega)} \simeq [\omega, \sigma]_p + \mathcal{P}_{p, \rho, D}.
\]
The proof of Theorem 1.5 in [3] relies on the following essential ingredients:

- classical Sawyer’s Theorem 1.1;
- \( \rho \) — adic grid (dyadic grids in details);
- splitting of the subsets of any set in \( \rho \) — adic grid (The Testing, The Top and The Small).

In our paper, we will give a multilinear version of the Theorem 1.5. As far as the authors know, there is no perfect multilinear Sawyer’s Theorem. Thus we should find a new ingredient in place of the first one in the above statement.

We state the notation that we will follow in the sequel related to some constants involved in the multiple theory of weights. To define these constants, let \( \sigma_1, \ldots, \sigma_m \) and \( \omega \) be weights and we denote \( \overrightarrow{\sigma} = (\sigma_1, \ldots, \sigma_m) \). Also let \( 1 < p_1, \ldots, p_m < \infty \) and \( p \) be numbers such that \( \frac{1}{p} = \frac{1}{p_1} + \cdots + \frac{1}{p_m} \) and denote \( \overrightarrow{p} = (p_1, \ldots, p_m) \).

The new multilinear maximal function

\[
\mathcal{M}(f)(x) = \mathcal{M}(f_1, \ldots, f_m)(x) = \sup_{x \in Q} \prod_{i=1}^{m} \frac{1}{|Q|} \int_{Q} |f_i(y_i)| dy_i, \quad x \in \mathbb{R}^d
\]

associated with cubes with sides parallel to the coordinate axes was first defined and the corresponding weight theory was studied in [10]. The relevant class of multiple weights for \( \mathcal{M} \) is given by the condition \( A_{\overrightarrow{p}} [10, \text{Definition 3.5}] \).

We recall that \( (\omega, \overrightarrow{\sigma}) \) satisfies the \( A_{\overrightarrow{p}} \) condition if

\[
[\omega, \overrightarrow{\sigma}]_{A_{\overrightarrow{p}}} := \sup_{Q} \left( \frac{1}{|Q|} \int_{Q} \omega \right) \prod_{i=1}^{m} \left( \frac{1}{|Q|} \int_{Q} \sigma_i \right)^{p_i/p'_i} < \infty.
\]

In order to establish the generalization of Sawyer’s theorem (Theorem 1.1) in the multilinear setting, Chen and Damián [2] introduced a reverse Hölder’s condition \( \text{RH}_{\overrightarrow{p}} \) on the weights and established the multilinear version of Sawyer’s result with a testing condition \( S_{\overrightarrow{p}} \). Later on, the condition \( \text{RH}_{\overrightarrow{p}} \) was used in [1, 4, 13]. Recently, Cruz-Uribe and Moen [5] proved a multilinear version of the reverse Hölder’s inequality in the theory of Muckenhoupt \( A_p \) weights. Note that if \( \nu = \prod_{i=1}^{m} \omega_i^{p_i/p_i} \), then the condition \( (\nu, \overrightarrow{\omega}) \in A_{\overrightarrow{p}} \) implies the reverse Hölder’s condition \( \text{RH}_{\overrightarrow{p}} \) [1, Proposition 2.3]. The reverse Hölder’s condition \( \text{RH}_{\overrightarrow{p}} \) and the testing condition \( S_{\overrightarrow{p}} \) are below.

We recall that \( (\omega, \overrightarrow{\sigma}) \) satisfies the \( S_{\overrightarrow{p}} \) condition if

\[
[\omega, \overrightarrow{\sigma}]_{S_{\overrightarrow{p}}} = \sup_{Q} \left( \int_{Q} \mathcal{M}(\overrightarrow{\sigma}1_Q)^{p} \omega dx \right) \left( \prod_{i=1}^{m} \sigma_i(Q)^{p_i/p_i} \right)^{-1} < \infty,
\]

where \( \overrightarrow{\sigma}1_Q = (\sigma_11_Q, \ldots, \sigma_m1_Q) \) and all the suprema in the above definitions are taken over all cubes \( Q \) in \( \mathbb{R}^d \).

We say that \( \overrightarrow{\sigma} \) satisfies the \( \text{RH}_{\overrightarrow{p}} \) condition if there exists a positive constant \( C \) such that
Remark 1.7. Given weights \((\omega, \sigma)\), and \(1 < \rho, D < \infty\) we say that \((\omega, \sigma)\) satisfy a \((\mathcal{P}, \rho, D)\) parent doubling testing condition if there is a positive finite constant \(\mathcal{P} = \mathcal{P}_{\mathcal{P}, \rho, D} = \mathcal{P}(\omega, \sigma, d, \mathcal{P}, \rho, D)\) so that we have
\[
\|1_Q \mathcal{M}(\sigma 1_Q^m)\|_{L^p(\omega)} \leq \mathcal{P} \prod_{i=1}^{m} \sigma_i(Q)^{\frac{m}{p}},
\]
for every cube \(Q\) for which there is a second cube \(P \supset Q\) and an index \(1 \leq i \leq m\) such that \(\ell P \geq \rho l Q\), and \(\sigma_i(P) \leq D \sigma_i(Q)\).

Theorem 1.9. Let \(1 < \rho < \infty\) and let \(\sigma \in \text{RH}_{\mathcal{P}}^\rho\). There is a constant \(D = D_{d, \mathcal{P}, \rho}\) so that for weights \((\omega, \sigma)\) we have
\[
\|\mathcal{M}(\sigma)\|_{L^p(\omega)} \leq C \prod_{i=1}^{m} \|f_i\|_{L^p(\sigma_i)}, \quad \forall f_i \in L^p(\sigma_i).
\]

Remark 1.13. The proof of (1.11) is essentially based on four observations:
- multilinear version of the Carleson embedding theorem (Lemma 2.1);
- reverse Hölder’s condition \(\text{RH}_{\mathcal{P}}^\rho\) (1.6);
- \(\rho - \)adic grid (dyadic grids in details);
- splitting of the sparse family in \(\rho - \)adic grid (The Testing, The Top and The Small).

Remark 1.14. Recall the multilinear Sawyer’s Theorem [2, Theorem 1]
\[
[\omega, \sigma]_{s_{\mathcal{P}}} \leq \|\mathcal{M}(\sigma)\|_{L^p(\omega)} \|\prod_{i=1}^{m} L^p(\sigma_i)\| \leq [\omega, \sigma]_{s_{\mathcal{P}}}[\sigma]_{\text{RH}_{\mathcal{P}}}.
\]
If we use it in place of the Carleson embedding theorem in Remark 1.13, the exponent of \([\sigma]_{\text{RH}_{\mathcal{P}}}\) is 2.

Remark 1.15. Let \(p_i = q > 1\), \(f_i = f\) and \(\sigma_i = \sigma\) with \(i = 1, 2, \ldots, m\). Then
1. The reverse condition (1.6) is trivial with \([\sigma]_{\text{RH}_{\mathcal{P}}^\rho} = 1\).
(2) \([\omega, \sigma]_q^A = [\omega, \sigma]_A^q\).

(3) \(\mathcal{P}_{q,p,D}^A = [\mathcal{P}_p]^A_{q,p,D}\).

(4) \(\| \mathcal{M}(\sigma_\tau) \|_{L_q(\tau) \to L_q(\omega)}^q = \| \mathcal{M}(\sigma_\tau) \|_{\prod_{i=1}^n L^{p_i}(\tau_i) \to L^p(\omega)}^q\).

(5) \([\omega, \sigma]_S^A = [\omega, \sigma]_S^A\).

It follows that our main result

\[
\| \mathcal{M}(\sigma_\tau) \|_{L^p(\tau) \to L^p(\omega)} \lesssim (\| \mathcal{M}(\sigma_\tau) \|_{\prod_{i=1}^n L^{p_i}(\tau_i) \to L^p(\omega)} + [\mathcal{P}_p]_{q,p,D}^A) [\mathcal{P}_p]_{q,p,D}^A RH^A_{q,p},
\]

reduces to

\[
\| \mathcal{M}(\sigma_\tau) \|_{L^p(\tau) \to L^p(\omega)} \simeq [\omega, \sigma]_p + [\mathcal{P}_p]_{q,p,D}^A.
\]

which is the main result of [3].

2. Preliminaries

Before proving our main results, we first recall some definitions and results related to dyadic grids (see [6, P. 167] for more information).

Recall that the standard dyadic grid \(D\) in \(\mathbb{R}^d\) consists of the cubes

\[
2^{-k}([0, 1]^d + j), \quad k \in \mathbb{Z}, j \in \mathbb{Z}^d.
\]

By a general dyadic grid \(D_\alpha\) we mean a collection of cubes with the following properties:

(1) for any \(Q \in D_\alpha\) its sidelength \(\ell_Q\) is of the form \(2^k, k \in \mathbb{Z}\)

(2) \(Q \cap R \in \{Q, R, \emptyset\}\) for any \(Q, R \in D_\alpha\).

(3) the cubes of a fixed sidelength \(2^k\) form a partition of \(\mathbb{R}^d\).

For \(D_\alpha\), we say that \(S_\alpha = \{Q^k_j\} \subseteq D_\alpha\) is a sparse family of cubes if:

(1) the cubes \(Q^k_j\) are disjoint in \(j\), with \(k\) fixed.

(2) if \(\Omega_k = \cup_j Q^k_j\), then \(\Omega_{k+1} \subseteq \Omega_k\).

(3) \(|\Omega_{k+1} \cap Q^k_j| \leq \frac{1}{2}|Q^k_j|\).

With each set \(Q^k_j \in S_\alpha \cap \Omega_k\), we associate the set

\[
E^k_j = Q^k_j \setminus \Omega_{k+1}.
\]

Observe that the sets \(E^k_j\) are pairwise disjoint and \(|Q^k_j| \leq 2|E^k_j|\). If \(D_\alpha = D\), we simply denote \(S_\alpha\) by \(S\).

Next we recall a lemma ([2, Lemma 3]). The lemma extends to the multilinear setting a standard formulation of the (dyadic) Carleson embedding theorem proved in [7] and it will allow us to prove our main results.
Lemma 2.1. [2, Lemma 3] Let $1 < p_i < \infty$ and $p \in (0, \infty)$ satisfying $\frac{1}{p} = \frac{1}{p_1} + \cdots + \frac{1}{p_m}$. Suppose that the nonnegative numbers $\{a_Q\}_Q$ satisfy
\[
\sum_{Q \in R} a_Q \leq A \int_R \prod_{i=1}^{m} \sigma_i^{p_i} \, dx, \quad \forall R \in D
\]
where $\sigma_i$ are weights for $i = 1, \ldots, m$. Then for all $f_i \in L^{p_i}(\sigma_i)$,
\[
\sum_{Q \in D} a_Q \left( \prod_{i=1}^{m} \frac{1}{\sigma_i(Q)} \int_Q f_i(y_i) \sigma_i(y_i) \, dy_i \right)^p \leq A \prod_{i=1}^{m} p_i \|f_i\|_{L^{p_i}(\sigma_i)}.
\]

In the sequel we will use the following lemma that could be found in the proof of [7, Theorem 1.7].

Lemma 2.2. There are $2^d$ dyadic grids $D_i$ such that for any cube $Q \subset \mathbb{R}^d$ there exists a cube $Q_i \in D_i$ such that $Q \subset Q_i$ and $\ell Q_i \leq 6\ell Q$.

3. Proof of Theorem 1.9

Proof. It is clear that (1.12) implies the $S_{\vec{f}}$ condition without using $(\omega, \vec{\sigma}) \in RH_{\vec{p}}$. Because of $\|\mathcal{M}(f_{\vec{\sigma}})\|_{L^{p,\infty}(\omega)} \leq \|\mathcal{M}(f_{\vec{\sigma}})\|_{L^{p}(\omega)}$ and [10, Theorem 3.3], (1.12) implies the $A_{\vec{p}}$ condition. Then we obtain (1.10) without the assumption of $\vec{\sigma} \in RH_{\vec{p}}$. We now turn to the proof of (1.11), which is the main content of the Theorem.

Our theorem only claims that there is a sufficiently large doubling parameter $D$ which can be used for weights $(\omega, \vec{\sigma})$. Below, we will consider values of $1 < \rho \leq 2$. For integers $\nu = 3, 4, \ldots$, and choices of $\nu - 1 < \rho \leq \nu$, the argument proceeds by replacing the dyadic grids introduced in Section 2 by $\nu$-ary grids. In fact, modifying the Lemma 2.2, we may use $\rho$-ary grids instead of dyadic grids. We omit the details.

By Lemma 2.2, it suffices to prove (1.11) for the dyadic maximal operators $\mathcal{M}_{D_i}$, where
\[
\mathcal{M}_{D_i}(f)(x) = \sup_{x \in Q \in D_i} \prod_{i=1}^{m} \frac{1}{|Q|} \int_Q |f_i(y_i)| \, dy_i, \quad x \in \mathbb{R}^d.
\]

Since the proof is independent of the particular dyadic grid, without loss of generality we consider $\mathcal{M}_D$ taken with respect to the standard dyadic grid $D$.

Set $D = 2^{rac{2m+4}{mp}}$ (see Remark 3.8). It suffices to show that under the two weight $A_{\vec{p}}$ and $(\vec{p}, 2, D)$ parent testing condition, the maximal function $\mathcal{M}_D(\vec{\sigma})$ is bounded from $\prod_{i=1}^{m} L^{p_i}(\sigma_i)$ to $L^p(\omega)$.

Next we proceed as in the proof of [2, Theorem 1]. Then there is a sparse family $S \subseteq D$ such that
\[
\int_{\mathbb{R}^d} \mathcal{M}_{D}(\vec{f}_{\vec{\sigma}})^p \omega \, dx \lesssim \sum_{Q \in D} a_Q \left( \prod_{i=1}^{m} \frac{1}{\sigma_i(Q)} \int_Q |f_i| \sigma_i \, dy_i \right)^p,
\]
where $a_Q = \omega(E_Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p$, if $Q = Q^k_j$ for some $(k,j)$ where $E_Q$ denotes the corresponding set $E^k_j$ associated to $Q^k_j$, and $a_Q = 0$ otherwise.

If we apply the Carleson embedding Lemma 2.1 to these $a_Q$, we will find the desired result provided that

\[
\sum_{Q \subset R} a_Q \lesssim \left( \omega, \sigma \right)_{A_{\overline{p}}} + \left( \mathfrak{P}_{\overline{p}, \rho, D} \sigma \right)_{RH_{\overline{p}}} \int_R \prod_{i=1}^{m} \sigma_i^{\frac{p}{p'}} \, dx, \quad R \in \mathcal{D}.
\]

For $R \in \mathcal{D}$, we denote $S_R = \{Q \subset R : Q \in S\}$. Then we obtain

\[
\sum_{Q \subset R} a_Q = \sum_{Q \in S_R} \omega(E_Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p.
\]

Partition $S_R$ into four subcollections using these definitions.

- **(Testing Collection)** Let $T^*$ be the maximal elements $Q \in \mathcal{D}$ with $Q \subset R$ so that the testing inequality (1.8) holds. Set $T_Q = \{P \in S : P \subset Q\}$, for $Q \in T^*$. And set $T = \bigcup_{Q \in T^*} T_Q$.

- **(The Top)** Let $U = \{Q \in S_R \setminus T : 2^k \ell Q \geq \ell R\}$. We choose $k$ large enough that $2^{dmkp}k^{-2} > 1$. These are the cubes which are close to the top cube $R$.

- **(Small $A_{\overline{p}}$ Cubes)** Let $A$ be those cubes $Q \in S_R \setminus (T \cup U)$ such that

\[
\left( \frac{1}{|Q|} \int_Q \omega \prod_{i=1}^{m} \left( \frac{1}{|Q|} \int_Q \sigma_i \right)^{p/p'} \right)^{p/p'} \lesssim \left( \omega, \sigma \right)_{A_{\overline{p}}},
\]

where $\phi(x) = (\log_2 x)^2$ (see Remark 3.7). It is clear the local $A_{\overline{p}}$ constant at $Q$ is very small.

- **(Remaining Cubes)** Let $L = S_R \setminus (T \cup U \cup A)$.

We show that the sum in (3.2) over each collection satisfies the testing inequality (3.1). The Testing Collection is very easy:

\[
\sum_{Q \in T} \omega(E_Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p \leq \sum_{Q \in T} \int_{E_Q} \mathcal{M}(\sigma 1_Q)^p \omega \, dx
\]

\[
\leq \mathfrak{P}_{\overline{p}, \rho, D} \left( \mathfrak{P}_\sigma \right)_{RH_{\overline{p}}} \int_R \prod_{i=1}^{m} \sigma_i^{\frac{p}{p'}} \, dx.
\]
The Top Collection $\mathcal{U}$ has at most $2^{1+d(k+1)}$ elements, and we just use the $A_p^+$ condition to see that

$$
\sum_{Q \in \mathcal{U}} \omega(Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p \leq \sum_{Q \in \mathcal{U}} \omega(Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p \\
\leq [\omega, \sigma]_{A_p^+} [\sigma]_{RH^p} \int_{R} \prod_{i=1}^{m} \sigma_i^p \, dx.
$$

The implied constant depends upon $k$, but that is a fixed integer.

The Small $A_p^+$ Cubes are also trivially summed up, using the condition in (3.3).

$$
\sum_{Q \in A} \omega(E_Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p \leq \sum_{Q \in A} \omega(Q) \left( \prod_{i=1}^{m} \frac{\sigma_i(Q)}{|Q|} \right)^p \\
\leq [\omega, \sigma]_{A_p^+} [\sigma]_{RH^p} \sum_{s=k} \sum_{\ell R=2^s \ell Q} \frac{\int_{Q} \prod_{i=1}^{m} \sigma_i^p \, dx}{\phi(\ell R/\ell Q)} \\
= [\omega, \sigma]_{A_p^+} [\sigma]_{RH^p} \sum_{s=k} \frac{1}{\phi(2^s)} \left( \sum_{\ell R=2^s \ell Q} \int_{Q} \prod_{i=1}^{m} \sigma_i^p \, dx \right) \\
(3.4) \leq [\omega, \sigma]_{A_p^+} [\sigma]_{RH^p} \int_{R} \prod_{i=1}^{m} \sigma_i^p \, dx.
$$

Thus, the core of the argument is control of the Remaining Cubes, $\mathcal{L}$. We claim that this collection is empty.

Suppose $\mathcal{L} \neq \emptyset$. Thus, there is a cube $Q \subset R$, which satisfies $\ell Q < 2^{-k} \ell R$, fails (3.3), and no ancestor of $Q$ also contained inside of $R$, has a doubling parent. The last condition is very strong.

Let $Q^{(1)}$ be the $D$-parent of $Q$, and let $Q^{(j+1)} = (Q^{(j)})^{(1)}$. Define integer $n$ by $R = Q^{(n)}$. For any integer $0 \leq j < n$ and $1 \leq i \leq m$, we necessarily have $\sigma_i(Q^{(j+1)}) > D\sigma_i(Q^{(j)})$, since $Q^{(j+1)}$ is a $\rho$-parent of $Q^{(j)}$. That is, $\sigma_i(R) \geq D^n \sigma_i(Q)$, $1 \leq i \leq m$. From this, we
see that $n$ cannot be very large.

$$
[\omega, \bar{\sigma}]_{A^p} \geq \left( \frac{1}{|R|} \int_R \omega \right) \prod_{i=1}^m \left( \frac{1}{|Q|} \int_Q \sigma_i \right)^{p/p'_i}
\geq D^{n(mp-1)} \left( \frac{1}{|Q(n)|} \int_Q \omega \right) \prod_{i=1}^m \left( \frac{1}{|Q|} \int_Q \sigma_i \right)^{p/p'_i}
\geq 2^{-dn} \left( \frac{D}{2^n} \right)^{n(mp-1)} \frac{[\omega, \bar{\sigma}]_{A^p}}{\phi(\ell R/\ell Q)}
$$

(3.5) 

$$
= [\omega, \bar{\sigma}]_{A^p} 2^{-dn} \left( \frac{D}{2^n} \right)^{n(mp-1)} n^{-2}
$$

(3.6) 

Note that we have used $D = 2^{2nmpd}$ in (3.6). Recall that we choose $k$ large enough that $2^{dmp}k^{-2} > 1$. We see that $n < k$. That is, the cube is in the collection $\mathcal{U}$, which is a contradiction. □

Remark 3.7. Let $q > 1$. We can define $\phi(x) = (\log_2 x)^q$ in our proof. Then our proof is still valid. In fact, we have $\sum_{s > k} \frac{1}{\phi(2^s)} = \sum_{s > k} \frac{1}{s^q} < \infty$ in (3.4) and $n^{-q}$ in place of $n^{-2}$ in (3.5). We mention that we do not try to find the optimal $\phi$.

Remark 3.8. To determine $D$, we can let $D = 2^{dt}$. Then we have $2^{dn(t-1)(mp-1)}$ in place of $2^{dmnp}$ in (3.6). It suffices to choose $t$ such that $(t - 1)(mp - 1) - 1 > 0$. We do not try to find the optimal $D$.
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