Transformer Neural Networks Attending to Both Sequence and Structure for Protein Prediction Tasks
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Abstract—The increasing number of protein sequences decoded from genomes is opening up new avenues of research on linking protein sequence to function with transformer neural networks. Recent research has shown that the number of known protein sequences supports learning useful, task-agnostic sequence representations via transformers. In this paper, we posit that learning joint sequence-structure representations yields better representations for function-related prediction tasks. We propose a transformer neural network that attends to both sequence and tertiary structure. We show that such joint representations are more powerful than sequence-based representations only, and they yield better performance on superfamily membership across various metrics.

I. INTRODUCTION

While we have known for decades that the amino-acid sequence of a protein molecule determines to a great extent its activities in the living cell, predicting protein function from sequence remains a hallmark problem in molecular biology [1]. While throughput technologies have greatly increased the number of protein sequences in public repositories, very few of them have been experimentally characterized. For instance, only about 1% of the sequences in the UniProtKB database have been functionally characterized in wet laboratories [2]. This gap, amplified by the potential for therapeutic applications, continues to motivate computational research on function prediction [3].

The computational literature is rich for various reasons. First, the term protein function is ill-defined, as it includes its activities in the living cell, predicting protein function from sequence remains a hallmark problem in molecular biology [1]. While throughput technologies have greatly increased the number of protein sequences in public repositories, very few of them have been experimentally characterized. For instance, only about 1% of the sequences in the UniProtKB database have been functionally characterized in wet laboratories [2]. This gap, amplified by the potential for therapeutic applications, continues to motivate computational research on function prediction [3].

The availability of protein databases providing functional characterization, such as Pfam [6] and SCOP [7], including other benchmark datasets, has permitted the design of many machine learning algorithms, including deep learning-based approaches. A review of such literature is beyond the scope of this paper, but we direct interested readers to recent surveys in [4], [8].

The line of research we advance in this paper is on building meaningful representations of protein molecules to support function-related prediction tasks. Research in representation learning is also very rich. Before the wide availability of volumes of sequence data, researchers had to understand how a specific biological activity placed constraints on sequence and/or structure and think deeply about how to encode those constraints in sequence- and/or structure-based function-encoding representations. The rise of big (macromolecular) data is now providing an opportunity to learn such representations directly from the data and possibly in a more general manner beyond a specific biological activity.

In particular, transformers, which have revolutionized Natural Language Processing, present a unique opportunity for representation learning. Work in this direction has just started. Recent work in [9] trains a transformer over protein sequences to learn sequence-based representations that are shown to be powerful in predicting protein family membership. In this paper, we advance this work, leveraging the fact that by pre-training on task-agnostic sequence representations, transformers are highly appealing to support a variety of prediction tasks.

In this paper we posit that learning joint sequence-structure representations yields better representations for function-related prediction tasks. The main contribution of this paper is the integration of tertiary structure and its encoding in a manner that allows utilizing the attention mechanism. We employ a transformation-invariant representation of tertiary structure through the concept of a contact map, which allows the transformer to learn meaningful sequence-structure representations.

In essence, the transformer-based model we put forward attends to both the sequence and associated tertiary structure of a protein molecule. Due to the ready availability of tertiary structures for protein molecules already characterized in SCOP, we demonstrate the utility of the joint sequence-structure representation for the task of superfamily prediction. However, the approach can support various prediction tasks; for instance, we envision how AlphaFold2 [10] can be utilized to generate a reasonable tertiary structure of a given amino-acid sequence [11]. The experimental evaluation we describe in this paper shows that the learned sequence-structure representations are more powerful than sequence-
based representations alone, and they yield better performance on superfamily membership across various metrics, even on a dataset that is inherently highly imbalanced.

The rest of this paper proceeds as follows. Section II briefly summarizes related work and preliminaries. Methodological details are related in Section IV. The experimental evaluation is detailed in Section V, and the paper concludes in Section VI, with a summary and outlook.

II. RELATED WORK

A. Deep Neural Networks in Computational Biology

Deep neural networks are increasingly becoming the methods of choice in protein structure prediction, protein function prediction, genome engineering, systems biology, and phylogenetic inference. In protein structure prediction, we find convolutional neural networks (CNNs), Residual Networks (ResNet), and Transformers. In protein function prediction, we find CNNs, ResNets, Recurrent Neural Networks (RNNs), and Graph Neural Networks (GNNs). In Genome Engineering, Multi-layer Perceptrons (MLPs) and CNNs are popular. In systems biology, we find CNNs, RNNs, and Variational Autoencoders (VAEs). CNNs and ResNets are popular in phylogenetic inference. Protein structure and function predicted are two of the computational biology areas where deep learning has been a major success, and even paradigm shifting in protein structure prediction [10]. We refer the interested reader to Ref. [12] for a review of deep learning literature in computational biology.

B. Deep Neural Networks for Protein Function Prediction

Limited and imbalanced datasets, a possibly large space of functions/activities, and the hierarchical nature of some functional annotations, such as the GO hierarchy, are key challenges for machine learning methods for protein function prediction, including deep learning. To address some of these challenges, methods have leveraged a diversity of features from sequence, structure, interaction networks, biomedical literature, and more. We highlight three recent methods based on deep learning, DeepGO [13], DeepGOPPlus [14], and deepNF [15]. DeepGO incorporates a CNN to learn sequence-level embeddings and combines them with knowledge graph embeddings obtained from Protein-Protein Interaction (PPI) networks [13]. DeepGOPPlus uses convolutional filters of different sizes with individual max-pooling to learn dense feature representations of protein sequences embedded via one-hot encoding [14]. The authors show that combining the outputs from CNN with homology-based predictions result in better predictive accuracy. deepNF utilizes a multi-modal denoising auto encoder to extract features from multiple heterogeneous interaction networks and show that the resulting model outperform methods based on matrix factorization and linear regression [15].

The utilization of transformers for function prediction is in its infancy. The PRoBERTa model in [9] restrict the vocabulary size to 10,000 words and use the byte-pair encoding algorithm [16] to identify words. The PRoBERTa model in [9] is then fine-tuned to solve two prediction tasks, protein family memberships and protein-protein interactions. Work in [17], though not focusing on any particular prediction task, analyzes various transformer models, such as BERT, ALBERT, and XLNet, through the lens of attention and shows them capable of capturing proximity constraints among amino acids in a tertiary structure of an uncomplexed/free protein or a protein binding site of a bound protein.

III. PRELIMINARIES

Here we overview the concept of attention and the transformer architecture. Readers already familiar with these preliminaries are encouraged to skip ahead to Section IV.

A. Attention

In this work, we focus only on the attention mechanism which was first introduced by [18] in neural machine translation tasks. The goal in [18] is to solve fixed-length encoding vector issues that arise when the representation of long and short sequences is forced to be the same. The authors compute the alignment scores for a given encoded hidden state and previous decoder output. This indicates how well the elements of the input sequence align with the current output at a given position. The alignment model is represented as a function, which can be implemented by a feed-forward neural network. Then a softmax function is run over the alignment scores to compute the probability distribution, termed as attention weights. These are multiplied with the hidden state to compute the weighted sum and the context vector as output of the attention layer.

Work in [19] reformulates the attention mechanism using queries (Q), keys (K), and values (V). In this formulation, each query vector (q) is matched against a set of keys (ki) by computing the dot product between them:

$$e_{q, k_i} = q \cdot k_i \quad (1)$$

The softmax function is then run to generate the distribution as weights in [2] Finally, the attention is computed by a weighted sum of the value vectors, and the generated attention weights as in

$$\alpha_{q, k_i} = softmax(e_{q, k_i}) \quad (2)$$

When the generalized attention mechanism is presented with a sequence of words, it takes the query vector attributed to some specific word in the sequence and scores it against each key in the database. In doing so, it captures how the word under consideration relates to the others in the sequence. Then it scales the values according to the attention weights in order to retain focus on those words that are relevant to the query. In doing so, it produces an attention output and attention weight for the word under consideration.

Work in [19] also proposed a novel encoder-decoder architecture without relying on any use of recurrence and
convolutions utilizing only the attention mechanism. The encoder maps an input sequence to a sequence of continuous representations. It consists of \( N_{enc} \) identical layers where each layer is composed of two sublayers. The generalized attention mechanism and a fully connected feed-forward network are implemented in the first and second sublayer, respectively.

The decoder receives the output of the encoder together with the decoder output at the previous time step and generates an output sequence and thus it works in an auto-regressive manner. It is composed of \( N_{dec} \) identical layers where each layer consists of three sublayers. The first sublayer receives the previous output of the decoder stack, augments it with positional information, and implements multi-head self-attention over it. While the encoder is designed to attend to all words in the input sequence, the decoder is modified to attend only to the preceding words. Hence, the prediction for a word at a position can only depend on the known outputs for the words that come before it in the sequence. The second layer implements a multi-head self-attention mechanism, which receives the queries from the previous decoder sublayer, and the keys and values from the output of the encoder. This allows the decoder to attend to all of the words in the input sequence. The third layer implements a fully connected feed-forward network.

Each of the two sublayers has a residual connection around it. In all sublayers, the layer normalization and positional encoding are applied in both the encoder and decoder part. The output of the decoder finally passes through a fully connected layer, followed by a softmax layer, to generate a prediction for the next word of the output sequence.

Following the vanilla transformer architecture summarized above, the Bidirectional Encoder Representations from Transformers (BERT) [20] is proposed by focusing on the encoder part only. BERT can be trained in an unsupervised manner for representation learning and then can be fine-tuned on downstream tasks in a supervised fashion. Many variants of BERT are now available, including ALBERT [21], RoBERTa [22] and DistilBERT [23].

IV. METHODS

We first relate details on the prediction task, input dataset, and then describe the transformer neural network that attends to both sequence and structure.

A. Prediction Task

For the purpose of evaluation, we focus here on superfamily membership prediction. In summary, a protein family is a group of proteins that share a common evolutionary origin, which is reflected by their related functions and similarities in sequence or structure. A protein superfamily is a large group of distantly-related proteins [24]. A protein superfamily may contain more than one family.

The Structural Classification of Proteins (SCOP) [25], which is created by manual inspection but aided by a variety of automated methods, provides a detailed and comprehensive description of the structural and evolutionary relationships among all proteins whose structure is known. The proteins in this database are additionally annotated with the superfamily to which they belong. Therefore, the SCOP database is ideal for our experimental evaluation.

B. Dataset

We use the SCOP database to extract 36,535 proteins. Each SCOP entry contains a link to the tertiary structure available for it in the Protein Data Bank (PDB) [26]; the PDB is a repository of tertiary structures of protein molecules. Many quality checks need to be performed to prepare the dataset, as we relate below.

- If a protein tertiary strucure cannot be found in the PDB, the corresponding SCOP entry is removed from our dataset. An example of such an entry is 6qwj, which is now obsolete in the PDB.
- If the DSSP [27], [28] program fails to compute secondary structure elements (often because the tertiary structure has missing amino acids), the respective entry is removed.
- If the tertiary structure, in PDB format, does not pass the chain-id test by Biopython [29], a library we use to process tertiary structures, the entry is removed. Biopyton allows us to check whether the PDB format passes compliance checks.
- If a PDB entry contains one or more missing amino acids (that is, the tertiary structure is incomplete), the corresponding SCOP entry is not included in the dataset.

At the end of this process, we have 26,994 complete entries which belong to 2,796 superfamily classes. The proteins in the dataset have a maximum length of 1,460 amino acids. The highly-skewed class distribution over the dataset is shown in Fig. 1, where the classes are sorted/ordered by the number of entries per class (highest to lowest). The size of each class is related on the y-axis and shown on each 100th bar corresponding to the class. The class labels are aliased from 0 to 2,795 numeric entries. Fig. 1 also shows that there are only 637 classes (note that they are 0-indexed) that have at least 10 members.

We divide the pre-processed, clean dataset into a standard train, validation and test set. The train dataset is prepared so that it contains 70% instances from each class. From the remaining dataset, 50% of the data instances from each class are selected for the validation set, and the remaining are placed in the test set. Our train, validation and test set contain 24, 538, 4, 458 and 5,862 data instances, respectively. Following this protocol, we are able to maintain the same class distribution of the dataset throughout the train, validation and test set.

C. Methods

We refer to the model we propose as ProToFormer, which stands for Protein Topological Transformer. ProToFormer learns joint sequence-structure representations of protein molecules. We investigate two variants based on the embedding dimension for each amino acid. We include in our experimental evaluation the PRoBERTa [9] model (as
Fig. 1. The class distribution of our dataset is shown here. Classes are ordered by their size, highest to lowest. Size is shown on the y-axis and annotated on top of each 100th bar corresponding to a class. The x-axis relates the classes, which are 0-indexed. Red font draws attention to the fact that only 637 of the 2,796 classes have at least ten members.

a baseline model) to obtain a task-agnostic sequence-based representation of a protein molecule and fine-tune it on the superfamily classification task.

We first relate details on ProToFormer and then on the FT-PRoBERTa used as baseline. This section concludes with implementation details, which include values of the various hyperparameters for each model.

1) ProToFormer: We recall that the vanilla transformer encoder [30] and its variants, such as BERT [20], utilize the bidirectional information flow for a given input. As such, the model has the ability to look at every position with the same attention probability. For a specific position $i$, the model applies an attention mechanism from the 0-th to $l$-th positions of an $l$-length sequence to compute the abstract relation among tokens by minimizing a loss function (commonly, cross-entropy).

A protein entry in our dataset contains both sequence and tertiary structure information. However, the existing transformer-based model, PRoBERTa, leverages only sequence information. We hypothesize that the topological information encoded in a tertiary structure might provide stronger signals than bidirectional sequence-level signals while applying an attention mechanism for a task at hand. Both protein sequence and structure determine function; as related in Section I, sequence can vary more rapidly, whereas structure is under a stronger evolutionary pressure to maintain the function of a protein molecule.

To encode the topological information available in a tertiary structure of a protein molecule, we utilize a 2D representation of the tertiary structure, the contact map. The contact map is SE3-invariant. Though referred to as a map, it is an $N \times N$ symmetric Boolean matrix encoding the threshold-binarized spatial proximities of the $N$ amino acids of a protein in a given tertiary structure. Spatial proximity is measured through the Euclidean distance over the central carbon (CA) atoms that are found in each amino acid. The typical threshold used is 8Å. Distances above these thresholds are encoded as 0 in the contact map; that is, no contact. Otherwise, the entries are filled with 1’s, indicating contact between corresponding amino acids. In summary, the $(i,j)$ entry in a contact map corresponding to a tertiary structure indicates that there is a contact between the $i$-th and $j$-th amino acids if the Euclidean distance between them does not exceed 8.0Å.

We input the contact map to the transformer encoder as the attention mask to provide available information about the topology. Thus, the input of the model consists of three items: the protein sequence, key-padding mask, and the attention mask. In Fig. 2, we show an example of an amino-acid sequence and its corresponding key-padding mask and attention mask for PDB-ID: 3h8d, chain-id: C, residue (amino acid)-id range: 1, 143 – 1, 264 of sequence length 122; this is padded to length 150 in the illustration.

Note that unlike PRoBERTa ProToFormer does not need to figure out what the analogous of words are in a sequence. In essence, a single amino-acid is a word, and this allows the model to pay attention to semantic relationships between amino acids as encoded in the tertiary structure. In this manner, ProToFormer learns single amino-acid representations in a higher-dimensional space that encodes structural constraints. We consider two variants of ProToFormer based on the embedding dimension. In our experimental evaluation, we experiment with an embedding dimension of 256 versus 128. We refer to these two models as ProToFormer (128-SEQ+CM)
and ProToFormer (256-SEQ+CM), where SEQ+CM refers to the utilization of both sequence and contact map. A third model is included for comparison, ProToFormer (128-SEQ), which does not attend to contacts but to sequence alone. Column 2 in Table I relates architectural details and fine-tuning hyperparameters.

2) **FT-PRoBERTa:** We employ a fine-tuned PRoBERTa as a baseline model against which to compare ProToFormer and its variants. We recall that PRoBERTa learns sequence-only representations. PRoBERTa is trained on a masked language modeling (MLM) task on a corpus of 450K unique sequences taken from UniProtKB/Swiss-Prot. To the model provided in PRoBERTa, we add a classification layer and train the resulting model, FT-PRoBERTa (FT for fine-tuned) on the training dataset related above for the superfamily classification task. The architectural details and fine-tuning hyperparameters of FT-PRoBERTa can be found in Table I (Column 3).

3) **Implementation Details:** In ProToFormer we utilize the vanilla transformer encoder architecture and apply the PyTorch multi-head attention implementation. We consider each amino acid as a word and apply a word embedding layer of dimension 128 or 256. We find that when we utilize 256 the model converges fast and performs better, but we relate results on both settings in Section V. We note that the maximum length of a sequence is set at 512.

We apply the Adam optimizer with weight-decay as 0.01 and cross-entropy loss to train the model. Since the class distribution is highly skewed, we compute the class weights using Scikit-learn’s `compute_class_weight` function. The output layer is implemented as taking the last layer’s embedding of an input data and outputs a probability distribution over the 2,796 classes. We use the mini-batch algorithm of batch size 64 and 128 to train and validate each model. The best model is archived at the best validation loss. All the hyperparameters are shown in Table I (Column 2). The hyperparameters of the best model are shown in boldface font.

### Table I

| Hyperparams          | ProToFormer | FT-PRoBERTa |
|----------------------|-------------|-------------|
| MAX-LENGTH           | 512         | 512         |
| EMBED-DIM            | 128, 256    | 768         |
| #-ATTN-HEADS         | 8           | 12          |
| #-ENC-LAYERS         | 5           | 5           |
| DROPOUT               | 0.1         | 0.1         |
| LR                   | 1e-3, 1e-4, 1e-5 | 1e-4, 1e-5 |
| BATCH SIZE           | 64, 128     | 32          |
| ATTENTION            | CONTACT-MAP (CM) | N/A     |
| #-WEIGHTS            | 13M         | 44M         |

![Fig. 2. (a) Each amino acid is encoded as a 1 to 20 numeric number, inclusive, and zero is kept as a padding index. (b) Corresponding key-padding mask with a padded region (colored as yellow at the right). (c) Respective attention mask of j-th amino acid (row) not to attend to i-th amino acid (column). The padded region of the attention mask will be nullified by the key-padding mask.](image)

V. Results

We first compare all four models, ProToFormer (128-SEQ), ProToFormer (256-SEQ+CM), ProToFormer (128-SEQ), and FT-PRoBERTa on along accuracy, precision, recall, F1-score, and AUC-ROC. Since the class distribution over the dataset is skewed, we utilize the weighted precision, recall, and F1-score by the support set and with configuring metrics as outputting 1 for a class if the support set is 0. The AUC-ROC is computed for each instance, and we report the average.

Table I reports the accuracy (ACC), precision (PRE), recall (REC), F1-score (F1), and AUC-ROC score (AR) of all four models. The comparison shows that ProToFormer (128-SEQ), the ProToFormer that attends to sequence alone, performs similarly to FT-PRoBERTa on all performance metrics. The two better-performing models along all metrics are ProToFormer (256-SEQ+CM) and ProToFormer (128-SEQ), with ProToFormer (256-SEQ+CM) achieving the best performance. Table I makes the case that adding the contact map to the training process gives the model an opportunity to learn structural information and improve performance by at least $\sim 20\%$ on all performance metrics. Further, increasing the embedding dimension from 128 to 256 results in improvements of at least $\sim 2\%$ on all performance metrics.

Fig. I provides a more detailed view of the models during training. The top panel shows the cross-entropy loss and accuracy ($y$-axis) over the number of epochs ($x$-axis) for
the training for each of the four models. The bottom panel shows the validation loss and accuracy, respectively, over the number of training epochs for the four models. We note that no special attempt is made to fine-tune the models. In addition, the number of trainable parameters on our ProToFormer models is approximately lower by 3 magnitudes over FT-PROBERTa.

The above results support the conclusion that ProToFormer (256-SEQ+CM) is the best model. We now investigate in greater detail the performance of this model on four categories of classes, those with less than 10 members, those with at least 10 members, those with at least 30 members, and those with at least 30 members. Table III relates the performance in each case for both the validation and test set along the various metrics: ACC, PRE, REC, and F1.

Table III shows that on classes with at least 10 data points, the model improves the performance by ~ 1% for both the test and validation set over classes with fewer than 10 members. If we increase the threshold (th) from 10 to 30, the performance improves by at least 4% in all metrics.

**TABLE III**

| DATA | TH | ACC | PRE | REC | F1 |
|------|----|-----|-----|-----|----|
| VAL  | ≥10| 0.753 | 0.795 | 0.753 | 0.753 |
|      | <10| 0.598 | 0.969 | 0.598 | 0.597 |
| TEST | ≥10| 0.752 | 0.791 | 0.752 | 0.750 |
|      | <10| 0.436 | 0.931 | 0.436 | 0.426 |
| VAL  | ≥30| 0.777 | 0.841 | 0.777 | 0.798 |
|      | <30| 0.642 | 0.894 | 0.642 | 0.661 |
| TEST | ≥30| 0.783 | 0.843 | 0.783 | 0.801 |
|      | <30| 0.529 | 0.850 | 0.529 | 0.522 |

Finally, in Fig. 4 we visualize the joint sequence-structure embedding space learned by PROToFormer (256-SEQ+CM). We map the last layer features on two components via t-SNE [31] so we can obtain sequence embeddings in two dimensions. Projections are color-coded by superfamily classes. For ease of visualization, we restrict to 10 classes drawn at random among those with at least 40 members. Fig. 4 shows good separation among the classes and co-localization of the sequence+structure-function space, providing further support for the summary performance related above.

**VI. CONCLUSION**

The increasing number of protein sequences decoded from genomes is opening up new avenues of research on linking protein sequence to function with deep neural networks. In particular, by pre-training on task-agnostic sequence representations, transformers are becoming increasingly appealing to support a variety of prediction tasks.

In this paper, we advance budding research on adapting transformers for the protein sequence universe by utilizing them to learn joint sequence-structure representations. The foundation of this line of work rests of the central role of structure and our decades-long knowledge that function places evolutionary pressure on both sequence and structure (and even stronger pressure on structure). The novelty of the work we propose is in utilizing the attention mechanism in a transformer to attend to both sequence and tertiary structure; the latter is encoded as a contact map, which in turn encodes semantic constraints to attend to during the task-agnostic pre-training. We evaluate the learned representations on the superfamily membership classification task. The experimental evaluation clearly shows that the joint sequence-structure representation confers higher performance on this task than sequence alone.

We hope the venue of work we have started in this paper opens up further research directions. We note that one of the reasons we focus on the superfamily membership prediction task here is due to the ready availability of tertiary structures of the training data. However, one can envision utilizing AlphaFold2, for instance, to generate tertiary structure information to leverage for joint sequence-structure representations and expand the prediction tasks to other dimensions of protein function.
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