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Abstract
In this study, we examined the long-term spatial patterns and trends of home values within the United States from 1996 to 2019. The Zillow Home Value Index (ZHVI) data were obtained from the Zillow’s housing data portal. The overall trends indicated both coasts of the United States having the highest concentration of hotspots. The ideal time to sell varied seasonally across the country. We used geo-statistical analysis techniques, such as cluster analysis and emerging hot spot analysis (EHSA), to reveal the average and long-term trends in spatial patterns of home values. Washington was the only state with sporadic hot spots. The Western United States showed consecutive hotspots, most notably in California, but in surrounding states as well. The Northeast, Mid-Atlantic, and Florida were dominated by oscillating hotspots. Texas and the Southeast display new hotspots that signal change, indicative of southward migration of population. Finally, the Midwest has been a historical cold spot, but Cleveland has improved to a diminishing cold spot, pointing to the revitalization of the region. The seasonal level analysis displayed southern and coastal states as those benefiting most from winter home sales, and the colder northern states captured the most value and sold quicker in the summer months. This intuitive analysis of the country’s variation in ideal sale month reveals a local view of when to sell rather than a generalized view of the entire United States.
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Introduction

Home prices in the United States have been trending upwards (Shiller, 2007) over time as the population continues to change their view of real estate as a major purchase to a worthwhile long-term investment. Residential real estate has appreciated overall but has still been subject to influential events that have affected value for both better and worse. The most notable event, the Great Recession (2008), slashed housing costs across the country and forced a plague of foreclosures and evictions. The effects of this housing bubble on home values in the United States were analyzed by Gupta et al., 2019. These values fell drastically and took quite some time to recover, as weary buyers needed to regain their trust in banks and the entire real estate market. After overcoming the traumatic recession, housing values began to rebound and have ultimately continued to follow an upward trend. This trend was amplified by the effects of COVID-19 as explored by Li and Kao (2022) and Wang (2021). The last few years of housing sales data have shown soaring prices fueled by low inventory and high consumer demand. This drastic uptick in capital required to purchase a home is precisely why it is necessary to understand when and where to invest in property. Therefore, the objective of this study is to analyze the spatial and temporal patterns of housing sales across the metropolitan areas in United States, so that informed decisions of when and where to buy and sell can be made. With the rise of data collection across companies, most now track the data beyond property sales on their websites. The two most accessible datasets, Zillow and Realtor.com, were the two sources used for this analysis. The Zillow dataset has been used widely to approximate where the overall real estate market is headed as well as looking at year-on-year changes across the United States. However, prior to this study there had not yet been a comprehensive study showing small-scale data across the entire United States over a large time-period such as the 24 years studied in this research.

Other instances of more concentrated effects on U.S. house prices include analyzing the introduction of transportation systems to certain cities and how they have greatly benefited surrounding properties, as previously difficult to access areas become attainable (Lewis-Workman & Brod, 1997; Mathur & Ferrell, 2013; Stecker, 2009). One of the studies estimated the value of properties along dams and noted the potential hazards, causing decreases in prices. (Bohlen & Lewis, 2009). Other research explores locational attributes, such as central business districts, rivers, and parks among others to decide which factors have the largest effect on home values (Orford, 2002; Shen, 2005). Another similar study looked at detention ponds turned parks and how they drove up nearby home values (Lee & Li, 2009). Other studies analyzed the values of homes within beach towns and observed the added value of ocean view by way of viewshed analysis (Crawford et al., 2014; Hamilton & Morgan, 2010). In another study, Lepczyk et al. (2007) displayed the housing growth in a portion of the Midwest from 1940 to 2000, showing the spread of the population and how the urban areas grew and expanded farther from the city center. Changes in property values within CBSAs was explored and dissected for seasonality in certain study areas by Miller and Sklarz (2012).
The cost of using home service websites such as Zillow, as well as the accuracy of Zillow’s home value estimates were tracked by Gindelsky et al. (2019) and compared to their own data as well as other big data services. According to Bin (2004), a comparison between two different regression models to determine home values revealed the detrimental effect of flood plains. Crime across major metropolitan areas was measured by Lynch and Rasmussen (2001), which showed that homebuyers pay a premium to be further from crime, but property crimes have less of an effect compared to serious felonies. Another study evaluated the proximity to hog farms and its negative impact on property values (Milla et al., 2005). An international look at a housing market showed the increase in property values near cities in Vietnam following foreign investment (Chung et al., 2018). One study noted that solar panels come at a serious cost, and this was monitored to find that this investment came with an overall greater sale price than their counterparts (Dastrup et al., 2012). Therefore, there are many studies that focus on the role of individual factors on home values and their trends over short time periods over specific areas. However, there are no studies examining the entire United States housing market and its changes over long periods of time. Therefore, in the present study we have examined the long-term spatial patterns and trends of home values within the United States from 1996 to 2019. While covering this large span of space and time, the pieces can then be put together by breaking down certain areas into case studies to see how long the areas were affected by these instances or how far beyond the study area effects were still felt. Moreover, the data goes beyond the specific dates of major events affecting the real estate market, which allows there to be an understanding of how long it took to feel the effects of an event and how quickly certain areas were able to recover after any effects subsided. This comprehensive review of the real estate market, backed by decades of data, will prove useful for planning and forecasting in the United States. It will also provide insight as to what the future real estate landscape will look like.

**Study Area**

The study area encompassed the United States (US), including Alaska and Hawaii. The entire study area experiences a wide range of climates, causing seasonality to be an important factor when considering home prices. The Southeast has hot-humid weather throughout the year (Rastogi et al., 2020; Sen Roy & Balling, 2005). The northern US is mostly cold with the more extreme points being very cold. The middle of the country to the Atlantic coast has mixed-humid weather that varies by season. The Southwest is hot-dry in the summer months and fades to mixed-dry before and after summer. The Pacific coastline line has a marine climate year-round. The analysis was conducted at the census neighborhood level. There was a total of 15,708 neighborhoods across the US, with home value data ranging from 1996 to 2020 (Fig. 1). In addition, there was a total of 896 metropolitan areas across the country (Figs. 4 and 5).
Data and Methods

Housing Data

We used the Zillow Home Value Index (ZHVI) at the neighborhood level, which is a smoothed, seasonally adjusted measure of the typical home value and market changes across single family homes. This index reflects the typical value for homes in the 35th to 65th percentile range. This dataset was acquired from their data webpage for Zillow Research (https://www.zillow.com/research/data/). Each point is at the center of a neighborhood that Zillow has collected enough meaningful data to create an average home value for the neighborhood. Twenty-four years of spatial and temporal home value data, spanning from January 31, 1996 to December 31, 2019 were analyzed. To figure out which month is best to sell (high prices) or buy (low prices) for each metropolitan area, we analyzed Realtor.com metropolitan level data regarding the median listing price and median days on the market. The data offered many attributes, but since the primary concern was to address seasonal changes in home sales, we selected sale price and number of days on the market as the most meaningful measure. These sales data was acquired from their data webpage (https://www.realtor.com/research/data/). Each metropolitan area is denoted by a core based statistical area (CBSA) code that holds its associated median listing price and median days on the market. These housing data analyzed spans five years, from January 2017 to December 2021.

The ZHVI data were downloaded in CSV format, and then joined by neighborhood codes, which aligned with a neighborhood shapefile from the US Census.

Fig. 1 General layout of the area. United States and major cities in the study area. Location of average property values in the United States from 1996 to 2020
Bureau (2022). The table allowed the data to be displayed on the map while also stacking each month’s data so that every neighborhood contained data for each of the twelve months over the entire 24-year period. The Census Bureau data represented 17,057 neighborhoods across the United States, of which 15,708 were joined with the ZHVI data. The Realtor.com data were also downloaded in CSV format, and then joined to a CBSA code shapefile from the Census Bureau by means of a query table to once again stack values for each metropolitan area. The Census Bureau data represented 918 metropolitan areas, of which 896 were joined to the Realtor.com data.

Emerging Hot Spot Analysis (EHSA)

Emerging hot spot analysis (EHSA) was used to identify the trends in spatial clustering in the presence of home values across time and space. EHSA constitutes two steps: (1) a space–time cube, and (2) the actual analysis. A space–time cube is a netCDF file containing points in x and y coordinates, with a z coordinate for time. The space–time bins were used to calculate the hotspot trends among the cubes of data within the study area, thus grouping them into cold- or hot-spot variations (Bunting et al., 2018; Tullis-Joyce & Sen Roy, 2021). It takes into consideration the neighborhood distance and time step parameter values to calculate the Getis-Ord Gi* statistic (Hot Spots Analysis) for each bin (Sen Roy, 2022; Wan & Sen Roy, 2022). The result from this analysis is useful in understanding where the presence tends to cluster in the frequency of occurrence over time (Carter et al., 2019; ESRI, 2022). We calculated the EHSA based on a time cube with a time step interval of twelve months to capture the inter-annual variability in the distribution. These cubes measure the change in home value each month from 1996 to 2020 and range in color between red (hot-spot), blue (cold spot), and white when there is no measurable pattern, as well as several patterns used to signal the type of hotspot or cold spot. The different types of hotspots identified calculated from the EHSA analysis include the following:

*New hot spot:* A location that is a statistically significant hot spot for the final time-step and has never been a statistically significant hot spot before.

*Consecutive Hot Spot:* A location with a single uninterrupted run of statistically significant hot spot bins in the final time-step intervals.

*Oscillating hot/cold spot:* A statistically significant hot/cold spot for the final time-step interval, which has a history of also being a statistically significant cold/hot spot during a prior time-step.

*Sporadic Hot/Cold Spot:* A location that is an on-again then off-again hot/cold spot.

*Diminishing Cold spot:* A location that has been a statistically significant cold spot for ninety percent of the time-step intervals, including the final time-step.
**Local Indicators of Spatial Autocorrelation (LISA)**

Home value hotspots can be clustered (spatial clusters) or exist individually (spatial outliers) (Zhang et al., 2008). The spatial patterns of local level clustering were identified using the local Moran’s I index (Anselin, 1995; Getis & Ord, 1996; Levine, 2004). In this study, spatial clusters of high home values would be high values surrounded by other samples with high values. In contrast, spatial outliers of home values would be samples with a high value surrounded by samples with normal or low values (Fig. 3). The following equation includes the explanation of the calculation:

The Local Moran’s I statistic of spatial association is given as:

$$I_i = \frac{x_i - \bar{X}}{S^2_i} \sum_{j=1, j\neq i}^{n} w_{ij}(x_j - \bar{X})$$

where $x_i$ is an attribute for feature $i$, $\bar{X}$ is the mean of the corresponding attribute, $w_{ij}$ is the spatial weight between feature $i$ and $j$, and:

$$S^2_i = \frac{\sum_{j=1, j\neq i}^{n} (x_j - \bar{X})^2}{n-1}$$

with $n$ equating to the total number of features.

The $z_I$-score for the statistics are computed as:

$$z_{I_i} = \frac{I_i - E[I_i]}{\sqrt{V[I_i]}}$$

where:

$$E[I_i] = -\frac{\sum_{j=1, j\neq i}^{n} w_{ij}}{n-1}$$

$$V[I_i] = E[I_i^2] - E[I_i]^2$$

where $z_i$ is the value of the variable $z$ at location $i$; $\bar{z}$ is the average value of $z$ with the sample number of $n$; $z_j$ is the value of the variable $z$ at all the other locations (where $j \neq i$); $\sigma^2$ is the variance of variable $z$; and $w_{ij}$ is a weight which can be defined as the inverse of the distance $d_{ij}$ among locations $i$ and $j$. The weight $w_{ij}$ can also be determined using a distance band: samples within a distance band are given the same weight, while those outside the distance band are given the weight of 0.

In order to conduct the LISA analysis, monthly average values, for median listing price and average median days, were calculated at the neighborhood level at the monthly scale over five years (January 2017 to December 2021). A high positive local Moran’s I value implies that the location under study has similarly high or low values as its neighbors, thus the locations are spatial clusters. Spatial clusters include high–high
clusters (high values in a high value neighborhood) and low–low clusters (low values in a low value neighborhood) (Fig. 2). In home values, low–low clusters are “cool spots”, while high–high spatial clusters can be regarded as “regional hotspots.” A high negative local Moran’s I value means that the location under study is a spatial outlier. Spatial outliers are those values that are obviously different from the values of their surrounding locations (Lalor & Zhang, 2001; Perlman & Sen Roy, 2021). Spatial outliers include high–low (a high value in a low value neighborhood) and low–high (a low value in a high value neighborhood) outliers (Louderback & Sen Roy, 2017). In home values, high–low spatial outliers can be regarded as isolated “individual hotspots”.

Results and Discussion

Spatial Patterns of Home Value Hotspots

The value of homes increased overall across the United States, apart from the Midwest functioning as a cold spot (Fig. 2). This decline in home value is due to the unattractive winters that Midwesterners must endure along with the dying steel and coal industries that are forcing past inhabitants to move elsewhere in search of jobs (Harrison & Immergluck, 2020). Moreover, with the loss of this income, families are unable to purchase homes leading to a high vacancy rate in these Midwestern cities relative to the rest of the United States (Harrison & Immergluck, 2020). The large number of homes that sit vacant for an extended period as well as the surrounding homes that are negatively impacted in terms of price are both bringing down the average value of homes across the region. In contrast, states like Florida and Texas offer booming job markets and no state income tax. This congruence of push and pull action has led to the flow of the Northern population to the southern United States.

Fig. 2 Results of Emerging Hotspot Analysis at the monthly scale
In order to conduct the EHSA analysis, a space time cube was created, with each cube representing an area with a length of about 98km² across the country. The results of our analysis revealed the presence of different types of hot spots across the United States (Fig. 2). Further, the results revealed a more holistic view of the spatial and temporal distribution of home values during the study period. Hotspots are strewn along the east and west coasts of the United States along with a separate pocket in Texas. The variation across these hotspots is interesting as there are a few different variants appearing in clusters across the country (Fig. 2). The west coast has been a hotspot for quite a while as shown by the consecutive hotspots, which stretches eastward into Utah and Colorado. This is expected since Salt Lake City and Denver have long been cities for the wealthy to escape from the busy cities in California (Rodríguez-Pose and Storper, 2020). The consecutive hot spots in the west stretch further into Alaska and Hawaii. Shifting eastward, Texas has several new hotspots namely in Houston, Austin, San Antonio, and Corpus Christi. These new hotspots were also scattered in pockets from Virginia down to Valdosta, GA. Some large cities such as Charlotte, Asheville, Wilmington, Charleston, and Savannah represent these new hotspots. Also intriguing, are the new hotspots covering largely open areas from Virginia to Georgia, and the signs of COVID-19 that have pushed people to these remote places to escape the chaotic city life and the ease of transferring to remote work, allowing these previously difficult moves to become feasible. Oscillating hot spots appeared most frequently across the country, beginning in Maine, and flowing down to North Carolina, before picking up again in Florida. Other instances of oscillating hotspots can be found in Texas, New Mexico, Arizona, Montana, Washington, and California. All these hotspots show some variation across months but overall are upward trending, this is to be expected because states such as Arizona and Florida are very seasonal, and the markets cool down in the summer months and vice versa for the colder states (Bernard et al., 2014). Sporadic hotspots exist only in Washington and Oregon and are overall hotspots but often alternate hot then cold.

The area between Chicago, Louisville, and Buffalo experienced cold spots because it is struggling to retain the population (Fig. 2). This is to be expected as the loss of population in the Rust Belt has long been documented, since the loss of industrial and manufacturing jobs beginning in 1980 (Hegerty, 2019). However, much of the Midwest is still characterized by the lack of trend, which while not a hotspot, has yet to make a meaningful turn to signal the direction of the region. Even better, there is one sign of recovery in Cleveland, as the diminishing hotspot shows revitalization, particularly in the technology industry. Other surrounding areas have transitioned into healthcare and technology, such as Minnesota and Wisconsin, showing hope that the entire Midwestern region turn around its residential real estate markets.

Home Value Clusters Across the United States

After looking at the hotspots, LISA was used to explain which areas were affecting others for the worse or the better (Fig. 3). High-low clusters were most prominent all over the United States, but there are low–high clusters visible in some high cost of
living areas. These low–high clusters cover much of the Northeast, the west coast, Las Vegas, Arizona, Colorado, Minneapolis, D.C., Atlanta, Charleston, and South Florida. These areas have low-value neighborhoods among an overall high value region, a lot of these are neighborhoods along the coast, which make the inland areas seem comparably affordable. South Florida is the only cluster of low–high regions that is not surrounded by high-high neighborhoods, such as California and the Northeast. Therefore, this is an opportunity to take advantage of living in this area while there are still affordable pockets on the outskirts of the general high price neighborhoods. Similar to the results of EHSA, the majority of middle-America offers affordable homes, as expressed by the large number of low clusters. That is why the low–high cluster that most stands out lies in the Minneapolis-St. Paul metropolitan area (Fig. 3). This cluster in conjunction with the diminishing hotspot in Cleveland from the EHSA analysis shed light on the possibility of a rebounding Midwest. Clearly, this area is already making a comeback as seen in the cluster analysis but has not yet had an uptrend for a prolonged time to constitute the area as a hotspot. This forecasts a similar path for Cleveland, as it edges out of cold spot status, and soon the two metropolitan areas should bridge and breathe life into the Midwest again. This is further bolstered by the example of the bridge created between Atlanta and Charleston. The results of LISA show that both cities are the only examples of low–high clusters in their surrounding areas. Moreover, the results of EHSA depicts both approximate regions as new hotspots, while drawing surrounding cities to the same status.

**Seasonality in the Value of Homes within the United States**

From the analysis of data from Realtor.com, we found the overall best month to quickly sell a house July for 213 metropolitan areas, closely followed by June for

![Fig. 3 Results of Local Indicators of Spatial Autocorrelation (LISA)](image-url)
202 metropolitan areas. (Fig. 4). Thus, the majority of the country experienced success of summer home sales. However, areas such as Southern California, Arizona, New Mexico, Texas, and South Florida posted the winter months as the best time to sell, which matches the timeline of the older population flocking to these areas to get away from the harsh winters occurring in their home states. This migration of the elderly population to the warm American south has affected the real estate market for decades (Sullivan & Stevens, 1982). The real estate market of the southern United States performs well during the winter months, with the Northern half performing well in the summer. When looking to sell a house for the largest dollar amount, June is the best month reported by 157 metropolitan areas, followed by July with 144 areas. (Fig. 5). Surprisingly, 140 areas saw December as the best month to sell to maximize profits, but this is correlated with the warmer areas in Florida and Arizona. With this larger variation in values when looking at prices by month the map shows a more contested mosaic of red and blue, representing summer and winter months prevailing in respective areas. The general trend shows the western and southeastern United States receiving top dollar on home sales during the winter months, with middle-America and areas lying east selling for the most in the summer months. The most recognizable

Fig. 4  Best month to sell homes in terms of days on the market
exception stretches from Delaware to New York and displays fall as the best season to sell. Though for the most part Spring and Fall should be avoided when looking to sell the quickest and for the largest sum of money. On the other hand, these seasons act as value propositions for buyers, and should be taken advantage of to dodge the seasonal price increases.

**Conclusions**

The main findings of the study are summarized below:

1. The spatial patterns of home values varied seasonally in concentration and dispersion. These patterns in general correlated with climate, and economic conditions.
2. Overall, most of the United States experienced rising prices in home values between 1996 and 2020, except for the Midwest which is in the process of
recovering from dying industries. Most of the United States showed oscillating hotspots, with pockets of new hotspots and consecutive hotspots. In general, high-high clusters covered the map with the major exceptions being California, the Northeast, and South Florida.

(3) In terms of seasonality, the northern half of the U.S. performed well in the summer months for both days on the market and sale price. This was the opposite for most of the southern United States which excelled in the winter months in terms of days on the market and sale price.
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