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ABSTRACT. The discriminant of a polynomial map is central to problems from affine geometry and singularity theory. Standard methods for characterizing it rely on elimination techniques that can often be ineffective. This paper concerns polynomial maps on the two-dimensional torus defined over a field of Puiseux series. We present a combinatorial procedure for computing the tropical curve of the discriminant of maps determined by generic polynomials with given supports. Our results enable one to compute the Newton polytope of the discriminant of complex polynomial maps on the plane.

1. INTRODUCTION

Understanding the topology of polynomial maps \( f : X \to Y \) between two smooth affine varieties is essential to classification problems in algebraic geometry, global analysis and singularity theory. Although these have been extensively investigated in the last fifty years, numerous problems regarding polynomial maps remain unsolved (see e.g., [47]), such as classifying their topological types [25], describing the set of missing points \( Y \setminus f(X) \) [24, 13], and the famous Jacobian conjecture [49]. The bifurcation set \( B(f) \) of a map \( f \) plays a key role in this context. This is the smallest set \( B \) at which the map \( f : X \setminus f^{-1}(B) \to Y \setminus B \) is a locally trivial \( C^\infty \) fibration. The lack of thorough methods, feasible for describing the bifurcation set, hinders progress in affine geometry. Also, there is no systematic mathematical and algorithmic framework for the study of \( B(f) \) that exploits the structure and the geometry of the polynomials. In this paper, we develop a combinatorial approach for characterizing the set of critical values of polynomial maps on the plane in the above manner.

Thom’s result [46] on the finiteness of \( B(f) \subset \mathbb{C} \) for polynomial functions \( \mathbb{C}^n \to \mathbb{C} \) was later generalised for polynomial maps \( f = (f_1, \ldots, f_n) : X \to \mathbb{k}^n \) defined over the field \( \mathbb{k} \) of real or complex numbers. It is now known, due to the works of Wallace [52], Varchenko [50] and Verdier [51], that \( B(f) \) is contained in a proper algebraic (or semi-algebraic in the real case) set. Several notions of regularity conditions on the fibers of polynomial maps \( f : k^m \to k^n \) have been established and related to the \( C^\infty \) property above, using sophisticated techniques from topology and singularity theory (c.f. Rabier [42], Gaffney [21], Kurdyka, Orro and Simon [33]). Equivalences between all these conditions have been proven (c.f. Gaffney [21], Dias, Ruas and Tibăr [7], and Jelonek [26, 27]), thus establishing a versatile description for non-regularity of the fibers. The corresponding set of values is similarly shown to be a proper (semi-) algebraic set [33]. Jelonek and Kurdyka [29] later provided an upper bound on the degree of the above set \( B \), and Esterov [15] showed that the bifurcation set coincides with \( B \) whenever a map \( (\mathbb{C} \setminus 0)^m \to \mathbb{C}^n \) satisfies some genericity conditions in terms of Newton polyhedra.

The bifurcation set can be either approximated [8], or its equations can be computed if \( f \) is a generically-finite map [23, 48]. In fact, for any polynomial map \( f \) over an algebraically closed field \( K \) of characteristic zero, an important subset of \( B(f) \) can be determined using effective methods; the locus in question is the...
set \( D(f) \) of critical values of \( f \), called its \textit{discriminant}. For polynomial maps \( f : K^n \to K^n \), for instance, the closure of \( D(f) \) is often an algebraic hypersurface \([29]\) whose equation generates the ideal

\[
(f_1 - y_1, \ldots, f_n - y_n, J_f) \cap K[y_1, \ldots, y_n],
\]

where \( J_f \) is the determinant of the Jacobian matrix of \( f \) with respect to a fixed coordinate system in \( K^n \). Standard methods from elimination theory are impractical for computing (1.1) whenever the ideals are generated by polynomials with high degrees. The motivation behind this paper is to find a new procedure that describes invariants of the discriminant, such as its Newton polytope.

1.1. \textbf{Our contribution.} We consider polynomial maps over the field \( \mathbb{K} \) of 1-parametric complex Puiseux series \( c_0 t^{e_0} + c_1 t^{e_1} + \cdots \) with ascending real exponents. It is equipped with a function \( \text{val} : \mathbb{K} \to \mathbb{R} \cup \{-\infty\} \) that satisfies \( \text{val}(0) = -\infty \) and takes a non-zero value to minus its lowest exponent of \( t \). Then, the \textit{tropicalization} is the map \( \text{Val} : \mathbb{K}^n \to (\mathbb{R} \cup \{-\infty\})^n \) taking \( \text{val} \) coordinate-wise, and sending any algebraic hypersurface \( P = 0 \subset (\mathbb{K} \setminus 0)^n \), for some polynomial \( P \) defined over \( \mathbb{K} \), onto a piece-wise linear polyhedral complex called \textit{tropical hypersurface} (see \([2]\)). Thanks to the well-known correspondence theorem of Kapranov (c.f. Theorem 2.3), any such tropical hypersurface can be recovered from the corner-locus of a piecewise-affine function \( P^{trop} : \mathbb{R}^n \to \mathbb{R} \), called a \textit{tropical polynomial}, that is determined entirely by \( P \). Tropicalization preserves much of the data from the initial varieties in the form of polyhedral invariants. This made describing the topological invariants, singularities, Newton polytopes and other properties of algebraic varieties much easier. Tropical geometry thus became a powerful tool for tackling numerous problems in an abundance of mathematical disciplines (see e.g., \([38, 32, 5, 34, 30]\)).

We introduce a purely combinatorial method, Theorem 1.1 for computing the tropicalization of the discriminant of a polynomial map on the plane for generic polynomials with fixed given supports. This constitutes a correspondence theorem, which, applied to our context, allows the use of simple methods for describing invariants of the discriminant of complex polynomial maps. One such invariant is the Newton polytope (see Theorem 1.3).

1.1.1. \textbf{Correspondence theorem.} Tropical polynomials can be constructed from classical ones by replacing the monomial term \( c x_i y_j \) with \( \text{val}(c) + i u + j v \), then taking the maximum over all such terms. The polynomials

\begin{align*}
  f_1 &:= x - 3t^{1/2}x^2 + 4y - 5xy + 6t^2y^2, \\
  f_2 &:= 8t^{21/5}x^2 - 7tx - 9t^6x^3 + 10t^3y - 11t^{3/2}xy + 12t^{10}x^2y - 13t^4y^2 + 14t^5xy^2 - 15t^9y^3,
\end{align*}

for example, give rise to the polynomials

\begin{align*}
  F_1 &:= \max(u, 2u - 1/2, v, u + v, 2v - 2), \\
  F_2 &:= \max(u - 1, 2u - 21/5, 3u - 8, v - 3, u + v - 3/2, 2u + 3, 2v - 4, u + 2v - 5, 3v - 9)
\end{align*}

Accordingly, \( F \) is the \textit{tropical polynomial map} corresponding to \( f \), which will be denoted by \( f^{trop} \).

The \textit{support} of a polynomial is the set of exponent vectors of its monomials in \( \mathbb{N}^n \) appearing with non-zero coefficients. Given a pair of finite subsets \( A_1, A_2 \subset \mathbb{N}^2 \), we define the space \( K[A_1, A_2] \) of polynomial pairs \( (f_1, f_2) \) over a field \( K \), where the support of \( f_i \) is included in \( A_i \). This space can be identified with \( K[A_1] \times K[A_2] \) as each pair of polynomials distinguishes a tuple formed by a list of their coefficients.

\textbf{Theorem 1.1} (Theorem 4.2). Let \( A_1 \) and \( A_2 \) be two finite non-empty subsets of \( \mathbb{N}^2 \setminus \{(0, 0)\} \). Then, there exists a Zariski open \( \Omega \subset K[A_1, A_2] \) consisting of pairs \( f \) for which the tropicalization, \( \text{Val}(D(f)) \), of the discriminant of \( f \) can be computed using only the corresponding tropical polynomial map \( F := f^{trop} \).

Let us summarize the method from Theorem 1.1 whose details can be found in \([4]\). The tropical polynomial map \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) induces a polyhedral-decomposition \( \Xi \) of the real plane

\[
\mathbb{R}^2 = \bigsqcup_{\xi \in \Xi} \xi,
\]
respectively. Here, we have \( F \) half-lines emanating from the boundary of the yellow region, satisfies \( \Phi \) emanating from \( F \) to \( e \) \( \Phi \) of at most two rays emanating from \( F \) where each element in \( \Xi \) is mapped onto a pair of half-lines (one vertical and one horizontal) emanating from the vertices \( f \) family of all maps \( f \in \mathbb{K}[A_1, A_2] \), whose tropicalizations \( F := f^{\text{trop}} \) produce a decomposition \( \Xi \) satisfying a transversality property as in Definition 2.9. These form a Zariski open subset (Lemma 3.11). There are finitely-many possible combinatorial types of cells which can be obtained from tropical polynomial maps \( F \) above (Definition 3.7). We provide necessary and sufficient conditions for a type of cell to contain the valuation of a critical point of \( f \) (Proposition 3.13). Any cell with this property is called critical. We then show that the tropicalization \( TD_f(\xi) \) of the set of images \( f(z) \) of the critical points \( z \in (\mathbb{K} \setminus 0)^2 \) depends only on \( F := f^{\text{trop}} \) and on the critical cell \( \xi \in \Xi \) containing \( \text{Val}(z) \) (Proposition 3.13). Furthermore, the combinatorial type of critical cells \( \xi \) determines \( TD_f(\xi) \); it is either the image of \( \xi \) under \( F \), or a union of at most two rays emanating from \( F(\xi) \) whenever the latter is a point. This gives rise to a function \( \Phi_F : \Xi \to \text{Powerset}(\mathbb{R}^2) \), whose image produces a piecewise-recovery of the set \( \text{Val}(D_f) \) according to a universal recipe (described in Definition 3.7) that depends only on the tropical map \( F \). The resulting method makes the computational time dependent on the sparsity of the polynomials involved rather than their degrees and the complexity of the coefficients (which are Puiseux series).

**Example 1.2.** The tropicalized map of (1.2) is the map (1.3). The tropical curve of the set \( D(f) \) is represented in Figure 1 in green. It can be recovered by computing \( D_f \) using (1.1). Instead, we obtained \( \text{Val}(D(f)) \) using Theorem 1.1 and Definition 3.7 by piecing-up images \( \Phi_F(\xi) \): Each of the vertices \( \beta, \gamma, \delta, \eta \) is mapped onto a pair of half-lines (one vertical and one horizontal) emanating from the vertices \( b, c, d, e \), respectively. Here, we have \( F(\{\beta, \gamma, \delta, \eta\}) = \{b, c, d, e\} \). We also have \( \Phi_F(\{\kappa, \lambda\}) \) consists of two vertical half-lines emanating from \( F(\kappa) = k \) and \( F(\lambda) = l \) respectively, and \( \Phi_F(\{\alpha\}) \) is a horizontal half-line emanating from \( F(\alpha) = a \). The bounded yellow cell \( \sigma \) is mapped to the line segment \( F(\sigma) \) joining \( b \) to \( e \). We also have \( \Phi_F(\{\alpha, \beta\}) = F(\{\alpha, \beta\}) = [a, b] \). Any one-dimensional cell \( \xi \) of \( \Xi \), not contained in the boundary of the yellow region, satisfies \( \Phi_F(\xi) = F(\xi) \). All other non-zero-dimensional cells have an empty set as image under \( \Phi_F \).
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**Figure 1.** (L) The union of the tropical curves of the polynomials \( f_1 \) and \( f_2 \) appearing in Equation (1.2), and forming a subdivision \( \Xi \). (R) The tropical curve \( \text{Val}(D(f)) \)

1.1.2. Newton polytope for complex maps. The proof of the following result is constructive and gives rise to a recipe (see §5) for computing the Newton polytope of a complex polynomial map. Further possible applications of Theorem 1.1 to problems from affine geometry are discussed in §8.

**Theorem 1.3.** Let \( A_1 \) and \( A_2 \) be two finite non-empty subsets of \( \mathbb{N}^2 \setminus \{(0,0)\} \). Then, there exists a Zariski open \( \tilde{\Omega} \subset \mathbb{C}[A_1, A_2] \) consisting of pairs \( f \) for which Theorem 1.1 can be used to recover the Newton polytope of the discriminant \( D(f) \) without computing \( D_f \).
All the proofs in this paper rely on classical results from tropical and toric geometries [32, 43, 41], which are formulated in a higher-dimensional setting. Subsequently, albeit requiring much more elaborate analysis, our results are expected to extend for maps over a space of arbitrary dimension.

1.2. Related work. Due to their connection to ReLu neural networks [53], tropical rational maps \( \mathbb{R}^n \to \mathbb{R}^n \) have been the subject of close attention [22]. Grigoriev and Radchenko have considered a tropical version of the Jacobian conjecture for tropical rational maps, and have shown that it holds true [22]. In particular, they provided a sufficient condition for a tropical polynomial map to be an isomorphism.

The tropical A-discriminant \( T \nabla_A \) is the subset of all tropical polynomials with a fixed support \( A \), whose tropical hypersurface lifts to a singular hypersurface over \( \mathbb{K} \) [9]. These tropical singularities (cf. [35]) can be effectively tested through an operation called Euler derivative [10]. One can then use the “Cayley trick” to classify tropical non-transversal intersections between two tropical curves (see e.g., Definition 2.9 or [1]) by expressing them as singular tropical hypersurfaces [10, §5]. The tropical discriminant of a polynomial map is a more subtle concept as the polynomials themselves are fixed, while we describe the valuation of their corresponding two constant terms that give rise to the above singularity. Accordingly, the discriminant of a map can be viewed as a one-dimensional subset of \( T \nabla_A \).

1.3. Organization of the paper. In §2 we introduce notations and known results related to tropical geometry. In §3 we give an explicit description of the function \( \Phi \) and the set \( \Omega \) from Theorem 1.1. We also establish the necessary technical results and definitions that relate critical points and critical values of the map \( f \) with their tropical analogues for \( f^{trop} \). These will be central to the proof of Theorem 1.1 in §4. We prove Theorem 1.3 in §5 by showing how to compute the Newton polytope of the discriminant of polynomial maps on the complex 2-torus. §6 and §7 are devoted to the proofs of the two main technical results, Propositions 3.13 and 3.19 introduced in §3. In §8 we present several possible research directions aiming at applications of Theorem 1.1 to open problems from affine geometry. The proof of Proposition 3.13 is a case-by-case analysis, and its repetitive parts are left as an appendix.
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2. Some basics of tropical geometry

We state in this section some well-known facts about tropical geometry (see e.g. [5, 44, 34], and the references therein). Some of the exposition and notations here are taken from [6, 4, 12]. We start by introducing in §2.1 the field \( \mathbb{K} \) over which the polynomial maps will be defined. We will describe in §2.2 tropical hypersurfaces and their relations to zero loci of polynomials over \( \mathbb{K} \). Then, we define in §2.3 tropical polynomials, and describe the corresponding subdivisions obtained.
2.1. **The base field.** A locally convergent generalized Puiseux series is a formal series of the form
\[ c(t) = \sum_{r \in R} c_r t^r, \]
where \( R \subset \mathbb{R} \) is a well-ordered set, all \( c_r \in \mathbb{C} \), and the series is convergent for \( t > 0 \) small enough. We denote by \( \mathbb{K} \) the set of all locally convergent generalized Puiseux series. It is an algebraically-closed field of characteristic 0 \([36]\), and can be equipped with the function
\[
\text{val} : \mathbb{K} \rightarrow \mathbb{R} \cup \{-\infty\}
\]
\[
\text{val}(0) = -\infty, \quad \text{val}(t^n) = \min_{r \in R} \{r \mid c_r \neq 0\}.
\]
We will call val the valuation function or simply, valuation. This extends to a map \( \text{Val} : \mathbb{K}^n \rightarrow (\mathbb{R} \cup \{-\infty\})^n \) by evaluating val coordinate-wise, i. e., \( \text{Val}(z_1, \ldots, z_n) = (\text{val}(z_1), \ldots, \text{val}(z_n)) \).

**Remark 2.1.** In the standard literature (c.f. [11]), the valuation of an element in \( \mathbb{K} \) is defined as \(-\text{val}\). Our choice for it to be the opposite makes more geometrical the duality between subdivisions of Newton polytopes and tropical curves (c. f., §2.3.2).

2.2. **Tropical hypersurfaces.** Let \( f \) be a polynomial in \( \mathbb{K}[z_1, \ldots, z_n] \).

**Notation 2.2.** We will express \( f \) as a linear combination
\[
\sum_{a \in A} c_a z^a
\]
of monomials \( z^a := z_1^{a_1} \cdots z_n^{a_n} \), where \( A \) is a finite subset of \( \mathbb{N}^n \), and \( c_a \in \mathbb{K} \setminus 0 \). We call \( A \) the support of \( f \). The **Newton polytope**, \( N(f) \), is the convex hull of \( A \) in \( \mathbb{R}^n \). The notation \( V_{\mathbb{K}}(f) \) refers to the zero set \( \{ z \in (\mathbb{K} \setminus 0)^n \mid f(z) = 0 \} \). The **tropical hypersurface of \( f \)** is the subset in \( \mathbb{R}^n \) defined as \( V_{\mathbb{T}}(f) := \text{Val}(V_{\mathbb{K}}(f)) \).

Consider the map
\[
\nu_f : \mathbb{Z}^n \rightarrow \mathbb{R} \cup \{-\infty\}
\]
\[
ad \mapsto \text{val}(c_a), \quad \text{if } a \in A,
\]
\[
-\infty, \quad \text{otherwise.}
\]
Its **Legendre transform** is a piecewise-linear convex function
\[
\mathcal{L}(\nu_f) : \mathbb{R}^n \rightarrow \mathbb{R}
\]
\[
x \mapsto \max_{a \in A} \{(x, a) + \nu_f(a)\},
\]
where \((x, a) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}\) is the standard Euclidean product. The set of points \( x \in \mathbb{R}^n \) at which \( \mathcal{L}(\nu_f) \) is not differentiable is called the corner locus of \( \mathcal{L}(\nu_f) \). We have the famous fundamental Theorem of Kapranov \([31], [34]\) Theorem 3.13.

**Theorem 2.3** (Kapranov). The tropical hypersurface \( V_{\mathbb{T}}(f) \) of a polynomial \( f \) defined over \( \mathbb{K} \) is the corner locus of its Legendre transform \( \mathcal{L}(\nu_f) \).

This theorem gives rise to the following consequence for the polynomial \( f \) above.

**Notation 2.4.** For any \( c \in \mathbb{K} \), we set \( \overline{c} := c_{-\text{val}(c)} \) (i. e., the coefficient in \( \mathbb{C} \) of the first term following the increasing order of the exponents of \( t \) in \( c \)) if \( c \neq 0 \), and \( \overline{c} := 0 \) otherwise. We extend this notation to points \( z \in \mathbb{K}^n \), by writing \( \overline{z} \) in reference to \( (\overline{z}_1, \ldots, \overline{z}_n) \in \mathbb{R}^n \). Given a polynomial \( f \) with support \( A \), we define the restriction \( f_\delta \) to any subset \( \delta \subset A \) as the polynomial \( \sum_{a \in \delta} c_a z^a \). The notation \( \overline{f} \) refers to the restriction \( \sum_{a \in A} \overline{c}_a z^a \), where \( a \) runs over all points in \( A \) that maximize \( \text{val}(c_a) \). For example, if \( f = t^5(2 + 3t) - 5t^5z_1 + 16t^2z_2 \), then \( \overline{f} = 2 - 5z_1 \).

**Corollary 2.5.** The polynomial \( f \) has a solution \( \overline{z} \in (\mathbb{K} \setminus 0)^n \) with Val(\( \overline{z} \)) = (0, \ldots, 0) if and only if \( \overline{f} \) has at least two non-zero monomial terms.
asserts that \( V \subseteq \mathbb{R}^n \) is a tropical hypersurface.

Definition 2.6. Let \( f : \mathbb{T}^n \to \mathbb{T} \) be a tropical polynomial. The tropicalization of the polynomial \( f \) above is the tropical polynomial
\[
f^{\text{trop}}(x) := \max_{a \in A} \{ (x, a) + \gamma_a \}.
\]
This coincides with the piecewise-linear convex function \( L(f) \) defined above, and thus Theorem 2.3 asserts that \( V(f) \) is the corner locus of \( f^{\text{trop}} \). Conversely, the corner locus of any tropical polynomial is a tropical hypersurface.

2.3. Subdivisions from tropical polynomials. For any two values \( a, b \in \mathbb{T} := \mathbb{R} \cup \{-\infty\} \), their tropical sum \( a \oplus b \) is defined as their maximum \( \max(a, b) \), and their tropical product \( a \otimes b \) is their usual product. This gives rise to a tropical semi-field \( (\mathbb{T}, \oplus, \otimes) \), where \( \max(a, -\infty) = a \), and \( -\infty + a = -\infty \).

A tropical polynomial \( F \) is defined over the semifield \( (\mathbb{T}, \oplus, \otimes) \), which gives rise to a function
\[
F : \mathbb{T}^n \to \mathbb{T},
\]
where \( A \) is a finite set containing all \( a \in \mathbb{R}^n \) for which \( \gamma_a \in \mathbb{R} \). The set \( A \) is called the support of the tropical polynomial \( F \), and the linear terms appearing in \( F \) are called the tropical monomials. The tropicalization of the polynomial \( f \) above is the tropical polynomial
\[
f^{\text{trop}}(x) := \max_{a \in A} \{ (x, a) + \gamma_a \}.
\]

Let \( \Delta \) be a polytope in \( \mathbb{R}^n \) and let \( \tau \) denote a polyhedral subdivision of \( \Delta \) consisting of polytopes. We say that \( \tau \) is regular if there exists a continuous, convex, piecewise-linear function \( \varphi : \Delta \to \mathbb{R} \) such that the polytopes of \( \tau \) are exactly the domains of linearity of \( \varphi \).

Definition 2.7. Let \( \Delta \) be an integer polytope in \( \mathbb{R}^n \) and let \( \varphi : \Delta \cap \mathbb{Z}^n \to \mathbb{R} \) be a function. We denote by \( \widehat{\Delta}(\varphi) \) the convex hull of the set
\[
\{(a, \varphi(a)) \in \mathbb{R}^{n+1} \mid a \in \Delta \cap \mathbb{Z}^n \}.
\]
Then the polyhedral subdivision of \( \Delta \) induced by projecting the union of the lower faces of \( \widehat{\Delta}(\varphi) \) onto the first \( n \) coordinates, is regular.

2.3.1. Regular polyhedral subdivisions. All polytopes in this paper are assumed to be convex.

Definition 2.6. A polyhedral subdivision of a polytope \( \Delta \subset \mathbb{R}^n \) is a set of polytopes \( \{\Delta_i\}_{i \in I} \) satisfying \( \bigcup_{i \in I} \Delta_i = \Delta \), and if \( i, j \in I \), then \( \Delta_i \cap \Delta_j \) is either empty or it is a common face of \( \Delta_i \) and \( \Delta_j \).

2.3.2. Subdivisions and their duals. Keeping with the same notation as in §2.2, the tropical hypersurface \( V(f) \) is an \((n-1)\)-dimensional piecewise-linear complex which produces a polyhedral subdivision \( \Xi \) of \( \mathbb{R}^n \). This is a finite collection of the relative interiors of polyhedra in \( \mathbb{R}^n \), whose closures satisfy Definition 2.6. Each element of \( \Xi \) is called a cell. The \( n \)-dimensional cells of \( \Xi \), are the connected components of the complement of \( V(f) \) in \( \mathbb{R}^n \). All together, cells of dimension less than \( n \) form the domains of linearity of \( f^{\text{trop}} \) at \( V(f) \).

The subdivision \( \Xi \) induces a regular subdivision \( \tau \) of the Newton polytope \( \mathcal{N}(f) \) of \( f \) in the following way (see also [4, Section 3]). Given a cell \( \xi \) of \( V(f) \) and a point \( x \) in \( \xi \), the set
\[
I_\xi := \{ a \in A \mid f^{\text{trop}}(x) = (x, a) + \gamma_a \}
\]
does not depend on \( x \). All together the polyhedra \( \delta(\xi) \), defined as the convex hull of \( I_\xi \), form a subdivision \( \tau \) of \( \mathcal{N}(f) \) called the dual subdivision, and the polyhedron \( \delta(\xi) \) is called the dual of \( \xi \). An analogous description holds true if we consider two polynomials (c.f. Figure 3) \( f_1, f_2 \in \mathbb{K}[z_1, z_2] \). The Minkowski sum of any two subsets \( A, B \subset \mathbb{R}^n \) is the coordinate-wise sum
\[
A + B := \{ a + b \mid a \in A, b \in B \}.
\]
Let $A_1, A_2 \subset \mathbb{Z}^2$, $\Delta_1, \Delta_2 \subset \mathbb{R}^2$, and $T_1, T_2 \subset \mathbb{R}^2$ be their respective supports, Newton polytopes, and tropical curves, respectively. The union of $T_1 \cup T_2$ defines a polyhedral subdivision $\Xi$ of $\mathbb{R}^2$. Any non-empty cell of $\Xi$ can be written as

$$\xi = \xi_1 \cap \xi_2$$

with $\xi_i \in \Xi_i$, where $\Xi_i$ is the polyhedral subdivision of $\mathbb{R}^2$ produced by $T_i$ ($i = 1, 2$). Any cell $\xi \in \Xi$ can be uniquely written in this way. Similarly, the polyhedral subdivision induces a mixed dual subdivision $\tau$ of the Minkowski sum $\Delta = \Delta_1 + \Delta_2$ in the following way. Any polytope $\delta \in \tau$ is equipped with a unique representation $\delta = \delta_1 + \delta_2$ with $\delta_i \in \tau_i$, where each $\tau_i$ is the dual subdivision of $\Delta_i$ ($i = 1, 2$). The above duality-correspondence applied to the (tropical) product of the tropical polynomials gives rise to the following well-known fact (see e.g., [4, §3 & 4]).

Proposition 2.8. There is a one-to-one duality correspondence between $\Xi$ and $\tau$, which reverses the inclusion relations, and such that if $\delta \in \tau$ corresponds to $\xi \in \Xi$, then

1. $\xi = \xi_1 \cap \xi_2$ with $\xi_i \in \Xi_i$ for $i = 1, 2$, then $\delta = \delta_1 + \delta_2$ with $\delta_i \in \tau_i$ is the polytope dual to $\xi_i$.
2. $\dim \xi + \dim \delta = 2$.
3. the cell $\xi$ and the polytope $\delta$ span orthonogonal real affine spaces in $\mathbb{R}^2$.
4. the cell $\xi$ is unbounded if and only if $\delta$ lies on a proper face of $\Delta$.
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Figure 3. The dual subdivisions $\tau_1$, $\tau_2$, and $\tau$ of $\mathcal{N}(f_1)$, $\mathcal{N}(f_2)$, and $\mathcal{N}(f_1) + \mathcal{N}(f_2)$, respectively, together with the subdivision $\Xi$ of $\mathbb{R}^2$ induced by the tropical curves $T_1$ and $T_2$. Here, $f_1$ and $f_2$ are the polynomials from (1.2).

Definition 2.9 (stable cells). The cell $\xi \in \Xi$ is stable if the equality $\dim(\delta) = \dim(\delta_1) + \dim(\delta_2)$ holds, and for $i = 1, 2$, the point $(a, -\nu_{f_i}(a))$ is either a vertex of the convex hull of

$$\{(a, -\nu_{f_i}(a)) \in \mathbb{N}^2 \times \mathbb{R} \mid a \in \delta_i\},$$

or does not belong to it. We say that $\Xi$ is stable if so are all of its cells. A point $x \in \mathbb{R}^2$ is a stable intersection point of $T_1$ and $T_2$ if $x \in T_1 \cap T_2$, and $x$ is a stable cell of $\Xi$. We say that the intersection $T_1 \cap T_2$ is stable if it consists of stable intersection points.

Notation 2.10. For any $\xi \in \Xi$ as in Proposition 2.8, we will use $\delta(\xi)$ to denote the polytope $\delta$, dual to $\xi$, and we use $\delta(\xi_i)$ ($i = 1, 2$) to denote the polytope $\delta_i$, dual to $\xi_i$.

3. Tropical polynomial maps on the plane

Let $A_1$ and $A_2$ be two finite subsets in $\mathbb{N}^2 \setminus \{(0, 0)\}$, and consider two polynomials $f_1, f_2 \in \mathbb{K}[z_1, z_2]$, where $A_i$ is the support of $f_i$ ($i = 1, 2$). We say that the map $f := (f_1, f_2) : (\mathbb{K} \setminus 0)^2 \to (\mathbb{K} \setminus 0)^2$ is dominant if there exists a point $\tilde{z} \in (\mathbb{K} \setminus 0)^2$, where the Jacobian matrix $\text{Jac}_{\tilde{z}} f$, evaluated at $\tilde{z}$, is non-singular. In other words, the determinant of $\text{Jac}_{\tilde{z}} f$ is a non-zero polynomial in $\mathbb{K}[z_1, z_2]$. In the rest of this section, we assume that $f$ is a dominant polynomial map.
Notation 3.1. We use $A$ to denote the pair $(A_1, A_2)$ of supports of $f$, and $\mathbb{K}[A]$ to denote the space $\mathbb{K}[A_1, A_2]$. The map $f$ gives rise to a tropical polynomial map $F := (F_1, F_2) : \mathbb{R}^2 \to \mathbb{R}^2$, where $F_1 := f_1^{\text{trop}}$ and $F_2 := f_2^{\text{trop}}$. Recall that $F_1$ and $F_2$ give rise to three polyhedral subdivisions of $\mathbb{R}^2$, denoted by $\Xi_1$, $\Xi_2$, and $\Xi$ (see Definition 3.2): $\Xi_1$, $\Xi_2$ are induced by the tropical curves $T_1 := \text{trop}(f_1)$, $T_2 := \text{trop}(f_2)$, and $\Xi$ is induced by $T_1 \cup T_2$. We use $\tau_1$, $\tau_2$, and $\tau$ denote the subdivisions of $\text{trop}(f_1)$, $\text{trop}(f_2)$, and $\text{trop}(f_1) + \text{trop}(f_2)$, dual to $\Xi_1$, $\Xi_2$, and $\Xi$, respectively (see e.g. Figure 3).

In §3.1 we classify the cells appearing in $\Xi$. The distinction on the type of each cell $\xi$, is made using the sizes and the mutual disposition of the two polyhedra $\delta(\xi_1)$ and $\delta(\xi_2)$ (see Definition 3.2). This classification is necessary to introduce the function $\Phi_F$ in Definition 3.7.

The set $\Omega$ from Theorem 1.1 is the intersection of three Zariski open subsets in $\mathbb{K}[A]$. The first one, introduced in §3.2, encodes all maps inducing a stable subdivision $\Xi$ where $\tau_i$ ($i = 1, 2$) is a triangulation. The other two subsets of $\mathbb{K}[A]$ are introduced in §3.3 one is the largest subset containing all maps $f$, whose tropicalization of their critical locus depends only on $F$ (see Lemma 3.12), and the third one (introduced in Proposition 3.13) describes further conditions on the tropical curve of these critical loci.

We conclude this section by introducing in §3.4 two technical results (Lemma 3.15 and Proposition 3.19) on the tropical curve of the discriminant of $f$. Lemma 3.15 and Propositions 3.13 and 3.19 are crucial for the proof of Theorem 1.1 in §4. Their proofs are postponed to §5, §7, and §A.

3.1. Types of mixed cells and the tropical discriminant function. A cell of dimension $k$ is called a $k$-cell. Recall that, for any cell $\xi$ in $\Xi$, there is a unique choice $(\xi_1, \xi_2) \in \Xi_1 \times \Xi_2$, such that $\xi = \xi_1 \cap \xi_2$. Let $\xi$ be a $2$-cell. Then each of $\xi_1$ and $\xi_2$ are $2$-cells as well, and thus the couple of their dual polytopes $(\delta(\xi_1), \delta(\xi_2)) \in \tau_1 \times \tau_2$ is a couple of points in $A_1 \times A_2$.

Definition 3.2 (Relevant, diagonal, and lateral cells). A $2$-cell $\xi \in \Xi$ is called relevant if the set $\{(0,0), \delta(\xi_1), \delta(\xi_2)\}$ belongs to a line $L$, and is called irrelevant otherwise. We say that $\xi$ is lateral if it is relevant, and $L$ separates $\mathbb{R}^2$ into two components, where the closure of one of them contains $A_1 \cup A_2$. A cell in $\Xi$ is called diagonal if it is not lateral.

Recall that any $\xi \in \Xi$ is the relative interior of a polytope in $\mathbb{R}^2$. In what follows, we use $\overline{\xi}$ to denote the Euclidean closure of $\xi$ in $\mathbb{R}^2$. Two adjacent cells $\xi, \xi' \in \Xi$ are said to be directly adjacent if $\dim(\overline{\xi} \cap \overline{\xi'}) = 1$.

Remark 3.3. Unlike lateral cells in $\Xi$, diagonal cells can be relevant or irrelevant. Moreover, if a $1$-cell $\xi$ is directly adjacent to two lateral cells, then $\xi$ is a half-line.

Example 3.4. To distinguish between relevant and irrelevant cells of the maps $f$ in Equation (1.2), it is enough to consider the overlapping equations of the $2$-cells outside the union of two curves $T_1 \cup T_2$ (see Figure 2). The relevant and irrelevant cells are represented in Figure 1 on the left. In this example, the only diagonal relevant cell is bounded and is yellow. All other yellow cells are lateral.

Definition 3.5 (Cells essential to others). Let $\xi$ be a lateral cell, let $\gamma$ be a $1$-cell directly adjacent to it, let $v_\gamma \in \mathbb{Z}^2$ be any primitive integer vector directing the segment $\delta(\gamma)$ and let $v_\xi \in \mathbb{Z}^2$ be a primitive integer with the same direction as $\delta(\xi)$. We say that $\gamma$ is essential to $\xi$ if $|\det(v_\gamma, v_\xi)| \geq 2$.

Now, we are ready to give a more explicit definition for the function $\Phi_F$ described in the introduction.

Notation 3.6. Given $p \in \mathbb{R}^2$, the set $\text{Ray}_\leftarrow(p) \subset \mathbb{R}^2$ denotes the half line, emanating from $p$, and whose direction is $(-1,0)$, and $\text{Ray}_\rightarrow(p)$ will denote the half line, emanating from $p$, and whose directions is $(0,-1)$, respectively. We define $\text{Ray}_\leftarrow(p) := \text{Ray}_\leftarrow(p) \cup \text{Ray}_\rightarrow(p)$.

Definition 3.7 (Tropical discriminant function). Given a tropical polynomial map $F$ as above such that all vertices of $T_1$ and of $T_2$ are trivalent, and the subdivision $\Xi$ of $\mathbb{R}^2$, induced by $F$ is stable, we define

$$\Phi_F : \Xi \to \text{Powerset}(\mathbb{R}^2),$$
Figure 4. Pair of subdivided Newton polytopes of a polynomial map, together with the corresponding tropical curves. The cell $\xi$ is lateral and its dual polytopes satisfy $\delta_1(\xi) = (1, 1)$, and $\delta_2(\xi) = (2, 2)$. The 1-cell $\gamma$ is essential to $\xi$.

sending a cell $\xi \in \Xi$ onto a subset in $\mathbb{R}^2$ according to the following situations (see Figure 6):

0. Assume that $\dim \xi = 0$.

0.1. $\xi = E_1 \cap E_2$, where $E_i$ is an edge of $T_i$ ($i = 1, 2$).

0.1.1. If there are two relevant cells positioned on the same side of $E_1$ (resp. $E_2$) (e.g. $e.\text{ii}$ or $e.\text{iii}$), we set

$$\Phi_F(\xi) := \text{Ray}_F(F(\xi)) \ (\text{resp. } \Phi_F(\xi) := \text{Ray}_F(F(\xi)))$$

0.1.2. Otherwise (e.g. $a.i$, $b.i$ or $c.i$), we set

$$\Phi_F(\xi) := \text{Ray}_F(F(\xi)).$$

0.2. $\xi$ is a vertex of $T_1$ (resp. of $T_2$).

0.2.1. If $\xi$ is adjacent to at most one relevant cell (e.g. $c.\text{ii}$, $d.\text{ii}$, $c.\text{iii}$ or $d.\text{iii}$), we set

$$\Phi_F(\xi) := \text{Ray}_F(F(\xi)) \ (\text{resp. } \Phi_F(\xi) := \text{Ray}_F(F(\xi)))$$

0.2.2. Otherwise (e.g. $d.\text{iv}$ or $e.\text{iv}$), we set

$$\Phi_F(\xi) := \emptyset.$$

1. Assume that $\dim \xi = 1$. Then, it is directly adjacent to two 2-cells $\sigma, \sigma' \in \Xi$, and $\xi$ is contained in an edge $E_1$ of $T_1$ (resp. $E_2$ of $T_2$).

1.1. If both $\sigma$ and $\sigma'$ are irrelevant (e.g. $d.\text{v}$ or $e.\text{v}$), we set

$$\Phi_F(\xi) := F(\xi)$$

1.2. If $\sigma$ is relevant, and $\sigma'$ is irrelevant (e.g. $b.\text{iv}$ $c.\text{iv}$), we set

$$\Phi_F(\xi) := \emptyset$$

1.3. Assume that both $\sigma$ and $\sigma'$ are relevant.

1.3.1. If, both $\sigma$ and $\sigma'$ are diagonal (e.g. $a.\text{ii}$, $b.\text{ii}$, $a.\text{iii}$ or $b.\text{iii}$), we set

$$\Phi_F(\xi) := \text{Ray}_F(F(\xi)) \ (\text{resp. } \Phi_F(\xi) := \text{Ray}_F(F(\xi)))$$

1.3.2. Assume that both $\sigma$ and $\sigma'$ are lateral, let $\zeta$ denote the endpoint of $\xi$, and let $\gamma, \gamma' \in \Xi$ be two 1-cells adjacent to $\sigma$ and $\sigma'$, respectively, and having $\zeta$ as an endpoint (e.g. $a.\text{vi}$, $a.\text{vii}$, $b.\text{vi}$ or $b.\text{vii}$).

1.3.2.1. If $\gamma$ and $\gamma'$ are essential to $\sigma$ and $\sigma'$, respectively, we set

$$\Phi_F(\xi) := \text{Ray}_F(F(\xi)) \ (\text{resp. } \Phi_F(\xi) := \text{Ray}_F(F(\xi)))$$
1.3.2.2. If \( \gamma \) or \( \gamma' \) is not essential to \( \sigma \), and to \( \sigma' \) respectively, we set
\[
\Phi_F(\xi) := \Phi_F(\zeta)
\]

2. Assume that \( \dim \xi = 2 \).

2.1. If \( \xi \) is irrelevant (e.g. a.iv), we set
\[
\Phi_F(\xi) := \emptyset.
\]

2.2. Assume that \( \xi \) is relevant.

2.2.1. If \( \xi \) is diagonal (e.g. a.v, b.v or c.v), we set
\[
\Phi_F(\xi) := F(\xi).
\]

2.2.2. If \( \xi \) is lateral, we set
\[
\Phi_F(\xi) := \bigcup_{\gamma \in \Xi} F(\gamma),
\]
where \( \gamma \) runs over all 1-cells in \( \Xi \) that are essential to \( \xi \) (c.f. Figure 4).

Example 3.8. Each situation in Definition 3.7 has a representative in some Figure in this paper. Below are some examples that we mention for each case.

- 0.1.1 Figure 1: The left-most intersection point \( \mu \) of \( V_T(f_1) \cap V_T(f_2) \).
- 0.1.2 Figure 1: Intersection points \( \beta, \gamma, \delta \) and \( \mu \).
- 0.2.1 Figure 1: Vertices \( \lambda, \alpha, \kappa \) and the one to the left of \( \delta \).
- 0.2.2 Figure 1: Every lateral cell is adjacent to at least one vertex of type 0.2.2
- 1.1 Figure 1: Edges joining \( \beta \) to \( \lambda \) and \( \beta \) to \( \alpha \).
- 1.2 Figure 1: Edges joining \( \gamma \) to \( \nu \) and \( \beta \) to \( \gamma \).
- 1.3.1 Figure 5: The 1-cell \( \xi \) is adjacent to two relevant diagonal 2-cells.
- 1.3.2.1 Figure 5: The 1-cell \( \xi \) is adjacent to two relevant lateral 2-cells \( \sigma \) and \( \sigma' \).
- 1.3.2.2 Figure 3: Any vertical or horizontal ray is an example for 1.3.2.2
- 1.3.2.2 Figure 1: Irrelevant cells are represented in white.
- 2.1.2 Figure 1: Diagonal relevant cell is the only yellow bounded one.
- 2.2.2 Figure 4 \( \gamma \) is the only essential cell to \( \xi \).

Remark 3.9. Lemma 7.2 in §6 shows that if \( \xi \in \Xi \) is directly adjacent to two relevant cells, then \( \xi \) is in one of the two situations 1.3.1 and 1.3.2 in Definition 3.7. Therefore, Definition 3.7 covers all possible cases.
3.2. Stable subdivisions. We state two useful observations related to stable subdivisions. The following lemma will be useful for the proof of Theorem 1.1.

Lemma 3.10 (Stable intersections). Let \( g_1, g_2 \in K[z_1, z_2] \) be two polynomials whose respective tropical curves \( V_T(g_1) \) and \( V_T(g_2) \) have a stable intersection point \( x \in \mathbb{R}^2 \) (c.f. Definition 2.9). Then, all solutions to \( g_1 = g_2 = 0 \) in \((K \setminus 0)^2\) with valuation \( x \) are simple.

Proof. \([10, Lemma 5.2]\) shows that \( (y_1, y_2) \in \mathbb{R}^2 \) is the valuation of a degenerate solution to \( g_1 = g_2 = 0 \) if and only if there exists \( y_3 \in \mathbb{R} \) so that \( (y_1, y_2, y_3) \) is the valuation of a singular root to the polynomial \( G := g_1(z_1, z_2) + z_3 g_2(z_1, z_2) \in K[z_1, z_2, z_3] \). Let \( \tau \) be the dual subdivision of \( N(G) \), induced by the tropical hypersurface \( V_T(G) \subset \mathbb{R}^3 \). Then, \([10, Lemma 3.1]\) shows that for any vertex \( \overline{p} \in V_T(G) \), the polyhedron \( \delta(\overline{p}) \in \tau \) is not a tetrahedron if \( \overline{p} \) is the valuation of a singular root of \( G \).

For the stable intersection point \( (x_1, x_2) \) of \( V_T(g_1) \) and \( V_T(g_2) \), one can check that there exists exactly one \( x_3 \) so that \( \overline{x} := (x_1, x_2, x_3) \in V_T(G) \). Furthermore, the point \( \overline{x} \) is a vertex whose dual \( \delta(\overline{x}) \) is a tetrahedron in \( \tau \). Indeed, when evaluated at \( x \), exactly two terms in \( g_i^{\text{trop}} \) (\( i = 1, 2 \)) reach their maximum. Therefore, \( \overline{x} \) is not the valuation of a singular root of \( V_T(G) \) (\([10, Lemma 3.1]\)), and thus \( x \) is not the valuation of any degenerate solution to \( g_1 = g_2 = 0 \) (\([10, Lemma 5.2]\)). \( \square \)

Lemma 3.11. There exists a Zariski open subset \( \Omega_1 \subset K[A] \) for which any \( f \in \Omega_1 \) induces (through \( f^{\text{trop}} \)) a stable subdivision \( \Xi \) of \( \mathbb{R}^2 \) (see Definition 2.9), where the dual subdivisions \( \tau_1 \) and \( \tau_2 \) are triangulations of the respective Newton polytopes.

Proof. Let \( T \) denote the full-dimensional torus in \( K[A] \). If a map \( f \in T \) satisfies the opposite of the two properties in the lemma, then the valuations of coefficients of \( f \) must satisfy a particular linear combination that depends on \( A \). This gives rise to a hyperplane in the Euclidean space \( \text{Val}(T) \equiv \mathbb{R}^{\vert A \vert} \times \)...
depends only on \( F \). Notation 3.17. For any value \( \xi \) or super critical for \( K \) giving rise to \( T \) ropical critical points. (Super critical cells) Definition 3.16 and its zero locus \( \mathcal{V} \). Theorem 2.3 shows that \( \Omega_1 = \mathcal{T} \cap \text{Val}^{-1}(\text{Val}(\mathcal{T}) \setminus H) \) is the complement of an algebraic variety in \( \mathbb{K}[A] \). □

3.3. Tropical critical points. We will use \( J_f \) and \( C(f) \) to denote the determinant \( \det(\text{Jac}_{z} f) \in \mathbb{K}[z_1, z_2] \), and its zero locus \( \mathcal{V} \). Proposition 3.13. Let \( A \) be a pair of finite subsets of \( \mathbb{N}^2 \setminus \{(0,0)\} \). There is a Zariski open \( \Omega \subset \mathbb{K}[A] \), contained in the intersection \( \Omega_1 \cap \Omega_2 \) (see Lemmas 3.11 and 3.12), for which every polynomial map \( f \in \Omega \) satisfies the following. If \( F := f^{\text{trop}} \), and \( \Xi \) is the subdivision of \( \mathbb{R}^2 \) induced by \( F \), then for any \( \xi \in \Xi \), it holds

\begin{enumerate}
  
1. The set \( \Phi_F(\xi) \) is empty if and only if \( \xi \cap C(F) \) is empty,
2. if \( \xi \) satisfies Definition 3.7 \( [1.3.1] \) then \( \xi \cap C(F) \) is bounded,
3. if \( \dim \xi = 2 \), then \( y \in \Phi_F(\xi) \) if and only if \( F^{-1}(y) \cap \xi \cap C(F) \neq \emptyset \).
\end{enumerate}

Remark 3.14. Concerning the above Proposition, notice that for 2-cells, it holds (3) \( \Rightarrow \) (1). The converse may fail whenever \( \xi \) is as in Definition 3.7 [2.2.2] where \( F(\xi) \neq \Phi_F(\xi) \) (see e.g., Figure 14).

3.4. Images of tropical critical points. In the rest of this paper, we are interested in the set of polynomial maps \( \Omega \subset \mathbb{K}[A] \) introduced in Proposition 3.13. Let \( f \) be any such map, let \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) denote the tropical polynomial map \( f^{\text{trop}} \). Thanks to Lemma 3.12, we will write \( C(F) \) instead of \( \text{Val}(C(f)) \).

Lemma 3.15 (Image of the critical set). For any point \( x \in C(F) \), there exists a point \( z \in C(f) \) satisfying \( \text{Val}(z) = x \) and

\[ F(x) = \text{Val}(f(z)). \]

Definition 3.16 (Super critical cells). Let \( \Xi \) denote the subdivision of \( \mathbb{R}^2 \) induced by \( F \). A cell \( \xi \in \Xi \) is called super critical for \( T_1 \) (resp. \( T_2 \)), if \( F(\xi) \) is a point, and

\[ \text{Ray}_{\xi}(F(\xi)) \subset \Phi_F(\xi) \] (resp. \( \text{Ray}_x(F(\xi)) \subset \Phi_F(\xi) \)).

That is, in the notations of Definition 3.7 the cell \( \xi \) satisfies one of the conditions 0.1 or 0.2.1 or 1.3.1 or 1.3.2.1 or 1.3.2.2 where in the latter case, the 0-cell \( \xi \) and \( T_1 \) satisfy 0.1.1.

Notation 3.17. For any value \( c \in \mathbb{K} \setminus 0 \), we use \( T_i(\text{Val}(c)) \) \( (i = 1, 2) \), to denote the tropical curve in \( \mathbb{R}^2 \) defined as \( \text{Val} \, \text{V}_c(f_i - c) \). For any pair \( w := (w_1, w_2) \in (\mathbb{K} \setminus 0)^2 \), the notation \( T(\text{Val}(w)) \) referrers to the intersection \( T_1(\text{Val}(w_1)) \cap T_2(\text{Val}(w_2)) \). Note that, since \( f_i(0,0) = 0 \) \( (i = 1, 2) \), the tropical curve \( T_i(\text{Val}(w_i)) \) depends only on \( F_i \) and \( \text{Val}(w_i) \). Hence \( T_1(y_1) \) and \( T_2(y_2) \) are well-defined for any \( (y_1, y_2) \in \mathbb{R}^2 \). □
A common feature about super-critical cells $\xi \in \Xi$ is that there are infinitely-many $y \in \mathbb{R}^2$ for which $T(y)$ has an unstable intersection at a fixed point in $\xi$.

**Example 3.18.** Let $f$ be the map $z \mapsto (z_1 + z_2, z_2 + z_1 z_2)$. Then, its tropicalization $F$ is the map

$$(x_1, x_2) \mapsto \left( \max(x_1, x_2), \max(x_2, x_1 + x_2) \right),$$

where the subdivision $\Xi$ (see Figure 7) contains the cell $\{(0, 0)\}$ that is supercritical to each of $T_1$ and $T_2$. One can check that for any point $y$ in the union of the two half-lines $\{(\lambda, 0) | \lambda < 0\} \cup \{(0, \lambda) | \lambda < 0\} \subset \mathbb{R}^2$, the intersection $T(y)$ is unstable and contains $(0, 0)$.

**Proposition 3.19.** We retain the notations of Proposition 3.13. Let $f \in \Omega$, and let $i, j \in \{1, 2\}$ be be two distinct indexes. Then, for any $\xi \in \Xi$, the following statements hold true.

a) If $\xi$ is super-critical to $T_i$, then for any $(y_1, y_2) \in \mathbb{R}^2$ with $y_i \leq F_i(\xi)$, $y_j = F_j(\xi)$, there exists $(w_1, w_2) \in (\mathbb{K} \setminus 0)^2$ satisfying $\text{Val}(w_1, w_2) = (y_1, y_2)$, and the system

$$(3.2) \begin{cases} f_1 - w_1 = 0, \\ f_2 - w_2 = 0, \end{cases}$$

has a degenerate solution in $(\mathbb{K} \setminus 0)^2$ with valuation in $\Xi$.

b) If $\xi$ is not super-critical with respect to $T_i$, then for any $x \in \xi$ and any $(w_1, w_2) \in (\mathbb{K} \setminus 0)^2$ with $\text{val}(w_i) \neq F_i(x)$, the system $(3.2)$ has no degenerate solutions with valuation $x$.

**Example 3.20.** Given the map $f$ from Example 3.18, we compute $J_f = -1 + z_1 - z_2$. According to Definition 3.16, the cell $\{(0, 0)\}$ is supercritical for $T_1$. We also have $F(0, 0) = (0, 0)$. As Proposition 3.13 predicts, for any $\ell > 0$, and any $y_1 = -\ell$, and $y_2 = 0$, we choose $w_1 := t^\ell$, and $w_2 := (-3 + 2t^\ell + t^{2\ell})/4$, so that $\text{val}(w_1) = y_1 < F_1(0, 0) = 0$, $\text{val}(w_2) = y_2 = F_2(0, 0) = 0$, and the point

$$(t^{\ell} + 1)/2, (t^{\ell} - 1)/2$$

has valuation $(0, 0)$, is a root to $J_f$, and a solution to the system $(3.2)$. Analogously, the cell $\{(0, 0)\}$ is supercritical for $T_2$: for any $\ell > 0$, and any $y_1 = 0$, and $y_2 = -\ell$, we choose $w_1 := -3 + t^\ell$, and $w_2 := t^\ell(-2 + t^\ell)$, so that $\text{val}(w_1) = y_1 = 0, \text{val}(w_2) = y_2 < 0$, and the point $(t^\ell - 1, t^\ell - 2)$ has valuation $(0, 0)$, is a root to $J_f$, and a solution to the system $(3.2)$.

**Remark 3.21.** Two tropical curves having an unstable intersection, does not always imply that their lifted curves in $(\mathbb{K} \setminus 0)^2$ have a degenerate intersection. Take the system $1 + 2z_1 + z_2 = 1 - z_1 z_2 = 0$, whose tropical intersection is an unstable isolated point at $(0, 0)$ resulted from a vertex intersecting the relative interior of an edge. This system has two simple solutions $(-1, 1), (1/2, -2) \in (\mathbb{K} \setminus 0)^2$ with valuation at $(0, 0)$.

Known results (see e.g., [10, Prop. 5.8]) assert that once an unstable tropical intersection $T_1 \cap T_2$ occurs, there exists two curves $X_1, X_2 \subset (\mathbb{K} \setminus 0)^2$, tropicalizing to $T_1$ and $T_2$ respectively, and having a degenerate intersection point (in this example, if we replace the constant term $1$ in $1 - z_1 z_2$ by the value $1/8$, for instance, the above system will have a unique solution $(-1/4, -1/2)$). In contrast, Proposition 3.19a constitutes a more detailed description relating tropical intersections to classical ones. Namely, we describe some classes of
tropical non-degenerate intersections for which any lifting $X_1$ and $X_2$, up to changing two coefficients in the classical polynomials defining $X_1$ and $X_2$, has a degenerate intersection. In the same vain, Proposition $\text{3.19}$ $b.$ shows that some other unstable tropical intersections have no lifting with a degenerate intersection.

4. Proof of Theorem $\text{1.1}$

Consider two polynomials $f_1, f_2 \in \mathbb{K}[z_1, z_2]$, and let $\Xi$ denote the subdivision of $\mathbb{R}^2$ induced by $f^{\text{trop}}$. Recall that we use $D(f)$ to denote the discriminant of the map $f : (\mathbb{K} \setminus 0)^2 \to (\mathbb{K} \setminus 0)^2$, which is defined as the subset $f(C(f)) \subset (\mathbb{K} \setminus 0)^2$.

**Definition 4.1.** For any $\xi \in \Xi$, let $TD_f : \Xi \to \text{Powerset}(\mathbb{R}^2)$ be the function taking $\xi$ to the set of points $\text{Val}(w) \in \mathbb{R}^2$ for which there exists $z \in C(f)$, $w = f(z)$, and $\text{Val}(z) \in \xi$. That is, $(z_1, z_2, w_1, w_2) \in (\mathbb{K} \setminus 0)^4$ is a solution to

\[
\begin{align*}
    f_1(z) - w_1 &= 0, \\
    f_2(z) - w_2 &= 0, \\
    J_f(z) &= 0.
\end{align*}
\]

The following equality follows from the definitions

\[
\text{Val}(D(f)) = \bigcup_{\xi \in \Xi} TD_f(\xi).
\]

Therefore, Theorem $\text{1.1}$ is a consequence of the following result.

**Theorem 4.2.** Let $A$ be a pair of finite subsets in $\mathbb{N}^2 \setminus \{(0,0)\}$, consider the subset $\Omega \subset \mathbb{K}[A]$ defined in Proposition $\text{3.13}$ let $f$ be a map in $\Omega$, let $F$ denotes the tropical map $f^{\text{trop}} : \mathbb{R}^2 \to \mathbb{R}^2$, and let $\Xi$ be the subdivision of $\mathbb{R}^2$ induced by $F$. Then, it holds

\[
\Phi_F(\xi) = TD_f(\xi).
\]

**Proof.** Let $\xi$ be a cell in $\Xi$. Then, it is in one of the situations of Definition $\text{3.7}$. In what follows, we will show that $\text{(4.2)}$ holds true for $\xi$ in each of those cases.

- **Double super-critical cells.** First, we consider cells $\xi$ that are super critical to both $T_1$ and to $T_2$. That is $\xi$ satisfies Definition $\text{3.7}$ $\text{0.1.2}$. First, note that if $\xi$ is an unstable intersection of $T_1(y_1)$ and $T_2(y_2)$, then the point $y := (y_1, y_2)$ belongs to $\text{Ray}_+(F(\xi))$. Therefore, the inclusion $TD_f(\xi) \subset \text{Ray}_+(F(\xi))$ follows from Lemma $\text{3.10}$. In what follows, we prove the inclusion

\[
\text{Ray}_+(F(\xi)) \subset TD_f(\xi).
\]

For any $y \in \text{Ray}_+(F(\xi))$, it holds $y_1 \leq F_1(\xi)$, and $y_2 = F_2(\xi)$. Thanks to Proposition $\text{3.19}$ $a.$, we find $w \in (\mathbb{K} \setminus 0)^2$ satisfying $\text{val}(w) = y$ and so that the system

\[
\begin{align*}
    f_1 - w_1 &= 0, \\
    f_2 - w_2 &= 0,
\end{align*}
\]

has a degenerate solution $\tilde{z} \in (\mathbb{K} \setminus 0)^2$ with $\text{Val}(\tilde{z}) \in \Xi$. This shows that $\text{Ray}_+(F(\xi)) \subset TD_f(\xi)$. Similarly, we can show that $\text{Ray}_-(F(\xi)) \subset TD_f(\xi)$.

- **Single super-critical cells.** Let $i \in \{1, 2\}$ be such that $\xi \not\subset T_i$. Without loss of generality, we may assume that $i = 1$. We consider a cell $\xi$ that is super critical to $T_1$ but not super critical to $T_2$. That is, it holds $\Phi_F(\xi) = \text{Ray}_+(F(\xi))$ following Definition $\text{3.7}$. Similarly to the above case, we have $TD_f(\xi) \subset \text{Ray}_+(F(\xi))$, and $\text{Ray}_+(F(\xi)) \subset TD_f(\xi)$. However, Proposition $\text{3.19}$ $b.$ shows that $TD_f(\xi)$ is contained in a horizontal line passing through $F(\xi)$. Therefore, we get
Ray_{\xi}(F(\xi)) = TD_f(\xi).

- **Non-super critical, lower-dimensional cells.** We consider 0-cells and 1-cells $\xi$ that are not super-critical to $T_1$, nor super-critical to $T_2$. That is, according to Definition 3.7, either $\Phi_F(\xi) = F(\xi)$, or $\Phi_F(\xi) = \emptyset$. Theorem 4.2 follows from Proposition 3.13 whenever $\Phi_F(\xi) = \emptyset$. Otherwise, if $\Phi_F(\xi) = F(\xi)$, then Proposition 3.19 applied to both $(\xi, T_1)$, and $(\xi, T_2)$ shows that for any $x \in \xi$, the system (4.1) has no solutions with valuation $x$ if $\Val(w) \neq F(x)$. This shows that $TD_f(\xi) \subset F(\xi)$. The second inclusion follows from Lemma 3.15.

- **Cells of dimension two.** Let $\xi$ be a 2-cell in $\Xi$. Then, for any $x \in \xi$, we have $y = F(x) \iff x \in T_1(y_1) \cap T_2(y_2)$. This implies $TD_f(\xi) \subset F(C(F) \cap \xi)$. Similarly to above, Lemma 3.15 implies that the second inclusion holds true as well. This yields $TD_f(\xi) = F(C(F) \cap \xi)$.

Proposition 3.13 concludes Theorem 4.2 if $\xi$ is a 2-cell.

\[ \Box \]

5. **Proof of Theorem 1.3**

Let $A := (A_1, A_2)$ be a pair of supports in $\mathbb{N}^2 \setminus \{(0, 0)\}$. In this section, we consider generic polynomial maps $(\mathbb{C} \setminus 0)^2 \to (\mathbb{C} \setminus 0)^2$ in $\mathbb{C}[A]$, and we will prove Theorem 1.3 by providing a method that uses Theorem 1.1 to compute the Newton polytope of their discriminant, up to translations, without relying on elimination. We will apply this method for the polynomial map appearing in the below example.

**Example 5.1.** Let $g := (g_1, g_2) : \mathbb{C}_{u,v}^2 \to \mathbb{C}_{a,b}^2$ be the map defined as

$$(u, v) \mapsto (v + e_3 + uv + uv^2 + u^2v^2, 2v + 3u^2v + 4u^2v^2).$$

Its discriminant is given by the polynomial $D_g \in \mathbb{C}[a, b]$ below. Its Newton polytope is depicted in Figure 8. We obtained $D_g$ by computing the elimination ideal \ref{1.1} corresponding to $f$ using the software \texttt{SAGE}.

\[ \begin{align*}
1073741824a^7b^2 - 1476395008a^6b^3 + 843055104a^5b^4 - 255852544a^4b^5 + 43515904a^3b^6 - 3932160a^2b^7 + 147456ab^8 - 2147483648a^8b - 4093640704a^7b^2 - 4794089472a^6b^3 + 2401763328a^5b^4 - 776110080a^4b^5 + 113057792a^3b^6 + 1681408a^2b^7 - 12969864b^8 + 18432b^9 + 314582272a^2 - 372614816a^3b + 2258173952a^4b^2 - 583200768a^5b^3 + 120756992a^6b^4 + 98266432a^7b^5 + 1723152a^8b^6 - 1144967 - 701095936a^8b - 408629248a^7b^2 - 35657472a^6b^3 + 41773504a^5b^4 + 240054850a^4b^5 + 25297148ab^6 + 288506b^7 - 241209344a^5 + 16084992a^4b - 219803072a^3b^2 + 212243632a^2b^3 + 50506468ab^4 + 1668728b^5 - 27366400a^4 - 16204800a^3b + 61899400a^2b^2 + 42999450ab^3 + 2187200b^4 - 34512000a^3 - 8960000a^2b + 17283500ab^2 + 1168375b^3 - 547500a^2 + 273750ab + 228125b^2.
\end{align*} \]

\[ \text{Figure 8. The Newton polytopes of } g_1, g_2 \text{ and } D_g \text{ from Example 5.1} \]
Lemma 5.2. There exists a polytope $\Delta \subset \mathbb{R}^2$, and two Zariski open subsets $U \subset \mathbb{K}[A]$, and $V \subset \mathbb{C}[A]$ for which any $(f,g) \in U \times V$ satisfies

$$N(D_f) = N(D_g) = \Delta.$$ 

Proof. Let $K$ be a field of characteristic zero. Then, any point in $K[A]$ is obtained from two polynomials $h_1 \in \mathbb{Z}[z_1, z_2, c_a : a \in A_1]$ and $h_2 \in \mathbb{Z}[z_1, z_2, d_a : a \in A_2]$, with particular values for the coefficients $(c_a)_a$ and $(d_a)_a$. Accordingly, Equation (1.1) shows that if $h := (h_1, h_2)$, the polynomial $D_h$ is either a constant or is expressed as a finite sum

$$\sum \phi_\alpha(c,d)w^\alpha,$$

where $\phi_\alpha \in \mathbb{Z}[c_a : a \in A_1, d_a : a \in A_2]$, and $w^\alpha := w_1^\alpha w_2^\alpha$. The former case implies that any map $K^2 \rightarrow K^2$, obtained from $K[A]$, is not dominant, and the latter case shows that, if $P$ is defined as the polynomial $\prod \phi_\alpha$, then for any $f, f \in K[A] \setminus \mathbb{V}_K(P)$, it holds $\phi_\alpha(c,d) = 0 \Leftrightarrow \phi_\alpha(c,d) = 0$. Therefore, the Newton polytopes of $D_f$ and $D_f$ coincide in $\mathbb{R}^2$.

To finish the proof, take $U := \mathbb{K}[A] \setminus \mathbb{V}_K(P)$, and $V := \mathbb{C}[A] \setminus \mathbb{V}_C(P)$. \hfill $\square$

Let $\mathcal{O}$ denote the Zariski open in $\mathbb{K}[A]$ given as the common intersection of the set $\Omega$ from Proposition [3.13] and $U$ from Lemma [5.2]. Let $g$ be a polynomial map $(\mathbb{C} \setminus 0)^2 \rightarrow (\mathbb{C} \setminus 0)^2$ in the set $V \subset \mathbb{C}[A]$ of Lemma [5.2]. In what follows, we compute $\Delta := N(D_g)$.

5.1. Dual fan of the polytope. First, we recover the dual fan of $\Delta$: It is enough to consider a tropical polynomial map $F := (F_1, F_2) : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, supported on $A$, and inducing a stable subdivision $\Xi$ of $\mathbb{R}^2$. Hence, any perturbation on the tropical coefficients appearing in $F_1$ and $F_2$ will not change the above stability condition (c.f. Definition [2.9]). Since $\mathcal{O}$ is Zariski open in $\mathbb{K}[A]$, one can find $f \in \mathcal{O}$ satisfying $f^{trop} = F$. Lemma [5.2] shows that $N(D_f) = \Delta$, and Proposition [2.8] (4) determines the dual fan, $\mathcal{F}(D_f)$, of $N(D_f)$ from the unbounded edges of $\text{Val}(D(f))$. Hence, thanks to Theorem [4.2], we obtain $\mathcal{F}(\Delta)$ from Definition [3.7] applied to $F$.

Example 5.3. Assume that $F := (F_1, F_2) : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is the tropical polynomial map

$$(x_1, x_2) \mapsto (\max(x_2, 2x_1 + x_2, 2x_1 + 2x_2), \max(x_2, 2x_2 - 5, x_1 + x_2 - 1, x_1 + 2x_2 - 4, 2x_1 + 2x_2 - 4)).$$

The subdivision of $\mathbb{R}^2$ induced by $F$ is stable (see Figure 9). The set $\text{Val}(D(f)) \subset \mathbb{R}^2$ determines $\mathcal{F}(\Delta)$, both of which are represented in Figure 9.

---

**Figure 9.** The subdivision $\Xi$, the set $\text{Val}(D(f))$ and $\mathcal{F}(\Delta)$ corresponding to Example 5.3.
5.2. Binomial curves and parallel lines. Recall that the dual fan $\mathcal{F}(\Delta)$ determines the relative arrangement of edges $e_1, \ldots, e_r \subset \Delta$ together with their slopes. Hence, in order to obtain $\Delta$ up to translation, it is enough to compute the integer lengths $\ell_1, \ldots, \ell_r \in \mathbb{N}$ of its respective edges $e_1, \ldots, e_r \subset \Delta$. That is, $\ell_i := |e_i \cap \mathbb{N}^2| - 1$ (for $i = 1, \ldots, r$).

Let $\mathcal{E}_1, \ldots, \mathcal{E}_r \subset \mathbb{R}^2$ denote the collections in $\mathbb{R}^2$ of unbounded edges of $\text{Val}(D(f))$, satisfying
\[
\delta(\mathcal{E}_i) = e_i, \ i = 1, \ldots, r.
\]
In Example 5.3 $\mathcal{E}_1, \mathcal{E}_3$ and $\mathcal{E}_6$ are three half-lines with directions $(1, 0)$, $(0, 1)$ and $(0, -1)$ respectively, and $\mathcal{E}_2, \mathcal{E}_4$ and $\mathcal{E}_5$ are three sets of parallel half-lines with directions $(1, 1)$, $(-1, 0)$ and $(-1, -1)$ respectively.

Next, we consider collections of tropical curves in $\mathbb{R}^2$ of the form $\max(0, a_1 x_1 + a_2 x_2 + \lambda)$ or $\max(a_1 x_1, a_2 x_2 + \mu)$ for some $\lambda, \mu \in \mathbb{R}$, and intersect them with $\text{Val}(D(f))$ at the edges $\mathcal{E}_1, \ldots, \mathcal{E}_r$. The realization of any such tropical curve is a line (in the classical sense) in $\mathbb{R}^2$ with rational slope. For any vector $\alpha \in \mathbb{Q}^2$, there exists a line $L \subset \mathbb{R}^2$, having direction $\alpha$, and satisfying
\[
(5.1) \quad L \cap \text{Val}(D(f)) = L \cap \bigcup_{i \in K} \mathcal{E}_i,
\]
for some $K \subset [r]$. Indeed, it is enough to choose $L$ on one side of the cluster of vertices of $\text{Val}(D(f))$. In Figure 9 if $\alpha = (1, -1)$, then $K = \{1, 2, 3\}$.

We then consider the set $B$ of all binomials in $\mathbb{K}[w_1, w_2]$ with the smallest degree in which the Newton polytope, $\mathcal{N}(B)$, of any $B \in B$ is orthogonal to $L$. For example, if $L$ has direction $(1, -1)$, then $B = \{r + sw^1 \in \mathbb{K}[w_1, w_2] : r, s \in \mathbb{K} \setminus 0\}$. Thanks to Proposition 2.3 we can choose $B \in B$ so that $L = \mathcal{N}_T(B)$. Then, from the description of $L$, all points in the intersection $\mathcal{N}_T(B) \cap \text{Val}(D(f))$ are stable.

5.3. Preimages of binomial curves. We will show how to use the set $B \subset \mathbb{K}[w_1, w_2]$ for obtaining a linear relation on the set of edge-lengths of $\Delta$. Let $B$ be a generic enough binomial in $B$. First, we compute the number of intersection points
\[
(5.2) \quad \mathcal{N}_K(B) \cap D(f),
\]
using the intersections in (5.1). The mixed volume of two polytopes $\Pi_1, \Pi_2 \subset \mathbb{R}^2$ is
\[
\text{MV}(\Pi_1, \Pi_2) := \text{Vol}(\Pi_1 + \Pi_2) - \text{Vol}(\Pi_1) - \text{Vol}(\Pi_2),
\]
where Vol($\cdot$) is the usual volume of polytopes in $\mathbb{R}^2$. Bernstein's Theorem [3] shows that, as $B$ is generic, the number of solutions in $(\mathbb{K} \setminus 0)^2$, counted with multiplicities is equal to $\text{MV}(\mathcal{N}(B), \Delta)$. As $\mathcal{N}(B)$ is a segment with endpoints in $\mathbb{N}^2$, and of integer length one, it can be easily checked
\[
(5.3) \quad \text{MV}(\mathcal{N}(B), \Delta) = \sum_{i \in K} \ell_i \cdot |\det(u_i, \nu)|,
\]
where $u_i \in \mathbb{Z}^2$ is a primitive integer vector spanning $e_i$, and $\nu \in \mathbb{Z}^2$ spans $\mathcal{N}(B)$.

Example 5.4. For the polytope $\Delta$ from Example 5.1 if $\sigma := \mathcal{N}(B)$ is the segment with endpoints $(0, 0)$ and $(1, 1)$, then $\text{MV}(\Delta, \mathcal{N}(B)) = \text{Vol}(\Delta + \mathcal{N}(B)) - \text{Vol}(\Delta)$. The latter is equal to the sums of the volumes of the zonotopes $\sigma + e_1, \sigma + e_2$ and $\sigma + e_3$ (see e.g. Figure 10), which amounts to
\[
\ell_1 \cdot \det(u_1, \nu) + \ell_2 \cdot \det(u_2, \nu) + \ell_3 \cdot \det(u_3, \nu) = 1 \cdot 3 + 6 \cdot 2 + 1 \cdot 1 = 16.
\]
Notice also that it holds $\ell_4 \cdot \det(u_4, \nu) + \ell_5 \cdot \det(u_5, \nu) + \ell_6 \cdot \det(u_6, \nu) = 6 \cdot 1 + 2 \cdot 2 + 6 \cdot 1 = 16$. \hfill \Box

Let $M$ denote
\[
\text{MV}(\mathcal{N}(\mathcal{J}_f), \mathcal{N}(B \circ f)).
\]

Claim 5.5. It holds $M = \text{MV}(\mathcal{N}(B), \Delta)$. 
Theorem 4.3. Assume that all components of $D(f)$ are reduced. One can choose the coefficients $r, s \in K \setminus 0$ of $B$ such that (5.2) consists only of simple roots. Then, it holds
\begin{equation}
V_K(B) \cap D(f) = f^{-1}(V_K(B)) \cap C(f).
\end{equation}
Note that $f^{-1}(V_K(B))$ is a curve given by the polynomial $B \circ f$, and recall that $C(f)$ is given by the polynomial $J_f$. Therefore, Bernstein's Theorem [3] shows that
\begin{equation}
f^{-1}(V_K(B)) \cap C(f) = \text{M}
\end{equation}
if $B \circ f, J_f \in \mathbb{K}[z_1, z_2]$ are generic enough. This choice for $f$ and $B$ is possible in $O$, and \( B \) respectively. □

Example 5.6. Thanks to Lemma 3.12, all polynomials $J_f$ corresponding to any polynomial $f \in O$ with supports $A$ from Example 5.3 share the same Newton polytope represented in Figure 11. The same goes for the Newton polytope of the polynomial $B \circ f$, where $B$ is a generic binomial in $\mathbb{K}[w_1, w_2]$ with Newton polytope $\sigma$ from Example 5.4. The reader may check (c.f. Figure 11) that $\text{MV}(N(J_f), N(B \circ f)) = 16$.

Remark 5.7. Thanks to the generic choices for $f$ and $B$, the polytopes $N(J_f)$ and $N(B \circ f)$ can be determined from $A$ by purely combinatorial means. That is, computing $J_f$ and $B \circ f$ is not required. Indeed, whenever coefficients are generic enough, operations on the polynomials such as derivation, summation, multiplication, and exponentiation have well-defined analogues in terms of the Newton polytopes.

5.4. Obtaining the edge-lengths. In order to determine the vector of integer lengths $\ell := (\ell_1, \ldots, \ell_r)$ of the polytope $\Delta$, we construct $r$ lines $L_1, \ldots, L_r$, with corresponding orthogonal vectors $\nu_1, \ldots, \nu_r$, and solve for $\ell$ a square system
\begin{equation}
D \cdot \ell = M,
\end{equation}
whose equations are of the form (5.3). As we have seen in Remark 5.7, the corresponding values $\text{MV}(N(B_j), \Delta)$ and $(\det(u_i, \nu_j))_{i,j}$ depend only on the set of supports $A$. The below Claim 5.9 shows that such a system with non-singular matrix $D$ always exists.
Example 5.8. Consider the six lines \(L_1, \ldots, L_6\), where \(v_1 = v_5 = (-1, 3), v_2 = v_6 = (1, 1), v_3 = (2, 1)\) and \(v_4 = (1, -1)\). We position the lines so that the corresponding sets \(K_1, \ldots, K_6\) satisfy \(K_1 = \{1, 2, 3, 4\} = [6] \setminus K_5, K_2 = K_3 = \{1, 2, 3\} = [6] \setminus K_6\) and \(K_4 = \{1, 6\}\). All together the six equations, each obtained from (5.3) applied to the line \(L_i\) (\(i = 1, \ldots, 6\)), give rise to the linear system

\[
\begin{pmatrix}
1 & 2 & 3 & 1 & 0 & 0 \\
3 & 2 & 1 & 0 & 0 & 0 \\
5 & 3 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 2 & 3 & 1 \\
0 & 0 & 0 & 1 & 2 & 1 \\
\end{pmatrix}
\begin{pmatrix}
\ell_1 \\
\ell_2 \\
\ell_3 \\
\ell_4 \\
\ell_5 \\
\ell_6 \\
\end{pmatrix}
= 
\begin{pmatrix}
22 \\
16 \\
24 \\
7 \\
22 \\
16 \\
\end{pmatrix}.
\]

Therefore, it holds \((\ell_1, \ell_2, \ell_3, \ell_4, \ell_5, \ell_6) = (1, 6, 1, 6, 2, 6)\).

To finish, we give a recipe on how to choose the above mentioned set of lines for any \(\Delta\). Recall that for each line \(L\) above, we obtain the set of indexes \(K \subset [r]\) given by intersecting \(L\) with the set \(\mathcal{E}_1 \cup \cdots \cup \mathcal{E}_r\). Assume that \(K = \{1, \ldots, k\}\), and that the directional vector of \(L\) is not collinear to any ray from the dual fan \(F(\Delta)\). Then, one can choose \(k\) lines \(L_1, \ldots, L_k\) in \(\mathbb{R}^2\) so that for each \(i \in [k]\), the line \(L_i\) satisfies (5.1). Indeed, this can be done by choosing slightly different tilt for each \(L_i\) each time. For each such \(L_i\), we consider the line \(L_i'\), parallel to \(L_i\) so that each \(L_i'\) admits an analogous set \(K' = [r] \setminus K\). Indeed, it is enough to choose \(L_i'\) to be located far enough from \(L_i\) and on the other side of the cluster of vertexes of \(\text{Val}(D(f))\). Assume without loss of generality that \(k = \max(|K|, |K'|)\).

Claim 5.9. There exists a choice \((L_j, L_j')_{j \in [k]}\) satisfying (5.1), and such that \(D\) is a non-singular matrix.

Proof. Any line in \(\mathbb{R}^2\) can be expressed of the form \(y_2 = \alpha y_1 + \beta\). Thus, we can identify the configuration space of lines \((L_j)_{j \in [k]}\) with \(\mathbb{R}^{2 \times k}\). If a pair \((L, L')\) satisfies (5.1), then so does any of its perturbations. Then, there exists an open subset \(U \subset \mathbb{R}^{2 \times k}\) in which \((L_j, L_j')_{j \in K}\) satisfies (5.1).

Next, we find an open subset \(V \subset U\) consisting of all lines \(y_2 = \alpha_j y_1 + \beta_j\) so that \(\det D \neq 0\). This is straightforward as this determinant is locally a non-trivial polynomial in \(\mathbb{Z}[\alpha_j, j \in [k]]\). Hence we choose \(V = U \cap (\mathbb{R}^{2 \times k} \setminus \{\det D = 0\})\).

6. Proofs of Proposition 3.13 and Lemma 3.15

We start this section by stating a technical result, Lemma 6.2, then proceed by proving Proposition 3.13 and Lemma 3.15. In what follows, we keep the notations in 4, but we assume that \(f\) lies inside the sets \(\Omega_1\) and \(\Omega_2\) defined in Lemmas 3.11 and 3.12.

Recall from 2.3.1 if \(\xi\) is a cell in \(\Xi\), then there exists a unique pair \((\xi_1, \xi_2) \in \Xi_1 \times \Xi_2\) such that \(\xi = \xi_1 \cap \xi_2\). Furthermore, the dual polyhedron of \(\xi_i\) in \(\tau_i\) is denoted by \(\delta(\xi_i)\) (\(i = 1, 2\)), and the dual polyhedron of \(\xi\) in \(\tau\) is \(\delta(\xi_1) + \delta(\xi_2)\), denoted by \(\delta(\xi)\). Recall Notation 2.4.

Notation 6.1. Given a pair \(g := (g_1, g_2)\) of polynomials in \(\mathbb{K}[z_1, z_2]\), we use \(\mathcal{g}\) to denote the pair \((\mathcal{g}_1, \mathcal{g}_2)\) of polynomials in \(\mathbb{C}[\{z_1, z_2\}]\).

Lemma 6.2. Let \(\xi\) be a cell in \(\Xi\) containing \((0, 0)\), and assume that \(|\text{Jac}_\xi \mathcal{g}\) is not identically zero. Then, it holds \(\mathcal{J}_f = |\text{Jac}_\xi \mathcal{g}|\).

Proof. For each \(i \in \{1, 2\}\), we express \(f_i = \sum c_{a_i} z_1^{a_{i1}} z_2^{a_{i2}}\), and let \(\sigma(\xi)\) be the set of all \(b \in \delta(\xi)\) satisfying \(\text{val}(c_b) = \max\{\text{val}(c_a^i) \mid a \in \delta(\xi_i)\}\) for \(i = 1, 2\).
Recall from §2.3 that the tropical function \( F_i : \mathbb{R}^2 \to \mathbb{R} \) is linear precisely at the cells in \( \Xi_i \). In particular, for any \( x \in \xi \), and any \( v \in \sigma(\xi_i) \), it holds
\[
F_i(x_1, x_2) = v_1 x_1 + v_2 x_2 + \text{val}(c_i^\xi).
\]
Furthermore, it holds
\[
(6.1) \quad \text{val}(c_{\alpha}^\xi) = \text{val}(c_{\beta}^\xi) > \text{val}(c_{\gamma}^\xi), \quad \alpha, \beta \in \sigma(\xi_i), \text{ and } \gamma \in A_i \setminus \sigma(\xi_i).
\]
To finish the proof, note that one can write \( J_f \) as the sum \( G + H \), where \( G = \det(\text{Jac} \; f) \), and \( H \in \mathbb{K}[z_2, z_2] \). Then, the assumption \( G \neq 0 \) and Condition \((6.1)\) implies that all coefficients in \( G \) have the same valuation, say \( \lambda \), and any coefficient \( c_\alpha \) in the polynomial \( H \) satisfies \( \text{val}(c_\alpha) < \lambda \). Therefore, the proof follows from \( \overline{G} = |\text{Jac} f| \).

**Proof of Proposition 3.13** Let \( \xi \) be a cell in \( \Xi \). Then, it satisfies one of the conditions of Definition \([3.7]\). We may assume without loss of generality that \((0, 0) \in \xi \). The proof requires computing the polynomial \( \overline{f}_f \) in each of the situations \( 0 \) to \( 2 \) described in Definition \([3.7]\) (these computations will also be useful later for the proof of Lemma \([3.15]\)). The polynomial \( \overline{f}_f \) is made explicit in \( \S A \) where we will use Lemma \([6.2]\) to count the number \( N \) of monomial terms in \( \overline{f}_f \) whenever \( \text{Jac} \; f_\xi := |\text{Jac} f_\xi| \) is not identically zero. That is, thanks to Corollary \([2.5]\), we get
\[
N > 1 \iff C(F) \cap \xi \neq \emptyset.
\]
This will yield the first statement of the Proposition whenever \( \xi \) satisfies conditions \([0] \) \([1.1] \) \([1.2] \) or \([2.1]\) of Definition \([3.7]\). As for the remaining cases, we will obtain \( \text{Jac} \; f_\xi = 0 \), and thus a more detailed analysis is required for computing \( \text{Jac} \; f_\xi \). This case-by-case analysis/computations is elaborated in \( \S A \). □

**Proof of Lemma 3.15** Let \( \xi \) denote the cell in \( \Xi \) containing \( x \), and assume without loss of generality that \( x = (0, 0) \). It is enough to show that there exists a solution \( z \in \mathcal{C}(f) \) with \( \text{Val}(z) = (0, 0) \), and such that \( \overline{f} \) is not a solution to \( f_1 = 0 \) nor to \( f_2 = 0 \). Indeed, once this is the case, then the point \( w := f(z) \) would satisfy \( \overline{w} = (\overline{f}(\overline{z})) \in (C^*)^2 \), and thus we obtain \( \text{Val}(w) = \text{Val}(f(z)) = F(\text{Val}(z)) = F(0, 0) \).

For each \( \xi \in \Xi \) and each \( i = 1, 2 \), we show that either \( f_i \) is a monomial term or it does not divide the polynomial \( \overline{G} \) from Lemma \([6.2]\). Since both of \( f_1, f_2 \) are monomial terms if \( \xi \) is a 2-cell, we only consider the cases where \( \xi \) is a 0-cell or a 1-cell.

Assume without loss of generality that \( \xi \subset T_1 \). The proof proceeds by simply comparing the polynomial \( f_i \) \( (i = 1, 2) \) with \( \overline{G} \) in all the situations for \( \xi \). The latter cases are analyzed in detail, in \( \S A \) of the proof of Proposition \([3.13]\). □

7. **Proof of Proposition 3.19**

Let \( A := (A_1, A_2) \) be a pair of subsets in \( \mathbb{N}^2 \setminus \{(0, 0)\} \), let \( \Omega \subset \mathbb{K}[A] \) be the Zariski open from Proposition \([3.13]\) and let \( f \in \Omega \). We use \( F := (F_1, F_2) : \mathbb{R}^2 \to \mathbb{R}^2 \) to denote the tropical polynomial map \( f^{\text{tr}} \). It induces a subdivision \( \Xi \) of \( \mathbb{R}^2 \) as in Proposition \([2.8]\).

7.1. **Proof of Proposition 3.19** a. We need the following two results.

**Lemma 7.1.** Let \( X_1 \) and \( X_2 \) be two algebraic curves in \( (\mathbb{K} \setminus \{0\})^2 \), intersecting in a finite number of points, and let \( E \subset \mathbb{R}^2 \) be a bounded component of the intersection of \( \text{Val}(X_1) \) and \( \text{Val}(X_2) \). Then, there exists a point \( z \in X_1 \cap X_2 \) such that \( \text{Val}(z) \in E \).

**Proof.** This is a consequence of \([6, \text{Proposition 3.11}]\). □
Lemma 7.2. Let \( \xi \in \Xi \) be a relevant diagonal 2-cell, and let \( \xi' \in \Xi \) be a 2-cell directly adjacent to \( \xi \). Then, either \( \xi' \) is irrelevant or it is diagonal relevant and such that
\[
\{ \delta(\xi_1), \delta(\xi_2), \delta(\xi'_1), \delta(\xi'_2) \} \subset L_0,
\]
for some line \( L_0 \subset \mathbb{R}^2 \) is a line passing through 0.

Proof. Since both \( \xi \) and \( \xi' \) are 2-cells, each polyhedron in (7.1) is a point in \( \mathbb{N}^2 \). We may assume that the 1-cell common to \( \xi \) and \( \xi' \) belongs to \( T_1 \). Then, it holds
\[
\delta(\xi_2) = \delta(\xi'_2) \quad \text{and} \quad \delta(\xi_1) \neq \delta(\xi'_1).
\]
Furthermore, since \( \xi \) is relevant, there exists \( r \in \mathbb{Q} \) such that
\[
\delta(\xi_1) = r \cdot \delta(\xi_2).
\]
If \( \xi' \) is relevant, then, there exists \( s \in \mathbb{Q} \) such that \( \delta(\xi'_1) = s \cdot \delta(\xi'_2) \). Hence, Equations (7.2) and (7.3) yield (7.1). Finally, the inclusion (7.1) implies that \( \xi' \) is also diagonal. \( \square \)

Recall that supercritical cells have dimension at most one (see Definition 3.16). Assume that \( \xi \) is super-critical to \( T_1 \). Proposition 3.13 shows that \( \xi \cap C(F) \neq \emptyset \). Without loss of generality, we assume that \( (0, 0) \in \xi \cap C(F) \). Let \( a \in \mathbb{K} \setminus \mathbb{0} \) be a point such that \( (0, 0) \in T_1(\text{val}(a)), \) and \( C(f) \cap V(f - a) \) has only isolated solutions in \( (\mathbb{K} \setminus \mathbb{0})^2 \). This assumption can be realized by applying a perturbation of \( a \) if necessary so that \( \text{val}(a) \) remains unchanged.

If \( (0, 0) \) belongs to a bounded component of \( C(F) \cap T_1(\text{val}(a)) \), then the proof of Proposition 3.19 a, follows from Lemma 7.1. This is exactly the case if either \( \xi \) is a 0-cell as in Figure 6a.i, e.iii or, thanks to the below claim, if \( \xi \) is a 1-cell.

Claim 7.3. Let \( \xi \) be a cell of dimension 1 that is super critical to \( T_1 \), and assume that none of the endpoints of \( \xi \) is a point in \( T_1 \cap T_2 \). Then, for any \( \lambda \in \mathbb{R} \), either \( C(F) \cap T_1(\lambda) \cap \xi = \emptyset \) or \( \xi \) contains a bounded component of \( C(F) \cap T_1(\lambda) \).

Proof. Since \( \xi \) is supercritical to \( T_1 \), according to Definition 3.16, either \( \xi \) is adjacent to two relevant diagonal cells or it satisfies Definition 3.7 [1.3.2] in which \( \zeta \) is a vertex of \( T_1 \). Assume that \( C(F) \cap T_1(\lambda) \cap \xi \neq \emptyset \). Then, \( \xi \) does not satisfy [1.3.2.2] since \( \zeta \) and \( T_1 \) satisfy [0.2.2] if \( \xi \) satisfies [1.3.2.1] then the proof follows from Proposition 3.13 (2). Otherwise, \( \xi \) is adjacent to two relevant diagonal cells, and thus the proof follows from Definition 3.2. \( \square \)

We now treat the remaining cases for super-critical cells. That is, we assume that \( \xi \) is a 0-cell in one of the situations a.i, c.iii, b.i or d.iii, represented in Figure 6. Consider now the system
\[
\begin{align*}
\{ f_I(z) - a & = 0, \\
J_f(z) & = 0,
\end{align*}
\]
and let \( C \) denote the space-curve defined as the set \( (z_1, z_2, a) \in (\mathbb{K} \setminus 0)^2 \) forming its zero-locus. The projection \( \pi^K : (\mathbb{K} \setminus 0)^2 \to (\mathbb{K} \setminus 0)^2, (z_1, z_2, a) \to (z_1, z_2) \) sends \( C \) surjectively onto the curve \( C(f) \). The tropicalization
\[
\Gamma := \text{Val}(C)
\]
is its image under the map \( \text{Val} : (\mathbb{K} \setminus 0)^2 \to \mathbb{R}^3, (z_1, z_2, a) \to (\text{val}(z_1), \text{val}(z_2), \text{val}(a)) \). Similarly, the set \( \Gamma \) is sent surjectively to the tropical curve \( C(F) \subset \mathbb{R}^2 \) under the projection \( \pi : \mathbb{R}^3 \to \mathbb{R}^2, (x_1, x_2, \lambda) \to (x_1, x_2) \). Here, we have \( \pi \circ \text{Val} = \text{Val} \circ \pi^K \). We say that \( \Gamma \) is an embedded tropical space-curve in \( \mathbb{R}^3 \) (see [39]). That is, a realization in \( \mathbb{R}^3 \) of a metrized graph \((E, V)\) having integer slopes, together with a weight function \( \omega : E \to \mathbb{N} \), where for any \( v \in V \) the set \( E_v \) of edges adjacent to \( v \) it holds
\[
\sum_{e \in E_v} \omega(e)e = 0,
\]
where $\vec{c}$ is the primitive integer vector in $\mathbb{Z}^3$ pointing away from $v$. We call (7.4) the balancing condition on $v$.

Recall that $\xi = (0,0)$. On the one hand, since $\xi$ is a point in $T_1$, there exists $\lambda_0 \in \mathbb{R}$ satisfying: $\xi \in T_1(\text{val} a)$ for any $a \in \mathbb{K}$ if and only if $\text{val}(a) \leq \lambda_0$. On the other hand, each point $p \in \Gamma$ is the valuation of a solution $(z_1, z_2, a) \in (\mathbb{K} \setminus 0)^3$ to the system (7.4). Therefore, Proposition 3.19 a. is true if $\Gamma$ contains all points $(0,0,\lambda)$ satisfying $\lambda \leq \lambda_0$. The following Claim yields the proof of Proposition 3.19 a. (see Figure 12).

Claim 7.4. Assume that $\xi$ satisfies one of the situations c.i, c.iii, b.i or d.iii, represented in Figure 6. Then, $\Gamma \subset \mathbb{R}^2$ has an edge of direction $(0, 0, -1)$ with an endpoint $(0, 0, \lambda_0)$.

Proof. The embedded tropical curve $\Gamma$ is contained in the set $S_{1 \cap J}$ defined as intersection locus of the two tropical surfaces in $\mathbb{R}^2$

$$S_1 := \{ \text{Val}(z_1, z_2, a) \in (\mathbb{K} \setminus 0)^3 \mid f(z) - a = 0 \} \quad \text{and} \quad S_J := \{ \text{Val}(z_1, z_2, a) \in (\mathbb{K} \setminus 0)^3 \mid J_f(z) = 0 \}.$$ 

On the one hand, the map $\pi|_{S_1}$ is a bijection over $\mathbb{R}^2 \setminus T_1$, whereas the preimage, under $\pi|_{S_1}$, of any point in $T_1$ is a half-ray with direction $(0, 0, -1)$ (see [6, §4]). On the other hand, the preimage, under $\pi|_{S_J}$, over any point $x$ is empty if $x \in \mathbb{R}^2 \setminus S_J$, and is a vertical line otherwise. Therefore, the map

$$\pi|_{S_{1 \cap J}} : S_{1 \cap J} \rightarrow C(F)$$

is a bijection over points outside $T_1$, and is a half-ray over points in $T_1 \cap C(F)$ (see e.g. Figure 12).

Now, we describe the disposition of $S_{1 \cap J}$ locally above $(0, 0)$. Let $V_0 \subset \mathbb{R}^2$ be a neighborhood of $(0,0)$, and let $U_0$ denote $\pi^{-1}(V_0)$. Then, the intersection $S_{1 \cap J} \cap U_0$ is a piecewise-linear complex, consisting of a set $\Theta$ of half-edges, and a set $\Sigma$ of 2-dimensional polygons in $\mathbb{R}^3$. All half-edges in $\Theta$ have a common endpoint, $v$ where $\pi(v) = (0,0)$. All polygons in $\Sigma$ have a common vertex $v$, and a common $E$ adjacent to $v$, such that $E$ is a half-line with direction $(0, 0, -1)$ (see Figure 12). Furthermore, for each half-edge $e \subset C(F) \cap V_0 \setminus T_1$, there exists $\theta \in \Theta$ such that $\pi^{-1}(e) = \theta$. Similarly, for each half-edge $e \subset C(F) \cap T_1 \cap V_0$, there exists $\sigma \in \Sigma$ such that $\pi^{-1}(e) = \sigma$.

Next, we describe the disposition of $\Gamma$ locally above $(0, 0)$. The intersection $\Gamma \cap U_0$ is a set of half-edges, denoted by $\Upsilon$, that satisfy the following conditions.

1. Any $\mu \in \Upsilon$ has $v$ as an endpoint: This follows from the description of $S_{1 \cap J} \cap U_0$, since $\Gamma \subset S_{1 \cap J}$.
2. It holds $\Theta \subset \Upsilon$: From the description of $S_{1 \cap J}$, any point in $C(F) \cap V_0 \setminus T_1$ has exactly one preimage $q \in S_{1 \cap J}$, under $\pi|_{S_{1 \cap J}}$. Since $\pi(\Gamma) = C(F)$, we obtain $q \in \Gamma$.
3. For each $\sigma \in \Sigma$, there exists one $\mu \in \Upsilon$ such that $\mu \subset \partial \sigma$, and $\mu$ is not vertical: If $e$ is a half-edge of $C(F) \cap T_1 \cap V_0$, then $e \subset \xi$, where $\xi \in \Xi$ is a 1-cell directly adjacent to two irrelevant 2-faces of $\Xi$. That is, $\xi$ is not super-critical. Then, Proposition 3.19 b. shows that any $q \in \Gamma$ satisfying $\pi(q) \in \xi$, the third coordinate of $q$ is $\text{val}(\pi(q))$. In other words, it holds that $q \in \partial \sigma$.

Since $F_1 : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a convex function, the above three facts show that all non-vertical edges of $\Gamma$, emanating from $v$, are at the boundary of a polytope $\Delta$ in $\mathbb{R}^3$ (in Figure 12, the faces of $\Delta$ are the blue non-vertical plane sections). Hence, the balancing condition applied to $\Gamma$ around $v$, implies that $\Gamma$ must have at least one edge $\theta$, with direction outwards of $\Delta$. Fact (3) above shows that $\theta$ must be vertical. This yields the claim. 

7.2. Proof of Proposition 3.19 b. Assume that $\xi$ is not supercritical to $T_1$, and let $w := (w_1, w_2) \in (\mathbb{K} \setminus 0)^2$ be any point satisfying $\text{val}(w_1) \neq F_1(x)$. First, note that the equivalence

$$p \in T_1(\text{val}(w_1)) \iff \text{val}(w_1) = F_1(x)$$

holds true if $\xi \cap T_1 = \emptyset$. This yields Proposition 3.19 b. if $\xi \subset T_2 \setminus T_1$ or if $\dim \xi = 2$. Therefore, we assume in what follows that $\xi \subset T_1$, and $\dim \xi \leq 1$. 

7.2.1. \(\xi\) is a 0-cell. If \(\xi\) is a vertex of \(T_1\), Definition 3.16 shows that \(\xi\) is adjacent to two relevant 2-cells (e.g. d.iv in Figure 6). Proposition 3.13 (1) yields \(\xi \cap C(F) = \emptyset\), and we deduce Proposition 3.19 b).

Assume now that \(\xi \in T_1 \cap T_2\). Then, locally around \(\xi\), the situation is as e.ii in Figure 6 where the continuous line is a part of \(T_1\), and the dashed line is a part of \(T_2\) (notice the difference in the disposition of curves between e.ii and e.iii). Without loss of generality, we may assume that \(x = (0,0)\). Then, following Lemma 6.2 it holds

\[ z^1 \mathcal{J}_f = \bar{c} z^v |_{u_2 v_2} \cdot (\overline{u} \lambda z^{k-u} + b z^{k-u}), \]

where

\[ \mathcal{J}_f = (a z^{k-u} + b z^{k-u}, c z^v + d z^{k-u}) \]

for some values \(\lambda, \mu, \kappa \in \mathbb{Z}, a, b, c, d \in \mathbb{K} \setminus 0\), and vectors \(u, v \in \mathbb{N}^2\) such that \(\lambda \neq \mu\). Since \(\mathcal{J}_f = \mathcal{J}_1 = 0\) has no solutions in \((\mathbb{C} \setminus 0)^2\), the system (7.4) has no solutions in \((\mathbb{K} \setminus 0)^2\) with valuation \((0,0)\). This yields Proposition 3.19 b) if \(\xi\) is not a super-critical 0-cell.

7.2.2. \(\xi\) is a 1-cell. If \(\xi\) is an edge of \(T_1\) directly adjacent to only one relevant 2-cell of \(T\) (e.g. e.iv in Figure 6), then Proposition 3.13 yields \(\xi \cap C(F) = \emptyset\), and we are done. The same can be said for the case where \(\xi\) is directly adjacent to two relevant lateral cells having no essential 1-cells adjacent to them, and the endpoint of \(\xi\) is a vertex of \(T_1\) (e.g. a.vi).

Assume that \(\xi\) is directly adjacent to two relevant lateral cells having no essential 1-cells adjacent to them, and the endpoint of \(\xi\) belongs to \(T_1 \cap T_2\) (e.g. e.vii). Similarly as in the above 7.2.1, we assume that \((0,0) \in \xi\), and compute \(\mathcal{J}_\xi\). Without loss of generality, we may assume that \(\xi\) is vertical. Then, the polynomial \(\mathcal{J}_\xi\) is a monomial times \(k \pi z_1^{v_2} + \beta z_1^{v_2}\), where \(f_{1\xi} = a z_1^k + b z_1^k\) (3A (5)). Since we have \(k \neq 1\), the system \(\mathcal{J}_\xi = \mathcal{J}_1 = 0\) has no solutions in \((\mathbb{C} \setminus 0)^2\). This yields Proposition 3.19 b) for such \(\xi\).

Finally, if \(\xi\) is directly adjacent to two irrelevant cells (e.g. d.v), then the proof follows from Lemma 3.10 as \(T_1(\text{val}(w_1)) \cap T_2(\text{val}(w_2))\) has an unstable intersection at \(x \in \xi\) if and only if \(F(x) = \text{Val}(w)\).

8. Future work

Two maps \(f, g : \mathbb{C}^m \to \mathbb{C}^n\) are said to be topologically equivalent if there are homeomorphisms \(\phi : \mathbb{C}^m \to \mathbb{C}^m\) and \(\psi : \mathbb{C}^n \to \mathbb{C}^n\) so that \(g \circ \phi = \psi \circ f\). The classification of topological equivalence classes (or, topological types) is a difficult problem in affine geometry (c.f. [20, 2, 45, 40, 25]) that is solved only for
quadratic polynomial maps $\mathbb{C}^2 \rightarrow \mathbb{C}^n$ using a case-by-case analysis [16, 17]. Such an approach, however, becomes too cumbersome when generalized to maps of higher degrees. As two topological types for polynomial maps are dissimilar if their respective discriminants are not homeomorphic, one application of Theorem 1.1 is to classify (or enumerate) homeomorphism classes of discriminants for maps having the same support. A classification of combinatorial types of tropical polynomial maps $\mathbb{R}^2 \rightarrow \mathbb{R}^2$ can lead to lower bounds for homeomorphism classes of discriminants on the plane.

A closely-related problem to the classification of maps is the classification of singularities of the corresponding discriminants. Farnik, Jelonek and Ruas [19] used the theory of multi-jets [37] to describe the topology of a generic polynomial map $f := (f_1, f_2) : X \rightarrow \mathbb{C}^2$ and to compute the numbers $n(f)$ and $c(f)$ of nodes and cusps, respectively of $D(f)$ in terms of the degrees of $f_1$ and $f_2$. In light of Theorem 1.3 we expect that the pair $(n(f), c(f))$ can be obtained, using Theorem 1.1 in terms of invariants of the supports $A_1$ and $A_2$ of $f_1$ and $f_2$ if $f$ is generic enough in $\mathbb{C}[A]$.

An approach, similar to Theorem 1.1, can be used to describe the tropical curve of the bifurcation set for polynomial maps on the plane. Doing so requires recovering the tropical curve of the non-properness set (or non-finiteness set) $S(f)$ for a polynomial map $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$. This is the set of all points $y \in \mathbb{R}^2$ at which the preimage has less isolated points (counted with multiplicity) than its topological degree [23, 25]. Since $B(f) = D(f) \cup S(f)$ (see e.g. [28]), in order to characterize the tropical bifurcation set, an analogue of Theorem 1.1 for $S(f)$ remains to be proven. This is the subject of a work in progress [14], where the polynomial maps are defined over the space $\mathbb{R}^n$ of any dimension.

**APPENDIX A. REST OF PROOF OF PROPOSITION 3.13**

In this section, we keep the notations of §8. In particular, we assume that $f \in \Omega_1 \cap \Omega_2$ (see Lemmas 3.11 and 3.12). We will compute the polynomial $\overline{\mathcal{J}}_f$ for a cell $\xi \in \Xi$ containing the origin $(0, 0)$. In what follows, we use $|M|$ instead of $\det(M)$ to denote the determinant of any square matrix $M$. Let $\overline{\mathcal{J}}_\xi$ denote the polynomial $|\text{Jac}_z \overline{f}|$, let 1 denote the point $(1, 1)$, and let $A := (A_1, A_2)$ denote the supports of $f$. With some exceptions for the below situations of $\xi$ (see Item (5) below), it is enough to set $\Omega$ as $\Omega_1 \cap \Omega_2$.

1. **Zero-dimensional cells from intersections.** Assume that $\xi \in T_1 \cap T_2$. Lemma 3.11 shows that there exists vectors $u, v, u', v' \in \mathbb{N}^2$ satisfying $\delta(\xi_1) = \{u, v\}, \delta(\xi_2) = \{u', v'\}$, and

$$\overline{\mathcal{J}} = (\overline{m}^u z^u + \overline{b}_1 z^v, \overline{a}_2 z^{u'} + \overline{b}_2 z^{v'})$$

for some values $a_1, a_2, b_1, b_2 \in \mathbb{K} \setminus 0$. The polynomial $z^1 \cdot \overline{\mathcal{J}}_\xi$ can be expressed as the sum of the four monomial terms

$$\frac{u_1}{a_1 a_2} z^{u+u'} + \frac{u_1}{a_1 b_2} z^{u+v'} + \frac{v_1}{b_1 a_2} z^{v+u'} + \frac{v_1}{b_1 b_2} z^{v+v'}$$

Since $\xi$ is a stable intersection point of $T_1$ and $T_2$, one can check that $\overline{\mathcal{J}}_\xi$ has at least two non-zero coefficients. This proves Proposition 3.13 (1) when $\xi$ satisfies Definition 3.7.

2. **Zero-dimensional cells from vertices.** Assume that $\xi$ is a vertex of $T_1$. As all the vertexes of $T_1$ are trivalent (see Lemma 3.11), there exist vectors $u, v, w, k \in \mathbb{N}^2$ satisfying $\delta(\xi_1) = \{u, v, w\}$, and $\delta(\xi_2) = \{k\}$, and thus

$$\overline{\mathcal{J}} = (\overline{m}^u z^u + \overline{b}_2 z^v + \overline{c} z^w, \overline{d} z^k),$$

for some values $a, b, c, d \in \mathbb{K} \setminus 0$. The polynomial $z^1 \cdot \overline{\mathcal{J}}_\xi$ is then expressed as

$$\overline{d} z^k \left( \overline{m}^u \begin{bmatrix} u_1 & k_1 \\ u_2 & k_2 \end{bmatrix} + \overline{b}_2 \begin{bmatrix} v_1 & k_1 \\ v_2 & k_2 \end{bmatrix} + \overline{c} \begin{bmatrix} w_1 & k_1 \\ w_2 & k_2 \end{bmatrix} \right).$$
Since $\delta(\xi_1)$ is a set of three non-collinear points $u, v, w$, at least one of the monomials in $J_\xi$ has a non-zero coefficient. Note that two coefficients are zero if and only if $\xi$ satisfies condition 0.2.2 of Definition 3.7. This proves Proposition 3.13 (1) when $\xi$ satisfies condition 0.2 of Definition 3.7.

(3) **One-dimensional cell next to an irrelevant one.** Assume that $\xi$ is an edge of $T_1$ directly adjacent to an irrelevant cell. Lemma 3.11 shows that there exists vectors $u, v, k \in \mathbb{N}^2$ satisfying $\delta(\xi_1) = \{u, v\}$, and $\delta(\xi_2) = \{k\}$, and thus

\[ J = (\pi_z^u + \sigma_z^v, d_z^k), \]

for some values $a, b, d \in \mathbb{K} \setminus \{0\}$. The polynomial $z^1 \cdot J_\xi$ is then expressed as

\[ d_z^k \left( \pi_z^u \begin{vmatrix} u_1 & k_1 \\ u_2 & k_2 \end{vmatrix} + \sigma_z^v \begin{vmatrix} v_1 & k_1 \\ v_2 & k_2 \end{vmatrix} \right). \]

If only one of the vectors $u$ or $v$ has same direction as $k$, then $J_\xi$ has only one monomial term with non-zero coefficient. If none of them has the same direction as $k$, then $J_\xi$ consists of exactly two monomial terms with non-zero coefficients. This proves Proposition 3.13 (1) when $\xi$ satisfies condition 1.1 or 1.2 of Definition 3.7.

(4) **One-dimensional cell next to two diagonal relevant ones.** Assume that $\xi$ is an edge of $T_1$, directly adjacent to two relevant diagonal cells $\sigma$ and $\sigma'$. Then, the exponent vectors $u, v, k \in \mathbb{N}^2$, computed in the previous case, now have the same direction, and thus $J_\xi = 0$. Lemma 7.2 and Proposition 2.3 (3) show that for any $\mathfrak{q} \in \mathbb{R}^2$, the set $F^{-1}(\mathfrak{q}) \cap (\sigma \cup \sigma')$ is either empty or a line segment with same direction as $\xi$. We conclude that, if Proposition 3.13 (1) is true for $\sigma$ and $\sigma'$, then it holds true for $\xi$ as well. This, together with Item (7) later, proves Proposition 3.13 when $\xi$ satisfies Definition 3.7.

(5) **One-dimensional cell next to two lateral cells.** Assume that $\xi$ is an edge of $T_1$ directly adjacent to two lateral cells $\sigma$ and $\sigma'$, and let $\gamma$ and $\gamma'$ be the two cells described in Definition 3.7. We assume furthermore that $\xi$ is a vertical half-line inside an edge of $T_1$. The proof of the more cumbersome general case (where $\xi$ has finite slope) will be omitted as it follows closely this situation. Let $\xi$ denote the 0-cell in $\Xi$, adjacent to $\xi$. That is, $\xi$ is the endpoint of $\xi$. For this case, we will drop the assumption that $(0, 0) \in \xi$, and assume instead that $\xi = (0, 0)$. Then, we have

\[ f = (f_1|_\xi + H_1, f_2|_\xi + H_2), \]

where $H_1 \in \mathbb{K}[z_1, z_2]$ collects monomial terms of $f_1$, whose coefficients have smaller valuations.

Assume first that $\xi$ is a vertex of $T_1$. As all the vertexes of $T_1$ are trivalent (see Lemma 3.11), there exists $k, l, m, r \in \mathbb{N}$ and $a, b, c, d \in \mathbb{K} \setminus \{0\}$ satisfying

\[ J = (\pi_z^1 + \sigma_z^1 + \tau_z(m, n), d_z^1), \]

yielding

\[ z^1 \cdot J_\xi = \begin{vmatrix} \pi_{zk}^k & \sigma_{zl}^l + \tau_{nz(m, n)} \end{vmatrix} d_z^r = \pi_{zd}r n z^l(m, n). \]

Since $\xi$ is a vertical half-line situated below its endpoint $(0, 0)$, computing

\[ J_f := \left| \text{Jac}(z, r, z_2) f \right| \]

for some $\lambda > 0$ provides the local equations for $C(F) \cap \xi$. Equation (A.1) shows that the support of $J_\xi$ is $(l + m - 1, n - 1) \in \mathbb{N}^2$. Furthermore, one can check from Definition 3.5 that $\gamma$ is essential to $\sigma$ if and only if the integer $n$ (appearing as in the exponent vector $(m, n)$ if $f_{1, \xi}$) coincides with

\[ M_0 := \min(w_2 | (w_1, w_2) \in A_1 \cup A_2). \]
If \( n = M_0 \), then for any \( \lambda \in \mathbb{R}_+ \) above, the value \( \text{val}(cdlz^{(l+m,\lambda_n)}) = -n\lambda \) will always be strictly larger than the valuation of any other term, in \( |\text{Jac}(z_1, t^\infty z_2) f| \). Hence, the polynomial \( \overline{J}_f \) is a monomial \( \overline{cd}lz^{(l+m,n)} \). Consequently, Corollary 2.5 implies \( C(F) \cap \xi = \emptyset \). Otherwise, if \( n > M_0 \), there exists \( \lambda_0 > 0 \) so that \( \text{val}(cdlz^{(l+m,\lambda_n)}) = -n\lambda_0 = -M_0 \lambda_0 + \text{val}(c'd') = \text{val}(c'd'z^{(m',\lambda_0 M_0)}) \), for some term \( c'd'z^{(u,\lambda_0 M_0)} \) in \( \text{Jac}(z_1, t^{\infty} z_2) f \). Hence, \( \overline{J}_f \) has at least two monomial terms
\[
\overline{cd}lz^{(l+m,n)} + c'd'z^{(u,\lambda_0 M_0)}.
\]
Similarly, Corollary 2.5 shows that \( C(F) \cap \xi \neq \emptyset \).

As for the statement (2) of Proposition 3.13, the discussion above shows that if the intersection \( \xi \cap C(F) \) is non-empty, it can be locally expressed as
\[
\forall \tau_1(a z^k_1 + b z^l_1 + c z^{(m,n)}) \in \forall \tau_1(\overline{cd}lz^{(l+m,n)} + c'd'z^{(u,\lambda_0 M_0)}).
\]

If this intersection is unbounded, then \( k = l \) and \( \text{val}(cd) - \text{val}(c'd') = \text{val}(a) - \text{val}(b) \).

We will define \( \Omega_3 \) from Proposition 3.13 to exclude those (finitely-many) linear conditions. Using the same arguments as in Lemma 3.12, we can prove that \( \Omega_3 \) is Zariski open in \( \mathbb{K}[A] \). Therefore, Corollary 2.5 yields Proposition 3.13 (1) and (2) whenever \( \zeta \) is a vertex of \( T_1 \) satisfying Definition 3.7.

Assume now that \( \zeta \in T_1 \cap T_2 \). Lemma 3.11 shows that there exists \( k, l, m, n \in \mathbb{N} \) and \( a, b, c, d \in \mathbb{K} \setminus 0 \) such that
\[
z^1 \cdot \overline{J}_\zeta = \begin{vmatrix}
\tau k z^k_1 + b z^l_1 \\
\tau r z^r_1 + \overline{cd}lz^{(m,n)} \\
\overline{cd}lz^{(m,n)}
\end{vmatrix} = \overline{cd}lz^{(m,n)}(kz^k_1 + b z^l_1).
\]

Similarly as for the case above (where \( p \) was a vertex of \( T_1 \), we will compute \( \overline{J}_f \) for all \( \lambda > 0 \). Recall Equality (A.2). If \( n = M_0 \), then both \( \gamma \) and \( \gamma' \) are essential to \( \sigma \) and \( \sigma' \) respectively. Thus, for any \( \lambda \in \mathbb{R}_+ \), above, the polynomial \( \overline{J}_f \) is the sum of exactly two monomials as above. Corollary 2.5 shows that \( C(F) \cap \xi \) is a half-line. Otherwise, if \( n > M_0 \), then none of \( \gamma \) or \( \gamma' \) is essential to \( \sigma \) or \( \sigma' \) (see Definition 3.5). Hence, there exists \( \lambda_0 > 0 \) such that \( \overline{J}_{\lambda_0} \) has at least three monomials
\[
\overline{cd}lz^{(m,n)}(kz^k_1 + b z^l_1),
\]
for some \( c_0 \in \mathbb{C}^* \) and \( u \in \mathbb{N} \). Corollary 2.5 implies that \( C(F) \) has a vertex in \( \xi \). Finally, to ensure that proving that \( C(F) \) has no unbounded components in \( \xi \), the coordinates of Val(\( f \)) have to avoid finitely-many linear combinations so that \( \overline{J}_{\lambda_0} \) has no more than three monomials. We then choose the above \( \Omega_3 \) so that any \( f \in \Omega_3 \) avoids these equalities. This, proves Proposition 3.13 (1) and (2) whenever \( \zeta \in T_1 \cap T_2 \) and \( \xi \) satisfies Definition 3.7.

(6) Irrelevant cells. From Lemma 3.11 if, for any \( (y_1, y_2) \in \mathbb{R}^2 \), the curves \( T_1(y_1), T_2(y_2) \) intersect at a point \( x \) in an irrelevant cell \( \xi \), then \( x \) is a stable intersection. Thus Lemma 3.10 yields the proof of Proposition 3.13 (3) whenever \( \xi \) satisfies Definition 3.7.

(7) Diagonal relevant cells. Let \( \xi \) be a diagonal relevant cell in \( \Xi \). Then, for any \( y \in F(\xi) \), the set
\[
L_y := F^{-1}(y) \cap \xi
\]
is a line segment orthogonal to the line \( L_0 \) in Lemma 7.2. Let \( x, x' \) be the two endpoints of \( L_y \), that are at the boundary of \( \xi \), so that the second coordinate of \( x \) is bigger than that of \( x' \) (see Figure 13). Then, we have \( x \in \gamma, \) and \( x' \in \gamma' \), where \( \gamma, \gamma' \in \Xi \) are 1-cells directly adjacent to \( \xi \).
Figure 13. the intersection of the preimage $F^{-1}(q)$ with a relevant diagonal cell

Lemma 7.2 shows that each of $\gamma$ and $\gamma'$ is adjacent to only one relevant 2-cell. In fact, this 2-cell is $\xi$ (see Figure 13).

Proposition 3.13 applied to each of $\gamma$ and $\gamma'$ shows that $x, x' \notin C(F)$, and thus the tropical polynomial $f_{j_{\text{top}}}$ reaches its maximum at only one tropical monomial $\max\langle x, m \rangle + \text{val}(c_m)$ when evaluated at $x$, and it does so at a monomial $\max\langle x', n \rangle + \text{val}(d_n)$ when evaluated at $x'$. In what follows, we will show that those two monomials are different. By continuity of tropical polynomial functions, it will follow that the segment $L_x$ intersects $C(F)$.

Let us first compute $c_m z^m$. Assume without loss of generality that $\gamma \subset T_1$, and that $x = (0, 0)$. This computation has been essentially done in Item (3) above, where $\delta(\xi_1) = (k_1, k_2)$ has the same direction as $\delta(\xi_2) = (v_1, v_2)$. Hence, we have $m$ is the vector sum of $k$, and $u$.

The same analysis holds true for the vector $n$, where the latter is the sum of the pair of vectors $k$, and $w$ or $l$ and $v$ (depending whether $x'$ lies $T_1$ or in $T_2$), are dual to the cell $\xi''$ adjacent to $\sigma'$ (see Figure 13). As $\xi$ is diagonal, Definition 3.7 shows that both 2-cells $\xi'$, and $\xi''$ are irrelevant. Since additionally, $\sigma$, and $\sigma'$ lie on different sides of $\xi$, one concludes that $m := k + u$, and $n := k + w$ (or $l + v$), are two vectors having different directions. This proves Proposition 3.13 when $\xi$ satisfies Definition 3.7 2.2.2.1

(8) Lateral cells. In this part of the proof, we suppose that $\xi$ is a lateral 2-cell. For simplicity, we proceed similarly to Item (5) by assuming that $\delta(\xi_1) + \delta(\xi_2)$ is a vector whose second coordinate is zero. The cases where $\delta(\xi_1) + \delta(\xi_2)$ is an arbitrary vector in $\mathbb{N}^2$ follow the same steps as in our assumption, albeit with more cumbersome notations, and thus we omit it here.

Let $n \in \mathbb{N}$ be so that $\delta(\xi_1) + \delta(\xi_2) = (n, 0)$. For any point $y \in F(\xi)$, we have $F^{-1}(y)$ is a vertical half-line $L_y$, with an endpoint $\zeta \in \gamma$, where $\gamma$ is a 1-cell in $\Xi$, directly adjacent to $\xi$ (see Figure 14). For this case, we will drop the assumption that $(0, 0) \in \xi$, and assume instead that $\zeta = (0, 0)$. If $\gamma \subset T_1$, there exists $k, m, n, \gamma \in \mathbb{N}$ and $a, c, d \in K \setminus 0$ satisfying

$$\mathcal{J} = (\pi z^k + \sigma z^{(m, n)}, \varnothing).$$

Hence, we obtain

$$z \cdot \mathcal{J} = \left| \frac{\pi z^k + \sigma z^{(m, n)}}{\sigma z^{(m, n)}} \right| = \sigma z^{(1+m, 0)}.$$

The proof follows closely that of Item (5), where the intersection $L_y \cap C(F)$ is non-empty if and only if the essentiality condition is met. This proves Proposition 3.13 (3) when $\xi$ satisfies Definition 3.7 2.2.2.
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