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Abstract

Although neural models have performed impressively well on various tasks such as image recognition and question answering, their reasoning ability has been measured in only few studies. In this work, we focus on spatial reasoning and explore the spatial understanding of neural models. First, we describe the following two spatial reasoning IQ tests: rotation and shape composition. Using well-defined rules, we constructed datasets that consist of various complexity levels. We designed a variety of experiments in terms of generalization, and evaluated six different baseline models on the newly generated datasets. We provide an analysis of the results and factors that affect the generalization abilities of models. Also, we analyze how neural models solve spatial reasoning tests with visual aids. Our findings would provide valuable insights into understanding a machine and the difference between a machine and human.

1. Introduction

Over the last few years, deep learning approaches have been a huge success in diverse domains. Sophisticated systems even outperform humans in several tasks such as image recognition and question answering. However, most tasks are focused on recognizing surficial patterns in data. Also, only few works aim to solve tasks that require reasoning skills beyond pattern recognition or information retrieval. Several recent works used human IQ tests to evaluate the reasoning abilities of machines [32]. In the vision domain, several works utilized Ravens Progressive Matrices (RPM) as a test bed for measuring the abstract reasoning abilities of neural models [16, 3, 34]. These tasks are challenging even for sophisticated systems because the systems are required to understand the logic of humans.

While following the spirit of existing works that dealt with a variety of reasoning, we focus on spatial reasoning. We utilize human IQ tests, which are referred to as spatial reasoning tests, to explore the spatial understanding of neural models. Spatial reasoning tests require to mentally visualize and transform objects in 2D or 3D spaces. For instance, to solve problems of rotation task in Figure 1(b), one should first mentally rotate objects in 3D space, and then determine whether the rotated objects are the same or not by visually comparing them. Hence, both image recognition and spatial comprehension are required to solve the task.

Of the various tasks in spatial reasoning IQ tests, we use the rotation task and the shape composition task. The rotation task involves finding an object that is different from the 3D-polyomino in the given image, as shown in Figure 1(b). The rotation task involves recognizing visual features in 2D and visualizing rotated features in three dimensions. The shape composition task, similar to solving a Tangram puzzle, involves choosing a set of pieces that would produce the given shape if combined, as shown in Figure 1(c). Hence, the shape composition task evaluates the ability to aggregate spatial information and understand the relative size, edges, and angles from given images.

A well-designed dataset is needed to evaluate the spatial reasoning ability of models. However, spatial reasoning IQ tests are either unavailable due to the copyright issues or insufficient in the number of test samples. To address this issue, we systematically generate a well-defined dataset. The
Figure 1. Data examples of the rotation task and shape composition task. (a) shows that the shapes of images vary depending on complexity levels. The left image in (a) shows a question image of a level 1 problem, and the right image shows a question image of a level 2 problem. Each edge of the objects in the images is joined by one shared joining block that is represented by the red-colored circles in (a). (b) depicts a level 3 problem in the rotation task. Comparing the question images in (a) with the question image in (b), the number of edges increases, which means the complexity of the problems increases. (c) illustrates an example of the shape composition task when the number of piece images is four ($m = 4$). Note that there is no line in the original question images of the shape composition task. The numbers that are circled in green in the question image correspond to those in Candidate 2. The modified piece images are denoted by a red-colored "X" so that the original image is not produced. We scale a piece image (Scale) or replace a piece image with an another image (Replace).

dataset is intentionally created simple to recognize its figures but challenging for reasoning. We define three and four complexity levels for the rotation task and shape composition task, respectively. In the rotation task, the complexity level is determined based on the shapes of objects in images whereas the complexity level in the shape composition task is determined based on the number of piece images in each candidate image. Creating different complexity levels enables our experiments to be expandable. We generated 10,000 problems for complexity level. There is a total of 70,000 problems consisting of 750,000 images, which is sufficient for evaluating the reasoning ability of neural models.

Once a model learns a certain reasoning ability, the model should generalize the ability to unseen situations. Thus, we evaluated models in the extrapolation setting, as well as in the neutral setting. Unlike the neutral setting where the same complexity levels of problems appear in both the training and test sets, the extrapolation setting uses test sets that contains more complex problems. Although it is easy for humans to apply their knowledge acquired from solving simple problems to more complex problems, it is challenging for machines to do so.

Finally, we describe a variety of baseline models that are commonly used in the visual reasoning domain. For the shape composition task, we propose a novel model called CNN+GloRe, which is based on the GloRe unit introduced in [6]. CNN+GloRe recognizes each piece image and then combines them in various ways like humans. We provide the experimental results of all the baselines. From the results, we analyze factors that affect the generalization abilities of the models in spatial reasoning tests. Also, we visualize which part of the input image has a strong signal for predicting the answer by a gradient-based approach. This explains the most important question: how do neural models solve spatial reasoning tests? We believe our findings would be valuable insights into understanding a machine and the difference between a machine and human.

2. Spatial Reasoning Tests

Like verbal questions in [32] and RPMs in [16, 3, 34], spatial reasoning tests have been used and studied for decades in the fields of psychology, education, and career development [11, 8, 10]. To the best of our knowledge, this work is the first to utilize spatial reasoning tests to study recent deep learning based models. Various types of IQ tests differ in their goal. The verbal questions measure an understanding of the meaning of words. RPMs measure the ability to find abstract rules or patterns such as progression,
AND, OR and XOR, from the given context images. On the other hand, spatial reasoning tests measure the ability to mentally visualize and transform objects in 2D or 3D spaces.

Spatial reasoning is not new in the vision domain because various tasks such as movement prediction and the room-to-room navigation task implicitly require spatial reasoning [31, 1]. However, they focused on their main tasks and did not explicitly study on spatial reasoning. On the other hand, our main tasks are to solve spatial reasoning tests, which implies we focus on spatial reasoning itself. Similar to our work, the CLEVR dataset was proposed to study visual reasoning [17]. However, spatial relationships that CLEVR requires are directly captured in given 2D images, without obtaining hidden information in the given images. Our aim is to determine whether models can obtain hidden spatial information from superficial visual inputs.

2.1. Rotation

2.1.1 Task Description

In the rotation task, a 3D-polyomino is an object in an image, which is formed by joining one block edge to edge. A model has to choose the correct answer out of four candidate answers which has a different 3D-polyomino object from the given question. The remaining three candidate answers are made by rotating the polyomino in the question image both horizontally and vertically in 3D space. All edges are 90 degrees to each other. Figure 1(b) shows an example of the rotation task.

2.1.2 Related Work

In the field of vision systems, learning rotation was used as tools for other downstream tasks such as image classification [13]. There exists three main approaches for learning rotation-invariant representations in downstream tasks. The first approach involves predicting the degree of rotation [18, 5], but it requires target labels for the degrees of rotation. The second approach is a structural method which involves transforming kernels in CNN layers to obtain rotation invariant features from images [29, 33]. However, this approach considers only the 2D rotation of 2D images. In our task, there are no labels for the degrees of rotation, and the 3D rotation of objects from 2D images is considered. Hence, the last approach, using the vector distance, is the most suitable for our task. Like [21, 7], we train our model on the vector distance between question and candidate answers.

2.2. Shape Composition

2.2.1 Task Description

The shape composition task involves choosing the correct set of piece images that would produce the original image if combined, as shown in Figure 1(c). Unlike the rotation task, each candidate answer in the shape composition task contains \( m \) number of pieces, which ranges from 2 to 5. The correct answer is the candidate with these \( m \) pieces that can produce the original image when combined. The remaining three incorrect candidate answers have pieces that are not part of the original image.

2.2.2 Related Work

Compared to shape composition tasks in the previous works [26], in our shape composition task, only images are given without any information such as the lengths of sides of objects. The shape composition task is similar to solving a jigsaw puzzle in that all pieces are combined to produce the original image. Methods and skills used for solving jigsaw puzzles can be applied to biology [23], archaeology [25], image editing [30], and learning visual representations [9, 24, 27, 4]. Most existing works divide an original image into a grid of equal-sized squares, and then assemble the square pieces to produce the original image. In [14], the shape of pieces was converted to a rectangle. On the other hand, we assemble polygons with various shapes.

3. Data Construction and Experimental Settings

In this section, we describe the data generation process for each task. We focus on measuring reasoning ability, and not recognition ability. Hence, we use basic blocks and polygons and create incorrect candidate answers not too different from the question and the correct answer. Each image in our datasets has 224x224 pixels so that the images can be easily viewed by humans. The image size can be reduced for memory efficiency.

A problem in both tasks consists of one question and four candidate answers including the correct answer. We classify problems into three complexity levels for the rotation

| Tasks             | Complexity Levels                                      | Statistics                                      |
|-------------------|--------------------------------------------------------|-------------------------------------------------|
| Rotation          | Three levels depending on the number of edges \( k \)     | 7k/1k/2k problems for each level, 30k problems in total |
| Shape Composition | Four levels depending on the number of piece images \( m \) | 8k/1k/1k problems for each level, 40k problems in total |
task and four complexity levels for the shape composition task. Description of complexity level is in the subsections below. Utilizing the complexity levels, we conduct various experiments in terms of generalization. All the experiments are categorized into the neutral and extrapolation settings. In the neutral settings, the training and test sets contain the same complexity levels of problems. On the other hand, in the extrapolation setting, we use test sets with more complex problems. Table I describes complexity levels and data statistics for each task.

We denote our experiments as $|TR \rightarrow TE|$ where $TR$ denotes complexity levels that the training set contains and $TE$ denotes complexity levels that the test set contains. For example, $|1, 2 \rightarrow 3|$ denotes that level 1 and level 2 problems appear in the training set and level 3 problems appear in the test set. In the neutral setting, $|all \rightarrow all|$ denotes all complexity levels are used in both training and test sets. Problems of each complexity level have the same probability of being selected.

We evaluate the baseline models on the following two test sets: 1) An in-distribution (in-dist) test set with the same complexity levels as the training set, 2) An out-of-distribution (out-dist) test set with different complexity levels from the training set. The validation set is used only for tuning the hyper-parameters of each model. We use accuracy as the evaluation metric.

3.1. Rotation

In this section, we describe how to systematically create a dataset for the rotation task. First, we denote sets of edge lengths, angles, and directions as $L$, $A$ and $D$, respectively. The edge length $L$ is equal to the number of blocks that form each edge, and each edge can have 3 to 9 blocks. $A$ is the set of rotation angles, including vertical and horizontal angle pairs. The angles can be any degrees in the intervals of $[\theta + 15^\circ, \theta + 75^\circ]$ where $\theta$ is a multiple of $90^\circ$. We exclude angles that are $15^\circ$ apart from the angles that are a multiple of $90^\circ$ since images are indistinguishable using the angles in this interval. We create an object by joining each edge, depending on the four directions in which the last edge can be $90^\circ$ clockwise.

Previous studies reported the performance of models on only validation and test sets [3, 34]. However, it is not fair to compare performance on the validation set with that on the test set since models can fit to the validation set.
four possible perpendicular directions of the last edge. Finally, a polyomino is expressed as a triplet \((l, \alpha, \delta)\) where \(l = [l_1, \ldots, l_k]\), \(\alpha = [\alpha_v, \alpha_h]\) and \(\delta = [\delta_1, \ldots, \delta_{k-1}]\). Elements of \(l\) and \(\delta\) are sampled from \(L\) and \(D\), respectively. \(\alpha_v\) and \(\alpha_h\) sampled from \(A\) are vertical and horizontal angles, respectively. \(k\) denotes the number of edges of an object in images.

A question and three candidate answers have \(l\) and \(\delta\) in common. The question and the correct answer have the same \(l\) and have different \(\delta\), which results in different polyominoes. \(\alpha\)s of the question image and four candidate answer images are taken from four different intervals, which implies that two out of the five images share the same interval either for \(\alpha_v\) or \(\alpha_h\).

There are three complexity levels in the rotation task. The complexity levels are determined depending on the number of edges, \(k \in [3, 4, 5]\). A larger \(k\) produces more complex problems. For each level, we randomly generate 10,000 problems from combinations of \((l, \alpha, \delta)\), which results in a total of 30,000 problems. 7K, 1K, and 2K problems are used for the training, validation, and test sets, respectively.

In the case of humans, it does not take much effort to acquire reasoning skills. Hence, our datasets are smaller than the benchmark datasets used in the computer vision field, but the size of our datasets is sufficient for studying reasoning. An excessive amount of data can cause unintended bias or contain irrelevant features, which makes it difficult to train models.

### 3.1 Experimental Settings

We conduct one experiment in the neutral setting \(|\text{all} \rightarrow \text{all}|\), and three experiments in the extrapolation setting for the rotation task, which are denoted as follows: \(|1 \rightarrow 3|\), \(|2 \rightarrow 3|\) and \(|1, 2 \rightarrow 3|\).

We use 7K, 1K, 1K problems for the training, validation and in-dist test sets, respectively, in the neutral setting and use additional 1K problems for out-dist test sets in the extrapolation setting. The problems are sampled from the corresponding problem sets of each complexity level. In the extrapolation setting, the same out-dist test set is used.

### 3.2 Shape Composition

For dataset for the shape composition task, we first created original images. We generated \(224 \times 224\) initial images coloured in black. We linearly cut the initial images twice. We use an initial image as an original image only if its size is larger than 25,000, where the size denotes the number of remaining pixels coloured in black after cutting linearly. Here, the linear operation has the following two requirements: 1) The slope of the cutting line is either \(0^\circ, 30^\circ, 45^\circ\) or \(60^\circ\), 2) The point corresponding to the y-intercept is between \(1/4\) and \(3/4\) of the image height.

We then linearly cut the original image into \(m\) number of pieces. When \(m\) is 2, 3, or 4, the size of each piece is in the range of 3,000 to 30,000 and when \(m = 5\), the size of each piece is in the range of 2,000 to 30,000. The cut pieces are then rotated by \(0^\circ, 90^\circ, 180^\circ\) or \(270^\circ\), but never flipped. This set of \(m\) number of pieces cut from the original image forms the correct answer. For two of the incorrect candidate answers, \(m\) pieces are also from the same original image but only one piece is randomly replaced with another piece of similar size. For the remaining incorrect candidate answer, one of the pieces of the correct answer is scaled, which makes it impossible to form the original image.

In the shape composition task, there are four complexity levels. The complexity levels are determined depending on the number of piece images \(m \in [2, 3, 4, 5]\). A larger \(m\) produces more complex problems. For each level, we randomly generate 11,000 problems, which results in a total of 44,000 problems. 8K, 2K and 1K problems are used for the training, validation and test sets, respectively.

### 3.2.1 Experimental Settings

In the shape composition task, we conduct one experiment in the neutral setting as in the rotation task. Also, we conduct two groups of seven experiments in the extrapolation setting, where the same out-dist test sets are used in the same group. In the first group, the complexity levels of the test set is 4: \([2 \rightarrow 4|, [3 \rightarrow 4|, [2, 3 \rightarrow 4|\) and \([1, 2, 3 \rightarrow 4|\). In the second group, the complexity levels of the test set are 3 and 4: \([1 \rightarrow 3|, [2 \rightarrow 3|, [2, 3 \rightarrow 3|, [1, 2, 3 \rightarrow 3|\). We use 7K, 1K, 1K and 1K problems for the training, validation, in-dist test and out-dist test sets, respectively.

### 4. Model Architectures and Training

In this section, we describe the baseline models used in spatial reasoning tasks. All of the baselines are neural networks that are commonly used in the field of vision reasoning or designed to be task-specific.

In both the rotation and shape composition tasks, an image of one question and images of four candidates are given as inputs. Models have to calculate a similarity score \(s\) for each question and candidate answer pair \((Q, C)\). A Softmax function is applied to the scores of four pairs representing the probabilities of each candidate answer being the correct answer. For optimization, cross-entropy loss is used.

#### 4.1. Rotation

Given the image pair \(Q\) and \(C\), we first encode this image pair into vector representations using an image recognizer \(f\) as follows: \(v_q = f(Q)\) and \(v_c = f(C)\). Next, we combine \(v_q\) and \(v_c\), and compute the score of the pair as follows:
$s = g(f(Q), f(C))$ where $g$ is a reasoning module that captures relationships between questions and candidate answer images, and then reason the correct answers. The structure of the baseline models for the rotation task are determined depending on $f$ and $g$.

4.1.1 CNN+MLP

Similar to [16], we used a 4-layer CNN as the image recognizer. First, the CNN encodes input images into vectors. The vectors are concatenated to each other, and then fed into a 2-layer MLP to compute a similarity score $s$. Figure 3(a) illustrates the CNN+MLP.

4.1.2 ResNet+MLP

We compare the 4-layer CNN with the deeper CNN ResNet-50 [15] which is one of the most widely used image recognizers. Like CNN+MLP, ResNet+MLP has two MLP layers.

4.1.3 Siamese

Using the vector distance between two images is one way to solve the rotation task. This approach can be used when the degree of rotation is not provided. Using Siamese networks [21], the vector distance between $v_q$ and $v_c$ is calculated by cosine similarity. Unlike CNN+MLP and ResNet+MLP, our Siamese model is optimized by the binary cross entropy losses and the four similarity scores of each question and candidate pair. When evaluating Siamese, we choose the candidate answer with the lowest similarity score as the correct answer. Figure 3(a) illustrates the Siamese model.

4.2. Shape Composition

Unlike the rotation task, in the shape composition task, a candidate image consists of multiple piece images $C_1, ..., C_m$ where $m \in \{2, 3, 4, 5\}$. Thus, we have to consider a model to aggregate piece vectors $v_{c_1}, ..., v_{c_m}$ and represent a candidate vector $v_c$ with a fixed length. We compare models with different aggregation functions.

4.2.1 CNN+MLP

We concatenate piece vectors $v_{c_1}, ..., v_{c_m}$ encoded using CNN, and feed the concatenated vectors to the MLP layers to obtain a fixed sized candidate vector $v_c$. The number of hidden units in the MLP layer is set to the maximum number of pieces, and we randomly feed each image to each unit.

4.2.2 CNN+Max

Max-pooling is a simple function that calculates dimension-wise maximum values of piece vectors. The MLP layers are used to compute a score.

4.2.3 CNN+GloRe

Following [9], we adopt Global Reasoning unit (GloRe unit) to create a novel model, CNN+GloRe, that is specified to the shape composition task. The CNN+GloRe is illustrated in Figure 3(b). The GloRe unit was proposed to capture not only local but also global relationships between image regions. The GloRe unit maps image regions in a coordinate space into nodes in an interaction space, then operates weighted graph pooling [20]. We combine the GloRe unit with CNN for our shape composition task, where each piece image is regarded as an image region. The GloRe ag-

\[3\] We trained Siamese using the L1 loss, but the performance decreased.
gregates piece vectors into a candidate vector $v_c$ as follows:

$$v_c = h(f(C_1), ..., f(C_m))$$  \hspace{1cm} (1)

where $h$ is the GloRe unit. $v_q$ and $v_c$ are then concatenated and fed into the MLP layers.

In detail, each node in an interaction space is obtained as follows:

$$n_i = \sum_{j=1}^{m} b_{ij} v_{c_j}$$  \hspace{1cm} (2)

where $b_{ij} \in \mathcal{R}^m$ is a learnable parameter and $j$ is the index of a piece image of the candidate answer. Unlike in the rotation task, the recognizer for encoding questions and the recognizer for piece images are different. The question and piece vectors are encoded as $v_q = f^1(Q)$ and $v_{c_j} = f^2(C_j)$, respectively. All the nodes $N = [n_1, ..., n_K]^T$ in the graph convolutional layers are as follows:

$$Z = (I - A) \cdot \tanh(\mathcal{A}NG1)G^2$$  \hspace{1cm} (3)

where $I \in \mathcal{R}^{K \times K}$ is an identity matrix and $A \in \mathcal{R}^{K \times K}$ is a trainable adjacency matrix that is randomly initialized. $G^1 \in \mathcal{R}^{d \times d}$ and $G^2 \in \mathcal{R}^{d \times d}$ are trainable weights where $d$ is the dimension size of piece vectors. $Z \in \mathcal{R}^{K \times d}$ is the representation of the graph convolution output nodes.

Similar to Equation (2), the obtained node representations in the interaction space are mapped to the coordinate space as follows:

$$\tilde{v}_{c_i} = \sum_{j=1}^{K} e_{ij} z_j$$  \hspace{1cm} (4)

where $z_j$ is the $j$-th row of $Z$, and $e_i \in \mathcal{R}^m$ is a learnable parameter. Finally, a candidate vector $v_c$ is computed as the element-wise mean of vectors $\tilde{v}_{c_1}, ..., \tilde{v}_{c_m}$. Figure 3(b) illustrates the graph-based structure of the CNN+GloRe model.

4.3. Hyperparameter Settings

In this section, we summarize all the hyper-parameter settings of the baseline models. We implemented baseline models using PyTorch. The source code for reproduction is publicly available at [github.com/blind](https://github.com/blind).

4.3.1 Rotation

For CNN, we used 4 convolutional layers each of which has 16, 32, 64, 128 feature maps, respectively. The kernel size is set to 7 for all layers. The dimension $d$ of the image vectors is set to 512. We used a 2-layer MLP with a ReLu activation function for CNN+MLP. The same image recognizer is used for question and candidate images in the rotation task. CNN+MLP and Siamese were optimized by an SGD optimizer with an initial learning rate of 0.1. The batch size is set to 64. ResNet+MLP was optimized by the Adam optimizer [19] with an initial learning rate of 0.0005, and the batch size was set to 16. A learning rate decay of 0.9 at each epoch was used.

4.3.2 Shape Composition

In the shape composition task, we used the same hyperparameters for CNN, which were used in the rotation task. However, we used two CNNs: one for question images and the other for candidate images. For CNN+GloRe, we used the same GloRe unit used in [6]. The SGD optimizer is used for CNN+GloRe, and the Adam optimizer is used for the other models. A learning rate of 0.1 is used for the SGD optimizer and a learning rate of 0.0005 is used for the Adam optimizer. A batch size of 64 is used for all models.

5. Experimental Results

This section discusses the experimental results and provides analysis. Table 2 and Table 3 show that the results in the neutral and extrapolation settings for each task, respectively. The overall section provides analysis of the experimental results which are consistent in both tasks. In the rotation and shape composition section, we analyze the experimental results of the baseline models and focus mainly on the differences in their architecture.

5.1. Overall

Training on complex problems is more effective than training on simple problems. Table 2 shows that performance of CNN+MLP in $|2 \rightarrow 3|$ is 39.9% higher than that in $|1 \rightarrow 3|$. Also, Table 2 shows that its performance in $|3 \rightarrow 4|$ is 48.0% higher than that in $|2 \rightarrow 4|$, and performance in $|2 \rightarrow 3, 4|$ is 54.8% higher than that in $|1 \rightarrow 3, 4|$. Training on different complexity levels improves generalization. Before we conducted experiments in the extrapolation setting, we predicted that the performance on out-dist test sets would increase if models were trained on various complexity levels. In the shape composition task, our prediction is consistent with the following results: performance of CNN+MLP and CNN+GloRe in $|2, 3 \rightarrow 4|$ is higher than that in $|3 \rightarrow 4|$, and performance in $|1, 2 \rightarrow 3, 4|$ is higher than that in $|2 \rightarrow 3, 4|$. However, the results from Table 2 $(|2 \rightarrow 3|$ and $|1, 2 \rightarrow 3|)$ and Table 3 $(|2, 3 \rightarrow 4|$ and $|1, 2, 3 \rightarrow 4|)$ are inconsistent with our prediction.

We hypothesized that adding an equal number of simple and complex problems to a training set would result in models learning fewer complex problems. We conduct an additional experiment using different ratios of complexity levels in the training set. We provide the result of $|1, 2 \rightarrow 3|$
for the rotation task, and \(|1, 2, 3\rightarrow 4|\) for the shape composition task. As Figure 4(a) shows, changing the ratio of complexity levels in the training set affects performance on the test set. Figure 4(a) shows that CNN+MLP and Siamese achieved the highest and second highest accuracy performance of 74.0% and 65.7%, respectively, when the ratio is 1:2 in the rotation task. The performance of CNN+MLP and Siamese was 3.06% and 4.45%, respectively, higher than when training with the ratio of 1:1. However, when simple problems are added (the ratios of 1:3 and 1:4), performance slightly decreases. When the proportion of simple problems in the training set is too small, the simple problems may act as noise. When the ratio of the simple problems increases, performance improves. After the performance peaks with the ratio of 1:2, it decreases as the proportion of simple problems increases. If the proportion of simple problems is too high, performance may not improve. Figure 4(b) shows the result of the shape composition test \([1, 2, 3\rightarrow 4]\). The CNN+MLP model achieves the highest performance of 73.3% when the ratio is 1:1:2, which shows that performance in both tasks improves as the proportion of more complex problems increases. Thus, we confirmed that training on different complexity levels improves generalization.

### 5.2. Rotation

Siamese does not generalize well in most experiments. In previous studies, the vector distance between two images was commonly used to learn rotation-invariant representations when the degree of rotation is not available. Siamese networks, trained on the vector distance, generalized well on new situations [21]. However, in our experiments, Siamese performed relatively poor than CNN+MLP in most experiments as Table 2 shows. These results indicated that using only a recognizer is not enough to solve the rotation task. A reasoning module such as MLPs that aggregates question and candidate answers is helpful.

A larger model size does not guarantee higher perfor-
mance. As shown in Table 2, validation and test performances of ResNet+MLP are relatively low when training the ResNet+MLP from the scratch on our rotation task. Since the low performance may be due to underfitting, we replaced ResNet with a pretrained ResNet and trained all weights in the model (ResNet-pre). Though the pretrained ResNet is trained on the large amount of data in ImageNet dataset, ResNet-pre achieved the performances of 54.4%, 52.0% in validation and in-dist test set, respectively, in the neutral setting. From these results, we conclude that a large model size does not always improve performance on spatial reasoning tasks. Using heavy image recognizers can cause overfitting. Instead, proper structures or training methods should be discussed to solve the spatial reasoning tasks.

5.3. Shape Composition

CNN+GloRe always outperforms other baselines in the neutral setting, but not in the extrapolation setting. In the neutral setting, CNN+GloRe obtained 2.5% and 4.6% higher performance than CNN+MLP and CNN+Max, respectively, as shown in Table [3]. However, in the extrapolation setting, CNN+MLP generally outperforms CNN+GloRe. We assumed that CNN+GloRe would be able to learn shape composition skills (e.g., combining piece images) like humans, and achieve high performance in all experimental settings, but CNN+GloRe did not. Since CNN+GloRe relies on features from images in training data, it obtained low performance in the extrapolation setting. We believe that more work should be studied for developing models that perform in a similar way that humans solve Tangram puzzles, such as CNN+GloRe. Also, this work should involve careful consideration of learning the principle of reasoning.

CNN+Max generalize well when trained on only one complexity level. Table [3] shows that CNN+Max outperforms the other baselines in the following four experiments in the extrapolation setting: [2 → 4], [3 → 4], [1 → 3, 4] and [2 → 3, 4]. CNN+Max learns to find the most noticeable features from images, regardless of the number of piece images, resulting in the high performance in the experiments above. However, CNN+Max does not capture relationships between piece images, which are important in tasks such as the shape composition task. Even if CNN+Max is trained on more piece images, its performance does not improve. On the other hand, CNN+MLP and CNN+GloRe learn how to combine piece images. We hypothesized that when CNN+MLP and CNN+GloRe are given different number of piece images in training, the models can combine more piece images. The results of the following experiments support our hypothesis: [2, 3 → 4], [1, 2, 3 → 4] and [1, 2 → 3, 4].

6. Qualitative Analysis

In experiments, we confirmed that neural models can solve spatial reasoning tests, and generalize their ability even in the extrapolation setting. However, it is still questionable whether they solve the tasks based on spatial understanding or pattern matching. In this section, we provide further analysis and conclusions with visual aids. For visualization, we utilize Grad-CAM \cite{selvaraju2017grad} which uses the gradient flows into the convolutional layer. We used the third convolutional layer of the CNNs to understand the important features for the answer.

6.1. Rotation

We randomly sampled problems in the neutral setting in the rotation task that CNN+MLP predicted correctly, and analyzed them. In most cases, we found that the model solves problems by capturing common structures of objects between question and candidates. In Figure [5](a), the model captured the common ‘L’-shaped parts in the question and three candidates out of four and the L-shaped part in the remaining candidate. As a result, the remaining candidate was chosen as the correct answer. However, it is worth noting that the model did not always focus on ‘L’-shaped parts or L-shaped parts. Its focus varies depending on objects. The model occasionally captured joining blocks and the longest edges of objects. Similarly, the model predicted the answer correctly when the model focused on the same parts in the question and the incorrect candidates, and different part in the correct candidate, as Figure [5](b) shows.

Next, we randomly sampled error cases of CNN+MLP, and classify our findings into three categories. First, if the model captures the same structures from the question and all the candidates, i.e., there is no difference between candidates, it is confusing for the model. In Figure [6](a), the model focused on the same L-shaped parts from all the five objects, which results in incorrect prediction. To solve the problem, the model is required to understand the direction to which the L-shaped parts are bent based on the longest edges. The model failed to answer correctly due to the lack of spatial understanding, but humans can easily solve this problem. Also, as Figure [6](b) shows, the model is confused when the correct candidate answer image is similar to a mirror image of the other candidate. Secondly, the model is vulnerable to the situation where a part of an object is obscured by another part of the object. In Figure [6](c), the L-shaped part in the question is obscured. In this case, while human can restore the obscured part in their mind, the model recognizes only the frontmost part and misses the obscured part. Lastly, despite the absence of obscurity, the model did not capture the important parts in solving problems. In Figure [6](d), we marked the important parts, the joining blocks, with yellow circles. The model missed them, and mainly focused on the longest edges, which re-
results in incorrect prediction.

6.2. Shape Composition

In this section, we analyze how neural models solve the shape composition task using Grad-CAM. In the shape composition task, as Figure 1 shows, original images are adjacent to the border with no margins in the background. However, the weights are drawn outside the image outlines, thus information from the adjacent edges is lost resulting in difficulty of visual analysis. Hence, we padded images with 50 margins at each side and re-scale the images to $224 \times 224$ size to prevent information loss.

Using newly preprocessed images, we trained CNN+MLP model and CNN+Max in $|2 \rightarrow 3, 4|$ to investigate the reason of high performance of CNN+Max and the difference in problem solving between CNN+Max and CNN+MLP$^1$. We refer to the CNN+MLP model as CNN+MLP$_2$ to distinguish it from CNN+MLP$_{1,2}$ that is a CNN+MLP model trained on complexity level 1 and 2. Note that CNN+Max first captures features of each piece image, and then selects the distinguishable ones among the features. If the piece images have the same part of those features, the model predicts the candidate image as the answer. For example, in Figure 7(b) and 7(f), CNN+Max captured an oblique side and a vertex on the top from the question image and captured the same part in the third piece image. The CNN recognizer also captured other features, but max-pooling does not consider the combination of these features. This problem solving method of CNN+Max is more effective than that of CNN+MLP$_2$ where the model rarely learns how to combine piece images, i.e., the model is trained on only one complexity level, or a single number of piece images. In fact, CNN+MLP$_2$ did not solve the problem (Figure 7(e) and (g)) because the model was trained to combine only two pieces, the model was not able to know how to generalize their ability to combine more than two pieces.

However, CNN+Max is vulnerable to when piece images are rotated. Since standard CNN filters do not consider rotation, CNNs capture different features from two images that are the same each other except that one of them is just rotated. Thus, if the third piece image in Figure 7(f) is rotated, the model outputs another answer. CNN+Max is also confused when features from the question image are common across more than two candidate images. In Figure 8, the top part of the question image (b) is very similar to the third piece image in the correct answer (f), but the model failed to answer correctly since there is the piece image in another candidate image (e) that is similar to the question image. On the other hand, CNN+MLP$_2$ does not rely only on the similarity between the question and piece images and consider the combination of piece images. As a result, CNN+MLP$_2$ solved the problem correctly, though similar piece images existed.

In addition, we trained another CNN+MLP model (CNN+MLP$_{1,2}$) in $|1, 2 \rightarrow 3, 4|$ to see the effect of training on different number of piece images. Compared to CNN+MLP$_2$, CNN+MLP$_{1,2}$ captures the shapes of images more globally as Figure 7(d), 7(h), 8(d) and 8(h) shown. This implies that CNN+MLP$_{1,2}$ consults more shape features prior to combining pieces.

There are several works studying the recognition ability of CNNs to capture image shapes [22, 2, 12], but they did not provide visual analysis. Unlike the finding that ImageNet-trained CNNs are insensitive to image shapes

---

1The performance of models after padding and re-scaling is slightly higher than before. In $|2 \rightarrow 3, 4|$, CNN+MLP$_2$ and CNN+Max achieved 52.6% and 65.1%, respectively. CNN+MLP$_{1,2}$ achieved 68.3%.
our models solve the task based on information about image shapes. However, as consistent with [2], our CNN-based models usually do not capture global shapes of images, while it is natural for humans to capture global shapes when solving a Tangram puzzle. Reducing this difference between humans and machines could be the key to solving puzzle-related tasks and even reasoning tasks.

7. Conclusions and Future Work

In this paper, we introduced two spatial reasoning tests: rotation and shape composition, both of which are human IQ tests that require spatial reasoning. We generated a dataset for each task, both of which consist of various complexity levels. In experiments of the neutral and extrapolation settings, we examined whether neural net based models can apply their spatial reasoning ability to unseen situations, and confirmed that the models can do. Several factors improve models’ generalization: training on complex problems, training on different complexity levels and using reasoning modules such as MLPs. Surprisingly, the max-pooling is effective in the extrapolation setting. Another lesson is that higher performance in in-distribution does not guarantee better generalization. Large model size and additional components may improve performance in in-distribution, but they can cause overfitting. Also, we analyzed how baseline models solve spatial reasoning tests. Although spatial reasoning tests were designed to measure spatial understanding, the models solve the tasks based on pattern matching with a lack of understanding of space.

Future work should focus on training models to understand the space. If such training is possible, we can create a model that can solve complex problems just by learning simple problems. Moreover, we can train our model effi-

Figure 6. Error cases of CNN+MLP in the neutral setting. The first column of each row denotes the question, and the last four images denote the candidates. Red and light regions denote part of objects that CNN+MLP captured. The correct answer is outlined with a green square, and the incorrect model predictions are outlined with red squares. Best viewed in color. Analysis of the error cases is elaborated in Section 6.
Figure 7. An example case where CNN+Max outperforms CNN+MLP₂. (a) Given question image with pieces drawn. (b),(c),(d): Grad-CAM visualization of the question image of CNN+Max, CNN+MLP₂ and CNN+MLP₁,₂, respectively. (e) Incorrect answer for CNN+MLP₂. (f),(g),(h): Piece images from the correct answer for the corresponding model.

We simplified our tasks to focus on the reasoning abilities of neural models. Based on the results from this study, we plan to extend these problem tasks to more general situations. In the extended rotation task, polyominoes can be converted to cylindrical shapes. In the extended shape composition task, the original shape and piece images can be converted to three dimensions. In these extended tasks, more interesting and meaningful discoveries can be obtained.
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