SPRINGER FIBERS AND THE DELTA CONJECTURE AT $t = 0$
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Abstract. We introduce a family of varieties $Y_{n,\lambda,s}$, which we call the $\Delta$-Springer varieties, that generalize the type A Springer fibers. We give an explicit presentation of the cohomology ring $H^\ast(Y_{n,\lambda,s})$ and show that there is a symmetric group action on this ring generalizing the Springer action on the cohomology of a Springer fiber. In particular, the top cohomology groups are induction products of Specht modules with trivial modules. The $\lambda = (1^k)$ case of this construction gives a compact geometric realization for the expression in the Delta Conjecture at $t = 0$. Finally, we generalize results of De Concini and Procesi on the scheme of diagonal nilpotent matrices by constructing an ind-variety $Y_{n,\lambda}$ whose cohomology ring is isomorphic to the coordinate ring of the scheme-theoretic intersection of an Eisenbud–Saltman rank variety and diagonal matrices.

1. Introduction

In this article, we introduce a family of varieties generalizing the Springer fibers, which we call the $\Delta$-Springer varieties. We establish an explicit presentation of the cohomology ring of a $\Delta$-Springer variety generalizing the one given by Tanisaki for the case of a Springer fiber, showing that this cohomology ring is the ring $R_{n,\lambda,s}$ introduced by the first author [16]. As a special case, our construction gives a new compact geometric realization of the expression in the Delta Conjecture at $t = 0$. We also prove a version of the Springer correspondence for this family of varieties, showing that the top cohomology group has the $S_n$-module structure of an induction product of a Specht module and a trivial module. Finally, we generalize work of De Concini and Procesi [9] by introducing an ind-variety whose cohomology ring coincides with the coordinate ring of the scheme-theoretic intersection of an Eisenbud–Saltman rank variety with diagonal matrices. This is the full version of the extended abstract [17].

1.1. Background and context. In the seminal work [41, 42], Springer introduced a family of varieties associated to any complete flag variety $G/B$, now called Springer fibers, that have remarkable connections to the representation theory of Weyl groups. Springer constructed a nontrivial action of the Weyl group on the cohomology ring of a Springer fiber that does not come from any action on the Springer fiber itself. In particular, in type A, where the Weyl group is the symmetric group $S_n$, Springer proved the Springer correspondence, which states that the highest degree nonzero cohomology group of a Springer fiber is an irreducible representation of $S_n$, and every finite dimensional irreducible representation appears this way. Since Springer’s original work, several other geometric constructions of Springer’s representation (up to tensoring with the sign representation) have been discovered [7, 28, 39].

De Concini and Procesi [9] and Tanisaki [43] found an explicit presentation for the graded ring $H^\ast(B^\lambda; \mathbb{Q})$ as a quotient $R_{\lambda}$ of the polynomial ring $\mathbb{Q}[x_1, \ldots, x_n]$. The $S_n$-module structure on $H^\ast(B^\lambda; \mathbb{Q})$ is compatible with this presentation in the sense that $S_n$ acts on the ring $R_{\lambda}$ by permuting the variables $x_1, \ldots, x_n$, and
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the isomorphism between the two rings is $S_n$ equivariant. A detailed analysis of the connection between this presentation $R_\lambda$ and modified Hall–Littlewood symmetric functions was given by Garsia and Procesi [13]. Springer fibers and their combinatorial and representation-theoretic properties served as motivation for Haiman’s work connecting Macdonald polynomials, a generalization of Hall–Littlewood symmetric functions, with the geometry of Hilbert schemes [21] [22].

On another related line of research, the Delta Conjecture of Haglund, Remmel, and Wilson [19] predicts two combinatorial formulas for a particular symmetric function $\Delta_{e_k-1}^\lambda e_n(q,t)$ with $q$ and $t$ parameters coming from the theory of Macdonald polynomials. The “rise formula” half of the conjecture has been recently proven independently by D’Adderio and Mellit [8] and by Blasiak, Haiman, Morse, Pun, and Seelinger [1], and the two works prove different generalizations of the rise formula. Since $\Delta_{e_k-1}^\lambda e_n$ is also conjectured to be Schur-positive, there is much interest in a natural algebraic or geometric construction of a (bigraded) $S_n$-module whose Frobenius characteristic is $\Delta_{e_k-1}^\lambda e_n$. Zabrocki has conjectured an algebraic formulation in the general case [45].

In the $t=0$ case of the conjecture, Haglund, Rhoades, and Shimozono [20] found and proved an algebraic realization by constructing a graded ring $R_{n,k}$ with a suitable $S_n$-action whose Frobenius characteristic is $\Delta_{e_k-1}^\lambda e_n(q,0)$ (after tensoring by the sign representation and reversing the grading). A parallel geometric interpretation was given by Pawlowski and Rhoades [32], who discovered a complex algebraic variety whose cohomology ring is $R_{n,k}$. We note that the Hilbert–Poincaré series of $R_{n,k}$, which is determined by $\Delta_{e_k-1}^\lambda e_n(q,0)$, is not palindromic in $q$. Therefore, any such variety must be either non-compact or singular by Poincaré duality. Pawlowski and Rhoades defined the non-compact smooth space of spanning line arrangements, $n$-tuples of lines in $\mathbb{C}^k$ that span $\mathbb{C}^k$,

$$X_{n,k} := \{(L_1, \ldots, L_n) \in (\mathbb{P}^{k-1})^n \mid L_1 + \cdots + L_n = \mathbb{C}^k\}.$$

They proved that there is an isomorphism of graded rings and graded $S_n$-modules

$$H^*(X_{n,k}) \cong R_{n,k},$$

thus giving a connection between the expression in the Delta Conjecture at $t=0$ and geometry.

1.2. Results of this paper. In this article, we introduce a compact and singular variety $Y_{n,(1^k),k}$ whose cohomology ring is the Haglund–Rhoades–Shimozono ring $R_{n,k}$. Thus, the variety $Y_{n,(1^k),k}$ gives a new geometric realization of $\Delta_{e_k-1}^\lambda e_n(q,0)$. Furthermore, we situate $Y_{n,(1^k),k}$ as part of a broader family of subvarieties $Y_{n,\lambda,s}$ of the partial flag variety $Fl_{(1^n)}(\mathbb{C}^K)$, where $K = n + (s-1)(n-|\lambda|)$. When $n = |\lambda|$, the $\Delta$-Springer variety $Y_{n,\lambda,s}$ is the Springer fiber $B^\lambda$ for all $s \geq \ell(\lambda)$. Hence we call the varieties $Y_{n,\lambda,s}$ the $\Delta$-Springer varieties. We then use techniques from the study of Springer fibers to study $Y_{n,\lambda,s}$. In particular, we show that $Y_{n,\lambda,s}$ is simultaneously a subvariety of a certain Steinberg variety and the projected image of a certain Spaltenstein variety. We use these facts to compute $H^*(Y_{n,\lambda,s})$. Our work situates the study of $R_{n,k}$ and $\Delta_{e_k-1}^\lambda e_n$ in the context of the theory of Springer fibers and geometric representation theory.

As our main result, we give and prove an explicit presentation of the ring $H^*(Y_{n,\lambda,s})$ as a quotient of a polynomial ring, generalizing Tanisaki’s presentation for the cohomology ring of a Springer fiber [43]. This presentation coincides with that of the graded ring $R_{n,\lambda,s}$ recently introduced by the first author [16].

**Theorem 1.1.** We have $H^*(Y_{n,\lambda,s}) \cong R_{n,\lambda,s}$ as graded rings.

As a consequence, we see that the cohomology ring of $Y_{n,\lambda,s}$ has a graded $S_n$-module structure inherited from the action on $R_{n,\lambda,s}$ via permuting the variables $x_i$. This $S_n$-module structure on $H^*(Y_{n,\lambda,s})$ generalizes the action in the Springer fiber case, and it is compatible with an action on the cohomology of $H^*(Fl_{(1^n)}(\mathbb{C}^K))$ in the following sense. Let $k = |\lambda|$, and let $\alpha$ be the composition $\alpha = (1^n, s-1, n-k)$, where $1^n$ signifies that $\alpha$ begins with a string of $n$ many parts of size 1. Denote by $S_n = S_1 \times \cdots \times S_1 \times S_{(s-1)(n-k)}$ the corresponding Young subgroup of $S_K$. We have that $S_n$ embeds into $S_K$ as the subgroup of permutations that fix $n+1, n+2, \ldots, K$. Then $H^*(Fl_{(1^n)}(\mathbb{C}^K))$ has an $S_n$-module structure, and we have a commutative
diagram of graded rings and graded $S_n$ modules,

\[
\left(\mathbb{Z}[x_1, \ldots, x_K]/\langle e_1, \ldots, e_K \rangle\right)^{S_n} \xrightarrow{S_n} H^*(\text{Fl}_{1^n})(\mathbb{C}^K) \xrightarrow{R_{n,\lambda,s}} H^*(Y_{n,\lambda,s}),
\]

where the vertical maps are surjections, and the horizontal maps are isomorphisms. The superscript $S_n$ in the diagram denotes the subring of (cosets of) polynomials invariant under the action of $S_n$.

One of the known constructions of the Springer action, due to Borho and MacPherson, uses an action defined on perverse sheaves [3]. This construction was adapted to Spaltenstein varieties by Brundan and Ostrik [8], and we believe it should be possible to give a direct construction of the $S_n$ action on $H^*(Y_{n,\lambda,s})$ along the same lines.

In order to prove Theorem 1.1, we construct an affine paving of the space $Y_{n,\lambda,s}$. As a corollary of the paving, we show that $Y_{n,\lambda,s}$ is equidimensional, and we compute its dimension. Furthermore, we give a characterization of the irreducible components of $Y_{n,\lambda,s}$ (Theorem 6.5).

**Theorem 1.2.** The variety $Y_{n,\lambda,s}$ is equidimensional of complex dimension

\[
d = \sum_i \binom{n-1-i}{3} + (s-1)(n-k).
\]

We use the graded Frobenius characteristic formulas in [16] for $R_{n,\lambda,s}$ to prove a generalization of the Springer correspondence to the setting of induced Specht modules.

**Theorem 1.3.** Let $d$ be as in (1.5), and consider $S_k$ as the subgroup of $S_n$ fixing $k+1, \ldots, n$. For $s > \ell(\lambda)$, we have an isomorphism of $S_n$-modules

\[
H^{2d}(Y_{n,\lambda,s}; \mathbb{Q}) \cong \text{Ind}_{S_k \times S_{n-k}}^{S_n}(S^\lambda),
\]

where $S_k \times S_{n-k}$ acts on $S^\lambda$ by its usual action of $S_k$ (and $S_{n-k}$ acts trivially). For $s = \ell(\lambda)$, letting $\Lambda = (n-k + \lambda_1, \ldots, n-k + \lambda_s)$, we have

\[
H^{2d}(Y_{n,\lambda,s}; \mathbb{Q}) \cong S^{\lambda/(n-k)^s-1},
\]

the Specht module of skew shape $\lambda/(n-k)^s-1$.

Finally, we generalize results of De Concini and Procesi [7]. Let $\mathfrak{gl}_n$ be the Lie algebra of $n \times n$ matrices over $\mathbb{Q}$. Given $\lambda \vdash n$, define $O_\lambda \subseteq \mathfrak{gl}_n$ to be the set of $n \times n$ nilpotent matrices over $\mathbb{Q}$ with Jordan type $\lambda$, and let $\overline{O}_\lambda$ be its closure in $\mathfrak{gl}_n$. Let $t \subseteq \mathfrak{gl}_n$ be the Cartan subalgebra of diagonal matrices. Since the only nilpotent diagonal matrix is the zero matrix, the scheme-theoretic intersection $\overline{O}_\lambda \cap t$ is a scheme supported at a single point. Denoting the coordinate ring of this scheme by $\mathbb{Q}[\overline{O}_\lambda \cap t]$, De Concini and Procesi proved that

\[
H^*(B^\lambda; \mathbb{Q}) \cong \mathbb{Q}[\overline{O}_\lambda \cap t].
\]

We prove the following generalization of De Concini and Procesi’s result. Given a partition $\lambda$ of size at most $n$, let $\overline{O}_{n,\lambda}$ be the Eisenbud–Saltman rank variety (defined in Section 7).

**Theorem 1.4.** Define the ind-variety $Y_{n,\lambda} := \bigcup_{s \geq \ell(\lambda)} Y_{n,\lambda,s}$. There is an isomorphism of graded rings and graded $S_n$-modules

\[
H^*(Y_{n,\lambda}; \mathbb{Q}) \cong \mathbb{Q}[\overline{O}_{n,\lambda} \cap t].
\]

1.3. **Structure of the paper.** In Section 2, we outline preliminary definitions and previous results. In Section 3, we define the $\Delta$-Springer variety $Y_{n,\lambda,s}$ and prove that it has an affine paving. We prove that the cells of this paving have an inductive structure that allows us to compute the rank generating function of the cohomology ring. In Section 4, we analyze the case $\lambda = \emptyset$ and prove that the variety $Y_{n,0,s}$ is an iterated projective bundle whose cohomology ring is the same as the cohomology ring of a product of projective spaces. In Section 5, we show that $Y_{n,\lambda,s}$ is the image of a projection down from a Spaltenstein variety,
and we use this to prove Theorem 1.1. In Section 6, we prove Theorem 1.2 by characterizing the irreducible components of $Y_{n,\lambda,s}$, and we prove our generalization of the Springer correspondence, Theorem 1.3. In Section 7, we introduce $Y_{n,\lambda}$ and prove Theorem 1.4. Finally, in Section 8, we list some open problems.

2. Background

2.1. Flag varieties and Schubert cells. Given a complex vector space $V = \mathbb{C}^K$, a partial flag is a nested sequence of vector subspaces of $V$,

\[ V_* = (V_1 \subset V_2 \subset \cdots \subset V_m). \]

Given a composition $\alpha = (\alpha_1, \ldots, \alpha_m)$ with $\alpha_i > 0$ for all $i$ and $\alpha_1 + \cdots + \alpha_m \leq \dim(V)$, define the partial flag variety to be the set of partial flags of $V$ such that the dimensions of the successive quotients $V_i/V_{i-1}$ are recorded by the parts of $\alpha$, so

\[ \text{Fl}_\alpha(V) := \{ V_* = (V_1 \subset \cdots \subset V_m) \mid V_i \subset V, \dim(V_i/V_{i-1}) = \alpha_i \text{ for } i \leq m \}. \]

In the case when $K = n$ and $\alpha = (1^n)$, we recover the complete flag variety, denoted by $\text{Fl}(n) = \text{Fl}_{(1^n)}(\mathbb{C}^n)$. The (partial) flag variety is realized as a projective algebraic variety as $G/P_\alpha$, where $G = GL_K(\mathbb{C})$ and $P_\alpha$ is a parabolic subgroup determined by $\alpha$.

From here on, we focus on the case where $\alpha = (1^n)$ for some $n \leq K$. Let $f_1, f_2, \ldots, f_K$ be the standard ordered basis of $\mathbb{C}^K$. Given an injective map $w : [n] \to [K]$, let the coordinate flag $F^{(w)}_w$ be defined by setting $F^{(w)}_p = \text{span}\{f_{w(1)}, \ldots, f_{w(p)}\}$ for all $p$, $1 \leq p \leq n$. Note that $G = GL_K(\mathbb{C})$ acts on $\text{Fl}_n(\mathbb{C}^K)$ via its action on $\mathbb{C}^K$ and so does its subgroup $B \subseteq G$ of upper-triangular matrices. Now define the Schubert cell $C_w$ to be the $B$ orbit of $F^{(w)}_w$ and the Schubert variety $X_w = \overline{C_w}$ to be its closure. The Schubert cells form an affine paving (in fact a cell decomposition as a CW-complex) of the partial flag variety.

There are several other descriptions of the Schubert cells and Schubert varieties that will be helpful. Given any $V_* \in C_w$, for each $p$, $1 \leq p \leq K$, there exists a unique vector $v_p \in V_p \setminus V_{p-1}$ such that

\[ v_p = f_{w(p)} + \sum_{h=1}^{w(p)-1} \alpha_{h,p} f_h, \]

where $\alpha_{h,p} = 0$ if $h \notin \{w(1), \ldots, w(p-1)\}$. Note $V_p = \text{span}\{v_1, \ldots, v_p\}$. The $\alpha_{h,p}$ that are not required to be 0 can be taken as algebraically independent coordinates on $C_w$, considered as a locally closed subvariety of $\text{Fl}_{(1^n)}(\mathbb{C}^K)$.

Schubert cells and Schubert varieties can also be described in terms of intersection conditions with respect to the base flag $F_* = F^{(1)}_1$, where $\iota : [K] \to [K]$ is the identity map. To be precise, $F_p = \text{span}\{f_1, \ldots, f_p\}$ for all $p$, $1 \leq p \leq n$. Given an injective map $w : [n] \to [K]$, we have the Schubert cell

\[ C_w := \{ V_* \in \text{Fl}_{(1^n)}(\mathbb{C}^K) \mid \dim(V_i \cap F_p) = \#\{j \leq i \mid w(j) \leq p\} \} \]

and the Schubert variety

\[ X_w := \{ V_* \in \text{Fl}_{(1^n)}(\mathbb{C}^K) \mid \dim(V_i \cap F_p) \geq \#\{j \leq i \mid w(j) \leq p\} \}. \]

Since the Schubert cells $C_w$ form an affine paving, the Schubert classes $\{[X_w] w : [n] \to [K] \text{ injective}\}$ form a basis of $H^*(\text{Fl}_{(1^n)}(\mathbb{C}^K))$ (see Lemma 2.1).

2.2. Chern classes. Given a complex vector bundle $E$ on a paracompact Hausdorff space $X$, the $i$-th Chern class of $E$ is a distinguished cohomology class $c_i(E) \in H^{2i}(X)$, with $c_0(E) = 1$ by definition. The Chern classes are invariants of the vector bundle, in the sense that if two vector bundles on $X$ are isomorphic, then their Chern classes agree.

The sum of the Chern classes of a vector bundle $c(E) := 1 + c_1(E) + c_2(E) + \cdots$ is called the total Chern class of $E$. It has the following useful properties.

- Naturality: For any continuous map $f : X \to Y$ and any complex vector bundle $E$ on $Y$, we have $f^*(c(E)) = c(f^*(E))$, where the first $f^*$ is the map on cohomology and $f^*(E)$ is the pullback of $E$.
• Additivity: Given a short exact sequence of vector bundles $0 \to E' \to E \to E'' \to 0$ on $X$, we have
\begin{equation}
(c(E) = c(E')c(E''),
\end{equation}
where multiplication is via the cup product on cohomology.

• Vanishing: If $r$ is the rank of $E$ as a complex vector bundle, then $c_i(E) = 0$ for all $i > r$.

• Triviality: If $E \cong \mathbb{C}^r \times X$, a trivial vector bundle, then $c(E) = 1$.

In the case where $X = \text{Fl}(n)$, for each $j$, there is the tautological vector bundle $\tilde{V}_j$ whose fiber over $V_* = (V_1, \ldots, V_n)$ is the vector space $V_j$. Borel \cite{2} proved that the classes $-c_1(\tilde{V}_j/\tilde{V}_{j-1})$ generate the cohomology ring $H^*(\text{Fl}(n))$ as a graded algebra. Moreover, there is an isomorphism of graded algebras
\begin{equation}
H^*(\text{Fl}(n)) \cong \mathbb{Z}[x_1, \ldots, x_n]/\langle e_1(x_1, \ldots, x_n), \ldots, e_n(x_1, \ldots, x_n) \rangle
\end{equation}
identifying $-c_1(\tilde{V}_j/\tilde{V}_{j-1})$ with $x_j$, where each variable $x_j$ is considered to have degree 2. The quotient ring on the right-hand side of (2.7) is also known as the coinvariant ring.

### 2.3. Affine paving

Given a complex algebraic variety $X$, an **affine paving** of $X$ is a sequence of closed subvarieties
\begin{equation}
X_0 \subseteq X_1 \subseteq \cdots \subseteq X_m = X
\end{equation}
of $X$ such that $X_i \setminus X_{i-1} \cong \bigsqcup A_{i,j}$ for some locally closed subspaces $A_{i,j}$, where for all $i, j$, $A_{i,j} \cong \mathbb{C}^k$ for some $k$. The affine spaces $A_{i,j}$ are called the **cells** of the affine paving.

When $X$ is compact, an affine paving gives us a convenient basis of the cohomology groups of $X$. The following two lemmata are standard (see for example \cite{23}), whereas the third is less standard but will be very useful for us.

**Lemma 2.1.** Suppose $X$ is a compact complex algebraic variety that has an affine paving. If $X_i \setminus X_{i-1} = \bigsqcup A_{i,j}$ is the decomposition of $X$ into affine spaces, then we have the following isomorphisms of groups
\begin{align}
H_{2k}(X) &\cong \mathbb{Z} \cdot \{[A_{i,j}]\}_{i,j}, \\
H^{2k}(X) &\cong H_{2k}(X)^* \cong \mathbb{Z}^\#(\{i,j\} | \dim_c(A_{i,j}) = k), \\
H^{2k+1}(X) &= 0,
\end{align}
for all $k \geq 0$, where $[A_{i,j}]$ is the fundamental homology class of the cell closure. If “compact” is replaced by “smooth”, then the vanishing (2.11) holds for compactly-supported cohomology, so $H^{2k+1}_c(X) = 0$ for all $k \geq 0$.

Under certain conditions, affine pavings can also be used to prove that the map on cohomology induced by a continuous map is injective or surjective.

**Lemma 2.2.** Suppose $X$ is a smooth compact complex algebraic variety and $Y \subseteq X$ is a closed subvariety of $X$. If $Y$ and $X \setminus Y$ have affine pavings, then the map on cohomology
\begin{equation}
H^*(X) \to H^*(Y)
\end{equation}
induced by the inclusion $Y \subseteq X$ is surjective.

**Proof.** By Lemma 2.1 all odd cohomology groups of $X$ and $Y$ and all odd cohomology groups with compact support of $X \setminus Y$ are zero. By the long exact sequence for compactly supported cohomology associated to the diagram $Y \to X \leftarrow X \setminus Y$, we have short exact sequences
\begin{equation}
0 \to H^{2i}_c(X \setminus Y) \to H^{2i}(X) \to H^{2i}(Y) \to 0
\end{equation}
for all $i$. The surjectivity of the map on cohomology then follows from (2.13).

**Lemma 2.3** (Relative Affine Paving Lemma). Let $f : X \to Y$ be a surjective continuous map between compact complex algebraic varieties. Suppose that $Y$ has an affine paving such that for each cell $A_{i,j}$ of $Y$, we have an isomorphism
\begin{equation}
f^{-1}(A_{i,j}) \cong A_{i,j} \times Z_{i,j}
\end{equation}
for some nonempty compact complex algebraic variety \( Z_{i,j} \) with an affine paving. Furthermore, suppose that the isomorphisms \([2.14]\) make the following diagram commute, where \( \pi_1 \) is the projection onto the first factor.

\[
\begin{array}{ccc}
  f^{-1}(A_{i,j}) & \xrightarrow{\text{2.14}} & A_{i,j} \times Z_{i,j} \\
  \downarrow f & & \downarrow \pi_1 \\
  A_{i,j} & & \\
\end{array}
\]

(2.15)

Then the map on cohomology \( H^*(Y) \rightarrow H^*(X) \) is injective.

Proof. Since \( Y \) has an affine paving and \( f^{-1}(A_{i,j}) \cong A_{i,j} \times Z_{i,j} \), it can be seen that \( X \) has an affine paving with cells \( A_{i,j} \times C \), where \( C \) runs over all cells of \( Z_{i,j} \). Therefore, \( H_*(X) \) is freely generated by the fundamental classes of the cell closures, \([A_{i,j} \times C]\).

Since \( Z_{i,j} \) is compact, there is a cell of \( Z_{i,j} \) consisting of a single point, \( c_{i,j} = \{ \text{pt} \} \), giving a cell \( X_{i,j} \cong A_{i,j} \times c_{i,j} \) of \( X \). Note that \( \overline{X_{i,j}} \) may extend outside \( f^{-1}(A_{i,j}) \) and so may not be isomorphic to \( A_{i,j} \). However, since \( \overline{f(C)} = f(C) \) for all subspaces \( C \subseteq X \) and continuous functions \( f \), we have

\[
\overline{f(X_{i,j})} = f(\overline{X_{i,j}}) = \pi_1(A_{i,j} \times c_{i,j}) = A_{i,j}.
\]

(2.16)

Letting \( f_* : H_*(X) \rightarrow H_*(Y) \) be the map on homology induced by \( f \), we thus have

\[
f_*([\overline{X_{i,j}}]) = [A_{i,j}],
\]

(2.17)

so \( f_* \) is surjective. By the Universal Coefficient Theorem, the map \( f^* \) is the dual of \( f_* \), so \( f^* \) is injective. \( \square \)

2.4. Springer fibers. Given a partition \( \lambda \) of \( n \), let \( N_\lambda \) be a \( n \times n \) nilpotent matrix whose Jordan block sizes are recorded by \( \lambda \). We say that \( N_\lambda \) has Jordan type \( \lambda \). The Springer fiber associated to \( \lambda \) is

\[
B^\lambda := \{ V_\bullet \in \text{Fl}(n) \mid N_\lambda V_i \subseteq V_{i-1} \text{ for all } i \leq n \}.
\]

(2.18)

Springer constructed an action of \( S_n \) on \( H^*(B^\lambda) \) that does not come from an action on \( B^\lambda \). We note that in this article, the action on the cohomology ring we consider differs from the one originally constructed by Springer by tensoring with the sign representation.

A remarkable property of this action is that it gives a geometric construction of all the finite dimensional irreducible representations of \( S_n \). Indeed, the dimension of \( B^\lambda \) as a complex variety is

\[
n(\lambda) := \sum_i \binom{\lambda'_i}{2},
\]

(2.19)

and the top nonzero cohomology group of \( B^\lambda \) as an \( S_n \)-module is

\[
H^{2n(\lambda)}(B^\lambda; \mathbb{Q}) \cong S^\lambda,
\]

(2.20)

where \( S^\lambda \) is the irreducible representation of \( S_n \) usually associated to \( \lambda \). Therefore, in Lie type A there is a bijection, known as the Springer correspondence, between Springer fibers and the irreducible \( S_n \)-modules up to isomorphism.

Hotta and Springer [23] proved that the map on cohomology induced by the inclusion \( B^\lambda \subseteq \text{Fl}(n) \),

\[
H^*(\text{Fl}(n)) \rightarrow H^*(B^\lambda),
\]

(2.21)

is surjective and \( S_n \)-equivariant. Hence, by surjectivity the cohomology ring \( H^*(B^\lambda) \) is generated by the cohomology classes \( -c_1(\overline{V}/\overline{V}_{i-1}) \). Here, we are abusing notation and writing \( \overline{V_i} \) for the restriction of this vector bundle to \( B^\lambda \).

There is an explicit presentation of \( H^*(B^\lambda) \) as a quotient ring extending Borel’s theorem [9, 43]. Let \( \lambda' \) denote the conjugate partition to \( \lambda \), and let \( \lambda'_i \) be the parts of \( \lambda' \), where \( \lambda'_i := 0 \) for \( i > \lambda_1 \). Given \( S \subseteq \{ x_1, \ldots, x_n \} \), define \( e_d(S) \) to be the sum of all square-free products of variables in \( S \) of degree \( d \). Define the following ideal and quotient ring

\[
I_{\lambda} := \langle e_d(S) \mid S \subseteq \{ x_1, \ldots, x_n \}, \ d > |S| - \lambda'_n - \cdots - \lambda'_{n-|S|+1} \rangle,
\]

(2.22)

\[
R_\lambda := \mathbb{Z}[x_1, \ldots, x_n]/I_{\lambda}.
\]

(2.23)
Here and throughout the paper, we consider $R_\lambda$ to be a graded ring where each variable $x_j$ has degree $2$. It follows from work of Tanisaki \[33\] that there is an isomorphism of graded rings and graded $S_n$-modules

\[ H^*(\mathcal{B}^\lambda) \cong R_\lambda \]

given by identifying the cohomology class $-c_1(V_i/\mathcal{V}_{j-1})$ with the variable $x_j$.

For example, when $\lambda = (2,1)$, the ideal $I_\lambda$ is generated by $e_d(S)$ where $3 \geq d > 0$ and $|S| = 3$, or $2 \geq d > 1$ and $|S| = 2$, so

\[ I_{(2,1)} = \langle x_1 + x_2 + x_3, x_1x_2 + x_1x_3 + x_2x_3, x_1x_2x_3, x_1x_2, x_1x_3, x_2x_3 \rangle, \]

and $H^*(\mathcal{B}^{(2,1)}) \cong R_{(2,1)} = \mathbb{Z}[x_1, x_2, x_3]/I_{(2,1)}$.

2.5. **Symmetric functions.** The representation theory of the group $S_n$ is closely related to the theory of symmetric functions. A **symmetric function** is a formal power series in the infinite variable set $x = \{x_1, x_2, \ldots \}$ that is invariant under any permutation of the variables. Given $\lambda$ an integer partition of $n$, which we write as $\lambda \vdash n$, we denote by $\ell(\lambda)$ the number of (nonzero) parts of $\lambda$. For each $\lambda \vdash n$, let $e_\lambda(x)$ and $s_\lambda(x)$ denote the **elementary symmetric function** and **Schur symmetric function** indexed by $\lambda$.

As $\lambda$ ranges over all partitions of all $n$, these form bases of the ring of symmetric functions.

The Frobenius characteristic map, which we define next, gives a connection between symmetric functions and representations of $S_n$. Given $\lambda \vdash n$, let $S^\lambda$ be the irreducible $S_n$-module indexed by $\lambda$, also known as a **Specht module**. Suppose a finite-dimensional $S_n$ representation $V$ (over $\mathbb{Q}$) decomposes as a direct sum of Specht modules

\[ V \cong \bigoplus_{\lambda \vdash n} (S^\lambda)^{c_\lambda} \]

for some nonnegative integers $c_\lambda$. The **Frobenius characteristic** of $V$ is then defined as the symmetric function

\[ \text{Frob}(V) = \sum_{\lambda \vdash n} c_\lambda s_\lambda(x). \]

Given a graded $S_n$-module $V = \bigoplus_{i \geq 0} V_i$ with finite-dimensional direct summands $V_i$, the **graded Frobenius characteristic** of $V$ is

\[ \text{Frob}(V; q) = \sum_{i \geq 0} \text{Frob}(V_i)q^i. \]

We refer the reader to \[37\] for more details.

2.6. **The rings $R_{n,\lambda}$ and $R_{n,\lambda,s}$.** We recall the definitions and properties of the rings $R_{n,\lambda}$ and $R_{n,\lambda,s}$ introduced by the first author in \[16\]. These rings simultaneously generalize the cohomology ring of a Springer fiber $H^*(\mathcal{B}^\lambda)$ and the Haglund–Rhoades–Shimozono ring

\[ R_{n,k} = \mathbb{Z}[x_1, \ldots, x_n, e_n, e_{n-1}, \ldots, e_{n-k+1}]/\langle x_1^2, \ldots, x_n^2 \rangle. \]

**Definition 2.4.** Fix nonnegative integers $k \leq n$, a partition $\lambda \vdash k$, and a positive integer $s \geq \ell(\lambda)$. The ideals $I_{n,\lambda}$ and $I_{n,\lambda,s}$ are defined by

\[ I_{n,\lambda} = \langle e_d(S) \mid S \subseteq \{x_1, \ldots, x_n\}, d > |S| - \lambda'_n - \cdots - \lambda'_{|S|+1} \rangle, \]

\[ I_{n,\lambda,s} = I_{n,\lambda} + \langle x_1^s, \ldots, x_n^s \rangle. \]

The rings $R_{n,\lambda}$ and $R_{n,\lambda,s}$ are the corresponding quotients

\[ R_{n,\lambda} = \mathbb{Z}[x_1, \ldots, x_n]/I_{n,\lambda}, \]

\[ R_{n,\lambda,s} = \mathbb{Z}[x_1, \ldots, x_n]/I_{n,\lambda,s}. \]

The rings $R_{n,\lambda}$ and $R_{n,\lambda,s}$ are evidently graded by degree and carry an action of $S_n$ by permuting the variables. In \[16\], it is shown that $R_{n,\lambda}$ in general has infinitely many nonzero graded components, whereas $R_{n,\lambda,s}$ always has finite rank.

The following two specializations of $R_{n,\lambda,s}$ will be particularly important to us.
• When \( n = k \), \( R_{n,\lambda,s} \) specializes to the cohomology ring of a Springer fiber. Precisely, \( I_{n,\lambda,s} = I_\lambda \) for any \( s \geq \ell(\lambda) \); thus \( R_{n,\lambda,s} = R_\lambda \) in this case.

• When \( \lambda = (1^k) \) and \( s = k \), \( R_{n,\lambda,s} \) specializes to the Haglund–Rhoades–Shimozono ring. Indeed, we have \( I_{n,(1^k),k} = I_{n,k} \); thus \( R_{n,(1^k),k} = R_{n,k} \).

Example 2.5. Let \( n = 4 \), \( \lambda = (2,1) \), and \( s = 2 \). Then the ideal \( I_{4,(2,1)} \) is generated by the polynomials \( e_d(S) \) for \( S \subseteq \{x_1, \ldots, x_4\} \) such that

\[
\begin{align*}
\text{d} = 2 \text{ and } |S| = 4, & \quad \text{d} = 3 \text{ and } |S| = 4, \\
\text{d} = 4 \text{ and } |S| = 4, & \quad \text{d} = 3 \text{ and } |S| = 3.
\end{align*}
\]

We have

\[
I_{4,(2,1)} = \langle x_1x_2 + x_1x_3 + x_1x_4 + x_2x_3 + x_2x_4 + x_3x_4, \\
x_1x_2x_3 + x_1x_2x_4 + x_1x_3x_4 + x_2x_3x_4, \\
x_1x_2x_3x_4, x_1x_2x_3, x_1x_2x_4, x_1x_3x_4, x_2x_3x_4 \rangle,
\]

and \( I_{4,(2,1),2} = I_{4,(2,1)} + \langle x_1^2, x_2^2, x_3^2, x_4^2 \rangle \). Finally, \( R_{4,(2,1)} = \mathbb{Z}[x_1, x_2, x_3, x_4]/I_{4,(2,1)} \) and \( R_{4,(2,1),2} = \mathbb{Z}[x_1, x_2, x_3, x_4]/I_{4,(2,1),2} \).

Let \( J_{n,\lambda,s}^Q \) be the ideal in \( \mathbb{Q}[x_1, \ldots, x_n] \) given by the same generators as \( I_{n,\lambda,s} \), and let \( R_{n,\lambda,s}^Q = \mathbb{Q}[x_1, \ldots, x_n]/J_{n,\lambda,s}^Q \).

There is a convenient basis of \( R_{n,\lambda,s}^Q \) generalizing the Artin basis of the coinvariant ring, defined next. Set \( A_{0, \emptyset, s} := \{1\} \). Let the set \( A_{n,\lambda,s} \) be defined recursively for \( n \geq 1 \) by

\[
A_{n,\lambda,s} := \bigcup_{i=1}^{\ell(\lambda)} x_n^{i-1} A_{n-1,\lambda^{(i)},s} \bigcup \bigcup_{i=\ell(\lambda)+1}^s x_n^{i-1} A_{n-1,\lambda,s},
\]

where for \( 1 \leq i \leq \ell(\lambda) \), \( \lambda^{(i)} \) is the partition obtained by sorting the parts of

\[
(\lambda_1, \ldots, \lambda_{i-1}, \lambda_i - 1, \lambda_{i+1}, \ldots, \lambda_{\ell(\lambda)})
\]

and deleting a trailing zero if necessary. It is shown in [16, Theorem 3.18] that \( A_{n,\lambda,s} \) is a \( \mathbb{Q} \)-basis of \( R_{n,\lambda,s}^Q \). In fact, it is straightforward to show that \( A_{n,\lambda,s} \) is actually a \( \mathbb{Z} \)-basis of \( R_{n,\lambda,s} \).

Lemma 2.6. The ring \( R_{n,\lambda,s} \) is a free \( \mathbb{Z} \)-module, and the set \( A_{n,\lambda,s} \) is a \( \mathbb{Z} \)-basis of \( R_{n,\lambda,s} \).

Proof. The proof of Lemma 3.14 in [16] also proves that \( A_{n,\lambda,s} \) is a \( \mathbb{Z} \)-spanning set of \( R_{n,\lambda,s} \). Since \( A_{n,\lambda,s} \) is a \( \mathbb{Q} \)-linearly independent subset of \( R_{n,\lambda,s}^Q \), it is also a \( \mathbb{Z} \)-linearly independent subset of \( R_{n,\lambda,s} \), and \( R_{n,\lambda,s} \) is free as a \( \mathbb{Z} \)-module.

Given \( V = \bigoplus_{i \geq 0} V_i \) a graded free \( \mathbb{Z} \)-module with graded pieces \( V_i \) of finite rank \( \text{rk}(V_i) \), let the Hilbert–Poincaré series of the module \( V \) be

\[
\text{Hilb}(V; q) := \sum_{i \geq 0} \text{rk}(V_i)q^i.
\]

Under our convention that \( x_i \) has degree \( 2 \) for all \( i \), we have the following recursive formula for the Hilbert series, which follows immediately by Lemma 2.6

Lemma 2.7. We have

\[
\text{Hilb}(R_{n,\lambda,s}; q) = \sum_{i=1}^{\ell(\lambda)} q^{2(i-1)} \text{Hilb}(R_{n-1,\lambda^{(i)},s}; q) + \sum_{i=\ell(\lambda)+1}^s q^{2(i-1)} \text{Hilb}(R_{n-1,\lambda,s}; q).
\]

Since the set of generators of the homogeneous ideal \( I_{n,\lambda,s} \) is closed under the action of \( S_n \) permuting the variables, \( R_{n,\lambda,s} \) inherits the structure of a graded \( S_n \)-module. In order to prove our generalization of the Springer correspondence, we make use of a formula for the graded Frobenius characteristic of \( R_{n,\lambda,s}^Q \) proven in [16]. We state the formula and define the associated combinatorial objects in Section 5 where we need it.
\[ [\Lambda] = [\Lambda(n, \lambda, s)] = s \]

\[ n - k \]

**Figure 1.** The Young diagram \([\Lambda]\), which has a copy of \([\lambda]\) in the upper right corner, highlighted in bold. The cells in the right edge of \([\Lambda]\) are shaded.

### 3. An affine paving of the \(\Delta\)-Springer variety

In this section, we define a family of varieties \(Y_{n, \lambda, s}\) that generalize the Springer fibers, which we call \(\Delta\)-Springer varieties. We construct an affine paving of \(Y_{n, \lambda, s}\) by intersecting it with Schubert cells. We show that this affine paving has an inductive structure that allows us to show \(H^*(Y_{n, \lambda, s})\) and \(R_{n, \lambda, s}\) have the same Hilbert–Poincaré series.

Our approach most closely resembles that of Tymoczko [44] for type A regular Hessenberg varieties, which was extended to arbitrary type by Precup [33]. Our work is also inspired by Spaltenstein [40, Chapitre II, Proposition 5.9], who gave an affine paving for the case of Springer fibers. Similar constructions of affine pavings have also been given by Shimomura [38] and Fresse [11].

We denote by \([\Lambda]\) the Young diagram of \(\Lambda\), following the English convention, considered as the set \(\{i, j\} | 1 \leq i \leq \ell(\Lambda), 1 \leq j \leq \Lambda_i\}\), where \((i, j)\) is the cell in the \(i\)-th row from the top and the \(j\)-th column from the left. The cells in column \(n - k + 1\) and to the right form a copy of the Young diagram of \(\lambda\), which we denote by \([\lambda]\). We say that a cell \((i, j)\) of \([\Lambda]\) is on the right edge if \(j = \Lambda_i\). See Figure 1 for an illustration of \([\Lambda]\) and \([\lambda]\), where the cells in the right edge of \([\Lambda]\) are shaded.

It will be convenient to specify particular choices for \(N_{\Lambda}\), which we do next. For any filling \(T: [\Lambda] \to \mathbb{Z}_{>0}\) of \([\Lambda]\) satisfying the following conditions,

(S1) \(T\) is a bijection between \([\Lambda]\) and \(\{1, 2, \ldots, K\}\),
we have \( N_{T} \) the nilpotent endomorphism such that for 
\( (i, j) \in [\Lambda] \),
\[
N_{T}(f_{T(i,j)}) = \begin{cases} 
0 & \text{if } (i, j) \text{ is on the right edge of } [\Lambda], \\
T_{(i,j+1)} & \text{otherwise}.
\end{cases}
\]
Note that \( N_{T} \) has Jordan type \( \lambda \) by construction. Define
\[
Y_{T} := Y_{n, \lambda, s, T} := \{ V_{*} \in \text{Fl}_{(n)}(\mathbb{C}^{K}) \mid N_{T}V_{i} \subseteq V_{i-1} \text{ for all } i, \text{ and } F_{k} \subseteq V_{n} \},
\]
which is a specific instance of the variety \( Y_{n, \lambda, s} \).

In order to ensure that the intersection of \( Y_{T} \) with the Schubert decomposition of \( \text{Fl}_{(n)}(\mathbb{C}^{K}) \) is a paving by affines, we must first put further conditions on \( T \). We say that \( T \) is \( (n, \lambda, s) \)-Schubert compatible if (S1), (S2), and the following conditions hold:

(S3) \( T \) is decreasing along each row from left to right.

(S4) For all \( (i, j) \in [\lambda] \), the label \( T(i, j) \) is greater than all labels in column \( j + 1 \).

(S5) The labels of \( T \) in the right edge of \( [\Lambda] \) form an increasing sequence when read from top to bottom.

(S6) Whenever \( T(a, b) > T(c, d) \) for \( b, d > 1 \), then \( T(a, b - 1) > T(c, d - 1) \).

If \( n, \lambda, \) and \( s \) are obvious from context, we will simply say \( T \) is Schubert compatible.

**Example 3.5.** Let \( n = 5, \lambda = (2, 1), \) and \( s = 3 \). Let \( T \) be the Schubert-compatible filling of \( \Lambda(5, (2, 1), 3) \) in Figure 2. Then \( Y_{5,(2,1),3,T} \) is the variety of partial flags \( V_{*} = (V_{1}, V_{2}, V_{3}, V_{4}, V_{5}) \in \text{Fl}_{(1,1,1,1,1)}(\mathbb{C}^{9}) \) such that the following conditions hold:

\[
N_{T}V_{i} \subseteq V_{i-1} \text{ for } i \leq 5,
\]
\[
V_{5} \supseteq F_{3} = \text{span}\{f_{1}, f_{2}, f_{3}\}.
\]
For example, the partial flag
\[
\text{span}\{f_{1}\} \supset \text{span}\{f_{1}, f_{2}\} \supset \text{span}\{f_{1}, f_{2}, f_{4}\} \supset \text{span}\{f_{1}, f_{2}, f_{3}, f_{4}\} \supset \text{span}\{f_{1}, f_{2}, f_{3}, f_{4}, f_{7}\}.
\]
is in \( Y_{5,(2,1),3} \).

**Example 3.6.** We construct a Schubert-compatible filling \( T \) for any shape \( \Lambda \) as follows. Let the reading order of \( [\Lambda] \) be the ordering of the cells given by scanning down the columns of \( [\Lambda] \) from right to left. For \( (i, j) \in [\Lambda] \), if \( (i, j) \) is the \( p \)-th cell in the reading order, then let \( T(i, j) = p \). We refer to \( T \) as the filling of \( [\Lambda] \) according to reading order. It can be checked that \( T \) is a Schubert-compatible filling. See the left-most filling in Figure 3 for an example of such a filling with \( n = 7, \lambda = (2, 2), \) and \( s = 4 \).

**Lemma 3.7.** Suppose \( T \) is a Schubert-compatible filling of \( [\Lambda] \). If \( (i, j) \) is not on the right edge of \( [\Lambda] \), then
\[
N_{T}(F_{T(i,j)} \setminus F_{T(i,j)-1}) \subseteq F_{T(i,j+1)} \setminus F_{T(i,j+1)-1}.
\]

**Proof.** We have \( N_{T}F_{T(i,j)} = F_{T(i,j+1)} \) by definition. Let \( a \) and \( b \) be indices such that \( f_{T(a,b)} \in F_{T(i,j)} \), which means \( T(a,b) < T(i,j) \). If \( (a,b) \) is not on the right edge of \( [\Lambda] \), by (S6) we have \( T(a,b+1) < T(i,j+1) \), and hence \( N_{T}F_{T(a,b)} = F_{T(a,b+1)} \). Otherwise, if \( (a,b) \) is on the right edge, then \( N_{T}F_{T(a,b)} = 0 \). In either case, we have \( N_{T}F_{T(i,j)} \subseteq F_{T(i,j+1)} \).
If \( v \in F_{T(i,j)} \setminus F_{T(i,j) - 1} \), then the expansion of \( v \) in the \( f \) basis has a nonzero \( f_{T(i,j)} \) coefficient. Therefore, the expansion of \( N_T v \) in the \( f \) basis has a nonzero \( f_{T(i,j+1)} \) coefficient, so \( N_T v \notin F_{T(i,j+1) - 1} \). The lemma then follows.

For \( 1 \leq i \leq s \), define a flattening function \( \text{fl}_T^{(i)} \) and a filling \( T^{(i)} \) as follows. If \( i \leq \ell(\lambda) \), then \( \text{fl}_T^{(i)} \) is the unique order-preserving function with the following domain and codomain,

\[
(3.10) \quad \text{fl}_T^{(i)} : [K] \setminus \{T(i, \Lambda_i)\} \to [K - 1].
\]

If \( i > \ell(\lambda) \), then \( \text{fl}_T^{(i)} \) is the unique order preserving function

\[
(3.11) \quad \text{fl}_T^{(i)} : [K] \setminus \{(T(i, \Lambda_i)) \cup \{T(i', 1) \mid i' \neq i\}\} \to [K - s].
\]

Now if \( i \leq \ell(\lambda) \), let \( T^{(i)} \) be the filling obtained by deleting the last cell in row \( i \), applying \( \text{fl}_T^{(i)} \) to the label in each cell, and reordering the rows so that the labels of the cells in the new right edge are increasing from top to bottom. If \( i > \ell(\lambda) \), we form \( T^{(i)} \) in the same way except we also delete the cell \((i', 1)\) and shift row \( i' \) to the left by one unit for every \( i' \neq i \) before applying \( \text{fl}_T^{(i)} \) to every label and reordering the rows.

**Example 3.8.** In Figure 3, we have an example of a Schubert-compatible filling \( T \) and the fillings \( T^{(1)} \) and \( T^{(3)} \). When constructing \( T^{(3)} \), the cells labeled by 7, 13, 14, and 16 are deleted, and rows 1, 2, and 4 are shifted left by one unit. The cells are relabeled as follows: \( \text{fl}_T^{(3)}(8) = 7 \), \( \text{fl}_T^{(3)}(9) = 8 \), \( \text{fl}_T^{(3)}(10) = 9 \), \( \text{fl}_T^{(3)}(11) = 10 \), \( \text{fl}_T^{(3)}(12) = 11 \), and \( \text{fl}_T^{(3)}(15) = 12 \). Then rows 3 and 4 are swapped to obtain \( T^{(3)} \). It can be checked that both \( T^{(1)} \) and \( T^{(3)} \) are Schubert compatible.

Recall that, given a partition \( \lambda \), then \( \lambda^{(i)} \) is defined to be the partition whose Young diagram is obtained from \( [\lambda] \) by removing one box from the \( i \)-th row and then reordering the rows in decreasing order (by number of boxes) if necessary.

**Lemma 3.9.** The filling \( T^{(i)} \) is of partition shape. If \( i \leq \ell(\lambda) \), then \( T^{(i)} \) is \((n - 1, \lambda^{(i)}, s)\)-Schubert compatible. If \( i > \ell(\lambda) \), then \( T^{(i)} \) is \((n - 1, \lambda, s)\)-Schubert compatible.

**Proof.** If \( i \leq \ell(\lambda) \), the condition (S4) forces \( T^{(i)} \) to have partition shape after sorting the rows by the labels in the right edge, and \( T^{(i)} \) is of shape \( \Lambda(n - 1, \lambda^{(i)}, s) \) since one box is removed from the \( i \)-th row of \( \lambda \) and the rows are reordered in decreasing order. If \( i > \ell(\lambda) \), then \( T^{(i)} \) is of shape \( \Lambda(n - 1, \lambda, s) \) since one box is removed from each row and, by (S2), any reordering only affects rows below the \( \ell(\lambda) \)-th row. It also follows by construction that (S1) and (S2) hold for \( T^{(i)} \).

The operations of deleting a cell, applying the flattening function to the labels, and possibly shifting a row to the left all preserve (S3), so \( T^{(i)} \) has property (S3). Since (S4) only concerns labels of \( [\lambda] \), and either all cells of \( [\lambda] \) remain in place (except the one that is removed) or all cells of \( [\lambda] \) are shifted left one column during the process of constructing \( T^{(i)} \), we see \( T^{(i)} \) also satisfies (S4). The property (S5) is automatically satisfied since we resort the rows by the label in the rightmost cell. Finally, \( T^{(i)} \) satisfies (S6) since deleting a cell, relabeling, swapping rows, and shifting a row to the left all preserve the property (S6). Therefore, \( T^{(i)} \) is Schubert compatible.

Recall that the set of injective maps \( w : [n] \to [K] \) indexes the Schubert cells of \( K^{(1_n)}(\mathbb{C}^K) \).

**Definition 3.10.** Given \( w : [n] \to [K] \) injective, we say that \( w \) is admissible with respect to \( T \) if both of the following hold.
Definition 3.13. The image of the map $w$ contains $[k]$.

(A2) For $i \leq n$, if $w(i) = T(a, b)$ for $(a, b)$ not on the right edge of $[A]$, then $T(a, b + 1) \in \{w(1), \ldots, w(i - 1)\}$.

Lemma 3.11. Assume $T$ is a Schubert-compatible filling. Then $C_w \cap Y_T \neq \emptyset$ if and only if $w$ is admissible.

Proof. If $w$ is admissible, then the partial permutation flag $F^{(w)}_1$ is in $C_w \cap Y_T$, so $C_w \cap Y_T \neq \emptyset$. Therefore, it suffices to prove that if $C_w \cap Y_T \neq \emptyset$, then $w$ is admissible.

Given an injective map $w : [n] \to [K]$, recall that

$$C_w = \{V_\bullet \in \text{Fl}_{[1,n]}(\mathbb{C}^K) \mid \dim(V_i \cap F_j) = \#\{p \leq i \mid w(p) \leq j\}\}.$$  

(3.12)

Given $V_\bullet \in \text{Fl}_{[1,n]}(\mathbb{C}^K)$, then $F_k \subseteq V_n$ if and only if $\dim(V_n \cap F_k) = k$. Therefore, $F_k \subseteq V_n$ for some $V_\bullet \in C_w$ if and only if (A1) holds.

Suppose $C_w \cap Y_T \neq \emptyset$, and let $V_\bullet \in C_w \cap Y_T$. Suppose there exists $i \leq n$ such that $w(i) = T(a, b)$ for some cell $(a, b)$ not on the right edge of $[A]$. Then $\dim(V_i \cap F_{T(a,b)}) > \dim(V_i \cap F_{T(a,b)-1})$, so $V_i \cap (F_{T(a,b)} \setminus F_{T(a,b)-1}) \neq \emptyset$. By Lemma 3.7, we have $N_T(F_{T(a,b)} \setminus F_{T(a,b)-1}) \subseteq F_{T(a,b+1)} \setminus F_{T(a,b+1)-1}$. Hence,

(3.13)

and since $N_TV_i \subseteq V_{i-1}$, then

(3.14)

Therefore, $\dim(V_{i-1} \cap F_{T(a,b+1)} \setminus F_{T(a,b+1)-1}) \neq \emptyset$.

We now define a linear transformation related to $N_T$ that we use throughout the paper.

Definition 3.12. Define the nilpotent endomorphism $N^t_T$ of $\mathbb{C}^K$ on the basis $\{f_1, \ldots, f_K\}$ by

$$N^t_T f_{T(i,j)} := \begin{cases} f_{T(i,j-1)} & \text{if } j > 1, \\ 0 & \text{if } j = 1. \end{cases}$$

(3.15)

Our notation is motivated by the fact that $N^t_T$ is the transpose of $N_T$ with respect to the ordered basis $\{f_i\}$. The transformation $N^t_T$ has the crucial property that

$$N_T N^t_T f_{T(i,j)} = \begin{cases} f_{T(i,j)} & \text{if } j > 1, \\ 0 & \text{if } j = 1. \end{cases}$$

(3.16)

In particular, $I - N_T N^t_T$ vanishes on $\text{im}(N_T)$. Similarly, $I - N^t_T N_T$ vanishes on $\text{im}(N^t_T)$, which is complementary to $\text{ker}(N_T)$.

We now define a family of unipotent linear transformations on $\mathbb{C}^K$.

Definition 3.13. Let $i$ be an integer with $1 \leq i \leq s$, and let $v$ be a vector in $\text{span}\{f_{T(h,\Lambda_i)} \mid h < i\}$. Define the linear map $U = U_{i,v} : \mathbb{C}^K \to \mathbb{C}^K$ by setting

$$U f_{T(i',j)} = f_{T(i',j)} \quad \text{for all } (i',j) \text{ where } i' \neq i,$$

(3.17)

$$U f_{T(i,\Lambda_i)} = f_{T(i,\Lambda_i)} + v,$$

(3.18)

$$U f_{T(i,j)} = N^t_T U f_{T(i,j+1)} \quad \text{recursively for all } j < \Lambda_i.$$  

(3.19)

Note that (3.18) and (3.19) together are equivalent to $U f_{T(i,j)} = f_{T(i,j)} + (N^t_T)^{\Lambda_i-j} v$.

Example 3.14. Let $n = 6$, $\lambda = (2,2)$, and $s = 4$. Now let $T$ be the filling

$$T = \begin{pmatrix} 9 & 5 & 3 & 1 \\ 10 & 6 & 4 & 2 \\ 11 & 7 \\ 12 & 8 \end{pmatrix}.$$
Furthermore, (2) holds because both sides are zero.

First, in the case \( p \neq i \), by Condition (S6) of Schubert compatibility and the fact that \( f_{t(i,j)} = N_T^j f_{T(i,j+1)} \), all the terms of the expansion of \( U f_{T(i,j+1)} \) in property (1) correspond to cells of \( T \) in column \( j + 1 \) and to the

If \( i = 2 \) and \( v = a f_1 \), then \( U = U_{i,v} \) is given by the matrix (in terms of the basis \( f_1, \ldots, f_{12} \)):
right. In particular,
\[(3.24) \quad Uf_{T(i,j+1)} \in \mathrm{im}(N_T).\]

We compute
\[(3.25) \quad (U_N - N_T)Uf_{T(i,j)} = U(N_Tf_{T(i,j)}) - N_T(Uf_{T(i,j)}),\]
\[(3.26) \quad = U(f_{T(i,j+1)}) - N_T(N_T^kUf_{T(i,j+1)}) \quad \text{(by (3.19))},\]
\[(3.27) \quad = (I - N_TN_T^k)Uf_{T(i,j+1)},\]
which is zero because $I - N_TN_T^k$ vanishes on $\mathrm{im}(N_T)$. Thus, property (2) holds. \qed

We extend the definition of $f_T^{(i)}$ so that it is also a function on admissible injective maps. In particular, let $w$ be admissible with respect to $T$, and let $w(1) = T(i, \Lambda_i)$. Define
\[(3.28) \quad f_T^{(i)}(w) : [n - 1] \rightarrow [K - 1] \text{ if } i \leq \ell(\lambda),\]
\[(3.29) \quad f_T^{(i)}(w) : [n - 1] \rightarrow [K - s] \text{ if } i > \ell(\lambda)\]
to be the injective maps where $f_T^{(i)}(w(j)) = f_T^{(i)}(w(j + 1))$ for $1 \leq j \leq n - 1$. It is not hard to check directly that if $w$ is admissible with respect to $T$, then $f_T^{(i)}(w)$ is admissible with respect to $T^{(i)}$. This also follows from the next lemma.

**Definition 3.17.** Define linear maps
\[(3.30) \quad \phi^{(i)} : \mathbb{C}^{K-1} \rightarrow \mathbb{C}^K \text{ for } i \leq \ell(\lambda),\]
\[(3.31) \quad \phi^{(i)} : \mathbb{C}^{K-s} \rightarrow \mathbb{C}^K \text{ for } i > \ell(\lambda),\]
by setting $\phi^{(i)}(f_j) := f_{(f_T^{(i)})^{-1}(j)}$ and extending linearly.

**Lemma 3.18.** We have an isomorphism
\[(3.32) \quad \Phi : \mathrm{span}\{f_{T(h,\Lambda_h)} \mid h < i\} \times (C_{f_T^{(i)}}(w) \cap Y_{T^{(i)})} \rightarrow C_w \cap Y_T,\]
with the flag $\Phi(v, V_{\bullet})$ defined by, for $j = 1, \ldots, n$,
\[(3.33) \quad \Phi(v, V_{\bullet}) := U_{i,v}(\mathrm{span}\{f_{w(1)}\} + \phi^{(i)}V_{j-1}).\]
In particular, inverting $\Phi$ gives an isomorphism
\[(3.34) \quad C_w \cap Y_T \cong \mathbb{C}^{i-1} \times (C_{f_T^{(i)}}(w) \cap Y_{T^{(i)})}.\]

**Proof.** We first show that the image of $\Phi$ is indeed contained in $C_w \cap Y_T$. First, let $V_{\bullet} \in C_{f_T^{(i)}}(w) \cap Y_{T^{(i)}}$. We examine $\Phi(0, V_{\bullet})$. Since $U_{i,0}$ is the identity map, we have for each $j$
\[(3.35) \quad \Phi(0, V_{\bullet})_j = \mathrm{span}\{f_{w(1)}\} + \phi^{(i)}(V_{j-1}).\]
Since $f_T^{(i)}$ is order preserving, $\dim(\phi^{(i)}(V_j) \cap F_m) = \dim(V_j \cap F_{f_T^{(i)}}(m))$ for $m$ in the domain of $f_T^{(i)}$, so $\Phi(0, V_{\bullet}) \in C_w$. Since $w$ is admissible, $F_k \subseteq \Phi(0, V_{\bullet})_n$. Next, we check that $\Phi(0, V_{\bullet})$ is preserved by $N_T$. For $j = 1$, we have $N_Tf_{w(1)} = 0$. For $j \geq 2$, we use the fact that for any $z$ in the domain of $\phi^{(i)}$, $N_T\phi^{(i)}(z) = \alpha f_{w(1)} + \phi^{(i)}N_{T^{(i)}}(z)$ for some $\alpha \in \mathbb{C}$. We calculate:
\[(3.36) \quad N_T\{\mathrm{span}\{f_{w(1)}\} + \phi^{(i)}V_{j-1}\} = N_T\phi^{(i)}V_{j-1}\]
\[(3.37) \quad \subseteq \mathrm{span}\{f_{w(1)}\} + \phi^{(i)}N_{T^{(i)}}V_{j-1}\]
\[(3.38) \quad \subseteq \mathrm{span}\{f_{w(1)}\} + \phi^{(i)}V_{j-2}.\]
Hence, $\Phi(0, V_{\bullet}) \in C_w \cap Y_T$. Now let $v \in \mathrm{span}\{f_{T(h,\Lambda_h)} \mid h < i\}$ be arbitrary. Observe that $\Phi(v, V_{\bullet}) = U_{i,v}\Phi(0, V_{\bullet})$, where $U_{i,v}$ acts on the partial flag $\Phi(0, V_{\bullet})$ by acting on each subspace. Since $U_{i,v}$ is upper triangular by Lemma 3.16 it
preserves the Schubert cell $C_w$, so $\Phi(v, V_*) \in C_w$, and (since $w$ is admissible) $F_k \subseteq \Phi(v, V_*)$. Finally, since $U_{i,v}$ commutes with $N_T$ by Lemma 3.16, $N_T$ preserves $\Phi(v, V_*)$:

$$\tag{3.39} N_T \Phi(v, V_*) = N_T U_{i,v} \Phi(0, V_*) = U_{i,v} N_T \Phi(0, V_*) \subseteq U_{i,v} \Phi(0, V_*) = \Phi(v, V_*).$$

Hence, $\Phi(v, V_*) \in C_w \cap Y_T$. In order to show that $\Phi$ is an isomorphism, we show that $\Phi$ has an inverse. Define the linear map $\psi(i) := (\phi(i))'$, the transpose with respect to the ordered basis $\{f_j\}$. Explicitly, $\psi(i)$ is the linear map

$$\psi(i) : C^K \to C^{K-1} \quad \text{for } i \leq \ell(\lambda),$$

$$\psi(i) : C^K \to C^{K-s} \quad \text{for } i > \ell(\lambda)$$

defined by $\psi(i)(f_j) := f_{i}(\lambda)(j)$ if $j$ is in the domain of $f_{i}(\lambda)$ and 0 otherwise.

Given $V'_i \subseteq C_w \cap Y_T$, note that $\dim(V'_i \cap F_{w(1)}) = 1$ and $\dim(V'_i \cap F_{w(1)-1}) = 0$, so

$$\tag{3.42} V'_i = \text{span}\{f_{w(1)} + v\} = U_{i,v} \text{span}\{f_{w(1)}\}$$

for some vector $v = \sum_{h=1}^{i-1} \alpha_h f_{T(h,\Lambda_\lambda)}$, where $\alpha_h \in \mathbb{C}$ are some coefficients. Now note that $f_{w(1)} \in U_{i,v}^{-1} V'_j$ for all $j$ and, in the case $i > \ell(\lambda)$, we have $V'_j \subseteq \text{span}\{f_{T(h,m)} \mid m > 1 \text{ if } h \neq i\}$. Hence,

$$\tag{3.43} U_{i,v}^{-1} V'_j = \text{span}\{f_{w(1)}\} + \phi(i)(\psi(i)(V'_j)),$$

and from this equality, a routine check shows that the inverse of $\Phi$ is given by

$$\tag{3.44} \Phi^{-1}(V'_i) = (v, (\psi(i)U_{i,v}^{-1}(V'_j) \subseteq \cdots \subseteq \psi(i)U_{i,v}^{-1}(V'_n))).$$

Note that the entries of $U_{i,v}$ are regular functions on $Y_T \cap C_w$ (see Section 2.1). Moreover, since $U_{i,v}$ is unipotent and upper triangular, the same is true of $U_{i,v}^{-1}$. Thus $\Phi$ and $\Phi^{-1}$ are algebraic maps, so $\Phi$ is an isomorphism of algebraic varieties.

**Remark 3.19** (Combined isomorphism $\Phi$). For a fixed $i$, the map $\Phi$ above works the same way for all $w$ such that $w(1) = i$; specifically, the map $U_{i,v}$ depends on $v$ and $i$ but not (the rest of) $w$. As such, all of these $\Phi$’s can be combined into a larger isomorphism. We let

$$\tag{3.45} Y_T^i := \{V_* \in Y_T : V_i \subseteq \text{span}\{f_{T(h,\Lambda_\lambda)} \mid h < i\}\} \subseteq Y_T.$$

Then we obtain a combined isomorphism

$$\tag{3.46} \Phi : \text{span}\{f_{T(h,\Lambda_\lambda)} \mid h < i\} \times Y_T^i \to Y_T^i \setminus Y_T^{i-1}.$$

By induction, $Y_T^i \setminus Y_T^{i-1}$ is a union of cells, as in the definition of affine paving (2.8). We give the precise characterization of cells in this affine paving below in Theorem 3.21 and Corollary 3.23. We do not use the notation $Y_T^i$ elsewhere in the paper, though we use a restriction of the combined map $\Phi$ in Section 6.

**Example 3.20.** Let $n$, $\lambda$, $s$, and $T$ be as in Example 3.14. Let $w = 274813$, which is admissible with respect to $T$. Then $i = w(1) = 2$. A flag $V_* \in C_w \cap Y_T$ can be represented by a matrix

\[
\begin{bmatrix}
a & c & d & g & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & ab & a & de & 0 & 1 \\
0 & b & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & ae & 0 & 0 \\
0 & 0 & 0 & e & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
where each \( V_j \) is the span of the first \( j \) columns, and \( a, b, c, d, e, \) and \( g \) are arbitrary elements of \( \mathbb{C} \). Identifying \( \text{span}\{ f_1 \} \cong \mathbb{C}^1 \), the map \( \Phi^{-1} \) sends this matrix to the pair \( (af_1, V^*_\lambda) \), where the flag \( V^*_\lambda \) is represented by

\[
\begin{bmatrix}
c & d & g & 1 & 0 \\
0 & 0 & de & 0 & 1 \\
b & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & e & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (3.48)

**Theorem 3.21.** If \( T \) is Schubert compatible, then the intersections \( C_w \cap Y_{n, \lambda, s, T} \) for \( w \) admissible are the cells of an affine paving of \( Y_{n, \lambda, s, T} \).

**Proof.** Since the Schubert cells \( C_w \) are the cells of an affine paving of \( \text{Fl}_{1^n}(\mathbb{C}^K) \), it suffices to show that each nonempty intersection \( C_w \cap Y_{n, \lambda, s, T} \) is isomorphic to an affine space \( \mathbb{C}^d \) for some \( d \). By Lemma 3.18, \( C_w \cap Y_{n, \lambda, s, T} \) is nonempty if and only if \( w \) is admissible. We proceed by induction on \( n \) to show that each of these intersections is an affine space.

In the base case when \( n = 0 \), we have \( n = k = 0, \lambda = \Lambda = \emptyset \) and \( s > 0 \) is arbitrary. Then \( \mathbb{C}^K = \mathbb{C}^0 \) and \( Y_{n, \lambda, s, T} = \text{Fl}_0(0) = \{ \text{pt} \} \). Thus, the only nonempty intersection is a single point.

In the inductive case where \( n \geq 1 \), we have

\[
C_w \cap Y_T \cong \mathbb{C}^{i-1} \times (C_{fl_T^i(w)} \cap Y_{T(i)})
\]

by Lemma 3.18. By induction, \( C_{fl_T^i(w)} \cap Y_{T(i)} \cong \mathbb{C}^m \) for some \( m \), so \( C_w \cap Y_T \cong \mathbb{C}^{i+m-1} \), and our induction is complete. \( \square \)

**Definition 3.22.** An injective partial row-decreasing filling of \( [\lambda] \) is a filling of a subset of the cells of \( [\lambda] \) with the labels 1, 2, \ldots, \( n \) (without repeating any labels) such that the filled cells are right justified in their row, the labeling decreases along each row, and each cell of \( [\lambda] \) is filled.

Given \( w \) admissible with respect to \( T \), let \( \text{IPRD}_T(w) \) be the injective partial row-decreasing filling of \( [\lambda] \) such that, for \( 1 \leq i \leq n \), if \( w(i) = T(a, b) \), then the cell \((a, b)\) of \([\lambda]\) is labeled with \( w(i) \).

Note that the data of an admissible \( w \) with respect to \( T \) is equivalent to the data of the corresponding IPRD. See Figure 5 for an example of this correspondence. Combining this with Theorem 3.21, we have the following corollary.

**Corollary 3.23.** The nonempty cells in the affine paving of Theorem 3.21 are in bijection with injective partial row-decreasing fillings of \( [\lambda] \).

**Remark 3.24.** Recall that in the case where \( \lambda = (1^k) \) and \( s = k \), the ring \( R_{n, \lambda, s} \) specializes to the Haglund–Rhoades–Shimozono ring, \( R_{n,(1^k),k} \cong R_{n,k} \). This ring has a \( \mathbb{Z} \)-basis indexed by ordered set partitions, which are partitions of the set \([n]\) into a \( k \)-tuple of nonempty blocks \((B_1, \ldots, B_k)\). Part of the motivation
that led us to define the variety $Y_{n,\lambda,s}$ was the following bijection between cells of $Y_{n,(1^k),k}$ and ordered set partitions. Fix a Schubert compatible $T$. Map $w$ to the ordered set partition $(B_1, \ldots, B_k)$ where block $B_i$ is defined to be the set of labels in the $i$-th row of $\text{IPRD}_T(w)$. It can be checked that this map is indeed a bijection. Hence, the total rank of $H^*(Y_{n,(1^k),k})$ is equal to the total rank of $R_{n,k}$.

For example, let $n = 6$ and $k = 3$, and let $T$ be the Schubert-compatible filling of $\Lambda(6,(1^3),3)$ according to reading order, so

$$T = \begin{array}{cccc}
10 & 7 & 4 & 1 \\
11 & 8 & 5 & 2 \\
12 & 9 & 6 & 3
\end{array}.$$ 

Then the image of $w = 253618$ under this correspondence is

$$w = 253618 \leftrightarrow \text{IPRD}_T(w) = \begin{array}{ccc}
6 & 2 & 1 \\
4 & 3 & 5
\end{array} \leftrightarrow \{\{5\}, \{1,2,6\}, \{3,4\} \}.$$ 

Recall our convention that $R_{n,\lambda,s}$ is generated in degree 2 by the $x_i$ variables. We have the following identification of the Hilbert–Poincaré series of the cohomology ring of $Y_{n,\lambda,s}$ with that of $R_{n,\lambda,s}$.

**Theorem 3.25.** The cohomology ring $H^*(Y_{n,\lambda,s},T)$ is a graded free $\mathbb{Z}$-module concentrated in even degrees, and

$$\text{Hilb}(H^*(Y_{n,\lambda,s},T); q) = \text{Hilb}(R_{n,\lambda,s}; q) .$$

**Proof.** By Theorem 3.21, $Y_{n,\lambda,s,T}$ has a paving by affines where each cell is a copy of complex affine space. By Lemma 2.1, all of the odd cohomology groups vanish, and $H^{2m}(Y_{n,\lambda,s,T})$ is a free $\mathbb{Z}$-module of rank equal to the number of cells of complex dimension $m$ in the paving.

We now prove (3.50) holds by induction on $n$. In the base case when $n = 0$, then $\lambda = \emptyset$, $k = 0$, and $T$ is the empty filling. In this case, $Y_{0,\emptyset,s,T}$ is a single point by Remark 3.3 and $I_{0,\emptyset,s} = \emptyset$. Hence, $H^*(Y_{0,\emptyset,s,T})$ and $R_{0,\emptyset,s}$ are both $\mathbb{Z}$, the trivial $\mathbb{Z}$-algebra, and thus have the same Hilbert–Poincaré series.

Now suppose $n \geq 1$. By Lemma 2.7,

$$\text{Hilb}(R_{n,\lambda,s}; q) = \sum_{i = 1}^{\ell(\lambda)} q^{2(i-1)}\text{Hilb}(R_{n-1,\lambda(i),s}; q) + \sum_{i = \ell(\lambda)+1}^{s} q^{2(i-1)}\text{Hilb}(R_{n-1,\lambda,s}; q).$$

We need to show that $\text{Hilb}(H^*(Y_{n,\lambda,s},T); q)$ satisfies the same recursion.

By Lemma 2.1, whenever $T$ is a $(n,\lambda,s)$-Schubert compatible filling, the $q^{2m}$ coefficient of $\text{Hilb}(H^*(Y_{n,\lambda,s},T); q)$ is the number of admissible $w$ such that the cell $C_w \cap Y_T$ has complex dimension $m$. Hence,

$$\text{Hilb}(H^*(Y_{n,\lambda,s},T); q) = \sum_{w} q^{2\dim(C_w \cap Y_T)},$$

where the sum is over all admissible $w$.

Given a fixed $i$ with $1 \leq i \leq s$, one can easily see that the map $f_T^{(i)}$ gives a bijection between injective maps $w$ with $w(1) = T(i,\Lambda_i)$ that are admissible with respect to $T$ and injective maps that are admissible with respect to $T^{(i)}$. Hence, by Lemma 3.18 we have

$$\text{Hilb}(H^*(Y_{n,\lambda,s},T); q) = \sum_{w} q^{2\dim(C_w \cap Y_T)}$$

$$= \sum_{i = 1}^{s} \sum_{w: w(1) = T(i,\Lambda_i)} q^{2\dim(C_w \cap Y_T)}$$

$$= \sum_{i = 1}^{s} \sum_{w: w(1) = T(i,\Lambda_i)} q^{2(i-1)+2\dim(C_{T^{(i)}}(w) \cap Y_T^{(i)})}$$

$$= \sum_{i = 1}^{s} q^{2(i-1)}\text{Hilb}(H^*(Y_{T^{(i)}}(T); q)).$$
Finally, we can split \((3.56)\) into
\[
\ell(\lambda) \sum_{i=1}^{\ell(\lambda)} q^{2(i-1)} \text{Hilb}(H^*(Y_{n-1,\lambda^{(i)},s});q) + \sum_{i=\ell(\lambda)+1}^{s} q^{2(i-1)} \text{Hilb}(H^*(Y_{n-1,\lambda,s};q)).
\]
This is the desired recursion, so the proof is complete.

\[\square\]

**Remark 3.26.** A detailed analysis of the recursion in Lemma 3.18 can be used to compute the dimension of $C_w \cap T'_w$ in terms of an inversion statistic depending on $T$ on the partial filling corresponding to $w$, when $w$ is admissible. Since we do not need this fact, we omit the proof. Below, we give a formula for the dimension of $Y_{n,\lambda,s}$ as a corollary of Theorem 3.25.

**Corollary 3.27.** The dimension of $Y_{n,\lambda,s}$ is $n(\lambda) + (s-1)(n-k)$.

**Proof.** The dimension of $Y_{n,\lambda,s}$ is equal to the dimension of a maximal dimensional cell in an affine paving of $Y_{n,\lambda,s}$, which is half the degree of the Hilbert series $\text{Hilb}(H^*(Y_{n,\lambda,s});q)$. By Theorem 3.25, this is exactly half the degree of $\text{Hilb}(R_{n,\lambda,s};q)$, which is known to be $n(\lambda) + (s-1)(n-k)$; see [15, 35]. (Recall again our convention that $R_{n,\lambda,s}$ is generated in degree 2). \[\square\]

4. The iterated projective bundle $Y_{n,0,s}$

In this section, we analyze the variety $Y_{n,\lambda,s}$ in the case when $\lambda$ is the empty partition $\emptyset$. We prove that this space is an iterated projective bundle in Lemma 4.1. We then prove that $Y_{n,0,s}$ has the same cohomology ring as $(\mathbb{P}^{s-1})^n$ in Lemma 4.2. Furthermore, we show that there is a closed embedding of $Y_{n,\lambda,s}$ in $Y_{n,0,s}$ that induces a surjective map on cohomology, giving some of our desired relations for $H^*(Y_{n,\lambda,s})$.

For all $i \leq n$, let $V_i$ be the tautological rank $i$ vector bundle on $\text{Fl}_{1\{n\}}(\mathbb{C}^n)$ for $i \leq n$. We abuse notation and also denote by $V_i$ the restriction of $V_i$ to the subvariety $Y_{n,0,s}$.

**Lemma 4.1.** Let $T$ be a $(n,0,s)$-Schubert-compatible filling such that the labels in the first column are $n(s-1) + 1, \ldots, ns$ in some order, and let $T'$ be the result of deleting the first column of $T$. Then the map
\[
Y_{n,0,s,T} \to Y_{n-1,0,s,T'},
\]
given by forgetting the last subspace in the partial flag is a $\mathbb{P}^{s-1}$-bundle map.

**Proof.** Given any $V_\bullet \in Y_{n,0,s,T}$, then $N_T^{n-k-1}V_{n-1} = 0$, so by our assumption on $T$ we have
\[
V_{n-1} \subseteq \ker(N_T^{n-1}) = F_{n(s-1)}.
\]
Furthermore, by our assumption on $T$, the nilpotent transformation $N_T$ is the restriction of $N_T$ to $F_{n(s-1)} \subseteq \mathbb{C}^{ns}$. Therefore, $(V_1, \ldots, V_{n-1}) \in Y_{n-1,0,s,T'}$, so the map (4.1) is well defined.

Given a subspace $V \subseteq \mathbb{C}^{ns}$, let $N_T^{-1}(V)$ be the preimage of $V$ under the map $N_T : \mathbb{C}^{ns} \to \mathbb{C}^{ns}$. Observe that given $(V_1, \ldots, V_{n-1}) \in Y_{n-1,0,s,T'}$, an extension of this partial flag to $(V_1, \ldots, V_{n-1}, W) \in \text{Fl}_{1\{n\}}(\mathbb{C}^K)$ is in $Y_{n,0,s}$ if and only if $W \subseteq N_T^{-1}(V_{n-1})$. We claim that for any subspace $V \subseteq F_{n(s-1)}$ of dimension $n-1$,
\[
\dim_C(N_T^{-1}(V)) = s + n - 1.
\]
Indeed, define a linear map
\[
\varphi = N_T|_{N_T^{-1}(V)} : N_T^{-1}(V) \to V,
\]
which is the restriction of $N_T$. It is clear that this map is surjective, so (4.3) follows by rank-nullity and the fact that $\dim(\ker(N_T)) = s$.

Let $N_T^{-1}V_{n-1}$ be the rank $s + n - 1$ vector bundle on $Y_{n-1,0,s,T'}$ whose fiber over $V_\bullet$ is $N_T^{-1}(V_{n-1})$, and let $\tilde{V}_{n-1}$ be the rank $n - 1$ tautological vector bundle on $Y_{n-1,0,s,T'}$. We have an isomorphism
\[
Y_{n,0,s,T} \cong \mathbb{P}(N_T^{-1}V_{n-1}/\tilde{V}_{n-1})
\]
defined by sending $V_\bullet$ to the line $V_\bullet/\tilde{V}_{n-1}$ over the point $(V_1, \ldots, V_{n-1})$ of $Y_{n-1,0,s,T'}$. Hence, $Y_{n,0,s,T}$ is a $\mathbb{P}^{s-1}$-bundle over $Y_{n-1,0,s,T'}$ via the forgetting map (4.1). \[\square\]
We note that the variety $Y_{n,\theta,s}$ is a special case of a Steinberg variety, as defined in [3,34]. Its cohomology ring is known [3] to be isomorphic to the ring of $(S_1 \times \cdots \times S_1 \times S_{n(1)}$)-invariants of the cohomology ring of the Springer fiber $H^*(B^T)$. It is not hard to prove the next lemma using this fact, but we instead give a self-contained proof for the sake of completeness.

**Lemma 4.2.** There is an isomorphism

\[
H^*(Y_{n,\theta,s}) \cong \frac{\mathbb{Z}[x_1, \ldots, x_n]}{(x_1^s, \ldots, x_n^s)}
\]

that identifies $x_i$ with $-c_1(V_i/V_{i-1})$.

**Proof.** We may assume, without loss of generality, that the hypotheses in Lemma 4.1 continue to hold. We proceed by induction on $n$. In the case $n = 1$, the lemma holds since $Y_{1,\theta,s,T} = \mathbb{P}^{s-1}$. Suppose by way of induction that

\[
H^*(Y_{n-1,\theta,s,T}) \cong \frac{\mathbb{Z}[x_1, \ldots, x_{n-1}]}{(x_1^s, \ldots, x_{n-1}^s)}.
\]

Let us denote by $E$ the line bundle $N^{-1}V_{n-1}/\tilde{V}_{n-1}$. By (4.5), we have an isomorphism

\[
Y_{n,\theta,s,T} \cong \mathbb{P}(E),
\]

so that $\tilde{V}_n/\tilde{V}_{n-1} \cong \mathcal{O}_E(1)$. Hence, by Grothendieck’s construction of Chern classes, we have

\[
H^*(Y_{n,\theta,s,T}) \cong \frac{H^*(Y_{n-1,\theta,s,T})[x_n]}{(x_1^s + c_1(E)x_{n-1}^s + \cdots + c_s(E))}.
\]

It suffices to prove $c(E) = 1$. Indeed, observe that if $V_* \in Y_{n-1,\theta,s,T}$, then $V_{n-1} \subseteq F_{n(1)} = \text{im}(N_T)$. Let $\mathbb{C}^{ns}$ and $\text{im}(N_T)$ be the corresponding trivial vector bundles on $Y_{n-1,\theta,s,T}$. Consider the following short exact sequence of vector bundles,

\[
0 \to E \to \mathbb{C}^{ns}/\tilde{V}_{n-1} \to \text{im}(N_T)/\tilde{V}_{n-1} \to 0,
\]

where the second map is the composition $E \hookrightarrow \mathbb{C}^{ns} \twoheadrightarrow \mathbb{C}^{ns}/\tilde{V}_{n-1}$ and the third map is induced by $N_T$. Then we have the following identity of Chern classes,

\[
c(E) = \frac{c(\mathbb{C}^{ns}/\tilde{V}_{n-1})}{c(\text{im}(N_T)/\tilde{V}_{n-1})} = c(\mathbb{C}^{ns}/\text{im}(N_T)) = 1,
\]

since $\mathbb{C}^{ns}/\text{im}(N_T)$ is a trivial bundle, which completes the proof. \hfill $\square$

**Example 4.3** (Hirzebruch surface). Consider $Y_{2,\theta,2,T}$ where $T$ is the Schubert-compatible filling of $\Lambda(2,\emptyset,2) = (2,2)$ according to reading order, so $\ker(N_T) = \langle f_1, f_2 \rangle$. We have

\[
Y_{2,\theta,2} = \{V_* \in \text{Fl}_{1(1,1)}(\mathbb{C}^4) : V_1 \subset \ker(N_T), \; N_T V_2 \subset V_1\}.
\]

The same variety appears in work of Cautis and Kamnitzer [6] and of Russell [36] on connections between Springer fibers and knot homology.

By Lemma 4.1 forgetting $V_2$ realizes $Y_{2,\theta,2}$ as a $\mathbb{P}^1$-bundle over $Y_{1,\theta,2} = \mathbb{P}(\ker(N_T)) = \mathbb{P}^1$ isomorphic to $\mathbb{P}(E) = \mathbb{P}(N_{T^{-1}} V_1/\tilde{V}_1)$, the projectivization of a 2-dimensional vector bundle. In fact,

\[
Y_{2,\theta,2} \cong \mathbb{P}(\mathcal{O}(1) \oplus \mathcal{O}(-1)),
\]

the second Hirzebruch surface. In particular, $Y_{2,\theta,2}$ is not isomorphic as an algebraic variety to $\mathbb{P}^1 \times \mathbb{P}^1$, although $\mathbb{P}^1 \times \mathbb{P}^1$ has an isomorphic cohomology ring.

To see (4.13), observe that there is an isomorphism

\[
E = N_{T^{-1}} V_1/\tilde{V}_1 \to (\ker(N_T)/\tilde{V}_1) \oplus \tilde{V}_1,
\]

induced by the linear map on vector spaces sending the coset $\overline{v} = v + V_1 \in N_{T^{-1}} V_1/V_1$ to the pair $(N_T N_{T^{-1}} v, N_T v)$. We leave it to the reader to check that this map is a well-defined isomorphism of complex vector bundles. The proof of (4.13) is completed by observing that we have isomorphisms $\ker(N_T)/\tilde{V}_1 \cong \mathcal{O}(1)$ and $\tilde{V}_1 \cong \mathcal{O}(-1)$ of vector bundles over $\mathbb{P}^1 = \mathbb{P}(\ker(N_T))$. 
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We will see in Remark 5.12 that this Hirzebruch surface can also be identified as one of the components of the Springer fiber for the partition (2, 2).

Next we show that there is an embedding \( Y_{n,\lambda,s} \to Y_{n,\emptyset,s} \) for any partition \( \lambda \), and the induced map on cohomology is a surjection.

**Lemma 4.4.** Let \( T \) be a \((n, \lambda, s)\)-Schubert-compatible filling of \( \Lambda(n, \lambda, s) \), and let \( T' \) be a \((n, \emptyset, s)\)-Schubert-compatible filling of \( \Lambda(n, \emptyset, s) = (n^s) \) such that every entry of the \( i \)-th row of \( T \) is in the \( i \)-th row of \( T' \). The linear map \( \iota : \mathbb{C}^K \to \mathbb{C}^{n_s} \) defined as the inclusion of the first \( K \) coordinates in \( \mathbb{C}^{n_s} \) induces a commutative diagram

\[
\begin{array}{ccc}
Y_{n,\lambda,s,T} & \xrightarrow{\iota} & Y_{n,\emptyset,s,T'} \\
\downarrow & & \downarrow \\
\text{Fl}(1^\emptyset)(\mathbb{C}^K) & \xrightarrow{\iota} & \text{Fl}(1^\emptyset)(\mathbb{C}^{n_s}),
\end{array}
\]

where each inclusion is a closed embedding.

**Proof.** Since the entries of \( T \) in row \( i \) are right justified in row \( i \) of \( T' \) for all \( i \), we have \( \iota \circ N_T = N_{T'} \circ \iota \). Furthermore, the containment \((N_{T'})^n \mathbb{C}^{n_s} \subseteq \iota(V_n)\) is trivial since \((N_{T'})^n = 0\). Hence, the injection \( Y_{n,\lambda,s,T} \hookrightarrow Y_{n,\emptyset,s,T'} \) induced by \( \iota \) is well defined. The commutativity of the diagram is immediate. \( \square \)

**Lemma 4.5.** With the same hypotheses as Lemma 4.4, the open subspace \( Y_{n,\emptyset,s,T'} \setminus \iota(Y_{n,\lambda,s,T}) \) has an affine paving.

**Proof.** By Theorem 3.21, the intersections \( C_w \cap Y_{n,\lambda,s,T} \) for \( w \) admissible with respect to \( T \) are the cells of an affine paving of \( Y_{n,\lambda,s,T} \), and the intersections \( C_v \cap Y_{n,\emptyset,s,T'} \) for \( v \) admissible with respect to \( T' \) are the cells of an affine paving of \( Y_{n,\emptyset,s,T'} \).

Given such a cell \( C_w \cap Y_{n,\lambda,s,T} \), where \( w \) is admissible with respect to \( T \), define \( w' : [n] \to [ns] \) by extending the codomain of \( w \) to \([ns]\). Then \( w' \) is admissible with respect to \( T' \), and it can be checked that \( \iota(C_w \cap Y_{n,\lambda,s,T}) = C_{w'} \cap Y_{n,\emptyset,s,T'} \). Therefore, \( Y_{n,\emptyset,s,T'} \setminus \iota(Y_{n,\lambda,s,T}) \) has an affine paving given by removing the cells \( C_{w'} \cap Y_{n,\emptyset,s,T'} \) coming from \( Y_{n,\lambda,s,T} \). These are the \( w' \) with \([k] \subseteq \text{im}(w') \subseteq [K] \). \( \square \)

**Theorem 4.6.** With the same hypotheses as Lemma 4.4, the closed embedding \( \iota \) induces a surjection

\[
\mathbb{Z}[x_1, \ldots, x_n] \cong H^*(Y_{n,\emptyset,s,T}) \twoheadrightarrow H^*(Y_{n,\lambda,s,T'}).
\]

**Proof.** This follows immediately by Lemma 2.2, Theorem 3.21 and Lemma 4.5. \( \square \)

We end this section by remarking on the structure of \( Y_{n,\emptyset,s} \) as a real manifold. In particular, Lemma 4.2 can also be shown by topological means.

**Proposition 4.7.** There is a diffeomorphism \( Y_{n,\emptyset,s} \cong (\mathbb{P}^{s-1})^n \) as real manifolds. In particular, \( H^*(Y_{n,\emptyset,s}) \cong H^*((\mathbb{P}^{s-1})^n) \).

**Proof.** The argument is essentially identical to [6] Theorem 2.1] (which in our notation covers the case \( s = 2 \)). Since we do not need the precise statement, we omit the details. \( \square \)

We note however that despite Proposition 4.7 \( (\mathbb{P}^{s-1})^n \) and the iterated projective bundle \( Y_{n,\emptyset,s} \) are not in general isomorphic as varieties or complex manifolds.

**Remark 4.8.** As stated in the introduction, a special case of our results states that \( Y_{n,(1^k),k} \) has the same cohomology ring as the Pawlowski–Rhoades spanning line arrangement space \( X_{n,k} \). The latter [32] is an open subvariety of \((\mathbb{P}^{k-1})^n\), while the \( \Delta \)-Springer variety \( Y_{n,(1^k),k} \) is a closed subvariety of \( Y_{n,\emptyset,k} \).

In fact, \( X_{n,k} \) and \( Y_{n,(1^k),k} \) are further related by the fact that they have affine pavings satisfying the same recursion. In the case of spanning line arrangements, the recursion involves intermediary spaces \( X_{n,k,r} \) for \( 0 \leq r \leq k \), where the \( r = 0 \) case is the product of projective spaces and the \( r = k \) case is \( X_{n,k} \). In the case of \( \Delta \)-Springer varieties, the corresponding intermediary spaces are \( Y_{n,(1^r),k} \) by Lemma 3.18 and the \( r = 0 \) case is \( Y_{n,\emptyset,k} \). Furthermore, combining Theorem 1.1 and [22] Theorem 8.4 gives isomorphisms

\[
H^*(X_{n,k,r}) \cong H^*(Y_{n,(1^r),k}).
\]
5. Spaltenstein varieties and the cohomology of $Y_{n,\lambda,s}$

In this section, we prove that there is a cellular surjective map from a Spaltenstein variety to $Y_{n,\lambda,s}$. We use this fact together with work of Brundan and Ostrik on the cohomology ring of a Spaltenstein variety to prove that the cohomology ring of $Y_{n,\lambda,s}$ is isomorphic to $R_{n,\lambda,s}$, stated as Theorem 5.11.

Let us outline our strategy. First, by Theorem 4.6 we know that $H^*(Y_{n,\lambda,s})$ is a quotient of the ring

$\mathbb{Z}[x_1, \ldots, x_n]/\langle x_1^2, \ldots, x_n^2 \rangle$ (5.1)

Next, by Theorem 3.25 the rings $R_{n,\lambda,s}$ and $H^*(Y_{n,\lambda,s})$ are free $\mathbb{Z}$-modules with the same Hilbert series. Since the defining ideal of $R_{n,\lambda,s}$ is $I_{n,\lambda,s} = I_{n,\lambda} + (x_1^2, \ldots, x_n^2)$, it suffices to prove that for each generator $e_d(S)$ of $I_{n,\lambda}$ where $S \subseteq \{x_1, \ldots, x_n\}$, the same polynomial in the first Chern classes $x_i = -c_1(V_i/V_{i-1})$ vanishes in $H^*(Y_{n,\lambda,s})$. To do this, we exhibit an injection from $H^*(Y_{n,\lambda,s})$ into the cohomology of a Spaltenstein variety, and we prove that the $e_d(S)$ polynomials in the first Chern classes vanish in the cohomology ring of the Spaltenstein variety using results of Brundan and Ostrik.

Let us recall the definition of a Spaltenstein variety. Given an $m \times m$ nilpotent matrix $N_o$ of Jordan type $\nu \vdash m$ and a composition $\mu \vdash m$ of length $\ell$, the Spaltenstein variety is

$\mathcal{B}_{\mu}^\nu := \{ V_\bullet \in \text{Fl}_{\mu_1, \mu_2, \ldots, \mu_\ell}(\mathbb{C}^m) | N_o V_i \subseteq \mathcal{V}_{i-1} \text{ for } i \leq \ell \}$ (5.2)

Let $X_j = \{x_{\mu_1+\cdots+\mu_{j-1}+1}, \ldots, x_{\mu_1+\cdots+\mu_j}\}$. Given $1 \leq i_1 < \cdots < i_p \leq \ell$, let

$e_d(X; i_1, \ldots, i_p) := e_d(X_{i_1} \cup X_{i_2} \cup \cdots \cup X_{i_p})$. (5.3)

Furthermore, let $I_{\mu}^\nu$ be the following ideal of $\mathbb{Z}[x_1, \ldots, x_m]$.

$I_{\mu}^\nu := \langle e_d(X; i_1, \ldots, i_p) | 1 \leq i_1 < \cdots < i_p \leq \ell \text{ and } d > \mu_{i_1} + \cdots + \mu_{i_p} - \nu_{\ell-p+1} - \cdots - \nu_m \rangle$. (5.4)

Brundan and Ostrik [5] proved the following isomorphism of graded rings,

$H^*(\mathcal{B}_{\mu}^\nu) \cong \mathbb{Z}[x_1, \ldots, x_m]^{S_\mu}/I_{\mu}^\nu$ (5.5)

where $x_i$ on the right-hand side is identified with $-c_1(V_i/V_{i-1})$. Let us take the special case where $m = K$, $\nu = \Lambda$, and $\mu = (1^n, s-1, s-1, \ldots, s-1)$, where $s-1$ is repeated $n-k$ many times, so that $\ell = 2n - k$. Observe that $\Lambda'_{n-k+i} = \Lambda'_i$ for $i \geq 0$. Further observe that for each $j \leq n$, then $X_j = \{x_j\}$. Setting $S = \{i_1, \ldots, i_p\}$ for $1 < i_1 < \cdots < i_p \leq n$, then $e_d(S) \in I_{\mu}^\nu$ for

$d > p - \Lambda'_{(2n-k)-p+1} - \cdots - \Lambda'_K$, (5.6)

or equivalently

$d > p - \Lambda'_{n-p+1} - \cdots - \Lambda'_n$. (5.7)

The next lemma follows immediately from these observations.

**Lemma 5.1.** Recall the ideal $I_{n,\lambda} \subseteq \mathbb{Z}[x_1, \ldots, x_n]$ defined in Definition 2.4. With $\mu$ as above, we have the containment of sets $I_{n,\lambda} \subseteq I_{\mu}^\Lambda$.

**Remark 5.2.** It will follow from Lemma 5.10 below that in fact we have the stronger containment $I_{n,\lambda,s} \subseteq I_{\mu}^\Lambda$. This is not immediate from Brundan and Ostrik’s presentation of $H^*(\mathcal{B}_{\mu}^\Lambda)$ but could likely be shown with an algebraic calculation using symmetric polynomial identities.

Observe that there is a map

$\pi : \mathcal{B}_{\mu}^\Lambda \to Y_{n,\lambda,s}$

given by projecting onto the first $n$ parts of the partial flag. Indeed, if $V_\bullet \in \mathcal{B}_{\mu}^\Lambda$, then $V_{2n-k} = \mathbb{C}^K$ by definition. Since $N_\Lambda V_i \subseteq V_{i-1}$ for all $i$, then $\text{im}(N_\Lambda^{n-k}) = N_\Lambda^{n-k}V_{2n-k} \subseteq V_n$, so $\pi(V_\bullet) \in Y_{n,\lambda,s}$. In order to show that the map $\pi$ is a surjective cellular map, we need the following two lemmata, the second of which is a strengthening of Lemma 3.16 that only holds for a subclass of Schubert-compatible fillings.
Lemma 5.3. Let $T$ be a Schubert-compatible filling. If $j > 1$, then
\[ (5.9) \quad N_T^j(F_{T(i,j)} \setminus F_{T(i,j)-1}) \subseteq F_{T(i,j-1)} \setminus F_{T(i,j)-1}. \]

Sketch. The proof is an application of (S6), similar to the proof of Lemma 3.7.

Definition 5.4. Given a Schubert-compatible filling $T$, we say that it is strongly Schubert compatible if for all $(i, j) \in [A]$, the label $T(i, j)$ is greater than all labels in column $j + 1$.

Note that this is a strengthening of property (S4) of Schubert compatibility.

Definition 5.5. Let $T$ be a strongly Schubert-compatible filling, $w$ admissible with respect to $T$, and $V_w \in Y_{n, \lambda, s, T} \cap C_w$. For each $p \leq n$, let $v_p$ be the vector in $V_p \setminus V_{p-1}$ with leading term $f_{w(p)}$, as in (2.3).

We define a linear map $U = U(V_w) : \mathbb{C}^K \to \mathbb{C}^K$ by setting
\[ (5.10) \quad U f_{w(p)} = v_p \quad \text{for all } 1 \leq p \leq n, \]
\[ (5.11) \quad U f_{T(i,j)} = f_{T(i,j)} \quad \text{if IPRD}_T(w) \text{ is empty in row } i, \]
\[ (5.12) \quad U f_{T(i,j)} = N_T^j U f_{T(i,j+1)} \quad \text{recursively for all other cells } (i, j) \text{ of } [A]. \]

Note that (5.12) does not cause $U$ to be not well defined because the filled cells in IPRD$_T(w)$ are right justified.

Given an injective map $w : [n] \to [K]$, recall that $F^{(w)}_w$ is the partial flag $F^{(w)}_1 \subseteq \cdots \subseteq F^{(w)}_n$ where $F^{(w)}_j = \text{span}\{f_{w(1)}, \ldots, f_{w(j)}\}$.

Lemma 5.6. The map $U = U(V_w)$ defined above is unipotent, is upper triangular, and satisfies
\[ (5.13) \quad U F^{(w)}_p = V_p \text{ for all } 1 \leq p \leq n, \text{ and} \]
\[ (5.14) \quad (U N_T - N_T U)x \in V_n \text{ for all } x \in \mathbb{C}^K. \]

Proof. Identity (5.13) is immediate from (5.10) and our choice of $v_p$. We check the remaining conditions as in the proof of Lemma 3.16, examining each value $U f_p$ separately. The reasoning for unipotency and upper triangularity is identical and omitted, and we focus on identity (5.14).

It suffices to verify (5.14) for $x = f_{T(i,j)}$. We consider the three cases in the definition of $U$. In the first case $x = f_{w(p)}$, by (5.10) we have
\[ (5.15) \quad (U N_T - N_T U)f_{w(p)} = U N_T f_{w(p)} - N_T v_p. \]
The first term, $U N_T f_{w(p)}$, is either 0 or $v_q$ for some $1 \leq q < p$, since the filled cells of IPRD$_T(w)$ form a rightwards-closed subset of $[A]$. The second term is $N_T v_p \in V_{p-1}$. Therefore, (5.14) holds for this case. It also trivially holds in the second case (5.11).

Finally, if $i$ and $j$ are such that IPRD$_T(w)$ is nonempty in row $i$, then $U f_{T(i,j)}$ is defined by (5.12). A similar argument as in the proof of Lemma 3.16 gives
\[ (5.16) \quad (U N_T - N_T U)f_{T(i,j)} = (I - N_T N_T^j) U f_{T(i,j+1)}. \]

Here again we have $U f_{T(i,j+1)} \in \text{im}(N_T)$, so this is zero, not just an element of $V_n$. This is because $T$ is strongly Schubert compatible, so upper-triangularity implies that all terms of $U f_{T(i,j+1)}$ are in column $j + 1$ or further to the right (compare to Equation (3.24)).

Lemma 5.7. Fix a strongly Schubert-compatible filling $T$ and an injective map $w : [n] \to [K]$ that is admissible with respect to $T$. Then we have an isomorphism
\[ (5.17) \quad \Sigma : \pi^{-1}(C_w \cap Y_{n, \lambda, s, T}) \to (C_w \cap Y_{n, \lambda, s, T}) \times B^N_{(s-1)n-k}, \]
where $(s - 1)^n = (s - 1, \ldots, s - 1)$ with $n - k$ parts and $\overline{X}$ is the partition obtained by first deleting cells labeled $w(1), \ldots, w(n)$ from $T$, then recording the row sizes of the remaining cells in weakly decreasing order.

Furthermore, on $\pi^{-1}(C_w \cap Y_{n, \lambda, s, T})$, we have the equality of maps $\pi = \pi_1 \circ \Sigma$, where
\[ (5.18) \quad \pi_1 : (C_w \cap Y_{n, \lambda, s, T}) \times B^N_{(s-1)n-k} \to C_w \cap Y_{n, \lambda, s, T} \]
is the projection onto the first factor.
Proof. Since $N_T F_n^w \subseteq F_{n-1}^w \subseteq F_n^w$, $N_T$ induces a well-defined nilpotent endomorphism on the quotient space $C^K / F_n^w$. Denote this induced endomorphism by $N_T'$. Note that $N_T'$ has Jordan type $\overline{\lambda}$.

We take our specific instance of the Spaltenstein variety $B_{(n-1)^{n-k}}^n$ the space of partial flags $(W_1 \subseteq \cdots \subseteq W_{n-k}) \in \text{Fl}_{(n-1)^{n-k}}((C^K / F_n^w)$ satisfying the condition $N_T' W_j \subseteq W_{j-1}$ for $j \leq n - k$.

We now define

$$\Sigma : \pi^{-1}(C_w \cap Y_T) \to (C_w \cap Y_T) \times B_{(n-1)^{n-k}}^n. \tag{5.19}$$

Let $V_\bullet = (V_1 \subseteq \cdots \subseteq V_n \subseteq V_{n+1} \subseteq \cdots \subseteq V_{2n-k}) \in \pi^{-1}(C_w \cap Y_T)$. By Lemma 5.6, there is a unipotent upper triangular matrix $U = U(\pi(V_\bullet))$, whose entries are regular functions on $C_w \cap Y_T$, such that

$$U F_p^w = V_p \text{ for all } 1 \leq p \leq n, \text{ and} \tag{5.20}$$

$$(UN_T - NT U)x \in V_n \text{ for all } x \in C^K \tag{5.21}$$

Define $\Sigma(V_\bullet)$ by

$$\Sigma(V_\bullet) = \left((V_1 \subseteq \cdots \subseteq V_n), (W_1 \subseteq \cdots \subseteq W_{n-k})\right), \tag{5.22}$$

where $W_j := U^{-1} V_{n+j} / F_n^w$ for all $j$. Since $U$ is unipotent, the entries of $U^{-1}$ are also given by regular functions, so $\Sigma$ is regular.

We need to show that $W_\bullet = (W_1 \subseteq \cdots \subseteq W_{n-k}) \in B_{(n-1)^{n-k}}^n$. Since we have $\dim(V_{n+j}) = n + (s - 1)j$ and $U^{-1} V_{n+j} \supseteq U^{-1} V_n = F_n^w$, it follows that $\dim(W_j) = (s - 1)j$ and so

$$W_\bullet \in \text{Fl}_{(n-1)^{n-k}}((C^K / F_n^w). \tag{5.23}$$

It remains to show $N_T' W_j \subseteq W_{j-1}$ for all $1 \leq j \leq n - k$. We first decompose $N_T$ as the sum

$$N_T = U^{-1} N_T U + U^{-1} (UN_T - NT U). \tag{5.24}$$

By the definition of $B_{\mu}^n$, $N_T(V_{n+j}) \subseteq V_{n+j-1}$, so

$$U^{-1} N_T U(U^{-1} V_{n+j}) \subseteq U^{-1} N_T U(U^{-1} V_{n+j-1}) \tag{5.25}$$

On the other hand, by (5.21), the second term has image contained in $U^{-1} V_n \subseteq U^{-1} V_{n+j-1}$. Combining, we see $N_T(U^{-1} V_{n+j}) \subseteq U^{-1} V_{n+j-1}$. This descends to the desired containment $N_T' W_j \subseteq W_{j-1}$.

To show $\Sigma$ is an isomorphism, we similarly define

$$\Pi : (C_w \cap Y_T) \times B_{(n-1)^{n-k}}^n \to \pi^{-1}(C_w \cap Y_T) \tag{5.26}$$

by

$$\Pi(V_\bullet, W_\bullet) = \left(V_1' \subseteq \cdots \subseteq V_n' \subseteq U(W_1' + F_n^w) \subseteq \cdots \subseteq U(W_{n-k}' + F_n^w)\right), \tag{5.27}$$

where $U$ is obtained from $V_\bullet$ according to Lemma 5.6. A similar calculation to the one above verifies that the image of $\Pi$ is contained in $\pi^{-1}(C_w \cap Y_T)$. Furthermore, $\Pi$ is regular since the map by which we obtain $U$ from $V_\bullet$ is regular. It can be checked that $\Pi$ and $\Sigma$ are mutual inverses, so $\Sigma$ is an isomorphism.

The last statement of the lemma follows trivially from the definition of $\Sigma$. \hfill $\Box$

Lemma 5.8. The map $\pi$ is surjective.

Proof. Let $T, w, \lambda$, and $\overline{\lambda}$ be as in Lemma 5.7. By (5.17), it suffices to show that $B_{(n-1)^{n-k}}^\overline{\lambda} \neq \emptyset$. Indeed, Spaltenstein [40] proved that for any partitions $\nu, \mu$ of the same size, $B_{\mu}^\nu$ is nonempty if and only if $\mu \leq \nu'$, where $\leq$ is the dominance order on partitions defined by declaring that $\mu \leq \nu'$ if $\mu_1 + \cdots + \mu_i \leq \nu_1' + \cdots + \nu_i'$ for all $i$. It is a standard result that conjugation of partitions reverses dominance order, so $\mu \leq \nu'$ if and only if $\mu' \geq \nu$. In the present setting, we have $\mu = (s - 1)^{n-k}$ and $\nu = \overline{\lambda}$. Since $\overline{\lambda}_i \leq n - k$ for all $i$, we immediately have $\mu' = (n - k)^{s-1} \geq \overline{\lambda}$. Thus, $B_{(n-1)^{n-k}}^\overline{\lambda} \neq \emptyset$, and $\pi$ is surjective. \hfill $\Box$

Example 5.9. Let $n, \lambda, s, \text{ and } T$ be as in Example 3.14 and $w = 274813$. Note that $T$ is strongly Schubert-compatible. In this case, $\overline{\lambda} = (2, 2, 1, 1)$ and $(s - 1)^{n-k} = (3, 3)$. We can take as a basis of $C^K / F_n^w$ the vectors $f'_5, f'_6, f'_7, f'_10, f'_11, f'_2$, where $f'_i$ denotes the coset $f_i + F_n^w$. Then $B_{(n-1)^{n-k}}^\overline{\lambda}$ is the Grassmannian of 3-planes in the kernel of $N_T'$, which is spanned by $f'_5, f'_6, f'_11, f'_12$.\hfill $23$
Let our vectors \( v_1, \ldots, v_6 \), with \( v_p \in V_p \setminus V_{p-1} \), be given by the columns of the matrix
\[
\begin{bmatrix}
  a & c & d & g & 1 & 0 \\
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & ab & a & de & 0 & 1 \\
  0 & b & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & ae & 0 & 0 \\
  0 & 0 & 0 & e & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]
(5.28)

as in (3.47).

Then the matrix \( U \) is given by
\[
U = \begin{bmatrix}
  1 & a & 0 & d & 0 & 0 & c & g & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & a & 0 & d & ab & de & 0 & 0 & c & g \\
  0 & 0 & 0 & 1 & 0 & 0 & b & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & a & 0 & ae & 0 & d & ab & de \\
  0 & 0 & 0 & 0 & 0 & 1 & 0 & e & 0 & b & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & a & 0 & ae & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & e & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.
\]
(5.29)

Consider \( V'_i \in C_w \cap Y_T \), where \( V'_i \) is the span of the first \( i \) columns of (5.28), and \( W'_i \in B^{(2,2,1,1)}_{(3,3),11} \), which is determined entirely by \( W'_i \), a 3-dimensional subspace of \( f'_6, f'_5, f'_{12}, f'_{11} \). Then the partial flag \( \Pi(V'_i, W'_i) \) has \( V'_1, \ldots, V'_6 \) as its first \( n \) parts and \( UW'_i \) as its \((n+1)\)-th part.

As a specific example, if \( W'_1 = \text{span}\{f'_5, f'_6 + 2f'_{11}, f'_{12}\} \), then \( \Pi(V'_i, W'_i)_7 \) would be
\[
V'_6 + \text{span}\{f'_5, (2c + d)f'_3 + (2ab + a)f'_4 + (2b + 1)f'_6 + f'_{11}, g f'_3 + d f'_5 + a f'_6 + e f'_{10} + f'_{12}\}.
\]

Lemma 5.10. The map on cohomology induced by \( \pi \),
\[
\pi^*: H^*(Y_{n,\lambda,s}) \to H^*(B^A_{\mu}),
\]
(5.31)
is injective.

Proof. It suffices to show that \( \pi \) satisfies all of the hypotheses of the Relative Affine Paving Lemma (Lemma 2.3). Indeed, \( \pi \) is a continuous map between compact complex algebraic varieties. By Theorem 5.31, for any Schubert compatible \( T \), \( Y_{n,\lambda,s,T} \) is paved by the affine spaces \( C_w \cap Y_{n,\lambda,s,T} \) for \( w \) admissible. By Lemmas 5.8 and 5.9, \( \pi \) is a surjective map such that \( \pi^{-1}(C_w \cap Y_{n,\lambda,s,T}) \cong (C_w \cap Y_{n,\lambda,s,T}) \times B^A_{(s-1)n-k} \). We apply the Relative Affine Paving Lemma taking the \( A_{i,j} \) to be the cells \( C_w \cap Y_{n,\lambda,s,T} \) and the \( Z_{i,j} \) to be the Spaltenstein varieties \( B^A_{(s-1)n-k} \), each of which has a paving by affine spaces [5]. We showed in Lemma 5.6 that under the isomorphism above, \( \pi \) corresponds to the projection onto the first factor, so our proof is complete.

Recall that \( R_{n,\lambda,s} \) is a graded ring, where we consider \( x_i \) to be in degree 2. The following is our main theorem, which realizes \( R_{n,\lambda,s} \) as the cohomology ring of the variety \( Y_{n,\lambda,s} \).

Theorem 5.11 (Theorem 1.1). We have an isomorphism of graded rings
\[
R_{n,\lambda,s} \cong H^*(Y_{n,\lambda,s})
\]
(5.32)
given by sending \( x_i \) to \(-c_i(V_i/V_{i-1})\).

**Proof.** By Theorem 4.6, we have a surjection

\[
\mathbb{Z}[x_1, \ldots, x_n] / \langle x_1^2, \ldots, x_n^2 \rangle \to H^*(Y_{n,\lambda,s})
\]

given by sending \( x_i \) to \(-c_i(V_i/V_{i-1})\). By Lemma 5.1, the cohomology class represented by \( e_d(S) \) in \( H^*(B^\Lambda) \) for \( S \subseteq \{x_1, \ldots, x_n\} \) is zero if \( d > |S| - p^n(S)(\lambda) \). By Lemma 5.10 and naturality of Chern classes, then the cohomology class represented by \( e_d(S) \) in \( H^*(Y_{n,\lambda,s}) \) is zero as well. Hence, the map (5.33) descends to a map

\[
R_{n,\lambda,s} \to H^*(Y_{n,\lambda,s}).
\]

Since both of these rings are free \( \mathbb{Z} \)-modules and have the same Hilbert series by Theorem 3.25 then (5.34) is an isomorphism, and the proof is complete. \( \square \)

By Theorem 5.11 we may transfer the action of \( S_n \) on \( R_{n,\lambda,s} \) given by permuting the \( x_i \) variables to an action of \( S_n \) on \( H^*(Y_{n,\lambda,s}) \) by permuting the first Chern classes \(-c_1(V_i/V_{i-1})\), making the isomorphism in Theorem 5.11 an isomorphism of graded \( S_n \)-modules. It is well known that in the case \( n = k \), this action on the cohomology ring of a Springer fiber coincides with Springer’s representation tensored with the sign representation.

It is also well known that

\[
H^*(Fl(1^n)(\mathbb{C}^K)) \cong (H^*(Fl(\mathbb{C}^K)))^{S_1 \times \cdots \times S_1 \times S_{(n-k)(s-1)}}.
\]

Therefore, there is an action of \( S_n \) on \( H^*(Fl(1^n)(\mathbb{C}^K)) \) given by permuting the corresponding first Chern classes on \( Fl(1^n)(\mathbb{C}^K) \). By naturality of Chern classes, the \( S_n \)-module structure on \( H^*(Y_{n,\lambda,s}) \) is the unique one that makes the surjective map on cohomology

\[
H^*(Fl(1^n)(\mathbb{C}^K)) \to H^*(Y_{n,\lambda,s})
\]

into an \( S_n \)-equivariant map. Furthermore, the diagram (1.4) of graded \( S_n \)-modules commutes.

**Remark 5.12.** In the special case where \( s = 2 \), we have \( \mu = (1^n, 1^{n-k}) = (1^{2n-k}) \), so the Spaltenstein variety \( B^\mu \) that is the source of our map \( \pi \) is the Springer fiber for the partition \( \Lambda \). Furthermore, when \( w \) is an injective map corresponding to a cell of maximal dimension in \( Y_T \), the fibers of the map \( \pi \) over \( C_w \cap Y_{n,\lambda,s,T} \) as stated in Lemma 5.7 are points, since \( K = (n-k) \) and the Springer fiber for a one row partition is a point. Hence, the map \( \pi \) will be a birational map from certain components of the Springer fiber \( B^\Lambda \) to \( Y_{n,\lambda,s,T} \), with other components being contracted in some way. Note \( \Lambda \) has two rows, and 2 row Springer fibers have been extensively studied and their components have explicit descriptions as iterated projective space bundles [12]. Other papers on 2 row Springer fibers include [36] [24].

In the special case where \( s = 2 \) and \( \lambda = \emptyset \) (of which Example 4.3 is the \( n = 2 \) case), \( Y_{n,\emptyset,2} \) has one irreducible component, with the unique cell of maximal dimension given by the injective map \( w \) that takes the labels of the bottom row in order. In this case, the endomorphism \( N_T|_{V_i} \) of \( V_i \) has Jordan type \((i)\), so \( \pi \) induces a birational map from the component of the Springer fiber indexed by the Standard Young Tableau with \( 1, \ldots, n \) in the first row and \( n+1, \ldots, 2n \) in the second to \( Y_{n,\emptyset,2} \).

6. IRREDUCIBLE COMPONENTS AND A GENERALIZATION OF THE SPRINGER CORRESPONDENCE

In this section, we characterize the irreducible components of \( Y_{n,\lambda,s} \) and show that the number of irreducible components is equal to \( \binom{\ell}{s} \cdot \# SYT(\lambda) \) when \( s > \ell(\lambda) \). We then prove that this fact extends to a representation-theoretic statement by giving a generalization of the Springer correspondence to the setting of induced Specht modules.
\[
T = \begin{pmatrix}
7 & 4 & 2 & 1 \\
8 & 5 & 3 \\
9 & 6
\end{pmatrix}, \quad S = S(16243) = \begin{pmatrix}
3 & 1 \\
5
\end{pmatrix}
\]

\[
\text{sh}(S^{[1]}) = \begin{pmatrix}
\end{pmatrix}, \quad \text{sh}(S^{[2]}) = \begin{pmatrix}
\end{pmatrix}, \quad \text{sh}(S^{[3]}) = \begin{pmatrix}
\end{pmatrix}, \quad \text{sh}(S^{[4]}) = \begin{pmatrix}
\end{pmatrix}, \quad \text{sh}(S^{[5]}) = \begin{pmatrix}
\end{pmatrix}
\]

**Figure 6.** Above, an example of \( S(w) \) when \( T \) is as shown, where \( n = 5, \lambda = (2,1), s = 3, \) and \( w = 16243. \) Below, the partitions \( S^{[i]} \) for \( 1 \leq i \leq 5. \)

6.1. **Irreducible components of the \( \Delta \)-Springer variety.** Fix \( k \leq n, \lambda \vdash k, \) and \( s \geq \ell(\lambda), \) and set \( \Lambda = \Lambda(n,\lambda,s). \) Given a subspace \( W \subseteq \mathbb{C}^k \) such that \( N_{\Lambda}W \subseteq W, \) then \( N_{\Lambda}(W \cap F_k) \subseteq W \cap F_k. \) The nilpotent operator \( N_{\Lambda} \) thus induces a nilpotent operator

\[
(6.1) \quad N_{\Lambda}[W] : F_k/(W \cap F_k) \to F_k/(W \cap F_k).
\]

Let \( \mathcal{P}(n,\lambda) \) be the set of fillings of \( [\lambda] \) with distinct entries from \([n]\) that decrease left to right along each row and down each column. Note that when \( s > \ell(\lambda), \)

\[
(6.2) \quad |\mathcal{P}(n,\lambda)| = \binom{n}{k} \cdot \#\text{SYT}(\lambda).
\]

This can be seen explicitly by reversing the labels (via \( i \mapsto n - i + 1 \)) to get a row and column increasing tableau on \([\lambda]\) with labels from a \( k \)-element subset of \([n]\).

Given \( S \in \mathcal{P}(n,\lambda), \) let \( S^{[i]} \) be the restriction of \( S \) to the cells that contain a label from the set \{\( n - i + 1, \ldots, n - 1, n \}\}. Furthermore, let \( \text{sh}(S^{[i]}) \) be the partition obtained by recording the row sizes of \( S^{[i]} \) in order from largest to smallest.

For \( S \in \mathcal{P}(n,\lambda), \) define the following locally closed subvariety of \( Y_{n,\lambda,s}, \)

\[
(6.3) \quad Y_{n,\lambda,s}^S = \{ V_\bullet \in Y_{n,\lambda,s,T} \mid N_{\Lambda}[V_i] \text{ has Jordan type } \text{sh}(S^{[i]}) \text{ for all } i \}.
\]

Observe that the definition of \( Y_{n,\lambda,s}^S \) makes sense for any nilpotent operator \( N_{\Lambda}. \)

For the rest of this section, we fix a Schubert-compatible filling \( T \) of \([\lambda]\) and work specifically with \( Y_T. \) As the Jordan type of \( N_{\Lambda}[V_i] \) is preserved by conjugation, an argument similar to that of Lemma 3.4 shows that all the statements of this section (except for Lemma 6.1, which refers specifically to \( T \)) hold for arbitrary choices of \( N_{\Lambda}. \)

Now that a Schubert compatible \( T \) is fixed, given an admissible \( w, \) let \( S(w) \) be the restriction of \( \text{IPRD}_T(w) \) to \([\lambda]. \) Note that \( S(w) \) also depends on \( T, \) but we suppress this in the notation for convenience. See Figure 6 for an example of \( S(w). \)

We say two fillings \( S_1 \) and \( S_2 \) of \([\lambda]\) are \textbf{column equivalent} if for each \( i, \) the set of labels in the \( i \)-th column of \( S_1 \) is equal to the set of labels in the \( i \)-th column of \( S_2. \) Equivalently, \( S_1 \) and \( S_2 \) are column equivalent if and only if \( \text{sh}(S_1^{[i]}) = \text{sh}(S_2^{[i]}) \) for all \( i. \)

**Lemma 6.1.** For \( S \in \mathcal{P}(n,\lambda), \) we have

\[
(6.4) \quad Y_{n,\lambda,s,T}^S = \bigcup_{w \text{ admissible, } S(w) \text{ column equivalent to } S} C_w \cap Y_{n,\lambda,s,T}.
\]

Furthermore, for every admissible \( w, \) the cell \( C_w \cap Y_{n,\lambda,s,T} \) is contained in \( Y_{n,\lambda,s,T}^S \) for some unique \( S \in \mathcal{P}(n,\lambda). \)

**Proof.** For \( w \) admissible, it can be checked that the filling \( S \) obtained by sorting each column of \( S(w) \) is in \( \mathcal{P}(n,\lambda). \) Hence \( S(w) \) is column equivalent to a unique element of \( \mathcal{P}(n,\lambda). \) Since the cells \( C_w \cap Y_{n,\lambda,s,T} \) partition \( Y_{n,\lambda,s,T}, \) it suffices to show the containment \( C_w \cap Y_{n,\lambda,s,T} \subseteq Y_{n,\lambda,s,T}^S. \)
We proceed by induction on \( n \) to show that \( C_{w} \cap Y_{n, \lambda, S, T} \subseteq Y_{n, \lambda, S, T}^{S} \). In the base case \( n = 0 \), the cell \( C_{w} \cap Y_{n, \lambda, s, T} = Y_{n, \lambda, s, T}^{S} \) is a point, where \( w \) is the unique injective map between empty sets and \( S \) is the empty filling. Let us assume that \( n > 0 \) and the containment holds for \( n - 1 \).

Let \( i \leq s \) such that \( w(1) = T(i, \Lambda) \), and let \( V_{\bullet} \in C_{w} \cap Y_{T} \). Recall from the proof of Lemma 3.18 that we have an isomorphism

\[
\Phi : \text{span}\{f_{T(h, \Lambda)} \mid h < i\} \times (C_{\Phi(w)}(i) \cap Y_{T(i)}) \to C_{w} \cap Y_{T},
\]

with inverse defined by \( \Phi^{-1}(V_{\bullet}) = (v, V_{\bullet}'') \), where \( v \) is a vector that spans \( V_{1} \) and

\[
V_{\bullet}' = (\psi(i)U_{i,v}^{-1}(V_{2}) \subseteq \cdots \subseteq \psi(i)U_{i,v}^{-1}(V_{n})).
\]

If \( i > \ell(\lambda) \), let \( \tilde{S} \) be the unique element of \( \mathcal{P}(n - 1, \lambda) \) column equivalent to \( S(\Phi(w)) \); if \( \ell(\lambda) \), let \( \tilde{S} \) be the unique element of \( \mathcal{P}(n - 1, \lambda^{(i)}) \) column equivalent to \( S(\Phi(w)) \). By induction, \( N_{T(i)}[V_{j}'] \) has Jordan type \( \text{sh}(\tilde{S}[\ell]) \).

In order to finish the proof, we establish the following string of identities, where \( JT(\cdot) \) stands for Jordan type,

\[
\begin{align*}
\text{JT}(N_{T}[V_{j}]) &= \text{JT}(N_{T}[U_{i,v}^{-1}(V_{j})]) \\
&= \text{JT}(N_{T(i)}[V_{j}']) \\
&= \text{sh}(\tilde{S}[\ell-1]) \\
&= \text{sh}(\tilde{S}[\ell])
\end{align*}
\]

Consider the diagram

\[
\begin{array}{cccc}
F_{k} & \xrightarrow{U_{i,v}^{-1}} & F_{k} & \xrightarrow{\psi(i)} F_{k} \\
F_{k} \cap V_{j} & \xrightarrow{N_{T}[V_{j}]} & F_{k} \cap U_{i,v}^{-1}(V_{j}) & \xrightarrow{\psi(i)} F_{k} \cap V_{j}' \\
F_{k} \cap V_{j} & \xrightarrow{U_{i,v}^{-1}} & F_{k} \cap U_{i,v}^{-1}(V_{j}) & \xrightarrow{\psi(i)} F_{k} \cap V_{j}' \cap \psi(i)(F_{k}) \cap V_{j}' = 0.
\end{array}
\]

Observe that \( U_{i,v} \) is invertible and preserves \( F_{k} \), while \( \psi(i) \) induces an isomorphism of the given quotient spaces (which follows by considering the cases \( i > \ell(\lambda) \) and \( i \leq \ell(\lambda) \) separately). It is straightforward to check that both squares of the diagram commute. Since the rows of the diagram are isomorphisms, the maps in the columns have the same Jordan type; hence (6.7) and (6.8) hold. Identity (6.9) then follows by induction, and (6.10) follows by column equivalence. \( \square \)

**Lemma 6.2.** If \( s > \ell(\lambda) \), then \( Y_{T}^{S} \) is nonempty for any \( S \in \mathcal{P}(n, \lambda) \). If \( s = \ell(\lambda) \), given \( S \in \mathcal{P}(n, \lambda) \), let \( i_{S} \) be the smallest index such that \( i_{S} \) is not an entry in \( S \). Then \( Y_{T}^{S} \) is nonempty if and only if the subdiagram of \( [\lambda] \) consisting of the cells of \( S \) labeled by \( 1, \ldots, i_{S} - 1 \) contains the entire last row of \( [\lambda] \).

**Proof.** It can be checked that there exists an admissible \( w \) such that \( S(w) \) is column equivalent to \( S \) if and only if the conditions in the statement of the lemma hold. In the case \( s = \ell(\lambda) \), the extra condition that the subdiagram of \( [\lambda] \) consisting of the cells of \( S \) labeled by \( 1, \ldots, i_{S} - 1 \) contains the entire last row of \( [\lambda] \) corresponds to the fact that if \( w \) is admissible, then the smallest label \( i \) not in \( S(w) \) must be greater than the smallest entry in the first column of \( S(w) \), which means that the last row of the unique element of \( \mathcal{P}(n, \lambda) \) column equivalent to \( S(w) \) must be filled with entries smaller than the label \( i \). Therefore, by Lemma 6.1 these are exactly the conditions for when \( Y_{T}^{S} \) is nonempty. \( \square \)

**Lemma 6.3.** Let \( S \in \mathcal{P}(n, \lambda) \). When \( Y_{T}^{S} \) is nonempty, it is smooth and connected of dimension \( n(\lambda) + (n - k)(s - 1) \).

**Proof.** Let \( S \in \mathcal{P}(n, \lambda) \) be an element satisfying the conditions in the statement of Lemma 6.2. Let \( \hat{S} \) be the result of subtracting 1 from each entry of \( S[n] \). Specifically, if \( S \) contains the label 1, and \( (i, j) \) is the cell of \( [\lambda] \) containing it, then \( \hat{S} \in \mathcal{P}(n - 1, \lambda^{(i)}) \) is the result of deleting the cell \((i, j)\) of \( S \) and then subtracting 1
from each entry. Otherwise, let \((i, j) = (s, n - k)\), and \(\hat{S} \in P(n - 1, \lambda)\) is the result of subtracting 1 from each entry of \(S\). It can be checked that \(\hat{S}\) satisfies the conditions in the statement of Lemma \ref{lem:6.2} with respect to \(T^{(i)}\), so \(Y_{T^{(i)}}^S\) is nonempty.

We have a surjective map \(\pi\),

\begin{equation}
Y_T^S \xrightarrow{\pi} \mathbb{P}(\text{span}\{f_T(h, \Lambda_h) \mid h \leq i\}) \setminus \mathbb{P}(\text{span}\{f_T(h, \Lambda_h) \mid h \leq \Lambda_{i+1}'\}),
\end{equation}

defined by sending \(V\) \((\ref{eq:6.12})\) from each entry. Otherwise, let \((i, \lambda) = (n, \lambda)\), which agrees with the dimension formula since \(n(\lambda) + (n-k)(s-1) = 0\) in this case, so the base case holds. In the inductive step, let \(n > 0\) and assume by induction on \(n\) that \(Y_{T^{(i)}}^S\) is smooth and connected with dimension \(n(\lambda^{(i)}) + (n-k)(s-1)\) for \(i \leq \ell(\lambda)\) and \(n(\lambda) + (n-k-1)(s-1)\) for \(i > \ell(\lambda)\). By Lemma \ref{lem:6.1},

\begin{equation}
\pi^{-1}(U) = \bigcup_{w(1)=i} C_w \cap Y_T,
\end{equation}

so by Remark \ref{rem:3.19} there is a combined isomorphism

\begin{equation}
\Phi : U \times Y_{T^{(i)}}^S \to \pi^{-1}(U).
\end{equation}

Thus, by the inductive hypothesis, the open subset \(\pi^{-1}(U)\) of \(Y_T^S\) is smooth and connected. Its dimension is

\begin{equation}
\dim(U) + \dim(Y_{T^{(i)}}^S) = (i-1) + \begin{cases} 
n(\lambda^{(i)}) + (n-k)(s-1) & i \leq \ell(\lambda) 
n(\lambda) + (n-k-1)(s-1) & i > \ell(\lambda) \end{cases}
\end{equation}

\begin{equation}
= n(\lambda) + (n-k)(s-1).
\end{equation}

Given some \(p\) with \(\Lambda_{i+1}' + 1 \leq p \leq i\), we have an open subset

\begin{equation}
U_p = \mathbb{P}(\text{span}\{f_T(h, \Lambda_h) \mid h \leq i\}) \setminus \mathbb{P}(\text{span}\{f_T(h, \Lambda_h) \mid h \leq i, h \neq p\})
\end{equation}

of the codomain of \(\pi\). By applying a change of basis corresponding to a permutation of the rows of \(T\), we see that \(U \cong U_p\) and \(\pi^{-1}(U) \cong \pi^{-1}(U_p)\). Thus, \(\pi^{-1}(U_p)\) is smooth and connected of the same dimension for all \(p\). Since \(Y_T^S\) is covered by smooth connected open subsets of dimension \(n(\lambda) + (n-k)(s-1)\), it follows that \(Y_T^S\) is smooth of dimension \(n(\lambda) + (n-k)(s-1)\). Since each \(\pi^{-1}(U_p)\) is connected and the intersection of these subspaces is nonempty, \(Y_T^S\) is connected.

\begin{example}
Let \(n = 4, \lambda = (2, 1), s = 3,\) and

\[
T = \begin{bmatrix}
4 & 2 & 1 \\
5 & 3 \\
6 
\end{bmatrix}
\]

\end{example}

Then \(Y_{n, \lambda, s, T}\) decomposes into the following smooth connected subspaces of dimension \(n(\lambda) + (n-k)(s-1) = 3\), where \(C_w\) stands for the cell \(C_w \cap Y_{n, \lambda, s, T}\).

\[
Y_T^1 = C_{1234} \cup C_{1235} \cup C_{1236} \cup C_{1324} \cup C_{1325} \cup C_{1326}, \quad Y_T^2 = C_{3152} \cup C_{3162},
\]
\[
Y_T^3 = C_{1243} \cup C_{1263} \cup C_{1352} \cup C_{1362}, \quad Y_T^4 = C_{3512} \cup C_{3612},
\]
\[
Y_T^5 = C_{1623} \cup C_{1632}, \quad Y_T^6 = C_{6123} \cup C_{6132},
\]
\[
Y_T^7 = C_{3124} \cup C_{3125} \cup C_{3126}, \quad Y_T^8 = C_{6312}.
\]
Theorem 6.5 (Theorem 1.2). The space $Y_{n,\lambda,s,T}$ is equidimensional of complex dimension $n(\lambda)+n-k(s-1)$. In particular, the closed subvarieties $Y_{n,\lambda,s,T}^S$ for which $Y_{n,\lambda,s,T}$ is nonempty (as described in Lemma 6.2) form a complete set of irreducible components. In the case $s > \ell(\lambda)$, there are $\binom{n}{k} \cdot \#\text{SYT}(\lambda)$ many irreducible components.

Proof. By Lemma 6.3, the nonempty subspaces $Y_{n,\lambda,s,T}^S$ are smooth and connected of dimension $n(\lambda)+n-k(s-1)$. Therefore, $Y_{n,\lambda,s,T}^S$ is irreducible. Since the subspaces $Y_{n,\lambda,s,T}^S$ partition the space $Y_{n,\lambda,s,T}$, their closures form a complete set of irreducible components. When $s > \ell(\lambda)$, the irreducible components are thus in bijection with $\mathcal{P}(n,\lambda)$, which has cardinality $\binom{n}{k} \cdot \#\text{SYT}(\lambda)$. \qed

6.2. Generalization of the Springer correspondence. In the case $s > \ell(\lambda)$, the irreducible components are naturally indexed by Standard Young Tableaux on $\lambda \cup (n-k)$. This indexing of irreducible components extends to a realization of the top cohomology group of $Y_{n,\lambda,s}$ as a $S_n$-module, generalizing Springer’s theorem that the top cohomology group of a Springer fiber is a Specht module.

Theorem 6.6 (Theorem 1.3). Let $d = \dim(Y_{n,\lambda,s}) = n(\lambda)+(n-k)(s-1)$, and consider $S_k$ as the subgroup of $S_n$ permuting the elements of $[k]$. For $s > \ell(\lambda)$, we have an isomorphism of $S_n$-modules

$$H^{2d}(Y_{n,\lambda,s}; \mathbb{Q}) \cong \text{Ind}_{S_k \times S_{n-k}}^{S_n}(S^\lambda),$$

where $S_k \times S_{n-k}$ acts on $S^\lambda$ by its usual action of $S_k$ (and $S_{n-k}$ acts trivially). For $s = \ell(\lambda)$, we have

$$H^{2d}(Y_{n,\lambda,s}; \mathbb{Q}) \cong S^\lambda/(n-k)^{s-1},$$

the Specht module of skew shape $\lambda/(n-k)^{s-1}$.

Before we give the proof of Theorem 6.6, we recall a formula for the graded Frobenius characteristic of $R_{n,\lambda,s}$ proved in [10]. A partial row-decreasing filling $\varphi$ of $[\lambda]$ is a filling of a subset of the cells of $[\lambda]$ with positive integers (allowing repeated labels) such that the labels in each row are right justified and weakly decrease from left to right and such that all cells of $[\lambda]$ are filled. Let $\text{PRD}_{n,\lambda,s}$ be the set of partial row-decreasing fillings of $[\lambda]$ with a total of $n$ filled cells.

Recall our convention that $(i,j) \in [\lambda]$ is the cell in the $i$-th row from the top and the $j$-th column from the left. For $\varphi \in \text{PRD}_{n,\lambda,s}$ and $(i,j) \in [\lambda]$ a filled cell, let $\varphi(i,j)$ be the label of $\varphi$ in that cell. Given a weak composition $\alpha$, we say that $\varphi$ has content $\alpha$ if for each $i$, the letter $i$ appears $\alpha_i$ many times as a label in $\varphi$.

Definition 6.7. Given $\varphi \in \text{PRD}_{n,\lambda,s}$, an inversion of $\varphi$ is one of the following:

(I1) A pair of cells $(i,j), (i',j) \in [\lambda]$ such that $i < i'$ and $\varphi(i,j) > \varphi(i',j)$,

(I2) A pair of cells $(i,j), (i',j-1) \in [\lambda]$ such that $i' < i$ and $\varphi(i,j) > \varphi(i',j-1)$,

(I3) A cell $(i,n-k+1) \in [\lambda]$ in the first column of $[\lambda]$ together with a filled cell $(i',j') \in [\lambda] \setminus [\lambda]$ such that $i' < i$ and $\varphi(i,n-k+1) > \varphi(i',j')$.

(I4) A pair $(i,c)$, where $i$ is an integer and $c = (i',j')$ is a filled cell of $[\lambda] \setminus [\lambda]$ such that $1 \leq i < i'$.

Let $\text{inv}(\varphi)$ be the number of inversions of $\varphi$.

See Figure 7 for an example of $\varphi \in \text{PRD}_{8,(2,2,1),4}$. In this case, $\varphi$ has the following 8 inversions: The pair $(2,4), (3,4)$ of type (I1), the pair $(2,5), (1,4)$ of type (I2), the cell $(2,4)$ in the first column of $[\lambda]$ with the filled cell $(1,3)$ of type (I3), the cell $(3,4)$ in the first column of $[\lambda]$ with the filled cell $(1,3)$ of type (I3), and the pairs $(1,(3,2)), (2,(3,2)), (1,(3,3))$, and $(2,(3,3))$ of type (I4).

\begin{figure}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& 3 & 2 \\
\hline
6 & 3 \\
\hline
7 & 5 & 5 \\
\hline
\end{tabular}
\caption{A partial row-decreasing filling $\varphi \in \text{PRD}_{8,(2,2,1),4}$ of type $\alpha = (0,2,2,0,2,1,1)$ with $\text{inv}(\varphi) = 8$.}
\end{figure}
Remark 6.8. The partial row-decreasing fillings defined here are a simple variation of the extended column-increasing fillings defined in [10]. There is an obvious bijection between PRD_{n,\lambda,s} defined here and ECI_{n,\lambda,s} defined in [16]: Given \varphi \in PRD_{n,\lambda,s}, rotate the filling by 90 degrees counterclockwise, and delete all unfilled cells. The inversion statistic inv defined here is also a simple variation of the inv statistic in [10], which in turn is a variation on the coinversion statistic on ordered set partitions originally defined by Rhoades, Yu, and Zhao in [33].

We have the following formula for the graded Frobenius characteristic of \( R_{n,\lambda,s} \). We state it in terms of partial row-decreasing fillings and powers of \( q^2 \) (due to our convention that \( x_i \) has degree 2).

**Theorem 6.9** ([16 Theorem 5.13]). We have

\[
\text{Frob}(R_{n,\lambda,s}^Q; q) = \sum_{\varphi \in \text{PRD}_{n,\lambda,s}} q^{2 \text{inv}(\varphi)} x^\varphi,
\]

where \( x^\varphi \) is the monomial such that the power of \( x_i \) is the number of times \( i \) appears as a label in \( \varphi \).

**Proof of Theorem 6.6.** By Theorem 5.11 we have \( H^*(Y_{n,\lambda,s}; \mathbb{Q}) \cong R_{n,\lambda,s}^Q \) as graded \( S_n \)-modules. The case when \( s > \ell(\lambda) \) follows immediately by combining this isomorphism with [13] Equation 3.3.27], which says that the top degree component of \( R_{n,\lambda,s}^Q \) is isomorphic as an \( S_n \)-module to \( \text{Ind}_{S_k \times S_{n-k}}^{S_n}(S^\lambda) \), where \( S_k \) acts in the usual way on \( S^\lambda \) and \( S_{n-k} \) acts trivially.

Let us now assume \( s = \ell(\lambda) \). Recall \( d = \dim_{\mathbb{C}} Y_{n,\lambda,s} = n(\lambda) + (n-k)(s-1) \). Combining Theorem 5.11 and Theorem 6.9 we have that

\[
\text{Frob}(H^{2d}(Y_{n,\lambda,s}; \mathbb{Q})) = \sum_{\varphi \in \text{PRD}_{n,\lambda,s}, \text{inv}(\varphi) = d} x^\varphi.
\]

We show that the right-hand side of (6.22) is equal to the skew Schur function \( s_{\lambda/(n-k)\ell(\lambda)-1}(x) \).

Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be a weak composition of \( n \) into \( n \) parts. The coefficient of \( x^\alpha = \prod_i x_i^{\alpha_i} \) in the right-hand side of (6.22) is the number of \( \varphi \in \text{PRD}_{n,\lambda,s} \) with content \( \alpha \) such that \( \text{inv}(\varphi) = d \). It follows from [13] that the total number of (I1) and (I2) inversions of \( \varphi \) is \( n(\lambda) \) if and only if the entries of \( \varphi \) in \( [\lambda] \) decrease down each column (and \( n(\lambda) \) is the maximum possible total). Furthermore, each of the \( n-k \) cells of \( [\lambda] \setminus [\lambda] \) can be part of a maximum of \( s-1 \) inversions of type (I3) and (I4), and if any (I4) inversion occurs, then the entries of \( \varphi \) in \( [\lambda] \) do not decrease down each column. Therefore, \( \text{inv}(\varphi) = d \) if and only if the entries of \( \varphi \) in \( [\lambda] \) decrease down each column and each filled cell of \( [\lambda] \setminus [\lambda] \) is in row \( s = \ell(\lambda) \).

Given such a \( \varphi \in \text{PRD}_{n,\lambda,s} \) with \( \text{inv}(\varphi) = d \), we define a labeling \( T \) of the Young diagram of skew shape \( \Lambda/(n-k)\ell(\lambda)-1 \) by deleting all empty cells of \( [\lambda] \) and replacing each label \( j \) with \( n+1-j \). Since the labels of \( \varphi \) weakly decrease from left to right along each row and strictly decrease down each column, \( T \) is semi-standard, and its content is \( (\alpha_n, \alpha_{n-1}, \ldots, \alpha_1) \). Moreover, \( \varphi \) can easily be reconstructed from \( T \).

This shows that the coefficient of \( x^\alpha \) in the right-hand side of (6.22) is equal to the coefficient of \( x^{(\alpha_n, \alpha_{n-1}, \ldots, \alpha_1)} \) in \( s_{\Lambda/(n-k)\ell(\lambda)-1}(x) \). Since both the skew Schur function \( s_{\Lambda/(n-k)\ell(\lambda)-1}(x) \) and the right-hand side of (6.22) are symmetric, it follows that they are equal.

\[ \square \]

7. The \( \Delta \)-Springer ind-variety and the scheme of diagonal rank-deficient matrices

In this section, we construct an ind-variety \( Y_{n,\lambda} \) as the direct limit of the spaces \( Y_{n,\lambda,s} \) as \( s \to \infty \). We then prove the cohomology ring of \( Y_{n,\lambda} \) is isomorphic to the coordinate ring of the scheme-theoretic intersection of an Eisenbud–Saltman rank variety [10] with diagonal matrices, generalizing a similar characterization of the cohomology ring of the Springer fiber due to De Concini and Procesi [9].

7.1. The ind-variety \( Y_{n,\lambda} \). For any integer \( 0 \leq k \leq n \) and any partition \( \lambda \vdash k \), define \( Y_{n,\lambda} \) as follows. Let \( \mathbb{C}^\infty \) be the countably-infinite dimensional \( \mathbb{C} \)-vector space with basis \( \{ f_1, f_2, f_3, \ldots \} \), and let \( N \) be a nilpotent operator on \( \mathbb{C}^\infty \) with Jordan type

\[
(n-k + \lambda_1, \ldots, n-k + \lambda_\ell(\lambda), n-k, n-k, \ldots).
\]
Without loss of generality, we assume that the $f_i$’s are the generalized eigenvectors for $N$. Furthermore, we assume that, for all $s \geq \ell(\lambda)$, $N$ fixes the subspace span$\{f_1, \ldots, f_{k+(n-k)s}\}$ and the restricted endomorphism $N|_{\text{span}\{f_1, \ldots, f_{k+(n-k)s}\}}$ has Jordan type
\begin{equation}
(n-k+\lambda_1, \ldots, n-k+\lambda_{\ell(\lambda)}, (n-k)^{s-\ell(\lambda)}).
\end{equation}
Note that $\text{im}(N^{n-k})$ has dimension $k$.

We define the $\Delta$-Springer ind-variety
\begin{equation}
Y_{n,\lambda} := \{V_\bullet \in \mathcal{F}l_{(1^n)}(\mathbb{C}^\infty) \mid NV_i \subseteq V_{i-1} \text{ for } i \leq n \text{ and } \text{im}(N^{n-k}) \subseteq V_n\}.
\end{equation}
By our assumptions on $N$, we have closed embeddings
\begin{equation}
Y_{n,\lambda,\ell(\lambda)} \subseteq Y_{n,\lambda,\ell(\lambda)+1} \subseteq \cdots \subseteq Y_{n,\lambda,s} \subseteq \cdots.
\end{equation}
We consider the direct limit
\begin{equation}
Y_{n,\lambda} = \bigcup_{s \geq \ell(\lambda)} Y_{n,\lambda,s} \cong \lim_{s} Y_{n,\lambda,s}.
\end{equation}
(Note that the topology of $Y_{n,\lambda}$ as an ind-variety is the same as the subspace topology as a subset of $\mathcal{F}l_{(1^n)}(\mathbb{C}^\infty)$ since it is a closed ind-subvariety of $\mathcal{F}l_{(1^n)}(\mathbb{C}^\infty)$; see [27, Ch. 4].)

We continue to abuse notation and use $\tilde{V}_i$ to denote the tautological rank $i$ vector bundle on $Y_{n,\lambda}$, which is the subspace of $\mathcal{F}l_{(1^n)}(\mathbb{C}^\infty) \times \mathbb{C}^\infty$ whose fiber over $V_\bullet$ is $V_i$.

Recall the graded rings $R_{n,\lambda}$ defined in Section 2 which in general have infinitely many nonzero graded components. They are defined by
\begin{equation}
I_{n,\lambda} := \langle e_d(S) \mid S \subseteq \{x_1, \ldots, x_n\}, \ d > |S| - \lambda'_n - \cdots - \lambda'_{|S|-1}\rangle,
\end{equation}
\begin{equation}
R_{n,\lambda} := \mathbb{Z}[x_1, \ldots, x_n]/I_{n,\lambda}.
\end{equation}
Furthermore, let $R^Q_{n,\lambda}$ be the quotient of $\mathbb{Q}[x_1, \ldots, x_n]$ by the $\mathbb{Q}$-span of $I_{n,\lambda}$.

**Theorem 7.1.** We have $H^\ast(Y_{n,\lambda}) \cong R_{n,\lambda}$ as graded rings, such that the cohomology class $-c_1(\tilde{V}_i/\tilde{V}_{i-1})$ is identified with $x_i$.

**Proof.** By Theorem 5.11 we have $H^\ast(Y_{n,\lambda,s}) \cong R_{n,\lambda,s}$. From the definitions of $R_{n,\lambda}$ and $R_{n,\lambda,s}$, it can be checked that
\begin{equation}
R_{n,\lambda} \cong \lim_{s} R_{n,\lambda,s} \cong \lim_{s} H^\ast(Y_{n,\lambda,s}),
\end{equation}
where the inverse limit is taken in the category of graded rings. Since each $Y_{n,\lambda,s}$ is a complex variety with an affine paving, we have
\begin{equation}
\lim_{s} H^\ast(Y_{n,\lambda,s}) \cong H^\ast(\lim_{s} Y_{n,\lambda,s}) = H^\ast(Y_{n,\lambda});
\end{equation}
see for example [32, Lemma 7.2]. By naturality of Chern classes, the first Chern class $-c_1(\tilde{V}_i/\tilde{V}_{i-1})$ in $H^\ast(Y_{n,\lambda})$ corresponds to its associated first Chern class in $H^\ast(Y_{n,\lambda,s})$, which is in turn identified with the variable $x_i$. This completes the proof. \[\square\]

**7.2. The scheme of diagonal rank-deficient matrices.** Let $\mathfrak{g}l_n$ be the space of $n \times n$ matrices over $\mathbb{Q}$. Let $x_{i,j}$ for $1 \leq i, j \leq n$ be the coordinate functions corresponding to the entries of an $n \times n$ matrix. Then the coordinate ring of $\mathfrak{g}l_n$ is $\mathbb{Q}[\mathfrak{g}l_n] = \mathbb{Q}[x_{i,j}]$.

For $\lambda \vdash n$, let $O_{\lambda} \subseteq \mathfrak{g}l_n$ be the conjugacy class of nilpotent $n \times n$ matrices over $\mathbb{Q}$ whose Jordan canonical form has block sizes recorded by $\lambda$. Let $\overline{O}_\lambda$ be the closure of $O_{\lambda}$ in $\mathfrak{g}l_n$. The set of diagonal matrices $t$ is the variety defined by the ideal
\begin{equation}
I(t) = \langle x_{i,j} \mid i \neq j \rangle.
\end{equation}
The **scheme-theoretic intersection** of the varieties $\overline{O}_\lambda$ and $t$ is the affine scheme whose coordinate ring is defined by the sum of the defining ideals of $\overline{O}_\lambda$ and $t$,
\begin{equation}
\mathbb{Q}[\overline{O}_\lambda \cap t] := \frac{\mathbb{Q}[x_{i,j}]}{I(\overline{O}_\lambda) + I(t)}.
\end{equation}
The symmetric group $S_n$ of permutation matrices acts by conjugation on both $O_{\lambda}$ and $t$, so we have an action of $S_n$ on $Q[O_{\lambda} \cap t]$. Observe that the variables $x_{i,i}$ generate this coordinate ring. Re-indexing the generators $x_{i,i}$ of $Q[O_{\lambda} \cap t]$ as $x_i$, $S_n$ acts by permuting the $x_i$ variables. We consider $Q[O_{\lambda} \cap t]$ as a graded ring and graded $S_n$-module where $x_i$ is declared to be in degree 2.

Motivated by work of Kostant [24] on the coinvariant algebra, Kraft [26] conjectured that the coordinate ring (7.11) is isomorphic to the cohomology ring of a Springer fiber. De Concini and Procesi [9] proved Kraft’s conjecture. Tanisaki [43] then simplified the arguments of De Concini and Procesi and further proved that these rings have the explicit presentation as the quotient ring $R_{\lambda} = R_{n,\lambda}(\ell(\lambda))$.

**Theorem 7.2** ([9] [43]). There are isomorphisms of graded rings and graded $S_n$-modules

\[(7.12)\]

$$H^*(B^\lambda; Q) \cong R_{\lambda}^Q \cong Q[O_{\lambda} \cap t],$$

where the $S_n$ action on $H^*(B^\lambda; Q)$ permutes the first Chern classes $-c_1(V_i/V_{i-1})$ and corresponds to Springer’s representation tensored with the sign representation.

In [10], Eisenbud and Saltman study varieties generalizing the varieties $O_{\lambda}$. These varieties are the main focus of this section.

**Definition 7.3.** Let $k \leq n$, and let $\lambda \vdash k$. The **Eisenbud–Saltman rank variety** is the variety

\[(7.13)\]

$$O_{n,\lambda} := \{X \in \mathfrak{gl}_n \mid \dim \ker X^d \geq \lambda'_1 + \cdots + \lambda'_d, \ d = 1, 2, \ldots, n\}$$

\[(7.14)\]

$$= \{X \in \mathfrak{gl}_n \mid \text{rk}(X^d) \leq (n-k) + \lambda'_{d+1} + \cdots + \lambda'_n, \ d = 1, 2, \ldots, n\}.$$

The variety $O_{n,\lambda}$ is the same as $X_r$ defined in [10], where $r$ is the rank function given by $r(d) = (n-k) + \lambda'_{d+1} + \cdots + \lambda'_n$. Note that the ideal cutting out $O_{n,\lambda}$ is not in general generated by all $(r(d) + 1)$-minors of $X^d$ for $d = 1, \ldots, n$ but is instead the radical of that ideal. When $n = k$, we have $O_{n,\lambda} = O_{\lambda}$. When $n > k$, then $O_{n,\lambda}$ contains matrices which are not nilpotent. In particular, the variety $O_{n,\lambda}$ contains all block diagonal matrices of the form

\[(7.15)\]

$$X_\lambda \oplus A_{n-k} = \begin{bmatrix} X_\lambda & 0 \\ 0 & A_{n-k} \end{bmatrix},$$

where $X_\lambda \in O_{\lambda} \subseteq \mathfrak{gl}_n$ and $A_{n-k} \in \mathfrak{gl}_{n-k}$, as well as any matrix that is conjugate to a matrix in this form.

By combining [10] Corollary 6.4 and Theorem 7.1, we have the following extension of the result of De Concini and Procesi.

**Corollary 7.4.** We have a string of isomorphisms of graded rings and graded $S_n$-modules,

\[(7.16)\]

$$H^*(Y_{n,\lambda}; Q) \cong R_{\lambda}^Q \cong Q[O_{n,\lambda'} \cap t],$$

where the right-hand side is the coordinate ring of the scheme-theoretic intersection, and $S_n$ acts on the cohomology ring by permuting the first Chern classes $-c_1(V_i/V_{i-1})$.

Let

\[(7.17)\]

$$\text{PRD}_{n,\lambda} := \bigcup_{s \geq \ell(\lambda)} \text{PRD}_{n,\lambda,s},$$

where we identify $\varphi \in \text{PRD}_{n,\lambda,s}$ with the partial row-decreasing filling in the set $\text{PRD}_{n,\lambda,s+1}$ obtained by appending an empty $(s+1)$-th row to $\varphi$. Observe that for each $\varphi \in \text{PRD}_{n,\lambda,s}$, the statistic $\text{inv}(\varphi)$ does not depend on the parameter $s$. Hence, we may consider $\text{inv}$ to be a statistic on elements of $\text{PRD}_{n,\lambda}$.

We have the following corollary of [10] Theorem 6.6 and Theorem 7.1.

**Corollary 7.5.** For any $k \leq n$ and $\lambda \vdash k$,

\[(7.18)\]

$$\text{Frob}(H^*(Y_{n,\lambda}; Q); q) = \text{Frob}(R_{\lambda}^Q; q) = \text{Frob}(Q[O_{n,\lambda'} \cap t]; q) = \sum_{\varphi \in \text{PRD}_{n,\lambda}} q^{2\text{inv}(\varphi)} x^\varphi.$$
8. Future Work

We conclude with a number of questions. First, the $S_n$-module structure of the cohomology of a Springer fiber, $H^*(B^\lambda; \mathbb{Q})$, has several constructions. The construction of Borho and MacPherson [3] uses the Grothendieck-Springer resolution and intersection cohomology, and Brundan and Ostrik [5] give a similar construction for the cohomology of Spaltenstein varieties.

**Question 8.1.** Can the $S_n$-module structure on $H^*(Y_{n,\lambda,s}; \mathbb{Q})$ be directly realized as a specialization of an $S_n$-action on an intersection cohomology complex coming from a generalization of the Grothendieck-Springer resolution?

**Remark 8.2.** We note that Question 8.1 has recently been answered by Gillespie and the first author in [14], where they prove that each $Y_{n,\lambda,s}$ is equal to one of the varieties studied in [3]. They then use this connection to prove new formulas for the symmetric function in the Delta Conjecture at $t = 0$.

Springer fibers have a natural description that works for an arbitrary semisimple reductive algebraic group. Hence we ask the following.

**Question 8.3.** Can the varieties $Y_{n,\lambda,s}$ be generalized to arbitrary Lie type, or at least to the classical types?

Our affine paving does not form a cell decomposition, as the closure of a cell is not always a union of cells. Hence we can ask the following.

**Question 8.4.** What are the cell closures for the paving of $Y_{n,(1^k),k}$? Is there a nice description of the poset that describes when one cell is contained in the closure of another? Furthermore, consider the directed graph whose vertices correspond to cells and there is an edge from vertex $C$ to $C'$ if the cell $C'$ has a point in the closure of $C$. This directed graph is acyclic since it is a subgraph of Bruhat order. Is there a nice description of the poset generated by this directed graph?

Note the answer to this question is not known even for Springer fibers in general, but it may be more tractable in certain special cases. The following is also known for the Springer fiber in some special cases but not in general.

**Question 8.5.** The space $Y_{n,\lambda,s}$ is singular in general because it is connected and has many irreducible components. Under what conditions are all of the irreducible components smooth? In particular, are all the irreducible components of $Y_{n,(1^k),k}$ smooth?

One can also ask about other properties of the irreducible components, such as whether they are normal or Cohen-Macaulay. We have some additional questions in the case $s = 2$.

**Question 8.6.** As noted in Remark 4.3, the special case $Y_{n,\emptyset,2}$ appears in the work of Cautis and Kamnitzer [6] and Russell [36] on connections between Springer fibers and knot homology. Can the homology of all $\Delta$-Springer fibers in the $s = 2$ case $Y_{n,\lambda,2}$ also be described using skein-theoretic relations?

**Question 8.7.** As noted in Remark 5.12, $\pi$ induces a birational map from a union of components of a 2 row Springer fiber to $Y_{n,\lambda,s}$. Is this map an isomorphism?

One way to answer this question would be to figure out enough details of the cells in these irreducible components of the Springer fiber to determine if the map $\pi$ restricted to these cells is an isomorphism. One can also generalize this question, as a similar argument shows that $\pi$ induces a birational map from a union of certain components of a Spaltenstein variety to $Y_{n,\lambda,s}$ for arbitrary $s$.

Finally, we have a more speculative question.

**Question 8.8.** The variety $Y_{n,\lambda,s}$ is simultaneously the projected image of a Spaltenstein variety and a closed subvariety of a Steinberg variety,

$$B_{(1^{n-s-1},\ldots,s-1)}^\lambda \rightarrow Y_{n,\lambda,s} \leftarrow \{ V_i \in \text{Fl}(1^{n-(n-k)(s-1)})(C^K) \mid N AV_i \subseteq V_i \text{ for all } i \}.$$

Both Steinberg varieties and Spaltenstein varieties appear in Borho and MacPherson’s study of partial resolutions of the nilpotent cone [3], and Spaltenstein varieties have connections to representations of the general linear groups [4], crystals [29] and quiver varieties [31, 30]. Do the varieties $Y_{n,\lambda,s}$ have any applications in these settings?
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