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Abstract—Short text clustering has far-reaching effects on semantic analysis, showing its importance for multiple applications such as corpus summarization and information retrieval. However, it inevitably encounters the severe sparsity of short text representation, making the previous clustering approaches still far from satisfactory. In this paper, we present a novel attentive representation learning model for short text clustering, wherein cluster-level attention is proposed to capture the correlation between text representation and cluster representation. Relying on this, the representation learning and clustering for short text are seamlessly integrated into a unified framework. To further facilitate the model training process, we apply adversarial training to the unsupervised clustering setting, by adding perturbations to the cluster representations. The model parameters and perturbations are optimized alternately through a minimax game. Extensive experiments on three real-world short text datasets demonstrate the superiority of the proposed model over several strong competitors, verifying that adversarial training yields a substantial performance gain.
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1 INTRODUCTION

Recent years have witnessed the fast-growing trade of short text data in various kinds of social medias, for example, Twitter, Instagram, and Sina Weibo. As a consequence, short text clustering, the task of automatically grouping multiple unlabeled documents into a number of clusters, has become increasingly important. It can benefit multiple content-centric downstream applications, such as event exploration [4], trend detection [14], to name a few. Compared with general text clustering, short text clustering is more challenging. This is because text representation in original lexical space is usually sparse and this issue is further amplified for short text [1]. Thus, the key to success of short text clustering is building an effective representation scheme for short text.

On the basis of early general clustering algorithms such as K-means [8], current developments in short text clustering mostly fall into two branches: Bayesian topic models and deep learning approaches. Topic models [3] realize probabilistic text clustering by assuming that each document is associated with a distribution over topics, and that each topic is a distribution over words. A topic usually corresponds to a cluster. To model short text, some elaborate topic models [26], [29] are presented by revising the text generation process. However, one major limitation still remains within most of these topic models. The input representation of short text is commonly based on bag-of-words assumption and one-hot encoding, which might be sparse and lack expressive ability.

In order to leverage the advantage of representation learning for short text clustering, [24], [25] incorporate word embeddings [15] into the deep convolutional neural network [10] to build a three-stage framework. They aim at feeding better text representation to K-means for improving the clustering performance. However, the optimization process is partitioned into each stage separately, making the clustering process not to guide the learning of text representation and the whole framework complicated, which causes sub-optimal results. Some other deep learning approaches for general clustering problems [6], [9], [23], [30] have been trained in an end-to-end fashion. Nevertheless, they are not tailored for textual data or requires a separate step to obtain document-level representations. Specifically, hand-crafted text representations, such as term frequency-inverse document frequency (TF-IDF), are commonly taken as model input. As such, they overlook the learning of word-level semantic space.

In this paper, we concentrate on bridging the gap between representation learning and clustering for short text. Inspired by the roaring success of attention mechanism [2] in natural language processing (NLP), we provide our novel Attentive Representation Learning (ARL) model tailored for the short text clustering task. It leverages low-dimensional word embedding to build dense document-level representation with the simple mean-pooling technique. Cluster-level attention is then proposed to capture correlation between a target document and each cluster, in which the attention weights can be used as evidence to determine cluster assignments. To enable the unsupervised learning of model parameters, we propose to reconstruct the document-level representation through the weighted combination of cluster embeddings. An objective function combining the pairwise ranking loss and point-wise loss is employed to measure the reconstruction gap.

To improve the effectiveness of learning the proposed model for short text, we further introduce the adversarial training [5], [16] to our unsupervised clustering task, naming it as ARL-Adv. Adversarial training requires to feed both original real examples and intentional “adversarial examples” into the model during training process. It has obtained impressive performance in the super-
vised and semi-supervised classification tasks. Concretely, ARL-Adv associates continuous cluster embeddings with adversarial perturbations to form an additional adversarial objective function. As a supplement to the original objective function, adversarial perturbations play a role of adaptive regularization, providing the optimization process with more robustness and beneficial for short text which sometimes contain noise. The model parameters and perturbations are optimized by playing a minmax game. While the model parameters are trained to minimize the reconstruction gap in the adversarial objective function, the perturbations are learned to maximize the reconstruction gap in the adversarial objective function.

To sum up, our contributions are as follows:

- We present a novel attentive representation learning approach (ARL) to couple short text representation learning and clustering in a unified framework. By proposing to reconstruct document representation with the weighted combination of cluster embeddings, the model can be optimized in an unsupervised manner while cluster assignments are learned as well.
- For enhancing the effectiveness of learning the model, we introduce adversarial training by customizing adversarial examples (ARL-Adv). To our best knowledge, this is the first study to apply adversarial training into the field of unsupervised clustering setting.
- We conduct extensive experiments on three real-world short text datasets. Two of the datasets are publicly available, and the remaining one is constructed following a recent work. In comparison with several strong baselines, we demonstrate the significant improvements achieved by ARL-Adv, verifying that the adversarial training can further improve performance. To ensure the reproducibility of this paper, we make the model source code and event-related dataset released for evaluation (see Section ?? for details).

2 The Computational Model

The overall architecture of our proposed model ARL-Adv is illustrated with Figure 1. For clarity, we use different types of lines with various colors to indicate the corresponding information flow in ARL-Adv. As shown, it contains document representation with word embedding, cluster-level attention, document reconstruction, adversarial perturbation, and objective functions to be optimized. Particularly, cluster-level attention is inspired by the success of attention mechanism, which performs cluster selection directly with the representations of clusters given document features. Adversarial perturbation empowers the model with robustness. In the rest of this section, we introduce the main mathematical details of ARL-Adv, except the adversarial perturbation (shown with orange rectangles and arcs) which is later illustrated in Section 3.

2.1 Document-Level Representation

For the short text clustering problem, we have a corpus \( D \) containing multiple short documents, i.e., \( \{D_1, D_2, \ldots, D_{|D|}\} \), where \( |D| \) is the size of \( D \). Take the \( i \)-th short text \( D_i \in D \) for illustration. It is associated with a matrix-based representation \( D_i = \{x^t_i\}_{t=1}^{l_i} \), where \( l_i \) is the length of the document and \( x^t_i \) is the column vector of one-hot encoding at position \( t \), with the size equal to the number of words in a pre-specified vocabulary \( V \). Note that here \( D_i \) is the original representation of text, while some other strategies such as TF-IDF can be regarded as the hand-crafted feature engineering of text.

To convert each one-hot sparse representation \( x^t_i \ (t \in \{1, \ldots, l_i\}) \) to its low-dimensional dense embedding, we first adopt a look-up encoding process:

\[
w^t_i = E x^t_i, \quad (1)
\]

where \( E \in \mathbb{R}^{K \times |V|} \) is a word embedding matrix to be optimized and \( K \) is the embedding size. Given these dense word embeddings, we then perform the mean-pooling technique to construct informative representation of the document:

\[
d_i = \frac{1}{l_i} \sum_{t=1}^{l_i} w^t_i. \quad (2)
\]

We have also tested some other document representation methods, such as attention based document representation [27], recurrent sequential representation [21], and convolutional neural network [11]. However, no significant improvements are observed, while heavy computational costs are incurred. Indeed, ARL-Adv implicitly assumes through this way that words in a document contribute almost equally to the semantic meaning of the document. In LDA, the topic for each word in a document is separately determined from their sampled topics. However, in ARL-Adv there only exists one latent topic \( z_m \), as we will show in Equation (3). Thus, ARL-Adv is similar to the spirit of DMM [29] for handling short text, which assumes that words in the same document belong to the same topic. In addition, our local tests show that ARL-Adv does not achieve so strong performance for long text as for short text. Consequently, we deem that mean-pooling is more suitable for short text clustering.

2.2 Cluster-Level Attention

To represent the presumed \( M \) clusters for the specific corpus \( D \), a cluster embedding matrix \( C = [c_1, c_2, \ldots, c_M] \in \mathbb{R}^{K \times M} \) is established. As \( d_i \) has contained useful global semantic information for the \( i \)-th document, leveraging it to select a suitable cluster can be feasible, which is the basic motivation of cluster-level attention. In general, attention function takes a query and a set of key-value pairs as inputs. Each attention score characterizes the compatibility of its corresponding key with the query [22], and is later used for the weighted combination of all values. We let both key and value correspond to the representation of clusters given document embedding, and regard the document embedding as query. It is intuitive to perform selection based on a probability distribution \( p(z_m | d_i) \) over each cluster \( z_m \) where \( m \in \{1, 2, \ldots, M\} \). Formally, the distribution is defined as follows:

\[
z_m \sim p(z_m | d_i) = \frac{\exp(c^T_m d_i)}{\sum_{m'=1}^{M} \exp(c^T_{m'} d_i)}. \quad (3)
\]

The above computational manner could be regarded as cluster-level attention, which captures the document-cluster interaction. We denote \( p(z_m | d_i) \) as \( p^i_{z_m} \) for short. By referring to the probability values \( p^i_{z_m} \) for different \( m \), it is sufficient to identify the most relevant cluster(s) given \( d_i \). Besides, each probability value could be employed to rescale the representation of the corresponding clusters for \( d_i \), yielding \( C_i = [e_1^i, e_2^i, \ldots, e_M^i] \), where \( e_m = p^i_{z_m} c_m \).
2.3 Document Reconstruction with Cluster Embedding

Since text clustering is indeed an unsupervised learning problem, we leverage the cluster embedding to reconstruct the document representation, which is later utilized to guide the training of the whole model.

By assuming the reconstructed representation of the \(i\)-th document as \(\tilde{d}_i\), we calculate it based on a linear combination of the document-dependent cluster embedding \(C_i\):

\[
\tilde{d}_i = \sum_{m=1}^{M} c_m^i.
\]

Benefiting from the different contributions of clusters, we can rebuild an expressive representation of the document. For a specific document, the derivation of cluster-level attention in Equation (3) encourages those clusters that are more similar to the document representation to contribute more in the linear combination in Equation (4). When the derived reconstruction is driven to be closer to the document representation, the cluster-level attention may gradually favor one single cluster as the training goes on. The visualization in Figure ?? can partly explain the consequence. Actually, we find in the experiments that the average probabilities of the predicted maximum cluster are over 0.99 for all datasets. This means each document is highly concentrated to a single cluster, rather than an arbitrary value.

2.4 Objective Function

Given the obtained document-level representation \(d_i\) and its reconstructed representation \(\tilde{d}_i\) from cluster embedding, we define their relevance score to be the cosine similarity between the two representations:

\[
\varphi(d_i, \tilde{d}_i) = \frac{d_i^\top \tilde{d}_i}{\|d_i\| \|\tilde{d}_i\|}.
\]

We deem that when the relevance score gets larger, the result of the reconstruction is better. To achieve this, we propose a novel hybrid objective function, consisting of two parts: a pairwise ranking part and a relevance maximization part.

As for the first part, our model seeks to minimize a margin based pairwise ranking loss [19]. Specifically, for the \(i\)-th document, we sample several other documents from the corpus and regard them as a pseudo negative document set \(\mathcal{N}_i\). And for the document \(D_j \in \mathcal{N}_i\), we can calculate \(\varphi(d_i, d_j)\) based on Equation (5), where the embedding \(d_j\) is obtained with the same procedure as shown in Equation (2). Then we formulate the pairwise ranking loss for the \(t\)-th document as follows:

\[
\mathcal{L}_1(i; E, C) = \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} \max(0, \gamma - \varphi(d_i, \tilde{d}_i) + \varphi(d_i, d_j)),
\]

where \(|\mathcal{N}_i|\) denotes the number of pseudo negative documents, and \(\gamma\) is the margin between positive and negative ones, empirically set to 0. We can see minimizing the above loss would make the reconstructed \(\tilde{d}_i\) have a larger relevance score with the original representation \(d_i\) than negative samples at the given margin. As a supplement, we adopt the relevance maximization of \(\varphi(d_i, \tilde{d}_i)\). To keep consistent with the optimization direction of \(\mathcal{L}_1\), we define the following loss function:

\[
\mathcal{L}_2(i; E, C) = -\varphi(d_i, \tilde{d}_i),
\]

which can be regarded as a pointwise loss function, aiming to predict \(d_i\) as similar as possible given the combination of all cluster embeddings. By fusing \(\mathcal{L}_1(i)\) and \(\mathcal{L}_2(i)\), it ensures that \(\varphi(d_i, \tilde{d}_i)\) not only has larger relevance than those of pseudo negative document pairs, but also a large value itself. Taking all
the short documents in the corpus $\mathcal{D}$ into consideration, we define the overall optimization function as follows:

$$J_1(E, C) = \frac{1}{|\mathcal{D}|} \sum_{i=1}^{|\mathcal{D}|} (L_1(i; E, C) + L_2(i; E, C)).$$

(8)

From a whole perspective, our model contains word embedding $E$ and cluster embedding $C$ as its parameters. The documents are directly encoded into a low dimensional space through its word embeddings, so that no extra parameters are required. All the traits make our ARL-Adv a relatively simple but highly effective model, which is later demonstrated in the experiments.

3 Adversarial Training

We propose to apply adversarial training to facilitate the representation learning process of ARL-Adv. In essence, adversarial training provides a new objective function based on adversarial perturbations to complement the original optimization procedure. This requires the unsupervised algorithm to perform well on both original samples and adversarial samples, thus benefiting the model in its robustness.

Since typical adversarial perturbations take continuous values and are added to real-valued vectors like images, they are not directly applied to discrete tokens like words. Following [17], we add continuous adversarial perturbations to the embedding level of clusters. It is worth noting that we do not add adversarial perturbations to the word embedding matrix. The reason is that the number of words extends far beyond that of clusters, so that adding perturbations to words instead of clusters entails more parameters. It also causes a change in the information flow of our model, according to Figure 1. We empirically validate that applying perturbations on words does not achieve the same or better performance than adding perturbations to cluster embedding, which is shown in Table 4. Formally, we define the adversarial perturbations in ARL-Adv as $\Delta^C \in \mathbb{R}^{K \times M}$. Consequently, we propose our new objective function as formulated below:

$$J_2(E, C + \Delta^C) = \frac{1}{|\mathcal{D}|} \sum_{i=1}^{|\mathcal{D}|} (L_1(i; E, C + \Delta^C) + L_2(i; E, C + \Delta^C)).$$

(9)

The optimization of the above objective function can be viewed from two aspects. For learning $\Delta^C$, the optimal condition is as follows:

$$\Delta^{C*} = \arg \max_{\Delta^C} J_2(E, C + \Delta^C).$$

(10)

In contrary, the optimization of $E$ and $C$ is to minimize $J_2$. Typically, a norm-based constraint should be adopted to restrict the scale of $\Delta^C$.

By integrating the two objective functions, $J_1$ and $J_2$, we define the final optimization target:

$$J(E, C, \Delta^C) = J_1(E, C) + \alpha J_2(E, C + \Delta^C),$$

(11)

$$E^*, C^*, \Delta^{C*} = \arg \min_{E,C} \max_{\Delta^C} J(E, C, \Delta^C),$$

(12)

where $\alpha$ controls the relative strength of $J_2$. As a complement to $J_1$, $J_2$ plays a role similar to adaptive regularization methodology, stabilizing the training of the proposed model. The optimization of Equation (11) involves playing a minimax game. At each step, the worst-case perturbation to cluster embedding is first identified to increase the value of $J_2$ as much as possible. Afterwards, $E$ and $C$ are optimized to be robust to such intentional perturbations in $J_2$, while retaining good performance in $J_1$. This procedure confirms to the noisy scenario of short text.

The optimization procedure is summarized in Algorithm 1. As usual, stochastic gradient descent algorithms such as Adam [12] are leveraged to learn the word and clustering embeddings. ARL-Adv calculates the gradients of $E$ and $C$ over Equation (11) through back propagation, and update the parameters accordingly. The learning of adversarial perturbation $\Delta^C$ follows the approximated linearizing methodology proposed in [5], leading to fast analytic form solutions. With the adding of L2 norm to each column of $\Delta^C$, i.e., $\|\Delta^C_m\|_2 \leq \epsilon (m \in \{1, 2, \cdots, M\})$, we can easily derive the following updating rule for the perturbation of each cluster embedding:

$$\Delta^C_m = \epsilon \frac{g^C_m}{\|g^C_m\|}, \quad \text{where} \quad g^C_m = \alpha \frac{\partial J_2}{\partial C_m}. \quad (13)$$

After finishing the training of ARL-Adv, the cluster assignments are determined based on the attention weights over the learned document embedding matrix $C$, while the adversarial perturbations $\Delta^C$ are ignored.

Algorithm 1: Adversarial training for the proposed model.

Input : Short text corpus $\mathcal{D}$, cluster number $M$, adversarial strength $\alpha$, adversarial norm $\epsilon$, and other hyper-parameters such as embedding size $K$. 

Output: Word embedding $E$, cluster embedding $C$, cluster-level attention weights $p(z_m|d_i) (\forall m \in \{1, 2, \cdots, M\}, \forall i \in \{1, 2, \cdots, |\mathcal{D}|\})$.

begin

2 Initialize word embedding $E$ and cluster embedding $C$;

3 for iter = 1 to max_iter do

4 Sample a mini-batch $D_{batch} \in \mathcal{D}$;

5 for $i \in D_{batch}$ do

6 Constructing document pairs $(i, j)$, where $j \in D_{batch}$;

7 Learning adversarial perturbations $\Delta^C$ through Equation 13;

8 Updating word embedding $E$ and cluster embedding $C$ by gradient descent of Equation 12;

end

4 Experiments

4.1 Datasets

We utilize three real-world short text datasets. A brief introduction of each dataset and some common text preprocessing procedures are provided below.

- TREC: The dataset is from the Text REtrieval Conference on 2011-2015 tweet tracks. They are organized by their corresponding queries, and evaluated into several relevance levels. We retain tweets labeled relevant or highly-relevant to their queries to ensure the quality of labels.

1. http://trec.nist.gov/data/microblog.html
The first two datasets are publicly available\(^5\), and have been adopted in previous studies\([28], [29]\). For preprocessing, we utilize typical procedures in text processing, which consists of converting words into lowercase, removing stop words and irregular words, and applying Porter stemming. In addition, words with frequency below 5 are discarded. The detailed statistics of all datasets can be found in Table 1. #Cluster and #Document refer to the actual number of clusters and documents for each dataset. Vocabulary is the number of remaining tokens after preprocessing. Avg Len stands for the average length of documents counted in words.

### 4.2 Comparison Methods

#### 4.2.1 Baselines

We select some representative baselines for comprehensive comparison. They are categorized into state-of-the-art methods for short text clustering (Short), conventional text clustering methods (Conventional), and some advanced deep learning based general clustering models (General). Detailed configurations of the baselines are given below for clarity.

- **LDA**\([3]\): LDA is a classical and standard generative statistical model which learns topic or cluster distribution for each document.
- **K-means**: It is an early method for general clustering problem, relying on hand-crafted textual features when applied to text data. Two types of feature representations are adopted in our experiments, i.e., TF-IDF and its low-dimensional representation obtained by Principal Component Analysis (PCA).
- **VaDE**\([9]\): VaDE extends canonical variational auto-encoding approaches to support clustering task, by utilizing the idea of the Gaussian mixture model.
- **DEC**\([23]\): It is a deep embedded clustering model that leverages autoencoder, with TF-IDF features as input to map documents into low-dimensional embeddings. Then the mapping function and cluster embedding are refined based on the idea of self-training. Similar to VaDE, DEC has specified transforming and parameter settings for text data.
- **STCC**\([24], [25]\): This model mainly consists of three separate steps. It first trains a convolutional neural network with the help of autoencoder. Afterwards, the well-trained model is employed to get document embedding, which is fed into K-means for final clustering.
- **BTM**\([26]\): BTM regards bi-grams as the representation of short text, and generates them conditioned on different topics.
- **GSDMM**\([29]\): GSDMM is tailored for short text clustering and assumes that each document is generated by one topic, which is fundamentally different from LDA that generates one word from one topic.
- **STC**\([6]\): STC adopts self-training inspired by DEC and using Smoothed Inverse Frequency (SIF) to compute a weighted average of pre-trained word embeddings in a stage independent of optimizing its clustering method.

All the above models are tuned to be suitable for the experimental datasets to ensure a fair comparison. For reducing the impact of noises, all results in our experiments are averaged over 10 runs. We also tried GaussianLDA\([12]\) and GANMM\([13]\), which are introduced in Section ?? However, the results show that GaussianLDA could not obtain competitive clustering performance than other baselines. And training GANMM incurs a heavy computational burden, especially when the cluster number is not small. Thus we omit their details in our experiments.

#### 4.2.2 Variants of the proposed model

To verify the effectiveness of the main components of the proposed model, we consider some variants of the full model, the details of which are listed as follows.

- **ARL-Adv**: This is the full version of our proposed model, which adopts optimization target as Equation (11) and enables adversarial training.
- **ARL**: Only \(J_1\) is employed to train the model in this setting. By comparing ARL with the full model ARL-Adv, we can verify the effectiveness of adversarial training for the unsupervised clustering task.
- **ARL-Adv(no train w)**: This method optimizes parameters other than the Word embedding matrix. Comparison against it can show the necessity of learning word-level semantic representation.
- **ARL-Adv(no train c)**: Cluster embedding matrix is not learned in this model, hoping to partially verify the benefit of combining representation learning and clustering.
- **ARL-Adv w/o \(L_1\)**: The pairwise ranking loss \(L_1\) is removed from ARL-Adv. That is, the documents do not interact with their negative samples.
- **ARL-Adv w/o \(L_2\)**: The supplementary pointwise loss \(L_2\) is not considered by ARL-Adv. Both ARL-Adv w/o \(L_2\) and ARL-Adv w/o \(L_2\) still perform adversarial learning.
- **ARL-Random**: This variant takes random noise as perturbations with the same scale level as intentional adversarial perturbations.
- **ARL-Adv(word)**: It shares a very similar spirit to ARL-Adv, except that adversarial perturbation is added to word embeddings instead of cluster embeddings.

For ARL-Adv and its variants, word embeddings are pre-trained on each dataset with word2vec\([14]\) for 200 epochs. We have

---

2. http://news.google.com
3. https://archive.org/
4. https://en.wikipedia.org
5. https://github.com/jacoxu/STC2
6. https://github.com/slim1017/VaDE
7. https://github.com/piiswrong/dec
8. https://github.com/jacoxu/STC2
9. https://github.com/xiaohuiyan/BTM
10. https://github.com/jacoxu/GSDMM
11. https://github.com/hadifar/stc
12. https://github.com/rajarshd/GaussianLDA
13. https://github.com/eyoung/GANMM
14. https://radimrehurek.com/gensim/models/word2vec.html
also tried to leverage the power of BERT to initialize the word embeddings and fine-tune BERT along with the training of ARL-Adv. However, no improved performance is observed in the local tests of several hyper-parameter settings. Moreover, we initialize centroids of the clusters by performing K-means on document embeddings, the same as [23] does. Without loss of generality, the default hyper-parameters are set to the ones shown in Table 2. $K$ is the dimension of embeddings, and $|D_{batch}|$ is the size of a batch. Unless otherwise stated, the results will be reported under this setting.

### 4.3 Evaluation Metrics

We adopt three commonly used metrics for text clustering performance evaluation, i.e., normalized mutual information (NMI) [20], adjusted rand index (ARI) [7], and clustering accuracy (ACC) [23]. Suppose $\nu_i$ denotes the number of documents in the $i$-th true topic and $\bar{\nu}_i$ represents the number of documents in the $j$-th predicted cluster. We use $\bar{\nu}_{ij}$ to denote the number of documents simultaneously appearing in two clusters. In addition, $M$ denotes the set of all possible one-to-one mappings between the generated clusters and real topics. For an efficient search of the best mapping, Hungarian algorithm [13] can be adopted. Formally, NMI, ARI and ACC can be formulated as:

\[
\text{NMI} = \frac{\sum_{ij} \bar{\nu}_{ij} \log \frac{\bar{\nu}_{ij} |D|}{\bar{\nu}_i \bar{\nu}_j}}{\sqrt{\left( \sum_i \nu_i \log \frac{\nu_i}{|D|} \right) \left( \sum_j \bar{\nu}_j \log \frac{\bar{\nu}_j |D|}{\bar{\nu}_i \nu_j} \right)}},
\]

(14)

\[
\text{ARI} = \frac{\frac{1}{2} \left( \sum_{i} \left( \bar{\nu}_{i} \right)^2 - \sum_{i} \left( \bar{\nu}_{i} \right) \sum_{j} \left( \bar{\nu}_{j} \right) \right) / \left( |D| \right)}{\frac{1}{2} \left( \sum_{i} \left( \nu_{i} \right)^2 + \sum_{j} \left( \nu_{j} \right)^2 \right) - \sum_{i} \left( \nu_{i} \right) \sum_{j} \left( \nu_{j} \right) / \left( |D| \right)},
\]

(15)

\[
\text{ACC} = \max_{m \in M} \frac{\sum_{i=1}^{m} |D|}{|D|} \left\{ l_i = m(c_i) \right\}.
\]

(16)

Higher values evaluated by NMI, ARI and ACC indicate better quality in clustering outputs. They all equal to 1 when a perfect match is achieved in cluster assignments on the whole corpus. Both NMI and ARI penalize unnecessary split of documents from the same true cluster to several predicted clusters. ARI further penalizes undesirably merging of documents from different true clusters into the same predicted cluster, making it a more rigorous metric.

### 4.4 Model Comparison

We report evaluation results in Table 3 for all baselines and ARL-Adv on the adopted datasets. The cluster numbers here are set to the same as in Table 1. From a whole perspective, all the methods do not perform exactly the same on the three metrics. For example, K-means(TF-IDF) gains better results than LDA in terms of NMI and ACC, but not in ARI. This phenomenon shows the necessity of adopting all the three metrics. Since they focus on different properties of the clustering results, using all of them can provide more comprehensive comparisons from distinct perspectives.

As expected, the models belonging to the “Conventional” category do not show competitive performance than other types of baselines, since they are not tailored for short text and do not fully leverage the power of representation learning. LDA is the standard topic modeling approach for general text modeling. Yet, it works poorly here because assigning clusters to words in the same short text can aggravate sparsity, as the corresponding results demonstrate. Although PCA converts the sparse representation of TF-IDF to a continuous low-dimensional space, K-means(PC) shows no improvements over K-means(TF-IDF), indicating that introducing representation that is independent of the model training process may not help.

Both DEC and VaDE are deep learning based approach, which can learn low-dimensional representation of targets using their original representation, such as the pixel values of images and TF-IDF based representations of texts. Therefore, though they are proposed for general clustering tasks, they may not be limited to texts. They are able to yield better results in most cases than the category of “Conventional” methods.

Among the baselines originally proposed for short text clustering, STCC performs not very well. This shows that dividing the representation learning and clustering process into separate stages tends to be sub-optimal. The reason may lies in that representation learning process lacks proper guidance from the feedback of clustering if they are not learned together. By comparison, GSDMM and BTM perform much better than STCC. In particular, GSDMM outperforms the general deep learning based clustering models in most cases. We attribute this phenomenon to the proper assumption in GSDMM that documents are generated from only one topic, along with its proper approximation in posterior distribution. STC exhibits well performance on TREC (still worse than ARL-Adv) but not so well results on the other two datasets. This is because STC cannot optimize word embeddings when training its clustering method.

On the whole, our full model ARL-Adv consistently achieves best results among all the adopted baselines in terms of the three metrics. This might be attributed to the following reasons: (1) ARL-Adv utilizes word embedding to obtain document embedding and learns word embedding with the optimization of whole model rather than learning it separately; (2) ARL-Adv combines the representation learning and short text clustering in an end-to-end learning fashion; (3) adversarial training adopted in ARL-Adv can effectively improve clustering performance. The last part of Table 3 shows that ARL-Adv improves ARL consistently in the three datasets, especially in GoogleNews and Event, verifying the third reason. In the next section, we empirically demonstrate the benefit of learning word embedding and cluster embedding by ablation study on the model.

### 4.5 Analysis of the Proposed Model

Table 4 shows the results of ablation study, so we can investigate the role of key components in our proposed model. By first comparing ARL-Adv(no train w) and ARL-Adv(no train c) with ARL-Adv, we can see their performance drops significantly, showing that the learning of word representation and cluster representation, accompanied with the automatic selection of cluster, is indeed indispensable. Besides, ARL-Adv(no train c) behaves better than ARL-Adv(no train w), indicating the training of word embedding is more critical in this sense.

The second part of Table 4 shows the relative influence of the pairwise-ranking loss and pointwise loss. On TREC, the two losses

| TABLE 2: The default settings for ARL-Adv. |
| --- | --- | --- | --- |
| $K$ | $|D_{batch}|$ | $\alpha$ | $\epsilon$ |
| 300 | 64 | 1.0 | 50.0 |
play similar roles and removing either of them does not obviously damage the performance. In contrary, the pairwise ranking loss is more crucial for the clustering performance in the other two datasets, and adding pointwise loss could strengthen the clustering of short text.

The third part of Table 4 further explores the effect of cluster-level adversarial perturbations, by comparing it with cluster-level random perturbations (ARL-Random) and word-level adversarial perturbations (ARL-Adv(word)). We can infer from the results that: (1) ARL-Random obtains slightly worse results than ARL. This reveals that simply adding random perturbations without learning may not bring more useful information to the model. (2) ARL-Adv(word) performs slightly better than ARL, but not as well as ARL-Adv, especially in GoogleNews and Event. For example, ARL-Adv improves ARL-Adv(word) by 2.3% and 3% in terms of ACC in the two datasets, respectively.

5 Conclusion

In this paper, we have developed the novel model ARL-Adv. It fuses the representation learning and short text clustering in an end-to-end fashion through the proposed cluster-level attention. Adversarial perturbations are further added to cluster embeddings, enhancing the robustness and effectiveness of model training through a minimax game. Extensive studies on three real-life datasets show that ARL-Adv can achieve superior performance, even compared with the state-of-the-arts for short text clustering datasets. Future analysis into ARL-Adv is performed to explain the contributions of its components.
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