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Abstract

We compute the finite generation ideal for Daigle and Freudenburg’s counterexample to Hilbert’s fourteenth problem. This ideal helps to understand how far the ring of invariants is from being finitely generated. Our calculations show that the finite generation ideal is the radical of an ideal generated by three infinite families of invariants. We show that these three families together with an additional invariant form a SAGBI-basis. We use the properties of our SAGBI-basis in our computation of the finite generation ideal.

1 Introduction

Let $\mathbb{K}$ be a field, and let $\mathbb{K}[x_1, x_2, \ldots, x_n]$ be a polynomial ring in $n$ variables over $\mathbb{K}$, with $\mathbb{K}(x_1, x_2, \ldots, x_n)$ its field of fractions and $L$ a subfield of $\mathbb{K}(x_1, x_2, \ldots, x_n)$. In his fourteenth problem, Hilbert asked whether the subalgebra $L \cap \mathbb{K}[x_1, x_2, \ldots, x_n]$ is finitely generated. In characteristic zero, this has been shown to not always be the case, with Nagata finding the first counterexample in 1959 [Nag59]. Further examples have been found, for example by Roberts in 1990, [Rob90]. In 1994, A’Campo-Neuen showed that Roberts’ example arises as the invariant ring of a $\mathbb{G}_a$-action on $\mathbb{A}^7$ in [ACa94]. The smallest known counterexample to Hilbert’s problem which arises as an invariant ring was found by Daigle and Freudenburg in dimension five, [DF99]. Daigle and Freudenburg’s example arises as an invariant ring of the following $\mathbb{G}_a$-action on $\mathbb{A}^5$ in characteristic zero:

$$\alpha \cdot (a, b, c, d, e) = \left( a, b + \alpha a^3, c + \alpha b + \frac{1}{2} \alpha^2 a^3, d + \alpha c + \frac{1}{2} \alpha^2 b + \frac{1}{6} \alpha^3 a^3, e + \alpha a^2 \right).$$

The invariant ring of an additive group action is known to correspond to the kernel of a locally nilpotent derivation, see for example [Fre00, §1.5]. Daigle and Freudenburg’s $\mathbb{G}_a$-action corresponds to the kernel of the locally nilpotent derivation

$$D := x^3 \frac{\partial}{\partial s} + s \frac{\partial}{\partial t} + t \frac{\partial}{\partial u} + x^2 \frac{\partial}{\partial v},$$

on the polynomial ring $R := \mathbb{K}[x, s, t, u, v]$. There are many algorithms which have been developed to aid in computing kernels of locally nilpotent derivations which we exploit in this paper. Daigle and Freudenburg’s example is also closely related to Roberts’ example in dimension seven, and a counterexample found by Freudenburg in dimension six, [Fre00]. It is possible to construct Daigle and Freudenburg’s counterexample.
by “removing symmetries” from Roberts’ example, [Fre06, §7.2] and, there is a $\mathbb{K}$-algebra homomorphism from Freudenburg’s example to Daigle and Freudenburg’s which induces a surjective homomorphism on the invariant rings, [Tun06, §2].

Castravet and Tevelev provide an infinite family of non-finitely generated $\mathbb{K}$-algebras, which Doran, Giansiracusa, and Jensen realised as the ring of invariants of a $\mathbb{G}_a$-action on a polynomial ring. Additionally, Kuroda has generalised Robert’s example in [Kur04]. However, it remains a difficult task to construct counterexamples as invariant rings from $\mathbb{G}_a$-actions; and little is known about the structure of these invariant rings in general.

In this paper we determine the finite generation ideal of the invariant ring, $R^D$, defined below. That is, the radical ideal of elements $f \in R^D$ for which $R^D$ is finitely generated, [DK08, §2]. Such an ideal can be understood to track how far a ring is from being finitely generated, with it being the ring itself when $R^D$ is finitely generated. Dufresne and Kraft computed the finite generation ideal for Roberts’ example in [DK15, §3] and their computation shows that the finite generation ideal is what would be expected by “removing symmetries” from Roberts’ example. Preliminaries and some early results on Daigle and Freudenburg’s example are covered in §2 and §3 respectively.

In order to compute the finite generation ideal, we first construct a generating set for the invariant ring in §4 with useful properties. This requires us to construct three infinite families of invariants using a method similar to van den Essen in [Ess06]. We then show that these families, together with an additional invariant, generate the invariant ring. In fact, we show that this generating set forms a SAGBI-basis for $R^D$; that is, a Subalgebra Analogue for a Gröbner Basis of Ideals, Definition 7. Our calculation of the SAGBI-basis uses an argument similar to that of Kuroda for Roberts’ example, [Kur04, §3]. SAGBI-bases were first constructed by Robbiano and Sweedler in [RS90] and Kapur and Madlener [KM89] independently. The properties of a SAGBI-basis and the relations between its elements are key to our computation of the finite generation ideal in §5, which comprises Theorem 13, our main result. We additionally show that the leading terms of these three infinite families generate the subalgebra generated by the leading terms of the finite generation ideal.

2 Preliminaries

Throughout the following we fix $\mathbb{K}$ to be an algebraically closed field of characteristic zero. We will begin with a few preliminaries, followed by a discussion of the invariant ring of a group action. We follow parts of [Ess93], [DK15] and [Fre06]. Let $R$ be a commutative $\mathbb{K}$-domain and recall that a derivation $D: R \to R$ is locally nilpotent if, for all $a \in R$, there is some $n \in \mathbb{N}$ for which $D^n(a) = 0$. We denote the kernel of the derivation by $R^D$ and its image by $D(R)$. Note that $R^D$ is a subring of $R$. We call an element $p \in R$ with $D(p) \in R^D$ and $D(p) \neq 0$ a local slice for $D$. The plinth ideal is defined as $\text{pl}(D) := R^D \cap D(R)$; it is simple to check that $\text{pl}(D)$ is an ideal of $R^D$, see for example [Fre06, p.17].

Definition 1. Let $R$ be a $\mathbb{K}$ domain, the finite generation ideal of $R$ is defined as

$$f_R := \{ g \in R \setminus \{0\} \mid R_g \text{ is finitely generated as a } \mathbb{K}\text{-algebra} \} \cup \{0\}.$$  

Note that if $R$ is finitely generated, then $f_R = R$. If $R$ is a subalgebra of a finitely generated algebra, then $f_R$ is non-zero; additionally, $f_R$ is a radical ideal, [DK08, §2.2]. One can hence view the finite generation ideal as a form of measure of how far $R$ is from being finitely generated by comparing $f_R$ to $R$. Of particular interest to us in this paper is $f_{R^D}$, where $D$ is a locally nilpotent derivation.

If $R = \mathbb{K}[X_1, \ldots, X_n]$ we call an element of the form $X_1^{a_1} \cdots X_n^{a_n}$ a monomial and an element of the form $\alpha \cdot X_1^{a_1} \cdots X_n^{a_n}$, where $\alpha \in \mathbb{K} \setminus \{0\}$ is called a term; a polynomial is a sum of terms.
Definition 2. Suppose $R = \mathbb{K}[X_1, X_2, \ldots, X_n]$ and suppose that $D = a_1 \frac{\partial}{\partial X_1} + \cdots + a_n \frac{\partial}{\partial X_n}$ is a derivation on $R$. We say that $D$ is a monomial derivation if each $a_i \in \mathbb{K}[X_1, X_2, \ldots, X_n]$ is a monomial; a derivation is called triangular if $a_1 \in \mathbb{K}$ and each $a_i \in \mathbb{K}[X_1, \ldots, X_{i-1}]$ for $2 \leq i \leq n$.

If $R$ is a $\mathbb{K}$-domain then $V = \text{Spec}(R)$ denotes the corresponding scheme, which is an affine variety when $R$ is affine. We denote affine $k$-space by $\mathbb{A}^k$, with coordinate ring the polynomial ring $\mathbb{K}[x_1, \ldots, x_k]$. Suppose that $G$ is an algebraic group acting on an affine variety $V$, then $G$ acts by $\mathbb{K}$-algebra automorphisms on $R$ as

$$g \cdot f (v) := f(g^{-1} \cdot v) \text{ for all } x \in V, f \in R.$$ 

The invariant ring for this action is

$$R^G := \{ f \in R | g \cdot f = f \text{ for all } g \in G \}.$$ 

An element $f \in R^G$ is called an invariant. The fixed point set of the action is defined as

$$V^G := \{ x \in V | g \cdot x = x \text{ for all } g \in G \}.$$ 

We focus on the case where $G = \mathbb{G}_a = (\mathbb{K}, +)$ is the additive group of the field $\mathbb{K}$. It is known that in this case we have a one-to-one correspondence between algebraic group actions and locally nilpotent derivations, [Fre06, §1.5]. Let $D$ be a locally nilpotent derivation on $R$, an element $\alpha \in \mathbb{G}_a$ acts on $R$ as

$$\exp(\alpha D)(f) := \sum_{i=0}^{\infty} \frac{1}{i!} \alpha^i D^i(f).$$

Note that since $D$ is locally nilpotent, for each $f \in R$ the displayed sum has only finitely many non-zero terms. Conversely a given $\mathbb{G}_a$-action $\rho : \mathbb{G}_a \times V \to V$ induces a derivation $\rho'(0)$, which can be shown to be locally nilpotent, see for example [Fre06, §1.5]. Additionally, the invariant ring of the group action is equal to the kernel of the derivation, that is $R^{\mathbb{G}_a} = R^D$.

Given an affine variety $V$ and an algebraic group $G$ acting on $V$, we wish to define a quotient $V//G$. When $G$ is reductive, the ring $R^G$ is finitely-generated, so we get a corresponding variety $V//G := \text{Spec}(R^G)$. When $G$ is not reductive, $R^G$ may not be finitely generated. Nevertheless, we may still define $V//G := \text{Spec}(R^G)$ as an affine scheme, and the usual universal property still holds in the category of affine schemes, [MFK94, p.3]. We record this in the following definition:

Definition 3. Given $V$, an affine variety, and $G$, an algebraic group acting on $V$, there is a morphism induced by the inclusion $R^G \subset R$:

$$\pi_V : V \to V//G := \text{Spec}(R^G),$$

we call this the quotient morphism. $V//G$ is the categorical quotient in the category of affine schemes, satisfying the universal property that every $G$-invariant morphism from $V$ to some affine scheme $W$ factors uniquely through $\pi_V$.

Given an additive group action of $\mathbb{G}_a$ on $V$, we can ask if there is some $\mathbb{G}_m$-action on $V$ commuting with our $\mathbb{G}_a$-action. If so, then $\mathbb{G}_m$ acts on $V//\mathbb{G}_a$ and hence induces a grading on $R^{\mathbb{G}_a}$, as well as on $R$, see for example [Fre06, §10.2]. When $V \subset \mathbb{A}^k$ is affine, there is some maximal subtorus of the natural $k$-dimensional torus action on $\mathbb{A}^k$ that is $\mathbb{G}_a$-equivariant.

If $X$ is a variety with an action of the additive group $\mathbb{G}_a$, we say that $X$ is a trivial $\mathbb{G}_a$-bundle if there is a $\mathbb{G}_a$-equivariant morphism $X \to \mathbb{G}_a$. In this case we can identify $X//\mathbb{G}_a$ with $X//\mathbb{G}_a$, and the quotient morphism $\pi_X : X \to X//\mathbb{G}_a$ admits a section. If $X$ is affine, then $X//\mathbb{G}_a = \text{Spec}(R^{\mathbb{G}_a})$. 
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Suppose $V = \text{Spec}(R)$ is an affine $\mathbb{K}$-variety, with $G$ an algebraic group acting on $V$. Suppose also that $R = \bigoplus_{i \geq 0} R_i$ is a graded ring with $R_0 = \mathbb{K}$, and let $z_0$ be its homogeneous maximal ideal. This means that $V$ admits an action of the multiplicative group $\mathbb{G}_m = \mathbb{K}^*$ with $z_0 \in \text{Spec}(R)$ the unique closed orbit. We say that $V$ is a \textit{fix-pointed} $G$-variety with fixed point $z_0$ if this $\mathbb{G}_m$-action commutes with the $G$-action. Note that $V/G$ is also fix-pointed, and we define the \textit{nullcone} as $\mathcal{N}_V = \pi^{-1}(\pi(z_0))$. Thus, given an additive group action of $\mathbb{G}_a$ on an affine variety $V$, the nullcone can be defined using the induced $\mathbb{Z}$-grading on $R$.

Let $D$ be a locally nilpotent derivation on an affine $\mathbb{K}$-domain $R$, with $V = \text{Spec}(R)$. Suppose $x \in V$ is a fixed point under the corresponding $\mathbb{G}_a$-action and, for $f \in R$, let $n \in \mathbb{N}$ be such that $D^n(f) \neq 0$ and $D^{n+1}(f) = 0$. Then we have

$$f(x) = \exp(\alpha D)(f)(x) = f(x) + \alpha D(f)(x) + \cdots + \frac{1}{n!}\alpha^n D^n(f)(x),$$

Letting $\alpha$ vary, we conclude that $D^i(f)(x) = 0$ for all $i \geq 1$, and in particular $D(f)(x) = 0$. Now suppose that for $x \in R$ we have $D(f)(x) = 0$ for all $f \in R$. Then for $f \in R$

$$\exp(\alpha D)(f)(x) = f(x) + \alpha D(f)(x) + \cdots + \frac{1}{n!}\alpha^n D^n(f)(x) = f(x),$$

thus $x$ is a fixed point. We have shown that:

$$V^{\mathbb{G}_a} = \{ x \in V \mid D(f)(x) = 0 \text{ for all } f \in R \} = \{ x \in V \mid f(x) = 0 \text{ for all } f \in D(R) \}.$$ 

Consider $\mathcal{P}_V := \mathcal{V}(\text{pt}(D))$, the \textit{Plinth variety} of $V$. We have

$$\mathcal{P}_V = \{ x \in V \mid D(f)(x) = 0 \text{ for all } f \in R \text{ with } D^2(f) = 0 \},$$

and hence we have $V^{\mathbb{G}_a} \subseteq \mathcal{P}_V$. Given a $\mathbb{Z}_{\geq 0}$-grading on $R^{\mathbb{G}_a}$ induced by a $(\mathbb{G}_m)^r$-action, we define $R_+^{\mathbb{G}_a} := \{ f \in R^{\mathbb{G}_a} \mid \deg(f) \neq (0,0,\ldots,0) \}$, the maximal graded ideal of $R^{\mathbb{G}_a}$. Our definition of the nullcone may then be rewritten as

$$\mathcal{N}_V = \{ x \in V \mid f(x) = 0 \text{ for all } f \in R_+^{\mathbb{G}_a} \}.$$

### 3 Daigle & Freudenberg’s counterexample

We now construct Daigle and Fruedenberg’s counterexample. Let $V = \mathbb{A}^5$ and let $R := \mathbb{K}[x, s, t, u, v]$ be the polynomial ring over $\mathbb{K}$ in 5 variables. We consider the following locally nilpotent derivation on $R$

$$D := x^3 \frac{\partial}{\partial s} + s \frac{\partial}{\partial t} + t \frac{\partial}{\partial u} + x^2 \frac{\partial}{\partial v}. \quad (1)$$

This corresponds to a $\mathbb{G}_a$-action on $R$ defined by

$$\exp(\alpha D) \cdot (x, s, t, u, v) = (x, s + \alpha x^3, t + \alpha s, \frac{1}{2} \alpha^2 x^3, u + \alpha t, \frac{1}{2} \alpha^2 s + \alpha^3 x^3, v + \alpha x^2).$$

The $\mathbb{G}_a$-action on $\mathbb{A}^5$ commutes with the following $\mathbb{G}_m$-action

$$\lambda \cdot (x, s, t, u, v) := (\lambda \cdot x, \lambda^3 \cdot s, \lambda^3 \cdot t, \lambda^3 \cdot u, \lambda^2 \cdot v), \quad (2)$$

which induces a grading on $R$ with $\deg(x) = 1$, $\deg(s) = \deg(t) = \deg(u) = 3$ and $\deg(v) = 2$. In the sequel when we refer to $f \in R$ as \textit{homogeneous}, we mean homogeneous with respect to this grading. Likewise, for
$f \in R$, the degree of $f$ is the maximal degree of some term of $f$ with respect to this grading. In our treatment of this example we will occasionally consider elements ordered by $\deg_v$ or $\deg_x$, which are defined for $f \in R$ as $\deg_v(f) := \max \{ n \mid f \text{ has a term of the form } \alpha \cdot x^n s^a t^b u \cdot v^c, \alpha \in \mathbb{K} \setminus \{0\}, a, b, c, d \in \mathbb{N} \}$ and similarly for $v$.

A polynomial $f \in R$ has $v$-degree $n$ if $\deg_v(f) = n$.

We also make use of the grading induced by the derivation $D$ itself, which we refer to as the $\rho$-grading. It is defined first on the monomials in $R$ with

$$\rho(m) := \{ i \in \mathbb{Z}_{\geq 0} \mid D^i(m) \neq 0, D^{i+1}(m) = 0 \}. \quad (3)$$

We then set, for $f \in R$, $\rho(f) := \max \{ \rho(m) \mid m \text{ is a term of } f \}$. We set $\rho(0) := -\infty$. Elements homogeneous with respect to this grading will be called $\rho$-homogeneous. Observe that $\rho(x^n) = 0$, $\rho(s^b) = b$, $\rho(t^c) = 2c$, $\rho(u^d) = 3d$ and $\rho(v^e) = e$. Note that the $\rho$-grading is indeed a grading; set

$$R_n := \left\{ \sum_i \lambda_i x^n s^b t^c u^d v^e \mid \lambda_i \in \mathbb{K}, a \in \mathbb{N}, b + 2c + 3d + e = n \right\}.$$

Now, for $p \in R_i$, $q \in R_j$, their product is non-zero, and all terms in $pq$ are of the form $mn$, where $m \in R_i, n \in R_j$. We have

$$D^{i+j}(mn) = \sum_{i=0}^{i+j} \binom{i+j}{i} D^i(m) D^{i+j-i}(n) = \binom{i+j}{i} D^i(m) D^j(n) \neq 0,$$

whilst $D^{i+j+1}(mn) = D(D^i(m) D^j(n)) = D^{i+1}(m) D^j(n) + D^i(m) D^{j+1}(n) = 0$, so we conclude $pq \in R_{i+j}$.

**Remark.** $\rho(2x^3 t^2 s^2) = 2$ whilst $D(2x^3 t^2 s^2) = 0$, so for $p \in R$, $\rho(p)$ can differ from the unique non-negative integer $m$ with $D^m(p) \neq 0$ but $D^{m+1}(p) = 0$.

Now let $S := \mathbb{K}[x, s, t, u]$, and define

$$\Delta := D|_{S} = x^3 \frac{\partial}{\partial s} + s \frac{\partial}{\partial t} + t \frac{\partial}{\partial u}.$$

Our notions of degree and $\rho$-degree restrict to $f \in S$. We observe that $\Delta$ is a triangular monomial derivation on $\mathbb{K}[x, s, t, u]$. By a result of Maubach, [Maub10, § 3], we have that $S^\Delta$ is generated by at most four elements. Through an application of van den Essen’s algorithm, [Ess02, § 4], using the local slice $s \in S$ we find the following four generators of $S^\Delta$:

$$\beta_0 = x,$$
$$\gamma_0 = 2x^3 t - s^2,$$
$$\delta_0 = 3x^6 u - 3x^3 s t + s^3,$$
$$g = 9x^6 u^2 - 18x^3 s t u + 6s^3 u + 8x^3 t^3 - 3s^2 t^2. \quad (4)$$

Observe that $\beta_0, \gamma_0, \delta_0 \in \Delta(S)$, since

$$\Delta(s) = x^3 = \beta_0^3,$$
$$\Delta(3x^3 u - s t) = 2x^3 t - s^2 = \gamma_0,$$
$$\Delta(3x^3 s u - 4x^3 t^2 + s^2 t) = 3x^6 u - 3x^3 s t + s^3 = \delta_0.$$

We can compute the plinth variety, the fixed-point set and the nullcone for this counterexample:
Lemma 4.  
1. $(\mathbb{A}^5)^{G_\mathfrak{s}} = \mathcal{V}_{\mathbb{A}^5}(x, s, t)$.

2. $P_{\mathbb{A}^5} = \mathcal{V}_{\mathbb{A}^5}(x, s)$.

3. $N_{\mathbb{A}^5} = \mathcal{V}_{\mathbb{A}^5}(x, s)$.

Proof.  1. As shown above, we have

$$(\mathbb{A}^5)^{G_\mathfrak{s}} = \{ p \in \mathbb{A}^5 \mid D(f)(p) = 0 \text{ for all } f \in R \}.$$ 

Suppose $p = (p_1, p_2, p_3, p_4, p_5) \in (\mathbb{A}^5)^{G_\mathfrak{s}}$ and $f \in R$, then

$$D(f)(p) = p_2 \frac{\partial f}{\partial s}(p) + p_2 \frac{\partial f}{\partial t}(p) + p_2 \frac{\partial f}{\partial u}(p) + p_2 \frac{\partial f}{\partial v}(p).$$

Clearly if $p = (0, 0, 0, p_3, p_5)$, then $D(f)(p) = 0$ for all $f \in R$. Conversely suppose at least one of $p_1, p_2$ or $p_3 \neq 0$, then one of $D(s)(p), D(t)(p), D(u)(p)$ is non-zero, so $(\mathbb{A}^5)^{G_\mathfrak{s}} = \mathcal{V}_{\mathbb{A}^5}(x, s, t)$ as claimed.

2. By our observations above we have $\beta_0^3, \gamma_0, \delta_0 \in \mathfrak{p}(D)$, so $\mathcal{V}_{\mathbb{A}^5}(\beta_0^3, \gamma_0, \delta_0) = \mathcal{V}_{\mathbb{A}^5}(x, s) \subset P_{\mathbb{A}^5}$. Let $f \in \mathfrak{p}(D)$, we will show that $f \in \mathcal{V}_{\mathbb{A}^5}(x, s)$. Suppose that $f$ is homogeneous, we induct on the degree, $n$, induced by the $G_m$-action introduced in equation 2. Recall that there are no elements of degree 0 or 1 in the plinth ideal. The only elements in the plinth ideal of degree 2 or 3 are the monomials $x^2$ and $x^3$. Now suppose $f \in \mathfrak{p}(D)$ has degree $n > 3$ and that $f = xp_1 + sp_2 + g$, where $p_1, p_2 \in \mathbb{K}[x, s, t, u, v]$ and $g \in \mathbb{K}[t, u, v]$. Observe that the partial derivatives $\frac{\partial f}{\partial t}, \frac{\partial f}{\partial u}, \frac{\partial f}{\partial v}$ all commute with the derivation $D$, and so for any $p \in R^D$, we have

$$0 = \frac{\partial f}{\partial t}(D(p)) = D \left( \frac{\partial f}{\partial t}(p) \right) = \frac{\partial u}{\partial u}(D(p)) = D \left( \frac{\partial f}{\partial u}(p) \right) = \frac{\partial v}{\partial v}(D(p)) = D \left( \frac{\partial f}{\partial v}(p) \right).$$

Hence $\frac{\partial f}{\partial t}, \frac{\partial f}{\partial u}, \frac{\partial f}{\partial v} \in R^D$ since $f \in R^D$. But note that these partial derivatives all have degree $n - 3$, hence by induction we have that there are $h_1, h_2, h_3, h_4, h_5 \in \mathbb{K}[x, s, t, u, v]$ with

$$\frac{\partial f}{\partial t} = xh_1 + sh_2, \quad \frac{\partial f}{\partial u} = xh_3 + sh_4, \quad \frac{\partial f}{\partial v} = xh_5 + sh_6.$$  \hspace{1cm} (5)

However

$$\frac{\partial f}{\partial t} = x \frac{\partial p_1}{\partial t} + s \frac{\partial p_2}{\partial t} + \frac{\partial g}{\partial t}, \quad \frac{\partial f}{\partial u} = x \frac{\partial p_1}{\partial u} + s \frac{\partial p_2}{\partial u} + \frac{\partial g}{\partial u}, \quad \frac{\partial f}{\partial v} = x \frac{\partial p_1}{\partial v} + s \frac{\partial p_2}{\partial v} + \frac{\partial g}{\partial v},$$

where $\frac{\partial p_1}{\partial t}, \frac{\partial p_2}{\partial t}, \frac{\partial p_2}{\partial v} \in \mathbb{K}[t, u, v]$, hence these partial derivatives of $g$ must all be zero by equation 2. Since we have assumed $f$ is homogeneous, this implies that $g = 0$.

3. Recall that the nullcone is given by

$$\pi_{\mathbb{A}^5}^{-1}(\pi_{\mathbb{A}^5}(0)) = N_{\mathbb{A}^5} = \left\{ v \in \mathbb{A}^5 \mid f(v) = 0 \text{ for all } f \in R_{\mathbb{A}^5}^G \right\}.$$ 

Suppose $v = (v_1, v_2, v_3, v_4, v_5) \in N_{\mathbb{A}^5}$, then for $\beta_0, \gamma_0 \in R_{\mathbb{A}^5}^G$, we have $\beta_0(v) = v_1 = 0, \gamma_0(v) = 2(0)^3v_3 - v_2^2 = 0$, so $v = (0, 0, v_3, v_4, v_5)$ and $N_{\mathbb{A}^5} \subset \mathcal{V}_{\mathbb{A}^5}(x, s)$. Now suppose that $v \in \mathcal{V}_{\mathbb{A}^5}(x, s)$, and let $f \in R_{\mathbb{A}^5}^G$, the above calculation for the plinth variety shows that $R_{\mathbb{A}^5}^G \subset (x, s)\mathbb{K}[x, s, t, u, v]$. Therefore we can write $f = xh_1 + sh_2$ with $h_1, h_2 \in \mathbb{K}[x, s, t, u, v]$ and so $f(v) = 0$, implying $v \in N_{\mathbb{A}^5}$ and hence that $N_{\mathbb{A}^5} = \mathcal{V}_{\mathbb{A}^5}(x, s)$. \hfill \square
4 A SAGBI-basis for Daigle and Freudenburg’s counterexample

4.1 Constructing three infinite families of invariants

We first show that \( R^D \) is not finitely generated, to do this we show that \( R^D \) has three infinite families of homogeneous invariants. We call the members of these families \( \beta_i, \gamma_i \) and \( \delta_i \) respectively, with \( i \in \mathbb{N} \) corresponding to the \( v \)-degree of the invariant. Recall that \( S^\Delta \) is generated by \( \beta_0, \gamma_0, \delta_0 \) and \( g \), defined in equation [4]. We construct the \( \beta_i, \gamma_i \) and \( \delta_i \) so that \( \beta_i := \beta_0 v^i + \) terms of lower \( v \)-degree, and similarly for \( \gamma_i \) and \( \delta_i \). For \( i = 1 \) we must find, for example, some \( f \in R \) so that \( D(\beta_0 v + f) = x^3 + D(f) = 0 \). This is a simple task for \( \beta_1, \gamma_1 \) and \( \delta_1 \) since \( x^2 \beta_0, x^2 \gamma_0, x^2 \delta_0 \in \text{pl}(D) \), giving:

\[
\begin{align*}
\beta_1 &= xv - s, \\
\gamma_1 &= (2x^3 t - s^2) v + x^2 st - 3x^5 u, \\
\delta_1 &= (3x^6 u - 3x^3 st + s^3) v - 3x^5 su + 4x^5 t^2 - x^2 s^2 t.
\end{align*}
\]

In general these invariants are difficult to construct, but we show that such invariants exist. Once this is accomplished, we construct a SAGBI-basis for \( R^D \).

**Definition 5.** Let \( M \) be the set of all monomials in \( \mathbb{K}[x_1, x_2, \ldots, x_n] \). A monomial ordering is a total order “\( > \)” on \( M \) which satisfies the following conditions:

- \( m > 1 \) for all \( m \in M \setminus \{1\} \),
- \( m_1 > m_2 \) implies \( bm_1 > bm_2 \) for all \( b, m_1, m_2 \in M \).

We write \( x_i \gg x_j \) if \( x_i > x_j^a \) for all \( a \in \mathbb{Z}_{\geq 0} \). Given a non-zero polynomial \( f \in \mathbb{K}[x_1, x_2, \ldots, x_n] \), we can write \( f \) uniquely as \( f = cm + g \), where \( m \in M \), \( c \in \mathbb{K} \setminus \{0\} \) and every monomial appearing as part of a term in \( g \) is smaller than \( m \) with respect to our ordering. We call \( cm \) the leading term of \( f \), and write \( \text{LT}(f) = cm \). Additionally, \( m \) is the leading monomial of \( f \), denoted \( \text{LM}(f) \).

We may now define a Gröbner basis, we use [DK02, p. 10].

**Definition 6.** Fix a monomial ordering on \( \mathbb{K}[x_1, x_2, \ldots, x_n] \) and let \( S \subset \mathbb{K}[x_1, x_2, \ldots, x_n] \) be a set of polynomials. We write

\[
\text{L}(S) := (\text{LM}(f) \mid f \in S),
\]

for the ideal generated by the leading monomials from \( S \), called the leading ideal of \( S \). Now let \( I \subset \mathbb{K}[x_1, x_2, \ldots, x_n] \) be an ideal, then a finite subset \( \mathcal{G} \subset I \) is called a Gröbner basis for \( I \) if \( \text{L}(I) = \text{L}(\mathcal{G}) \).

**Remark.** A Gröbner basis of \( I \) generates \( I \) as an ideal: suppose that \( f \in I \) is an element with minimal leading monomial which is not contained in the ideal generated by \( \mathcal{G} \). Then, as \( \mathcal{G} \) is a Gröbner basis, \( \text{LM}(f) \in \text{L}(\mathcal{G}) \), so there is some \( h \in (\mathcal{G}) \) with \( \text{LM}(h) = \text{LM}(f) \). Now \( f - h \) has smaller leading monomial than \( f \), and must be contained in the ideal generated by \( \mathcal{G} \). This means \( f = (f - h) + h \) is contained in the ideal generated by \( \mathcal{G} \), a contradiction.

An analogous concept for subalgebras also exists, called a SAGBI-basis

**Definition 7.** A Subalgebra Analogue for Gröbner Bases of Ideals or “SAGBI-basis” is defined as follows: Let “\( > \)” be a monomial ordering on the polynomial ring \( \mathbb{K}[x_1, x_2, \ldots, x_n] \). For a subalgebra \( A \subset \mathbb{K}[x_1, x_2, \ldots, x_n] \), we write \( \text{L}_{\text{alg}}(A) \) for the algebra generated by all leading monomials of non-zero elements in \( A \). A subset \( S \subset A \) is called a SAGBI-basis of \( A \) if \( \text{L}_{\text{alg}}(S) = \text{L}_{\text{alg}}(A) \).
Note also that a SAGBI-basis $\mathcal{S}$ of a subalgebra $A$ also generates $A$ as an algebra as in the case of a Gröbner basis.

In the sequel we use the lexicographic monomial ordering on $R = \mathbb{K}[x, s, t, u, v]$, which is defined so that $x^{e_1}s^{e_2}t^{e_3}u^{e_4}v^{e_5} > x^{f_1}s^{f_2}t^{f_3}u^{f_4}v^{f_5}$ if $e_i > f_i$ for the largest $i$ for which we have $e_i \neq f_i$. For example $tv > v$ since both monomials have $v$ exponent 1, $u$-exponent 0 but $tv$ has $t$ exponent 1 whilst $v$ has $t$ exponent 0. We also use the lexicographic monomial ordering on $S = \mathbb{K}[x, s, t, u]$ with $x < s < t < u$.

**Definition 8.** Let $\mathcal{S} = \{f_1, \ldots, f_m\} \subset \mathbb{K}[x_1, \ldots, x_n]$ be a finite set of polynomials.

1. A polynomial $p \in \mathbb{K}[x_1, \ldots, x_n]$ is said to be in normal form with respect to $\mathcal{S}$ if no term of $p$ is divisible by the leading monomial of any $f \in \mathcal{S}$.

2. If $p, \tilde{p} \in \mathbb{K}[x_1, \ldots, x_n]$, $\tilde{p}$ is said to be a normal form of $p$ with respect to $\mathcal{S}$ if $\tilde{p}$ is in normal form with respect to $\mathcal{S}$ and there are $h_1, \ldots, h_m \in \mathbb{K}[x_1, \ldots, x_n]$ with

$$p - \tilde{p} = \sum_{i=1}^m h_if_i \quad \text{and} \quad \text{LM}(h_if_i) \leq \text{LM}(p) \text{ for all } i.$$  

We now state the image membership algorithm, see van den Essen [Ess00, §1.4].

**Lemma 9** (Image membership algorithm). Let $\mathcal{S} = \mathbb{K}[x_1, \ldots, x_n]$ be a finitely generated $\mathbb{K}$-algebra, and $D$ a non-zero locally nilpotent derivation on $S$. Fix $a \in S$, and let $m$ be the unique non-negative integer satisfying $D^m(a) \neq 0$, $D^{m+1}(a) = 0$. Let $p$ be a local slice of $D$, with $d := D(p)$ and $s := p/d \in S[d^{-1}]$. Suppose $S^D = \mathbb{K}[f_1, \ldots, f_l]$, put

$$b' := \sum_{i=0}^m \frac{(-1)^i}{(i+1)!} D^i(a)s^{i+1},$$

and set $q := d^{m+1}b'$. Define the ideal $J_m$ in $\mathbb{K}[X, Y] := \mathbb{K}[x_1, \ldots, x_n, y_1, \ldots, y_l]$ as:

$$J_m := (y_1 - f_1, \ldots, y_l - f_l, d^{m+1}),$$

and choose on $\mathbb{K}[X, Y]$ a monomial ordering so that $x_i >> y_j$ for all $i, j$. Let $G$ be a Gröbner basis of $J_m$. Let $\tilde{q}$ be the normal form of $q$ with respect to $G$. Then $a \in D(S)$ if and only if $\tilde{q} \in \mathbb{K}[Y]$. Furthermore, if $\tilde{q} \in \mathbb{K}[Y]$, then $b := (q - \tilde{q}(f_i))/d^{m+1} \in S$ satisfies $D(b) = a$. The polynomial $\tilde{q}(f_i)$ is defined by replacing each $y_i$ appearing in $\tilde{q}$ with $f_i$.

Now we show the existence of the $\beta_i, \gamma_i$ and $\delta_i$:

**Proposition 10.** For each $n \in \mathbb{N}$, there are invariants $\beta_n, \gamma_n, \delta_n \in R^D$ with leading terms $\beta_0v^n, \gamma_0v^n$ and $\delta_0v^n$.

A proof of Proposition 10 has been given by Tanimoto in [Tan06, §2], making use of the relation between Daigle and Freudenburg’s counterexample and Freudenburg’s counterexample. Here we provide a direct proof.

**Proof.** We induct on the degree of $v$. Note that $\beta_0, \gamma_0$ and $\delta_0$ have already been defined. For the sake of brevity we use $\eta_i$ to denote either $\beta_i, \gamma_i$ or $\delta_i$ whenever it is unnecessary to differentiate between them. Now suppose that for all $i \leq n$, we have defined

$$\eta_i = e_i^{(i)}v^i + e_{i-1}^{(i)}v^{i-1} + \cdots + e_0^{(i)} = e_0^{(0)}v^i + \binom{i}{i-1} e_0^{(1)}v^{i-1} + \cdots + e_0^{(i)},$$
where \( e_j^{(i)} = (i^j)e_0^{(i-j)} \) for \( e \in \{b, c, d\} \) and \( 0 \leq j \leq i \leq n \). Note also that \( D(e_0^{(i)}) = \Delta(e_0^{(i)}) = -x^2e_0^{(i)} = -x^2(i^1)e_0^{(i-1)} \), since \( D(h) = 0 \). Now we define

\[
f_{n+1}^n := (-1)^n \left( \eta_0 v^{n+1} - \binom{n+1}{1} \eta_1 v^n + \cdots + (-1)^n \binom{n+1}{n} \eta_n v \right).
\]

We calculate

\[
D(f_{n+1}^n) = (-1)^n \left( D\left( \eta_0 v^{n+1} - \binom{n+1}{1} \eta_1 v^n + \cdots + (-1)^n \binom{n+1}{n} \eta_n v \right) \right)
\]

\[
= (-1)^n D(\eta_0) v^{n+1} + (-1)^n \binom{n+1}{1} D(\eta_1) v^n + \cdots + (-1)^n \binom{n+1}{n} D(\eta_n) v
\]

\[
+ (-1)^n(n+1)D(v)\eta_0 v^n + (-1)^n \binom{n+1}{n} D(v)\eta_1 v^{n-1} + \cdots + (-1)^n \binom{n+1}{n} D(v)\eta_n
\]

\[
= -(n+1)D(v) \left(-1\right)^{n-1}(\eta_0 v^n - \binom{n}{1} \eta_1 v^{n-1} + \cdots + (-1)^{n-1} \binom{n}{n-1} \eta_{n-1} v - \eta_n \right)
\]

\[
= (n+1)D(v)(\eta_n - f_n^n).
\]

Where we have used that \( D(\eta_k) = 0 \) for all \( i \leq n \) and that \( i^{n+1} = (n+1)\binom{n}{i-1} \).

We now show that \((n+1)D(v)(\eta_n - f_n^n)\) has \( v \) degree 0. To do so we calculate the coefficient of \( v \)-degree \( n - j \) in this expression above for \( 0 \leq j < n \). Note that the first \( j \) terms \((-1)^{n-1}(\eta_0 v^n + \cdots + (-1)^{n-1}(n-1)(\eta_{n-1} v^{n-j-1})\) appearing in \( f_n^n \) all have higher \( v \)-degree and so we may disregard them in our calculations. Examining the term \((-1)^{n+k-1} \binom{n}{k}(\eta_k v^{n-k})\) for \( k \geq j \) we find

\[
(-1)^{n+k-1} \binom{n}{k} \eta_k v^{n-k} = (-1)^{n+k-1} \binom{n}{k} (e_k^{(k)} v^k + \cdots + e_0^{(k)} v^{n-k}),
\]

so the coefficient of \( v \)-degree \( n - j \) for \((-1)^{n+k-1} \binom{n}{k}(\eta_k v^{n-k})\) is

\[
(-1)^{n+k-1} \binom{n}{k} e_k^{(k)} = (-1)^{n+k-1} \binom{n}{k} \left( \binom{k}{k-j} e_0^{(j)} = (-1)^{n+k-1} \binom{n}{j} \binom{n-j}{k-j} e_0^{(j)} \right).
\]

Summing these coefficients, we obtain

\[
\sum_{k=j}^{n}(-1)^{n+k-1} \binom{n}{j} \binom{n-j}{k-j} e_0^{(j)} = (-1)^{n+j-1} \binom{n}{j} \left( \sum_{t=0}^{n-j}(-1)^t \binom{n-j}{t} \right) = 0,
\]

since

\[
\sum_{t=0}^{n}(-1)^t \binom{n}{t} = 0 \quad \text{for } n \geq 1.
\]

It remains to calculate the term of \( v \)-degree 0 in \((n+1)D(v)(\eta_n - f_n^n)\), but this is simply \((n+1)x^2e_0^{(n)}\), and so we have shown

\[
D(f_{n+1}^n) = (n+1)D(v)(\eta_n - f_n^n) = (n+1)x^2e_0^{(n)}.
\]

Therefore, if we can show \( x^2e_0^{(n)} \in \Delta(S) \) then we may define \( e_0^{(n+1)} := -(n+1)h \), where \( D(h) = \Delta(h) = x^2e_0^{(n)} \) and set \( \eta_{n+1} := f_{n+1}^n + e_0^{(n+1)} \). To achieve this we use a method similar to van den Essen in [Ess06].
by considering the construction of the element \( b' \) in the image membership algorithm. In the notation of Lemma 9, we choose our local slice to be \( p = s \in S \) so that \( d = \Delta(s) = x^3 \) and then

\[
b' = \sum_{i=0}^{n} \frac{(-1)^i}{(i+1)!} \Delta^i \left( x^n e_0^{(n)} \right) \left( \frac{s}{x^i} \right)^{i+1} = \sum_{i=0}^{n} \frac{1}{i+1} \binom{n}{i} e_0^{(n-i)} s^{i+1} x^{-i-1}.
\]

Note that \( x^{n+1} b' \in S \) and \( \Delta(x^{n+1} b') = x^{n+3} e_0^{(n)} \). Our aim is to show that there is some \( h \in S^\Delta \) such that \( x^{n+1} b' - h = x^{n+1} b \), giving us that \( b \in S \) satisfies \( \Delta(b) = x^2 e_0^{(n)} \). To achieve this, we must now treat the \( b_0^{(n)} \), \( c_0^{(n)} \) and \( d_0^{(n)} \) separately due to their differing degrees and \( \rho \)-degrees, though the arguments are very similar. We show the case for \( c_0^{(n)} \). In this case \( f_{n+1}^{(n)} \) is homogeneous of degree \( 2n + 8 \), and hence \( x^{n+1} b' \) is homogeneous of degree \( 3n + 9 \). We now define \( S_{(a,k)} \) to be the \( \mathbb{K} \)-vector space spanned by monomials of degree \( a \) and \( \rho \)-degree \( k \), that is

\[
S_{(a,k)} := \left\{ \sum_i \lambda_i m_i \in S \mid \lambda_i \in \mathbb{K}, \deg(m_i) = a, \rho(m_i) = k \right\}.
\]

Note that \( x^{n+1} b' \in S_{(3n+9,n+1)} \) and

\[
\beta_0 = x \in S_{(1,0)}, \quad s \in S_{(3,1)}, \quad t \in S_{(3,2)}, \quad u \in S_{(3,3)}, \quad \gamma_0 \in S_{(6,2)}, \quad \delta_0 \in S_{(9,3)}, \quad g \in S_{(12,6)}.
\]

Additionally, note that if \( f \in S_{(a,k)} \), \( g \in S_{(b,l)} \), then \( fg \in S_{(a+b,k+l)} \). Define

\[
M := \{ f \in S_{(3n+9,n+1)} \mid \deg_x D(f) \geq n + 1 \},
\]

\[
N := S^\Delta \cap S_{(3n+9,n+1)}.
\]

so \( x^{n+1} b' \in M \). Finally, we define \( \pi : S \to S \), where \( \pi(f) \) removes all terms of \( f \) of \( x \)-degree greater than or equal to \( n + 1 \). We show that \( \pi(N) = \pi(M) \).

Let \( f \in N \), note that \( x^{2n+8} s^{n+1} \in M \) and \( \pi(x^{2n+8} s^{n+1}) = 0 \). If we set \( q := x^{2n+8} s^{n+1} + f \), then

\[
D(q) = D(x^{2n+8} s^{n+1}), \quad q \in M, \quad \text{and} \quad \pi(q) = \pi(x^{2n+8} s^{n+1} + f) = \pi(f), \quad \text{giving us that} \quad \pi(N) \subseteq \pi(M).
\]

For \( h \in M \), write

\[
h = \sum \alpha_{b,c,d} x^a s^b l^c u^d, \quad \text{where} \quad a + 3(b + c + d) = 3n + 9, \quad b + 2c + 3d = n + 1,
\]

then we find

\[
D(h) = \sum (bo_{b,c,d} + (c+1)\alpha_{b-2,c+1,d} + (d+1)\alpha_{b-1,c-1,d+1}) x^{a+3} s^{b-1} l^c u^d.
\]

The condition that \( \deg_x D(h) \geq n + 1 \) gives us that

\[
(bo_{b,c,d} + (c+1)\alpha_{b-2,c+1,d} + (d+1)\alpha_{b-1,c-1,d+1}) = 0,
\]

whenever \( a + 3 < n + 1 \). We note that whenever \( a \) satisfies this inequality we have that \( b > 0 \); thus each \( \alpha_{p,q,r} \) is a combination of \( \alpha_{b,c,d} \) with \( b + c + d < p + q + r \). Therefore each \( \alpha_{p,q,r} \) is a linear combination of \( \alpha_{b,c,d} \) with \( 3(b + c + d) = 6l + 9 \) when \( n = 3l \), \( 6l + 12 \) when \( n = 3l + 1 \) and \( 6l + 15 \) when \( n = 3l + 2 \), giving us cases depending on \( n \) mod 3 using that \( a = 3n + 9 - 3(b + c + d) \). When counting the number of solutions to this equation and \( b + 2c + 3d = n + 1 \) these split again to cases for \( n \) mod 6, but we find that in all cases there are exactly \( k + 1 \) solutions, where \( n = 6k + i, \quad 0 \leq i \leq 5 \). Hence \( \dim(\pi(M)) \leq k + 1 \).
Now for \( N \), we know that \( S^\Delta = K[\beta_0, \gamma_0, \delta_0, g] \), so \( N \) is generated by \( \beta_0^a \gamma_0^b \delta_0^c g^d \) where \( a + 6b + 9c + 12d = 3n + 9 \), as elements of \( N \) are homogeneous of degree \( 3n + 9 \) and \( \rho \)-degree \( 2b + 3c + 6d = n + 1 \). Counting the number of solutions to these equations we find again that these split mod 6, with \( \frac{1}{2}(k + 1)(k + 2) \) solutions for \( n = 6k + i \), \( i \in \{0, 1, 2, 4\} \) and \( \frac{1}{2}(k + 2)(k + 3) \) solutions for \( n = 6k + 3, 6k + 5 \).

Consider the case \( n = 6k \), the general solution for these equations is \( (a, b, c, d) = (6y, 3k - 3z, 1 + 2z - 2y, y) \) with \( 0 \leq y \leq z \leq k \) integers. But, since \( \gamma_0^3 + \delta_0^2 = x^6g \), we obtain, for example, that \( \gamma_0^{3k} \delta_0 + \gamma_0^{3k - 3} \delta_0^3 = x^6 \gamma_0^{3k - 3} \delta_0 g \). Using this relation we find that all solutions with \( y \neq 0 \) can be written as a linear combination of solutions with \( y = 0 \), thus reducing the number of solutions to \( k + 1 \). The same argument for other values of \( n \) mod 6 reduces the number of solutions to \( k + 1 \) for \( n = 6k + i \), \( i \in \{0, 1, 2, 4\} \) and \( k + 2 \) for \( n = 6k + 3, 6k + 5 \). Returning to \( n = 6k \), we show that \( \pi(N) \) has dimension \( k + 1 \). Let

\[
n_p := (2x^3 t - s^2)^{3k-3p}(3x^6 u - 3x^3 st + s^3)^{1+2p}, \quad 0 \leq p \leq k,
\]

and consider

\[
(-1)^p \pi(n_p)|_{t=0, u=s/3} = \pi \left( s^{6k-6p}(x^6 s + s^3)^{1+2p} \right)
= \pi \left( \sum_{i=0}^{2p} \binom{2p}{i} x^{6i} s^{6k+3-2i} \right).
\]

Now since \( n + 1 = 6k + 1 \), \( \pi \) removes all monomial terms of \( x \)-degree \( \geq 6k + 1 \), we therefore find

\[
(-1)^p \pi(n_p)|_{t=0, u=s/3} = \sum_{i=0}^{\min(2p,k)} \binom{2p}{i} x^{6i} s^{6k+3-2i}.
\]

So the linear independence of the \( \pi(n_p) \) follows once we show that

\[
det \left( \binom{2p}{i} \right)_{0 \leq i, p \leq k} \neq 0.
\]

But this is a special case of Corollary 2 of Gessel and Viennot’s article [GV85, p.301], with \( a_i = 2i \) and \( b_i = i \) for \( i = 0, 1, \ldots, k \). The cases for \( n = 6k + 1, 6k + 2, 6k + 4 \) follow similarly. In the case of \( n = 6k + 5 \), we let

\[
n_p := (2x^3 t - s^2)^{3k+4-3p}(3x^6 u - 3x^3 st + s^3)^{2p}, \quad 0 \leq p \leq k + 1,
\]

again we consider

\[
(-1)^p \pi(n_p)|_{t=0, u=s/3} = \pi \left( s^{6k+8-6p}(x^6 s + s^3)^{2p} \right)
= \pi \left( \sum_{i=0}^{2p} \binom{2p}{i} x^{6i} s^{6k+8-2i} \right).
\]

Now \( n + 1 = 6k + 6 \), and hence \( \pi \) removes all monomial terms of \( x \)-degree \( \geq 6k + 6 \), so

\[
(-1)^p \pi(n_p)|_{t=0, u=s/3} = \sum_{i=0}^{\min(2p,k)} \binom{2p}{i} x^{6i} s^{6k+8-2i}.
\]

Considering only the first \( k + 1 \) terms, as above, we find these \( \pi(n_p) \) are linearly independent by Gessel and Viennot’s result. Using that \( \pi(N) \subset \pi(M) \), and \( \dim(\pi(M)) \leq k + 1 \), we conclude that \( \pi(N) = \pi(M) \). 

\[\square\]
Remark. Note that the choice of the \( e^{(n)}_0 \) is not unique in general. However, given say \( b^{(n)}_0 \) and some \( \tilde{b}^{(n)}_0 \), we must have \( D(b^{(n)}_0 - \tilde{b}^{(n)}_0) = 0 \). As both are chosen to be homogeneous with respect to our gradings, they must differ by an element of \( S^\Delta \cap S_{(2n+1,n)} \). This vector space is non-empty precisely when \( n = 6k \), with basis \( \Delta g^k \) in this case. Since \( b^{(0)}_0 = x \), we observe that the \( b^{(n)}_0 \) are unique for \( n \leq 5 \). For \( c^{(n)}_0 \) and \( d^{(n)}_0 \), we find that these are unique for \( n \leq 3 \) and \( n \leq 2 \) respectively.

### 4.2 A generating set for \( R^D \)

**Lemma 11.** The set of invariants

\[
S := \{g, \beta_n, \gamma_n, \delta_n | n \in \mathbb{N}\},
\]

generates \( R^D \).

**Proof.** We prove this by induction on \( n \), the degree of \( v \). Namely we show that the set

\[
S_n := \{g, \beta_m, \gamma_m, \delta_m | m \leq n\},
\]

generates \( A_n = \{f \in R^D | \deg_v(f) \leq n\} \).

When \( n = 0 \), we are considering the elements of \( v \)-degree 0, but these are the invariants in \( K[x,s,t,u] = S \) where \( D|_S = \Delta \), and \( S^\Delta \) we know \( S^\Delta \) is generated by \( \beta_0, \gamma_0, \delta_0 \) and \( g \), which is just \( S_0 \). Now suppose that \( A_k \) is generated by \( S_k \) for all \( k \leq n - 1 \), and let \( f \in R^D \) be an invariant whose terms have \( v \)-degree at most \( n \). Without loss of generality we may assume that \( f \) is homogeneous with respect to our \( G_m \)-grading and that

\[
f = a_nv^n + a_{n-1}v^{n-1} + \cdots + a_0,
\]

with \( a_i \in K[x,s,t,u] \) for all \( i \), and \( a_n \neq 0 \). Now \( D(f) = 0 \), meaning that

\[
D(f) = D(a_nv^n) + D(a_{n-1}v^{n-1}) + \cdots + D(a_0).
\]

Now comparing \( v \)-degrees, we see that we must have \( D(a_n) = 0 \), but \( a_n \in K[x,s,t,u] \) and so \( a_n \in S^\Delta \) which is generated by \( g, \beta_0, \gamma_0 \) and \( \delta_0 \). So we may write

\[
a_n = \beta_0p_1 + \gamma_0p_2 + \delta_0p_3 + \lambda g^k,
\]

for some \( p_1, p_2, p_3 \in K[\beta_0, \gamma_0, \delta_0, g] \), \( \lambda \in K \) and \( k \geq 0 \). But if we define

\[
G = \beta_n p_1 + \gamma_n p_2 + \delta_n p_3,
\]

then \( D(G) = 0 \) and \( G \) is generated by \( S_n \) as \( \beta_n, \gamma_n, \delta_n \in S_n \) and \( p_1, p_2, p_3 \in S_0 \subset S_n \). We also have \( D(G - f) = 0 \), where

\[
G - f = \lambda g^k v^n + b_{n-1}v^{n-1} + \cdots + b_0.
\]

We show that no such invariant can exist unless \( \lambda = 0 \), in which case each term of \( G - f \) has \( v \)-degree at most \( n - 1 \) and therefore must be generated by \( S_{n-1} \) by induction. We can then conclude that \( f \) is generated by \( S_n \), proving the result.

If \( \lambda \neq 0 \) then we can take \( \lambda = 1 \) by re-scaling and our task becomes showing that there is no invariant of the form

\[
h = g^k v^n + b_{n-1}v^{n-1} + \cdots + b_0.
\]
To do this we consider

\[ D(h) = D(g^k)v^n + (nx^2g^k + D(b_{n-1}))v^{n-1} + (n-1)x^2b_{n-1}v^{n-2} + D(b_{n-2}v^{n-2} + \cdots + b_0). \]

Considering the terms of \( v \)-degree \( n-1 \) we see that, to have \( D(h) = 0 \), we require that \( D(b_{n-1}) = \Delta(b_{n-1}) = -nx^2g^k \). In other words, we require that \(-nx^2g^k \in \Delta(S)\). We show that this is not the case for all \( k \in \mathbb{N} \) by use of Lemma 9, the image membership algorithm. By choosing our local slice to be \( p = s \in R \), with \( d = \Delta(s) = x^3 \), we compute the Gröbner basis of the ideal

\[ J := (y_1 - \beta_0, y_2 - \gamma_0, y_3 - \delta_0, y_4 - g, x^3), \]

with the lexicographic monomial ordering chosen so that \( u > t > s > x > y_3 > y_2 > y_1 \). Using computational software such as Maple, we are able to find that our Gröbner basis is then

\[ G = (y_1^3 + y_2^2, x - y_1, sy_2 + y_3, sy_3 - y_2^2, s^2 + y_2, 6y_2^2u - 3y_3t^2 - y_4s, 6y_3u + 3y_2t^2 - d). \]

Now, since \( \Delta(x^2g) = 0 \), we find that \( b' = x^{-1}g^k \) and hence in the notation of Lemma 9 we have \( q = x^2g^ks \). The normal form of \( q \) with respect to this basis is \( \hat{q} = y_1^2y_2^k \in \mathbb{K}[y_1, y_2, y_3, y_4] \), therefore by the image membership algorithm, \( x^2g^k \notin \Delta(S) \) for all \( k \in \mathbb{N} \).

### 4.3 Computing a SAGBI-basis

Now we will show that the set \( S \) forms a SAGBI-basis for our invariant ring \( R^{\mathcal{G}_a} \). We follow a method similar to that used in [Kur04, § 3], where a SAGBI-basis for Roberts’ counterexample is computed. We recall from Definition 7 that for a subalgebra \( R \), a SAGBI-basis of \( R \) is a subset \( S \subset R \) which satisfies \( L_{\text{alg}}(R) = L_{\text{alg}}(S) \), where \( L_{\text{alg}}(R) \) denotes the algebra generated by the leading monomials of the elements in \( R \). Note that for our chosen \( S \) we have

\[ L_{\text{alg}}(S) = \mathbb{K}[xv^n, x^3tv^n, x^6uv^n, x^6u^2 | n \in \mathbb{N}] \]

We set

\[ b_n := xv^n, \quad c_n := 2x^3tv^n, \quad d_n := 3x^6uv^n, \quad e := 9x^6u^2. \]

Also note that, as remarked above, since the \( e_0^{(n)} \) can be determined uniquely for \( n \leq 2 \), for the invariants \( \beta_n, \gamma_n, \delta_n \) we can write the terms of \( v \)-degree \( n, n-1 \) and \( n-2 \). Namely, we have:

\[
\begin{align*}
\beta_n &= xv^n - nsu^{n-1} + (n-1)x^2tv^{n-2} + l.o.t, \\
\gamma_n &= (2x^3t-s^2)v^n - n(-3x^5u + x^2st)v^{n-1} + n(n-1)(3x^4su - 2x^4t^2)v^{n-2} + l.o.t, \\
\delta_n &= (3x^6u - 3x^3st + s^3)v^n - n(3x^5u + 4x^5t^2 - x^2s^2t)v^{n-1} - n(n-1)(3x^7tu - 3x^4s^2u + x^4st^2) + l.o.t,
\end{align*}
\]

where \( l.o.t. \) refers to terms of lower \( v \)-degree. Recall from the proof of Lemma 11

\[ S_N := \{ \beta_i, \gamma_i, \delta_i, g | 0 \leq i \leq N \}. \]

Let \( B_N \) be the subalgebra of \( R^D \) generated by \( S_N \) for all \( N \geq 0 \).

**Lemma 12.** For all \( N \geq 0 \) the subalgebra \( L_{\text{alg}}(B_N) \subset R \) is generated by \( L_{\text{alg}}(S_N) \), hence \( S_N \) is a SAGBI-basis of \( B_N \) for all \( N \in \mathbb{N} \). As \( R^D = \bigcup N B_N \), \( S \) is a SAGBI-basis for \( R^D \).
Proof. $L_{alg}(S_N) = \mathbb{K}[b_i, c_i, d_i, e \mid 0 \leq i \leq N]$. The relations between the $b_i, c_i$ and $d_i$ are generated by

$$b_n c_m - b_n' c_{m'} = 0, \quad b_n b_m - b_n b_m' = 0,$$
$$c_n d_m - c_n' d_{m'} = 0, \quad c_n c_m - c_n c_{m'} = 0,$$
$$b_n d_m - b_n' d_{m'} = 0, \quad d_n d_m - d_n d_{m'} = 0,$$

where $n, m, n', m' \in \mathbb{N}$ satisfy $n + m = n' + m' \leq N$. We also have the relations involving $e$

$$d_m d_n - e \prod_{i=1}^{6} b_{m_i} = 0,$$

with $n + m = \sum_{i=1}^{6} m_i \leq N$. The relations between the $b_i, c_i, d_i$ and $e$ all arise by noting that in any relation the terms must have equal $v, t$ and $u$-degree and so there must be an equal number of $b_i, c_i$ and $d_i$ terms on either side in any relation involving just these three families. The relations involving $e$ arise from comparing $x$ and $u$-degree.

We now show that when substituting in the polynomials $\beta_i, \gamma_i, \delta_i$ and $g$, in the relations above, the leading term of the result lies in $L_{alg}(S_N)$. By considering the first two terms of the $\beta_i$ and $\gamma_i$ and noting that $m - m' = n - n'$, we see that

$$\text{LT}(\beta_m \gamma_m - \beta_{m'} \gamma_{m'}) = \text{LT}((x^n - nsv^{n-1})(2x^3t - s)u^m - m(3x^5u + x^2st)v^m - 3x^5u + x^2st)v^{m-1} - (x^n - n'sv^{n'-1})(2x^3t - s)v^{m'} - m(3x^5u + x^2st)v^{m'-1})$$

$$= \text{LT}((2(n' - n)x^3st - (n' - n)s^3 + (m - m')x^3st - 3(m - m')x^6u)v^{n+m-1})$$

So $\text{LT}(\beta_m \gamma_m - \beta_{m'} \gamma_{m'}) = 3(m - m')x^6u^v^{n+m-1} = (m' - m)d_{n+m-1} \in L_{alg}(S_N)$, in fact we have shown that the coefficient of $v$-degree $n + m - 1$ is precisely $\delta_0$. Next we have

$$\text{LT}(\beta_m \delta_m - \beta_{m'} \delta_{m'}) = \text{LT}((x^n - nsv^{n-1})(3x^6u - 3x^3st + s^3)v^m - m(x^5su + 4x^5t^2 - x^2st)v^{m-1} - (x^n - n'sv^{n'-1})(3x^6u - 3x^3st + s^3)v^{m'} - m'(x^5su + 4x^5t^2 - x^2st)v^{m'-1})$$

$$= \text{LT}((4(m - m')x^6t^2 + (3n - 3n' + m' - m)x^3st - (n' - n)s^4)v^{n+m-1})$$

Therefore $\text{LT}(\beta_m \delta_m - \beta_{m'} \delta_{m'}) = 4(m - m')x^6t^2v^{n+m-1} - (m - m')c_0c_{n+m-1}$, and the coefficient of $v$-degree $n + m - 1$ is precisely $\gamma_0^2$. By the same method, we find that

$$\text{LT}((n' - n)x^{11}u^2v^{n+m-1}) = (n' - n)c_0^2b_{n+m-1},$$

and the coefficient of $v$-degree $n + m - 1$ is precisely $(n' - n)b_0^2g$. Similarly we have

$$\text{LT}(\delta_m \delta_m - g \prod_{i=1}^{6} \beta_{m_i}) = -8x^9t^3v^{n+m} = -c_0^2c_n,$$

and the coefficient of $v$-degree $n$ is precisely $-\gamma_0^3$. Note that this arises from the relation $\gamma_0^3 + \delta_0^2 = x^6g$. Now we require the first three terms of the $\beta_i, \gamma_i$ and $\delta_i$ to compute the remaining relations, as the terms of
v-degree $m+n$ and $m+n-1$ are both zero. We find:

$$
\text{LT}(\beta_n \beta_m - \beta_n' \beta_m') = \text{LT}\left((x^2 - nsv + n(n-1)x^2t)(x^2 - msv + m(m-1)x^2t) - (x^2 - n'sv + n'(n-1)x^2tv)(x^2 - m'sv + m'(m-1)x^2t)v^{n+m-4}\right)
$$

$$
= \text{LT}\left(((nm - n'm')s^2 + (n(n-1) + m(m-1))x^3s^2t)v^{n+m-2}\right)
$$

$$
= \text{LT}\left(-(nm - n'm')(2x^3t - s^2)v^{n+m-2}\right)
$$

(6)

using that $n^2 + m^2 - n^2 - m^2 = -(nm - n'm')$, thus $\text{LT}(\beta_n \beta_m - \beta_n' \beta_m') = -(nm - n'm')c_{n+m-2}$ and the coefficient of v-degree $n + m - 2$ is precisely $-(nm - n'm')\gamma_0$.

$$
\text{LT}(\gamma_n \gamma_m - \gamma_n' \gamma_m') = \text{LT}\left((nm(x^3st - 3x^5w) - (n^2 - n + m^2 - m))(2x^3t - s^2)(3x^4su - 2x^4t^2)
$$

$$
- n'm'(x^2st - 3x^5w) + (n^2 - n' + m'^2 - m')(2x^3t - s^2)(3x^4su - 2x^4t^2)v^{n+m-2}\right)
$$

(7)

$$
= \text{LT}\left(((nm - n'm')(9x^{10}u^2 - 6x^7stu + x^4s^2t^2)
$$

$$
+ (n^2 + m^2 - n'^2 - m'^2)(6x^7stu - 3x^4s^3u - 4x^7t^3 + 2x^4s^2t^2)v^{n+m-2}\right)
$$

$$
= \text{LT}\left(((nm - n'm')x^4(9x^{6}u^2 - 18x^3stu + 6x^3s^2u + 7x^3t^3 + 3x^2s^2)(v^{n+m-2})\right).
$$

So $\text{LT}(\gamma_n \gamma_m - \gamma_n' \gamma_m') = (nm - n'm')9x^{10}u^2v^{n+m-2} = (nm - n'm')eb_b \gamma_b$ and we have shown that the coefficient of v-degree $n + m - 2$ of this expression is precisely $(nm - n'm')\beta_b \gamma_b$. Now finally we have

$$
\text{LT}(\delta_n \delta_m - \delta_n' \delta_m') = \text{LT}\left((nm - n'm')x^4(2x^3t - s^2)(9x^6u^2 - 18x^3stu + 6x^3s^2u + 8x^3t^3 - 3x^2s^2)(v^{n+m-2})\right).
$$

(8)

We conclude $\text{LT}(\delta_n \delta_m - \delta_n' \delta_m') = (nm - n'm')9x^{10}u^2v^{n+m-2} = (nm - n'm')eb_b \gamma_b$ and we have shown that the coefficient of v-degree $n + m - 2$ of this expression is precisely $(nm - n'm')\beta_b \gamma_b$.

Since $S_N$ generates $B_N$, and any combination of elements in $S_N$ yields an element whose leading term lies in $L_{alg}(S_N)$, we conclude that $S_N$ is a SAGBI-basis for $B_N$.

5 The finite generation ideal

We maintain our notation for $B_N$ and $S_N$ introduced in the previous section. Our aim in this section will be to prove the following:

**Theorem 13.** The finite generation ideal, $f_{RD}$, is the radical of the ideal of $R^D$ generated by $\beta_0, \gamma_0$ and $\delta_0$; that is, $f_{RD} = \sqrt{(\beta_0, \gamma_0, \delta_0)R^D}$. Additionally, $\mathcal{G} = \{\beta_i, \gamma_i, \delta_i | i \geq 0\} \subset f_{RD}$ satisfies $L(\mathcal{G}) \subset L(f_{RD})$.

To prove the theorem, we first prove the following lemma and proposition, analogues of results proven in Dufresne and Kraft’s paper [DK13, p.21] in order to compute the finite generation ideal of Roberts’ example. Recall that for subalgebras $S_1 \subset S_2 \subset R$, the conductor is defined by $[S_1: S_2] := \{s \in S_2 | sS_2 \subset S_1\}$.

**Lemma 14.** 1. If $f \in R^D$ and $\deg_0(f) \leq N$, then $f \in B_N$.

2. $(\beta_0, \gamma_0, \delta_0)B_{N+1} \subset B_N$.

3. $[B_N : B_{N+1}] \cap B_0 = (\beta_0, \gamma_0, \delta_0)B_0$. 
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Proof. If deg(v)(f) = 0, then D(f) = ∆(f) = 0 so f ∈ S^A which is generated by β_0, γ_0, δ_0 and g. But 
B_0 = K[S_0] where S_0 = {β_0, γ_0, δ_0, g}, so f ∈ B_0. Suppose that this result holds for all f \in R^D with 
deg_\nu(f) ≤ k. Now suppose that f ∈ R^D and deg_\nu(f) = k + 1, then LT (f) is a monomial in L_\text{alg} (S) of 
\nu-degree k + 1, and hence there is some \( \hat{f} \in B_{k+1} \) with LT (f) = LT (\hat{f}). But deg_\nu (f - \hat{f}) < k + 1, so 
f - \hat{f} \in B_k \subset B_{k+1} by induction. Hence 
\[ f = \hat{f} + (f - \hat{f}) \in B_{k+1}. \]

This proves part 1.

For part 2, let \( \eta_0 \in \{\beta_0, \gamma_0, \delta_0\} \) and consider \( \eta_0 B_{N+1} \). Since \( g, \beta_i, \gamma_i, \delta_i \in B_N \) for \( 0 \leq i \leq N \) we need only show that \( \eta_0 \beta_{N+1}, \eta_0 \gamma_{N+1}, \eta_0 \delta_{N+1} \in B_N \). Let LT(\( \eta_0 \)) = e_0. Now
\[
\begin{align*}
LT(\eta_0 \beta_{N+1}) &= e_0b_{N+1} = e_1b_N, \quad \text{deg}_\nu(\eta_0 \beta_{N+1} - \eta_1 \beta_{N+1}) \leq N, \\
LT(\eta_0 \gamma_{N+1}) &= e_0c_{N+1} = e_1c_N, \quad \text{deg}_\nu(\eta_0 \gamma_{N+1} - \eta_1 \gamma_{N+1}) \leq N, \\
LT(\eta_0 \delta_{N+1}) &= e_0d_{N+1} = e_1d_N, \quad \text{deg}_\nu(\eta_0 \delta_{N+1} - \eta_1 \delta_{N+1}) \leq N.
\end{align*}
\]

Applying part 1 of this lemma in each case gives us that:
\[
\begin{align*}
\eta_0 \beta_{N+1} &= \beta_{N+1} + (\eta_0 \beta_{N+1} - \eta_1 \beta_{N+1}) \in B_N, \\
\eta_0 \gamma_{N+1} &= \gamma_{N+1} + (\eta_0 \gamma_{N+1} - \eta_1 \gamma_{N+1}) \in B_N, \\
\eta_0 \delta_{N+1} &= \delta_{N+1} + (\eta_0 \delta_{N+1} - \eta_1 \delta_{N+1}) \in B_N.
\end{align*}
\]

This proves part 2.

Finally for part 3, note that if \( f \in [B_N : B_{N+1}] \cap B_0 \), then \( f \beta_{N+1}, f \gamma_{N+1}, f \delta_{N+1} \in B_N \). Therefore all 
three of LT(f)xv^{N+1}, LT(f)x^3tv^{N+1} and LT(f)x^3u are elements of L_\text{alg}(B_N) which must each have at 
least two factors of the form \( b_i, c_i, d_i \) for some \( 0 \leq i \leq N \). Now LT(f), as a monomial in L_\text{alg}(S) must 
therefore contain a factor \( b_0, c_0 \) or \( d_0 \) call this \( e_0 \). Then LT(f) = e_0 LT(\( \hat{f} \)) for some \( \hat{f} \in B_0 \) giving \( f - e_0 \hat{f} < f \) and 
our result follows by induction since we have shown \( \beta_0, \gamma_0, \delta_0 \in [B_N, B_{N+1}] \) in part 2. □

Proposition 15. Let \( f \in R^D \) be a homogeneous invariant with \( f \neq g^k \) for any \( k \in \mathbb{N} \). Then \( f \in \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \), and hence \( \beta_i, \gamma_i, \delta_i \in \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \) for all \( i \in \mathbb{N} \). Furthermore, \( \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \) is 
generated by \( \{\beta_i, \gamma_i, \delta_i\}_{i \in \mathbb{N}} \), with \( R^D / \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \) a polynomial ring in one variable.

To prove this result, we begin by first showing that \( g \notin \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \). Suppose that \( g^k = \beta_0 p_1 + \gamma_0 p_2 + \delta_0 p_3 \),
for some \( k \in \mathbb{N} \). We have deg(\( g^k \)) = 12k and \( \rho(g^k) = 6k \). Now we may suppose that \( p_1 \in R^D \) is homogeneous, 
with degree 12k - 1 and \( \rho \)-degree 6k; but there is simply no invariant in \( R^D \) which has both this corresponding 
\rho-degree and degree. This same argument holds for the degrees and \( \rho \)-degrees of both \( p_2 \) and \( p_3 \). Therefore 
\( g \notin \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \) as claimed.

We focus now on showing that \( \beta_i, \gamma_i, \delta_i \in \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \). Since doing so for \( \beta_i \) requires showing that \( \gamma_i \in \sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \) we start with \( \gamma_i \). We use the equation from Lemma 12 to examine the expression 
\( \gamma_i \gamma_j - \gamma_i' \gamma_j' \). The \( \nu \)-degree 0 part of this expression is \( e_0^{(i)} e_0^{(j)} - e_0^{(i')} e_0^{(j')} \). Our goal will be to construct an 
invariant, \( \xi \), which has the same \( \nu \)-degree 0 terms. In doing so we observe that \( \gamma_i \gamma_j - \gamma_i' \gamma_j' - \xi \) is an invariant 
with no \( \nu \)-degree 0 terms, therefore \( \gamma_i \gamma_j - \gamma_i' \gamma_j' - \xi = \nu \mu \) and \( D(\nu \mu) = x^2 \mu + vD(\mu) = 0 \). Comparing the \( \nu \)-degree 0 terms of this expression, we find that \( \mu \) has no terms of \( \nu \)-degree 0, and hence \( \gamma_i \gamma_j - \gamma_i' \gamma_j' - \xi \) has no terms of \( \nu \)-degree 1. Continuing in this way, we see that we must conclude \( \gamma_i \gamma_j - \gamma_i' \gamma_j' = \xi \). If we
Lemma 16. Fix \( n \in \mathbb{N} \), with \( n \geq 2 \), then \( c^{(i)}_0 c^{(j)}_0 - c^{(i')}_0 c^{(j')}_0 = -\lambda^{(n)}_{i,i'} x^3 g^{(n-2)} + r(n, i, i') \), where \( r(n, i, i') = b^{(0)}_0 h_1 + c^{(0)}_0 h_2 + d^{(0)}_0 h_3 \), \( h_i \in C \) for \( i = 1, 2, 3 \), and \( \lambda^{(n)}_{i,i'} := -(i j - i' j') \), \( j = n - i \), \( j' = n - i' \).

Proof. We prove this result by induction. First, for \( n = 2 \) we have
\[
c^{(0)}_0 c^{(2)}_0 - (c^{(1)}_0)^2 = 12 x^7 s t u - 6 x^5 s^3 u - 8 x^7 t^3 + 4 x^4 s^2 t^2 - 9 x^{10} u^2 + 6 x^7 s t u - 4 x^4 s^2 t^2 = -9 x^{10} u^2 + 18 x^7 s t u - 6 x^4 s^3 u - 8 x^7 t^3 + 3 x^4 s^2 t^2 = x^4 g.
\]
We also note that, as can be seen from equation [17], the coefficient of \( v \)-degree \( n - 2 \) in the expression \( \gamma_j \gamma_j - \gamma_{i'} \gamma_{j'} \) is precisely \( \lambda^{(n)}_{i,i'} b^{(2)}_0 g \).

Now, suppose that the result holds for all pairs \( i, j \) with \( i + j = n \), we consider
\[
D(c^{(i+1)}_0 c^{(j)}_0 - c^{(i')}_0 c^{(j')}_0) = -x^2 \left( (i+1) c^{(i)}_0 c^{(j)}_0 + j c^{(i+1)}_0 c^{(j-1)} - (i'+1) c^{(i')}_0 c^{(j')}_0 - j c^{(i+1)}_0 c^{(j'-1)} \right)
= -x^2 \left( (i+1) \left( c^{(i)}_0 c^{(j)}_0 - c^{(i')}_0 c^{(j')}_0 \right) - (i'-i) c^{(i)}_0 c^{(j)}_0 \right)
+ j \left( c^{(i+1)}_0 c^{(j-1)} - c^{(i+1)}_0 c^{(j'-1)} \right) - (j'-j) c^{(i)}_0 c^{(j')}_0
= -x^2 \left( (i+1) \left( c^{(i)}_0 c^{(j)}_0 - c^{(i')}_0 c^{(j')}_0 \right) + j \left( c^{(i+1)}_0 c^{(j-1)} - c^{(i+1)}_0 c^{(j'-1)} \right) \right)
- (i'-i) \left( c^{(i)}_0 c^{(j)}_0 - c^{(i')}_0 c^{(j')}_0 \right)
= -x^2 \left( (i+1) \left( \lambda^{n}_{i,i} x^3 g^{(k-2)} + r(n, i, i') \right) + j \left( \lambda^{n}_{i+1,i'+1} x^3 g^{(n-2)} + r(n, i, i') \right) \right)
- (i'-i) \left( \lambda^{n}_{i,i'} x^3 g^{(n-2)} + r(n, i, i') \right)
= -x^2 \left( (i+1) \lambda^{n}_{i,i} + j \lambda^{n}_{i+1,i'+1} - (i'-i) \lambda^{n}_{i,i'} \right) + (i+1) r(n, i, i')
+ j r(n, i, i+1) - (i'-i) r(n, i', i'+1)
= -x^2 \left( (n-1) \lambda^{n+1}_{i+1,i'+1} x^3 g^{(n-2)} + (i+1) r(n, i, i') + j r(n, i, i+1) \right)
- (i'-i) r(n, i', i'+1)
\]
If either \( i = n \) or \( i' = n \) we instead obtain either \( (i'+1) r(n, n, i') + j r(n, n, i'+1) \) or \( (i+1) r(n, i, n) + j r(n, i+1, n) \) in place of the other \( r(n, a, b) \). For all \( n \geq 2 \), and all \( a, b \) we claim that there is some \( R(n+1, a, b) = b^{(0)}_0 H_1 + c^{(0)}_0 H_2 + d^{(0)}_0 H_3 \), \( H_i \in C \) for \( i = 1, 2, 3 \) with \( D(R(n+1, a, b)) = -x^2 r(n, a, b) \). Let \( C_N \subset C \) be the vector space whose basis is given by finite combinations \( c^{(a_1)}_0 \cdots c^{(a_k)}_0 \), where \( \sum_{i=1}^k a_i = N \) and each \( e \) appearing is one of \( b, c \) or \( d \), not necessarily all the same. Consider a term of \( r(n, a, b) \), by which
we mean an element of the form $\lambda e_0^{(0)} h$, with $\lambda \in \mathbb{K}$, $h = e_0^{(a_1)} \cdots e_0^{(a_k)} g' \in C_N$. Note that the expression $c_0^{(i+1)} c_0^{(j)} - c_0^{(i'+1)} c_0^{(j')}$ is homogeneous of degree $2n + 14$ and $\rho$-degree $n + 5$, so $h \neq 0$ for $n \geq 2$. Additionally $h \neq g'$ since this would give the degree of $r(n, a, b)$ as $\deg(e_0^{(0)}) + 12l$, and $\rho$-degree $\rho(e_0^{(0)}) + 6l$ which cannot be $2n + 14$ and $n + 5$ respectively for any choice of $e_0^{(0)}$. We write $h = g'h'$, where $h' \in C_N$ for some $N$. Since $\Delta(e_0^{(N)}) = -x^2 N e_0^{(N-1)}$ we can consider $\Delta$ as a linear map

$$\Delta : C_{N+1} \rightarrow x^2 C_N.$$  

We now show that $\Delta$ is surjective, in which case we can find $H \in C_{N+1}$ such that $D(H) = -x^2 h$, and $D(\lambda e_0^{(0)} H) = -\lambda x^2 e_0^{(0)} h$. Repeating this process for all terms of $r(n, a, b)$ then gives us $R(n + 1, a, b)$. To show $\Delta$ is surjective it is sufficient to show that for all $f = x^2 e_0^{(a_1)} \cdots e_0^{(a_k)} \in x^2 C_N$, we have $f \in \Delta(C_{N+1})$. We describe the process of constructing an element $F$ with $\Delta(F) = f$.

Firstly we let

$$F_1 := -\frac{1}{a_1 + 1} e_0^{(a_1+1)} \cdots e_0^{(a_k)},$$

then $\Delta(F_1) = f + G_1$, where all terms of $G_1$ are of the form $-x^2 \lambda e_0^{(a_1+1)} \cdots e_0^{(a_k)}$ with $\lambda \in \mathbb{K}$, $\sum_{i=2}^{k} b_i = N - a_1 - 1$. Now set

$$F_2 := F_1 + \sum \kappa e_0^{(a_1+2)} \cdots e_0^{(a_k)}.$$  

Note that $\Delta \left( e_0^{(a_1+2)} \cdots e_0^{(b_k)} \right)$ contains precisely one term of the form $e_0^{(a_1+1)} \cdots e_0^{(b_k)}$. The remaining terms are of the form $e_0^{(a_1+2)} \cdots e_0^{(c_k)}$, where $\sum_{i=2}^{k} c_i = N - a_1 - 2$. Since this is the case we can choose $\kappa$ appearing in $F_2$ so that $\Delta(F_2)$ contains no terms of the form $e_0^{(a_1+1)} \cdots e_0^{(b_k)}$. Continuing in this way we find

$$D(F_{N-a_1+1}) = f + \omega e_0^{(a_1+\cdots+a_k-1)} \cdots e_0^{(0)},$$

where $\omega \in \mathbb{K}$. Finally we define $F_{N-a_1} := F_{N-a_1+1} + e_0^{(a_1+\cdots+a_k)} \cdots e_0^{(0)}$ and observe that $D(F_{N-a_1}) = f$ as required.

Having constructed $R(n + 1, a, b)$ for all $n, a$ and $b$ we note that

$$D \left( c_0^{(i+1)} c_0^{(j)} - c_0^{(i'+1)} c_0^{(j')} - \lambda^{n+1}_{i+1, i'} x^{3} g b_0^{(n-1)} - (i + 1) R(n + 1, i, i') - j R(n + 1, i + 1, i' + 1) + (i' - i) R(n + 1, i', i' + 1) \right) = 0.$$

Therefore this expression is an invariant of degree $2n + 14$ and $\rho$-degree $n + 5$. If we consider all homogeneous invariants with such degree and $\rho$-degree we find:

| $n$   | $S^\Delta \cap S_{(2n+14,n+5)}$ |
|-------|---------------------------------|
| $6l$  | 0                               |
| $6l + 1$ | $\{ \lambda x^4 g^{l+1} \mid \lambda \in \mathbb{K} \}$ |
| $6l + 2$ | 0                               |
| $6l + 3$ | $\{ \lambda x^2 (2x^3 t - s^2) g^{l+1} \mid \lambda \in \mathbb{K} \}$ |
| $6l + 4$ | $\{ \lambda x (3x^2 u - 3x^3 st + s^3) g^{l+1} \mid \lambda \in \mathbb{K} \}$ |
| $6l + 5$ | $\{ \lambda (2x^3 t - s^2)^2 g^{l+1} \mid \lambda \in \mathbb{K} \}$ |
Note that all of these elements are of the form $b_0^{(0)} h_1 + c_0^{(0)} h_2 + d_0^{(0)} h_3$, with $h_i \in C$ for all $i$. Thus we can write
\[
\begin{align*}
&c_0^{(i+1)} (j) - c_0^{(i') + 1} (j') - \lambda_{i+1, i'} + 1 x^3 g b_0^{(n-1)} - (i+1) R(n+1, i, i') \\
&- j R(n+1, i+1, i'+1) - (i'-i) R(n+1, i', i'+1) = \mu p,
\end{align*}
\]
with $\mu \in K$ and $p \in S^\Delta \cap S(2n+14, n+5)$. By setting
\[
\begin{align*}
r(n+1, i, i') := \lambda_{i+1, i'+1} x^3 g b_0^{(n-1)} - (i+1) R(n+1, i, i') \\
- j R(n+1, i+1, i'+1) - (i'-i) R(n+1, i', i'+1) - \mu p,
\end{align*}
\]
then $r(n+1, i, i')$ is of the form $b_0^{(0)} h_1 + c_0^{(0)} h_2 + d_0^{(0)} h_3$, $h_i \in C$ for $i = 1, 2, 3$ and we obtain the required result.

Now using this proof we consider the following expression
\[
(\gamma_n)^2 - \gamma_{2n} \gamma_0 - \lambda_{2n} x^3 g b_{2n-2} - T(2n, n, 2n),
\]
where $T(n, a, b) \in R^D$ is defined by replacing every $e^{(k)}_0$ in $r(n, a, b)$ by the corresponding $\eta_k \in R^D$ which has $e^{(k)}_0$ as its $\nu$-degree zero term. From this and the observation made above we see that
\[
(\gamma_n)^2 = \gamma_{2n} \gamma_0 + \lambda_{2n} x^3 g b_{2n-2} + T(2n, n, 2n) \in (\beta_0, \gamma_0, \delta_0) R^D.
\]
We now prove a similar result for $\delta_n$.

**Lemma 17.** Fix $n \in \mathbb{N}$, with $n \geq 2$, then $d_0^{(i)} d_0^{(i)} - d_0^{(i') + 1} d_0^{(i')}$ is homogeneous of degree $2n+20$ and $\rho$-degree $n+7$, so $h \neq 0$ for $n \geq 2$. Now $h \neq g^k$ for some $k \in \mathbb{N}$ since $\deg(e_0^{(0)}) + 12k$ and $\rho(e_0^{(0)}) + 6k$ cannot be $2n+20$ and $n+7$ for any choice of $e_0^{(0)}$ or $k$. Therefore we can write $h = f_l^{(i)} h'$ for some $f \in \{b, c, d\}, l \in \mathbb{N}$ and proceed as described in the proof of Lemma 16. Now since
\[
\begin{align*}
D \left( d_0^{(i') + 1} d_0^{(i')} - d_0^{(i') + 1} d_0^{(i')}) \right) &= -\lambda_{i+1, i'+1} x^3 (2x^3 t - s^2) g b_0^{(n-1)} - (i+1) R(n+1, i, i') \\
&- j R(n+1, i+1, i'+1) + (i'-i) R(n+1, i', i'+1) = 0,
\end{align*}
\]
this expression is then an invariant of degree $2n + 20$ and $\rho$-degree $n + 7$. Considering all such elements we find:

| $n$ | $S^\Delta \cap S_{(2n+20,n+7)}$ |
|-----|--------------------------------|
| $6l$ | $0$ |
| $6l + 1$ | $\{\lambda x^4(2x^3t - s^2)g^{l+1} l \in \mathbb{K}\}$ |
| $6l + 2$ | $\{\lambda x^3(3x^6u - 3x^3st + s^3)g^{l+1} l \in \mathbb{K}\}$ |
| $6l + 3$ | $\{\lambda x^2(2x^3t - s^2)g^{l+1} l \in \mathbb{K}\}$ |
| $6l + 4$ | $\{\lambda x(2x^3t - s^2)(3x^6u - 3x^3st + s^3)g^{l+1} l \in \mathbb{K}\}$ |
| $6l + 5$ | $\{\lambda(2x^3t - s^2)b^{l+1} + \mu(3x^6u - 3x^3st + s^3)^2g^{l+1} l, \mu \in \mathbb{K}\}$ |

Note that all such elements are of the form $b_0^{(0)}h_1 + c_0^{(0)}h_2 + d_0^{(0)}h_3$, $h_i \in C$. If we let

$$d_0^{(i+1)}d_0^{(j)} - d_0^{(i')}(j') - \lambda_{n+1,i',i+1}^{n+1}x^3(2x^3t - s^2)gb_0^{(n-1)} - (i + 1)R(n + 1, i, i') - jR(n + 1, i + 1, i' + 1) + (i' - i)R(n + 1, i', i' + 1) = \mu p,$$

with $\mu \in \mathbb{K}$ and $p \in S^\Delta \cap S_{(2n+14,n+5)}$, by setting

$$r(n + 1, i, i') := \lambda_{n+1,i',i+1}^{n+1}x^3(2x^3t - s^2)gb_0^{(n-1)} - (i + 1)R(n + 1, i, i') - jR(n + 1, i + 1, i' + 1) - (i' - i)R(n + 1, i', i' + 1) - \mu p,$$

then $r(n + 1, i, i')$ is of the form $b_0^{(0)}h_1 + c_0^{(0)}h_2 + d_0^{(0)}h_3$, $h_i \in C$ for $i = 1, 2, 3$, and we obtain the required result.

Now as before by using this proof we consider the following expression

$$(\delta_n)^2 - \delta_n\delta_0 - \lambda^{2n}_{n+2n}x^3(2x^3t - s^2)gb_{2n-2} - T(2n, n, 2n),$$

where $T(n, a, b) \in R^D$ is defined by replacing every $e_0^{(k)}$ in $r(n, a, b)$ by the corresponding $\eta_k \in R^D$ which has $\delta_0^{(k)}$ as its $\nu$-degree zero term. From this we see that the expression above has no $\nu$-degree 0 terms, and therefore the whole expression must be zero. Thus we have that $(\delta_n)^2 \in (\beta_0, \gamma_0, \delta_0) R^D$. Now all that remains is to show that $\beta_n \in \sqrt{(\beta_0, \gamma_0, \delta_0) R^D}$. Firstly, we proceed as we have before for $\gamma_n$ and $\delta_n$:

**Lemma 18.** Fix $n \in \mathbb{N}$, with $n \geq 2$, then $b_0^{(i)}b_0^{(0)} - b_0^{(i')}b_0^{(j')} = \lambda_{n}^{n}b_0^{(k-2)} + r(n, i, i')$, where $r(n, i, i') = b_0^{(0)}h_1 + c_0^{(0)}h_2 + d_0^{(0)}h_3$, $h_i \in C$ for $i = 1, 2, 3$, and $\lambda_{n}^{n} := -(ij - i'j')$, $j = n - i$, $j' = n - i'$.

**Proof.** Firstly note that for $n = 2$

$$(b_0^{(1)})^2 - b_0^{(2)}b_0^{(0)} = s^2 - 2x^3t = -e_0^{(0)}.$$

Now assuming that the result holds for all pairs $i + j = n$, we compute

$$D \left(b_0^{(i+1)}b_0^{(j)} - b_0^{(i')}b_0^{(j')}\right) = -x^2(n - 1)* \lambda_{n+1,i',i+1}^{n+1}c_0^{(n-2)} + (i + 1)r(n, i, i')$$

$$+ jr(n, i + 1, i' + 1) - (i' - i)r(n, i', i' + 1).$$

If either $i = n$ or $i' = n$ we instead obtain either $(i' + 1)r(n, n, i') + j'r(n, n, i' + 1)$ or $(i + 1)r(n, i, n) + jr(n, i + 1, n)$ in place of the other $r(n, a, b)$. As before we show that there is some $R(n + 1, a, b)$ with
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\[ D(R(n+1, a, b)) = r(n, a, b) \] for all \( a, b \leq n \). Let \( \lambda e_0^{(0)} h \) be a term of \( r(n, a, b), \lambda \in \mathbb{K}, h \in I \) and \( e \in \{b, c, d\} \).

Note that the expression \( b_0^{(i+1)} b_0^{(j)} - b_0^{(i' + 1)} b_0^{(j')} \) is homogeneous of degree \( 2n+3 \) and \( \rho \)-degree \( n+1 \). Therefore \( h \neq 0 \) for \( n \geq 2 \), and \( h \neq g^k \) for some \( k \in \mathbb{N} \) as \( \deg(e_0^{(0)}) + 12k \) and \( \rho(e_0^{(0)}) + 6k \) cannot be \( 2n+3 \) and \( n+1 \) for any choice of \( e_0^{(0)} \) or \( k \). Therefore we can write \( h = f_0^{(l)} h' \) for some \( f \in \{b, c, d\} \) and \( l \in \mathbb{N} \), we can then proceed as described in the proof of Lemma 16. Now since

\[
D\left( b_0^{(i+1)} b_0^{(j)} - b_0^{(i' + 1)} b_0^{(j')} - \lambda_{i+1,i'+1} c_0^{(n-1)} - (i + 1)R(n + 1, i, i') - jR(n + 1, i + 1, i' + 1) + (i' - i)R(n + 1, i', i' + 1) \right) = 0,
\]

this expression is then an invariant of degree \( 2n+3 \) and \( \rho \)-degree \( n + 1 \).

Considering all such elements we find:

| \( n \) | \( S^\Delta \cap S_{(2n+3,n+1)} \) |
|---|---|
| \( 6l \) | 0 |
| \( 6l + 1 \) | \( \{\lambda(2x^3t - s^2)g^l \mid \lambda \in \mathbb{K}\} \) |
| \( 6l + 2 \) | 0 |
| \( 6l + 3 \) | 0 |
| \( 6l + 4 \) | 0 |
| \( 6l + 5 \) | \( \{\lambda x^2g^{l+1} \mid \lambda \in \mathbb{K}\} \) |

Note that all such elements are of the form \( b_0^{(0)} h_1 + c_0^{(0)} h_2 + d_0^{(0)} h_3, h_i \in C \), and so if we let

\[
b_0^{(i+1)} b_0^{(j)} - b_0^{(i' + 1)} b_0^{(j')} - \lambda_{i+1,i'+1} c_0^{(n-1)} - (i + 1)R(n + 1, i, i') - jR(n + 1, i + 1, i' + 1) + (i' - i)R(n + 1, i', i' + 1) = \mu p,
\]

with \( \mu \in \mathbb{K} \) and \( p \in S^\Delta \cap S_{(2n+14,n+5)} \). By setting

\[
r(n + 1, i, i') := \lambda_{i+1,i'+1} c_0^{(n-1)} - (i + 1)R(n + 1, i, i') - jR(n + 1, i + 1, i' + 1) - (i' - i)R(n + 1, i', i' + 1) - \mu p,
\]

then \( r(n + 1, i, i') \) is of the form \( b_0^{(0)} h_1 + c_0^{(0)} h_2 + d_0^{(0)} h_3, h_i \in C \) for \( i = 1, 2, 3 \), and we obtain the required result.

Now as before by using this proof we consider the following expression

\[(\beta_n)^2 - \beta_{2n} \beta_0 - \lambda^{2n}_{n,2n} \gamma_{2n-2} - T(2n, n, 2n),\]

where \( T(n, a, b) \in R^D \) is defined by replacing every \( e_0^{(k)} \) by the corresponding \( \eta_k \in R^D \) which has \( e_0^{(k)} \) as its \( v \)-degree zero term. From this we see that the expression above has its \( v \)-degree 0 term as 0, and therefore the whole expression must be zero, as the expression is an invariant, and there is no invariant which is divisible by \( v \). This means we have

\[(\beta_n)^2 = \beta_{2n} \beta_0 + \lambda^{2n}_{n,2n} \gamma_{2n-2} + T(2n, n, 2n),\]

with both \( \beta_{2n} \beta_0, T(2n, n, 2n) \in (\beta_0, \gamma_0, \delta_0)R^D \). We then square our expression to obtain

\[(\beta_n)^4 = (\lambda^{2n}_{n,2n} \gamma_{2n-2})^2 + p,\]
where \( p \in (\beta_0, \gamma_0, \delta_0)R^D \). Using our relations for the \( \gamma_i \) calculated in Lemma 10, we then have
\[
(\beta_n)^4 = (\lambda_{n,2n})^2 ((\gamma_{2n-2})^2 - \gamma_{2n} \gamma_0) + p + (\lambda_{n,2n})^2 \gamma_{2n} \gamma_0.
\]
Each term on the right-hand side is in \((\beta_0, \gamma_0, \delta_0)R^D\) and hence \((\beta_n)^4 \in (\beta_0, \gamma_0, \delta_0)R^D\). This concludes our proof of Proposition 13 and we are finally able to prove Theorem 12.

Proof of Theorem 12. First we remark that \((\beta_0, \gamma_0, \delta_0) \in f_{R^D}\) since \(\mathfrak{p}(D) \subset f_{R^D}\). Indeed, given \(d \in \mathfrak{p}(D)\), with \(d = D(p)\) we have \(D(\frac{p}{d}) = 1\) and the morphism
\[
\frac{p}{d} : \mathbb{A}_d^5 \rightarrow \mathbb{G}_d
\]
is \(\mathbb{G}_d\)-equivariant. Hence the affine open set \(\mathbb{A}_d^5\) is a trivial \(\mathbb{G}_d\)-bundle, and \(\mathbb{A}_d^5/\mathbb{G}_d = \text{Spec}(\mathbb{K}[x, s, t, u, v]^{\mathbb{G}_d})_d\) is finitely generated.

Additionally, since \(f_{R^D}\) is a radical ideal by [DK08, §2.2], we have that \(\sqrt{(\beta_0, \gamma_0, \delta_0)R^D} \subset f_{R^D}\). Now suppose that \(f \in f_{R^D}\). Note that \(R^D = B_0 + (\beta_n, \gamma_n, \delta_n)e_n\in R^D\), so we may assume that \(f \in B_0\). Since \((R^D)_f\) is finitely generated, we therefore have that \((R^D)_f = (B_N)_f\) for some \(N \in \mathbb{N}\). Hence there is some \(k > 0\) satisfying \(f^k \beta_{N+1}, f^k \gamma_{N+1}, f^k \delta_{N+1} \in B_N\) and \(f^k \in [B_N : B_{N+1}] \cap B_0 = (\beta_0, \gamma_0, \delta_0)B_0 \subset (\beta_0, \gamma_0, \delta_0)R^D\) by Lemma 14. Thus \(f_{R^D} = \sqrt{(\beta_0, \gamma_0, \delta_0)R^D}\), completing the proof of the first statement of Theorem 12.

It remains to show that \(L(\mathcal{G}) \subset L(f_{R^D})\). By Proposition 13 we know that \(\mathcal{G} = \{\beta_i, \gamma_i, \delta_i \mid i \geq 0\}\) generates the finite generation ideal. Note that the leading monomials of these generators are the \(b_i, c_i\) and \(d_i, n \in \mathbb{N}\) described in the proof of Lemma 12. We have shown that applying the relations of these monomials to the corresponding generators yields an element with a leading monomial lying in \(L(\mathcal{G})\). Additionally, we have shown that applying the relations between the generators corresponding to these leading monomials and \(e\), the leading monomial of \(g\), yields an element with leading monomial lying in \(L(\mathcal{G})\). Any element in \(L(f_{R^D})\) is obtained as the leading monomial of some combination of elements in \(f_{R^D}\) and elements in \(R^D\), which is generated by \(\mathcal{G} \cup \{g\}\). Since all such combinations yield an element whose leading monomial lies in \(L(\mathcal{G})\), we conclude that \(L(\mathcal{G}) \subset L(f_{R^D})\).

\[\Box\]
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