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Abstract

This work introduces a methodology to solve ordinary differential equations using the Schur decomposition of the linear representation of the differential equation. This is done by first transforming the system into an upper triangular system using the Schur decomposition, and second, by generating the solution sequentially following the upper triangular structure. In addition, and when dealing with non-linear perturbed systems, this work proposes a methodology based on operator theory to find an approximate linear representation of perturbed non-linear systems. Particularly, we focus on polynomial differential equations and the use of Legendre polynomials to represent the solution. Based on these results, a perturbation technique is also proposed to study these problems. A set of algorithms to automate these methodologies are included.

1 Introduction

Ordinary differential equations are of extreme importance in a wide variety of fields, including Physics, Mathematics, Engineering, or Economics. Of special interest is the study of the so called Cauchy initial value problem due to its importance in dynamical systems. To that end, a large variety of approaches have been proposed over the years, including both analytical [1, 2] and numerical methodologies [3, 4].

In this work we propose a technique to generate the solution of ordinary linear differential equations based on the Schur decomposition [5, Chapter 7]. This allows to perform a unitary transformation of the initial set of variables that transforms the matrix representation of the system into an upper triangular system that can be solved sequentially. To that end, a theorem and its corresponding algorithm are proposed to generate the sequential analytic solution of this upper triangular system of differential equations.

Unfortunately, this proposed methodology is only applicable to linear systems, and thus, a different approach is required when dealing with non-linear differential equations. Particularly, a methodology based on operator theory is proposed to obtain an approximated linear representation of perturbed problems, that is later used with the Schur decomposition technique allowing the generation of an approximate analytical solution of the system.

Operator theory has its roots on functional analysis [6, Chapter 2] and the study of linear operators in functional spaces [7, Chapter 4]. Operator theory is commonly used in theoretical physics [8, Chapter 7] (specially in quantum mechanics [9, Chapter 1]), and other applications [10] such as fluid-dynamics [11] or control [12, 13]. Particularly, this work is based on the idea behind the Koopman operator [14, 15], a linear operator defined in an infinite Hilbert space that is able to transform a non-linear system in a finite number of dimensions into a linear system in an infinite number of dimensions. However, since it is not possible to work on an infinite number of dimensions, we can only study a subspace, and thus, the resultant representation is an approximation of the original non-linear system. Nevertheless, this transformation provides an accurate linearization of the system (being the accuracy dependent on the problem studied.
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and the size of the subspace selected) that can be used in many applications due to its linear properties.

The Koopman operator assumes the existence of a set of eigenfunctions that can represent the solution of the system of differential equations. However, this is only true when the resultant system is diagonalizable, and thus, it is possible to apply the spectral theorem. This limits the direct use of the Koopman operator in many problems. To overcome this limitation, we make use of the unitary transformation provided by the Schur decomposition, which allows to solve a wider variety of problems that cannot be solved by the only use of the spectral theorem. In addition, and since the proposed technique does not have this limitation, it enables the use of a wider variety of basis functions to represent the solution of the system. In that regard, we propose an algorithm to obtain the closed form computation of the linearization based on Legendre polynomials as basis functions applied to polynomial differential equations.

Moreover, and based on these results, a methodology is proposed to study perturbation problems, that is, systems of differential equations that can be decomposed into a strong linear part that is perturbed by a weak non-linear term. To that end, we show that the structure of the solution provided by the Schur decomposition for the unperturbed problem can be used to approximate the perturbed system.

This manuscript is organized as follows. First, an algorithm is proposed for the automatic analytic solution generation of linear ordinary differential equations. Second, this result is extended to non-linear perturbed systems using operator theory to obtain an approximate linear representation of the system of differential equations. Additionally, a set of algorithms to obtain a closed form approximated analytical solution are provided for the case of non-linear polynomial differential equations where the basis functions used to represent the system are orthonormal Legendre polynomials in multiple dimensions. Third, we use these results to propose a methodology to study perturbed problems. And finally, we present some examples of application of these methodologies to show their performance.

2 Autonomous linear systems

In this section we focus on the solution of linear ordinary differential equations. To solve them, an algorithm based on the Schur decomposition is proposed. In particular, from the matrix representation of the linear system, this work makes use of the Schur decomposition to find an unitary transformation that allows to transform the system of differential equations into an upper triangular matrix. Once this is done, an algorithm is proposed to solve sequentially this system while providing the analytical solution of the differential equation.

**Theorem 1.** Let a system of \( n \) autonomous ordinary linear differential equations be defined by the Cauchy problem:

\[
\begin{aligned}
\frac{dy}{dx} &= Ay, \\
y(x_0) &= y_0,
\end{aligned}
\]

where \( y = (y_1, y_2, \ldots, y_n)^T \) are the functions defining the dynamic, \( x \) is the independent variable, and \( A \) is a \( n \times n \) constant matrix. Then, by using the Schur decomposition applied over \( A \) such that \( A = VTV^{-1} \), where \( T \) is an upper triangular matrix and \( V \) is a unitary transformation, the solution of this system is:

\[
y = V\Phi,
\]

where \( \Phi = (\phi_1, \phi_2, \ldots, \phi_n)^T \) is provided by:

\[
\phi_i = C_i e^{T_{ii}x} + \sum_{j=i+1}^n r_{ij} \phi_j \quad \forall i \in \{1, \ldots, n\},
\]
being \( C_i \) the integration constants, where:

\[
C_i = \frac{1}{e^{T_i x_0}} \left[ \sum_{j=1}^{n} \left( V_{ij}^{-1} y_j(x_0) \right) - \sum_{j=i+1}^{n} \left( r_{ij}(x_0) \phi_j(x_0) \right) \right],
\]

and \( r_{ij} \) a set of polynomials in the form:

\[
r_{ij} = \sum_{k=0}^{n-1} p_{ijk} x^k,
\]

whose coefficients \( p_{ijk} \) are given by:

\[
p_{ijk} = \begin{cases} 
-\sum_{m=i+1}^{j-1} T_{mj} p_{im(n-1)} & \text{if } k = n-1, \text{ and } T_{ii} \neq T_{jj} \\
(k+1)p_{ij(k+1)} - \sum_{m=i+1}^{j-1} T_{mj} p_{mk} & \text{if } k \in \{1, \ldots, n-2\}, \text{ and } T_{ii} \neq T_{jj} \\
T_{ij} - p_{ij1} - \sum_{m=i+1}^{j-1} T_{mj} p_{m0} & \text{if } k = 0, \text{ and } T_{ii} \neq T_{jj} \\
T_{jj} - T_{ii} & \text{if } k \in \{2, \ldots, n-1\}, \text{ and } T_{ii} = T_{jj} \\
T_{ij} - \sum_{m=i+1}^{j-1} T_{mj} p_{m0} & \text{if } k = 1, \text{ and } T_{ii} = T_{jj} \\
0 & \text{if } k = n-1, \text{ and } T_{ii} = T_{jj}
\end{cases}
\]

**Proof.** The system of differential equations to solve consists on \( n \) autonomous ordinary linear differential equations in the form:

\[
\begin{align*}
\frac{dy}{dx} &= Ay \\
y(x_0) &= y_0
\end{align*}
\]

where \( y = (y_1, y_2, \ldots, y_n)^t \) is a vector containing all the functions representing the solution of the differential equation, \( x \) is the independent variable, \( y_0 \) is the set of initial conditions, and \( A \) is a constant matrix of size \( n \times n \). In particular, each differential equation of the system can be rewritten as:

\[
\frac{dy_i}{dx} = \sum_{j=1}^{n} A_{ij} y_j,
\]

and since \( A_{ij} \) are bounded constants and the equation is homogeneous, the solution is Lipschitz continuous. Therefore, by applying the Picard–Lindelöf theorem, the solution of the system exists and is unique.

The objective now is to find a process in which the system of equations described by Eq. (7) can be solved sequentially. In order to do that, we make use of the Schur decomposition. Particularly, the matrix \( A \) can always be Schur-decomposed into:

\[
A = VTV^{-1}
\]

where \( T \) is an upper triangular matrix that contains in its diagonal the eigenvalues of \( A \), and \( V \) is an orthonormal matrix representing the unitary transformation between \( A \) and \( T \). It is important to note that first, the Schur decomposition is not unique in general, and thus there can be multiple combinations of \( \{T, V\} \) that decompose matrix \( A \), and second, that \( V^{-1} \) is always well defined since \( V \) is a unitary matrix. Let \( \Phi \) be a new set of variables generated by a linear combination of \( y \) such that \( \Phi = V^{-1} y \). Then, the derivative of \( \Phi \) is:

\[
\frac{d\Phi}{dx} = \frac{d}{dx} (V^{-1} y) = V^{-1} \frac{dy}{dx},
\]

being \( \Phi \) the integration constants, where:

\[
C_i = \frac{1}{e^{T_i x_0}} \left[ \sum_{j=1}^{n} \left( V_{ij}^{-1} \Phi_j(x_0) \right) - \sum_{j=i+1}^{n} \left( r_{ij}(x_0) \phi_j(x_0) \right) \right],
\]
since $V$ is a constant matrix obtained from the Schur decomposition of $A$. Moreover, by introducing Eq. (7) in the previous expression:

$$\frac{d\Phi}{dx} = V^{-1}\frac{dy}{dx} = V^{-1}Ay,$$

and using the Schur decomposition defined in Eq. (9):

$$\frac{d\Phi}{dx} = V^{-1}Ay = V^{-1}VTV^{-1}y = TV^{-1}y,$$

where we can identify $\Phi = V^{-1}y$ to obtain:

$$\frac{d\Phi}{dx} = TV^{-1}y = T\Phi,$$

which is now a system of linear differential equations in $\Phi$, with $\Phi(x_0) = V^{-1}y_0$, that can be solved sequentially starting with equation $n$. Therefore, from this point, we can focus on the system of differential equations:

$$\begin{cases}
  \frac{d\Phi}{dx} = T\Phi \\
  \Phi(x_0) = V^{-1}y_0
\end{cases},$$

and once the solution of $\Phi$ is obtained, $y$ is derived using the unitary transformation from the Schur decomposition (Eq. (9)).

For a given $\phi_i$ with $i \in \{1, \ldots, n\}$, the associated differential equation can be expressed as:

$$\frac{d\phi_i}{dx} = \sum_{j=1}^{n} T_{ij}\phi_j = \sum_{j=i}^{n} T_{ij}\phi_j,$$

since $T$ is an upper triangular matrix and thus $T_{ij} = 0 \forall i > j$. We define a solution in the form:

$$\phi_i = C_i e^{T_{ii}x} + \sum_{j=i+1}^{n} r_{ij}\phi_j,$$

where $C_i$ is the constant of integration and $r_{ij}$ is a general function of $x$. Therefore, the derivative of the proposed solution is:

$$\frac{d\phi_i}{dx} = T_{ii}C_i e^{T_{ii}x} + \sum_{j=i+1}^{n} \left( dr_{ij}\frac{d\phi_j}{dx} + r_{ij}\frac{d\phi_j}{dx} \right).$$

By multiplying Eq. (16) by $T_{ii}$ and rearranging the terms, the following expression is obtained:

$$T_{ii}C_i e^{T_{ii}x} = T_{ii}\phi_i - T_{ii} \sum_{j=i+1}^{n} r_{ij}\phi_j,$$

which introduced in the previous equation leads to:

$$\frac{d\phi_i}{dx} = T_{ii}\phi_i - T_{ii} \sum_{j=i+1}^{n} r_{ij}\phi_j + \sum_{j=i+1}^{n} \left( dr_{ij}\frac{d\phi_j}{dx} + r_{ij}\frac{d\phi_j}{dx} \right).$$

Also, from Eq. (15) we know that:

$$\frac{d\phi_j}{dx} = \sum_{m=j}^{n} T_{jm}\phi_m,$$
and thus:

\[
\frac{d\phi_i}{dx} = T_{ii}\phi_i - T_{ii} \sum_{j=i+1}^{n} r_{ij}\phi_j + \sum_{j=i+1}^{n} \left( \frac{dr_{ij}}{dx}\phi_j + r_{ij} \sum_{m=j}^{n} T_{jm}\phi_m \right) =
\]

\[
= T_{ii}\phi_i + \sum_{j=i+1}^{n} \left( \frac{dr_{ij}}{dx}\phi_j + r_{ij} \left( -T_{ii}\phi_j + \sum_{m=j}^{n} T_{jm}\phi_m \right) \right),
\]  

(21)

This expression can be combined with Eq. (15) to obtain:

\[
\frac{d\phi_i}{dx} = \sum_{j=i}^{n} T_{ij}\phi_j = T_{ii}\phi_i + \sum_{j=i+1}^{n} \left[ \frac{dr_{ij}}{dx}\phi_j + r_{ij} \left( -T_{ii}\phi_j + \sum_{m=j}^{n} T_{jm}\phi_m \right) \right],
\]  

(22)

from which an identification of terms can be performed since the expression must hold true for the whole domain. Particularly, we can rearrange the previous expression into:

\[
T_{ii}\phi_i + \sum_{j=i+1}^{n} T_{ij}\phi_j = T_{ii}\phi_i + \sum_{j=i+1}^{n} \left[ \frac{dr_{ij}}{dx}\phi_j + \sum_{m=i+1}^{n} \left( r_{im}T_{mj} \right) - T_{ii}r_{ij} \right] \phi_j,
\]  

(23)

or, in other words:

\[
T_{ij} = \frac{dr_{ij}}{dx} + \sum_{m=i+1}^{n} \left( r_{im}T_{mj} \right) - T_{ii}r_{ij}.
\]  

(24)

Moreover, since \( T_{mj} = 0 \ \forall m > j \), there are terms in the summation that do not contribute to the former expression and thus:

\[
T_{ij} = \frac{dr_{ij}}{dx} + \sum_{m=i+1}^{j} \left( r_{im}T_{mj} \right) - T_{ii}r_{ij},
\]  

(25)

which as can be seen, it is a linear differential equation in \( r_{ij} \) that only depends on the values of \( r_{im} \) with \( i + 1 < m < j \), that is, the solution to \( r_{ij} \) can be obtained sequentially. To that end, a solution to Eq. (25) in polynomial form is proposed such that:

\[
r_{ij} = \sum_{k=0}^{n-1} p_{ijk}x^k.
\]  

(26)

This proposed solution is then introduced in Eq. (25) leading to the following expression:

\[
T_{ij} = \sum_{k=1}^{n-1} \left( k p_{ijk}x^{k-1} \right) + \sum_{m=i+1}^{j} \left( T_{mj} \sum_{k=0}^{n-1} \left( p_{imk}x^k \right) \right) - T_{ii} \sum_{k=0}^{n-1} \left( p_{ijk}x^k \right),
\]  

(27)

which defines the relations between the polynomial coefficients of \( r_{ij} \) (\( p_{ijk} \)) with the elements of the matrix \( T \). This relation can be obtained by identification of the coefficients of this expression for the different powers of \( x \). Particularly, for \( x^0 \) the following relation is obtained:

\[
T_{ij} = p_{ij1} + \left( T_{jj} - T_{ii} \right) p_{ij0} + \sum_{m=i+1}^{j-1} \left( T_{mj}p_{im0} \right). 
\]  

(28)

If instead, a general \( x^k \) with \( k \in \{1, \ldots, n-2\} \) is considered, the resultant expression is:

\[
0 = (k+1)p_{ij(p+1)} + \left( T_{jj} - T_{ii} \right) p_{ijk} + \sum_{m=i+1}^{j-1} \left( T_{mj}p_{imk} \right). 
\]  

(29)
And finally, for the case $x^{n-1}$ the resultant equation is:

$$0 = (T_{jj} - T_{ii}) p_{ij}(n-1) + \sum_{m=i+1}^{j-1} T_{mj} p_{im}(n-1).$$

(30)

Equations (28), (29), and (30) show that the structure of the solution is dependent on the relations between $T_{ii}$ and $T_{jj}$, that is, the eigenvalues of the original matrix $A$. That way, two sets of solutions can be identified:

- If $T_{ii} \neq T_{ij}$:

$$p_{ijk} = \begin{cases} 
- \frac{\sum_{m=i+1}^{j-1} (T_{mj} p_{im}(n-1))}{T_{jj} - T_{ii}} & \text{if } k = n - 1 \\
- \frac{(k + 1)p_{ij(k+1)}}{T_{jj} - T_{ii}} - \frac{\sum_{m=i+1}^{j-1} (T_{mj} p_{imk})}{T_{jj} - T_{ii}} & \text{if } k \in \{1, \ldots, n - 2\} \\
\frac{T_{jj} - p_{ij1} \sum_{m=i+1}^{j-1} (T_{mj} p_{im0})}{T_{jj} - T_{ii}} & \text{if } k = 0 
\end{cases}$$

(31)

- If $T_{ii} = T_{ij}$:

$$p_{ijk} = \begin{cases} 
- \frac{\sum_{m=i+1}^{j-1} (T_{mj} p_{im(k-1)})}{T_{ij} - \sum_{m=i+1}^{j-1} T_{mj} p_{im0}} & \text{if } k \in \{2, \ldots, n - 1\} \\
T_{ij} - \sum_{m=i+1}^{j-1} T_{mj} p_{im0} & \text{if } k = 1 \\
0 & \text{if } k = 0 
\end{cases}$$

(32)

With the values $p_{ijk}$ obtained, the set of solutions $\Phi$ are completely defined but for the constants of integration $C_i$. These are provided by the initial condition in Eq. (14), $\Phi(x_0) = V^{-1} y_0$, combined with the proposed solution structure from Eq. (16). Particularly, the constants of integration are given by the following expression:

$$C_i = \frac{1}{e^{T_{ii} x_0}} \left[ \sum_{j=1}^{n} \left( V_{ij}^{-1} y_j(x_0) \right) - \sum_{j=i+1}^{n} \left( r_{ij}(x_0) \phi_j(x_0) \right) \right].$$

(33)

Once this is done, the only step left is to obtain the solution in terms of the original variables $y$. This can be performed using the matrix transformation from the Schur decomposition $V$: $y = V \Phi$.

Algorithm 1 presents a subroutine to obtain the coefficients $p_{ijk}$ from the triangular matrix $T$ using the result from Theorem 1. In here, a parameter $\epsilon$ has been included to control the potential numerical errors resultant from the Schur decomposition and the comparison of eigenvalues of matrix $A$.

It is important to note that since the decomposition of a matrix in its Jordan normal form $J$ and its respective matrix of generalized eigenvectors $E$ is a particular case of Schur decomposition, this theorem can also be applied to a Jordan normal form. This has its advantages and disadvantages. The main advantage is that since the Jordan normal form minimizes the number of terms out of the diagonal in the upper triangular matrix $T$, so does the number of operations to obtain the solution of the differential equation. However, it presents the disadvantage of having to obtain the Jordan normal form itself, which, in general, is a computationally more expensive process and its calculation is very sensitive to perturbations.
Algorithm 1: Coefficients $p_{ijk}$

function $p = p_{ijk}(T, n, \epsilon)$
$p = \text{zeros}(n, n, n);$ 
for $i$ from $ns$ to 1 in steps of $-1$ do
  for $j$ from $i + 1$ to $n$ do
    if $|T(j, j) - T(i, i)| < \epsilon$ then
      for $s$ from $n - 1$ to 1 in steps of $-1$ do
        for $k$ from $i + 1$ to $j - 1$ do
          $p(i, j, s + 1) = p(i, j, s + 1) + T(k, j) * p(i, k, s);$ 
        end
        $p(i, j, s + 1) = -p(i, j, s + 1)/s;$ 
      end
      for $k$ from $i + 1$ to $j - 1$ do
        $p(i, j, 2) = p(i, j, 2) + T(k, j) * p(i, k, 1);$ 
      end
      $p(i, j, 2) = T(i, j) - p(i, j, 2);$ 
      $p(i, j, 1) = 0;$ 
    else
      for $k$ from $i + 1$ to $j - 1$ do
        $p(i, j, n) = p(i, j, n) + T(k, j) * p(i, k, n);$ 
      end
      $p(i, j, n) = -p(i, j, n)/(T(j, j) - T(i, i));$
    end
    for $s$ from $n - 2$ to 1 in steps of $-1$ do
      for $k$ from $i + 1$ to $j - 1$ do
        $p(i, j, s + 1) = p(i, j, s + 1) + T(k, j) * p(i, k, s + 1);$ 
      end
      $p(i, j, s + 1) = -((s + 1) * p(i, j, s + 2) + p(i, j, s + 1))/(T(j, j) - T(i, i));$
    end
    for $k$ from $i + 1$ to $j - 1$ do
      $p(i, j, 1) = p(i, j, 1) + T(k, j) * p(i, k, 1);$ 
    end
    $p(i, j, 1) = T(i, j) - p(i, j, 2) - p(i, j, 1);$ 
  end
end
end

3 Non-linear perturbed systems

The results from Section 2 are only applicable to autonomous ordinary linear differential equations, and thus, they cannot be directly generalized to non-linear systems. However, it is still possible to obtain an approximation of perturbed non-linear systems using a linear representation.

In this work, we approach this problem by performing an expansion of the dimensionality of the system and projecting the space into a set of orthonormal basis functions that will act as the new variables of the system of differential equations. This is the idea behind operator theory techniques such as the Koopman Operator. In general, applying these techniques to general problems causes the resultant matrices to be non-diagonalizable and thus, it is not possible to apply the spectral theorem or to effectively find the eigenfunctions of the system. This is a limitation that the Schur decomposition technique presented before does not share, allowing the effective application of this methodology to a wider set of problems.

In this section we present a methodology to linearize perturbed non-linear systems using operator theory. To that end, we present a general case where no assumption on the basis functions selected or the structure of the differential equations is performed. After that, we focus on the particular case of using Legendre polynomials applied to polynomial differential equations. A set of algorithms to automate this process are also included. These methodologies
are specially suited for quasi-periodic systems and perturbation problems, although they can also be used in other problems but with more limitations.

### 3.1 General case

Let the non-linear system of \( n \) ordinary differential equations in study be defined by:

\[
\begin{align*}
\frac{dy}{dx} &= f(y, x) \\
y(x_0) &= y_0,
\end{align*}
\]  

(34)

where \( y \) is the set of dependent variables that are required to be solved, \( x \) is the independent variable, and \( f(y, x) \) is a function of the previous variables. In general, \( f(y, x) \) is a non-linear function that depends both in the dependent and independent variables. The goal then is to first make the system autonomous, if it is not already, and second, to find an approximate linear system that is able to represent the differential equation with an adequate accuracy.

The transformation to an autonomous system can be done by introducing a new variable \( z \) such that its value evolves linearly with the independent variable, that is, \( z = \tau x \) and \( dz/dx = \tau \) for all \( x \), where \( \tau \) is a constant that allows to normalize the time evolution within the ranges of definition of the basis functions. This allows to rewrite the original system as an autonomous system in the form of:

\[
\begin{align*}
\frac{d\tilde{y}}{dx} &= \tilde{f}(\tilde{y}) \\
\tilde{y}(x_0) &= \tilde{y}_0,
\end{align*}
\]  

(35)

where \( \tilde{y} = \{z, y\} \), \( \tilde{y}(x_0) = \{\tau x_0, y\} \) and \( \tilde{f}(\tilde{y}) = \{\tau, f(y, z)\} \). Note that, this is effectively expanding the system into an additional dimension with \( n + 1 \) differential equations. From this point, we will only consider elements \( y \) and \( f(y) \) to represent the resultant autonomous system to simplify the notation in the following sections of the manuscript.

The objective now is to find an approximate linear representation of the differential equation. This is done in four steps. First, a normalization is performed in the variables of study to make them range between \([-1, 1]\). This allows higher order polynomials to be systematically smaller than lower order monomials, which enables the convergence of the methodology for a finite number of terms. Second, an expansion on the number of dependent variables is performed. This allows to represent part of the non-linearities of the system of differential equations. Third, this expanded set of variables is transformed into a set of orthonormal basis functions that are used to represent the system. And finally, the Galerkin method is applied to obtain the projection of the resultant differential equation into the selected set of orthonormal basis functions while minimizing the error. This leads to a final system whose variables are the set of basis functions selected and that is completely linear.

Let \( m \) be the number and \( h = h(y) \) with \( h = (h_1, h_2, \ldots, h_m)^t \) be the set of orthonormal basis functions that are selected to represent the expanded system of differential equations. These basis functions, in order to be orthonormal, have to fulfill the following condition:

\[
\langle h_i, h_j \rangle = \int_\Omega \rho h_i h_j d\Omega = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{if } i = j \end{cases} \quad \forall i, j \in \mathbb{N}^m,
\]  

(36)

where \( \langle h_i, h_j \rangle \) is the inner product between \( h_i \) and \( h_j \), \( \Omega \) is the domain of definition of the basis functions, and \( \rho \) is the weighting function associated with the set of basis functions selected. Examples of these basis functions include, for instance, any combination of Fourier series, Hermite polynomials, Legendre polynomials, or Chebyshev polynomials. The methodology can also be used with non orthonormal basis functions. However, this requires more computations since all the inner products have to be normalized due to the use of a non-orthonormal space. For this reason, we focus on the use of orthonormal basis functions.
Then, by using these basis functions as the new set of variables, the following system of $m$ equations is obtained:

$$\frac{dh}{dx} = \nabla hf,$$

where:

$$\nabla h = \begin{pmatrix} \frac{\partial}{\partial y_1} h_1(y) & \cdots & \frac{\partial}{\partial y_n} h_1(y) \\ \vdots & \ddots & \vdots \\ \frac{\partial}{\partial y_1} h_m(y) & \cdots & \frac{\partial}{\partial y_n} h_m(y) \end{pmatrix},$$

is a matrix of size $m \times n$ representing the gradient of the basis functions $h$. This system is still non-linear due to the non-linearities present in $f$. However, it can be linearized by projecting it back into the set of basis functions already defined. This is the reason why we need to normalize the variables, to impose that higher order monomials make a smaller contribution in the solution of the system.

Let $M$ be the matrix containing all the coefficients associated with this projection, that is, $M$ is the matrix of size $m \times m$ containing all the combinations of inner products that can be generated from the former expression. In particular:

$$M_{ij} = \langle \nabla h_i f, h_j \rangle = \int_\Omega \rho \nabla h_i f h_j d\Omega = \int_\Omega \rho \left[ \sum_{k=1}^n \frac{\partial h_i}{\partial y_k} f_k \right] h_j d\Omega,$$

where the components of $M$ can be used to approximate each total derivative as:

$$\frac{dh_i}{dx} = \sum_{j=1}^m M_{ij} h_j.$$

This allows to transform the original problem into the following system:

$$\begin{cases} \frac{d\mathbf{h}}{dx} = M \mathbf{h} \\ \mathbf{h}(x_0) = \mathbf{h}(y_0) \end{cases},$$

which is now a linear system of $m$ differential equations. In order to solve it, we make use of the Schur decomposition to be able to obtain the evolution of each basis function from the system sequentially. Particularly, the Schur decomposition of $M$ is defined as $M = VTV^{-1}$, where $T$ is an upper triangular matrix whose diagonal contains the eigenvalues of $M$, and $V$ is a unitary transformation matrix. Let $\Phi = (\phi_1, \phi_2, \ldots, \phi_m)^t$ be a set of new dependent variables related to the basis functions through:

$$\Phi = V^{-1} \mathbf{h}.$$

Then, the derivative of this new set of variables is:

$$\frac{d\Phi}{dx} = V^{-1} \frac{d\mathbf{h}}{dt} = V^{-1} M \mathbf{h} = TV^{-1} \mathbf{h} = T\Phi,$$

which results in the following system of differential equations:

$$\begin{cases} \frac{d\Phi}{dx} = T\Phi \\ \Phi(x_0) = V^{-1} \mathbf{h}(x_0) \end{cases}.$$

This system can be solved sequentially starting by $\phi_m$, being the structure of the solution the one provided by Theorem 1:

$$\phi_i = C_i e^{\sum_{j=i+1}^n r_{ij} x} \quad \forall i \in \{1, \ldots, n\},$$
where \( C_i \) are the integration constants and \( r_{ij} \) is a known polynomial in the independent variable \( x \).

Once the solution of \( \Phi \) is obtained, it is possible to express the solution in the original set of variables. However, in general, the initial set of variables do not have an exact representation using the set of basis functions selected, and thus, a projection is again required to represent these variables. Let, \( H \) be the \( n \times m \) matrix containing the coefficients of that projection. Then, these coefficients are provided by this inner product:

\[
H_{ij} = \langle y_i, h_j \rangle = \int_{\Omega} \rho y_i h_j d\Omega, \tag{46}
\]

which means that the solution of the original variables can be represented as:

\[
y = Hh = HV\Phi. \tag{47}
\]

It is important to note that due to the finite set of basis functions used, there are two conditions that this methodology has to fulfill in order to converge. First, the variables have to be bounded in the range \([-1, 1]\). Alternatively, the weighting function \( \rho \) has to make them decrease very fast outside this range. Second, the coefficients of the non-linear part cannot be larger than the linear part. These conditions are required in order to not increase the error as the order of the basis functions increases. Note that perturbation problems are one of the examples of these kind of problems if their variables are normalized properly.

### 3.2 Using Legendre polynomials as basis functions

Legendre polynomials have some interesting properties when compared to other orthogonal basis functions. First, they are based on polynomials and thus, they have very good analytical properties and are easy to work with them. Second, they are defined in the range \([-1, 1]\), making the range of the integral well defined as opposed to other basis functions such as Hermite functions. Additionally, this is the range in which we are interested since it makes the methodology to converge. Finally, the weighting function \( \rho \) is constant, meaning that the weighting distribution is uniform in the whole domain of definition (and as such, the error). All these properties allow to obtain a closed form solution of the inner products from Eqs. (39) and (46) when the differential equation is represented in polynomial form.

In general, non-linear systems are not fully represented in polynomial form. However, in many cases it is possible to find a polynomial representation of the system even if that means increasing the number of variables to be able to perform that representation. An example of this is the zonal harmonics problem that appears in the motion of an object around a non-spherical celestial body [16]. Therefore, in this section we will focus on differential equations that are fully polynomial, that is, that can be represented as:

\[
\frac{d y_i}{dx} = f_i(y) = \sum_{j=1}^{T_i} \kappa_{(i,j)} \prod_{k=1}^{n} y_k^{\gamma_{(i,j,k)}}, \tag{48}
\]

for all \( i \in \{1, \ldots, n\} \), where \( T_i \) is the number of monomials in the polynomial \( f_i \), \( \kappa_{(i,j)} \) is the coefficient of the monomial \( j \) from \( f_i \), and \( \gamma_{(i,j,k)} \) is the exponent of variable \( y_k \) that belongs to the \( j \)-th monomial from the polynomial representation of the derivative of variable \( y_i \). Therefore, we can represent these polynomials in an array \( F \) of size \( n \times nt \times (n+1) \) where \( nt \) is the maximum of all the \( T_i \) \( \forall i \in \mathbb{N}^n \). In this array \( F(i,j,k) \), the first term identifies the differential equation \( i \), the second term, each of the individual monomials represented from \( f_i \), and finally, the third term relates to the coefficient \( \kappa_{(i,j)} \) if \( k = 1 \), and to the exponents \( \gamma_{(i,j,k)} \) if \( k \neq 1 \). In other words, we can represent the \( j \)-th monomial from differential equation \( i \) as: \( F(i,j,1) = \kappa_{(i,j)} \), \( F(i,j,k+1) = \gamma_{(i,j,k)} \forall k \in \mathbb{N}^n \). This process has to be continued for all the variables of the problem \( y_i \) with \( i \in \{1, \ldots, n\} \).
Once the array $F$ is defined, we have to select the maximum order of orthonormal basis functions that we are interested to use. This is a very important parameter that will determine both the amount of computation performed (and also the size of matrix $M$), and the accuracy of the methodology. Let $\sigma$ be the maximum order of basis functions. Then, we can use the properties of combinatorics to obtain the number of basis functions that will be generated ($m$):

$$m = \binom{n + \sigma}{n},$$

(49)

which can be translated into a subroutine like Algorithm 2.

**Algorithm 2: Number of basis functions**

```plaintext
function m = basis_number(n, \sigma)
    m = 1;
    for i from 1 to n do
        m = m * (\sigma + i)/i;
    end
end
```

With $F$ and the number of basis functions $m$, we have all the elements to obtain the matrix $M$ (see Eq. (39)). The process to compute it is as follows. First, we define the ordering of the basis functions based on the maximum order of their monomials. Second, we generate the Legendre polynomials in one variable up to order $\sigma$ and normalize them. Third, we obtain the derivative of each one of these normalized Legendre polynomials. Fourth, we generate the multidimensional Legendre polynomials based on the one dimensional normalized Legendre polynomials and the ordering defined for the basis functions. Fifth, the computation of matrix $M$ is performed in closed form. Finally, the original variables $y$ are projected also in the same set of basis functions to obtain the matrix $H$. Each one of these steps is studied in more detail in the following subsections.

### 3.2.1 Ordering of basis functions

Defining an ordering of basis functions is important as a way to control the structure of the algorithm operations. This allows to reduce the overall computational time of the algorithm. Let $I$ be an array of size $m \times n$, where $I(i, j)$ provides the order of the variable $j \in \{1, \ldots, n\}$ in the multidimensional basis function $i \in \{1, \ldots, m\}$. Note tat this array $I$ can also be used to determine the maximum exponent of each variable in a given basis polynomial.

For the purposes of this algorithm we will order the basis functions based first on their order $\sigma$, and second, on the exponents of $y_i$ following a lexicographic ordering. Algorithm 3 shows the subroutine to generate such ordering for an arbitrary number of dimensions and maximum order of the basis functions. This algorithm works as a digital counter in base $\sigma$, where it starts with the basis function of order 0, that is, the constant monomial, and continues generating all the basis functions with increasing order $\sigma$.

The advantage of using this ordering is that if later we require a larger set of basis functions, we can use the results from previous computations. The same can be said if we have a computation performed with a large set of basis functions and we are interested to reduce the number of terms of the solution. An additional advantage is that in some problems it may be interesting to skip basis functions of some order since they are not used in the solution. This happens, for instance, when the differential equation is composed by monomials of odd order. In this case, only basis functions of odd order are required to represent the differential equation.
Algorithm 3: Ordering of basis functions

```plaintext
function I = ordering(n, σ, m)
I = zeros(m, n);
s = 1;
for k from 1 to σ do
    s = s + 1;
    I(s, 1) = k;
    temp = I(s, :);
    while I(s, σ) ≠ k do
        temp(1) = temp(1) + 1;
        for i from 1 to n - 1 do
            if temp(i) ≤ k then
                break
            else
                temp(i) = 0;
                temp(i + 1) = temp(i + 1) + 1;
            end
        end
        sum = 0;
        for i from 1 to n do
            sum = sum + temp(i);
        end
        if sum = k then
            s = s + 1;
            I(s, :) = temp;
        end
    end
end
```

3.2.2 Orthonormal Legendre polynomials

The orthonormal Legendre polynomials are generated in two steps. First, the Legendre polynomials are obtained using the recursive function:

\[
L_{i+1} = \frac{(2i + 1) y L_i - y L_{i-1}}{i + 1},
\]

where \(L_i\) is the Legendre polynomial of order \(i\) in one variable, and \(L_0 = 1\) and \(L_1 = y\) are the Legendre polynomials that start the iteration. After this, the polynomials are normalized with:

\[
N_i = \sqrt{\frac{2i + 1}{2}} L_i,
\]

where \(N_i\) are the normalized Legendre polynomials. This normalization assures that:

\[
\langle N_i, N_i \rangle = 1 \quad \forall i.
\]

These polynomials are stored in memory in the arrays \(L\) and \(N\) of size \((σ+1) \times (σ+1)\), where \(σ\) is the maximum order of the basis functions used. In each of the components of this array it is stored the coefficient of the monomials of the Legendre polynomials taking into account an increasing ordering of the exponents, that is:

\[
L_i = \sum_{j=1}^{σ+1} L(i, j)y^{j-1},
\]

where \(L(i, j)\) are the components of the array of coefficients. Algorithm 4 shows the subroutine to generate the array containing the coefficients of the Legendre polynomials, and Algorithm 5 takes this result to generate the case of normalized Legendre polynomials.
Algorithm 4: Legendre polynomials

```
function $L = \text{Legendre}(\sigma)$
$L = \text{zeros}(\sigma + 1, \sigma + 1);$ 
$L(1, 1) = 1;$ 
$L(2, 2) = 1;$ 
for $i$ from 3 to $\sigma + 1$ do 
  for $j$ from 1 to $i - 1$ do
    $L(i, j + 1) = L(i, j + 1) + \frac{(2 \times (i - 2) + 1)/(i - 1) \times L(i - 1, j)}{i - 1};$
  end
  $L(i, j) = L(i, j) - \frac{(i - 2)/(i - 1) \times L(i - 2, j)}{i - 1};$
end
end
```

Algorithm 5: Normalized Legendre polynomials

```
function $N = \text{normalizedLegendre}(L, \sigma)$
$N = \text{zeros}(\sigma + 1, \sigma + 1);$ 
for $i$ from 3 to $\sigma + 1$ do 
  for $j$ from 1 to $\sigma + 1$ do
    $N(i, j) = \sqrt{(2 \times (i - 1) + 1)/2) \times L(i, j);$
  end
end
end
```

3.2.3 Derivative of orthonormal Legendre polynomials

The derivative of the orthonormal Legendre polynomials is also stored in an array $D$ of size $(\sigma + 1) \times (\sigma + 1)$ and follows the same structure as the case for Legendre polynomials. Algorithm 6 shows the subroutine to obtain this array from the normalized Legendre polynomials array.

Algorithm 6: Derivative of normalized Legendre polynomials

```
function $D = \text{derivativeLegendre}(N, \sigma)$
$D = \text{zeros}(\sigma + 1, \sigma + 1);$ 
for $i$ from 2 to $\sigma + 1$ do 
  for $j$ from 1 to $\sigma$ do
    $D(i, j) = j \times N(i, j + 1);$
  end
end
end
```

3.2.4 Multidimensional Legendre polynomials

The multidimensional Legendre polynomials are generated by multiplication of the one-dimensional normalized Legendre polynomials. In here, we make use of the ordering defined in Algorithm 3 to select the order of generation of these polynomials, and also, the order in which the monomial exponents are represented. In other words, a multidimensional Legendre polynomial $L_i$ can be represented as:

$$L_i = \sum_{j=1}^{m} \frac{L(i, j)}{y_k^{j(i,k)}}.$$  \hspace{1cm} (54)

Algorithm 7 shows the subroutine to generate these polynomials from the set of normalized Legendre polynomials in one dimension. Only the coefficients of these multidimensional polynomials are stored into an array of size $m \times m$ where the rows represent each individual polynomial, and the columns, the specific monomials of each polynomial.
Algorithm 7: Multidimensional Legendre polynomials

function $\mathcal{L} = \text{multidimensionalLegendre}(N,n,m)$

\[
\begin{align*}
\mathcal{L} &= \text{zeros}(m,m); \\
\text{for } i \text{ from } 2 \text{ to } m \text{ do} \\
\text{for } j \text{ from } 1 \text{ to } m \text{ do} \\
& \quad \mathcal{L}(i,j) = 1; \\
\text{for } k \text{ from } 1 \text{ to } n \text{ do} \\
& \quad \mathcal{L}(i,j) = \mathcal{L}(i,j) \ast N(I(i,k) + 1, I(j,k) + 1);
end
\end{align*}
\]

end

3.2.5 Operator matrix

The computation of the operator matrix $M$ requires three steps. First, to obtain the partial derivatives of the multidimensional Legendre polynomials ($\nabla h$). Second, to obtain the total derivative of these same polynomials $\nabla h f$. And third, to perform the inner products $\langle \nabla h f, h \rangle$ to obtain the operator matrix $M$.

The partial derivatives are obtained by multiplying the one-dimensional normalized Legendre polynomials ($N$) and their derivatives ($D$). In here, we make use of the property that each of these polynomials is only function of a single variable, therefore:

$$
\frac{\partial h_i}{\partial y_j} = \frac{\partial}{\partial y_j} \left( \prod_{k=1}^{n} N_{ik}(y_k) \right) = \frac{\partial N_{ij}(y_j)}{\partial y_j} \prod_{k=1}^{n} \left( \prod_{k \neq j} N_{ik}(y_k) \right).
$$

(55)

$N_{ik}$ are the normalized Legendre polynomials in variable $y_k$ corresponding to the basis function $h_i$. Algorithm 8 shows the subroutine to generate these partial derivatives, where only the coefficients of the polynomials are stored in an array of size $n \times m$ for each individual basis function. This array contains the $n$ partial derivatives in each one of its rows, where the resultant polynomial is stored with the same structure as the array $\mathcal{L}$.

The next step requires obtaining the total derivative, that is, $\nabla h f$. This is done by obtaining each individual monomial resulting from the multiplication, and storing the resultant coefficients in an array $F$. This array has size $(m \ast nt) \times (n+1)$ to account for all possible combinations of monomials that can be generated in the multiplication of $b$ (which at most has $nt$ terms) and $\nabla h$ (which in the worst case scenario has $m$ potential elements). The structure of $F$ has a similar structure as the array containing the information of the differential equation $F$, that is, in $F(i,j)$ the first component $i$ alludes to the monomial in study, while the second $j$ to the coefficient of the monomial if $j = 1$, or to the exponent of each variable of the monomial if $j \neq 1$. In other words, the total derivative of the basis function $h_i$ is represented as:

$$
\frac{dh_i}{dx} = \sum_{j=1}^{m \ast nt} F(j,1) \prod_{k=2}^{n} \frac{F(j,k)}{y_{k-1}^{j,k}}.
$$

(56)

This allows to perform the multiplication by dealing separately with the coefficients and the monomial exponents as seen in Algorithm 8.

The last step involves performing the analytical inner product between the total derivative $\frac{dh_i}{dx}$ and the set of basis functions $h$. This integration is performed individually for each monomial of $F$ taking advantage of the properties of even and odd functions. Particularly, when performing the integral in the symmetric range $[-1,1]$ and using even functions:

$$
\int_{-1}^{1} \prod_{i=1}^{n} y_i^\gamma_i = \frac{2^n}{\prod_{i=1}^{n} (\gamma_i + 1)} \text{ if } \{\gamma_i = 0 \mod (2)\} \forall i,
$$

(57)
Algorithm 8: Operator matrix

function $M = \text{operator\_matrix}(\mathcal{L}, N, D, n, m)$

$M = \text{zeros}(m, m); P = \text{zeros}(n, m); F = \text{zeros}(m \times n \times n + 1); \mu = \text{zeros}(1, n); \eta = 2^n$;

for $i$ from 1 to $m$ do
    Partial Derivatives of Legendre polynomials in multiple dimensions ($\nabla \mathcal{L}$)
    for $j$ from 1 to $m$ do
        for $k$ from 1 to $n$ do
            $P(k, j) = 1$;
            for $h$ from 1 to $n$ do
                if $k = h$ then
                    $P(k, j) = P(k, j) \times D(I(i, h) + 1, I(j, h) + 1)$;
                else
                    $P(k, j) = P(k, j) \times N(I(i, h) + 1, I(j, h) + 1)$;
                end
            end
        end
    end

    Total derivative ($\nabla \mathcal{L} \ast f$)
    $s = 0$;
    for $d$ from 1 to $n$ do
        for $h$ from 1 to $nt$ do
            if $F(d, h, 1) = 0$ then
                break;
            else
                for $j$ from 1 to $m$ do
                    if $\mathcal{L}(d, j) \neq 0$ then
                        $s = s + 1$
                    end
                    $F(s, 1) = F(d, h, 1) \times P(d, j)$;
                    for $k$ from 2 to $n + 1$ do
                        $F(s, k) = F(d, h, k) + I(j, k - 1)$;
                    end
                end
            end
        end
    end

    Matrix integration ($M$)
    for $k$ from 1 to $m$ do
        for $j$ from 1 to $m$ do
            if $\mathcal{L}(k, j) \neq 0$ then
                for $h$ from 1 to $s$ do
                    flag = 1;
                    for $d$ from 1 to $n$ do
                        $\mu(d) = \text{round}(I(j, d) + F(h, d + 1) + 1)$;
                        if mod($\mu(d), 2) = 0$ then
                            flag = 0;
                            break;
                        end
                    end
                end
                if flag = 1 then
                    $\nu = 1$;
                    for $d$ from 1 to $n$ do
                        $\nu = \nu \times \mu(d)$;
                    end
                    $M(i, j) = M(i, j) + \eta \times \mathcal{L}(k, j) \times F(h, 1)/\nu$;
                end
            end
        end
    end
end
while for odd functions the integral is:

$$\int_{\Omega} \prod_{i=1}^{n} y_i^{\gamma_i} = 0 \quad \text{if} \exists i \ni \{\gamma_i \neq 0 \mod (2)\}. \quad (58)$$

By doing this, the algorithm is able to avoid performing the computation of a large proportion of the required integrals, being the rest of them obtained analytically using the previous expressions. Algorithm 8 shows the subroutine to perform these inner products, and thus obtaining the operator matrix $M$, based on the previous results.

### 3.2.6 Projection of the original variables

In general, the original variables are not expressed in the set of basis functions selected. Therefore, it is required to find and accurate representation of the original variables $y$ into the basis functions $h$. This is done using the Galerkin method through the computation of the inner products as seen in Eq. (46). However, due to the structure of $y$ and $h$ in the case of Legendre polynomials, this can be done directly since all the variables in $y$ are monomials of first order in one variable, and thus, they only have components in the normalized Legendre polynomials of first order. Particularly, we know that for a first order basis function:

$$\langle a_i y_i, a_i y_i \rangle = \int_{\Omega} a_i^2 y_i^2 d\Omega = \frac{2^n}{3} a_i^2 = 1,$$

therefore, the normalized coefficient for the first order Legendre polynomials is $a_i = \sqrt{3/2^n}$. Thus, the projection is:

$$\langle y_i, \sqrt{\frac{3}{2^n}} y_i \rangle = \int_{\Omega} \sqrt{\frac{3}{2^n}} y_i^2 d\Omega = \sqrt{\frac{2^n}{3}}, \quad (60)$$

which is coherent with the result that $y_i = \sqrt{2^n/3} a_i y_i$. Algorithm 10 shows the subroutine to obtain this projection in an automated process for any number of dimensions and order of basis functions.

**Algorithm 9: Projection of the original variables**

```python
function H = projection_variables(n, m)
    H = zeros(n, m);
    ψ = \sqrt{2^n/3};
    for i from 1 to n do
        H(i, i + 1) = ψ;
    end
end
```

### 3.2.7 Boundary conditions for the basis functions

The last element required to solve the problem is the generation of the boundary conditions for the expanded space, that is, for the set of basis functions $h$. This can be directly obtained by applying the initial conditions in $y(x_0)$ into the basis functions. Algorithm 10 shows an algorithm to obtain those conditions, where $h0$ is the array of size $1 \times m$ containing the boundary conditions in the set of basis functions, and $y0$ is an array of size $1 \times n$ containing the boundary conditions of the original variables $y$. 
Algorithm 10: Boundary conditions for the basis functions

```python
function h0 = boundary(L, I, n, m)
    h0 = zeros(m, 1);
    for i from 1 to m do
        for j from 1 to m do
            mult = L(i,j);
            for k from 1 to n do
                mult = mult + y0(k)*I(j,k);
            end
        end
        h0(i) = h0(i) + mult;
    end
end
```

4 Perturbation model based on the Shur decomposition

Perturbation problems are based on the idea of having a set of differential equations that can be studied as a combination of a linear system whose solution is known, plus the contribution of a non-linear term that is smaller than the linear term and that makes the system non-solvable analytically. In other words, these are problems that can be represented in this form:

\[
\begin{align*}
\frac{d}{dx} y &= f(y) = b(y) + \epsilon g(y) \\
y(x_0) &= y_0
\end{align*}
\]

where \(b\) is a linear function in \(y\), \(g(y)\) is in general non-linear, and \(\epsilon\) is a small parameter. The objective then is to apply the results from Sections 2 and 3 to the solution and study of these systems.

Let \(h\) be a set of orthonormal basis functions as defined in Section 3. Then, the derivative of this set of basis functions is:

\[
\frac{dh}{dx} = \nabla hf = \nabla hb + \epsilon \nabla hg.
\]

As proposed in the previous section, and if the variables are properly normalized, this system can be linearized in the set of basis functions \(h\) using the Garlekin method. That way, it is possible to transform the previous system into this approximated linear system:

\[
\begin{align*}
\frac{dh}{dx} &= Mh = Bh + \epsilon Ph \\
h(x_0) &= h(y_0)
\end{align*}
\]

where \(M\), \(B\), and \(P\) are defined as the following inner products:

\[
\begin{align*}
M_{ij} &= \langle \nabla h_i f, h_j \rangle = \int_{\Omega} \rho \nabla h_i f h_j d\Omega; \\
B_{ij} &= \langle \nabla h_i b, h_j \rangle = \int_{\Omega} \rho \nabla h_i b h_j d\Omega; \\
P_{ij} &= \langle \nabla h_i g, h_j \rangle = \int_{\Omega} \rho \nabla h_i g h_j d\Omega.
\end{align*}
\]

Note that \(M = B + \epsilon P\), and thus, it is possible to obtain matrix \(M\) directly or by composition of its linear \((B)\) and the non-linear \((P)\) parts. This approximated system can be solved by obtaining the Schur decomposition \(M = B + \epsilon P = WUW^{-1}\), where \(U\) is an upper triangular matrix.
matrix, and \( W \) is a unitary matrix transformation. Then, we can define \( \Phi = W^{-1}h \), obtaining the following system of differential equations:

\[
\begin{cases}
\frac{d\Phi}{dt} = U\Phi \\
\Phi(x_0) = W^{-1}h(x_0) 
\end{cases}
\]  \hspace{1cm} (65)

which can be solved sequentially as seen in Section 2 to obtain \( \Phi \). Once \( \Phi \) is obtained, this solution can be transformed back into the basis functions \( h = W\Phi \).

This process allows to directly obtain the solution of the system, treating the perturbed problem in the same way as the original. However, it does not allow to study the contribution of the perturbation in the system. Therefore, we introduce two approaches to overcome that limitation.

### 4.1 Decomposition of linear and perturbing terms

The objective of this methodology is to obtain the exact solution of the system provided by Eq. (63). Let \( h \) be defined as the sum of two components, \( h^m \) which correspond to the solution of the non-perturbed problem, and \( \epsilon h^p \) which corresponds to the difference between the perturbed and non-perturbed problem, that is, \( h = h^m + \epsilon h^p \). Particularly, since \( h^m \) is the solution to the non-perturbed problem, we know that:

\[
\frac{d h^m}{dt} = B h^m. \hspace{1cm} (66)
\]

Moreover, by computing the derivative of \( h \) in terms of \( h^m \) and \( h^p \):

\[
\frac{d h}{dx} = \frac{d h^m}{dx} + \epsilon \frac{d h^p}{dx} = B h^m + \epsilon B h^p + \epsilon P h^m + \epsilon^2 P h^p, \hspace{1cm} (67)
\]

and using the previous relation, the derivative of \( h^p \) is obtained:

\[
\epsilon \frac{d h^p}{dt} = (B + \epsilon P) h^p + \epsilon P h^m. \hspace{1cm} (68)
\]

Equations (66) and (68) can be combined to obtain the following system:

\[
\frac{d}{dx} \begin{pmatrix} h^p \\ h^m \end{pmatrix} = \begin{pmatrix} (B + \epsilon P) & P \\ 0 & B \end{pmatrix} \begin{pmatrix} h^p \\ h^m \end{pmatrix}, \hspace{1cm} (69)
\]

which is already a nearly upper triangular system. In fact, if we define \( \Phi^p = W^{-1}h^p \), and \( \Phi^m = V^{-1}h^m \), where \( B + \epsilon P = WUW^{-1} \) and \( B = VTV^{-1} \) are the Schur decompositions of \( M \) and \( B \) respectively:

\[
\frac{d\Phi^p}{dx} = U\Phi^p + W^{-1}PV\Phi^m, \\
\frac{d\Phi^m}{dt} = T\Phi^m, \hspace{1cm} (70)
\]

or in other words:

\[
\frac{d}{dt} \begin{pmatrix} \Phi^p \\ \Phi^m \end{pmatrix} = \begin{pmatrix} U & (W^{-1}PV) \\ 0 & T \end{pmatrix} \begin{pmatrix} \Phi^p \\ \Phi^m \end{pmatrix}, \hspace{1cm} (71)
\]

which is a triangular matrix that can be solved sequentially as in the non-perturbed case or in the direct approach. Finally, the solution of \( h \) is provided by:

\[
h = h^m + \epsilon h^p = V\Phi^m + \epsilon W\Phi^p. \hspace{1cm} (72)
\]
As can be seen, the final solution is a combination of the dynamic of the non-perturbed problem $\Phi^m$ with a contribution of the term related with the perturbation $\Phi^p$. This means that this approach requires to solve both the non-perturbed system (represented by $B$), and the complete perturbed system (represented by $M = B + \epsilon P$). Therefore this methodology is computational more expensive than a direct approach. Nevertheless, if the solution in $\Phi^m$ is already known, the methodology only requires to solve the contribution of $\Phi^p$, and it allows to determine the contributions of the perturbing term in the solution.

The objective now is simplify this result by using the property that $\epsilon$ is a small parameter. This allows to obtain an approximated solution to Eq. (63) by only using the decomposition of the unperturbed system.

4.2 Approximated perturbed model

In this case we make use of the condition that $\epsilon \ll 1$ to simplify the problem. Particularly, we depart from Eqs. (66) and (68) and for convenience, we rewrite them in here:

$$\begin{align*}
\epsilon \frac{dh^p}{dx} &= (B + \epsilon P) h^p + \epsilon P h^m, \\
\frac{dh^m}{dx} &= M h^m.
\end{align*}$$

Since $\epsilon \ll 1$, we can approximate the former system into this one:

$$\begin{align*}
\frac{dh^p}{dx} &= B h^p + P h^m + O(\epsilon), \\
\frac{dh^m}{dx} &= B h^m,
\end{align*}$$

where $O(\epsilon)$ represents the only term in the first expression ($\epsilon P h^p$) that is affected by a power of $\epsilon$. Therefore, the previous system can be approximated in matrix notation as:

$$\frac{d}{dx} \begin{pmatrix} h^p \\ h^m \end{pmatrix} = \begin{pmatrix} B & P \\ 0 & B \end{pmatrix} \begin{pmatrix} h^p \\ h^m \end{pmatrix},$$

which can be easily transformed into an upper triangular system by the use of the Schur decomposition from the unperturbed problem $B = VTV^{-1}$. In particular, if $\Phi^m = V^{-1} h^m$, and $\Phi^p = V^{-1} h^p$:

$$\begin{align*}
\frac{d\Phi^p}{dx} &= V^{-1}B h^p + V^{-1} P h^m = T \Phi^p + V^{-1} PV \Phi^m, \\
\frac{d\Phi^m}{dx} &= V^{-1} B h^m = T \Phi^m,
\end{align*}$$

and thus:

$$\frac{d}{dx} \begin{pmatrix} \Phi^p \\ \Phi^m \end{pmatrix} = \begin{pmatrix} T & (V^{-1} PV) \\ 0 & T \end{pmatrix} \begin{pmatrix} \Phi^p \\ \Phi^m \end{pmatrix},$$

which can be solved sequentially as in the rest of cases. As can be seen, the approximated system has the particularity of only requiring to study the non-perturbed problem in order to generate the upper triangular matrix. In that regard, it is important to note that the eigenvalues, and thus, the frequencies of the system, are now a linear combination of the ones from the unperturbed problem. In fact, this idea can be extended to higher orders of the perturbing term.
4.3 Higher order perturbation model

The objective now is to reduce the error associated with removing the terms in $\epsilon$ from Eq. (74). This is done by representing the evolution of the basis functions as a series expansion in terms of the small parameter $\epsilon$. Particularly, we define:

$$h = h^{(0)} + \sum_{i=1}^{\tau} \epsilon^i h^{(i)}, \quad (78)$$

where $\tau$ is the order of the perturbation model and $h^{(i)}$ are the solution components for each term of the series expansion. This implies that $h^{(0)}$ represents the solution of the non-perturbed problem. By introducing this decomposition in the differential equation we obtain:

$$\frac{dh}{dx} = \sum_{i=0}^{\tau} \epsilon^i \frac{dh^{(i)}}{dx} = B \sum_{i=0}^{\tau} \epsilon^i h^{(i)} + P \sum_{i=0}^{\tau} \epsilon^{i+1} h^{(i)}, \quad (79)$$

which leads to:

$$\frac{dh^{(0)}}{dx} = Bh^{(0)}, \quad \frac{dh^{(i)}}{dx} = Bh^{(i)} + Ph^{(i-1)}, \quad \frac{dh^{(\tau)}}{dx} = Bh^{(\tau)} + Ph^{(\tau-1)} + \epsilon Ph^{(\tau)}. \quad (80)$$

This means that the matrix representation of the system can be approximated by:

$$\frac{d}{dx} \begin{pmatrix} h^{(\tau)} \\ h^{(\tau-1)} \\ \vdots \\ h^{(1)} \\ h^{(0)} \end{pmatrix} = \begin{pmatrix} B & P & 0 & \cdots & 0 \\ 0 & B & P & 0 & \cdots \\ 0 & 0 & \cdots & \cdots & 0 \\ 0 & 0 & 0 & B & P \\ 0 & 0 & 0 & 0 & B \end{pmatrix} \begin{pmatrix} h^{(\tau)} \\ h^{(\tau-1)} \\ \vdots \\ h^{(1)} \\ h^{(0)} \end{pmatrix}, \quad (81)$$

It is important to note that the term that is simplified in the equations is $Pe^{\tau+1}h^{(\tau)}$, and thus, much smaller than the main term $h^{(0)}$. This property allows an improvement on the accuracy of the solution when compared with the previous approach. Then, if $\Phi^{(i)} = V^{-1}h^{(i)}$, the former equation is transformed into:

$$\frac{d}{dx} \begin{pmatrix} \Phi^{(\tau)} \\ \Phi^{(\tau-1)} \\ \vdots \\ \Phi^{(1)} \\ \Phi^{(0)} \end{pmatrix} = \begin{pmatrix} T & V^{-1}PV & 0 & \cdots & 0 \\ 0 & T & V^{-1}PV & 0 & \cdots \\ 0 & 0 & \cdots & \cdots & 0 \\ 0 & 0 & 0 & T & V^{-1}PV \\ 0 & 0 & 0 & 0 & T \end{pmatrix} \begin{pmatrix} \Phi^{(\tau)} \\ \Phi^{(\tau-1)} \\ \vdots \\ \Phi^{(1)} \\ \Phi^{(0)} \end{pmatrix}, \quad (82)$$

which is solvable sequentially. Therefore, the solution to the system is provided by:

$$h = \sum_{i=0}^{\tau} \epsilon^i h^{(i)} = V \sum_{i=0}^{\tau} \epsilon^i \Phi^{(i)}, \quad (83)$$

and thus:

$$y = Hh = HV \sum_{i=0}^{\tau} \epsilon^i \Phi^{(i)}. \quad (84)$$
4.4 Perturbation model with multiple sources

In some cases, it might be of interest the study of perturbed systems where the perturbation is produced by different sources. Additionally, each source could contribute to the solution with a perturbation intensity that can range over a wide variety of orders of magnitude. For these reasons, in this subsection we present a more general perturbation model based on these assumptions.

Let a system of differential equations be represented as:

\[
\begin{align*}
\frac{dy}{dx} &= b(y) + \sum_{s=1}^{n_s} \sum_{k=1}^{n_k} \epsilon_s^k g^{(sk)}(y), \\
y(x_0) &= y_0
\end{align*}
\]  

(85)

where \( n_s \) is the number of different sources of perturbation, \( n_k \) is the number of different orders of magnitude between the different sources, \( g^{(sk)} \) are the functions related to the perturbations, and \( \epsilon_s \ll 1 \) are the small parameters related to the intensity of the perturbation. In this notation \( \epsilon_s \) is defined such that \( \epsilon_i \sim \epsilon_j \) \( \forall i, j \), that is, the perturbation sources are classified based on the order of magnitude of their intensity. Note that based on the perturbation, there could be terms \( g^{(sk)} \) equal to zero. For instance, let the differential equation be:

\[
\frac{dy}{dx} = y + 0.1y^2 + 0.02y^3,
\]

(86)

then, \( n_s = 2, n_k = 2, b(y) = y, \epsilon_1^1 = 0.1, g^{(11)} = y^2, \epsilon_1^2 = 0.01, g^{(12)} = 0, \epsilon_1^2 = \sqrt{0.02}, g^{(21)} = 0, \epsilon_2^2 = 0.02, \) and \( g^{(22)} = y^3 \). As can be seen, \( \epsilon_1 \) is defined such that its order of magnitude is the same as \( \epsilon_1 \).

As in previous cases, we can define a set of orthonormal basis functions and obtain their derivatives:

\[
\frac{dh}{dx} = \nabla h b + \sum_{s=1}^{n_s} \sum_{k=1}^{n_k} \epsilon_s^k \nabla h g^{(sk)},
\]

(87)

and project them into the basis functions \( h \) to obtain a linearized system using the Garlekin method:

\[
\begin{align*}
\frac{dh}{dx} &= B h + \sum_{s=1}^{n_s} \sum_{k=1}^{n_k} \epsilon_s^k P^{(sk)} h, \\
h(x_0) &= h(y_0)
\end{align*}
\]

(88)

where \( P^{(sk)} \) is defined as the following inner product:

\[
P_{ij}^{(sk)} = \langle \nabla h_i g^{(sk)}, h_j \rangle = \int_{\Omega} \rho \nabla h_i g^{(sk)} h_j d\Omega.
\]

(89)

The process now is to perform a decomposition of \( h \) using a series expansion of the small parameter. However, in this case we do not have a common small parameter affecting the differential equation. For that reason, we introduce the small parameter \( \delta \) as the reference parameter for the expansion such that \( \delta \) is able to represent all the orders of magnitude resulting in the terms \( \epsilon_s^k \), therefore \( \delta \sim \epsilon_s \) \( \forall s \). That way, \( h \) can be decomposed into:

\[
h = h^{(0)} + \sum_{i=1}^{\tau} \delta^i h^{(i)},
\]

(90)

and introduced in the differential equation to obtain:

\[
\begin{align*}
\frac{dh}{dx} &= \frac{dh^{(0)}}{dx} + \sum_{i=1}^{\tau} \delta^i \frac{dh^{(i)}}{dx} = L h^{(0)} + \sum_{s=1}^{n_s} \sum_{k=1}^{n_k} \epsilon_s^k P^{(sk)} h^{(0)} + \\
&+ L \sum_{i=1}^{\tau} \delta^i h^{(i)} + \sum_{s=1}^{n_s} \sum_{k=1}^{n_k} \epsilon_s^k P^{(sk)} \sum_{i=1}^{\tau} \delta^i h^{(i)},
\end{align*}
\]

(91)
which leads to the following system:

\[
\begin{align*}
\frac{dh^{(0)}}{dx} &= Bh^{(0)}, \\
\frac{dh^{(1)}}{dx} &= Bh^{(1)} + \sum_{s=1}^{n_s} \frac{\epsilon_s}{\delta} P(s)h^{(0)}, \\
\frac{dh^{(2)}}{dx} &= Bh^{(2)} + \sum_{s=1}^{n_s} \left( \frac{\epsilon_s}{\delta} \right)^2 P(s)h^{(0)} + \sum_{s=1}^{n_s} \frac{\epsilon_s}{\delta} P(s)h^{(1)}, \\
\frac{dh^{(i)}}{dx} &= Bh^{(i)} + \sum_{s=1}^{n_s} \sum_{k=1}^{i} \left( \frac{\epsilon_s}{\delta} \right)^k P(s)h^{(i-k)}, \\
\frac{dh^{(\tau)}}{dx} &= Bh^{(\tau)} + \sum_{s=1}^{n_s} \sum_{k=1}^{i} \left( \frac{\epsilon_s}{\delta} \right)^k P(s)h^{(i-k)} + O(\delta).
\end{align*}
\]

In order to simplify the notation, we define \( Q^{(i,j)} \) as:

\[
Q^{(i,j)} = \sum_{s=1}^{n_s} \left( \frac{\epsilon_s}{\delta} \right)^j P(s),
\]

then, the term \( i \) of the system of differential equations becomes:

\[
\frac{dh^{(i)}}{dt} = Bh^{(i)} + \sum_{k=1}^{i} Q^{(i,k)}h^{(i-k)} = Bh^{(i)} + \sum_{j=0}^{i-1} Q^{(i,i-j)}h^{(j)}
\]

and so, the whole system can be approximated as:

\[
\frac{d}{dx} \begin{pmatrix}
    h^{(\tau)} \\
    h^{(\tau-1)} \\
    \vdots \\
    h^{(1)} \\
    h^{(0)}
\end{pmatrix} = \begin{pmatrix}
    B & Q^{(\tau,1)} & Q^{(\tau,2)} & \cdots & Q^{(\tau,\tau)} \\
    0 & B & Q^{(\tau-1,1)} & \cdots & Q^{(\tau-1,\tau-1)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & B \\
    0 & 0 & 0 & 0 & B
\end{pmatrix} \begin{pmatrix}
    h^{(\tau)} \\
    h^{(\tau-1)} \\
    \vdots \\
    h^{(1)} \\
    h^{(0)}
\end{pmatrix}.
\]

By doing the unitary transformation \( \Phi^{(i)} = V^{-1}h^{(i)} \), such that \( B = VT V^{-1} \), and naming \( R^{(i,j)} \) to:

\[
R^{(i,j)} = V^{-1}Q^{(i,j)}V,
\]

the former equation can be rewritten as:

\[
\frac{d}{dx} \begin{pmatrix}
    \Phi^{(\tau)} \\
    \Phi^{(\tau-1)} \\
    \vdots \\
    \Phi^{(1)} \\
    \Phi^{(0)}
\end{pmatrix} = \begin{pmatrix}
    T & R^{(\tau,1)} & R^{(\tau,2)} & \cdots & R^{(\tau,\tau)} \\
    0 & T & R^{(\tau-1,1)} & \cdots & R^{(\tau-1,\tau-1)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & T \\
    0 & 0 & 0 & 0 & T
\end{pmatrix} \begin{pmatrix}
    \Phi^{(\tau)} \\
    \Phi^{(\tau-1)} \\
    \vdots \\
    \Phi^{(1)} \\
    \Phi^{(0)}
\end{pmatrix},
\]

which can be solved sequentially. Therefore, the solution to the system is provided by:

\[
h = \sum_{i=0}^{\tau} \delta^i h^{(i)} = V \sum_{i=0}^{\tau} \delta^i \Phi^{(i)},
\]

and thus:

\[
y = Hh = HV \sum_{i=0}^{\tau} \delta^i \Phi^{(i)}.
\]
5 Examples of application

In this section two examples of application are presented to show the performance and limitations of the proposed methodologies when dealing with non-linear perturbed problems.

5.1 Duffing oscillator

The evolution of a simple duffing oscillator can be described by the following differential equation:

\[
\frac{dq}{dt} = p,
\]
\[
\frac{dp}{dt} = -q - \epsilon q^3,
\] (100)

where \( q \) is the position, \( p \) is the velocity of the system, \( \epsilon \) is the small parameter, and \( t \) is the time evolution of the system. This means that the input for the algorithm is: \( F(1, 1, 1) = 1 \), \( F(1, 1, 3) = 1 \), \( F(2, 1, 1) = -1 \), \( F(2, 1, 2) = 1 \) for the linear part, and \( F(2, 2, 1) = -\epsilon \), \( F(2, 2, 2) = 3 \) for the nonlinear term of the equation.

![Figure 1: State space solution (left) and position error (right) for a duffing oscillator with \( \epsilon = 0.1 \) using basis functions of order 11.](image)

Figure 1 shows the system evolution and its error for an application of up to \( \sigma = 11 \) order basis functions to a differential equation with \( \epsilon = 0.1 \) and initial conditions \( q_0 = 1 \), and \( p_0 = 0 \). As can be seen, the error of this solution is in the order of magnitude of \( 10^{-9} \). If required, this error can be improved even further by just increasing the order of the basis functions \( \sigma \). Conversely, if a solution with a lower number of terms is required, the order of the basis functions can also be reduced. This will decrease the accuracy of the solution, but it will also decrease the computational time to obtain it. Note also that the computation of the operator matrix \( M \) is a one time computation effort for each order of basis functions. This means that once it is computed, it can be used for any combination of initial conditions.

We can also study a more extreme of application. If we define \( \epsilon = 1 \), then, the non-linear part of the differential equation has the same intensity as the linear part. Figure 2 shows the solution and associate position error when using basis functions of order 11 for this example. As can be seen, the error has increased when compared with the previous example to \( 10^{-4} \), however, the algorithm is still able to obtain an accurate solution to the problem. Another interesting thing to note is that the solution in \( p \) leaves the region of definition of the Legendre polynomials
while still providing a good accuracy. This is a situation that may happen depending on the problem due to the fact that the Galerkin method minimizes the error in the range of definition of the Legendre polynomials, and thus, sometimes the approximation can be extended out of the defined domain.

If instead, we reduce the value of the small parameter $\epsilon$, the accuracy improves significantly. Particularly, if $\epsilon = 0.001$ it is possible to obtain nearly machine error precision with basis functions of order 7 as seen in Fig. 3. Note also that changing the initial condition $q_0$ and changing the value of the small parameter $\epsilon$ are equivalent operations since it is always possible to normalize the variables such that they range in $[-1, 1]$. Particularly, if the maximum value of the variables is $Y$, we can perform the change of variable $r = q/Y$ and $s = p/Y$ to obtain
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this equivalent system:

\[
\begin{align*}
\frac{dr}{dt} &= s, \\
\frac{ds}{dt} &= -r - \epsilon Y^2,^3,
\end{align*}
\]

which has the same effect to having modified the value of the small parameter.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Long term evolution of the position error for a duffing oscillator with $\epsilon = 0.001$ using basis functions of order 9 (left), and 11 (right).}
\end{figure}

Finally, it is also of interest to study the long term evolution of these solutions as well as the effect of using different order of basis functions. Figure 4 shows the long term solution for $\epsilon = 0.001$ when using basis functions of order 9 and 11. As can be seen, the maximum error after nearly 11 complete rotations is $10^{-12}$ and $10^{-13}$ respectively, showing that the error improves as the order of basis functions increases. Moreover, it can be observed that the error slightly increases as the system evolves. This is common with other analytical and numerical perturbation techniques. In this regard, note also that the error presents an oscillating behavior. This is caused by the approximation errors in the frequencies obtained to represent the system.

In general, problems like the duffing oscillator with $\epsilon \ll 1$ are the kind of problems that are more suited for the application of the proposed algorithm for non-linear systems, specially in systems with quasi-periodic solutions. Examples of this kind of systems can be seen, for instance, in astrodynamics. In particular, Refs. [17, 18] show the application and study of this methodology to the zonal harmonics problem of an object orbiting an oblate celestial body. On the other hand, Ref. [19] shows an application to the three-body problem in astrodynamics and how to use the operator matrix $M$ to create a control scheme. This shows the potential use of this algorithm to study complex non-linear perturbed systems.

5.2 Van der Pole oscillator

Another interesting example of application is the Van der Pole oscillator due to its unstable nature close to the equilibrium point, the presence of the limit cycle, and its eigenvalues with real positive part. The dynamics of this oscillator can be represented by:

\[
\begin{align*}
\frac{dq}{dt} &= p, \\
\frac{dp}{dt} &= -q + \epsilon (1 - q^2) p,
\end{align*}
\]
where $q$ is the position, and $p$ is the velocity of the system. This implies an algorithm input in the form: $F(1,1,1) = 1$, $F(1,1,3) = 1$; $F(2,1,1) = -1$, $F(2,1,2) = 1$; $F(2,2,1) = \epsilon$, $F(2,2,3) = 1$; and $F(2,3,1) = -\epsilon$, $F(2,3,2) = 2$, $F(2,3,3) = 1$.

As a first example of application, we impose the conditions $\epsilon = 0.1$, $q_0 = 0.7$, and $p_0 = 0$. This places the dynamics of the oscillator in the region where the particle is going to move away from the equilibrium point of the dynamic. Figure 5 shows the state space and the position error of the algorithm when using basis functions of order 11. As can be seen, the error is worse than in the duffing oscillator. This is caused by the fact that the duffing oscillator has a quasi-periodic dynamic which is easier to represent using operator methodology. Nevertheless, the algorithm is able to obtain a good accuracy even in this problem.

In the Van der Pole oscillator, it is of special interest the study of the dynamic when the particle is closer to the equilibrium point and its error after several rotations. To that end, Fig. 6 shows the evolution and position error when performing a propagation using basis functions of order 15 with initial conditions $\epsilon = 0.1$, $q_0 = 0.0$, and $p_0 = 0.2$. Particularly, the first rotation has an error smaller than $10^{-9}$ which rapidly increases over the different revolutions. As in the duffing oscillator, this happens primarily due to the approximation performed in the eigenvalues.
of the system, which for the Van der Pole oscillator, also affect the magnitude of the oscillation (due to having positive real eigenvalues even on the unperturbed system. Nevertheless, the methodology is able to represent the dynamics of the problem but with a smaller accuracy, and shows that this methodology converges faster in problem whose unperturbed system has no positive real eigenvalues, making the solution numerically more stable.

Finally, it is also possible to study the region close to the limit circle. However, since this region is out of the domain of definition of the Legendre polynomials, it is first necessary to normalize the variables. Particularly, if the maximum value of the variables is $Y = 2$, we can perform the change of variable $r = q/Y$ and $s = p/Y$ to obtain this equivalent system:

$$\begin{align*}
\frac{dr}{dt} &= s, \\
\frac{ds}{dt} &= -r + \epsilon \left(1 - Y^2 r^2\right) s.
\end{align*}$$

(103)

Figures 7 and 8 shows the evolution and position error when applying $\epsilon = 0.1$ and initial conditions, $q_0 = 0$, and $p_0 = 1.95$ and $p_0 = 2.05$ respectively. Both figures represent the two potential situations close to the limit circle, Fig 7 coming from the interior, and Fig. 8 coming from the outside. As can be seen, the error is now smaller and more comparable with the one obtained for the duffing oscillator (note that the effective value of the small parameter has increased to 0.4 due to the normalization). This is due to the more periodic behavior that the system is presenting. In fact, if the periodic initial condition is imposed $p_0 = 2$, the error obtained further decreases, showing the increase in performance expected when dealing with periodic and quasi-periodic solutions.

Figure 7: State space solution (left) and position error (right) for the Van der Pole oscillator using basis functions of order 11 close to the limit circle (inside dynamic).
6 Conclusions

This work focuses on the generation of solutions to ordinary differential equations. Particularly, and for linear systems, this work makes use of the Schur decomposition to perform unitary transformations of the original variables of the differential equation such that the resultant system is upper triangular. Once this is done, a theorem and an algorithm are introduced to sequentially solve the upper triangular differential equation analytically.

This result is later applied to the solution of perturbed non-linear systems using operator theory, with special focus on perturbation problems with a strong linear component. To that end, a general methodology is presented for the use of any kind of orthonormal basis functions. Later, the specific algorithm for the use of Legendre polynomials is presented, which allows to analytically obtain the approximated linearization of a polynomial differential equation in closed form. This allows to obtain any order of the solution following an automatic process. Additionally, and since the linearization does not depend on the initial conditions, the linearization only has to be computed once for a given set of basis functions.

These non-linear methodologies allow to solve problems where the non-linear term is weaker than the linear part, and they are specially suited for problems whose solution is quasi-periodic, making these algorithms very interesting for complex perturbation problems in multiple variables. Moreover, and compared with the direct application of the Koopman operator, this methodology can be applied to non-diagonalizable systems. This allows to apply the technique to a wider set of problems, and at the same time, it enables the use of a wider set of basis functions to represent the solution.

Additionally, a perturbation model based on the Schur decomposition is presented. This allows to separate the contributions of the linear and perturbed terms of the differential equation. Moreover, and when approximating the expansion in the small parameter, this methodology allows to obtain the evolution of a perturbed problem using the solution and Schur decomposition of the unperturbed problem, which greatly reduces the complexity of the computation.

Finally, several examples of application are presented where the accuracy performance and potential limitations of these techniques are shown. In that regard, it is important to note that the solution provided by these methodologies is an analytical solution, and thus, it allows to perform the spectral study of the system. This has many applications for different problems, specially for control applications.
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