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Abstract

Pose stability analysis is the key to understanding locomotion and control of body equilibrium, with applications in numerous fields such as kinesiology, medicine, and robotics. In biomechanics, Center of Pressure (CoP) is used in studies of human postural control and gait. We propose and validate a novel approach to learn CoP from pose of a human body to aid stability analysis. More specifically, we propose an end-to-end deep learning architecture to regress foot pressure heatmaps, and hence the CoP locations, from 2D human pose derived from video. We have collected a set of long (5min +) choreographed Taiji (Tai Chi) sequences of multiple subjects with synchronized foot pressure and video data. The derived human pose data and corresponding foot pressure maps are used jointly in training a convolutional neural network with residual architecture, named PressNET. Cross-subject validation results show promising performance of PressNET, significantly outperforming the baseline method of K-Nearest Neighbors. Furthermore, we demonstrate that our computation of center of pressure (CoP) from PressNET is not only significantly more accurate than those obtained from the baseline approach but also meets the expectations of corresponding lab-based measurements of stability studies in kinesiology.

1. Introduction

In the realm of health and sports, precise and quantitative digital recording and analysis of human motion provide rich content for performance characterization and training, health status assessment, and diagnosis or preventive therapy of neurodegenerative syndromes. Analysis of gait and control of balance/equilibrium has received increasing interest from the research community\textsuperscript{[40, 41, 54]} as a way to study the complex mechanisms of the human postural system for maintaining stable pose. Stability analysis has a wide range of applications in the fields of Healthcare, Kinesiology and Robotics to understand locomotion and replicate human body movements. Understanding body dynamics, such as foot pressure, is essential to study the effects of perturbations caused by external forces and torques on the human postural system, which changes body equilibrium in static posture as well as during locomotion\textsuperscript{[55]}.

We have chosen 24-form simplified \textit{Taiji Quan}\textsuperscript{[53]} as a testbed for validating our computer vision and machine learning algorithms. Taiji was selected because it is low-cost, hands-free, and slow-motion sequence while containing complex body poses and movements. Taiji is practiced worldwide by millions of people of all genders, races, and ages. Each routine lasts about 5 minutes and consists of controlled choreographed movements where the subject at-
Attemps to remain balanced and stable at all times.

We explore an end-to-end deep learning approach called PressNET (Figure 1) to transform kinematics (body pose) to dynamics (foot pressure), and to obtain Center of Pressure (CoP) locations from the regressed foot pressure. In order to achieve this goal, we have created the largest human motion sequence dataset of synchronized video and foot pressure data, with a total of over 700k frames (Figure 2). We represent foot pressure by an intensity heatmap that provides the distribution of pressure applied by different points of the foot against the ground, measured in kilopascals (kPa) over discretized foot sole locations. Body pose is represented by 2D human joint locations extracted using the Openpose [10] Body25 model on the video frames. We record video and foot pressure maps simultaneously so that there is a foot pressure map for both feet corresponding to each video frame.

Current computer vision research focuses mainly on extracting skeletal kinematics from videos, using body pose estimation and tracking to infer pose in each frame as well as the movement of body and limbs over time [3, 8, 10, 12, 13, 17, 35, 50]. However, little is known whether quantitative information about dynamics can be inferred from single-view video. While body joints and their degrees of freedom constrain the types of motion, it is the properties and actions of the muscles and weight distributions, i.e. body dynamics, that dictate the range of motion and speed produced with these degrees of freedom. Consideration of human body dynamics has been successful in explaining performance in athletics, for example the triple jump [2] and vertical jump [15]. Similarly, analysis of dynamics has been used to show that strength is the limiting factor in the ability of the elderly to rise from a chair [26], and to determine the causes of stiff-knee gait in subjects with cerebral palsy [19]. An effective analysis of human movement must take into account the dynamics of the human body, and we seek an answer to the question: Can human motion dynamics be inferred from video sensors that are incapable of observing muscle activations, physical loads, and external forces directly?

In biomechanics, Center of Pressure (CoP), also called Zero Moment Point (ZMP), is the point of application of the ground reaction force vector at which the moment generated due to gravity and inertia equals zero. Analysis of CoP is common in studies on human postural control and gait. Previous studies have shown that foot pressure patterns can be used to discriminate between walking subjects [38, 51]. Instability of the CoP of a standing person is an indication of postural sway and thus a measure of a person’s ability to maintain balance [23, 24, 28, 37]. Knowledge of CoP trajectory during stance can elucidate possible foot pathology, provide comparative effectiveness of foot orthotics, and allow for appropriate calculation of balance control and joint kinetics during gait. CoP is usually measured directly by force plates or insole foot pressure sensors.

In biomechanics, Center of Pressure (CoP), also called Zero Moment Point (ZMP), is the point of application of the ground reaction force vector at which the moment generated due to gravity and inertia equals zero. Analysis of CoP is common in studies on human postural control and gait. Previous studies have shown that foot pressure patterns can be used to discriminate between walking subjects [38, 51]. Instability of the CoP of a standing person is an indication of postural sway and thus a measure of a person’s ability to maintain balance [23, 24, 28, 37]. Knowledge of CoP trajectory during stance can elucidate possible foot pathology, provide comparative effectiveness of foot orthotics, and allow for appropriate calculation of balance control and joint kinetics during gait. CoP is usually measured directly by force plates or insole foot pressure sensors.

We present a method to predict foot pressure heatmaps directly from video. The major contributions and novelty of this paper are: 1) **Data:** Creating the largest synchronized video and foot pressure dataset ever recorded of a long complex human movement sequence. 2) **Method:** Presenting a novel deep convolutional residual architecture, PressNET, which is the first vision-based network to regress human dynamics (foot pressure) from kinematics (body pose). 3) **Application:** This is the first work seeking to compute CoP locations from video, yielding a key component for analysis of human postural control and gait stability with applications in multiple fields such as kinesiology, biomechanics, healthcare, and robotics.

#### 2. Related Work

After the introduction of Deep Pose by Toshev et al. [50], there was a paradigm shift in the field of human pose estimation from classical approaches to deep networks. The idea of using heatmaps for ground truth data and visualization in a human pose regression problem was introduced by Tompson et al. [49], who also combine convolution layers jointly with a graphical model to represent and learn spatial relationships between joints. Many architectures use a
network based on Tompson’s approach [3, 8, 10, 12, 13, 17, 35, 50]. Stacked hourglass networks by Newell et al. [35] compute pose estimates using heat map regression with repeated bottom-up, top-down inferencing. An hourglass network, before stacking, is also similar to an encoder-decoder architecture, where skip connections help in preserving spatial coherence at each scale [18], and Encoder-Decoder architectures have been extensively used for human pose estimation. Having deep residual/skip connections to preserve spatial information across multiple resolutions through the network is essential for unsupervised/semi-supervised feature learning [25] and is a principle extensively used by densely connected convolutional networks with feed-forward connections between convolution layers.

Success in 2D human pose estimation has encouraged researchers to detect 3D skeletons from image/video by extending existing 2D human pose detectors [7, 11, 32, 33, 36, 45] or by directly using image features [1, 39, 44, 46, 57]. State-of-the-art methods for 3D human pose estimation from 2D images have concentrated on deep systems. Tome et al. [47] proposed an estimator that reasons about 2D and 3D estimation to improve both tasks. Zhou et al. [56] augmented a 2D estimator with a 3D depth regression sub-network. Martinez et al. [32] showed that given high-quality 2D joint information, the process of lifting 2D pose to 3D pose can be done efficiently using a relatively simple deep-feedforward network.

All the papers discussed above concentrate on pose estimation by learning to infer joint angles or joint locations, which can be broadly classified as learning basic kinematics of a body skeleton. These methods do not delve into the external torques/forces exerted by the environment, balance, or physical interaction of the body with the scene.

There have been many studies on human gait analysis [4, 16, 29, 30] using qualitative approaches. Grimm et al. [21] predict the pose of a patient using foot pressure mats. Liu et al. [30] used frieze patterns to analyze gait sequences. Although these are some insightful ways to analyze gait stability, there has been no deep learning approach to tackle this problem. In [9], a depth regularization model is trained to estimate dynamics of hand movement from 2D joints obtained from RGB video cameras. Papers [5, 42, 43] focus on stability analysis of 3D printed models. In this paper, we aim to use a body’s kinematics to predict its dynamics and hence develop a quantitative method to analyze human stability using foot pressure derived from video.

3. Our Approach

3.1. Data Collection

We present the first tri-modal choreographed 24-Form Taiji sequences data set of synchronized video, motion capture, and foot pressure data (Table 1). The subjects wear motion capture markers and insole foot pressure measurement sensors while being recorded. Foot pressure sensor arrays, connected to the Tekscan F-scan measurement system, are inserted as insoles in the shoes of the subject during the performance. Vicon Nexus software is used to spatiotemporally record motion capture and video data in hardware while Tekscan F-scan software is used to simultaneously record foot pressure sensor measurements that are then synchronized to the other data post collection. Motion capture data is not used in any of the experiments in this paper because:

1. We intend to create an end-to-end system to regress foot pressure maps, and hence Center of Pressure locations, directly from video;
2. Video data collection is inexpensive and has very few hardware requirements as compared to the cumbersome process of motion capture data collection and processing; and
3. There are multiple existing pose prediction networks that can be used to extract 2D human body keypoints directly from video, to use as input to our network.

3.1.1 Video and Pose Extraction

Raw video data is collected at 50 fps and processed using Vicon Nexus and FFmpeg to transcode to a compressed video, with each video having its own spatiotemporal calibration. Human pose predictions are extracted from the compressed video using OpenPose [10]. OpenPose Body25 model uses non-parametric representations called Part Affinity Fields to regress joint positions and body segment connections between the joints. The output from OpenPose thus has 3 channels, (X, Y, confidence), denoting the X and Y pixel coordinates and confidence of prediction for each of the 25 joints, making it an array of size (25 × 3).

Figure 2 (A) shows the Body25 joints labeled by OpenPose. The 25 keypoints are {0:Nose, 1:Neck, 2:RShoulder, 3:RElbow, 4:RWrist, 5:LShoulder, 6:LElbow, 7:LWrist, 8:MidHip, 9:RHip, 10:RKnee, 11:RAnkle, 12:LHip, 13:LKnee, 14:LANkle, 15:REye, 16:LEye, 17:REar, 18:LEar, 19:LBigToe, 20:LSmallToe, 21:LHeel, 22:RBigToe, 23:RSmallToe, 24:RHeel}. Figure 2 (C and D) portrays sample input-output pairs used to train our network. The video frames of a subject performing 24-form Taiji, shown in Figure 2 (B1 to B4), are processed through the OpenPose network to extract 25 body joint locations with respect to a fixed coordinate axis. Figure 2 (C1 to C4) shows the joints extracted from OpenPose. For training PressNET, we directly use arrays of 2D joint locations as inputs. The confidence of keypoints 15 to 18 (Eyes and Ears) are zero for more than 50% of the video frames due to occlusions.
| Subject | Session | Take | # frames | Mean   | Std | Median | Max |
|---------|---------|------|----------|--------|-----|--------|-----|
| 1       | 1       | 1    | 17995    | 3.73   | 11.14 | 3.67   | 282 |
| 2       | 17625   | 3.48 | 10.61    | 3.67   | 289  |
| 3       | 17075   | 3.29 | 10.34    | 3.21   | 219  |
|         | 17075   | 6.18 | 20.21    | 6.01   | 417  |
| 2       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
| 3       | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |
| 2       | 17705   | 6.18 | 20.21    | 6.01   | 417  |
| 3       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
|         | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |
| 2       | 17705   | 6.18 | 20.21    | 6.01   | 417  |
| 3       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
|         | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |
| 2       | 17705   | 6.18 | 20.21    | 6.01   | 417  |
| 3       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
|         | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |
| 2       | 17705   | 6.18 | 20.21    | 6.01   | 417  |
| 3       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
|         | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |
| 2       | 17705   | 6.18 | 20.21    | 6.01   | 417  |
| 3       | 17355   | 5.75 | 19.18    | 5.55   | 476  |
|         | 17625   | 5.41 | 18.56    | 5.23   | 521  |
|         | 17580   | 5.40 | 19.69    | 5.26   | 614  |
|         | 17645   | 5.34 | 19.39    | 5.21   | 636  |
|         | 17625   | 5.35 | 19.47    | 5.15   | 582  |

Table 1. Foot pressure data statistics showing number of frames, mean, standard deviation, median, and maximum intensity of foot pressure in kilopascals (kPa) per take and session for each subject. As a result, we have a total of 794,035 video-foot pressure frame pairs for training-testing.
• (2) **Body joint** (from video) value statistical distributions: Figure 3 shows per feature kernel density plots of joints extracted from the OpenPose network. These distributions support the hypothesis that the subjects are statistically similar.

• (3) **Foot-pressure** variation under the same pose: In order to depict inter/intra-subject foot pressure covariance information for the opening pose of 24-form Taiji, Figure 4 (A) shows a color coded table. It can be observed from Figure 4 (B) that the foot pressure maps are visually different for the same pose, therefore establishing a lower bound on errors for estimating foot pressure from a single pose. The learning system cannot do better than this inherent difference.

• (4) **PCA analysis**: Figure 5 highlights the inter-subject and intra-subject variance of foot pressure data via PCA analysis. The left portion of Figure 5 shows the mean foot pressure for each individual subject on the diagonal and the difference of means for pairs of subjects off-diagonal, for all the subjects. The difference of mean pressure highlights that each subject has a unique pressure distribution relative to other subjects. The right portion of Figure 5 highlights the top-5 principal components of the foot pressure map data for each subject, with the rows represent individual subjects. From Figure 5 we can see that each principal component encodes different types of information (variability in left/right foot pressure, in toe/heel pressure, and so on), and that the collection of top PCs encode similar modes of variation, although not in the exact same order (for example, Subject 1’s 1st principal component encodes pressure shifts between the left and right foot, whereas, Subject 2’s 2nd principal component encodes that information).
Figure 4. (A): Inter- and intra(yellow)- subject foot pressure mean absolute difference for the opening pose of 24-form Taiji. Rowwise colors (Red, Green, Blue, Orange, Grey and Purple) represent information of Subjects 1, 2, 3, 4, 5, and 6 respectively (B): Opening pose (video), extracted skeleton and corresponding foot pressure of the six subjects.

Figure 5. Left: Pairwise absolute difference between the mean foot pressure across all 6 subjects. Mean pressure is provided on diagonal (yellow bounding box). Right: Top-5 Principal Components of Foot Pressure data per subject.
3.2. Network and Training

The design of our network is initially motivated by the residual generator of the Improved Wasserstein GAN [22]. We use a generator-inspired architecture since our input is 1D and the output is a 2D heatmap. This design aids in capturing information at different resolutions, acting like a decoder network for feature extraction. The primary aim of our network is to extract features without loss of spatial information across different resolutions. We try to learn the correlation between the pose, encoded as 25 joint locations, and the corresponding foot pressure map intensity distribution. We train a Convolutional Residual architecture, PressNET, to regress foot pressure distributions from a given pose, over data from multiple subjects using a leave-one-subject-out strategy. We do not use any discriminator since ground truth data is available. Thus, this is formulated as a supervised learning (regression) problem.

3.2.1 Data Pre-Processing

Input body pose data from openpose is an array of size $(25 \times 3)$. We use hip joint as the center point to remove camera specific offsets during video recording. The hip joint is $(0,0)$ after centering and is removed from the training and testing data sets. Data is normalized per body joint by subtracting the feature’s mean and dividing by its standard deviation, leading to a zero-mean, unit variance distribution. Zero confidence (undetected) OpenPose joints are not considered during normalization. Confidence of joint detections is then removed and not used for training. After pre-processing and normalization, the input array is of size $(24 \times 2)$, which is flattened to a 1D vector of size $(48 \times 1)$ and used as input to our network.

Foot pressure data, which is originally recorded in kilopascals (kPa), has invalid prexels marked as Not a Number (NaN) representing regions outside the footmask. These prexels are set to zero since the network library cannot train with NaN values. Any prexel values greater than 1000 kilopascals are clipped to 1000 to remove noise from the dataset. Data is converted from kilopascals to PSI (Pounds per Square Inch) by multiplying with a constant 0.145. The dimension of a single cell in the insole sensor array is $(0.508 \text{cm} \times 0.508 \text{cm})$, thus having an area of $0.258 \text{cm}^2$ or $0.039 \text{in}^2$. The data in PSI is multiplied by this sensor area and divided by the weight of the subject reported in Table 2. Thus, the foot pressure distribution is now weight-normalized, unit-less and independent of the subject. Furthermore, the data is normalized by dividing each prexel by its max intensity in the distribution. The left and right normalized foot pressure maps are concatenated as two channels of a resulting ground truth foot pressure heatmap of size $(60 \times 21 \times 2)$, with prexel intensities in the range $[0, 1]$.

3.2.2 Network

The PressNET network is a feed forward Convolutional Neural Network which inputs a 1D vector of joints and outputs a 2D foot pressure (Figure 1). The input layer is a flattened vector of joint coordinates of size $48 \times 1$ (24 joints $\times$ 2 coordinates since the mid hip joint is removed), which contains the kinematic information about a pose. The input is processed through a fully connected layer with an output dimension of $6144 \times 1$. This output is reshaped into an image of size $4 \times 3$ with 512 channels. The network contains four residual convolution blocks that perform nearest neighbor upsampling. The first block upsamples the input by $(2, 1)$ and the other three upsample by 2.

The residual block of PressNET, shown in Figure 6 Left, has three parallel convolution layers with kernel sizes $5 \times 5$ and $3 \times 3$ and a residual $1 \times 1$. There is an additional parallel fully connected layer, which takes the upsampled input and returns a flattened array of dimension equal to the output dimension of the residual block. This output is reshaped and added to the output of the other three parallel layers to constitute the output of the block. The number of channels of each residual block is progressively halved as the resolution doubles, starting at 512 channels and decreasing to 64.

The output of the final residual block is split, flattened and sent to a convolutional branch and a fully connected branch. The convolutional branch contains a $3 \times 3$ normal convolution layer to get a 2 channel output of shape $64 \times 24$ and cropped to size of the foot pressure map $(60 \times 21 \times 2)$. On the fully connected branch, the activations are run through multiple fully connected layers and then reshaped to the size of the foot pressure map. The sizes of the fully connected layers for PressNET are 10 and 2520 (Figure 6 Right). The output of these branches are added together and then a foot pressure mask is applied to only learn the valid parts of the data. Finally, a sigmoid activation is used to compress the output into the range $[0, 1]$. The convolutional branch serves to preserve spatial coherence while the fully connected branch has a field of view over the entire prediction. With the combined spatial coherence of the concurrent branch and fully connected layers in every residual convolutional block, PressNET has $\sim$3 million parameters.

All convolutional layers are separable convolution layers that split a kernel into two to perform depth-wise and point-wise convolutions. Separable convolutions reduce the number of network parameters as well as increase the accuracy [14]. Batch normalization [27] and spatial dropouts [48] are applied after every convolution layer. Leaky ReLU [31] is used as a common activation function throughout the network, except the output layer.
3.2.3 Training Details

We evaluate our network on six splits of the dataset. Our dataset is split by subject in a leave-one-subject-out cross-validation. The validation data consists of the last take from each subject used in the training data. The goal of this cross-subject validation is to show how well this network generalizes to an unseen individual. PressNET is trained with a learning rate of $1 \times 10^{-3}$ for 20 epochs at a batch size of 32 for all splits on a NVIDIA Tesla P100 GPU cluster with 8GB of memory. Data pre-processing is carried out before training as mentioned in Section 3.2.1. PressNET takes 3 to 3.5 hours to train on each split. The problem is formulated as a regression with a sigmoid activation layer as the last activation layer since the output data is in the range $[0, 1]$. A binary footmask having ones marked for valid prexels and zeros marked for invalid prexels (produced by the foot pressure capturing system) is element-wise multiplied in the network. This enables the network to not have to learn the approximate shape of the foot in the course of training and solely learn foot pressure. The learning rate is reduced to $1 \times 10^{-5}$ after 12 epochs to ensure a decrease in validation loss with training. Mean Squared Error (MSE) is used as the loss function along with Adam Optimizer for supervision, as we are learning the distribution of prexels [6].

4. Results

4.1. KNN Baseline

K-Nearest Neighbor (KNN) regression [6] has been employed as a baseline. For the KNN regression, the data is temporally subsampled by a factor of 5. This is done to decrease the search time required for the KNN algorithm, without much information loss. The foot pressure data is sampled at 100Hz, i.e., a frame of foot pressure is recorded every 10 milliseconds. Since the data is sequential, picking every other frame of training data does not affect the temporal consistency of foot pressure data as the change in the heatmaps in 20 milliseconds is negligible. Pre-processing is carried out similar to training PressNET. The input pose data is normalized by mean and standard deviation of input, calculated using hip joint centered data by ignoring zero confidence values. The distance metric for the KNN algorithm is calculated as the mean of the distances between corresponding joints that do not have zero confidence values. The distance metric for the KNN algorithm is calculated as the mean of the distances between corresponding joints that do not have zero confidence values. This distance $d$ can be represented for two OpenPose human pose detections ($a$ and $b$) with confidence $c^a$ for $a$ and $c^b$ for $b$ and $J$ joints by:

$$d(a, b) = \frac{\sum_{j \in J} \| (a_j - b_j) \|^2 \cdot \delta(c^a_j c^b_j > 0)}{\sum_{j \in J} \delta(c^a_j c^b_j > 0) + \epsilon}$$

where $\delta$ is the Kronecker Delta which is 1 if the argument is true and 0 if false, and a small $\epsilon$ avoids division by 0. This enables KNN to adapt to missing joint detections in the
human pose predictions. The KNN algorithm with K=1 is applied to all the six leave-one-subject-out splits. For each pose in the test split, which consists of data from any one subject, the corresponding “nearest” pose is picked from the training split consisting of data from the other five subjects. The foot pressure map corresponding to this nearest neighbor is the prediction for the input pose in the training split. KNN with K=1 is a natural choice as a baseline because of the reasonable intuition/assumption that similar poses may lead to similar foot pressures. In our Leave-One-Out setting, KNN provides a measure of similarity between two poses of different subjects, thus establishing an upper-bound on foot pressure errors inherent in the dataset.

4.2. Stability

A major motivation for computing foot pressure maps from video is the application to stability analysis. Fundamental concepts used in stability analysis are illustrated in Figure 7. These include Center of Mass (CoM), Base of Support (BoS), and Center of Pressure (CoP). CoM, also known as Center of Gravity, is the ground projection of the body’s 3D center of mass [20]. Generally speaking, human gait is stable if the CoM is contained within the convex hull of the BoS, also called the support polygon [34]. If the CoM point is outside the support polygon, it is equivalent to the presence of an uncompensated moment acting on the foot, causing rotation around a point on the polygon boundary, resulting in instability and a potential fall. Center of Pressure (CoP), also known as the Zero Moment Point, is a point where the total moment generated due to gravity and inertia equals zero. Figure 7 shows a diagram of foot pressure annotated with the CoP, shown as a red star, with pressure from both feet shown as regions color-coded from low pressure (yellow) to moderate pressure (red) to high pressure (brown). Considering CoP as the ground reaction force and

![Figure 7](image_url)

Figure 7. Overview of concepts in stability. Depiction of the components of stability CoP, CoM, and BoS as well as the relation of those components to stability metrics.

4.3. Quantitative Evaluation

Two metrics for quantitative evaluation of our networks have been used:

1. Mean Absolute Error of Estimated Foot Pressure maps (kPa) as compared to ground truth pressure and
2. Euclidean ($\ell_2$) distance of Center of Pressure (mm) as compared to CoP calculated directly from ground truth foot pressure.

To quantify these results with respect to physical units, the foot pressure data is un-normalized by reversing the pre-processing normalization.

4.3.1 Mean Absolute Error of Predicted Foot Pressure

Mean absolute error $E$ is used to quantify the difference between ground truth foot pressure $Y$ and predicted foot pressure $\hat{Y}$ on $N$ foot pressure prexels as:

$$E = \frac{1}{|N|} \sum_{n \in N} |Y_n - \hat{Y}_n|$$  \hspace{1cm} (2)

Mean across all the cross-validation splits is taken for our final accuracy rates.

Table 4 shows the mean absolute errors of predicted foot pressure for each data split, for both PressNET and the KNN baseline. For PressNET, the worst two individuals to predict foot pressure on are Subjects 2 and 5. This is also true for the nearest neighbor classifier as well, which could be because these subject foot pressures have a higher mean foot pressure than the other subjects and thus the networks are under-predicting the error. PressNET has a mean classification error of 5.16 kPa which is less than double the 3 kPa
Figure 8. Example frames from each of the 6 subjects. Each frame provides KNN, Ground Truth, PressNET, KNN error from Ground Truth, PressNET error from Ground Truth, and the pose data extracted from the video frame.
In order to test whether these results are significant, a two tailed paired t-test was performed between the mean errors for each frame for PressNET compared with KNN over each split of the data. This test showed that the results from PressNET are statistically significantly better than the KNN baseline.

### Computation for Center of Pressure

As a step towards analyzing gait stability from video, Center of Pressure (CoP) from regressed foot pressure maps of KNN and PressNET have been computed and quantitatively compared to ground truth (GT) CoP locations computed from the insole foot pressure maps. CoP is calculated as the weighted mean of the pressure elements (prexels) in the XY ground plane. The $\ell_2$ distance is used as a 1D metric to quantify the 2D error between ground truth and predicted CoP locations. Table 5 shows the mean and standard deviations of $\ell_2$ errors calculated for the KNN baseline and PressNET. This table clearly shows that the mean distance error of CoP computed from the PressNET network pressure map predictions is approximately 5-6 times smaller than that of KNN, with a standard deviation that is approximately 2-3 times smaller. The PressNET average error for all leave one subject out experiments yields a CoP Euclidean error of 10.52 ± 23.05 mm for the left foot and 9.63 ± 20.00 for the right.

As shown in Figure 9, the distribution of PressNET distance errors are concentrated more tightly around zero millimeters, showing that the spatial accuracy of PressNET based CoP calculations are better than KNN, with smaller variance. As a point of reference, it is known that a Center of Mass (CoM) localization accuracy of about 18 mm (or 1% of the subject’s height) is as accurate as the variation between multiple existing CoM calculation methods [52].

### Qualitative Evaluation

#### Qualitative Evaluation of Mean Absolute Error

Figure 8 visualizes foot pressure predictions and their mean absolute errors for some example frames. The foot pressure predictions, ground truth and absolute difference heatmaps are rendered on the same color scale. The color bar in each sub-frame represents foot pressure intensity in kilopascals (kPa). It starts from a shade of blue, representing 0 foot pressure to a dark shade of red, corresponding to maximum foot pressure observed during the performance. The colors in between represent different levels of pressure intensities between 0 and the maximum. It can be visually observed that the PressNET errors are small compared to KNN errors. In addition to the qualitative comparison by visualization, the respective mean absolute errors with respect to ground truth frames have also been calculated to provide a

| Subject | Left Foot | Right Foot |
|---------|-----------|------------|
| 1       | 62.99     | 8.02       |
| 2       | 68.86     | 13.78      |
| 3       | 56.78     | 10.98      |
| 4       | 74.50     | 9.40       |
| 5       | 47.63     | 51.21      |
| 6       | 52.77     | 42.45      |
| All     | 60.59     | 58.59      |

Table 5. Mean and standard deviation of Euclidean errors in mm of CoP locations computed from predicted foot pressure maps of KNN and PressNET as compared to ground truth CoP evaluated on the left and right foot separately. **Bold** indicates minimum error.

See Figure 9 for a display in 2D.
quantitative comparison of performance. The frames have been chosen to show the ability of PressNET to generalize to different poses, similar poses from different subjects and different views with respect to a fixed camera. The frames have also been chosen to show some failure cases.

It is evident that the heatmaps generated by PressNET are more similar to ground truth heatmaps. This is supported by the mean absolute frame errors of the networks. KNN results are visually very poor when compared to PressNET because 1-KNN is merely picking the frame with the shortest distance between joints in a cross-subject evaluation. As the style of performance and body dynamics differs for each subject, KNN is unable to generalize to a change in subjects, leading to high mean absolute error.

Observing foot pressure predictions temporally over a sequence of frames, it was observed that KNN predictions are highly inconsistent and fluctuating, whereas the PressNET predictions are temporally smooth and consistent. Since the system operates on a per-frame basis, KNN picks the frame with the nearest pose in the dataset to the current frame. This makes the predictions fluctuate over time. Even though our network is trained using the same per-frame basis mechanism, it has learned to predict the mean foot pressure heatmaps over a window of frames, i.e., our network has learned to be temporally stable, making the predictions smooth and more similar to ground truth.

4.4.2 Qualitative Evaluation of Center of Pressure

Table 5 showed mean and standard deviation of Euclidean errors in millimeters of CoP locations computed from predicted foot pressure maps of KNN and PressNET as compared to ground truth CoP evaluated on the left and right foot separately. Figure 9 shows the 2D CoP distance error scatter plots for Subjects 1, 2, 3, 4, 5 and 6. It can be observed from the figures that the spread of errors of CoP for PressNET is significantly lower that that of KNN and concentrated around (0,0).

5. Summary and Conclusion

In this research, the feasibility of regressing foot pressure from 2D joints detected in video has been explored. This is the first work in the computer vision community to establish a direct mapping from 2D human body kinematics to foot pressure dynamics. The effectiveness of our PressNET network has been shown both quantitatively and qualitatively on a challenging, long, multi-modality Taiji performance dataset. Statistically significant improved results over a standard K-Nearest Neighbor method in foot pressure map estimation from video have been demonstrated. The outcome of PressNET is encouraging since it is also within the range of inter-subject variance of the same pose observed (Figure 4). Furthermore, we demonstrate the use of regressed foot pressure results for estimation of Center of Pressure, a key component of postural and gait stability. The errors (Table 5) are within the accepted range for kinesiology studies of Center of Mass (CoM) [52], a corresponding dynamics concept to CoP in stability analysis.

We hope to extend this work to include more aspects of human body dynamics such as regressing directly to muscle activations, weight distributions, balance, and force. Our goal is to build precision computer vision tools that estimate various human body dynamics using passive and inexpensive visual sensors, with outcomes validated using biomechanically derived data (rather than approximations by human labelers). We foresee introducing a new and exciting sub-field in computer vision going beyond visually satisfactory human joint/pose detection to the more challenging problems of capturing accurate, quantifiable human body dynamics for scientific applications.
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