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Abstract: This paper proposes an address authentication method based on a user’s location history. Address authentication refers to actual residence verification, which can be used in various fields such as personnel qualification, online identification, and public inquiry. In other words, accurate address authentication methods can reduce social cost for actual residence verification. For address authentication, existing studies discover the user’s regular locations, called location of interest (LOI), from the location history by using clustering algorithms. They authenticate an address if the address is contained in one of the LOIs. However, unnecessary LOIs, which are unrelated to the address, may lead to false authentications of illegitimate addresses, that is, other users’ addresses or feigned addresses. The proposed method tries to reduce the authentication error rate by eliminating unnecessary LOIs with the distinguishing properties of the addresses. In other words, only few LOIs that satisfy the properties (long duration, high density, and consistency) are kept and utilized for address authentication. Experimental results show that the proposed method decreases the authentication error rate compared with previous approaches using time-based clustering and density-based clustering.
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1. Introduction

With the rapid growth of smart devices, such as smartphones, wearable devices, and Internet of Things devices, numerous location-based services have been developed. This paper focuses on address authentication based on a user’s location history. Address authentication refers to the process of verifying that the user actually resides at the recorded home address or actually works at the recorded workplace address. Qualifications and benefits with regard to the address usually depend on the pre-registered address by the government. Therefore, the registered address must be consistent with the actual residence. However, there are many cases of inconsistencies and even unknown residences because the registered address is set by the individual moving-in report. False and omitted reports lead to the inconsistencies and there is no suitable way of discovering them. Frequent surveys by human actors may solve the inconsistency problem, but it would be very costly. An address authentication method only in case of need can be one of the solutions avoiding this waste of social cost and verifying qualification sustainably.

Address authentication can be applied to various fields such as surveys of real residence and personnel qualification (e.g., local recruitment, school admission, and real estate transactions). For examples, many cities implement a policy that real estate transactions are only open to local residents to avoid excessive real estate speculation. The condition of local resident may be a resident for more than one year. If a malicious user changed the registered address a year ago by false report for the real estate speculation, it is difficult to recognize it. For other examples, let us suppose that
a city is supporting nurturing and education costs for children more than other cities. These can be received simply by changing the address without moving to the city. Some people can change their address by false reports to get the qualifications such as local recruitment and school admission. Another application is supporting online user identification. Recently, online financial services have begun applying non-face-to-face user identification and the user can access services online without visiting the bank [1–4]. ISO/IEC 29115 [5] and 29003 [6] recommend verification of multiple personal information for non-face-to-face identification. Address authentication is one of the valid attributes for online user identification.

To the best of our knowledge, address authentication based on location history has not been studied except in our previous work [7]. This study is extension of the previous work, and we include more examples, explanations, related work, data, and experiments. In spite of the lack of related work, some studies are worth mentioning for address authentication. Studies on user authentication [8–14] identify a user by modeling movement patterns from location history. They utilize machine learning algorithms and neural networks for training the models. However, these studies cannot be applied to address authentication because the movement pattern models do not provide clues for addresses. The training and testing processes in machine learning are generally black boxes and address authentication features cannot be extracted directly from the models [15,16].

Studies on location of interest (LOI) or point of interest (POI) [17–25] are not authentication issues themselves but can be applied to address authentication. These studies utilize clustering algorithms to discover LOIs, that is, the locations where a user frequently goes and stays for long periods, according to the user’s location history. If an address is contained in one of the LOIs, the address can be regarded as authenticated. However, this approach carries the risk of false authentication because the clustering algorithms usually discover not only LOI related to the address but also many others. In other words, it misclassifies an illegitimate address (another user’s address or feigned address) as the user’s address if the illegitimate address is unfortunately contained in one of the LOIs. Furthermore, in density-based clustering, a cluster can be unexpectedly enlarged and the wider LOI worsens the misclassification problem.

This paper proposes an address authentication method based on location history. The goal of the proposed method is to reduce the authentication error rate compared with existing studies, that is, address authentication by LOI mentioned in the previous paragraph. To achieve this goal, we identify some properties of addresses to distinguish them from other LOIs, and present three conditions as follows.

- **Condition 1**: (long duration) location data on the address are kept for a long period of time.
- **Condition 2**: (high density) the address accounts for a large proportion of location data.
- **Condition 3**: (consistency) conditions 1 and 2 are repeated almost every day.

Only a few locations satisfying all three conditions are elected as LOIs. In other words, the proposed method tries to minimize the number of LOIs by eliminating LOIs that are not considered as an address. If an address is contained in one of the LOIs, then the address is authenticated. The reduction in the number of LOIs contributes to preventing wrong authentications. The proposed method exploits both a time-based clustering algorithm and a density-based algorithm to discover LOIs that satisfy the three conditions.

The performance of the proposed method is influenced by threshold parameters as well as the number of clusters (i.e., LOIs). We discover appropriate values of the threshold parameters via experiments based on real location histories in two environments: a metro area and a small area. In a small area, the parameters need to be more precisely controlled to avoid authentication errors because addresses are more likely to be located close to each other and the location histories are more likely to overlap each other.

The rest of this paper is organized as follows. Section 2 introduces background and related work. Section 3 explains the proposed method. Section 4 describes the experiments for evaluating the
proposed method. In Section 5, we discuss our experimental findings. Finally, Section 6 presents our conclusions and outline future work.

2. Related Work and Background

To the best of our knowledge, address authentication based on location history has not been studied yet except our previous study. However, some studies are worth mentioning and the proposed method utilizes these ideas. In this section, we introduce related work and the background of our study.

2.1. User Authentication by Movement Pattern Modeling

Some user authentication studies [8–14] identify users by modeling each user’s movement pattern from their respective location histories. They utilize machine learning algorithms and neural networks for training the models.

Mahbub and Chellappa [8] authenticate a user on mobile devices in a continuous manner using movement pattern modeling. Considering the movement of a human as a Markovian motion, a modified Hidden Markov Model is trained with location history. The trained model can generate a verification score from recent location data, and the user is authenticated using the verification score.

Other studies [9–13] perform user authentication using not only movement patterns, but also various data such as gait pattern, biometric information, motion pattern, network activities, and usage of applications. They generate a behavior model with multiple types of data, or generate a model for each data and use confidence scores simultaneously for user authentication. In the training phase, the location history is used in raw data or in the processed data (LOI) mentioned in next subsection. The trained models predict the user’s behavior and authenticate the user.

Movement pattern modeling is an effective way for user authentication. However, these studies cannot be applied to address authentication because the movement pattern models do not provide clues for addresses. They try to ascertain any distinguishable pattern from those of other users in the user’s location history. They are not interested in discovering the exact location of an address. Extracting features for address authentication using movement pattern modeling is also difficult because training and testing processes in machine learning are generally black boxes [15,16].

2.2. Discovering Location of Interest

Studies on LOI or POI [17–25] are not authentication issues themselves but can be applied to address authentication. These studies assume that LOIs, that is, personally meaningful places, are the locations where a user frequently goes and stays for long periods. They, therefore, discover LOIs from location history by using clustering algorithms. For address authentication, an address can be regarded as authenticated if the address is included in one of the LOIs.

Figure 1 shows the four cases of authentication results. We mark four addresses: the owner’s two addresses (stars) and two other users’ addresses (crosses). The owner denotes an legitimate user of the current location history. In the actual experiment, the address set is composed of the owner’s address and many other users’ addresses. Address authentication methods have to accept only the owner’s address and reject other users’ addresses. True accept is the case in which the owner’s address is legitimately authenticated, that is, the owner’s address is contained in one of the clusters. False reject is the case in which the owner’s address is improperly denied, that is, the owner’s address is located outside all clusters. True reject is the case in which the other user’s address is legitimately denied, that is, the other user’s address is located outside of all clusters. False accept is the case in which the other user’s address is improperly authenticated, that is, the other user’s address is contained in one of the clusters. For address authentication, we must minimize authentication errors, that is, false rejects and false accepts.
In this subsection, we introduce clustering algorithms for discovering LOIs and discuss the problems that arise when they are applied to address authentication. Clustering algorithms for address authentication are classified into two categories: time-based clustering and density-based clustering. There are more clustering algorithms but they are inappropriate for discovering LOIs. For example, partitioning-based clustering [26,27] can separate areas but cannot discover LOIs. This is because the technique divides all the data into the predefined number of parts; in other words, it cannot remove noise (unnecessary locations).

Figure 2 shows 60 days of real location history of a user. A point represents the current location of the user recorded every minute. Time-based clustering and density-based clustering are explained with examples based on this location history.

2.2.1. Time-Based Clustering

Time-based clustering [23–25] assumes that LOIs are the locations where a user stays for long periods at a time. It therefore clusters the stream of incoming location coordinates along with the time axis, and then drops the smaller clusters where little time is spent. In other words, it determines a new LOI whenever the user stays for a significant time at a location. Figure 3 shows the concept of time-based clustering. Suppose that the user moves from location A toward location B. In location A, a first cluster is generated with all the coordinates while the user stays within a certain distance (space threshold $s$) from the reference point. When the user is out of the current cluster, a new cluster is generated and a new reference point is elected. If the user stays at a cluster for more than a certain
time (time threshold $t$), the cluster becomes the LOI. On the contrary, if the user leaves a cluster before $t$, the cluster is eliminated. In Figure 3, more coordinates in a cluster denote that the user stays for a longer time at the cluster. According to the constraint, three clusters are eliminated and two clusters at locations A and B become LOIs. Location data in eliminated clusters are also removed as noises. The two thresholds, $s$ and $t$, directly affect the clustering results and could be identified via experiments.

![Figure 3. Example of time-based clustering.](image)

Figure 3. Example of time-based clustering.

Figure 4 shows the results of time-based clustering from the location history in Figure 2. The result is the best case in our experiments. Each circle represents a major location. A circle can contain multiple clusters (different colors) due to the characteristic of time-based clustering. Even though the user revisits the same location, it forms a new cluster. Therefore, there are many clusters in the result. The authors of [23] suggest a rule of merging clusters in the same location. However, the address authentication results are same after merging clusters.

![Figure 4. Clustering results from time-based clustering.](image)

Figure 4. Clustering results from time-based clustering.

Time-based clustering is a simple and reasonable algorithm for discovering LOIs. However, in address authentication, it carries the risk of false authentications because it may discover not only an address location but also many others. In other words, it misclassifies an illegitimate address (any other address) as the user’s address if the illegitimate address is unfortunately contained in one of the LOIs. Furthermore, time-based clustering finds locations even where a user stays for a long period just for once. Suppose that a forger stays near the address location for one day only for authentication fraud. Time-based clustering may accept the forger’s address authentication.
2.2.2. Density-Based Clustering

Location history data are often represented by points collected at certain intervals. Density-based clustering [17–22] considers that LOIs are locations with high density, that is, they have denser location data than other places. It does not consider the order of location data along with the time axis. In DBSCAN [17], if a point has more than \( n \) neighbors within the radius of a circle \( r \), the point becomes a core point. High density, that is, many neighbors, denotes that the user averagely stays at that location for a long duration regardless of the number of visits. A cluster is formed with all connected core points and their neighbor points. Later studies expand this idea for their own purposes. EDBSCAN [18] can detect clusters with varied densities with multiple density parameters. DVBSCAN [19] can handle the density variations that exist within the cluster. In other words, clusters have hierarchy. Clustering algorithms with density variations are useful ideas for many applications. However, DBSCAN is more suitable for our purpose because address authentication requires to discover few clusters, which is most likely to indicate the address. It is unnecessary to detect diverse clusters.

In density-based clustering, the boundary of each cluster is relatively precise because the cluster shape is flexible, unlike time-based clustering. In time-based clustering, the cluster shape is fixed at a circle. Density-based clustering therefore can better reflect the overall data. However, a cluster can be unexpectedly enlarged because the size of the cluster is not predefined.

Figure 5 shows the results of density-based clustering from the location history in Figure 2. In comparison with Figure 4, each cluster is larger and irregular. Even though the average number of clusters in density-based clustering is less than that in time-based clustering, it is still too many due to the same reason with time-based clustering. Furthermore, the average cluster size is larger. If clusters become larger, the probability of false reject increases because addresses of other users are more likely to be contained in the clusters. The authentication results therefore are adversely affected by wide clusters as well as many clusters. Specifically, the results are affected by the sum of all cluster areas.

3. Proposed Method

The purpose of the proposed method is to minimize authentication errors for more accurate address authentication. We also utilize clustering algorithms as seen in studies on LOI. However, Figures 4 and 5 show that the approach used in existing studies carries the risk of authentication errors.

For address authentication, the ideal case is to discover only an address cluster. The address cluster is defined as a cluster containing the user’s address among multiple LOIs. However, overly strict conditions raise the risk that the address cluster is also eliminated (false reject). Therefore, instead of selecting only one cluster, the proposed method uses the following design principle.
• Minimize the number of estimated address clusters (EACs) by eliminating other locations of interest (LOIs) that are not considered as an address cluster.

With the design principle, the proposed method discovers EACs and eliminates other LOIs based on three conditions pertaining to the address: long duration, high density, and consistency. The process of discovering EACs reduces the number of clusters compared with existing studies on LOIs while carefully avoiding the risk of eliminating the address cluster. This approach finds the properties of a particular place and eliminates other places based on the said properties. It can be applied to discovering other meaningful locations. Looking ahead, if meanings and properties of many LOIs are discovered, they can be used in various fields.

3.1. Overview

The overall procedure for discovering the EACs is shown in Figure 6. Each procedure relates to each property of the address. After three procedures, the remaining clusters that satisfy the conditions of the address are elected as EACs.

The first procedure, long-duration check, discovers the places where the user stays for a long period at a time using time-based clustering. The procedure eliminates unnecessary locations such as bus stations, grocery shops, and streets. However, other unnecessary locations, such as business trips, hospitals, shopping centers, and vacation places, can remain because the user typically spends a long time at such locations.

The second procedure—high-density check—discovers the places that are characterized by high density among the places remaining after the first procedure is complete. The procedure eliminates locations pertaining to unusual events such as medical treatment, shopping, and short business trips. However, other locations caused by long-duration events such as long-duration business trips and travel can still be retained because their density is also high.

The third procedure—consistency check—discovers the places that consistently satisfy the above two conditions. In other words, the procedure discovers the locations where the user stays for many days among the places remaining after the second procedure is complete. People usually stay at an
address almost every day except in special cases. The last condition is different from the long-duration and high-density checks. For example, a gym where the user exercises for one hour a day can pass a consistency check but is filtered in the long-duration check or high-density check. By contrast, a place where the user stayed for a week on a business trip can pass long-duration and high-density checks but cannot satisfy the consistency condition. The remaining places finally become EACs.

If the user’s address is contained in one of the EACs, the address is authenticated. The procedures cannot guarantee perfect discovery of address location and elimination of unnecessary locations. Suppose that a user was admitted to the hospital for 50 days of 60 days, i.e., the whole period of the location history. The address authentication may fail. However, cases such as this example are very unusual.

3.2. Collecting Location History

For collecting real location history, we developed a smartphone application and recruited participants. The application records current location with a timestamp every minute for 24 h a day. The average duration of collecting location histories is approximately 63 days. Smartphones can measure the current location through GPS, cellular networks, and Wi-Fi networks. The application selects GPS when the user is outdoors because the location from GPS is generally more accurate than other locations. When the user is indoors, the application selects a network-based location because GPS do not work indoors. In Appendix A, Figure A1 shows the samples of smartphone application screen (location collector) and location history data.

Location information from location systems including GPS and networks contains uncertainty due to errors and variations in the measured phenomena. Even though the user is located in the exact same place, the recorded location can be little different. The coordinate switches from the address also do not exactly match with the coordinates from the location history. A small margin is needed to identify the relation between them. Therefore, a cluster is better than a single point to express a location and it is also appropriate for address authentication.

3.3. Discovering Estimated Address Clusters

3.3.1. First Procedure: Long-Duration Check

To satisfy the first condition (long duration), the proposed method exploits time-based clustering. Other location data, which are not included in the clusters, become noises and are eliminated because they do not satisfy the first condition with regard to long duration.

A pseudocode for a long-duration check is presented in Procedure 1. It is similar to the algorithm in TBC [23], the well-known time-based clustering algorithm, and is slightly simplified. The location history of a user consists of series of location data (timestamps, latitudes, and longitudes). If a new coordinate $\text{loc}$ is located within the space threshold $s$ from a reference point of the current cluster $\text{cl}$, the $\text{loc}$ is joined to $\text{cl}$ (lines 2–3). The distance is calculated as a Euclidean distance. If not, a new cluster is generated and $\text{loc}$ becomes a new reference point (line 9). Before clearing the current cluster $\text{cl}$, if $\text{cl}$ persists beyond the time threshold $t$, then $\text{cl}$ is added to candidate clusters $\text{cls}$ (lines 5–6). In other words, the current cluster satisfies the first condition. All other clusters, which do not persist for more than $t$, are eliminated (line 8). The remaining clusters $\text{cls}$ become candidate address clusters and location data in the $\text{cls}$ are used as the input in the next procedure.
Procedure 1: Long-duration check (time-based clustering)

Input: series of location data \( locs \),
distance threshold \( s \),
time threshold \( t \)

Output: candidate clusters \( cls \)

1. for all \( locs \) do
2.   if \( \text{distance (cluster } cl, \text{ location } loc ) < s \) then
3.     add \( loc \) to \( cl \)
4.   else
5.     if \( \text{duration (} cl \text{ )} > t \) then
6.       add \( cl \) to \( cls \)
7.   end if
8.   clear \( cl \)
9.   add \( lo \) to new \( cl \)
10. end if
11. end for all
12. return \( cls \)

In terms of performance, the first procedure has two implications: a decrease in algorithm complexity and an increase in authentication accuracy. The decrease in algorithm complexity is caused by the difference between the first and second procedures. The computational complexity of the second procedure is high and exponentially increases in proportion to the number of nodes, that is, location data. In contrast, the complexity of the first procedure is low because it only performs as many comparison operations as the number of nodes. The first procedure eliminates a number of unnecessary locations and leads to a considerable decrease in the complexity of the second procedure. The increase in authentication accuracy can be inferred from the comparison with the case using only the second procedure, i.e., density-based clustering. We assumed that eliminating unnecessary locations via the first procedure can contribute to the next procedure to discover more precise clusters. In a location history, many location data are located near the address, and these location data can make the address cluster wider. For example, in a real case in our experiments, if a user frequently goes to a market very close to the address, density-based clustering can discover a cluster containing both the address and the market. In the proposed method, the first procedure eliminates unnecessary location data near the address, such as moving path and even market, and then the second procedure discovers a more precise address cluster that does not contain the market.

3.3.2. Second Procedure: High-Density Check

After time-based clustering, the remaining clusters can overlap with each other because different locations from the previous cluster always trigger a new cluster. Even though the user revisits the same location, time-based clustering forms a new cluster. For the high-density check of each location, we need to merge clusters at the same location. Density-based clustering could be a simple solution for this task. The location data remaining after the first procedure are clustered by density-based clustering, and each location is naturally merged as a cluster. Note that a cluster can be unexpectedly enlarged in density-based clustering. However, the proposed method can prevent the problem because unnecessary noises, except major places, are eliminated in the first procedure. The flexible clusters identified by density-based clustering contribute to the accuracy of address authentication because the area of each user’s address cluster is different.
In density-based clustering, existing studies \cite{17–22} use the radius parameter \( r \) and number of neighbors \( n \). However, we choose the local density parameter \( l \) instead of \( n \) because the total number of all location data varies from user to user. If the total number of all location data is different, the proper \( n \) also needs to be changed. The rate parameter \( l \) however is constant. A local density is calculated as the number of neighbors divided by the number of original location data (and not the input of the second procedure).

After density-based clustering, the procedure checks the density of each merged cluster. The density of each cluster is calculated by dividing the number of location data included in the cluster by the total number of original location data. Clusters that do not satisfy the density threshold \( d \) are eliminated from candidate address clusters. For example, in case \( d \) is 5\% and the total number of original location data is 10,000, clusters with less than 500 location data are eliminated. The remaining clusters are used as the input in the next procedure.

The pseudocode for high-density check is presented in Procedure 2. The procedure consists of two parts: density-based clustering (lines 1–23) and high-density check (lines 24–28). For density-based clustering, we exploit DBSCAN \cite{17}, the well-known density-based clustering algorithm. As mentioned in 2.2.2, DBSCAN algorithm is more suitable for the purpose of address authentication. If location data \( \text{loc} \) do not have enough neighbors (if local density is less than the local density threshold \( l \)), the location data are labeled as noise (lines 4, 19, and 20). By contrast, \( \text{loc} \) has enough neighbors, and it becomes a core point and a new cluster \( \text{cl} \) is generated (lines 4–5). According to the rule of DBSCAN, the cluster \( \text{cl} \) includes \( \text{loc} \)'s neighbors \( \text{ns} \) if the neighbors are not already contained in other clusters (lines 8–11). The procedure also allocates neighbors \( \text{ns} \) to a seed set \( \text{seeds} \) and checks the core point condition of each neighbor (lines 6, 7, and 13). If a neighbor is a core point, the neighbor's neighbors are also added to the current cluster \( \text{cl} \) and allocated to the seed set \( \text{seeds} \) (lines 13 and 14). This process is repeated until all connected core points and their neighbors are contained in the cluster \( \text{cl} \) (lines 7–17). If the density of the generated cluster \( \text{cl} \) is lower than the cluster density threshold \( d \), \( \text{cl} \) is eliminated. Consequently, only clusters that satisfy the condition of high density remain in the candidate clusters \( \text{cls} \). The candidate address clusters \( \text{cls} \) are used as the input in the next procedure.
Procedure 2: High-density check (density-based clustering)

Input: location data after long-duration check \( \text{locs} \),
- local density threshold for clustering \( l \),
- radius threshold for clustering \( r \),
- the number of original location data \( \text{numOrigLocs} \),
- cluster density threshold \( d \)

Output: candidate clusters \( \text{cls} \)

```plaintext
forall \( \text{locs} \) do
  if label (loc) == unprocessed then
    \( \text{ns} \) = loc’s neighbor locations within \( r \)
    if \( (|\text{ns}| / \text{numOrigLocs}) > l \) then
      add loc to new cluster \( \text{cl} \)
      seed set \( \text{seeds} \) = \( \text{ns} \)
      forall \( \text{seeds} \) do
        if label (seed) == Noise then
          add seed to \( \text{cl} \)
        else if label (seed) == unprocessed then
          add seed to \( \text{cl} \)
          \( \text{ns} \) = seed’s neighbor locations
          if \( (|\text{ns}| / \text{numOrigLocs}) > l \) then
            add \( \text{ns} \) to \( \text{seeds} \)
        end if
      end for
      add \( \text{cl} \) to \( \text{cls} \)
    end if
  else
    label (loc) = Noise
  end if
end forall
forall \( \text{cls} \) do
  if \( (|\text{locs in cl}| / \text{numOriginLocs}) < d \) then
    delete \( \text{cl} \) from \( \text{cls} \)
  end if
end forall
return \( \text{cls} \)
```

3.3.3. Third Procedure: Consistency Check

To verify the consistency condition of each candidate cluster, the proposed method utilizes the number of days that the user stayed in the cluster. Each cluster’s consistency ratio is calculated by dividing the number of days included in the cluster by the total number of days in the user’s location history. If a cluster’s consistency ratio does not exceed a threshold \( c \), then the cluster is eliminated. For example, in case \( c \) is 50% and the total number of days in the user’s location history is 60, clusters with less than 30 days are eliminated. Note that previous procedures already eliminate locations where the user does not stay long enough. The remaining clusters finally become the EACs.

The pseudocode for the consistency check is presented in Procedure 3. Each location data in a cluster \( \text{cl} \) have a timestamp as well as a coordinate. The procedure can identify the days the user stays in the cluster \( \text{cl} \) from the timestamps of the location data in \( \text{cl} \). If the consistency ratio of \( \text{cl} \), that is, the
rate of the number of days in $cl$, does not exceed the consistency threshold $c$, and $cl$ is eliminated (lines 2–4). After the consistency check, the output $cls$ becomes an EAC.

**Procedure 3: Consistency check**

| Input: | candidate clusters after high-density check $cls$, the number of days in original location data $numDays$, consistency threshold $c$ |
|--------|--------------------------------------------------------------------------------------------------|
| Output: | estimated address clusters $cls$ |
|        | forall $cls$ do                                                                                |
|        | 1. $days = \text{the number of days in } cl$                                                   |
|        | 2. if $(days / numDays) < c$ then                                                               |
|        | 3. delete $cl$ from $cls$                                                                       |
|        | 4. end if                                                                                        |
|        | 5. end forall                                                                                   |
|        | 6. return $cls$                                                                                  |

### 3.4. Address Authentication Based on EACs

If an address is contained in one of the EACs, then the address is authenticated. It is, however, difficult to compare the address and EACs because the shapes of the EACs are flexible. Therefore, the proposed method adds the address coordinate to the location data at the start of the second procedure and checks whether they are eliminated or not after all the procedures are complete. Because the address coordinate has no timestamp, it cannot be added in the first procedure. If the address does not satisfy the first condition, it is naturally eliminated in the second procedure because no other location data exist near the address coordinate.

The other manner of authenticating an address is by using the local density threshold $l$. After discovering the EACs, the proposed method stores them. When authenticating an address, the proposed method checks the number of the address’s neighbors in an EAC. In other words, if the local density (in an EAC) of the address is higher than the local density threshold $l$, we can consider that it belongs to the EAC and authentication is successful. This condition is the same for the finding core node in the second procedure. The results of the two authentication approaches are identical, but the second is more resource efficient because it can reuse the discovered EACs.

The process of discovering EACs reduces the number of clusters compared with the existing clustering approaches while carefully avoiding the risk of eliminating address clusters. The reduced clusters can help achieve our goal of decreasing the authentication error rate. Note that the misclassification problem worsens when the number of clusters increases and each cluster grows, as mentioned above.

Figure 7 shows an example of discovering EACs. The first figure shows the real location history of a user during 60 days. After the long-duration check, we see that many location data are eliminated. Multiple clusters overlap each other in the same location. Different colors denote different clusters. After the high-density check, overlapped clusters are merged as a cluster and some clusters are eliminated. The second procedure eliminates clusters with low density, that is, clusters with few location data. After the consistency check, only one cluster remains and becomes the EAC. The third procedure eliminates clusters that have few days. Because the user’s address is contained in the EAC, the address is authenticated. The number of EACs can vary with the life pattern of the user. In this example, the EAC to the left is the user’s home and that to the right is the university. The two EACs may be discovered because the user is a university student. This study focuses on home address authentication but the proposed method can authenticate the user’s office address too because the properties of the two addresses are very similar.
The order of the three procedures is also important. If the long-duration check is performed after the high-density check, a cluster can be unexpectedly enlarged because of the characteristics of density-based clustering. Moreover, time-based clustering is difficult because many location data are missing in the stream of location data with the time axis. The consistency check must be performed last because it can check the consistency after cluster generation.

4. Experimental Evaluation

4.1. Experimental Settings

As no public test set of location history with corresponding addresses is available, we construct our own set of tests. We conduct two types of experimental environments: a metro area and a small area. For the metro area, we gather 27 location histories and addresses from 27 people (10 females and 17 males) living in Seoul, Korea. The participants are office workers who use Android smartphones, with ages in the twenties to forties. Twenty-four participants used smartphones manufactured by Samsung, including Galaxy S8, Galaxy S7, Galaxy S6 Edge, Galaxy Note 8, Galaxy Note 5, and Galaxy Note 4; the remaining 3 participants used smartphones manufactured by LG, namely, the G5, V30, and sXcreen. In a small area, we gather 26 location histories and addresses from 26 undergraduates (12 females and 14 males) living near Kongju National University, Kongju, Korea. The participants who use Android smartphones are in their twenties except 2 males in their thirties. Eighteen participants used smartphones manufactured by Samsung, such as Galaxy S8, Galaxy S7, Galaxy S6, Galaxy Note 5, and Galaxy Note 4; the remaining 8 participants used smartphones manufactured by LG, namely, the G3, V10, and V20. Figures 8 and 9 show the addresses in the metro area and small area, respectively. The average duration of the location histories was approximately 63 days. The location data were collected every minute during the day. For each user’s test (for each location history), the subject denotes the legitimate user’s address and others denotes other users’ addresses. The address authentication methods have to accept only the subject and reject others. The experimental results are presented as the average values of all users’ address authentications. Location histories are collected via an application on Android smartphones, and the procedures for address authentication are implemented and performed in Python on a Linux server.
Table 1 shows the parameter ranges. For example, when \( s \) is 50 m and \( t \) is 3 h, time-based clustering generates a cluster only when the user stays for more than 3 h within a 50-m area in the first procedure. When \( r \) is 10 m and \( l \) is 0.5\%, density-based clustering generates a cluster including location data whose local density is more than 0.5\% within a 10-m area in the second procedure. When \( d \) is 10\%, clusters whose density is less than 10\% are eliminated in the second procedure. When \( c \) is 50\% and the number of days in the user’s location history is 60, clusters with less than 30 days are eliminated in the third procedure.
The performance of the proposed method is influenced by threshold parameters as well as the number of clusters. For example, if clusters are too small, the proposed method has a higher risk of false rejection because the address of the user is more likely to be out of the clusters. By contrast, if clusters are too large, the probability of false acceptance increases because addresses of other users are more likely to be contained in the clusters. We discover appropriate values of the threshold parameters via experiments based on real location histories.

### 4.2. Experimental Results for the Metro Area

The performance of the proposed method is compared with the results of previous studies on TBC [23] and DBSCAN [17]. Table 2 shows the address authentication results of three approaches in the best cases. The performances are described in terms of three error factors: false positive rate (FPR), false negative rate (FNR), and average error rate (AER). FPR means the rate of falsely accepting illegitimate addresses and FNR means the rate of falsely rejecting legitimate addresses. AER is the average value of FPR and FNR. The term # clusters denotes the average number of clusters for 27 location histories. The best cases are chosen based on AER. Note that our goal is to reduce the authentication error rate.

#### Table 2. Address authentication results for the metro area.

| Method       | FPR  | FNR  | AER  | # Clusters |
|--------------|------|------|------|------------|
| TBC          | 0.0188 | 0.0370 | 0.0279 | 24.21 |
| DBSCAN       | 0.0296 | 0.0 | 0.0148 | 13.82 |
| Proposed method | 0.0108 | 0.0 | 0.0053 | 6.81 |

The parameter values in the best case are summarized as follows. For TBC, the threshold parameters $s$ and $t$ are 250 m and 4 h, respectively. For DBSCAN, the parameters $l$ and $r$ are 0.7% and 200 m, respectively. For the proposed method, the parameters $s$, $t$, $l$, $r$, $d$, and $c$ are 200 m, 3 h, 0.8%, 30 m, 24%, and 65%, respectively.

Both DBSCAN and the proposed method have no false rejects, that is, FNRs are 0. However, the FPR of the proposed method is lower than that of other approaches because the average number of clusters is less than half of them. Even though the average number of clusters in DBSCAN is less than that of TBC, the FPR of DBSCAN is higher than that of TBC because of the size of each cluster. The average cluster size in DBSCAN is the highest. As mentioned in the Introduction, the presence of wide and many clusters worsens the misclassification problem in address authentication.

The primary objective of the simulations is to identify the proper values of parameters. However, Seoul is a big city, and a dataset of 27 people is too small for the metro area. Addresses are located far apart from each other, and location histories rarely overlap. The average distance among the addresses is almost 10 km. Thus, cases of authentication errors are fundamentally very small. We therefore acknowledge that our dataset for the metro area is limited with regard to evaluating the authentication accuracy and identifying proper parameter values for the proposed method. Accordingly, we construct a new dataset for the small area.
4.3. Experimental Results for the Small Area

Figure 9 shows a map of the small area including only a university and its environs. The addresses are located close to each other. The location histories frequently overlap because the participants are university students. Therefore, the probability of authentication errors is higher than that in the metro area.

Table 3 shows the address authentication results of the three approaches in the best cases for the small area. The performances are described in terms of three factors: FPR, FNR, and AER. The number of clusters is the average number of clusters for 26 location histories. The term area denotes the average cluster areas for all users, and each user’s area is the sum of all cluster areas. The best cases are chosen based on AER.

| Method       | FPR   | FNR   | AER   | # Clusters | Area (m²) |
|--------------|-------|-------|-------|------------|-----------|
| TBC          | 0.0473| 0.0385| 0.0429| 113.42     | 320533    |
| DBSCAN       | 0.0415| 0.0385| 0.04  | 11.2308    | 112703    |
| Proposed     | 0.02  | 0.0   | 0.01  | 3.7558     | 4522      |

The parameter values in the best case are summarized as follows. For TBC, the parameters $s$ and $t$ are 60 m and 5 h, respectively. For DBSCAN, the parameters $r$ and $l$ are 20 m and 0.8%, respectively. For the proposed method, the parameters $s$, $r$, $l$, $d$, and $c$ are 60 m, 1 h, 20 m, 1%, 21%, and 20%, respectively. We cannot try all combinations because the number of parameters is large. Therefore, we found a local optimum for a parameter, fixed it, and then found another local optimum for another parameter. To approximate the global optimum as much as possible, if an unusual result is found, we return to the related parameters and repeat the experiment.

Compared with results for the metro area, all authentication errors increase due to the environments. The AER of TBC increases by 1.5% from 2.79% to 4.29%. The AER of DBSCAN increases by 2.52% from 1.48% to 4%. Finally, the AER of the proposed method increases by 0.47% from 0.53% to 1%. The AER of the proposed method is slightly higher in comparison with that of TBC and DBSCAN. TBC constructs many clusters and DBSCAN constructs large-scale clusters. Therefore, the area of the proposed method is much smaller than that of TBC and DBSCAN. In a stricter environment, that is, when more users exist in a small area, the differences in AER between the proposed method and other methods may be bigger.

Figures 10–12 show the relation between the AER and the cluster area in TBC, DBSCAN, and the proposed method, respectively. The cluster area and error rate vary with the parameters in each method.

The three graphs show that FNR decreases as the cluster area increases. A higher cluster area raises the possibility that the subject is contained in the clusters (true accept). However, FNR becomes very low and stable if the cluster area exceeds a certain size. This is because the address cluster can satisfy the conditions of long duration (TBC), high density (DBSCAN), and the three procedures (the proposed method). The difficult part is eliminating unnecessary clusters that may cause a false accept. In TBC and DBSCAN, FPR consistently increases according to the cluster area. The higher cluster area also raises the possibility that others are included in one of the clusters (false accept). The graph of the proposed method shows more complex aspects because the final clusters (EACs) are generated by three procedures rather than one condition. However, FPR of the proposed method is less than other methods because the cluster area is much small. We assume that many clusters cause authentication errors. These graphs show that not only many but also wide clusters adversely affect the authentication results. According to the applications, the proposed method can prioritize FPR or FNR. These experiments use AER, the average error rate, for identifying the proper parameters.
Figure 10. Error rate according to the cluster area (TBC).

Figure 11. Error rate according to the cluster area (DBSCAN).

Figure 12. Error rate according to the cluster area (Proposed method).
4.4. Experimental Results on Precision

Authentication errors are more likely to occur when addresses are located close to each other. In other words, the proposed method is limited as it cannot distinguish between addresses located too close to each other. This is caused by the inherent uncertainty of location information during the collection of location history. This section describes the precision of the proposed method, meaning the minimum distance between addresses that the proposed method can distinguish. In small area of Figure 9, the minimum distance among addresses is ~19 m. The distances are measured between the centers of two buildings. The proposed method have 2% FPR and we find out that most errors are occurred around four addresses located very close to each other.

To investigate the precision of the proposed method, we exclude two addresses from an experiment as shown in Figure 13. Now, the minimum distance among addresses is ~43 m and only one address is located in a small block separated by roads.

Table 4 shows the address authentication results of the three approaches in the best cases for the small area after excluding two addresses. For TBC, the parameters \( s \) and \( t \) are 40 m and 5 h, respectively. For DBSCAN, the parameters \( r \) and \( l \) are 15 m and 0.6%, respectively. For the proposed method, the parameters \( s, t, r, l, d, \) and \( c \) are 40 m, 3 h, 20 m, 0.8%, 24%, and 30%, respectively.

The proposed method have no authentication errors in the new environment. In comparison with the results for the small area, the number of clusters and average cluster areas decrease, and parameters become stricter. The error rates of TBC and DBSCAN also decrease slightly but still have a certain amount of errors. In the experiment, we can say that the precision of the proposed method is small unit in block or distance of 43 m.
Specifically, the observation for precision can be little hasty due to the small amount of location history data. We mention this problem again in “Discussion” section. However, overall experiments can show the differences and tendencies of authentication accuracy and precision compared with other approaches.

5. Discussion

Address authentication requires that some conditions be followed while constructing the data set. The location history must be collected for more than a certain period of time. Two weeks of a business trip cannot affect four months of location history, but it can greatly affect one month of location history. We consider that more location histories are needed for precise experiments, such as the address for each building and address for each block. Moreover, we assume that the proposed method is superior to other methods in a stricter environment, a small area with more location histories. However, it is difficult to collect data because location history is very sensitive and is regarded as personal information.

We assume that the actual residence is the location at which the user stays the longest and most frequently. This is our definition of the actual residence and the conditions of the proposed method as well as an assumption. People normally return to and sleep at the residence almost daily, and it is difficult to distinguish the residence with other features. In our experimental results, the third condition, that is, “how many days the user stays in there”, was 20%. In contrast, the special cases for which the user stays other places over 80% are very unusual. It is a more special case if the duration of location history is longer. Consequently, we regard the proposed method as practical for the following two reasons. First, it is very special case that the user stays other places for very long periods (over 80%). Second, it is difficult to identify the residence by using other features.

This paper proposed algorithms for address authentication. To apply the algorithms to mobile devices or online services, more considerations such as data security, privacy, and computational complexity are required. These considerations exceed scope for this paper but would be a good focus for future work. For examples, for privacy and data security, if the proposed method operates on smartphones, a possible approach is to only provide the results of address authentication rather than the location history.

We collect location histories by smartphone application for experiments. Another way is to use map service. For example, Google map users can obtain their own location histories by JSON files. Address authentication method can use the location histories in times of need without the data collection period. If a map service provider is allowed to share a user’s location history, cooperation with the provider can be a good way for service deployment.

6. Conclusions and Future Work

This paper proposed an address authentication method based on a user’s location history. To reduce the authentication error rate compared with existing studies using LOI, the proposed method identified three properties of addresses that distinguish them from other LOIs. Among LOIs, we discovered estimated address clusters that satisfied the properties of long duration, high density, and consistency. By eliminating unnecessary clusters, that is, inappropriate LOIs, the proposed method can reduce the risk of misclassification, which leads to authentication errors. The experimental results showed that the proposed method decreased the authentication error rate (1%) compared with authentication approaches using time-based clustering (4.29%) and density-based clustering (4%) alone. The proposed method also provide appropriate values of the threshold parameters based on real location histories.

Our future work will apply this methodology of discovering address location to other meaningful places. Other places may contain other properties pertaining to the locations. If we can find the properties, we can also discover the locations and meanings of the places. Furthermore, we will try to collect more location histories for more precise experiments.
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Appendix A. Availability of Data

![Figure A1. Screenshot of smartphone application and sample of location history.](image)

The datasets generated and/or analyzed during the current study are not publicly available due to the privacy issue. According to the participant agreement, we cannot reveal location history and address data. Therefore, we provide samples of smartphone application screen (location collector) and location history in Figure A1. For convenience of participants, application contains some Korean words.
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