Exact Free Energies of Statistical Systems on Random Networks
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Abstract. Statistical systems on random networks can be formulated in terms of partition functions expressed with integrals by regarding Feynman diagrams as random networks. We consider the cases of random networks with bounded but generic degrees of vertices, and show that the free energies can be exactly evaluated in the thermodynamic limit by the Laplace method, and that the exact expressions can in principle be obtained by solving polynomial equations for mean fields. As demonstrations, we apply our method to the ferromagnetic Ising models on random networks. The free energy of the ferromagnetic Ising model on random networks with trivalent vertices is shown to exactly reproduce that of the ferromagnetic Ising model on the Bethe lattice. We also consider the cases with heterogeneity with mixtures of orders of vertices, and derive the known formula of the Curie temperature.
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1 Introduction

The Ising model is a theory of magnets with only nearest-neighbor interactions sitting on a lattice. It is a simple but tremendously useful model in physics which allows us to describe cooperative phenomena at a critical point. Its effectiveness, in fact, is not exclusive to physics, but expands to various disciplines such as chemistry, metallurgy, mathematics and biology. Therefore, needless to say, the Ising model plays a quite important role in science.

In the history of Ising model, the most influential work has been made by Onsager in 1944 [10]: the exact solution of the 2-dimensional model has been obtained; thereby the existence of the phase transition has been proven. A significance of the exact result is to provide us a clear-cut picture of the physics near the critical point. Although 70 years have gone by since Onsager’s novel work, no one has yet solved the 3-dimensional Ising model exactly. Recently, however, there was a great progress in that direction based on the conformal bootstrap [6], although still it has not given us an exact result. Other examples of the exactly solvable Ising model are, for instance, those on the 2-dimensional dynamical lattice [8] and the Bethe lattice (infinite regular tree) [2]. In the former, some simplifications exist because of enhanced symmetries. In the latter, it has been argued in [7] that regular random networks asymptotically approach the Bethe lattice in the thermodynamic limit. As can be expected from this fact, some exact results have been obtained for the Ising model on the random networks [1, 3, 4, 5, 7, 9], which are in accord with that on the Bethe lattice.

In this letter, we discuss a general procedure to obtain exact free energies of statistical systems on random networks with bounded but generic degrees of vertices by considering Feynman
diagrams as random networks. As demonstrations of our method, we obtain the exact free energy of the ferromagnetic Ising model on random networks with trivalent vertices, and show that it exactly agrees with that of the Ising model on the Bethe lattice. We also consider the cases of non-regular random networks with bounded but generic orders of vertices, and derive the known formula of the Curie point [5, 9]. We would like to comment that similar ideas of using Feynman diagrams as random networks were considered in some former works [1, 7, 12], but the current work has some differences in methods and directions of interests. For instance, since we stick to exact expressions with real integrations rather than complex ones, the roles played by mean fields and the limitation of the mean field treatment can be clearly seen.

2 Statistical systems on random networks with trivalent vertices

Let us start with a statistical system on random networks with trivalent vertices. It is defined by the partition function [11]

$$Z_n(K, M) = \frac{A}{n!} \int_{-\infty}^{\infty} \prod_{a=1}^{N} d\phi_a (M_{bcd}\phi_b\phi_c\phi_d)^n e^{-\phi_e K_{ef}^{-1} \phi_f},$$

where $K^{-1}$ is the inverse of a symmetric real matrix $K$ with positive eigenvalues, $A = \det K^{-\frac{1}{2}}$, $M$ is a real symmetric three-index tensor, and the repeated indices are assumed to be summed over. Through the Gaussian integration over $\phi_a$'s, the partition function (1) is represented by the summation of the Feynman diagrams, which may be regarded as random networks, with $n$ trivalent vertices weighted by $M_{abc}$ and with $3n/2$ edges weighted by $K_{ab}$. The generated networks contain disconnected ones in general, but this possibility can be neglected in the thermodynamic limit $n \to \infty$, since a single connected component dominates in this limit. By rescaling $\phi_a \to \sqrt{n}\bar{\phi}_a$ in (1) and applying the Laplace method to the integral, one can obtain the exact free energy in the thermodynamic limit $n \to \infty$ [11]:

$$f(K, M) = -\lim_{n, even} \frac{1}{\beta} \left[ \frac{1}{n} \log Z_n(K, M) - f_0(n) \right] = \frac{1}{\beta} \left( \bar{\phi}_a K_{ab}^{-1} \bar{\phi}_b - \frac{1}{2} \log \left[ g(\bar{\phi})^2 \right] \right), \quad (2)$$

where $\beta$ is an inverse temperature, $f_0(n) = \frac{1}{2} \log n + 1$, $g(\bar{\phi}) = M_{abc}\bar{\phi}_a\bar{\phi}_b\bar{\phi}_c$, and $\bar{\phi}_a$ ought to be real and determined in such a way as to minimize (2) for given $K, M$. Here we have subtracted $f_0(n)$, which is divergent in the limit $n \to \infty$, since it is independent of $K$ and $M$ and hence can be regarded as the free energy of the network rather than that of the statistical system on it. In taking the limit, we have to assume $n$ to be even, since $Z_{n=odd} = 0$ for trivalent vertices. We stress here that the free energy in the thermodynamic limit (2) is exact, since the corrections to the Laplace method are of order $\log[n]/n$ and vanish in the limit.

The minimization of (2) can be realized by one of the solutions to the following extremeness condition

$$2K_{ab}^{-1} \bar{\phi}_b - \frac{3M_{abc}\bar{\phi}_b\bar{\phi}_c}{g(\bar{\phi})} = 0. \quad (3)$$

In order to analyze the condition (3), it is useful to rescale $\bar{\phi}_a = g(\bar{\phi})w_a$. Then (3) becomes

$$2K_{ab}^{-1} w_b - 3M_{abc}w_b w_c = 0, \quad (4)$$

and the free energy turns out to be

$$f(K, M) = \frac{1}{\beta} \left( \frac{3}{2} - \frac{1}{2} \log \left[ \frac{3}{2} \right] + \frac{1}{2} \log \left[ w_a K_{ab}^{-1} w_b \right] \right). \quad (5)$$
Thus the free energy is determined by one of the non-vanishing solutions to (4) which mini-
mizes (5).

The ferromagnetic Ising model with spins on vertices on random networks can be realized by
taking \( N = 2 \) and the weights as

\[
K_{ab} = \exp \left[ \beta J \sigma_a \sigma_b \right], \quad M_{abc} = \exp [\beta H \delta_{ab} \delta_{ac}],
\]

where \( \sigma_1 = 1, \sigma_2 = -1, \) and \( H \) and \( J \) are a magnetic field and a nearest-neighbour coupling, re-
respectively. Here we are forced to consider the ferromagnetic case, \( J > 0 \), since all the eigenvalues
of \( K \) must be positive for the integration (1) to be well-defined. Then (4) are given by

\[
3e^{\beta H} \sinh [2\beta J] w_1^2 - e^{\beta J} w_1 + e^{-\beta J} w_2 = 0, \quad (7)
\]

\[
3e^{-\beta H} \sinh [2\beta J] w_2^2 - e^{\beta J} w_2 + e^{-\beta J} w_1 = 0. \quad (8)
\]

Note that (7) and (8) are symmetric under the simultaneous flip, \( H \rightarrow -H \) and \( w_1 \leftrightarrow w_2 \). By
solving (7) for \( w_2 \), and plugging it into (8), one obtains

\[
w_1 \left[ 2 - 6e^{2\beta J} \cosh[\beta(H - J)] \right] w_1 + 18e^{2\beta J} \sinh[2\beta J] w_1^2 - 27e^{\beta(H + J)} \sinh[2\beta J]^2 w_1^3 = 0. \quad (9)
\]

Since the solutions of (9) are given by \( w_1 = 0 \) and those to a cubic equation, there exist explicit
analytic expressions for the solutions. While these solutions are too complicated to write down
in the general case, the non-vanishing solutions in the case of \( H = 0 \) have the following simple
expressions:

(I) \( w_1 = w_2 = \frac{1}{3 \cosh[\beta]} \),

(II) \( w_1 = \frac{1 \pm \sqrt{\frac{e^{\beta} - 3e^{-\beta}}{2 \cosh[\beta]}}}{6 \sinh[\beta]}, \quad w_2 = \frac{1 + \sqrt{\frac{e^{\beta} - 3e^{-\beta}}{2 \cosh[\beta]}}}{6 \sinh[\beta]}, \)

where we have set \( J = 1 \) for simplicity. The solution (I) is real for all \( \beta \). The solutions (II) are real and minimize (5) for \( \beta > \beta_c = \frac{1}{2} \log[3] \), but are not real and therefore inappropriate for \( \beta < \beta_c \). Thus, by putting the solutions into (5), the free energy is determined to be

for \( \beta \leq \beta_c \),

\[
f(\beta) = \frac{3}{2\beta} - \frac{1}{2\beta} \log \left[ \frac{3}{2} \right] - \frac{1}{2\beta} \log \left[ 9 \cosh[\beta]^3 \right],
\]

for \( \beta > \beta_c \),

\[
f(\beta) = \frac{3}{2\beta} - \frac{1}{2\beta} \log \left[ \frac{3}{2} \right] - \frac{1}{2\beta} \log \left[ \frac{36 \cosh[\beta] \sinh[\beta]^3}{e^{\beta} - 2e^{-\beta}} \right].
\]

From these expressions of the free energy, one can derive the specific heat, \( C = -2\beta^2 \frac{\partial}{\partial \beta} f - \beta^3 \frac{\partial^2}{\partial \beta^2} f \):

\[
C(\beta) = \begin{cases} 
\frac{3\beta^2}{2 \cosh[\beta]^2}, & \text{for } \beta < \beta_c, \\
\frac{3\beta^2(2 \sinh[2\beta] + \cosh[2\beta] - 2)}{2 \cosh[\beta]^2 \sinh[\beta]^2 (2 - e^{2\beta})^2}, & \text{for } \beta > \beta_c.
\end{cases}
\]

In the case with a non-vanishing magnetic field, it is a straightforward task to obtain the
perturbative solutions, \( w_1 = w_1^{(0)} + w_1^{(1)} H + w_1^{(2)} H^2 + \cdots \), of (9), and compute the free energy in
perturbation of $H$. Then one can determine the magnetization $m = -\frac{\partial f}{\partial H}|_{H=0}$ and the magnetic susceptibility $\chi = -\frac{\partial^2 f}{\partial H^2}|_{H=0}$ as follows:

$$m(\beta) = \begin{cases} 0, & \text{for } \beta < \beta_c, \\ \frac{1}{1 - 2e^{-2\beta}} \sqrt{e^{2\beta} - 3} / e^{2\beta} + 1, & \text{for } \beta > \beta_c, \end{cases}$$

$$\chi(\beta) = \begin{cases} 2\beta / 3e^{-2\beta} - 1, & \text{for } \beta < \beta_c, \\ 4\beta e^{2\beta} / (2 - e^{2\beta})^2(e^{4\beta} - 2e^{2\beta} - 3), & \text{for } \beta > \beta_c. \end{cases}$$

The results above show that there is a second-order phase transition point at $\beta = \beta_c$ with mean field features; the specific heat has a jump at the point; the magnetization and the magnetic susceptibility behave around it as $m(\beta) \sim (\beta - \beta_c)^{1/2}$ and $\chi(\beta) \sim (\beta - \beta_c)^{-1}$, respectively [1, 3, 4, 5, 7, 9]. In our method, the roles of mean fields are played by $\phi_a$.

In fact, one can show that the system is fully equivalent to the ferromagnetic Ising model on the Bethe lattice [2] up to const/β. Indeed it is easy to explicitly find an $R$, by which $K$ and $M$ for $J < 0$ in (6) are transformed to a symmetric real matrix $K'$ with positive eigenvalues and $M'$ which is complex for $H \neq 0$. Then the expression (1) with $K'$ and $M'$ is well-defined, and gives the exact free energy for the anti-ferromagnetic case. In this case, however, we cannot apply the Laplace method to obtain (2), because the integrand is complex. As a result, the system cannot be treated with mean fields. On the other hand, the integration in (1) for such a case could be computed by the saddle point method by deforming the real integration contours to complex.
ones. However, it would be a non-trivial issue to generally show the existence of such deformed complex contours satisfying the conditions validating saddle point treatment, while this would be possible for some concrete cases [1, 7]. We would also like to comment that, by considering the tensor products of a number of $K$ and $M$ [1], the replica trick to quench random networks can also be treated in our method.

3 Extention to random networks with bounded but generic degrees of vertices

From now on, we will consider random networks with bounded but generic degrees of vertices. The partition function of such a generic model is defined by

$$Z_n(K, M, t) = \frac{A}{n!} \int_{-\infty}^{\infty} \prod_{a=1}^{N} d\phi_a \left[g_n(\phi)\right]^n e^{-\phi_a K^{\infty}_a \phi_e},$$

(12)

where $g_n(\phi)$ is a polynomial function of $\phi_a$ in the form

$$g_n(\phi) = \sum_{k=3}^{p} \frac{n^{-k}}{2} t^{(k)} M^{(k)}_{a_1...a_k} \phi_{a_1} \cdots \phi_{a_k}.$$  

(13)

Here $t^{(k)}$ are variables introduced for convenience, and the scalings in $n$ are needed for all the couplings $M^{(k)}$ to play roles in dynamics, i.e., without the scalings, the dynamics will be dominated by the highest order term. This will become clear in due course.

The generic random networks generated by (12) and (13) contain 3- to $p$-valent vertices. Since the number of vertices with degree $k$ in each contribution to the partition function can be counted by the order of $t^{(k)}$, the statistical average of vertex degree can be computed by

$$\langle k \rangle_n = \frac{1}{n} \sum_{k=3}^{p} k \frac{\partial}{\partial t^{(k)}} \log Z_n(K, M, t).$$

(14)

As for the thermodynamic limit, the same rescaling of $\phi_a$ and the application of the Laplace method as before in (12) leads to that the free energy $f(K, M, t)$ is given by the same expression as (2) with

$$g(\bar{\phi}) = \sum_{k=3}^{p} t^{(k)} M^{(k)}_{a_1...a_k} \bar{\phi}_{a_1} \cdots \bar{\phi}_{a_k}.$$  

Then the average of vertex degree (14) can be expressed in the thermodynamic limit as

$$\langle k \rangle = -\beta \sum_{k=3}^{p} k \frac{\partial}{\partial t^{(k)}} f(K, M, t) = \frac{1}{g(\phi)} \frac{\partial}{\partial \phi_a} g(\phi).$$

(15)

Similarly, the average of vertex degree square is given by

$$\langle k^2 \rangle = \frac{1}{g(\phi)} \left( \frac{\partial}{\partial \phi_a} g(\phi) \right)^2 g(\phi).$$

(16)

Let us consider the ferromagnetic Ising model on the general random networks for a vanishing magnetic field $H = 0$ by taking $N = 2$ and

$$K_{ab} = \exp[\beta J_{a_b}], \quad M^{(k)}_{a_1a_2...a_k} = \delta_{a_1a_2} \delta_{a_1a_3} \cdots \delta_{a_1a_k}.$$
Hereafter we set \( J = 1 \) for simplicity. The variables \( t^{(k)} \) parametrize the weights of each kind of vertices.

The extremeness condition for \( \bar{\phi}_a \) is given by

\[
2K_{ab}^{-1}\bar{\phi}_b - \frac{\bar{g}'(\bar{\phi}_a)}{\bar{g}(\bar{\phi}_1) + \bar{g}(\bar{\phi}_2)} = 0,
\]

where we have introduced \( \bar{g}(\bar{\phi}) = \sum_{k=3}^{P} t^{(k)} \bar{\phi}^k \), and its derivative \( \bar{g}'(\bar{\phi}) \) with respect to \( \bar{\phi} \). In the disordered phase, the solution is symmetric under \( 1 \leftrightarrow 2 \), i.e., \( \bar{\phi}_1 = \bar{\phi}_2 = \bar{\phi} \). Therefore \( \bar{\phi} \) must satisfy

\[
4(K_{11}^{-1} + K_{12}^{-1})\bar{\phi}^2 - \langle k \rangle = 0,
\]

which is obtained by substituting \( \bar{\phi}_1 = \bar{\phi}_2 = \bar{\phi} \) into (17), and using (15) and \( K_{11} = K_{22}, \ K_{12} = K_{21} \). At a second-order critical point, (17) must have degenerate solutions. This requires that the derivatives of (17) for \( a = 1, 2, 2 \)

\[
2K_{ab}^{-1}d\bar{\phi}_b - \frac{\bar{g}''(\bar{\phi}_a)d\phi_a}{\bar{g}(\bar{\phi}_1) + \bar{g}(\bar{\phi}_2)} + \frac{\bar{g}'(\bar{\phi}_a)\bar{g}'(\bar{\phi}_b)d\phi_b}{(\bar{g}(\bar{\phi}_1) + \bar{g}(\bar{\phi}_2))^2},
\]

must degenerate at the critical point. By taking the subtraction and addition of the two derivatives for \( a = 1, 2, \) and taking into account \( \bar{\phi}_1 = \bar{\phi}_2 = \bar{\phi} \), (15) and (16), one can find that there exist two cases of degeneracy:

(A) \( 4(K_{11}^{-1} - K_{12}^{-1})\bar{\phi}^2 - \langle k(k - 1) \rangle = 0, \)

(B) \( 4(K_{11}^{-1} + K_{12}^{-1})\bar{\phi}^2 - \langle k(k - 1) \rangle + \langle k \rangle^2 = 0. \)

In the case (A), by using (18), one can delete \( \bar{\phi}^2 \), and obtain

\[
\beta_c = \frac{1}{2} \log \frac{\langle k^2 \rangle}{\langle k^2 \rangle - 2\langle k \rangle}.
\]

This agrees with the formula for the Curie temperature obtained in the literatures \([5, 9]\). On the other hand, for the case (B), we obtain

\[
\langle k^2 \rangle - \langle k \rangle^2 - 2\langle k \rangle = 0.
\]

The degeneracy condition of the case (A) is obtained by the subtraction of the two derivatives, and correspondingly the degeneracy is in the direction \( d\phi_1 - d\phi_2 \). This direction is odd under the exchange \( 1 \leftrightarrow 2 \), which is associated to the flip of the magnetic field, \( H \rightarrow -H \), as explained in the sentence below (8). Thus the case (A) corresponds to a critical point of spontaneous magnetization. On the other hand, in the case (B), the degeneracy is in the symmetric direction \( d\phi_1 + d\phi_2 \), and the corresponding critical point, if it existed, would not be related to spontaneous magnetization.

### 4 Conclusions

We summarize our results. To begin with, we have formulated a systematic general method to obtain the exact free energies in the thermodynamic limit of statistical systems on random networks with bounded but generic degrees of vertices. Then, as demonstrations, we have discussed the ferromagnetic Ising models on random networks, and have reproduced the former results in the literatures \([1, 3, 4, 5, 7, 9]\). The mean field results in the former study can be
naturally understood by the roles of $\tilde{\phi}_a$ in the current work. The anti-ferromagnetic case has been shown to have a difficulty in the mean-field treatment. As for the future study, we can in principle put and analyze various statistical systems on random networks with heterogeneity of degrees of vertices by considering various choices of $N, K, M$. It seems also possible to extend the method to include networks with unbounded degrees of vertices by considering non-polynomial $g_n(\phi)$. It would also be interesting to pursue the connection to a model of quantum gravity [11].
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