SPACETIME FINITE ELEMENT METHODS FOR CONTROL PROBLEMS SUBJECT TO THE WAVE EQUATION
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Abstract. We consider the null controllability problem for the wave equation, and analyse a stabilized finite element method formulated on a global, unstructured spacetime mesh. We prove error estimates for the approximate control given by the computational method. The proofs are based on the regularity properties of the control given by the Hilbert Uniqueness Method, together with the stability properties of the numerical scheme. Numerical experiments illustrate the results.
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1. Introduction

We consider the classical null controllability problem for the wave equation, both with distributed and boundary control. Let $T > 0$, and let $\Omega \subset \mathbb{R}^n$, with $n \geq 2$, be a connected bounded open set with smooth boundary. We write

$$M = (0, T) \times \Omega, \quad \Gamma = (0, T) \times \partial \Omega.$$  

For a fixed initial state $(u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega)$, the distributed null control problem on $M$ reads: find $\phi \in L^2(M)$ such that the solution $u$ of

\[
\begin{cases}
\Box u = \chi \phi, \\
u|_\Gamma = 0, \\
u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1.
\end{cases}
\tag{1.1}
\]
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satisfies

\[ u|_{t=T} = 0, \quad \partial_t u|_{t=T} = 0. \tag{1.2} \]

Here \( \Box = \partial^2_t - \Delta \) is the wave operator, and \( \chi \) is a cutoff function that localizes the control in a subset of \( M \).

More precisely, we consider a cutoff of the form

\[ \chi(t, x) = \chi_0(t) \chi_1(x) \]

where \( \chi_0 \in C^\infty_0([0, T]) \) and \( \chi_1 \in C^\infty(\Omega) \) take values in \([0, 1]\).

Our main assumption is that

(A) \( \chi = 1 \) on \( (a, b) \times \omega \subset M \) satisfying the geometric control condition.

Here \( 0 < a < b < T \) and \( \omega \subset \Omega \) is open. The geometric control condition means that every compressed generalized bicharacteristic intersects the set \( (a, b) \times \omega \), when projected to \( M \). We refer to [4] for the rather technical definition of a compressed generalized bicharacteristic. Roughly speaking, all continuous paths on \( M \), consisting of lightlike line segments in its interior and reflected on \( \Gamma \) according to Snell’s law, must intersect \( (a, b) \times \omega \). However, projections of compressed generalized bicharacteristics may also glide along \( \Gamma \) under suitable convexity.

For a simple example, suppose \( \omega \) is a neighbourhood of the boundary \( \partial \Omega \), then the geometric control condition holds when \( b - a \) is larger than the diameter of \( \Omega \). Observe that also \( T \) needs to be larger than the diameter.

For our main result we assume, furthermore, that \( (u_0, u_1) \in H^{k+1}(\Omega) \times H^k(\Omega) \) for some \( k = 2, 3, \ldots \), and that the following compatibility conditions of order \( k \) are satisfied

\[
(\Delta^j u_0)|_{\partial \Omega} = 0 \quad \text{for} \quad j = 0, 1, \ldots, \left\lfloor \frac{k}{2} \right\rfloor, \tag{C1}
\]

\[
(\Delta^j u_1)|_{\partial \Omega} = 0 \quad \text{for} \quad j = 0, 1, \ldots, \left\lfloor \frac{k - 1}{2} \right\rfloor. \tag{C2}
\]

Here \( \lfloor \cdot \rfloor \) is the floor function that gives the greatest integer less than or equal to its argument. We recall that the compatibility conditions guarantee that, for smooth enough \( \phi \), the solution \( u \) of (1.1) is in \( H^{k+1}(M) \), see e.g. Theorem 6, p. 412 of [22].

Under these assumptions, we show that the stabilized finite element method introduced below gives such an approximation \( \phi_h \) of a certain minimum norm solution \( \phi \) to the control problem that

\[
\|\chi(\phi_h - \phi)\|_{L^2(M)} \lesssim h^q, \tag{1.3}
\]

where \( h > 0 \) is the mesh size and \( q \leq k - 1 \) is the polynomial order of the finite element space. The implicit constant in the above inequality is independent of \( h \) and the functions \( \phi_h \) and \( \phi \). This notation is used in the paper when confusion is not likely to arise. See Theorem 2.4 for the precise formulation. In this result both \( u \) and \( \phi \) are assumed to be at least \( H^2(M) \)-smooth, corresponding to the above constraint \( k \geq 2 \). Moreover, we show that the approximation \( \phi_h \) can be used to compute an approximation \( \tilde{u}_h \) of \( u \) solving (1.1) and (1.2) such that

\[
\|u - \tilde{u}_h\|_E \lesssim h^q,
\]

where the norm is the natural energy norm

\[
\|u\|_E = \max_{0 \leq t \leq T} (\|u(t)\|_{H^1(\Omega)} + \|\partial_t u(t)\|_{L^2(\Omega)}), \tag{1.4}
\]
see Corollary 2.7. We prove also a weak convergence result for our method assuming only the smoothness $u_1 \in L^2(\Omega)$ in the case that $u_0 = 0$, see Theorem 3.1. The case with general rough data is left for future work.

Let us now sketch our result in the case of the boundary null control problem of the following form: given an initial state $(u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega)$, find $\psi \in L^2(\Gamma)$ such that the solution $u$ of

$$
\begin{align*}
\Delta u &= 0, \\
|u| &= \chi \psi, \\
|u|_{t=0} &= u_0, \quad \partial_t |u|_{t=0} = u_1,
\end{align*}
$$

satisfies the final time condition (1.2). Under a geometric control condition analogous to (A), and the above regularity assumptions on the data $(u_0, u_1)$, we introduce a finite element method that converges as

$$
\|\chi (\psi_h - \psi)\|_{L^2(\Gamma)} \lesssim h^{q - \frac{1}{2}},
$$

with notations analogous to (1.3) and $q \leq k + 1$. See Theorem 4.4 for the precise formulation. Observe that, although there is a loss of order $1/2$ in (1.6) in comparison to (1.3), if the highest possible polynomial orders are used, the order in (1.6) becomes $k + 1/2$ versus $k - 1$ in (1.3). We can also rescale the method in the distributed case to get the order $q - 1/2$ for $q \leq k$, leading to $k - 1/2$ for the highest possible order.

### 1.1. Literature

This work is a contribution to the finite dimensional approximation of null controls for the linear wave equation. The seminal work is due to Glowinski and Lions in [25] where the search of the control of minimal $L^2$ norm is reduced (using the Fenchel–Rockafellar duality theory) to the unconstrained minimization of the corresponding conjugate functional involving the homogeneous adjoint problem. Minimization of the discrete functional, associated with centered finite difference approximation in time and $P^1$ finite element method in space is discussed at length in [25] and exhibits a lack of convergence of the approximation with respect to the discretization parameter $h$. This is due to spurious high frequencies discrete modes which are not exactly controllable uniformly in $h$.

This pathology can easily be avoided in practice by adding to the conjugate functional a regularized Tikhonov parameter, but this leads to so called approximate controls, solving the control problem only up to a small remainder term. Several cures aiming to filter out the high frequencies have been proposed and analyzed, mainly for simple geometries (1d interval, unit square in 2d, etc) with finite differences schemes. The simplest, but artificial, approach is to eliminate the highest eigenmodes of a discrete approximation of the initial condition as discussed in one space dimension in [39], and extended in [37]. We mention spectral methods initially developed [5] then used in [35]. We also mention so called bi-grid method (based on the projection of the discrete gradient on a coarse grid) proposed in [25] and analyzed in [30, 38] leading to convergence results. One may also design more elaborated discrete schemes avoiding spurious modes: we mention [24] based on a mixed reformulation of the wave equation analyzed later with finite difference schemes in [3, 11, 12] at the semi-discrete level and then extended in [43] to a full space-time discrete setting, leading to strong convergent results.

The above previous works, notably reviewed in [21, 50], fall within an approach that can be called “discretize then control” as they aim to control exactly to zero a finite dimensional approximation of the wave equation. A relaxed controllability approach is analyzed in [10] using a stabilized finite element method in space and leading for smooth two and three dimensional geometries to a strong convergent approximation. To our knowledge, [10] is the only previous work that fully proves a convergence rate for a numerical method solving the null controllability problem assuming only the geometric control condition. There linear rate is obtained when piecewise affine finite elements are used in spatial discretization and simple forward and backward finite differences are used in temporal discretization. The main novelty of the present paper is that we use higher order finite elements in spacetime and show that this leads to convergence rates of higher order.
Let us also mention [45] based on the Russel principle, extended in [2, 14, 26] for least-squares based method. On the other hand, one may also employ a “control then discretize” procedure, where the optimality system (for instance associated with the control of minimal $L^2$ norm ) mixing the boundary condition in time and space and involving the primal and adjoint state is discretized within a priori a space-time approximation. The well-posedness of such system is achieved by using so called global or generalized observability inequalities. Such approach avoids the numerical pathologies mentioned above and is notably well-suited for mesh adaptivity. On the other hand, the numerical analysis, within a conformal approximation is delicate since it requires to prove inf-sup stability that is uniform with respect to $h$. We mention [15] where this approach has been introduced within a conformal approximation leading to convergent numerical results for the control of minimal $L^2$ norm. It has been extended in [42] where the wave equation is reformulated as a first order system, solved in the one dimensional case with a stabilized formulation allowing to bypass the inf-sup property issue. We also mention [13] in the 1d case where the optimality system associated to cost involving both the control and the state is reformulated as a space-time elliptic problem of order four, leading to strong convergent result with respect to the discretization parameter. The present paper falls into this category and aims, in the spirit of [8] devoted to the dual data assimilation problem, to provide some convergent results, including rate of convergence, with respect to the discrete parameter. We mention a growing interest for space-time (finite element) methods of approximation for the wave equation, initially advocated in [23, 29, 31] and more recently in [1, 16, 17, 32, 47].

1.2. Outline of the paper

In Section 2 we introduce a weak formulation for the null controllability problem in the distributed control case, furthermore, we discretize and regularize the weak formulation and show that the control function obtained by solving the resulting finite dimensional linear system converges to a solution of the null controllability problem. The main theorem of Section 2, Theorem 2.4, gives a convergence rate for this numerical method.

In Section 3 we show that the method converges weakly even when $u_1$ in (1.1) has limited regularity in the sense that it is only in $L^2(\Omega)$. The result is incomplete, though, as we make the assumption $u_0 = 0$, see Theorem 3.1, the main theorem of the section. We leave the case of a non-vanishing $u_0 \in H^1_0(\Omega)$ as a topic of future research.

In Section 4, the case of boundary control is discussed. We focus on explaining the differences between this and the distributed control case. The main theorem, Theorem 4.4, is analogous to Theorem 2.4 in Section 2.

In Section 5 we present numerical experiments illustrating the theory developed in Sections 2 and 4, and brief conclusions are given in Section 6.

Appendix A gathers results on the continuum theory. We also rectify some inaccuracies in a related previous work [9] by three of the authors of the present paper, see also Remark 2.8.

Finally, Appendix B gives two proofs concerning the particular way that we deal with the domain $\Omega$ having smooth, non-polygonal boundary.

1.3. Notations

We write $(t, x) = (x^0, x^1, \ldots, x^n)$ for the coordinates on $\mathbb{R}^{1+n}$. Let $g$ stand for the Minkowski metric on $\mathbb{R}^{1+n}$, and denote by $g(\cdot, \cdot)$ the scalar product with respect to $g$. The wave operator can be written as $\Box = -\text{div}\, \text{grad} \, u$, where the divergence and gradient are defined with respect to $g$. Let $K \subset M$ be an open set with piecewise smooth boundary, and let $N = (N_0, \ldots, N_n)$ be the outward pointing unit normal vector field on $\partial K$, defined with respect to the Euclidean metric on $\mathbb{R}^{1+n}$. We write

$$\partial_\nu u = N \cdot \text{grad} \, v = -N_0 \partial_{x^0} v + N_1 \partial_{x^1} v + \cdots + N_n \partial_{x^n} v.$$ 

Note that div coincides with the Euclidean divergence, and we can apply the Euclidean divergence theorem to obtain
\[ \int_K u \Box v \, dx = \int_K g(du, dv) \, dx - \int_{\partial K} u \partial_t v \, ds, \quad (1.7) \]

where \( ds \) is the Euclidean surface measure on \( \partial K \), and \( du \) is the spacetime differential of \( u \), that is, the covector with the components \( \partial_{x_j} u \), \( j = 0, \ldots, n \).

2. Distributed control

2.1. Weak formulation of the control problem

We recall that, assuming (A), the distributed control problem can be solved by finding \( u \) and \( \phi \) such that

\[
\begin{align*}
\Box u &= \chi \phi, \\
u(x \in \partial \Omega &= 0, \\
u|_{t=0} &= u_0, \quad \partial_t u|_{t=0} = u_1, \\
u|_{t=T} &= 0, \quad \partial_t u|_{t=T} = 0, \\
\Box \phi &= 0, \\
\phi|_{x \in \partial \Omega} &= 0.
\end{align*}
\]

(2.1)

Moreover, if \((u_0, u_1) \in H^{k+1}(\Omega) \times H^k(\Omega)\) satisfies the compatibility conditions of order \( k \), then the unique solution \((u, \phi)\) to (2.1) satisfies

\[
\phi|_{t=T} \in H^k(\Omega), \quad \partial_t \phi|_{t=T} \in H^{k-1}(\Omega),
\]

(2.2)

and this initial data for \( \phi \) satisfies the compatibility conditions of order \( k - 1 \), see Theorem 5.1 of [20]. It follows that \( \phi \in H^k(M) \), and this again implies that \( u \in H^{k+1}(M) \). The convergence proof for our finite element method is based on the fact that the solution of (2.1) has this regularity.

The control given by \( \phi \) can be characterized also as the control with the minimum norm on \( M \) with respect to the weighted measure \( \chi \, dt \, dx \). The fact that (2.1) has a unique solution follows from this characterization. Uniqueness of the solution can also be proven directly, and we have included a short proof in Appendix A, see Lemma A.8 there.

For purposes of the numerical analysis below, it turns out to be convenient to rescale (2.1) in a “semiclassical” manner, that is, we multiply the equations in (2.1) by suitable powers of a small parameter \( h > 0 \), so that each derivative is multiplied by \( h \). Then (2.1) can be formulated weakly as

\[
a(u, \psi) = h^2 c(\phi, \psi) + L(\psi), \quad a(v, \phi) = 0,
\]

(2.3)

for all \( v, \psi \in C^\infty(M) \) vanishing on \( \Gamma \), where

\[
a(u, \psi) = \int_M g(hdu, h\partial_t \psi) \, dx - h(u, h\partial_t \psi)_{L^2(\partial\Omega \setminus \Gamma)}
\]

(2.4)

\[
L(\psi) = h(hu_1, \psi|_{t=0})_{L^2(\Omega)} - h(u_0, h\partial_t \psi|_{t=0})_{L^2(\Omega)},
\]

and \( c(\phi, \psi) = (\chi \phi, \psi)_{L^2(M)} \). Indeed, it follows from (1.7) that if smooth \((u, \phi)\) solves (2.1) then (2.3) holds for all smooth \((v, \psi)\) vanishing on \( \Gamma \).

Let us remark that the converse holds as well. That is, if (2.3) holds for a smooth pair of functions \((u, \phi)\) vanishing on \( \Gamma \) and for all smooth \((v, \psi)\) vanishing on \( \Gamma \), then \((u, \phi)\) solves (2.1). Indeed, to see that \( \Box \phi = 0 \) it suffices to let \( v \) vary in \( C^\infty_0(M) \) and integrate by parts. Analogously \( \Box u = \chi \phi \). To see that \( u \) satisfies the initial and final conditions, we let \( \psi \in C^\infty(M) \) satisfy \( \psi|_{\Gamma} = 0 \) and integrate by parts

\[
0 = a(u, \psi) - h^2 c(\phi, \psi) - L(\psi)
\]
This reduces to
\[
0 = (u_0 - u|_{t=0}, \partial_t \psi|_{t=0})_{L^2(\Omega)} + (\partial_t u|_{t=0} - u_1, \psi|_{t=0})_{L^2(\Omega)}
- (\partial_t u|_{t=T}, \psi|_{t=T})_{L^2(\Omega)} + (u|_{t=T}, \partial_t \psi|_{t=T})_{L^2(\Omega)}.
\]

Taking \(\psi(t, x) = \psi_0(t) \psi_1(x)\), with \(\psi_0 \in C^\infty(\mathbb{R})\) satisfying
\[
\psi_0(t) = \begin{cases} t \text{ for } t \text{ near } 0, \\ 0 \text{ for } t \text{ near } T, \end{cases}
\]
and varying \(\psi_1 \in C^\infty_0(\Omega)\), we see that \(u|_{t=0} = u_0\). The rest of the initial and final conditions follow similarly.

2.2. Discretization

We will formulate a discretized and regularized version of the weak formulation (2.3). This discretized version is given in the form of a finite dimensional linear system, see (2.13) below, and in Proposition 2.1 we will show that the system has a unique solution. Our computational method to solve the distributed control problem boils down to solving (2.13).

A special feature of the regularization used here is that it vanishes when applied to a smooth solution to (2.1). This leads to Galerkin orthogonality, see (2.16), and ultimately allows us to prove a good convergence rate for the method. Similar regularizations have been used for numerical analysis of unique continuation type problems, the closest previous result being that in [8].

Consider a family \(T = \{T_h : h > 0\}\) where \(T_h\) is a set of \(1 + n\)-dimensional simplices forming a simplicial complex. To keep the discussion as simple as possible, we assume in this section that
\[
\bigcup_{K \in T_h} = M
\]
(2.5)
for all \(h > 0\). This is a restrictive assumption since we also assumed that the spatial boundary \(\partial \Omega\) is smooth. We will explain later, see Remark 4.6, how this issue can be avoided by allowing the simplices adjacent to the boundary to have curved faces, fitting \(\Omega\). This fitting technique is also described in detail in the context of the boundary control problem below.

If the set \(\omega\) in assumption (A) is a neighbourhood of the boundary \(\partial \Omega\) then the distributed observability estimate in Theorem A.4 holds in the case of piecewise smooth \(\partial \Omega\) and large enough \(T > 0\). In particular, we can consider polyhedral \(\Omega\) and then \(\bigcup_{K \in T_h} = M\) is straightforward to arrange. The multiplier method can also be used to derive the distributed observability estimate for polyhedral \(\Omega\) and more general observation regions \(\omega\), however, this method can not reproduce the sharp geometric control condition in the case of smooth boundary [41].

We assume that the family \(T\) is quasi uniform, see e.g. Definition 1.140 of [18], and indexed by
\[
h = \max_{K \in T_h} \text{diam}(K).
\]
(2.6)

Then we define for \(p \in \mathbb{N}^+ = \{1, 2, \ldots\}\) the \(H^1(\Omega)\)-conformal approximation space of polynomial degree \(p\),
\[
V^p = \{u \in H^1(\Omega) : u|_{\Gamma} = 0, u|_K \in \mathbb{P}_p(K) \text{ for all } K \in T_h\},
\]
(2.7)
where \( \mathbb{P}_p(K) \) denotes the set of polynomials of degree less than or equal to \( p \) on \( K \). Occasionally we write also \( V_h = \bigcup_{p \in \mathbb{N}^+} V_h^p \).

Recall that the bilinear form \( a \), defined by (2.4), uses the “semiclassical” scaling. We choose \( h \) in (2.4) as the mesh parameter (2.6). Then there is \( C > 0 \) such that for all \( h > 0 \) and \( u, v \in H^2(M) + V_h \) there holds

\[
a(u, v) \leq C\|u\|_{H^2(T_h)}\|v\|_{H^2(T_h)},
\]

where the broken semiclassical Sobolev norm is defined for any \( k \in \mathbb{N} \) by

\[
\|u\|_{H^k(T_h)}^2 = \sum_{j=0}^k \sum_{K \in T_h} \|(hD)^j u\|_{L^2(K)}^2.
\]

Here \( D^j u \) is the tensor of order \( j \) that gives the \( j \)th total derivative of \( u \). The continuity (2.8) is consequence of the following trace inequality, see e.g. equation 10.3.9 of [6]: there is \( C > 0 \) such that for all \( h > 0 \), \( K \in T_h \) and \( u \in H^1(K) \) there holds

\[
h^{\frac{1}{2}} \|u\|_{L^2(\partial K)} \leq C(\|u\|_{L^2(K)} + \|hdu\|_{L^2(K)}).
\]

For \( u \in H^k(M) \) the broken semiclassical norm \( \|u\|_{H^k(T_h)} \) reduces to the usual semiclassical norm defined by

\[
\|u\|_{H^k(M)}^2 = \sum_{j=0}^k \|(hD)^j u\|_{L^2(M)}^2.
\]

Moreover, there is \( C > 0 \) such that for all \( h > 0 \) and \( u \in V_h \) there holds

\[
\|u\|_{H^k(T_h)} \leq C\|u\|_{L^2(M)}.
\]

This is due to the discrete inverse inequality, see e.g. Lemma 1.138 of [18]: there is \( C > 0 \) such that for all \( h > 0 \), \( K \in T_h \), \( p \in \mathbb{N}^+ \) and \( u \in \mathbb{P}_p(K) \) there holds

\[
\|hdu\|_{L^2(K)} \leq C\|u\|_{L^2(K)}.
\]

We will systematically use a scaling so that all the bilinear forms in the paper satisfy the bound (2.8).

We write \( \partial_t u \) for the internal faces of \( T_h \) and

\[
[\partial_t u] = N_1 \cdot \text{grad} u|_{K_1} + N_2 \cdot \text{grad} u|_{K_2}
\]

for the jump of \( \partial_t u \) on \( F \in \mathcal{F}_h \). Here \( K_1, K_2 \in T_h \) are the two simplices such that \( K_1 \cap K_2 = F \), and \( N_j \) is the outward pointing unit normal vector field on \( \partial K_j \), \( j = 1,2 \).

Our finite element method has the form: find the critical point of the Lagrangian

\[
\mathcal{L}(u, \phi) : V_h^p \times V_h^q \to \mathbb{R}, \quad \mathcal{L}(u, \phi) = \frac{1}{2} h^2 c(\phi, \phi) + L(\phi) - \frac{1}{2} \mathcal{R}(u, \phi) - a(u, \phi),
\]

where, writing \( U = (u, \partial_t u) \) and \( U_0 = (u_0, u_1) \), the regularization is given by

\[
\mathcal{R}(u, \phi) = h^{-\kappa} S(u) - h^\kappa S(\phi) + h^{-\kappa} E(U|_{t=0} - U_0) + h^{-\kappa} E(U|_{t=T}) + h^{4-\kappa} C(\phi) + 2h^{2-\kappa} \rho(u, \phi),
\]
where \( \kappa < 2 \) is a fixed constant. It can be used to tune the convergence order of the method, see (2.15) and Remark 2.6 below. When studying the control problem with limited regularity in Section 3, we can prove convergence only in the case \( \kappa = 0 \).

We have \( \mathcal{R}(u, \phi) = 0 \) for a smooth solution \( (u, \phi) \) to (2.1). Indeed,

\[
S(u) + 2h^2\rho(u, \phi) + h^4\bar{C}((\phi) = \sum_{K \in T_h} \|h^2(\Box u - \chi \phi)\|^2_{L^2(K)} + \sum_{F \in \mathcal{F}_h} h\|h\partial_u u\|^2_{L^2(F)} = 0,
\]

and also \( S(\phi) = 0 \) and \( E(U|_{t=0} - U_0) = E(U|_{t=T}) = 0 \).

The equation \( dL(u, \phi) = 0 \) can be written as

\[
A[(u, \phi), (v, \psi)] = h^{-\kappa}e(U_0, V|_{t=0}) + L(\psi) \quad \text{for all } (v, \psi) \in V_h^p \times V_h^q,
\]

(2.13)

where the bilinear form \( A \) is given by

\[
A[(u, \phi), (v, \psi)] = h^{-\kappa}s(u, v) - h^\kappa s(\phi, \psi) - h^2c(\phi, \psi) + h^{-\kappa} \sum_{\tau=0, T} e(U|_{t=\tau}, V|_{t=\tau}) \\
+ a(v, \phi) + a(u, \psi) \\
+ h^{4-\kappa}\bar{c}(\phi, \psi) + h^{2-\kappa}\rho(v, \phi) + h^{2-\kappa}\rho(u, \psi).
\]

Here \( s \) is the bilinear form associated to the quadratic form \( S \), and this lowercase–uppercase convention is systematically used also for other quadratic and bilinear forms in the paper. Let us emphasize that all the bilinear forms \( s, c, \bar{c}, \rho \) and \( \bar{c} \) satisfy the same bound (2.8) as \( a \).

System (2.13) can be viewed as defining a computational method:

**Proposition 2.1.** The linear system (2.13) has a unique solution for small enough \( h > 0 \).

In order to prove Proposition 2.1, we define the residual norm by

\[
|||(u, \phi)|||^2 = h^{-\kappa}S(u) + h^\kappa S(\phi) + h^2C(\phi) + h^{-\kappa} \sum_{\tau=0, T} E(U|_{t=\tau}).
\]

(2.14)

**Lemma 2.2.** Suppose that (A) holds. Then \( ||| \cdot ||| \) is a norm on \( V_h \times V_h \).

**Proof.** Suppose \( |||(u, \phi)||| = 0 \). Then \( \Box u = 0 \) elementwise and \( |||\partial_u u||| = 0 \) for all internal faces. It follows that \( \Box u = 0 \) in the weak sense. As \( u|_{\Gamma} = 0 \) and \( E(U|_{t=0}) = 0 \), it follows that \( u = 0 \). Similarly \( \Box \phi = 0 \) in the weak sense. As \( \phi|_{\Gamma} = 0 \) and \( \bar{C}(\phi) = 0 \), the distributed observability estimate, see Theorem A.4, implies that \( \phi = 0 \). \( \square \)

**Lemma 2.3.** For all sufficiently small \( h \) and all \( u, \phi \in H^2(M) + V_h \) there holds

\[
|||(u, \phi)|||^2 \preceq A[(u, \phi), (u, -\phi)].
\]
Proof. By the definition of $A$, we have

\[
A[(u, \phi), (u, -\phi)] = \|(u, \phi)\|^2 - h^{4-\kappa} \tilde{C}(\phi).
\]

As $\kappa < 2$ and $\chi \leq 1$, $h^{4-\kappa} \tilde{C}(\phi)$ can be absorbed by $h^2 \tilde{C}(\phi)$ for small $h > 0$.

Proof of Proposition 2.1. Observe that (2.13) is a square system of linear equations and that the above two lemmas imply that $(u, \phi) = 0$ is the only solution when the right-hand side is zero. (The right-hand side being zero is equivalent with $U_0 = 0$.)

2.3. Error estimates

We will now prove the main theorem concerning the distributed control problem:

Theorem 2.4. Suppose that (A) holds. Let $\kappa, q \in \mathbb{N}^+$ and let $(u_h, \phi_h)$ in $V_h^p \times V_h^q$ be the solution of (2.13). Let $u \in H^{p+1}(M)$ and $\phi \in H^{q+1}(M)$ solve (2.1). Then for small enough $h > 0$

\[
\|(u - u_h, \phi - \phi_h)\| \lesssim h^{p+1-\frac{\kappa}{2}} \|u\|_{H^{p+1}(M)} + h^{q+1+\frac{\kappa}{2}} \|\phi\|_{H^{q+1}(M)}.
\]

In particular,

\[
\|\chi(\phi - \phi_h)\|_{L^2(M)} \lesssim h^{p-\frac{\kappa}{2}} \|u\|_{H^{p+1}(M)} + h^{q+\frac{\kappa}{2}} \|\phi\|_{H^{q+1}(M)}. \tag{2.15}
\]

Let us begin by establishing some facts needed in the proof. Equation (2.13) defines a finite element method that is consistent in the sense that if smooth enough $u$ and $\phi$ satisfy (2.1), then (2.13) holds for $(u, \phi)$. This follows from the weak formulation (2.3) of (2.1) together with the regularization vanishing for $(u, \phi)$. In particular, if $(u_h, \phi_h) \in V_h^p \times V_h^q$ solves (2.13) then the following Galerkin orthogonality holds

\[
A[(u - u_h, \phi - \phi_h), (v, \psi)] = 0 \quad \text{for all } (v, \psi) \in V_h^p \times V_h^q. \tag{2.16}
\]

It is straightforward to see that for all $u, \phi, v, \psi \in H^2(M) + V_h$ there holds

\[
A[(u, \phi), (v, \psi)] - (a(v, \phi) + a(u, \psi)) \lesssim \|(u, \phi)\|\|(v, \psi)\|. \tag{2.17}
\]

We will need the following continuity estimates for $a$.

Lemma 2.5. For all $u, \phi, v, \psi \in H^2(M) + V_h$ vanishing on $\Gamma$ there holds

\[
a(v, \phi) \lesssim S^\frac{1}{2}(\phi)\|v\|_{H^1(T_h)},
\]

\[
a(u, \psi) \lesssim \left( S^\frac{1}{2}(u) + \sum_{\tau = 0, T} E^\frac{1}{2}(U|_{\tau-\tau}) \right) \|\psi\|_{H^2(T_h)}. \tag{2.18}
\]

Proof. Recalling (1.7) we see that

\[
a(v, \phi) = \int_M g(hdv, h\phi) \, dx - h(v, \phi \partial_v \phi)_{L^2(\partial M \setminus \Gamma)}
\]

\[
= \sum_{K \in T_h} \int_K v h^2 \Box \phi \, dx + \sum_{F \in F_h} h \int_F v \|h \partial_v \phi\| \, ds
\]

and the first claimed estimate follows from the Cauchy–Schwarz inequality and the trace inequality (2.9).
Let us now turn to the second estimate. We have
\[
a(u, \psi) = \int_M g(hu, hd\psi) \, dx - h(u, h\partial_\nu \psi)_{L^2(\partial M \setminus \Gamma)} \\
= \sum_{K \in T_h} \int_K h^2 \Box u \psi \, dx + \sum_{F \in F_h} h \left(\|h\partial_\nu u\psi\|_{L^2}\right) ds \\
+ h(h\partial_\nu u, \psi)_{L^2(\partial M \setminus \Gamma)} - h(u, h\partial_\nu \psi)_{L^2(\partial M \setminus \Gamma)},
\]
and the second estimate follows.

We denote the Scott–Zhang interpolant by
\[
i_h^p : \{u \in H^1(M) : u|\Gamma = 0\} \to V_h^p,
\]
and recall that, contrary to the more classical nodal interpolant, the Scott–Zhang interpolant is well-defined for functions in \(H^1(M)\), while having the desirable property that it preserves vanishing boundary conditions, just like the nodal interpolant. This guarantees that the interpolant gives indeed a map between the spaces in (2.18). The interpolant is constructed via local averaging over simplices in \(T_h\), or over their faces when dealing with boundary nodes. We refer to [46] for the precise definition. There it is also shown that for all \(p \in \mathbb{N}^+\) and \(k = 1, \ldots, p + 1\) there is \(C > 0\) such that for all \(h > 0\) and \(u \in H^k(M)\)
\[
\|u - i_h^p u\|_{H^k(T_h)} \leq C\|(hD)^k u\|_{L^2(M)}.
\]

Proof of Theorem 2.4. We write
\[
w = u_h - u, \quad \eta = \phi_h - \phi, \quad w_i = u_h - i_h^p u, \quad \eta_i = \phi_h - i_h^p \phi.
\]
By Lemma 2.3 and the Galerkin orthogonality (2.16),
\[
\|\!(w, \eta)\!\| \lesssim A[(w, \eta), (w, -\eta)] = A[(w, \eta), (w - w_h, \eta_h - \eta)].
\]
We write
\[
w_i = i_h^p u - u, \quad \eta_i = i_h^p \phi - \phi.
\]
Observing that \(w - w_h = w_i\) and \(\eta_h - \eta = -\eta_i\), it follows from (2.17) and Lemma 2.5 that
\[
\|\!(w, \eta)\!\| \lesssim \|\!(w_i, \eta_i)\!\| + h^{-\frac{p}{2}}\|w_i\|_{H^1(T_h)} + h^{\frac{p}{2}}\|\eta_i\|_{H^2(T_h)}.
\]
Recalling the scaling in (2.14) and using the bound (2.8), with \(a\) replaced by \(s\), \(c\) and \(e\), we see that
\[
\|\!(w_i, \eta_i)\!\| \lesssim h^{-\frac{p}{2}}\|w_i\|_{H^2(T_h)} + h^{\frac{p}{2}}\|\eta_i\|_{H^2(T_h)}.
\]
Finally, using (2.19),
\[
h^{-\frac{p}{2}}\|w_i\|_{H^2(T_h)} + h^{\frac{p}{2}}\|\eta_i\|_{H^2(T_h)} \lesssim h^{p+1-\frac{p}{2}}\|\phi\|_{H^{p+1}(M)} + h^{q+1+\frac{q}{2}}\|\phi\|_{H^{q+1}(M)}.
\]
Remark 2.6. Recall that if \((u_0, u_1) \in H^{k+1}(\Omega) \times H^k(\Omega)\) satisfies the compatibility conditions of order \(k\), then the unique solution \((u, \phi)\) to (2.21) in \(H^{k+1}(M) \times H^k(M)\). Hence we can take \(p \leq k\) and \(q \leq k - 1\) in Theorem 2.4. Choosing \(\kappa = 0\) and \(p = q \leq k - 1\) leads to convergence of order \(q\) as stated in the introduction, see (1.3). On the other hand, we can also use the maximal polynomial orders \(p = k\) and \(q = k - 1\), take \(k = 1\), and obtain convergence of order \(k - 1/2\).

Recall that the norm \(\|\cdot\|_E\) is defined by (1.4). Theorem 2.4 has the following corollary.

Corollary 2.7. Suppose that (A) holds. Let \(\tilde{\phi}_h \in V_h^p\) be as in Theorem 2.4. Suppose that \(p \geq 2\) and \(\kappa = 0\). Let \(\tilde{u}_h \in V_h^p\) be the approximation of the solution to

\[
\begin{aligned}
\Box \tilde{u} &= f, \\
\tilde{u}|_{x \in \partial \Omega} &= 0, \\
\tilde{u}|_{t=T} &= 0, \\
\partial_t \tilde{u}|_{t=T} &= 0,
\end{aligned}
\tag{2.21}
\]

with \(f = \chi \phi_h\), from the DG-CG spacetime method [48], using polynomial order of degree less than or equal to \(p - 1\) in space and in time, with the time step equal to the space step. Let \(u \in H^{p+1}(M) \cap W^{p,1}[0, T; H^2(\Omega)] \cap W^{2,1}[0, T; H^p(\Omega)]\) and \(\phi \in H^{q+1}(M)\) solve (2.1). Then for small enough \(h > 0\)

\[
\| u - \tilde{u}_h \|_E \lesssim h^p + h^q.
\]

Proof. The following stability estimate holds ([48], Thm. 4.5)

\[
\| \tilde{u}_h \|_E \lesssim \| f \|_{L^2(M)},
\tag{2.22}
\]

for the DG-CG approximation of the solution to (2.21). In addition the following optimal error estimate holds ([48], Thm. 5.4): if \(\tilde{u}\) is a smooth enough solution to (2.21), then

\[
\| u - \tilde{u}_h \|_E \lesssim h^p.
\tag{2.23}
\]

Note that \(u\) is the solution to (2.21) with \(f = \chi \phi\). Let \(v_h\) be the DG-CG approximation of the solution to (2.21) with \(f = \chi \phi\) Then \(v_h - \tilde{u}_h\) is the DG-CG approximation of the solution to (2.21) with \(f = \chi(\phi - \phi_h)\). Then by (2.22) and (2.23)

\[
\| u - u_h \|_E \leq \| u - v_h \|_E + \| v_h - u_h \|_E \\
\lesssim h^p + \| \chi(\phi - \phi_h) \|_{L^2(M)}.
\]

The conclusion follows now from (2.15).

\[\square\]

Remark 2.8. We believe that \(u_h\) in Theorem 2.4 satisfies no better estimate than

\[
\| u - u_h \|_{L^\infty(0, T; L^2(\Omega))} + \| \partial_t (u - u_h) \|_{L^2(0, T; H^{-1}(\Omega))} \lesssim h^p \| u \|_{H^{p+1}(M)} + h^q \| \phi \|_{H^{q+1}(M)}. \tag{2.24}
\]

In a previous work by three of the authors of the present paper, an estimate similar to (2.24) was given for the unique continuation problem, that is the dual problem of the control problem studied here, see Theorem 2.2 of [9]. There the space for the time derivative was incorrect: the space \(L^\infty(0, T; H^{-1}(\Omega))\) was used while the estimate holds only in the space \(L^2(0, T; H^{-1}(\Omega))\) as in (2.24). The error was repeated in Theorem 1.1 of [8]. The results in the above references are nevertheless correct without further modifications after the former space
is replaced by the latter one. See also Theorem A.4, Remark A.5 and Proposition A.1 in the appendix below for more details.

3. Distributed control with limited regularity

In this section we will study the finite element method (2.13) in the case that the continuum solution \((u, \phi)\) to the control problem (2.1) is in the natural energy class \(H^1(M) \times L^2(M)\). Our theory is not complete in this case, as we were able to show a convergence result only in the case that \(u_0 = 0\) in (2.1). We make the standing assumption that (A) holds, so that (2.13) has a unique solution. We will prove the following result:

**Theorem 3.1.** Suppose that \(u_0 = 0\) and \(u_1 \in L^2(\Omega)\). Let \((u_h, \phi_h)\) be the solution of (2.13) with \(\kappa = 0\), and let \((u, \phi)\) be the solution of (2.1). Then there is a sequence \(h_j \to 0\) such that \((u_h, \phi_h)\) converges weakly to \((u, \phi)\) in \(L^2(M)\).

Before proving the above theorem, we establish four lemmas used in the proof.

**Lemma 3.2.** Let \((u_h, \phi_h) \in V_h^p \times V_h^q\) be the solution of (2.13) with \(\kappa = 0\). Then

\[
\begin{align*}
\| h^2 \Box \phi_h \|_{H^{-1}(M)} & \lesssim h^\frac{1}{2} \| h u_1 \|_{L^2(\Omega)} + \|(u_h, \phi_h)\|, \\
\| h^2 \Box u_h \|_{H^{-1}(M)} & \lesssim h^\frac{1}{2} \| u_0 \|_{L^2(\Omega)} + \|(u_h, \phi_h)\|.
\end{align*}
\]

**Proof.** By duality there holds

\[\| h^2 \Box \phi_h \|_{H^{-1}(M)} = \sup_{v \in H^1_0(M) \backslash \{0\}} \frac{\langle h^2 \Box \phi_h, v \rangle_{H^{-1}(M) \times H^1_0(M)}}{\| v \|_{H^1(M)}}.\]

Using also

\[\langle h^2 \Box \phi_h, v \rangle_{H^{-1}(M) \times H^1_0(M)} = \int_M g(hv, h\phi_h) \, dx, \quad v \in H^1_0(M),\]

we see that to establish the first claimed inequality it is enough to show that for \(v \in H^1_0(M)\) there holds

\[
\int_M g(hv, h\phi_h) \, dx \lesssim (h^\frac{1}{2} \| h u_1 \|_{L^2(\Omega)} + \|(u_h, \phi_h)\|) \| hv \|_{L^2(M)}. \tag{3.1}
\]

We have

\[
\int_M g(hv, h\phi_h) \, dx = \sum_{K \in T_h} \int_K vh^2 \Box \phi_h \, dx + \sum_{F \in \mathcal{F}_h} h \int_F v \| h \partial_n \phi_h \| \, ds.
\]

Let \(v_h \in V_h^p\) be the Scott–Zhang interpolant of \(v\), and use the above equation with \(v\) replaced by \(v - v_h\), together with the Cauchy–Schwarz inequality and (2.9), to get

\[
\int_M g(h(v - v_h), h\phi_h) \, dx \lesssim \|(0, \phi_h)\| \| v - v_h \|_{H^1(T_h)}.
\]

Now (2.19) implies

\[
\int_M g(hv - v_h, h\phi_h) \, dx \lesssim \|(0, \phi_h)\| \| hv \|_{L^2(M)}.\]
To establish (3.1) it remains to show that (3.1) holds with \( v \) replaced by \( v_h \).

Using the assumption that \((u_h, \phi_h)\) satisfies (2.13), taking \( \psi = 0 \) there, we have

\[
- \int_M g(h \partial_t u_h, h \partial_t \psi_h) \, dx = h^{-\kappa} s(u_h, v_h) + h^{-\kappa} \sum_{\tau=0}^T h(\partial_t u_h|_{t=\tau}, h \partial_t v_h|_{t=\tau}) L^2(\Omega)
\]

(3.2)

where \( \kappa = 0 \). We recall that all the bilinear forms in the paper are scaled so that they are bounded by some semiclassical Sobolev norm. Moreover, all the semiclassical Sobolev norms are equivalent on piecewise polynomial functions, see (2.10). Hence, applying the Cauchy–Schwarz inequality to each term on the right-hand side of (3.2), and observing that the terms depend on \( v_h \) only via \( h \partial_t \psi_h \), we obtain

\[
\int_M g(h \partial_t v_h, h \partial_t \phi_h) \, dx \lesssim (h^{\frac{1}{2}} \| u_0 \|_{L^2(\Omega)} + \| (u_h, \phi_h) \|) \| h \partial_t \psi_h \|_{L^2(\Omega)}.
\]

This finishes the proof of the first claimed inequality.

We turn to the second claimed inequality. Analogously to the above, it is enough to show that for \( \psi \in H^1_0(M) \) there holds

\[
\int_M g(h \partial_t u_h, h \partial_t \psi) \, dx \lesssim (h^{\frac{1}{2}} \| u_0 \|_{L^2(\Omega)} + \| (u_h, \phi_h) \|) \| \partial_t \psi \|_{H^1(M)}.
\]

Let \( \psi_h \in V_h^p \) be the Scott–Zhang interpolant of \( \psi \). As above, we have

\[
\int_M g(h \partial_t u_h, h \partial_t (\psi - \psi_h)) \, dx \lesssim \| (u_h, 0) \| \| h \partial_t \psi \|_{L^2(M)}.
\]

Moreover, due to (2.13),

\[
- \int_M g(h \partial_t u_h, h \partial_t \psi_h) \, dx = h(u_h, h \partial_x \psi_h)_{L^2(\partial M \setminus \Gamma)} - h^{\kappa} s(\phi_h, \psi_h) - h^2 c(\phi_h, \psi_h)
\]

\[
+ h^{1-\kappa} \tilde{c}(\phi_h, \psi_h) + h^{2-\kappa} \rho(u_h, \psi_h) + h(u_0, h \partial_t \psi_h|_{t=0}) L^2(\Omega).
\]

The second claimed inequality follows in a similar way as the first one. Here the right-hand side does not depend on \( \psi_h \) only via \( h \partial_t \phi_h \), however, the terms depending on the whole \( \psi_h \) are scaled with positive powers of \( h \). \( \square \)

**Lemma 3.3.** Let \((u_h, \phi_h)\) be the solution of (2.13) with \( \kappa = 0 \). Then

\[
\| (u_h, \phi_h) \| \lesssim h^{\frac{1}{2}} \| u_0 \|_{L^2(\Omega)} + h \| u_0 \|_{H^\frac{1}{2}(\Omega)} + h \| u_1 \|_{L^2(\Omega)}.
\]

(3.3)

**Proof.** By Lemma 2.3 there holds

\[
\| (u_h, \phi_h) \|^2 \lesssim A \| (u_h, \phi_h), (u_h, -\phi_h) \| = e(U_0, U_h|_{t=0}) - L(\phi_h)
\]

\[
\leq h^{\frac{1}{2}} (\| u_0 \|_{L^2(\Omega)} + \| h u_1 \|_{L^2(\Omega)}) E^\frac{1}{2}(U_h|_{t=0})
\]

\[
+ h^2 (\| u_0 \|_{H^\frac{1}{2}(\Omega)} + \| u_1 \|_{L^2(\Omega)}) (\| \phi_h \|_{t=0} \| L^2(\Omega) + \| \partial_t \phi_h \|_{t=0} \| H^{-1}(\Omega)).
\]

By the distributed observability estimate, see Theorem A.4 in Appendix A,

\[
\| \phi_h \|_{t=0} \| L^2(\Omega) + \| \partial_t \phi_h \|_{t=0} \| H^{-1}(\Omega) \lesssim C^\frac{1}{2}(\phi_h) + \| \Box \phi_h \|_{H^{-1}(M)}.
\]
Indeed, for any $v \in H^1(\Omega)$, and using Lemma 3.2, we obtain
\[ h(\|\phi\|_{L^2(\Omega)} + \|\partial_t \phi\|_{H^{-1}(\Omega)}) \lesssim h^\frac{1}{2} \|h u_1\|_{L^2(\Omega)} + \|\phi\|_{L^2(\Omega)}. \]

As also $E^\frac{1}{2}(U_h|t=0) \leq \|(u_h, \phi_h)\|$, we have
\[ \|(u_h, \phi_h)\|^2 \lesssim (h^\frac{1}{2}\|u_0\|_{L^2(\Omega)} + h\|u_0\|_{H^\frac{1}{2}(\Omega)} + h\|u_1\|_{L^2(\Omega)})(h^\frac{1}{2}\|h u_1\|_{L^2(\Omega)} + \|\phi\|_{L^2(\Omega)}), \]
leading to (3.3). \[
\]

**Lemma 3.4.** Let $(u_h, \phi_h)$ be the solution of (2.13) with $\kappa = 0$ and $u_0 = 0$. Then
\[ \|u_h\|_{L^2(\Omega)} + \|\phi_h\|_{L^2(\Omega)} \lesssim \|u_1\|_{L^2(\Omega)}. \]

**Proof.** Lemmas 3.2 and 3.3 imply
\[ \|\Box u_h\|_{H^{-1}(\Omega)} + \|\Box \phi_h\|_{H^{-1}(\Omega)} \lesssim \|u_1\|_{L^2(\Omega)}. \]

Moreover, it follows from (3.3) that
\[ C^\frac{1}{2}(\phi_h) \lesssim \|u_1\|_{L^2(\Omega)}, \quad \|\partial_t^j u_h|_{t=0}\|_{L^2(\Omega)} \lesssim h^{\frac{1}{2} - j} \|u_1\|_{L^2(\Omega)}, \quad j = 0, 1. \]

The bound $\|\phi_h\|_{L^2(M)} \leq C\|u_1\|$ follows from the distributed observability estimate, see Remark A.5. It remains to show the same bound for $u_h$. We face the complication that the above estimates do not allow us to conclude that $\partial_t u_h|_{t=0}$ is bounded.

To overcome this, we will employ $\tilde{u}_h \in V^P_h$ that coincides with $u_h$ on $\partial M$ and satisfies (3.4) and (3.5). We have
\[ \|\Box \tilde{u}_h\|_{H^{-1}(\Omega)} \lesssim \|u_1\|_{L^2(\Omega)}. \]

Indeed, for any $v \in H^1_0(M)$ there holds, using (2.11) and (3.5),
\[ (h^2 \Box \tilde{u}_h, v)_{L^2(\Omega)} = \int_M g(hd \tilde{u}_h, hdv) \, dx \]
\[ \leq \int_M g(hd u_h, hdv) \, dx + \|h \nabla (\tilde{u}_h - u_h)\|_{L^2(\Omega)} \|h \nabla v\|_{L^2(\Omega)} \]
\[ \lesssim \|h^2 \Box u_h\|_{H^{-1}(\Omega)} \|v\|_{H^2_0(M)} + h^\frac{1}{2} \|h(\partial_t u_h|_{t=0} - u_1)\|_{L^2(\Omega)} \|h \nabla v\|_{L^2(\Omega)} \]
\[ \lesssim h^2 \|u_1\|_{L^2(\Omega)} + h^\frac{1}{2} \|\partial_t u_h|_{t=0}\|_{L^2(\Omega)} \|h \nabla v\|_{L^2(M)} \leq h^2 \|u_1\|_{L^2(\Omega)} \|h \nabla v\|_{L^2(M)}. \]

Moreover, using (3.4),
\[ \|\partial_t \tilde{u}_h|_{t=0}\|_{H^{-1}(\Omega)} \leq \|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{H^{-1}(\Omega)} + \|u_1\|_{H^{-1}(\Omega)} \]
\[ \lesssim h \|\partial_t u_h|_{t=0} - u_1\|_{L^2(M)} + \|u_1\|_{H^{-1}(\Omega)} \leq h^\frac{1}{2} \|u_1\|_{L^2(\Omega)} + \|u_1\|_{H^{-1}(\Omega)}. \]

Recalling that $\tilde{u}_h$ coincides with $u_h$ on $\partial M$, we conclude that
\[ \|\tilde{u}_h\|_{L^2(\Omega)} \lesssim \|u_1\|_{L^2(\Omega)}. \]
follows from an energy estimate, see Proposition A.1 in Appendix A. Finally, using (3.5),

\[ \|u_h\|_{L^2(M)} \leq \|u_h - \tilde{u}_h\|_{L^2(M)} + \|\tilde{u}_h\|_{L^2(M)} \]

\[ \lesssim h^{\frac{3}{2}}\|h(\partial_t u_h|_{t=0} - u_1)\|_{L^2(\Omega)} + \|u_1\|_{L^2(\Omega)} \lesssim \|u_1\|_{L^2(\Omega)}. \]

Lemma 3.5. Let \( p \in \mathbb{N}^+ \) and consider a family \( u_h \in V^p_h, h > 0 \). Let \( u_1 \in L^2(\Omega) \). Then there is a family \( \tilde{u}_h \in V^p_h, h > 0 \), such that \( \tilde{u}_h|_{\partial M} = u_h|_{\partial M} \) and

\[ h^{-1}\|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{H^{-1}(\Omega)} \lesssim \|\partial_t u_h|_{t=0} - u_1\|_{L^2(\Omega)}, \quad (3.4) \]

\[ \|u_h - \tilde{u}_h\|_{L^2(M)} \lesssim h^{\frac{3}{2}}\|h(\partial_t u_h|_{t=0} - u_1)\|_{L^2(\Omega)}. \quad (3.5) \]

Proof. Let us consider the trace mesh at \( t = 0 \),

\[ \mathcal{F}_{h,0} = \{ \partial K \cap \{ t = 0 \} : K \in \mathcal{T}_h \}. \]

We decompose \( \mathcal{F}_{h,0} \) into a set of \( N_h \) disjoint patches \( Q_i, i = 1, \ldots, N_h \), such that each patch contains several element faces but their area and diameter satisfy

\[ h^n \lesssim |Q_i| \lesssim h^n, \quad h \lesssim \text{diam}(Q_i) \lesssim h. \]

Then we define disjoint patches \( P_i \) consisting of elements of \( \mathcal{T}_h \) so that

\[ Q_i = P_i \cap \{ t = 0 \} \]

and that \( h^{n+1} \lesssim |P_i| \lesssim h^{n+1} \). Now we define the functions \( p_i \in V^1_h \) such that \( \text{supp}(p_i) \subset P_i \) and \( p_i(x) = 1 \) for every node \( x \) in the interior of \( P_i \). We require that the patches \( Q_i \) are large enough so that, writing

\[ \alpha_i = \int_{Q_i} \partial_t p_i|_{t=0} \, ds, \quad \beta_i = \|\partial_t p_i|_{t=0}\|_{L^2(Q_i)}, \quad \gamma_i = \|p_i\|_{L^2(P_i)}, \]

there holds \( h^{n-1} \lesssim \alpha_i \lesssim h^{n}, \ h^{\frac{3}{2}-1} \lesssim \beta_i \lesssim h^{\frac{3}{2}-1} \) and \( h^{\frac{3}{2}(n+1)} \lesssim \gamma_i \lesssim h^{\frac{3}{2}(n+1)}. \)

We set

\[ \tilde{u}_h = u_h + \sum_{i=1}^{N_h} w_ip_i, \quad w_i = -\alpha_i^{-1}\int_{Q_i} (\partial_t u_h|_{t=0} - u_1) \, ds. \]

Then

\[ \int_{Q_i} (\partial_t \tilde{u}_h|_{t=0} - u_1) \, ds = 0. \quad (3.6) \]

To establish (3.4) we let \( v \in H^1_0(\Omega) \) and show that

\[ (\partial_t \tilde{u}_h|_{t=0} - u_1, v)_{L^2(\Omega)} \lesssim \|\partial_t u_h|_{t=0} - u_1\|_{L^2(\Omega)}\|h\nabla v\|_{L^2(\Omega)}. \]
Let $\bar{v} \in L^2(\Omega)$ be equal to the average of $v$ on each patch $Q_i$, that is,

$$v|_{Q_i} = |Q_i|^{-1} \int_{Q_i} v \, ds.$$ 

Now (3.6) implies $(\partial_t \tilde{u}_h|_{t=0} - u_1, \bar{v})_{L^2(\Omega)} = 0$, and

$$(\partial_t \tilde{u}_h|_{t=0} - u_1, v)_{L^2(\Omega)} = (\partial_t \tilde{u}_h|_{t=0} - u_1, v - \bar{v})_{L^2(\Omega)} \leq \|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{L^2(\Omega)} \|v - \bar{v}\|_{L^2(\Omega)} \lesssim \|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{L^2(\Omega)} \|\nabla v\|_{L^2(\Omega)}.$$ 

Here we used the Poincaré inequality as stated for example in [19]. To establish (3.4) it remains to show that

$$\|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{L^2(\Omega)} \lesssim \|\partial_t u_h|_{t=0} - u_1\|_{L^2(\Omega)}.$$ 

Using the fact that the patches $Q_i$ are disjoint, we have

$$\|\partial_t \tilde{u}_h|_{t=0} - u_1\|_{L^2(\Omega)} \leq \|\partial_t u_h|_{t=0} - u_1\|_{L^2(\Omega)} + \sum_{i=1}^{N_h} w_i \|\partial_t p_i|_{t=0}\|_{L^2(Q_i)}.$$ 

Recalling that $\alpha_i$ behaves like $h^{n-1}$ and $\beta_i$ like $h^{\frac{n}{2} - 1}$, we obtain using the Cauchy–Schwarz inequality

$$|w_i|\|\partial_t p_i|_{t=0}\|_{L^2(Q_i)} = \alpha_i^{-1} \beta_i \left| \int_{Q_i} (\partial_t u_h|_{t=0} - u_1) \, ds \right| \lesssim h^{1-n} h^{\frac{1}{2} - 1} \|\partial_t u_h|_{t=0} - u_1\|_{L^2(Q_i)}.$$ 

Let us now turn to (3.5). Note that

$$\|u_h - \tilde{u}_h\|_{L^2(M)}^2 = \sum_{i=1}^{N_h} |w_i|^2 \|p_i\|_{L^2(P_i)}^2.$$ 

Recalling that $\gamma_h^2$ behaves like $h^{n+1}$, we obtain

$$|w_i|^2 \|p_i\|_{L^2(P_i)}^2 = |w_i|^2 \gamma_h^2 \lesssim h^{n+1} h^{2(1-n)} h^n \|\partial_t u_h|_{t=0} - u_1\|_{L^2(Q_i)}^2,$$

leading to

$$\|u_h - \tilde{u}_h\|_{L^2(M)}^2 \lesssim h^3 \|\partial_t u_h|_{t=0} - u_1\|_{L^2(\Omega)}^2.$$ 

Proof of Theorem 3.1. By Lemma 3.4 both $u_h$ and $\phi_h$ are bounded in $L^2(M)$. Thus there is a sequence $h_j \to 0$ such that $(u_h, \phi_h)$ converges weakly to a function $(u_\ast, \phi_\ast)$ in $L^2(M)$. By Lemma A.8 it is enough to show that $(u_\ast, \phi_\ast)$ satisfies (2.1).

As the embedding $H^{-\epsilon}(M) \subset L^2(M)$ is compact for $\epsilon > 0$, by passing to a subsequence, we may assume that $(u_{h_j}, \phi_{h_j}) \to (u_\ast, \phi_\ast)$ in $H^{-\epsilon}(M)$. By Lemmas 3.2 and 3.3 we may further assume that $(\Box u_{h_j}, \Box \phi_{h_j}) \to (\Box u_\ast, \Box \phi_\ast)$ in $H^{-\epsilon-1}(M)$. For $\epsilon < 1/2$ it follows from Lemma A.7 that

$$0 = (u_{h_j}|_{\Gamma}, \phi_{h_j}|_{\Gamma}) \to (u_\ast|_{\Gamma}, \phi_\ast|_{\Gamma}).$$
Thus \((u_\ast, \phi_\ast)\) satisfies the homogeneous lateral boundary conditions in (2.1).

For any \(\psi \in C^\infty(M)\) with \(\psi|_\Gamma = 0\) and any \(v \in C_0^\infty(M)\) there holds

\[
\begin{align*}
    h^{-2}(a(u_h, \psi) - h^2c(\phi_h, \psi) - L(\psi)) &\to 0, \\
    h^{-2}a(v, \phi_h) &\to 0,
\end{align*}
\]

(3.7)\hspace{1cm} (3.8)
as \(h \to 0\). Before showing (3.7)–(3.8), let us show that they imply that \((u_\ast, \phi_\ast)\) satisfies (2.1). The equation \(\square \phi_\ast = 0\) follows immediately from (3.8). Observe that

\[
\begin{align*}
    h^{-2}a(u_h, \psi) &= (u_h, \square \psi)_{L^2(M)} \to (u_\ast, \square \psi)_{L^2(M)}.
\end{align*}
\]

It follows from (3.7) that for any \(\psi \in C^\infty(M)\) vanishing on \(\Gamma\) there holds

\[
(u_\ast, \square \psi)_{L^2(M)} = c(\phi_\ast, \psi) + (u_1, \psi|_{t=0})_{L^2(\Omega)} - (u_0, \partial_t \psi|_{t=0})_{L^2(\Omega)}.
\]

(3.9)

In particular, taking \(\psi \in C_0^\infty(M)\) we see that \(\square u_\ast = \chi \phi_\ast\).

To show that \((u_\ast, \phi_\ast)\) satisfies (2.1), it remains to verify the initial and final conditions for \(u_\ast\). We have \(u_\ast \in L^2(M)\) and

\[
\partial_t^2 u_\ast + \chi \phi_\ast \in L^2(0, T; H^{-2}(\Omega)).
\]

Now Theorem 3.1, page 19 of [36] gives

\[
u_\ast \in C(0, T; H^{-\frac{1}{2}}(\Omega)), \quad \partial_t u_\ast \in C(0, T; H^{-\frac{3}{2}}(\Omega)).
\]

Taking \(\psi(t, x) = \psi_0(t)\psi_1(x)\), with \(\psi_0 \in C^\infty(0, T)\) and \(\psi_1 \in C_0^\infty(\Omega)\), we integrate by parts

\[
(u_\ast, \square \psi)_{L^2(M)} \\approx \int_0^T \int_\Omega (\partial_t u_\ast \Delta \psi_1 - \partial_t \psi_1 \partial_t u_\ast - (\partial_t u_\ast, \psi_1)\psi_0|_{t=0}^{t=T} dt dt,
\]

where \(\langle \cdot, \cdot \rangle\) is the pairing between distribution and test functions on \(\Omega\). Comparison with (3.9) shows that \(u_\ast\) satisfies the initial and final conditions in (2.1).

Let us now show (3.7). Denote by \(\psi_h\) the Scott–Zhang interpolant of \(\psi\). By (2.13)

\[
\begin{align*}
    a(u_h, \psi) - h^2c(\phi_h, \psi) - L(\psi) \\
    = a(u_h, \phi - \psi_h) - h^2c(\phi_h, \psi - \psi_h) - L(\psi - \psi_h) \\
    + s(\phi_h, \psi_h) - h^4c(\phi_h, \psi_h) - h^2\rho(u_h, \psi_h).
\end{align*}
\]

Using the continuity of \(a\) in Lemma 2.5, the interpolation estimate (2.19), and the bound (3.3) for the residual norm, we obtain

\[
|a(u_h, \psi - \psi_h)| \lesssim |(u_h, \phi_h)| (hD)^2 \psi\|_{L^2(M)} \lesssim h\|u_1\|_{L^2(M)} \|(hD)^2 \psi\|_{L^2(M)}.
\]
Recalling that \( hC^\frac{1}{2}(\phi_h) \lesssim \|(0, \phi_h)\| \), we use the continuity (2.8) for \( c \) and the interpolation estimate (2.19) to get

\[
h^2|c(\phi_h, \psi - \psi_h)| \leq h^2C^\frac{1}{2}(\phi_h)C^\frac{1}{2}(\psi - \psi_h) \lesssim h\|(0, \phi_h)\|\|(hD)^2\hat{\psi}\|_{L^2(M)}.
\]

Using once again (2.19),

\[
|L(\psi - \psi_h)| = h^2|(u_1, (\psi - \psi_h)|_{l=0})_{L^2(\Omega)}| \lesssim h^{3/2}\|u_1\|_{L^2(\Omega)}\|(hD)^2\hat{\psi}\|_{L^2(M)}.
\]

Turning to the first term related to regularization, we have

\[
|s(\phi_h, \psi_h)| \leq S^\frac{1}{2}(\phi_h)S^\frac{1}{2}(\psi_h),
\]

where the first factor is bounded by \( \|(0, \phi_h)\| \lesssim h\|u_1\|_{L^2(\Omega)} \), and the second satisfies

\[
S(\psi_h) \lesssim \sum_{K \in T_h} (\|h^2\Delta(\psi_h - \psi)\|_{L^2(K)}^2 + \|h^2\Delta\psi\|_{L^2(K)}^2) + \sum_{F \in F_h} h\|\partial_h(\psi_h - \psi)\|_{L^2(F)}^2
\]

\[
\lesssim \|(hD)^2\hat{\psi}\|_{L^2(M)}^2.
\]

Finally,

\[
h^4|\hat{c}(\phi_h, \psi_h)| \lesssim h^{3}\|(0, \phi_h)\|\|\psi\|_{L^2(M)}
\]

\[
h^4|\rho(u_h, \psi_h)| \lesssim h^{2}\|(u_h, 0)\|\|\psi\|_{L^2(M)} \lesssim h^3\|u_1\|\|\psi\|_{L^2(M)}
\]

and (3.7) follows.

We turn to (3.8). Denote by \( v_h \) the Scott–Zhang interpolant of \( v \). By (2.13)

\[
a(v, \phi_h) = a(v - v_h, \phi_h) - s(u_h, v_h) + h^2\rho(v_h, \phi_h).
\]

Similarly to the bounds above, we have

\[
|a(v - v_h, \phi_h)| + |s(u_h, v_h)| \lesssim h\|u_1\|_{L^2(\Omega)}\|(hD)^2v\|_{L^2(M)}
\]

\[
h^2|\rho(v_h, \phi_h)| \lesssim h\|(0, \phi_h)\|\|h^2\Delta v\|_{L^2(M)}
\]

and (3.8) follows. This finishes the proof that \((u_*, \phi_*)\) satisfies (2.1). \(\Box\)

4. Boundary control

Let us give a numerical method to solve the boundary control problem given by equations (1.5) and (1.2). We will follow the same strategy as in the case of distributed control. That is, we give a weak formulation analogous to (2.3), see (4.4) below, and discretize and regularize the weak formulation leading to the finite dimensional linear system (2.13) as before but with the bilinear form \( A \) modified to that given in (4.10). The only essential new feature in the proof is that we do not make the assumption (2.5), and deal with resulting technicalities that were avoided above.

Let us begin by formulating our assumptions on the cutoff function \( \chi \) in (1.5). We consider a function of the form

\[
\chi(t, x) = \chi_0(t)\chi_1(x),
\]
where $\chi_0 \in C_0^\infty([0,T])$ and $\chi_1 \in C^\infty(\Gamma)$ take values in $[0,1]$, and suppose that

(A') $\chi = 1$ on $(a,b) \times \omega \subset \Gamma$ satisfying the geometric control condition.

Here $0 < a < b < T$ and $\omega \subset \partial \Omega$ is open in $\partial \Omega$. In the case of boundary control, the geometric control condition means that every compressed generalized bicharacteristic intersects the set $(a,b) \times \omega$, when projected to $M$. Moreover, the intersection must happen at a nondiffractive point and the lightlike lines must have finite order of contact with $\Gamma$. We refer again to [4] for the definitions.

4.1. Weak formulation of the control problem

We let $V \in C^\infty(\Omega)$ and consider the boundary control problem for the following operator

$$P = \Box + V.$$  (4.1)

Let $(u_0, u_1) \in L^2(\Omega) \times H^{-1}(\Omega)$. Then the distributed control problem for $P$ can be solved by finding $(u, \phi) \in L^2(M) \times H^1(M)$ such that

$$\begin{cases} Pu = 0, \\ u|_\Gamma = \chi \partial_\nu \phi, \\ u|_{t=0} = u_0, \quad \partial_t u|_{t=0} = u_1, \\ u|_{t=T} = 0, \quad \partial_t u|_{t=T} = 0, \end{cases} \quad \begin{cases} P\phi = 0, \\ \phi|_\Gamma = 0. \end{cases}$$  (4.2)

If $(u_0, u_1) \in H^{k+1}(\Omega) \times H^k(\Omega)$ satisfies the compatibility conditions of order $k$, then the unique solution $(u, \phi)$ to (4.2) satisfies

$$\phi|_{t=T} \in H^{k+2}(\Omega), \quad \partial_t \phi|_{t=T} \in H^{k+1}(\Omega),$$  (4.3)

and this initial data for $\phi$ satisfies the compatibility conditions of order $k+1$, see Théorème 5.4 of [20]. It follows that $\phi \in H^{k+2}(M)$ and $u \in H^{k+1}(M)$, and the convergence proof for our finite element method is again based on this regularity.

The uniqueness of the solution $(u, \phi)$ to (4.2) is implicitly contained in [20]. For the convenience of the reader, we give a short uniqueness proof in an appendix, see Lemma A.9.

For any $h > 0$, the control problem (4.2) can be formulated weakly as

$$a(u, \psi) = -c(h^{-1} \phi, \psi) + L(\psi), \quad a(v, \phi) = 0,$$  (4.4)

for all $v, \psi \in C^\infty(M)$, where

$$a(u, \psi) = \int_M g(h du, h d\psi) \ dx + h^2 (u, V \psi)_{L^2(M)}$$

$$- h(u, h \partial_\nu \psi)_{L^2(\partial M)} - h(h \partial_\nu u, \psi)_{L^2(\Gamma)},$$

$$c(\phi, \psi) = h(\chi h \partial_\nu \phi, h \partial_\nu \psi)_{L^2(\Gamma)},$$

and $L$ is as in (2.4). Indeed, it follows from (1.7) that if smooth $(u, \phi)$ solves (4.2) then (4.4) holds for all smooth $(v, \psi)$. We emphasize that $a$ and $c$ are chosen here so that they satisfy the continuity estimate (2.8).
### 4.2. Discretization

Let us consider a family $\mathcal{T} = \{T_h : h > 0\}$ where $T_h$ is a set of $1+n$-dimensional simplices forming a simplicial complex. The family $\mathcal{T}$ is parametrized by

$$h = \max_{K \in \mathcal{T}_h} \text{diam}(K).$$

Writing $M_h = \bigcup_{K \in \mathcal{T}_h} K$, we assume that $M \subset M_h$. We define

$$\mathcal{T}_h = \{K \cap M : K \in \mathcal{T}_h\}, \quad \mathcal{T} = \{T_h : h > 0\},$$

and require that:

(T) There is $C > 0$ such that for all $h > 0$ and all $K \in \mathcal{T}_h$, letting $\hat{K} \in \mathcal{T}_h$ satisfy $K = \hat{K} \cap M$, there are balls $B_1 \subset K$ and $B_2 \supset \hat{K}$ such that the radii $r_j$ of $B_j$, $j = 1, 2$, satisfy

$$C^{-1}r_2 \leq h \leq Cr_1, \quad (4.6)$$

and that

$$\nu(y) \cdot \rho(y) > C^{-1}, \quad \text{for all } y \in \partial K, \quad (4.7)$$

where $\nu$ is the outer unit normal vector of $\partial K$, and $\rho(y) = (y - x)/|y - x|$ with $x$ is the centre of $B_1$.

Observe that $M_h$ is a domain with polyhedral boundary, while $M$ has a smooth part of boundary $\Gamma$. Passing from $\mathcal{T}$ to $\mathcal{T}$ has the effect of cutting simplices near the boundary of $M$ so that they fit perfectly to $M$, that is, $M = \bigcup_{K \in \mathcal{T}_h} K$. The assumption (T) is needed to guarantee that the family $\mathcal{T}_h$ admits a family interpolation operators with good properties, and that it satisfies the trace inequality, see Lemmas 4.1 and 4.2 below.

If $M$ was polyhedral, then we could choose $\mathcal{T}$ so that $M_h = M$ for all small enough $h > 0$. In this case (T) follows if $\mathcal{T}$ is quasi-uniform, see Definition 1.140 of [18]. In the case of smooth $\Omega$, we can construct $\mathcal{T}$ so that (T) holds for all small enough $h > 0$ by choosing polyhedral sets $M_h \supset M$ that approximate $M$ in the sense that the Hausdorff distance between $\partial M_h$ and $\partial M$ is of order $h^{1+\epsilon}$ for some $\epsilon > 0$, and meshing $M_h$ in a quasi-uniform manner.

We define for $p \in \mathbb{N}^+ = \{1, 2, \ldots\}$ the $H^1(M)$-conformal approximation space of polynomial degree $p$,

$$V^p_h = \{u \in H^1(M) : u|_K \in P_p(K) \text{ for all } K \in \mathcal{T}_h\}, \quad (4.8)$$

where $P_p(K)$ denotes the set of polynomials of degree less than or equal to $p$ on $K$. We write $V_h = \bigcup_{p \in \mathbb{N}^+} V^p_h$.

Note that, contrary to (2.7) no boundary condition is imposed on $\Gamma$.

The following two lemmas are proven in Appendix B.

**Lemma 4.1.** The trace inequality (2.9) holds for the family $\mathcal{T}$.

**Lemma 4.2.** There is a family of interpolation operators $i^p_h : H^1(M) \to V^p_h$ satisfying

$$\|u - i^p_h u\|_{H^k(\mathcal{T}_h)} \lesssim h^k \|u\|_{H^k(M)}. \quad (4.9)$$

Our finite element method has the form: find the critical point of the Lagrangian

$$\mathcal{L}(u, \phi) : V^p_h \times V^p_h \to \mathbb{R}, \quad \mathcal{L}(u, \phi) = \frac{1}{2} c (\phi, \phi) + L(\phi) - \frac{1}{2} \mathcal{R}(u, \phi) + a(u, \phi),$$
where, writing $U = (u, \partial_t u)$ and $U_0 = (u_0, u_1)$, the regularization is given by
\[
\mathcal{R}(u, \phi) = h^{-\kappa}S(u) - h^\kappa S(\phi) + h^{-\kappa}E(U|_{t=0} - U_0) + h^{-\kappa}E(U|_{t=T})
\]
\[
+ \gamma h^{-\kappa}B(u) - h^\kappa B(\phi) + \gamma h^{-\kappa}C'(\phi) + 2\gamma h^{-\kappa}p(u, \phi),
\]
\[
B(u) = h\|u\|^2_{L^2(\Gamma)}, \quad \tilde{C}(\phi) = h\|\chi \partial_v \phi\|^2_{L^2(\Gamma)}, \quad \rho(u, \phi) = -h(u, \chi h \partial_v \phi)_{L^2(\Gamma)},
\]
where $\kappa \leq 0$ and $\gamma \in (0, 1)$ are fixed constants. Here $E$ and $S$ are as in (2.12) except that $\Box$ in $S$ is replaced by $P$.

We have $\mathcal{R}(u, h^{-1}\phi) = 0$ for a smooth solution $(u, \phi)$ to (4.2). Indeed,
\[
B(u) + 2\rho(u, h^{-1}\phi) + \tilde{C}(h^{-1}\phi) = h\|u - \chi \partial_v \phi\|^2_{L^2(\Gamma)} = 0,
\]
and also $S(u) = S(\phi) = B(\phi) = 0$ and $E(U|_{t=0} - U_0) = E(U|_{t=T}) = 0$. The equation $d\mathcal{L}(u, \phi) = 0$ can be written as (2.13) where the bilinear form $A$ is now given by
\[
A[(u, \phi)(v, \psi)] := h^{-\kappa}S(u, v) - h^\kappa S(\phi, \psi) - h^{-\kappa}e(U|_{t=T}, V|_{t=T})
\]
\[
+ \gamma b(u, v) - b(\phi, \psi) - a(u, \phi) - a(u, \psi)
\]
\[
+ \gamma h^{-\kappa}c(\phi, \psi) + 2\gamma h^{-\kappa}p(\phi, \psi) + 2\gamma h^{-\kappa}p(u, \psi).
\]
We define the residual norm by
\[
\|\|(u, \phi)\|^2 = h^{-\kappa}(S(u) + B(u)) + h^\kappa(S(\phi) + B(\phi)) + C(\phi) + h^{-\kappa}\sum_{\tau=0,T} E(U|_{t=T}).
\]
This is indeed a norm on $V_h \times V_h$ as can be seen by following the proof of Lemma 2.2. Observe that in this case the vanishing boundary conditions on $\Gamma$ are not imposed in the spaces $V_h$ but follow if $B(u) = B(\phi) = 0$.

**Lemma 4.3.** For all $u, \phi \in H^2(M) + V_h$ there holds
\[
\|\|(u, \phi)\|^2 \lesssim A[(u, \phi), (u, -\phi)]
\]

**Proof.** By the definition of $A$, we have
\[
A[(u, \phi), (u, -\phi)] = \|\|(u, \phi)\|^2 - \gamma h^{-\kappa}\tilde{C}(\phi).
\]
As $\kappa \leq 0$, $\gamma < 1$ and $\chi \leq 1$, $\gamma h^{-\kappa}\tilde{C}(\phi)$ can be absorbed by $C(\phi)$.

The lemma implies that the finite dimensional linear system (2.13) has a unique solution, and thus defines a finite element method.

**4.3. Error estimates**

Our main theorem in the case of boundary control is

**Theorem 4.4.** Suppose that $(A')$ holds. Let $\kappa \leq 0$, $p, q \in \mathbb{N}^+$ and let $(u_h, \phi_h)$ in $V_h^p \times V_h^q$ be the solution of (2.13). Let $u \in H^{p+1}(M)$ and $\phi \in H^{q+1}(M)$ solve (4.2). Then
\[
\|\|(u - u_h, h^{-1}\phi - \phi_h)\| \lesssim h^{p+1-\frac{\kappa}{2}}\|u\|_{H^{p+1}(M)} + h^{q+1+\frac{\kappa}{2}}\|h^{-1}\phi\|_{H^{q+1}(M)}.
\]
In particular,

\[ \| \chi \partial_\nu (\phi - h \phi_h) \|_{L^2(\Gamma)} \lesssim h^{p - \frac{3}{2} + \frac{1}{2}} \| u \|_{H^{p+1}(M)} + h^{q - \frac{3}{2} - \frac{1}{2}} \| \phi \|_{H^{q+1}(M)}. \]  

(4.11)

Theorem 4.4 follows essentially by repeating the proof of Theorem 2.4. We recall the main steps.

Equation (2.13) defines a finite element method that is consistent in the sense that if smooth enough \( u \) and \( \phi \) satisfy (4.2), then (2.13) holds for \( (u, h^{-1} \phi) \). This follows from the weak formulation (4.4) of (4.2) together with the regularization vanishing at \( (u, h^{-1} \phi) \). This again leads to Galerkin orthogonality, that reads now

\[ A[(u - u_h, h^{-1} \phi - \phi_h), (v, \psi)] = 0 \quad \text{for all } (v, \psi) \in V^p_h \times V^q_h, \]

for smooth enough \( u \) and \( \phi \) satisfying (4.2) and \( (u_h, \phi_h) \in V^p_h \times V^q_h \) solving (2.13).

It is straightforward to see that for all \( u, \phi, v, \psi \in H^2(M) + V_h \) there holds

\[ a(v, \phi) \lesssim (S^2(\phi) + B(\phi)) \| v \|_{H^2(\Gamma_h)}, \]

\[ a(u, \psi) \lesssim (S^2(u) + B(u) + \sum_{\tau=0,T} E^2(U|_{t=\tau})) \| \psi \|_{H^2(\Gamma_h)}. \]

The analogue of Lemma 2.5 is

**Lemma 4.5.** For all \( u, \phi, v, \psi \in H^2(M) + V_h \) there holds

\[ a(v, \phi) \lesssim (S^2(\phi) + B(\phi)) \| v \|_{H^2(\Gamma_h)}, \]

\[ a(u, \psi) \lesssim (S^2(u) + B(u) + \sum_{\tau=0,T} E^2(U|_{t=\tau})) \| \psi \|_{H^2(\Gamma_h)}. \]

We omit the proof, this being a modification of the earlier proof. The only difference is that the boundary terms on \( \Gamma \) need to be kept track of. The proof of Theorem 4.4 uses Lemma 4.5 exactly as the proof of Theorem 2.4 uses Lemma 2.5. We will not repeat the details, however, let us point out that (4.9) replaces (2.19) in the proof.

As discussed above, if \( (u_0, u_1) \in H^{k+1}(\Omega) \times H^k(\Omega) \) satisfies the compatibility conditions of order \( k \), then the solution to (4.2) satisfies

\[ (u, \phi) \in H^{k+1}(M) \times H^{k+2}(M). \]

Hence we can take \( \kappa = 0, q \leq k + 1 \) and \( p = q - 1 \) in the above theorem, leading to the convergence rate (1.6) stated in the introduction.

**Remark 4.6.** A finite element method for the distributed control problem can be formulated using the spaces \( V^p_h \) defined by (4.8) and the bilinear form \( a \) in (4.5). With these choices replacing \( V^p_h \) and \( a \) in the Lagrangian in Section 2.2, and with \( B(u) - B(\phi) \) added in the regularization \( R(u, \phi) \) there, we obtain a method satisfying the estimates in Theorem 2.4. This method works for smooth \( \Omega \) whenever the geometric control condition (A) holds. We omit proving this, the proof being very similar with those above.

5. Numerical experiments

We discuss some numerical experiments performed with the Freefem++ package (see [27]).

We address the distributed and boundary case in the one dimensional case and emphasize the influence of the regularity of the initial condition on the rate of convergence of the finite element method with respect to the size of the discretization. We use uniform (unstructured) meshes and the functions \( \chi_0 \in C^\infty_0([0, T]) \) and...
The $C^\infty([0,T])$ function $t \mapsto \chi_0(t)$, $t \in [0,T]$ with $T = 2.5$.

\[ \chi_1 \in C^\infty([0,1]) \text{ such that} \]

\[ \chi_0(t) = \frac{e^{-e^{-\frac{t}{T}}} - e^{-\frac{t}{T}}}{e^{\frac{1}{T}} - e^{-\frac{1}{T}}} 1_{[0,T]}(t), \quad \chi_1(x) = \frac{e^{-\frac{x}{a+b}} - e^{-\frac{x}{a+b-1}}}{e^{\frac{1}{a+b-1}} - e^{-\frac{1}{a+b-1}}} 1_{[a,b]}(x) \]  

(5.1)

for any $0 < a < b < 1$ and $T > 0$. In particular, $\chi_0(T/2) = 1$ and $\chi_1((a+b)/2) = 1$. Figure 1 depicts the function $\chi_0$ for $T = 2.5$.

5.1. Distributed case: initial condition in $H^{k+1}(\Omega) \times H^k(\Omega)$ for all $k \in \mathbb{N}$

We consider the simplest situation for which

\[(u_0, u_1) = (\sin(\pi x), 0) \in H^{k+1}(\Omega) \times H^k(\Omega) \quad \forall k \in \mathbb{N}. \]  

(Ex1)

Compatibility conditions (C1)–(C2) are satisfied for any $j$. Moreover, we use the cut-off functions $\chi_0 \in C^\infty([0,T])$ and $\chi_1 \in C^\infty([0,1])$ defined by (5.1) with $T = 2$, $a = 0.1$ and $b = 0.4$. The null controllability property (A) holds true for this set of data. Since explicit solutions are not available in the distributed case, we define as “exact” solution $(u, \phi)$ the one of (2.13) from a fine and structured mesh (composed of 409 000 triangles and 205 261 vertices) corresponding to $h \approx 4.41 \times 10^{-3}$ and $(u_h, \phi_h) \in V_h^p \times V_h^q$ with $(p, q) = (3, 3)$.

Figure 2-left depicts the evolution of the relative error for the variable $\phi$ with respect to the $L^2$-norm

\[ \text{err}(\phi, \phi_h, \chi) := \|\chi(\phi - \phi_h)\|_{L^2(M)}/\|\chi\phi\|_{L^2(M)} \]

with respect to $h$ for various pairs of $(p, q)$. Table 1 collects the corresponding numerical values. We observe the convergence of the approximation w.r.t. $h$. Moreover, the figure exhibits the influence of the space $V_h^q$ used for the variable $\phi_h$ while the choice of the space $V_h^p$ for the variable $u_h$ has no effect on the approximation. We observe rates close to 0.5, 2 and 3 for $(p, q) = (1, 1)$, $(p, q) = (2, 2)$ and $(p, q) = (3, 3)$ respectively, in agreement with Theorem 2.4. For comparison, Figure 2-right depicts the evolution of the relative error err$(\phi, \phi_h, \chi)$ for $\chi_0(t) = 1$ and $\chi_1(x) = 1_{[a,b]}(x)$, i.e. when no regularization of the control support is introduced. Table 2 collects the corresponding numerical values. The corresponding controlled pair $(u, \phi)$ is a priori only in $C([0,T]; H_0^1(\Omega)) \times C([0,T]; L^2(\Omega))$. Thus, if we still get the convergence with respect to the parameter $h$, we observe that the approximation is not improved beyond the value $q = 2$. As before, the choice of the approximation space $V_h^p$ for $u_h$ does not affect the result. The rate is also reduced: for $(p, q) = (2, 2)$, the rate is close to 1.5. This highlights
the influence of the cut off functions, including for very smooth initial conditions. Table 3 collects some $L^2$ norms of $u_h$ and $\phi_h$ with respect to $h$ for the pair $(p,q) = (2,2)$: in particular, the relative error $\text{err}(u, u_h, 1)$ associated with the controlled solution $u$ is of order of $h^{2.5}$ for $h$ small enough.

5.2. Distributed case: initial condition in $H^1(\Omega) \times L^2(\Omega)$

We consider the initial condition

$$(u_0, u_1) = (4x1_{(0,1/2)}(x) + 4(1-x)1_{[1/2,1)}(x), 0) \in H^1(\Omega) \times H^0(\Omega)$$

(Ex2)
for which the compatibility conditions (C1)-(C2) are satisfied for any \( j \). If the cut-off functions are introduced, the controlled pair \((u, \phi)\) belongs to \(H^1(M) \times H^0(M)\). Theorem 2.4 does not provide a convergence rate in this case. The strong convergence is however observed: Figure 3 displays the relative error w.r.t. \(h\) for \((p,q) = (1,1)\), \((p,q) = (2,2)\) and \((p,q) = (3,3)\) with rates close to 1/2. Table 4 collects the corresponding numerical values.

A similar behavior is observed with the condition \(u_0 = 0\) and \(u_1 = 1\) \((0.4,0.6)\) \((x)\) in \(L^2(\Omega)\) in agreement with Theorem 3.1

5.3. Distributed case : initial condition in \(H^2(\Omega) \times H^1(\Omega)\)

We consider the initial condition

\[
(u_0, u_1) = \left( \rho(x) \int_0^x u_0^{(2)}(t)dt, 0 \right) \in H^2(\Omega) \times H^1(\Omega)
\]  

(Ex2b)

where \(u_0^{(2)}\) is the initial position defined in (Ex2) and \(\rho \in C_0^\infty(\Omega)\) is introduced in order to preserve the compatibility conditions (C1)-(C2). Figure 3-right displays the convergence of the approximation for \((p,q) = (1,1)\), \((p,q) = (2,2)\) and \((p,q) = (3,3)\). Theorem 2.4 still does not provide a convergence rate in this case. However, with respect to the previous example, smaller relative error with rates close to 1 are observed for \((p,q) = (2,2)\) and \((p,q) = (3,3)\).

5.4. Boundary case: initial condition in \(H^{k+1}(\Omega) \times H^k(\Omega)\) for all \(k \in \mathbb{N}\)

We consider again the simple situation given by the initial condition (Ex1). Compatibility conditions (C1)-(C2) are satisfied for any \( j \). In contrast with the distributed case, explicit exact solutions are available in the boundary case when cut-off functions are not introduced. Precisely, the corresponding control of minimal \(L^2(\Gamma)\)
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norm with \( \Gamma = (0\ T, 2) \times \{1\} \) is given by \( v(t) = \frac{1}{2} \sin(\pi(1-t)) = \frac{1}{2} \sin(\pi t) \) leading to \( \|v\|_{L^2(0,T)} = 1/2 \). The corresponding controlled solution is given by
\[
  u(t, x) = \begin{cases} 
    \frac{1}{2}(u_0(x + t) + u_0(x - t)) & x + t \leq 1, \\
    \frac{1}{2}u_0(x - t) & x + t > 1, x - t \geq 1, \\
    0 & x - t < -1,
  \end{cases}
\]
leading to \( \|u\|_{L^2(M)} = 1/2 \). The corresponding adjoint solution is given by \( \phi(t, x) = -\frac{1}{2\pi} \sin(\pi t) \sin(\pi x) \) leading to \( \|\phi\|_{L^2(M)} = \frac{1}{2\sqrt{2\pi}} \) and \( \|\partial_x \phi\|_{L^2(M)} = \frac{1}{2\sqrt{2}} \).

Tables 5 and 6 collects some relative errors w.r.t. h for \( (p, q) = (1, 2) \) and \( (p, q) = (2, 3) \) respectively including
\[
  \text{err}(v, u_h) := \|v - u_h(\cdot, 1)\|_{L^2(0,T)}/\|v\|_{L^2(0,T)},
\]
and \( \text{err}(v, h\partial_x \phi_h) \) while Figure 4-left depicts the relative error on the control w.r.t. h for several pairs of \( (p, q) \).

Since compatibility conditions hold true here, the introduction of the cut off function \( \chi \neq 1 \) is a priori useless. However, we observe that the term \( \partial_x \phi(\cdot, 1) \) is not well approximated near \( t = 0 \) and \( t = T \). This somehow pollutes the approximation \( \phi_h \) of \( \phi \) inside the domain (precisely along the characteristics intersecting the points \( (t, x) = (0, 1) \) and \( (t, x) = (T, 1) \)) and affects the optimal rate. We observe rate close to 0.75 for \( (p, q) = (1, 1) \) and close to 1.5 otherwise. Imposing in addition \( \phi = 0 \) on the boundary \( \partial \Omega \) slightly improves the approximation.

With \( \chi \neq 1 \), the explicit control of minimal \( L^2(\chi^{1/2}, (0,T)) \) norm is not available anymore. As for the distributed controllability, we define as “exact” control the one obtained from a fine and uniform mesh (composed of 648 000 triangles and 325 261 vertices) corresponding to \( h \approx 3.92 \times 10^{-3} \) and \( (p, q) = (2, 3) \). We take \( T \) large enough, precisely \( T = 2.5 \), to ensure the null controllability property of the wave equation. Figure 4-right displays the evolution of \( \|h\partial_x \phi_h(\cdot, 1) - v\|_{L^2(0,T)}/\|v\|_{L^2(0,T)} \) w.r.t. h. For \( (p, q) = (1, 1) \) and \( (p, q) = (1, 2) \), we observe rates close to 0.5 and 1.5 in agreement with (4.11) of Theorem 4.4 with \( \kappa = 0 \). For \( (p, q) = (2, 3) \), we observe a rate close to 3, which is a bit better than the value 2.5 from (4.11). Those results also show that the boundary control can be approximated both from the quantity \( h\partial_x \phi_h(\cdot, 1) \) obtained from the adjoint dual variable and from the trace \( u_h(\cdot, 1) \) of the primal variable.
5.5. Boundary case: initial condition in $H^1(\Omega) \times H^0(\Omega)$

We consider the initial data (Ex2). The corresponding control of minimal $L^2(\Gamma)$ norm with $\Gamma = (0, T = 2) \times \{1\}$ (corresponding to $\chi \equiv 1$) is given by

$$v(t) = 2t 1_{(0, 1/2)}(t) + 2(1 - t) 1_{(1/2, 3/2)}(t) + 2(t - 2) 1_{(3/2, 1)}(t).$$

The corresponding controlled solution is explicitly known as follows:

$$u(t, x) = \frac{1}{2} u_0(x - t) 1_{(t-x \leq 0)} + \frac{1}{2} u_0(x + t) 1_{(t+x \leq 1)} - \frac{1}{2} u_0(t - x) 1_{(t-x \geq 0)} 1_{(t-x \leq 1)}. \quad (5.3)$$

The corresponding adjoint solution is given by $\phi(t, x) + \phi(t, 1 - x)$ where $\phi$ is defined in (5.5) with the following initial conditions

$$(\phi_0, \phi_1) = (0, -2x 1_{(0, 1/2)}(x) + 2(x - 1) 1_{(1/2, 1)}(x)) \in H^2(\Omega) \times H^1(\Omega).$$

Compatibility conditions are satisfied.

Figure 5-left displays the evolution of $\|\chi \partial_x \phi_h(1, \cdot) - v\|_{L^2(0,T)}/\|v\|_{L^2(0,T)}$ w.r.t. $h$ for various pairs of $(p, q)$ and $\chi \equiv 1$. We observe a rate close to 0.75 for $(p, q) = (1, 1)$ and close to 1.5 otherwise. Remark that a priori $u \in H^1(M)$ and $\phi \in H^2(M)$ so that the choice $(p, q) = (2, 3)$ does not lead to a better rate than the choice $(p, q) = (1, 2)$. See also Table 7 and Table 8 for the corresponding values for $(p, q) = (1, 2)$ and $(p, q) = (2, 3)$ respectively. Moreover, as expected, the introduction of the cut off $\chi \neq 1$ does not improve here the rate of convergence: see Figure 5-right where similar rates are observed.

5.6. Boundary case: initial condition in $H^0(\Omega) \times H^{-1}(\Omega)$

We consider the following stiff situation given by

$$(u_0, u_1) = (4x 1_{(0, 1/2)}(x), 0) \in H^0(\Omega) \times H^{-1}(\Omega) \quad (Ex3)$$
and extensively discussed in [15, 43] and $T = 2$. The corresponding control of minimal $L^2((0, T) \times \{1\}$) norm is given by $v(t) = 2(1 - t)1_{(1/2, 3/2)}(t)$ leading to $\|v\|_{L^2(0,T)} = 1/\sqrt{3}$. The corresponding controlled solution is explicitly known as follows:

$$u(t, x) = \begin{cases} 
4x & 0 \leq x + t < \frac{1}{2}, \\
2(x - t) & -\frac{1}{2} < t - x < \frac{1}{2}, \\
0 & x + t \geq \frac{1}{2}, \text{ else},
\end{cases}$$

(5.4)
Table 9. (Ex3) - Boundary case - \((p, q) = (1, 1) - \chi \equiv 1.\)

| \(h\)     | 1.57 \times 10^{-1} | 8.22 \times 10^{-2} | 4.03 \times 10^{-2} | 2.29 \times 10^{-2} | 1.25 \times 10^{-2} |
|-----------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \(\text{err}(\phi, \phi_h, 1)\) | 6.38 \times 10^{-1} | 4.35 \times 10^{-1} | 2.85 \times 10^{-1} | 1.84 \times 10^{-1} | 1.05 \times 10^{-1} |
| \(\text{err}(\partial_x \phi, \partial_x \phi_h, 1)\) | 8.38 \times 10^{-1} | 6.23 \times 10^{-1} | 4.85 \times 10^{-1} | 3.97 \times 10^{-1} | 3.17 \times 10^{-1} |
| \(\text{err}(u, u_h, 1)\) | 5.78 \times 10^{-1} | 4.40 \times 10^{-1} | 3.59 \times 10^{-1} | 2.93 \times 10^{-1} | 2.27 \times 10^{-1} |
| \(\text{err}(v, u_h)\) | 7.67 \times 10^{-1} | 5.69 \times 10^{-1} | 5.04 \times 10^{-1} | 4.05 \times 10^{-1} | 3.15 \times 10^{-1} |
| \(\text{err}(v, h\chi \partial_x \phi_h)\) | 8.41 \times 10^{-1} | 6.47 \times 10^{-1} | 5.08 \times 10^{-1} | 4.09 \times 10^{-1} | 3.16 \times 10^{-1} |

Table 10. (Ex3) - Boundary case - \((p, q) = (1, 2) - \chi \equiv 1.\)

| \(h\)     | 1.57 \times 10^{-1} | 8.22 \times 10^{-2} | 4.03 \times 10^{-2} | 2.29 \times 10^{-2} | 1.25 \times 10^{-2} |
|-----------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \(\text{err}(\phi, \phi_h, 1)\) | 1.62 \times 10^{0} | 6.33 \times 10^{-1} | 2.72 \times 10^{-1} | 1.45 \times 10^{-1} | 7.36 \times 10^{-2} |
| \(\text{err}(\partial_x \phi, \partial_x \phi_h, 1)\) | 2.33 \times 10^{0} | 1.52 \times 10^{0} | 1.22 \times 10^{0} | 1.08 \times 10^{0} | 1.05 \times 10^{0} |
| \(\text{err}(u, u_h, 1)\) | 3.93 \times 10^{-1} | 3.00 \times 10^{-1} | 2.27 \times 10^{-1} | 1.74 \times 10^{-1} | 1.30 \times 10^{-1} |
| \(\text{err}(v, u_h)\) | 5.03 \times 10^{-1} | 3.43 \times 10^{-1} | 2.41 \times 10^{-1} | 1.89 \times 10^{-1} | 1.48 \times 10^{-1} |
| \(\text{err}(v, h\chi \partial_x \phi_h)\) | 4.73 \times 10^{-1} | 3.41 \times 10^{-1} | 2.64 \times 10^{-1} | 2.08 \times 10^{-1} | 1.60 \times 10^{-1} |

Table 11. (Ex3) - Boundary case - \((p, q) = (2, 3) - \chi \equiv 1.\)

| \(h\)     | 1.57 \times 10^{-1} | 8.22 \times 10^{-2} | 4.03 \times 10^{-2} | 2.29 \times 10^{-2} | 1.25 \times 10^{-2} |
|-----------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \(\text{err}(\phi, \phi_h, 1)\) | 1.25 \times 10^{0} | 5.01 \times 10^{-1} | 2.02 \times 10^{-1} | 9.58 \times 10^{-2} | 4.52 \times 10^{-2} |
| \(\text{err}(\partial_x \phi, \partial_x \phi_h, 1)\) | 3.44 \times 10^{0} | 2.34 \times 10^{0} | 1.88 \times 10^{0} | 1.57 \times 10^{0} | 1.45 \times 10^{0} |
| \(\text{err}(u, u_h, 1)\) | 3.12 \times 10^{-1} | 2.22 \times 10^{-1} | 1.60 \times 10^{-1} | 1.24 \times 10^{-1} | 9.01 \times 10^{-2} |
| \(\text{err}(v, u_h)\) | 3.52 \times 10^{-1} | 2.36 \times 10^{-1} | 1.71 \times 10^{-1} | 1.30 \times 10^{-1} | 9.64 \times 10^{-2} |
| \(\text{err}(v, h\chi \partial_x \phi_h)\) | 3.40 \times 10^{-1} | 2.36 \times 10^{-1} | 1.66 \times 10^{-1} | 1.37 \times 10^{-1} | 9.56 \times 10^{-2} |

leading to \(||u||_{L^2(M)} = 1/\sqrt{3}.\) The corresponding initial conditions of the adjoint solution is \((\phi_0, \phi_1) = (0, -2x 1_{(0,1/2)}(x)) \in H^1(\Omega) \times H^0(\Omega)\) leading to

\[
\phi(t, x) = \begin{cases} 
-\frac{2xt}{2} & 0 \leq x + t < \frac{1}{2}, \quad x \geq 0, t \geq 0, \\
\frac{(x-t)^2}{2} - \frac{1}{8} & \frac{1}{2} \leq x + t < \frac{3}{2}, \quad -\frac{1}{2} < x - t < \frac{1}{2}, \\
\frac{2}{5}(x - 1)(1 - t) & \frac{3}{2} \leq x + t, \quad \frac{1}{2} < x - t < \frac{1}{2}, \\
\frac{-(x+t)^2}{2} + \frac{1}{8} & \frac{3}{2} < x + t < \frac{5}{2}, \quad -\frac{3}{2} < x - t \leq -\frac{1}{2}, \\
\frac{2x(2-t)}{2} & x - t \leq -\frac{3}{2},
\end{cases}
\]

leading to \(||\phi||_{L^2(M)} \approx 9.86 \times 10^2\) and \(||\partial_x \phi||_{L^2(M)} \approx 4.08 \times 10^{-1}.\) In particular, we check that \(\partial_x \phi(t, x)|_{x=1} = 2(1-t) 1_{[1/2,3/2]}(t) = v(t).\) Both \(u\) and \(\phi\) develop singularities (where \(u\) and \(\nabla \phi\) are discontinuous).

Figure 6 depicts the evolution of \(||h\chi \partial_x \phi_h(\cdot, 1) - v||_{L^2(0,T)} / ||v||_{L^2(0,T)}\) w.r.t. \(h\) with \(\chi \equiv 1\) for several values of \((p, q).\) See also Table 9,10 and 11 for \((p, q) = 1, (p, q) = 2\) and \((p, q) = (3, 3)\) respectively. We observe a rate close to 0.5.

Let us also emphasize that the space-time discretization formulation is very well appropriated for mesh adaptivity. Using the \(V^h_1 \times V^h_1\) approximation, Figure 7-left (resp. right) depicts the mesh obtained after seven adaptative refinements based on the local values of gradient of the variable \(\phi_h\) (resp. \(u_h\)). Starting with a coarse mesh composed of 288 triangles and 166 vertices, the final mesh on the right is composed with 13068 triangles and 6700 vertices and leads to a relative error \(\text{err}(v, u_h)\) of the order of \(10^{-3}.\) The final mesh follows the singularities of the controlled solution starting at the point \((0,1/2)\) of discontinuity of \(u_0.\)
Figure 6. (Ex3): $\|h \partial_x \phi_h (\cdot, 1) - v\|_{L^2(0,T)}/\|v\|_{L^2(0,T)}$ w.r.t. $h$ (rate $\approx 0.5$).

Figure 7. (Ex3): Locally refine space-time meshes with respect to $\phi_h$ (left) and $u_h$ (right). $(p, q) = (1, 2)$. 
5.7. Boundary case: the wave equation with a potential

To end these numerical illustrations, we report some results for the wave equation with non vanishing potential $V$, see (4.1). Non zero potentials notably appear from linearization of nonlinear wave equations of the form $\Box u + f(u) = \chi v$ (see [44]). Actually, we want to emphasize that this spacetime approach, based on the resolution of the optimal condition associated with the control of minimal $L^2$ norm is very relevant for potential with the “bad” sign for which $V(t,x)u(t,x) < 0$. Indeed, in this case, the usual “à la Glowinski” strategy developed in [25] is numerically inefficient and requires adaptations, since the uncontrolled solution (used to initialize the conjugate algorithm) grows exponentially in time, leading to numerical instabilities and overflow. Recall that the observability constant behaves like $e^{C(T,\omega)\|A\|_{L^\infty(\Omega,T, L^p(0))}}$ (see [49]) and appears notably in the constant in the a priori estimate (4.11). We consider the initial condition (Ex1), $T = 2.5$ and constant negative potentials $V(t,x) < 0$. Table 12 collects the relative error on the approximation of the boundary control with respect to $h$ for several negatives values of $V$. In particular, for $V = -40$, the $L^\infty$ norm of the corresponding uncontrolled solution is of order $10^5$. We approximate $u$ and $\phi$ in $V^1_h$ and $V^2_h$ respectively and observe a rate close to 1.5. The value of V only affects the constant. We refer to [40] for a semi-discrete (in space) approximation of exact boundary controls for a semi-discretized wave equation with potential, including experiments for small and potentials with good sign.

| $h$   | $1.6 \times 10^{-1}$ | $8 \times 10^{-2}$ | $4 \times 10^{-2}$ | $2 \times 10^{-2}$ | $1 \times 10^{-2}$ |
|-------|----------------------|---------------------|---------------------|---------------------|---------------------|
| $V = -10$ | $7.11 \times 10^{-1}$ | $2.43 \times 10^{-1}$ | $6.91 \times 10^{-2}$ | $2.48 \times 10^{-2}$ | $7.97 \times 10^{-3}$ |
| $V = -20$ | $7.06 \times 10^{-1}$ | $2.81 \times 10^{-1}$ | $1.57 \times 10^{-1}$ | $6.13 \times 10^{-2}$ | $1.65 \times 10^{-2}$ |
| $V = -30$ | $9.54 \times 10^{-1}$ | $6.91 \times 10^{-1}$ | $2.07 \times 10^{-1}$ | $7.21 \times 10^{-2}$ | $2.27 \times 10^{-2}$ |
| $V = -40$ | $1.01 \times 10^{-1}$ | $9.44 \times 10^{-1}$ | $5.05 \times 10^{-1}$ | $1.13 \times 10^{-1}$ | $3.18 \times 10^{-2}$ |

6. Conclusion

We have introduced and analyzed a spacetime finite element approximation of a controllability problem for the wave equation. Based on a non conformal $H^1$-approximation, the analysis yields error estimates for the control in the natural $L^2$-norm of order $h^q$ (resp. $h^{q-\frac{1}{2}}$) where $q$ is the degree of the polynomials used to describe the adjoint variable in the distributed (resp. boundary) case. The numerical experiments performed for initial data with various regularity exhibits the efficiency of the method. The convergence is also observed for initial data with minimal regularity.

We emphasize that spacetime formulations are easier to implement than time-marching methods, since in particular, there is no kind of CFL condition between the time and space discretization parameters. Moreover, as shown in the numerical section, they are well-suited for mesh adaptivity (as initially discussed in [29]).

Similarly to the formulation proposed in [13, 15], the present formulation follows the “control then discretize” approach. However, contrary to [13, 15], the $H^1$-formulation of the present work does not require the introduction of sophisticated finite element spaces. On the other hand, the formulation requires additional stabilized terms which are function of the jump of the gradient across the boundary of each element. The analysis is then inspired from [10] and also from [8] where an analogous spacetime formulation for a data assimilation is considered.

The implementation of the stabilized terms is not straightforward, in particular, in higher dimension, and is usually not available in finite element softwares. A possible way to circumvent the introduction of the gradient jump terms is to consider non-conforming approximation of the Crouzeix-Raviart type as in [7]. A penalty is then needed on the solution jump instead to control the $H^1$-conformity error. Another possible way, following [42] devoted to the boundary case, could be to consider the controllability problem associated to a first order
where \( u_j > 0 \) is enough to show that \( f \) where the infimum is taken over all \( j \). Let us use the shorthand notations \( M \) and show that its solution satisfies (A.3) with \( u \). A rigorous numerical analysis however remains to be done.

**APPENDIX A. CONTINUUM ESTIMATES**

**Proposition A.1** (Energy estimate). *There holds*

\[
\| u \|_{L^\infty(0,T;L^2(\Omega))} + \| \partial_t u \|_{L^2(0,T;H^{-1}(\Omega))} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega)} \lesssim \| u \|_{t=0} + \| \partial_t u \|_{t=0} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega) + \| \Box u \|_{H^{-1}(0,T) \times \Omega)}.
\]

**Proof.** The estimate

\[
\| u \|_{L^\infty(0,T;L^2(\Omega))} + \| \partial_t u \|_{L^2(0,T;H^{-1}(\Omega))} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega)} \lesssim \| u \|_{t=0} + \| \partial_t u \|_{t=0} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega) + \| \Box u \|_{L^1(0,T;H^{-1}(\Omega))}
\]

follows from Theorem 2.3 of [33], see also Remark 2.2 there. Thus it is enough to consider the equation

\[
\begin{cases}
\Box u = f, \\
\left. u \right|_{x \in \partial \Omega} = 0, \\
\left. u \right|_{t=0} = 0,
\end{cases}
\]

and show that its solution satisfies

\[
\| u \|_{L^\infty(0,T;L^2(\Omega))} + \| \partial_t u \|_{L^2(0,T;H^{-1}(\Omega))} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega)} \lesssim \| f \|_{H^{-1}(0,T) \times \Omega)}.
\]

Let us use the shorthand notations \( M = (0,T) \times \Omega \) and \((t,x) = (x^0, \ldots, x^n)\). We recall that for any \( f \in H^{-1}(M) \) there are \( f_j \in L^2(M) \), \( j = -1, 0, \ldots, n \), such that

\[
f = f_{-1} + \sum_{j=0}^{n} \partial_{x^j} f_j,
\]

and that

\[
\| f \|_{H^{-1}(M)}^2 = \inf \sum_{j=-1}^{n} \| f_j \|_{L^2(M)}^2,
\]

where the infimum is taken over all \( f_j \in L^2(M) \) satisfying (A.4), see e.g. Theorem 1, page 299 of [22]. Thus it is enough to show that

\[
\| u \|_{L^\infty(0,T;L^2(\Omega))} + \| \partial_t u \|_{L^2(0,T;L^2(\Omega))} + \| \partial_x u \|_{H^{-1}(0,T) \times \partial \Omega)} \lesssim \| f_j \|_{L^2(0,T) \times \Omega)},
\]

where \( u \) satisfies (A.3) with \( f \) replaced by \( \partial_{x^j} f_j \) when \( j \geq 0 \) and by \( f_{-1} \) when \( j = -1 \). The cases \( j = -1 \) and \( j > 0 \) are contained in (A.2).
Let us consider the case \( j = 0 \). We denote by \( v \) the solution of (A.3) with \( f = f_0 \). Then \( u = \partial_t v \) and it follows from Theorem 2.1 of [33] that

\[
\|u\|_{L^\infty(0,T;L^2(\Omega))} + \|\partial_t u\|_{H^{-1}(0,T) \times \partial \Omega} \lesssim \|\partial_t v\|_{L^\infty(0,T;L^2(\Omega))} + \|\partial_v v\|_{L^2((0,T) \times \partial \Omega)} \lesssim \|f_0\|_{L^2((0,T) \times \Omega)}.
\]

Moreover,

\[
\|\partial_t u\|_{L^2(0,T;H^{-1}(\Omega))} = \|\partial_t^2 v\|_{L^2(0,T;H^{-1}(\Omega))} + \|\Delta v\|_{L^2(0,T;H^{-1}(\Omega))} \leq \|f_0\|_{L^2(0,T;H^{-1}(\Omega))},
\]

and using Theorem 2.1 of [33] again,

\[
\|\Delta v\|_{L^2(0,T;H^{-1}(\Omega))} \lesssim \|v\|_{L^2(0,T;H^1(\Omega))} \lesssim \|f_0\|_{L^2(0,T;\Omega)}.
\]

\[\square\]

**Remark A.2.** It is not possible to improve the \( L^2(0,T;H^{-1}(\Omega)) \) norm of \( \partial_t u \) on the left-hand side of (A.1) to its \( L^\infty(0,T;H^{-1}(\Omega)) \) norm.

**Proof.** To get a contradiction, we suppose that

\[
\|\partial_t u\|_{L^\infty(0,T;H^{-1}(\Omega))} \lesssim \|\square u\|_{H^{-1}(0,T) \times \Omega}
\]

for solutions \( u \) of (A.3). Let \( f \in L^2(0,T) \), and denote by \( u \) and \( v \) the solutions of (A.3) with sources \( \partial_t f \) and \( f \), respectively. Then \( u = \partial_t v \) and

\[
f = \partial_t^2 v - \Delta v = \partial_t u - \Delta v \in L^\infty(0,T;H^{-1}(\Omega)).
\]

But this implies that \( f \in L^\infty(0,T) \). As \( f \in L^2(0,T) \) was arbitrary, we get the contradiction \( L^2(0,T) \subset L^\infty(0,T) \).

If \( \square u = 0 \) and \( u_{x \in \partial \Omega} = 0 \) then the norm on the left-hand side of (A.1) controls the \( L^\infty(0,T;H^{-1}(\Omega)) \) norm of \( \partial_t u \). In fact, we have:

**Lemma A.3.** Suppose that \( u \in L^2((0,T) \times \Omega) \) satisfies \( \square u = 0 \) and \( u_{x \in \partial \Omega} = 0 \). Then

\[
\|u\|_{L^\infty((0,T) \times \Omega)} + \|\partial_t u\|_{L^\infty((0,T) \times \Omega)} + \|\partial_v u\|_{H^{-1}((0,T) \times \partial \Omega)} \lesssim \|u\|_{L^2((0,T) \times \Omega)}.
\]

Moreover, \( u \in C(0,T;L^2(\Omega)) \cap C^1(0,T;H^{-1}(\Omega)) \).

**Proof.** Let \( \chi \in C^\infty(\mathbb{R}) \) satisfy \( \chi(t) = 0 \) near \( t = T \) and \( \chi(t) = 1 \) for \( t \in (0,T/2) \). Applying Proposition A.1 to \( \chi u \) backwards in time, we obtain

\[
\|u\|_{L^\infty((0,T/2) \times \Omega)} + \|\partial_t u\|_{L^2((0,T/2) \times \Omega)} \lesssim \|\square, \chi u\|_{H^1((0,T) \times \Omega)} \lesssim \|u\|_{L^2((0,T) \times \Omega)}.
\]

Applying (A.2) backwards in time on the interval \((0,s)\) where \( s < T/2 \), we get

\[
\|\partial_t u|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|u|_{t=s}\|_{L^2(\Omega)} + \|\partial_t u|_{t=s}\|_{H^{-1}(\Omega)}.
\]

Integration in \( s \) gives

\[
\|\partial_t u|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|u\|_{L^2((0,T/2) \times \Omega)} + \|\partial_t u\|_{L^2((0,T/2;H^{-1}(\Omega))}.
\]
We conclude that
\[ \|u|_{t=0}\|_{L^2(\Omega)} + \|\partial_t u|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|u\|_{L^2((0,T) \times \Omega)}. \]

The claimed estimate follows from (A.2).

Let us now turn the claimed continuity. Let \( \epsilon > 0 \) and \( u_j \) be a mollification in time that satisfies \( u_j \to u \) in \( L^2((\epsilon, T - \epsilon) \times \Omega) \). Then \( u_j \) converges in
\[ C(\epsilon, T - \epsilon; L^2(\Omega)) \cap C^1(\epsilon, T - \epsilon; H^{-1}(\Omega)) \]
and thus \( u \) is in this space. In particular, \( u|_{t=T/2} \) and \( \partial_t u|_{t=T/2} \) are well-defined. Solving the initial value problem starting from these gives the desired conclusion. \( \square \)

**Theorem A.4 (Distributed observability estimate).** Let \( T > 0 \) and let an open set \( \omega \subset \Omega \) satisfy the geometric control condition. Then
\[ \|\phi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \phi|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|\phi\|_{L^2((0,T) \times \omega)} + \|\phi\|_{L^2((0,T) \times \partial \Omega)} + \|\square \phi\|_{H^{-1}((0,T) \times \Omega)}. \]

**Proof.** It is classical that
\[ \|\psi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \psi|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|\psi\|_{L^2((0,T) \times \omega)} \tag{A.5} \]
when
\[ \begin{cases} \square \psi = 0, \\
\psi|_{x \in \partial \Omega} = 0, \end{cases} \]
see e.g. [34]. Let \( u \) solve
\[ \begin{cases} \square u = \square \phi, \\
u|_{x \in \partial \Omega} = \phi|_{x \in \partial \Omega}, \\
u|_{t=0} = 0, \quad \partial_t u|_{t=0} = 0, \end{cases} \]
and define \( \psi = \phi - u \). Then using (A.5) and (A.1),
\[ \|\phi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \phi|_{t=0}\|_{H^{-1}(\Omega)} = \|\psi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \psi|_{t=0}\|_{H^{-1}(\Omega)} \lesssim \|\psi\|_{L^2((0,T) \times \omega)} \leq \|\phi\|_{L^2((0,T) \times \omega)} + \|u\|_{L^2((0,T) \times \omega)} \lesssim \|\phi\|_{L^2((0,T) \times \omega)} + \|\phi\|_{L^2((0,T) \times \partial \Omega)} + \|\square \phi\|_{H^{-1}((0,T) \times \Omega)}. \]

**Remark A.5.** By applying Theorem A.4 to the function \( (t,x) \mapsto \phi(T-t,x) \) we obtain the following variant
\[ \|\phi|_{t=T}\|_{L^2(\Omega)} + \|\partial_t \phi|_{t=T}\|_{H^{-1}(\Omega)} \lesssim \|\phi\|_{L^2((0,T) \times \omega)} + \|\phi\|_{L^2((0,T) \times \partial \Omega)} + \|\square \phi\|_{H^{-1}((0,T) \times \Omega)}, \]
and by combining Proposition A.1 and Theorem A.4, we get
\[ \|\phi\|_{L^\infty((0,T);L^2(\Omega))} + \|\partial_t \phi\|_{L^2(0,T;H^{-1}(\Omega))} \lesssim \|\phi\|_{L^2((0,T) \times \omega)} + \|\phi\|_{L^2((0,T) \times \partial \Omega)} + \|\square \phi\|_{H^{-1}((0,T) \times \Omega)}; \]
assuming that \( T > 0 \) and \( \omega \subset \Omega \) satisfy the geometric control condition.

**Theorem A.6** (Boundary observability estimate). Let \( T > 0 \) and let an open set \( \omega \subset \partial \Omega \) satisfy the geometric control condition. Let \( V \in C^\infty(\Omega) \) and define \( P \) by (4.1). Then

\[
\| \phi \|_{L^2(\Omega)} + \| \partial_t \phi \|_{H^{-1}(\Omega)} \lesssim \| \partial_n \phi \|_{H^{-1}(0,T) \times \omega} + \| \phi \|_{L^2((0,T) \times \partial \Omega)} + \| P \phi \|_{H^{-1}(0,T) \times \Omega}.
\]  

**Proof.** It is well-known that

\[
\| \psi \|_{L^2(0,T)} + \| \partial_t \psi \|_{H^{-1}(\Omega)} \lesssim \| \partial_n \psi \|_{H^{-1}(0,T) \times \omega),
\]

for solutions \( \psi \) of

\[
\begin{cases}
P\psi = 0, \\
\psi|_{x \in \partial \Omega} = 0.
\end{cases}
\]  

However, we did not find this exact formulation in the literature, and give a short proof for the convenience of the reader. It follows from (3.11) of the classical paper [4] that

\[
\| \psi \|_{L^2((0,T) \times \Omega)} \lesssim \| \partial_n \psi \|_{H^{-1}(0,T) \times \omega),
\]

since the space of invisible solutions is empty in our case due to unique continuation. Let \( \tau \in C^\infty(\mathbb{R}) \) satisfy \( \tau(t) = 1 \) near \( t = 0 \) and \( \tau(t) = 0 \) near \( t = T \). Writing \( u = \tau \psi \) and \( f = \partial_t\tau \partial_t \psi + \partial_t^2 \tau \psi \), there holds

\[
\begin{cases}
P\psi = 0, \\
\psi|_{x \in \partial \Omega} = 0,
\end{cases}
\]

As \( \psi \in L^2((0,T) \times \Omega) \), we have using \( P\psi = 0 \),

\[
\| \partial_t^2 \psi \|_{L^2(0,T;H^{-2}(\Omega))} = \| \Delta \psi \|_{L^2(0,T;H^{-2}(\Omega))} + \| V \psi \|_{L^2(0,T;H^{-2}(\Omega))} \lesssim \| \psi \|_{L^2((0,T) \times \Omega))}.
\]

Now interpolation, see e.g. Theorems 2.3 and 12.2 of [36], gives

\[
\| \partial_t \psi \|_{L^2(0,T;H^{-1}(\Omega))} \lesssim \| \psi \|_{L^2(0,T;L^2(\Omega))}.
\]

Hence also

\[
\| f \|_{L^2(0,T;H^{-1}(\Omega))} \lesssim \| \psi \|_{L^2(0,T;L^2(\Omega))},
\]

and (A.2), or rather its analogue backward in time, gives

\[
\| u \|_{L^2(0,T;H^{-1}(\Omega))} \lesssim \| \psi \|_{L^2(0,T;L^2(\Omega))}.
\]

But the state of \( u \) at \( t = 0 \) coincides with that of \( \psi \), and (A.7) follows from the above estimate and (A.9).
Will now show (A.6). Let $v$ be the solution of

$$
\begin{cases}
 Pv = P\phi \\
v|_{x \in \partial \Omega} = \phi|_{x \in \partial \Omega} \\
v|_{t<0} = 0.
\end{cases}
$$

Then $\psi = \phi - v$ solves (A.8), and (A.7) and (A.1) imply

$$
\|\phi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \phi|_{t=0}\|_{H^{-1}(\Omega)} = \|\psi|_{t=0}\|_{L^2(\Omega)} + \|\partial_t \psi|_{t=0}\|_{H^{-1}(\Omega)}
\lesssim \|\partial_n \phi\|_{H^{-1}((0,T) \times \omega)} + \|\partial_n v\|_{H^{-1}((0,T) \times \omega)}
\lesssim \|\partial_n \phi\|_{H^{-1}((0,T) \times \omega)} + \|\phi\|_{L^2((0,T) \times \partial \Omega)} + \|P\phi\|_{H^{-1}((0,T) \times \Omega)}.
$$

The analogue of Remark A.5 holds also in the case of boundary observations. We need also the following classical result.

**Lemma A.7** (Partial hypoellipticity). Let $I \subset (0,T)$ be a compact interval. Suppose that $s \in \mathbb{R}$ and $j \in \mathbb{N}$ satisfy $s + 1/2 > j$. Then

$$
\|\partial_j \nu u\|_{H^{s-j-3/2}(I \times \partial \Omega)} \lesssim \|u\|_{H^s(M)} + \|\Box u\|_{H^{s-1}(M)}.
$$

**Proof.** We define a norm $\|u\|_X$ by the right-hand side of the claimed inequality, and set $X = \{u \in H^s(M) : \|u\|_X < \infty\}$. It follows from the closed graph theorem that $X$ is a Banach space. In normal coordinates of $\mathbb{R} \times \partial \Omega$, there holds

$$
\Box = \partial_n^2 + A,
$$

where $A$ is a differential operator in the tangential directions to $\mathbb{R} \times \partial \Omega$, with coefficients depending on all the variables, see e.g. Corollary C.5.3 of [28].

We will use the spaces $\tilde{H}_{(m,s)}(I \times \Omega)$, defined on p. 478 of [28], in the boundary normal coordinates, and use the shorthand notation $H_{(m,s)}$ for them. Here $m$ measures Sobolev smoothness in all the variables and $s$ additional smoothness in the tangential variables. However, $s$ can be also negative, corresponding to a loss of smoothness in tangential directions.

Let $u \in X$. It follows from Theorem B.2.9 of [28] that $u \in H_{(m,r)}$ when $m + r \leq s - 1$ and $m \leq s + 1$. In particular, $u \in H_{(s+1,-2)}$ and the closed graph theorem implies

$$
\|u\|_{H_{(s+1,-2)}} \lesssim \|u\|_X.
$$

Moreover, using the assumption $s + 1/2 > j$, Theorem B.2.7 of [28] implies

$$
\|\partial_j \nu u\|_{H^{s-j-3/2}(I \times \partial \Omega)} \lesssim \|u\|_{H_{(s+1,-2)}}.
$$

\[\Box\]

**Lemma A.8.** Suppose that (A) holds. Let $u, \phi \in L^2(M)$ solve (2.1) with $u_0 = u_1 = 0$. Then $u = \phi = 0$. 

Integration in $s$ gives

$$
\| \phi \|_{H^1(\Omega)} + \| \partial_t \phi \|_{L^2(\Omega)} \lesssim \| \phi \|_{H^1(\Omega)} + \| \partial_t \phi \|_{L^2(\Omega)}.
$$

Integration in $s$ gives

$$
\| \phi \|_{H^1(\Omega)} + \| \partial_t \phi \|_{L^2(\Omega)} \lesssim \| \phi \|_{H^1(M)},
$$

and the regularity (A.10) follows now from [33]. It also follows from [33] that

$$
u \in C(0, T; L^2(\Omega)) \cap C^1(0, T; H^{-1}(\Omega)).$$

In the case that $u$ and $\phi$ are smooth

$$
0 = (P u, \phi)_{L^2(M)} - (u, P \phi)_{L^2(M)} = -(\partial_s \phi, \partial_s \phi)_{L^2(\Gamma)},
$$

Proof. The lateral boundary traces on $(0, T) \times \partial \Omega$ are well-defined due to partial hypoellipticity, Lemma A.7. Typical energy estimates, see e.g. [33], give

$$
u \in C(0, T; H^1_0(\Omega)) \cap C^1(0, T; L^2(\Omega)),$$

and Lemma A.3 implies that

$$
\phi \in C(0, T; L^2(\Omega)) \cap C^1(0, T; H^{-1}(\Omega)).
$$

In particular, we may parametrize $\phi$ by $\phi|_{t=0}$ and $\partial_t \phi|_{t=0}$. Let $\phi_j^0, \phi_j^1 \in C_c^\infty(\Omega)$ satisfy $\phi_j^0 \to \phi|_{t=0}$ in $L^2(\Omega)$ and $\phi_j^1 \to \partial_t \phi|_{t=0}$ in $H^{-1}(\Omega)$. Write $(u_j, \phi_j)$ for the solution of

$$\begin{cases}
\square u = \chi \phi,

u|_{x \in \partial \Omega} = 0,

u|_{t=0} = 0, \quad \partial_t u|_{t=0} = 0,

\square \phi = 0,

\phi|_{x \in \partial \Omega} = 0,

\phi|_{t=0} = \phi_j^0, \quad \partial_t \phi|_{t=0} = \phi_j^1.
\end{cases}$$

Then

$$(\chi \phi_j, \phi_j)_{L^2(M)} - (u_j, \square \phi_j)_{L^2(M)} = (\partial_t u_j|_{t=T}, \phi_j|_{t=T})_{L^2(\Omega)} - (u_j|_{t=T}, \partial_t \phi_j|_{t=T})_{H^1_0 \times H^{-1}(\Omega)}.$$
and for \((u, \phi) \in L^2(M) \times H^1(M)\) this can be justified by approximating \(u\) and \(\phi\) with smooth functions as in the proof of Lemma A.8. It follows from the boundary observability estimate, see Theorem A.6, that \(\phi = 0\) identically, and hence also \(u = 0\) identically.

**APPENDIX B. ESTIMATES FOR MESHES FITTED TO THE BOUNDARY**

*Proof of Lemma 4.1.* Let \(u \in C^\infty(K)\). Let \(h > 0, K \in \mathcal{T}_h\) and consider spherical coordinates \((r, \theta) \in (0, \infty) \times S^n\) centered at \(x\) where \(x\) is as in (T). It follows from (4.7) that \(K\) is star-shaped with respect to \(x\). In particular, there is \(R : S^n \to (0, \infty)\) such that

\[
K = \{(r, \theta) : 0 \leq r \leq R(\theta), \theta \in S^n\}.
\]

As \(\partial K\) is piecewise smooth, it follows from (4.7) that \(R\) is piecewise smooth. Applying Theorem 6, p. 713 of [22] in a piecewise manner, we see that

\[
\int_{\partial K} u^2 \nu \cdot \rho \, ds = \int_{S^n} u^2(R(\theta), \theta)R(\theta)^n \, d\theta,
\]

where \(d\theta\) is the canonical volume measure on the unit sphere \(S^n\). It follows from (4.6) that \(h \lesssim R(\theta)\). Hence, using (4.7) we have

\[
h \int_{\partial K} u^2 \, ds \lesssim \int_{S^n} u^2(R(\theta), \theta)R(\theta)^{1+n} \, d\theta = \int_{S^n} \int_0^{R(\theta)} \partial_r (u^2(r, \theta)r^{1+n}) \, dr \, d\theta \\
\lesssim \int_{S^n} \int_0^{R(\theta)} (u^2 + |u||r\partial_r u|)r^n \, dr \, d\theta \lesssim \|u\|_K^2 + \|h\nabla u\|_K^2.
\]

*Proof of Lemma 4.2.* We choose an extension \(\hat{u}\) of \(u\) so that \(\|\hat{u}\|_{H^{k_1+n}(\partial K)} \lesssim \|u\|_{H^k(M)}\). Let \(u_h \in \hat{V}_h^p\) be the Scott–Zhang interpolation of \(\hat{u}\) where

\[
\hat{V}_h^p = \{u \in H^1(M_h) : u|_K \in \mathbb{P}_p(K) \text{ for all } K \in \mathcal{T}_h\}.
\]

Clearly \(u_h|_M \in V_h^p\), and the now classical result [46] says that the analogue

\[
\|\hat{u} - u_h\|_{H^k(\mathcal{T}_h)} \lesssim h^k\|\hat{u}\|_{H^{k_1+n}(\mathbb{R}^1)}
\]

of (4.9) holds. This implies (4.9) since \(\mathcal{T}_h\) is obtained from \(\hat{\mathcal{T}}_h\) via a restriction.
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