Engineering Mesophase Stability and Structure via Incorporation of Cyclic Terminal Groups
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Abstract

We report on the characterisation of a number of liquid-crystalline materials featuring cyclic terminal groups, which lead to significant enhancements in the temperature range of the mesomorphic state. Materials with only short terminal chains are able to support lamellar mesophase formation by appending a large terminal cyclic unit at the end of a short methylene spacer. X-ray scattering experiments reveal that the layer spacings of the lamellar smectic phase are significantly larger when a cyclic end-group is present than for equivalent linear unsubstituted materials, but there is no effect on orientational order. Fully atomistic molecular dynamics simulations faithfully reproduce experimental layer spacings and orientational order parameters, and indicate that the cyclic terminal units spontaneously segregate into diffuse sub-layers and thus cause the increased layer spacing. This shape segregation predicted by molecular dynamics simulations is observed in the crystalline solid state by X-ray diffraction.

Introduction

Liquid crystals for display applications typically comprise a rigid ‘core’ unit flanked with a terminal chain and a polar terminal group. The need to engineer the properties of nematic liquid-crystals has led to an understanding of how changes to molecular structure impact the bulk properties of these materials. Positioning a bulky group at the end of the terminal chain can lead to reductions in melting points with only minimal change in the clearing point;¹⁻⁷ electron-withdrawing end groups (-Cl, -Br, -ArF₃) can suppress the SmA mesophase of cyanobiphenyl derived LCs⁸ although in phenylpyrimidine-derived materials these halogen terminated end groups can actually stabilise the SmA state.⁹ Apolar or weakly polar bulky terminal groups (-C(CH₃)₃ etc.) suppress the nematic phase and lead to smectogenic materials, albeit with reductions in the clearing point relative to the parent material.⁴⁻⁵ The smectic layer spacing of materials incorporating apolar bulky terminal groups is inversely dependent on temperature.⁵

Some archaea incorporate cyclic units in their lipids¹⁰ which confers, inter alia, the ability to withstand greater extremes of temperature than eukaryotes¹¹ by either raising the temperature at which the liquid crystalline lipid-bilayers undergo isotropisation,¹²,¹³ or lowering the temperature at which they undergo crystallisation.¹⁴,¹⁵ Inspired by this, we considered that incorporating cyclic units into the terminal regions of liquid crystalline materials could perhaps offer a similar thermal advantage. Cyclic end groups have previously been studied in the context of the tilted smectic C phase for use in display devices,¹⁶,¹⁷ but not for nematic or
SmA type materials (Figure 1) which is the focus of this present article. Furthermore, in prior examples\textsuperscript{16,17} the bulky cyclic group is attached to the terminal chain via polar groups (esters, ethers), and thus it is difficult to determine to what extent steric and electronic effects are responsible for the resulting behaviour.

Using the 4-cyanobiphenyl mesogenic core unit, in this work we have studied different combinations of ring size, alkyl chain length and linking-unit and their impact on the mesomorphic behaviour of the resulting materials. In all cases the cyclic group was directly attached to the alkyl chain and can be described as non-polar; we can therefore attribute any changes in behaviour solely to steric factors. Some cyclic terminal groups were found to give significant enhancements to the transition temperatures relative to the linear unsubstituted parent compounds, to induce smectic phases for relatively short terminal chain lengths, as well as leading to anomalously large smectic layer spacings and strong odd-even effects.

**Figure 1:** Cartoon depictions of the sub types of the smectic A phase: monolayer (SmA\textsubscript{1}), interdigitated (SmA\textsubscript{d}) and bilayer (SmA\textsubscript{2}). The molecules are indicated as cylinders with an aspect ratio of 10, the molecular length (L) and layer spacing (d) are indicated. The layers are shown as transparent planes, however in reality they are diffuse and disordered rather than being well defined.

**Experimental**

Compound 1 was prepared via the Simmons-Smith cyclopropanation of 4-(pent-4-eneoxy)-4'-cyanobiphenyl. Compound 2 was obtained via the metallophotoredox C-C coupling\textsuperscript{18} of 4-(3-bromoproxy)-4'-cyanobiphenyl with cyclobutanecarboxylic acid. Compounds 3 – 5 were prepared via Mitsunobu coupling of 4-hydroxy-4'-cyanobiphenyl with an appropriate cycloalkyl-terminated alcohol; 3-cyclopentylpropan-1-ol and 3-cyclohexylpropan-1-ol were sourced commercially and used to synthesize 3 and 4, respectively. For 5, alkyl-alkyl cross coupling\textsuperscript{19} of the redox active N-hydroxyphthalimide ester of cycloheptanoic acid with (3-ethoxy-3-oxypropyl)zinc bromide, followed by reduction with LAH, to afford 3-cycloheptylpropan-1-ol. The structures of compounds 1 – 5 were confirmed by single crystal X-ray diffraction and are show in Scheme 1 as thermal ellipsoid models (50% probability). Single crystal x-ray diffraction data were collected at 110 K on an Oxford Diffraction
SuperNova diffractometer with Cu-Kα radiation (λ = 1.54184 Å) using an EOS CCD camera; further information is given in the ESI to this article.

Scheme 1

Compounds 6 – 10 (Scheme 2) were prepared via Mitsunobu coupling of 4-hydroxy-4′-cyanobiphenyl with an appropriate cyclohexyl-terminated alcohol; these were sourced commercially with the exceptions of cyclohexylpentan-1-ol (prepared according to ref 20) and 6-cyclohexylhexan-1-ol (prepared according ref 21). Compound 11 (Scheme 2) was prepared via esterification of commercially available 5-cyclohexylpentanoic acid with 4-hydroxy-4′-cyanobiphenyl using EDC/DMAP. Full synthetic details for all transformations are given in the ESI.

Scheme 2
Transition temperatures were determined by polarised optical microscopy (POM, photomicrographs in ESI) and differential scanning calorimetry (DSC) with additional small angle X-ray scattering (SAXS) studies on selected compounds. Numerical integration of X-ray scattering data was performed in Matlab. Electronic structure calculations were performed in Gaussian G09 rev E01, \textsuperscript{22} individual conformers were aligned using the VMD software package \textsuperscript{23} and rendered using Quatemol. \textsuperscript{24} Details of the molecular dynamics (MD) simulation methods are given in the ESI.

Results

The transition temperatures and associated enthalpies of transition of 1 – 5, in which the spacer is held at three methylene units while the size of the terminal ring is varied, are presented along with the analogous linear material (5OCB) in table 1.

Whereas compounds 1 and 2 exhibit reductions in clearing points relative to 5OCB we observe that materials with larger cyclic end groups (3 - 5) exhibit clearing points notably higher than those of 5OCB. The clearing points correlate with the ring strain of the cyclic end-group: cyclopropane has the lowest clearing point and highest ring strain, whereas cyclohexane has the highest clearing point and lowest ring strain. This enhancement in clearing point is accompanied by an increase in melting point - compounds 1 – 5 exhibit higher melting points than the linear parent (5OCB). All five novel materials exhibit nematic phases; however it is surprising to observe a smectic A phase in 5 given the short terminal chain employed. The end-to-end length of all-trans 5 is only slightly larger than 5OCB (18.8 Å versus 17.0 Å, both at the B3LYP/6-31G(d,p) level of DFT). The layer spacing of the SmA phase of 5 was measured to be 31.0 Å and temperature independent when studied by SAXS. The d/l ratio (layer spacing over all-trans molecular length) is therefore 1.65 for 5, this being significantly larger than would be expected for a material with a linear alkoxy chain; for example 8OCB (4-octyloxy-4′-cyanobiphenyl) has a d/l ratio of 1.43. \textsuperscript{25} The SmA phase of 5 is therefore interdigitated and thus of the subtype ‘SmA\textsubscript{d}’. This interdigitation is common for cyanobiphenyls and results from having molecules form dynamic antiparallel associated pairs through dipole-dipole interactions. \textsuperscript{26}
Table 1: The transition temperatures (T, °C) and associated enthalpies (ΔH, kJ mol⁻¹) of compounds 1 - 5, as determined by DSC at a heat/cool rate of 10 °C min⁻¹. Values of 5OCB are given for comparison, and were determined by the same method using the same instrument.

|   | MP T (°C) | SmA-N T (°C) | N-Iso T (°C) | ΔH ΔH (kJ mol⁻¹) |
|---|----------|--------------|-------------|------------------|
| 5OCB (n = 0) | 48.4 | - | 68.4 | 23.7 - 0.4 |
| 1 (n = 1) | 82.2 | - | 47.6 | 26.3 - 0.2 |
| 2 (n = 2) | 76.4 | - | 61.5 | 23.9 - 0.3 |
| 3 (n = 3) | 89.8 | - | 74.7 | 27.1 - 0.5 |
| 4 (n = 4) | 94.8 | - | 84.0 | 28.9 - 0.6 |
| 5 (n = 5) | 85.0 | 64.9 | 73.7 | 21.1 0.1 0.4 |

The constituent molecules of the antiparallel cyanobiphenyl pairs rotate about their long axis in the SmA phase – both independently and cooperatively – meaning that the time averaged shape of the individual molecules is rod like. To estimate the gross shape of 4 and 5 we obtained optimized geometries at the B3LYP/6-31G(d) level of DFT for both materials before optimizing the geometries of conformers that arise from ring flips or twist-boat states. Geometries not within 20 kJ mol⁻¹ of the global minima were discarded, and those within this limit were overlaid (Figure 2a for 4 and 2b for 5). This gives a more realistic picture of the likely gross shape of the terminal group than afforded by a single conformer, and the volume occupied by the terminal group is larger than that of the biphenyl core unit; hence, the molecules are more conical than rod like (Figure 2b). The layer spacing of 5 is significantly larger than materials with linear terminal chains; we propose that the steric bulk of the cyclic group suppresses the interpenetration of the terminal alkyl chains into adjacent layers and leads to the enhanced layer spacing (Figure 2c, 2d). The observed increases in transition temperatures in compounds 1 – 5 can be considered as resulting from the better filling of free volume by materials with bulky end groups than linear chains due to the conical, rather than
rod-like, shape. Indeed, in the crystalline state (Figure 2e) the bulky cyclic groups of 5 are clearly segregated from the 4-cyanobiphenyl regions, giving alternating planes of aromatic and alicyclic regions. The XRD crystal structure of compounds 1, 2 and 4 exhibit similar segregation into cycloalkyl rich planes and biphenyl rich planes (Figure SI-8, SI-9 SI-11 in ESI). This segregation is also present for 3, albeit less pronounced than for compounds 2, 4 and 5 (Figure SI-10 in ESI).

Figure 2: Overlaid geometries (DFT; B3LYP/6-31G(d)) of conformers within 20 kJ mol$^{-1}$ of the ground state for (a) compound 4 and (b) compound 5 obtained by allowing ring flips and twist-boat forms but keeping the methylene chain and biphenyl rigid. Depiction of the SmA$_d$ phase exhibited by (c) a linear alkoxy cyanobiphenyl, (d) a cyanobiphenyl with a terminal group (compound 5). Rod-like (c) and conical (d) molecular shapes are indicated. (e) Packing in the solid state of 5 as determined by single crystal XRD; a, b and c refer to the axes of the unit cell (P1), hydrogen atoms are excluded and the carbon atoms of the cycloheptyl ring are coloured red, both for clarity.
We next studied the effect of the length of the methylene spacer between the cyanobiphenyl ‘core’ and the cyclic end-group upon the liquid crystalline properties (Table 2). We employed a cyclohexyl terminal group as this not only gave the highest clearing points (Table 1), simplifying study of smectic phases by SAXS, but also has zero ring strain.

\[
\text{\text{NC-\text{-}\text{-}O-n}}
\]

| Compounds | MP | SmA-N | N-Iso |
|-----------|----|-------|-------|
| 6 (n = 1) | T  | 120.8 | -     |
|           | ΔH | 33.7  | -     |
| 7 (n = 2) | T  | 89.7  | -     |
|           | ΔH | 27.4  | -     |
| 4 (n = 3) | T  | 94.8  | 84.0  |
|           | ΔH | 28.9  | 0.6   |
| 8 (n = 4) | T  | 80.1  | 51.8  | 54.6  |
|           | ΔH | 34.6  | 0.4   | 0.4   |
| 9 (n = 5) | T  | 97.8  | 82.7  | 85.3  |
|           | ΔH | 34.1  | 2.2   | 0.6   |
| 10 (n = 6)| T  | 76.4  | 66.8  | -     |
|           | ΔH | 25.0  | 2.2   | -     |

Table 2: Transition temperatures (T, °C) and associated enthalpies of transition (ΔH, kJ mol\(^{-1}\)) of cyclohexyl-terminated nOCB compounds.

Compounds 6 and 7 are non-mesogenic due to the short spacer between the end group and the core unit. Unlike 4, which exhibits only a nematic phase, 8 and 9 both exhibit nematic and SmA phases. The enthalpy (and therefore entropy) associated with the N-SmA\(_d\) transition is much larger for 9 than 8 and we will return to this point shortly. Compound 10 exhibits a direct Iso-SmA transition. All three phase transitions in Table 2 display a strong odd-even effect; transition temperatures are notably higher for odd parity materials. The smectic layer spacing of 9 was determined by SAXS, and presented as a d/l ratio using calculated molecular lengths (B3LYP/6-31G(d) level, 21.2 Å) as a function of reduced temperature in Figure 3a. We also measured the layer spacings of two comparator materials, these were selected as they have approximately the same molecular length as compound 9 - 8OCB (L = 21.8 Å) and 2Si4OCB (L = 21.9 Å) - data are presented in Figure 3a along with molecular structures (Figure 3d, 3e).
Figure 3: (a) Plot of the d/l ratio of 9, 2Si4OBC and 8OCB as a function of reduced temperature. Two dimensional SAXS patterns for magnetically aligned samples of compounds 8 (b) and 9 (c) at a reduced temperature \( \frac{T}{T_{SmA-N}} \) of 0.98. The molecular structures of 8OCB (Cr 54.5 SmA 67.2 N 80.0 Iso) and 2Si4OBC (Cr 39.7 SmA 29.1 Iso) are given in (d) and (e), respectively.

Typically the layer spacing of the SmA \(_d\) phase is almost invariant with temperature, \( ^{26} \) however some materials with an acyclic ‘bulky’ group display temperature dependent layer spacing in the SmA \(_d\) phase. \( ^5 \) In the present study we observe the layer spacing of 9 to vary only slightly with temperature, however the d/l ratio is far larger than that of 8OCB (1.60 vs 1.43, respectively). The siloxane terminated material 2Si4OBC \( ^{30} \) exhibits a short range smectic A phase whose d/l ratio is intermediate between 9 and 8OCB. Study of compounds 8 and 10 by SAXS was complicated by crystallisation, however we were able to collect a single SAXS frame at a temperatures of 44 °C and 65 °C, respectively. For 8 and 10 we measure layer spacings of 31.7 Å and 35.4 Å, respectively; this corresponds to d/l ratios of 1.61 for both materials. Of the materials studied by SAXS (5, 8, 9, 10) we find the d/l ratios to be effectively identical.

It is known that cyanobiphenyl leads to antiparallel pairing through dipole-dipole interactions, increasing the effective length-to-breadth ratio \( (i.e. \) aspect ratio) and leading to interdigitated smectic phases. \( ^{25, 26} \) To determine if this is a steric effect we devised compound 11, a structural homologue of 9 however with an increased dipole moment (at the DFT(B3LYP/6-31G(d)) level: 9 = 7.2 Debye, 11 = 7.6 Debye) that might be expected to alter the degree of antiparallel pairing and so lead to a change in layer spacing. If the effect is purely steric then the layer spacings should be unchanged. The transition temperatures and associated enthalpies of transition of 9 and 11 are given in Table 3.
Table 2: Comparison of Transition temperatures (T, °C) and associated enthalpies (ΔH, kJ mol\(^{-1}\)) of transition for cyclohexyl-terminated cyanobiphenyls with ether- (5) and ester- (6) linking groups.

|     | MP | SmA\(_d\)-N | N-Iso |
|-----|----|-------------|-------|
| 9 (X = CH\(_2\)) | T  | 97.8        | 82.7  | 85.3  |
|     | ΔH | 34.1        | 2.2   | 0.6   |
| 11 (X = C=O)  | T  | 85.2        | 71.3  | 75.6  |
|     | ΔH | 34.1        | 0.1   | 0.9   |

The layer spacing of the Sm\(_A\) phase of 11 was measured by SAXS (Figure SI-1) and was found to be temperature independent at 34.3 Å, corresponding to a d/l ratio of 1.60 using the molecular length of 21.4 Å (from geometry optimised at the B3LYP/6-31G(d) level). This result, which is the same as for compound 9, supports the hypothesis that the enhancements to layer spacing and transition temperatures result from segregation of the bulky end group via reducing the interpenetration of alkyl chains between adjacent smectic layers. Although the end-to-end length (and therefore the aspect ratio) of the antiparallel paired species remains the same with a bulky end group present, the effective aspect ratio (i.e. interlayer biphenyl-biphenyl distance) is increased due to this reduced interpenetration, leading to higher transition temperatures. Previously we have obtained values of the semi-empirical Kirkwood factor (g, effectively a measure of the degree of pairing in an anisotropic liquid) from measurement of the dielectric anisotropy coupled with calculated dipole moments and polarisabilities.\(^{25,31}\) While this information would clearly be desirable for the present materials, the short nematic range of 9 and 11 leads to an unsaturated value of Δε and therefore of the Kirkwood factor.

We considered that the increase in smectic layer spacing when a bulky group is present could be caused by an increase in the orientational and/or translational order parameters. If we consider the change in layer spacing to be a consequence of size-exclusion effects similar to that observed in the solid state (Figure 3), then we would expect no change in the orientational order parameters. We used the well-known method\(^{32-34}\) to determine the orientational order parameters of 9 and 8OCB from the WAXS data, and they are presented in Figure 4. The comparison of orientational order parameters in the nematic phase is complicated by the large difference in the temperature range of the nematic phase (ΔT\(_{8OCB}\) >> ΔT\(_9\)), however immediately prior to the SmA-N transition we find values of \(<P_2>\) and of \(<P_4>\) to be effectively the same for both materials. In the SmA phase we observe that at a given reduced temperature (T\(_{SmA-N}\) / T) both materials have comparable values of \(<P_2>\) and \(<P_4>\). The presence of a cyclic terminal group does not appear to affect the orientational order of the resulting mesophase, only the degree of positional order via segregation of the bulky cyclic terminal units. This effect
can be considered as a steric pressure that results from the terminal group at the layer interface, reducing the interpenetration of aliphatic chains in adjacent layers and therefore giving increased layer spacing.

**Figure 4:** Plot of the first two even \( <P_n> \) order parameters as a function of reduced temperature \( (T / T_{Sma-N}) \) for compound \( 9 \) (circles) and 8OCB (squares).

Fully atomistic molecular dynamics simulations were run on 8OCB and \( 9 \) to provide a comparison with the experimental data, and using a similar approach to that reported for 11OCB and \( t\text{-Bu-11OCB} \) (11OCB appended with a bulky tertiary butyl end-group). The simulations were run from isotropic liquid-phase starting geometries of 1440 molecules and at a reduced temperature of \( T / T_c = 0.934 \) for both systems, where \( T_c \) is the estimated clearing point of the respective simulated system; the corresponding experimental temperatures are 56.7 and 61.6 °C \( (T/T_{Sma-N} = 0.970 \) and 0.941) for 8OCB and \( 9 \), respectively. Details of the methods are given in the SI.

Both simulated systems evolved to form a smectic A phase. The evolution of the orientational order parameters \( P_2 \) and \( P_4 \), obtained using the N–O vector as the principal axis, are shown in Figure 5. The evolution of the translational order parameter \( \tau \) and associated layer spacing \( d \), obtained using the \( C_4' \) biphenyl carbon atom to define the molecular position, are shown in Figure 6. An analysis of the angle between the director and the layer normal, presented in the SI, confirmed that both simulated systems formed a smectic A phase. The simulated smectic A phase of 8OCB formed relatively quickly (ca. 60 ns) but was typically not stable (beyond ca. 200 ns), whereas that of \( 9 \) formed more slowly (ca. 200 ns) and was more stable (to at least 1000 ns). We attribute the behaviour of 8OCB to the ready formation of diffuse layers in a simulation that lacks long-term stability due to the use of anisotropic pressure coupling, which allows the simulation box aspect ratios to vary and avoids bias from a constrained box shape but which results in an unstable simulation box and phase for this system. By contrast, we attribute the behaviour of \( 9 \) to the bulky end-group leading to the slower formation of more ordered layers that give a more stable simulation once formed.
Figure 5 Orientational order parameters, $P_2$ and $P_4$, from the MD simulations of 8OCB (top) and 9 (bottom) vs. time. The average values given in the insets were determined over the region of each simulation represented by the heavier lines (60–200 ns and 200–1000 ns, respectively).
Figure 6: Translational order parameters, $\tau$, and layer spacings, $d$, from the MD simulations of 8OCB (top) and 9 (bottom). The average MD values given in the insets were determined over times 60–200 ns and 200–1000 ns for 8OCB and 9, respectively, once the phase had formed and was relatively stable. The experimental values of $d$ are given for the closest temperatures at which SAXS data were recorded (56.74 and 61.69 °C, respectively).

In comparison with the respective experimental data at the relevant temperature, these simulated phases give average $P_2$ values that are closely similar, average $P_4$ values that are slightly higher, and average $d$ values that are closely similar. We do not have experimental data for a comparison with the average $\tau$ values, but together the available comparisons suggest that the simulations may reasonably be used as an aid to interpret the experimental data.

Figure 7 shows snapshots from the simulations of 8OCB and 9 at times when the layers are relatively well-defined, with each molecule represented by a cylinder that corresponds to the N–O molecular vector, i.e. the relatively rigid aromatic moiety, used to determine the orientational order parameters. For 8OCB, the layers are not very well defined, as indicated also by the relatively low value of $\tau$, and some of the layers show large ripples. By contrast, the layers of 9 are more clearly defined and flatter, with the empty regions between the layers of cylinders in this snapshot containing the cyclohexyl-C$_5$ chains (not shown in this snapshot for clarity). Moreover, an examination of the density of layered atoms along the layer normal vector (comparable to the director) over time showed that the layers of 8OCB often formed for short periods of ca. 10–20 ns before breaking up and then reforming at other locations along the layer normal vector at later times, whereas the layers of 9 remained comparatively stable in location once formed.
Figure 7: Snapshots of the simulations of 8OCB at 75 ns (left) and 9 at 646 ns (right), each shown at a time after layer formation has occurred and oriented with the layer normal vector vertical. The purple cylinders representing the molecules are drawn between the nitrogen and oxygen atoms, and the boundaries of the simulation boxes are shown in grey.

The structures of the phases were also assessed using pair-wise correlation functions \(^36\) of vectors between the C\(_4\) and C\(_{4}'\) biphenyl atoms on all of the molecules, as shown in Figure 8. The radial distribution function \(g(r)\) used the centres of the biphenyl vectors, and shows liquid-like distributions with peaks at ca. 5.1 and 9.9 Å for both 8OCB and 9, corresponding to "shells" of surrounding molecules, and tending towards 1 at longer distances indicating long-range disorder; the slightly higher \(g(r)\) values for 9 than 8OCB are consistent with a slightly more ordered phase. The first-order orientational correlation functions \(G_1(r)\) of the biphenyl vectors in 8OCB and 9 both show a negative peak at ca. 3–4 Å corresponding to antiparallel molecular orientations of the biphenyl units being favoured in the first shell, and a weaker positive peak at ca. 7 Å corresponding to parallel molecular orientations being favoured more weakly in the next shell (as illustrated schematically in Figure 2 c and d); this observation is consistent with those reported from simulations of other related nCB and nOCB systems. \(^36,37\) The second-order orientational correlation function \(G_2(r)\) used the same biphenyl reference vector, and shows a peak at ca. 5 Å indicating a very high \(P_2\) orientational order in the first shell that decreases towards values of \(<P_2>^2\) at longer distances, as expected. \(^36\) Taken together, the distribution functions in Figure 7 show that the ordering behaviour of the biphenyl groups of 8OCB and 9 are similar, which suggests that the differences in smectic layer formation and stability are strongly influenced by the nature of the alkyl chains at the other ends of these molecules.
Figure 8: Pair-wise correlation functions determined over the time ranges 60–200 ns for 8OCB and 200–1000 ns for 9.

The extent of layering and interdigitation of the molecules was assessed using a similar approach to that reported for 11OCB and t-Bu-11OCB. Figure 9 shows the relative populations along the layer normal vector, z, of a selected head-group atom (C₄’ biphenyl for both 8OCB and 9, as used to determine r values) and a selected tail-group atom (the terminal carbon atom; C₈ alkyl for 8OCB, and C₄ cyclohexyl for 9) during a 50 ns window when the layer positions were relatively stable in each simulation box. All of the relative populations have an approximately sinusoidal form, as shown by the black lines in Figure 9, with the populations of the head-group and tail-group atoms being out of phase, which indicates the presence of distinct aromatic and aliphatic regions along the layer normal. The amplitude of the oscillations is low for 8OCB, illustrating the diffuse nature of the layers, and much higher for 9, showing the greater degree of nanosegregation between its aromatic and aliphatic moieties.

Figure 9 also shows the relative populations for molecules with the C–N vector pointing "up" (red) or "down" (blue) along the z-axis, which corresponds to molecules having their alkyl chains below or above the aromatic moiety, respectively, along this axis (as illustrated schematically in Figure 2 c and d). In Figure 9, the head-group atoms of 8OCB and 9, and the tail-group atoms of 8OCB, show only a small difference in the relative populations of the “up” and “down” molecules along the z-axis, which indicates a significant degree of interdigitation of the aromatic head-groups of 8OCB and 9, and of the linear alkyl tail groups of 8OCB. By contrast, the cyclic tail-group atoms of 9 show relative populations of "up" and "down" molecules that are distinctly offset along the z-axis, with the “up” molecules (cyclohexyl group at the bottom) being higher on the z-axis than that of the “down” molecules (cyclohexyl group at the top), which indicates a relatively low degree of interdigitation for the cyclic tail groups of 9.
Figure 9: Relative populations along the layer normal, $z$, of head-group and tail-group atoms of 8OCB (left) and 9 (right), calculated over a 50 ns period of each simulation (100–150 ns and 600–650 ns, respectively) and generated with 0.2 nm bin-widths. Black lines show the positions for all molecules, whereas red and blue lines represent molecules pointing up and down, respectively. The $z$-projection was defined as zero at the centre of the simulation box and population scales are consistent between plots.

The distributions shown in Figure 9 were used to quantify the extent of interdigitation. The C4’ biphenyl head group atoms of 8OCB and 9 showed 50% and 53% interdigitation, respectively, corresponding to approximately half of these head-group atoms being located in the adjacent layer. The C8 alkyl tail group atoms of 8OCB showed 50% interdigitation, similar to the head groups, whereas the C4 cyclohexyl tail group atoms of 9 showed a much lower interdigitation of 39%. Hence, 8OCB shows a similar extent of interdigitation at both ends of the molecule, whereas 9 shows much less interdigitation of the bulky cyclohexyl tail group than the biphenyl head group. This behaviour is similar to that reported previously for 11OCB and t-Bu-11OCB, where the bulky t-Bu tail group displayed less interdigitation than the other terminal groups in either system.

The difference in the extent of interdigitation between 8OCB and 9 suggests that the inter-layer boundary at the tail end of these molecules is more clearly defined for 9 than 8OCB. This effect is shown clearly by the snapshots in Figure 10, which show the positions and orientations of the five terminal carbon atoms of the alkyl chain of 8OCB and the equivalent carbon atoms of 9. For 8OCB, there is clear interdigitation between the alkyl chains of the molecules pointing up and down, and the associated alkyl layers are diffuse. For 9, not only are the alkyl layers more defined, but the inter-layer boundary shows two almost distinct sub-layers arising from the separation of cyclohexyl groups in molecules pointing up and down.
Conclusions

We have expanded on our previous work using bulky terminal groups to promote the SmA phase in cyanobiphenyl mesogens by using terminal cyclic groups separated from the core using relatively short aliphatic chains. The enhancement to smectic layer spacing observed in cyanobiphenyl materials with bulky terminal groups is a steric effect, and occurs without change in orientational order parameter. Provided a bulky group is present, the layer spacing is $\sim 1.6$ times the molecular length regardless of terminal ring size ($5$), alkyl chain length ($8$, $9$, and $10$) and linking group ($9$ and $11$). This effect can be exploited to give significant increases to the onset transition temperature of both nematic and smectic mesophases, as demonstrated by comparing compound $9$ to its linear analogue. Results from fully atomistic MD simulations support the overall interpretation from experiment that a cyclic end-group on the alkyl chain reduces the interpenetration of molecules between smectic layers in these systems. This phenomenon points to a potentially new method for stabilising both nematic and smectic liquid-crystalline states should the accompanying increase in melting points be countered.
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Figure 10: Snapshots of the simulations of $8$OCB at $75$ ns (left) and $9$ at $646$ ns (right) showing the terminal alkyl carbon atoms from $C_4$ onwards, as shown in bold on the structures (bottom); the terminal carbon atoms are represented by spheres to assist orientation. Up and down molecules are coloured red and blue, respectively, and the simulation boxes are oriented with the layer normal vector vertical.
Data Availability

Raw data pertinent to this work is available on request from the University of York data catalogue (DIO: << add DOI after acceptance >>). Crystal structure data for compounds 1 – 5 is deposited with the CCDC (deposition numbers 2128187, 2128188, 2128189, 2128190 and 2128191, respectively).
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Supplementary Information

1. General Methods:

1.1. Synthetic Methods

Unless otherwise noted, chemical reagents were purchased from commercial suppliers and used without further purification. 4,4’-ditertbutyl-2,2’-bipyridyl was purchased from Sigma Aldrich and used as received. NiCl₂-glyme was purchased from Strem and used as received. The metallophotoredox catalyst, [Ir(dF(CF₃)ppy)₂(dtbpy)]PF₆, was prepared in two steps from IrCl₃ via the method of Lowry et al.¹ The sp³-sp³ metallophotoredox coupling reactions² were performed in 25 ml reaction tubes (Sigma Aldrich, part no. Z515981). Irradiation was from two LED emitters (Mouser, part no. LZ1-10UB00-00U8, 405 nm peak output, 1050 mW radiant flux) mounted on anodised aluminium heatsinks (Mouser, part no. 984-ATSEU-077B-C6-R0) at opposite sides of the reaction tube at a distance of approximately 1 cm from the wall of the reaction tube. The LED and reactor assembly was cooled with a fan during operation. Nickel mediated decarboxylative alkyl-alkyl cross couplings of N-hydroxyphthalimide esters with organozinc reagents were performed via the method of Qin et al.³ 4-(Pent-4-eneyloxy)-4’-cyanobiphenyl was prepared as reported previously.⁴ 5-Cyclohexylpentan-1-ol was prepared via the method of Perez et al. in > 95 % yield using lithium aluminium hydride in THF.⁵ 6-Cyclohexylhexan-1-ol was prepared according to Liu et al.⁶ THF and dichloromethane were purchased from Fisher Scientific UK and were dried via passage over activated alumina. Diethyl ether was purchased from Fisher Scientific UK and dried over calcium hydride and distilled prior to use.

Reactions were monitored by thin layer chromatography (TLC) with DCM as the eluent. Silica coated aluminium TLC plates used were purchased from Merck (Kieselgel 60 F-254) and visualised using either UV light (254 nm and 365 nm), or by oxidation with either iodine or aqueous potassium permanganate solution. Yields refer to chromatographically (HPLC) and spectroscopically (¹H NMR, ¹³C(¹H) NMR) homogenous material.
1.2. Characterisation Methods

1.2.1. Nuclear Magnetic Resonance (NMR)

NMR spectra were recorded on a JEOL ECS spectrometer operating at 400 MHz (\(^1\)H) or 100.5 MHz (\(^{13}\)C\(^1\)H)) as solutions in CDCl\(_3\).

1.2.2. Mass Spectrometry (MS)

Mass spectra were recorded on a Bruker compact time of flight mass spectrometer with both ESI and APCI sources, and we extend our gratitude to Mr. Karl Heaton of the University of York for obtaining MS data.

1.2.3 High Performance Liquid Chromatography (HPLC)

High-performance liquid chromatography was performed on a Shimadzu Prominence modular HPLC system comprising a LC-20A solvent pump, a DGU-20A\(_5\) degasser, a SIL-20A autosampler, a CBM-20A communication bus, a CTO-20A column oven, and a SPO-20A dual wavelength UV-vis detector operating at wavelengths of 220 and 250 nm. Reverse-phase HPLC was performed using an Alltech bonded silica column with a 5 μm pore size, an internal diameter of 4.6 mm and a length of 250 mm, with neat dichloromethane used as the mobile phase. Chromatograms where only one peak was detected are quoted at >99.9% purity.

1.2.4. Polarised Optical Microscopy (POM)

Polarised optical microscopy was performed on a Zeiss Axioskop 40Pol microscope using a Mettler FP82HT hotstage controlled by a Mettler FP90 central processor. Photomicrographs were captured via an InfinityX-21 MP digital camera mounted atop the microscope.
1.2.5. **Differential Scanning Calorimetry (DSC)**

Differential scanning calorimetry was performed on a Mettler DSC822e calibrated before use against indium and zinc standards under an atmosphere of dry nitrogen. DSC thermograms were processed in Matlab.

1.2.5. **Small Angle X-ray Scattering (SAXS)**

Small angle X-ray diffraction was performed using a Bruker D8 Discover equipped with a temperature controlled, bored graphite rod furnace, custom built at the University of York. The radiation used was copper Kα (λ = 0.154056 nm) from a 1 μS microfocus source. Diffraction patterns were recorded on a 2048x2048 pixel Bruker VANTEC 500 area detector set at a distance of 121 mm from the sample, allowing simultaneous collection of small angle and wide angle scattering data. Samples were filled into 0.9 mm OD glass capillary tubes and placed into the graphite rod furnace. Alignment of the sample was achieved with a pair of 1T magnets, with the field perpendicular to the incident X-ray beam. Diffraction patterns were collected as a function of temperature (controlled to a precision of +/- 0.1 °C). Two dimensional diffraction patterns were radially averaged (0.05 ° step size) to give one dimensional profiles of scattered intensity as a function of two theta. D-spacings were obtained by fitting the radially averaged data with a Gaussian, Lorentzian or Voigt function, as appropriate.

1.2.6. **Computational Chemistry**

Computational chemistry was performed using Gaussian G09 revision e01 on the York Advanced Research Computing Cluster (YARCC) at various levels of theory as described in the text. 7
1.3. **General Synthetic Protocols**

1.3.1. **General Mitsunobu Procedure:**

An oven dried round bottom flask was charged with 4-hydroxy-4′-cyanobiphenyl (1 eqvl), PPh₃ (1.2 eqv) and - if solid - the alcohol (1 eqv). The flask was cooled to 0 °C with an ice bath under an internal atmosphere of dry nitrogen and the solids dissolved into anhydrous THF (20 ml). The reaction solution was cooled to 0 °C and DIAD (1.2 eqv) and added. The reaction was then monitored by TLC until complete consumption of the phenol and alcohol (typically < 4h). Celite (1 g per mmol of alcohol) was added, the suspension was then stirred for 5 minutes, and the solvent was removed *in vacuo*. The celite-loaded crude reaction mixture was purified by flash chromatography with a gradient of hexanes/DCM. The chromatographed material was redisolved into DCM and passed through a 0.2 μm syringe filter before removing the solvent *in vacuo* and recrystallizing from ethanol/THF mixtures.

1.3.2. **General Esterification Procedure:**

The liquid carboxylic acid (1.2 eqv) was added in one portion to a stirred suspension of 4-hydroxy-4′-cyanobiphenyl (1 eqv) EDAC (1.5 eqv) DMAP (catalytic) in DCM (5 ml per mmol). The reaction was monitored by the consumption of 4-hydroxy-4′-cyanobiphenyl (Rᶠ_{DCM} ~ 0.3) and the formation of the product (Rᶠ_{DCM} ~ 0.65) as evidenced by TLC. The solvent was removed *in vacuo* and the crude reaction residue purified by chromatography with a gradient of hexanes/DCM. The chromatographed material was redisolved into DCM and passed through a 0.2 μm syringe filter before removing the solvent *in vacuo* and recrystallizing from ethanol/THF mixtures.
2. Synthesis of Intermediates

\[ \text{Scheme SI-1} \]

a... NiCl\(_2\) glyme, dtbbpy, DMF/THF, Ar, 48 h
b... LiAlH\(_4\), THF, Ar, 0.5 h
Nickel chloride ethyleneglycoldimethylether complex (NiCl₂.glyme, 0.1 mmol, 21.9 mg), 4,4'-ditertbutyl-2,2'-bipyridyl (dtbbpy, 53.6 mg, 0.2 mmol) and cycloheptyl NHPI-ester (1 mmol, 287 mg) were dissolved into freshly distilled DMF (6 ml) under an atmosphere of dry argon by stirring for 5 minutes, giving a turquoise solution. To this solution was added (3-ethoxy-3-oxypropyl)zinc bromide (3 mmol, 0.5 M in THF, 6 ml) in one portion prompting a colour change to red and then black. The solution was stirred and periodically monitored by TLC (staining with KMnO₄). The reaction was deemed complete upon complete consumption of the NHPI-ester (Rf<sub>DCM</sub> ≈ 0.5) and the formation of a new product (Rf<sub>DCM</sub> ≈ 0.65). The solvent was removed <i>in vacuo</i> and the target compound obtained as a colourless oil (with a sweet, fruity aroma) by flash chromatography with pentane/DCM as the eluent.

Spectral data was consistent with literature values.  

Yield: 130 mg (66 %)

Rf (DCM): 0.65

¹H NMR: 0.73 – 0.94 (1H, CyHept-H), 1.07 – 1.21 (2H, m, CyHept-H), 1.24 (3H, t, J = 7.3 Hz, COO-CH₂CH₃), 1.30 – 1.77 (12H, m, -CH₂- + CyHept-H), 2.27 (2H, t, J = 7.3 Hz, CyHept-CH₂CH₂-COO-), 4.10 (2H, Quartet, J = 7.3 Hz, COO-CH₂-CH₃)

¹³C{¹H} NMR: 14.36, 26.44, 28.60, 32.60, 33.11, 34.31, 38.90, 60.27, 174.31

MS (ESI): 199.1696 (calcd. for C₁₂H₂₃O₂: 199.1693, M + H)  
221.1519 (calcd. for C₁₂H₂₂NaO₂: 221.1512, M + Na)
**i-2: 3-cycloheptylpropan-1-ol**

*i-1* (100 mg, 0.51 mmol) was dissolved into anhydrous THF (5 ml) under an atmosphere of dry argon. Solid LiAlH₄ (2 mmol, 74 mg) was added in one portion. The reaction was monitored by TLC; complete consumption of the starting material was noted after 30 minutes. The reaction was quenched with 1 ml of ethyl acetate (minor gas evolution) and the resulting suspension filtered through a pad of silica gel, which was subsequently washed with ethyl acetate (3 x 20 ml). The combined organics were concentrated *in vacuo* to afford the title compound as a viscous liquid with a foul odour.

Yield: 68 mg (93 %)

Rf (DCM): 0.37

**¹H NMR:**
1.10 – 1.30 (5H, m, CyHeptH + -CH₂⁻), 1.33 – 1.70 (12H, m, CyHeptH + -CH₂⁻), 3.62 (2H, t, J = 6.6 Hz, CH₂-CH₂-OH) *OH proton not observed*

**¹³C{¹H} NMR:**
26.61, 28.56, 30.83, 34.21, 39.20, 63.58

**MS (ESI):**
157.1527 (calcd. for C₁₀H₂₀O: 157.1587, M + H)
3. Characterisation of Liquid-Crystalline Chemicals

1: 4′-(3-cyclopropylpropoxy)-[1,1′-biphenyl]-4-carbonitrile

4-(Pent-4-enyloxy)-4′-cyanobiphenyl (506 mg, 2 mmol) was added to an oven dried flask and dissolved into the minimum quantity of anhydrous diethyl ether (~10 ml) at ambient temperature and under an atmosphere of dry argon. Diethyl zinc (6 mmol) was added in one portion and the solution stirred for 5 minutes. Diiodomethane (1.6 g, 483 µl, 6 mmol) was dissolved into anhydrous diethyl ether (total volume 20 ml, concentration ~0.3 M); this solution was then added to the reaction via a syringe pump at a rate of 0.1 ml min\(^{-1}\). The solution became turbid, and was periodically monitored by \(^1\)H NMR to determine the ratio of alkene to cyclopropane (the two materials could not be separated by TLC). After 18 h no alkene was present as judged from \(^1\)H NMR and so the reaction was quenched with saturated aqueous ammonium chloride (5 ml). The aqueous layer was subsequently separated and discarded, the organic layer dried over magnesium sulphate and concentrated \textit{in vacuo}. TLC analysis revealed two major components (RF\(_{DCM} = 0.59\) and RF\(_{DCM} = 0.05\)) with numerous minor components. The crude reaction mixture was separated by flash chromatography with 5:3 hexanes/DCM as the eluent, recrystallization of the chromatographed material from methanol afforded the title compound as a white powder.

Yield: 290 mg (54 %)

RF (TLC): 0.59 (DCM)

\(^1\)H NMR: 0.06 (2H, m, CyProp-H), 0.46 (2H, m, CyProp-H), 0.67 – 0.79 (1H, m, CH\(_2\)-CH-(CH\(_2\))\(_2\)), 1.36 – 1.42 (2H, m, ArO-(CH\(_2\))\(_2\)-CH\(_2\)-CyProp), 1.87 – 1.97 (2H, m, ArO-CH\(_2\)CH\(_2\)-CH\(_2\)-CyProp), 4.05 (2H, t, \(J = 6.4\) Hz, ArO-CH\(_2\)CH\(_2\)-CH\(_2\)), 6.99 (2H, ddd, \(J = 2.2\) Hz, \(J = 3.0\) Hz, \(J = 8.8\) Hz, ArH), 7.52 (2H, ddd, \(J = 2.2\) Hz, \(J = 3.0\) Hz, \(J = 8.8\) Hz, ArH), 7.64 (2H, ddd, \(J = 1.8\) Hz, \(J = 2.5\) Hz, \(J = 8.2\) Hz, ArH), 7.70 (2H, ddd, \(J = 1.8\) Hz, \(J = 2.5\) Hz, \(J = 8.2\) Hz, ArH)

\(^{13}\)C\{\(^1\)H\} NMR: 159.92, 145.43, 132.71, 131.38, 128.46, 127.21, 119.28, 115.21, 110.15, 67.93, 31.14, 29.39, 10.64, 4.62.

MS (ESI+): 278.1548 (calcd. for C\(_{19}\)H\(_{20}\)NO: 278.1539, M + H) 300.1368 (calcd. for C\(_{19}\)H\(_{19}\)N\(_{\text{Na}}\)O: 300.1359, M + Na)

HPLC: 99.4%
2: 4′-(3-cyclobutylopropoxy)-[1,1′-biphenyl]-4-carbonitrile

Under a flow of dry nitrogen gas, an oven dried Ace pressure tube equipped with a magnetic stirrer bar and front seal PTFE O-ring was charged with Ir[dF(CF₃)ppy]₂(dtbbpy)PF₆ (22.4 mg, 0.02 mmol), NiCl₂·glyme (21.9 mg, 0.1 mmol), 4-4′-diterbutyl-2,2′-bipyridine (26.8 mg, 0.1 mmol), cyclobutanecarboxylic acid (150 mg, 1.5 mmol), caesium carbonate (650 mg, 2 mmol), ethyl acetate (3 ml) and acetonitrile (10 ml). The suspension was degassed by agitating in an ultrasonic bath whilst sparging with argon for 30 minutes. Degassed water (0.4 ml) was added, followed by 4-(3-bromopropyloxy)-4′-cyanobiphenyl (316 mg, 1 mmol). The tube was sealed under a positive pressure of argon, and the reaction mixture was vigorously stirred and irradiated with two LED banks (with peak output at 405 nm) for a period of 96 h. The reaction solution was filtered through a pad of celite and concentrated *in vacuo* to a yellow paste. The crude material was isolated by flash chromatography with 3:2 hexane/DCM as the eluent followed by recrystallisation from methanol, to afford the title compound as a white microcrystalline solid.

Yield: 122 mg (42 %)

Rf (TLC): 0.60 (DCM)

¹H NMR: 1.48 – 1.59 (2H, m, -CH₂-CH(-CH₂)₂-CH₂), 1.59 – 1.67 (2H, m, -CH₂-CH(-CHH-)₂-CH₂), 1.67 – 1.80 (2H, m, -CH₂-CH(-CHH-)₂-CH₂), 1.80 – 1.94 (2H, m, ArO-CH₂-CH₂-CH₂-CyBu), 2.00 – 2.07 (2H, m, ArO-CH₂-CH₂-CH₂-CyBu), 2.32 (1H, m, ArO-CH₂-CH₂-CH₂-CH(-CH₂)₂-CH₂), 6.98 (2H, d, J = 7.9 Hz, ArH), 7.53 (2H, d, J = 8.1 Hz, ArH), 7.53 (2H, d, J = 8.1 Hz, ArH)

¹³C{¹H} NMR: 18.55, 27.09, 28.46, 33.35, 35.94, 68.28, 110.16, 115.20, 119.29, 127.22, 128.47, 131.39, 132.71, 145.44, 159.92

MS (ESI⁺): 292.1694 (calcd. for C₂₀H₂₂NO: 292.1696, M + H)
314.1525 (calcd. for C₂₀H₂₁NNaO: 314.1515, M + Na)

HPLC: >99.9%
3: 4′-(3-cyclopentylpropoxy)-[1,1′-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4′-cyanobiphenyl (390 mg, 2 mmol), PPh₃ (629 mg, 2.4 mmol), 3-cyclopentylpropan-1-ol (256 mg, 2 mmol), DIAD (485 mg, 472 μl, 2.4 mmol), THF (20 ml). The general Mitsunobu procedure was followed, affording the title compound as long translucent needles.

Yield: 520 mg (75 %)

Rf (TLC): 0.54 (DCM)

H NMR: 1.04 – 1.19 (2H, m, CyPent-H), 1.42 – 1.69 (6H, m, CyPent-H + ArO-CH₂-CH₂-CH₂), 1.72 – 1.90 (5H, m, ArO-CH₂-CH₂-CH₂ + CyPent-H), 4.01 (2H, t, J = 7.0 Hz, ArO-CH₂-CH₂), 6.98 (2H, ddd, J = 2.0 Hz, J = 2.8 Hz, J = 8.8 Hz, ArH), 7.52 (2H, ddd, J = 2.0 Hz, J = 2.8 Hz, J = 8.9 Hz, ArH), 7.63 (2H, ddd, J = 2.0 Hz, J = 2.5 Hz, J = 8.2 Hz, ArH), 7.68 (2H, ddd, J = 2.0 Hz, J = 2.5 Hz, J = 8.2 Hz, ArH)

C NMR: 25.30, 28.57, 32.51, 32.80, 40.00, 68.49, 110.09, 115.16, 119.24, 127.15, 128.41, 131.30, 132.65, 145.37, 159.90,

MS (ESI⁺): 306.1866 (calcd. for C₂₁H₂₂NO: 306.1852, M + H)
328.1683 (calcd. for C₂₁H₂₃NNaO: 328.1672, M + Na)

HPLC: > 99.9%
4'- (3-cyclohexylpropoxy)-[1,1'-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4'-cyanobiphenyl (390 mg, 2 mmol), PPh$_3$ (629 mg, 2.4 mmol), 3-cyclohexylpropan-1-ol (284 mg, 2 mmol), DIAD (485 mg, 472 μl, 2.4 mmol), THF (20 ml). The general Mitsunobu protocol was followed, affording the title compound as a colourless crystalline solid.

Yield: 590 mg (92%)

Rf (TLC): 0.54 (DCM)

$^1$H NMR: 7.69 (d, $J = 8.2$ Hz, 2H), 7.64 (d, $J = 8.2$ Hz, 2H), 7.52 (d, $J = 8.7$ Hz, 2H), 6.99 (d, $J = 8.6$ Hz, 2H), 3.99 (t, $J = 6.6$ Hz, 2H), 1.91 – 1.78 (m, 2H), 1.68 (m, 5H), 1.42 – 1.31 (m, 2H), 1.31 – 1.09 (m, 4H), 1.02 – 0.83 (m, 2H).

$^{13}$C($^1$H) NMR: 159.94, 145.44, 132.70, 131.37, 128.45, 127.21, 119.28, 115.22, 110.14, 68.68, 37.59, 33.80, 33.47, 26.79, 26.73, 26.50.

MS (ESI+): 342.1844 (calcd for C$_{22}$H$_{25}$NNaO:342.1828, M + Na)

HPLC: >99.9%
5: 4’-(3-cycloheptylpropoxy)-[1,1’-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4’-cyanobiphenyl (97.5 mg, 0.5 mmol), PPh₃ (262 mg, 1 mmol), 3-cyclopentylpropan-1-ol (i-2, 40 mg, 0.26 mmol), DIAD (202 mg, 196 μl, 1 mmol), THF (2 ml). The general Mitsunobu procedure was followed, affording the title compound as colourless plates following recrystallisation from neat ethanol.

Yield: 55 mg (64%)

Rf (TLC): 0.59 (DCM)

¹H NMR: 1.13 – 1.27 (2H, m, CyHept-CH₂), 1.33 -1.77 (13H, m, CyHept-CH₂ + CH₂), 1.77 – 1.87 (2H, m, CyHept-CH₂-CH₂-CH₂-OAr), 3.98 (2H, t, J = 7.0 Hz, ArO-CH₂-CH₂-CH₂), 6.99 (2H, ddd, J = 2.1 Hz, J = 2.8 Hz, J = 8.8 Hz, ArH), 7.53 (2H, ddd, J = 2.1 Hz, J = 2.8 Hz, J = 8.9 Hz, ArH), 7.64 (2H, ddd, J = 2.0 Hz, J = 2.5 Hz, J = 8.4 Hz, ArH)

¹³C NMR: 26.61, 27.25, 28.63, 34.45, 34.67, 39.16, 68.66, 110.12, 115.19, 119.27, 127.19, 128.44, 131.34, 132.69, 145.41, 159.91

MS (ESI+): 334.2175 (calcd. for C₂₃H₂₈NO: 334.2165, M + H)
356.2001 (calcd. for C₂₃H₂₇NNaO: 356.1985, M + Na)

HPLC: 98.9%
6: 4’-(cyclohexylethoxy)-[1,1’-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4’-cyanobiphenyl (975 mg, 5 mmol), PPh₃ (1.6 g, 6 mmol), cyclohexylmethanol (684 mg, 6 mmol), DIAD (1.2 g, 1.2 ml, 6 mmol), THF (25 ml). The general experimental procedure was followed, affording the title compound as large colourless crystals following recrystallisation from ethanol.

Yield: 1.3 g (89 %)

Rf (TLC): 0.51 (DCM)

¹H NMR 1.07 (2H, qd, J = 3.2 Hz, J = 12.3 Hz, CyH), 1.14 – 1.38 (3H, m, CyH), 1.65 – 1.94 (6H, m, CyH), 3.80 (2H, d, J = 6.4 Hz, ArOCH₂-Cy), 6.99 (2H, ddd, J = 2.2 Hz, J = 3.0 Hz, J = 9.2 Hz, ArH), 7.52 (2H, ddd, J = 3.0 Hz, J = 9.2 Hz, ArH), 7.63 (2H, ddd, J = 1.8 Hz, J = 2.2 Hz, J = 8.2 Hz, ArH), 7.69 (2H, ddd, J = 1.8 Hz, J = 2.2 Hz, J = 8.2 Hz, ArH)

¹³C{¹H} NMR: 160.01, 145.26, 132.55, 131.11, 128.30, 127.03, 119.15, 115.09, 109.96, 73.62, 37.69, 29.90, 26.53, 25.82.

MS (ESI⁺): 292.1707 (calcd for C₂₀H₂₂NO: 292.1696, M + H)
314.1529 (calcd. for C₂₀H₂₁NNaO: 314.1515, M + Na)

HPLC: >99.9%
7: 4’-(2-cyclohexylethoxy)-[1,1'-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4’-cyano biphenyl (975 mg, 5 mmol), PPh$_3$ (1.6 g, 6 mmol), 2-cyclohexylethanol (768 mg, 6 mmol), DIAD (1.2 g, 1.2 ml, 6 mmol), THF (25 ml). The general experimental procedure was followed, affording the title compound as a colourless needles following recrystallisation from ethanol.

Yield: 1.4 g (92 %)

Rf (TLC): 0.48 (DCM)

$^1$H NMR 0.99 (2H, qd, $J = 2.6$ Hz, $J = 12.2$ Hz, CyH), 1.08–1.39 (3H, m, CyH), 1.53 (1H, tquintet, $J = 3.4$ Hz, $J = 7.0$ Hz, CyH-CH$_2$), 1.62 – 1.83 (7H, m, CyH + ArO-CH$_2$-CH$_2$-Cy), 4.04 (2H, d, $J = 7.0$ Hz, ArOCH$_2$-CH$_2$-Cy), 7.00 (2H, ddd, $J = 2.1$ Hz, $J = 3.0$ Hz, $J = 9.2$ Hz, ArH), 7.52 (2H, ddd, $J = 2.1$ Hz, $J = 3.0$ Hz, $J = 9.2$ Hz, ArH), 7.62 (2H, ddd, $J = 1.8$ Hz, $J = 2.5$ Hz, $J = 8.4$ Hz, ArH), 7.67 (2H, ddd, $J = 1.8$ Hz, $J = 2.5$ Hz, $J = 8.4$ Hz, ArH)

$^{13}$C($^1$H) NMR: 159.81, 145.23, 132.54, 131.15, 128.30, 127.03, 119.13, 115.08, 109.97, 66.12, 36.59, 34.54, 33.31, 26.54, 26.26.

MS (ESI+): 328.1685 (calcd for C$_{21}$H$_{23}$NNaO:328.1672, M + Na)

HPLC: 99.7%
8: 4′-((4-cyclohexylbutyl)oxy)-[1,1′-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4′-cyanobiphenyl (390 mg, 2 mmol), PPh₃ (629 mg, 2.4 mmol), 4-cyclohexylbutan-1-ol (312 mg, 2 mmol), DIAD (485 mg, 472 μl, 2.4 mmol), THF (20 ml). The general Mitsunobu protocol was followed, affording the title compound as a colourless crystalline solid.

Yield: 510 mg (77%)

Rf (TLC): 0.51 (DCM)

¹H NMR: 0.80 – 0.96 (2H, m, CyH), 1.11 – 1.30 (6H, m, CyH), 1.42 – 1.54 (2H, m, CyH), 1.60 – 1.86 (7H, m, CyH + ArO-CH₂-CH₂), 4.00 (2H, d, J = 6.6 Hz, ArOCH₂-CH₂), 6.99 (2H, ddd, J = 1.8 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH), 7.52 (2H, ddd, J = 1.8 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH), 7.62 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH), 7.67 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH)

¹³C{¹H} NMR: 159.90, 145.35, 132.63, 131.27, 128.39, 127.13, 119.22, 115.16, 110.07, 68.26, 37.69, 37.29, 33.47, 29.60, 26.80, 26.51, 23.40.

MS (ESI+): 334.2176 (calcd. for C₂₃H₂₈NO: 334.2165, M + H)
356.1999 (calcd. for C₂₃H₂₇NNaO: 356.1985, M + Na)

HPLC: 99.6%
9: 4'-((5-cyclohexylpentyl)oxy)-[1,1'-biphenyl]-4-carbonitrile

Quantities used: 4-hydroxy-4'-cyanobiphenyl (390 mg, 2 mmol), PPh₃ (629 mg, 2.4 mmol), 5-cyclohexylpentan-1-ol (340 mg, 2 mmol), DIAD (485 mg, 472 μl, 2.4 mmol), THF (20 ml). The general Mitsunobu protocol was followed, affording the title compound as a colourless crystalline solid.

Yield: 570 mg (82 %)

Rf (TLC): 0.52 (DCM)

¹H NMR: 0.75 – 0.97 (2H, m, CyH), 1.05 – 1.30 (6H, m, CyH₆ – CH₂ – CH₃), 1.30 – 1.53 (4H, m, CyH₆ – CH₂ – CH₃), 1.59 – 1.74 (5H, m, CyH₆ + ArO-CH₂-CH₂-CH₂- CH₂-), 1.76 – 1.91 (2H, m, ArO-CH₂-CH₂-CH₂-CH₂-), 6.99 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH), 7.52 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 8.8 Hz, ArH), 7.62 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 9.1 Hz, ArH), 7.67 (2H, ddd, J = 2.1 Hz, J = 2.5 Hz, J = 9.2 Hz, ArH)

¹³C{¹H} NMR: 159.88, 145.32, 132.61, 131.24, 128.37, 127.10, 119.19, 115.14, 110.05, 68.23, 37.68, 37.50, 33.51, 29.32, 26.81, 26.70, 26.51, 26.42.

MS (ESI+): 348.2326 (calcd. for C₂₄H₃₀NO: 348.2322, M + H) 370.2156 (calcd. for C₂₄H₂₉NNaO: 370.2141, M + Na)

HPLC: 99.3%
Quantities used: 4-hydroxy-4′-cyanobiphenyl (195 mg, 1 mmol), PPh₃ (524 mg, 2 mmol), 6-cyclohexylhexan-1-ol (368 mg, 2 mmol), DIAD (404 mg, 393 μl, 2.4 mmol), THF (4 ml). The general Mitsunobu protocol was followed, affording the title compound as a colourless crystalline solid following recrystallisation from nitromethane.

Yield: 281 mg (75%)

Rf (TLC): 0.61 (DCM)

1H NMR: 0.75 – 0.93 (2H, m, CyH), 1.05 – 1.26 (6H, m, CyH + -CH₂-CH₂), 1.27 – 1.38 (4H, m, CyH + -CH₂-CH₂-CH₂), 1.39 – 1.50 (2H, m, -CH₂-CH₂-CH₂), 1.60 – 1.72 (5H, m, CyH + ArO-CH₂-CH₂-CH₂-CH₂), 1.75 – 1.88 (2H, m, ArO-CH₂-CH₂-CH₂), 3.99 (2H, d, J = 6.6 Hz, ArO-CH₂-CH₂), 6.98 (2H, ddd, J = 1.8 Hz, J = 2.4 Hz, J = 8.8 Hz, ArH), 7.52 (2H, ddd, J = 1.8 Hz, J = 2.4 Hz, J = 8.8 Hz, ArH), 7.63 (2H, ddd, J = 2.1 Hz, J = 2.4 Hz, J = 9.1 Hz, ArH), 7.68 (2H, ddd, J = 2.1 Hz, J = 2.4 Hz, J = 9.2 Hz, ArH)

13C{¹H} NMR: 26.19, 26.59, 26.89, 26.91, 29.35, 29.84, 33.59, 37.60, 37.79, 68.33, 110.15, 115.22, 119.27, 127.21, 128.45, 131.37, 132.70, 145.44, 159.94

MS (APCI+): 362.2448399 (calcd. for C₂₅H₃₂NO: 362.247841, M + H)
11: 4'-cyano-[1,1'-biphenyl]-4-yl 5-cyclohexypentanoate

5-Cyclohexypentanoic acid (1 g, 5.4 mmol) was added dropwise to a suspension of 4-hydroxy-4'-cyanobiphenyl (970 mg, 5 mmol), EDAC.HCl (1.1 g, 6 mmol) and DMAP (50 mg) in dichloromethane. The suspension was vigorously stirred and became a homogenous solution within a few minutes. Stirring was continued for 1 h, the solvent was removed in vacuo and the crude residue was purified by flash chromatography with a gradient of hexanes/DCM. The chromatographed material was redisolved into DCM and passed through a 0.2 μm syringe filter before removing the solvent in vacuo and recrystallizing from ethanol/THF mixtures.

Yield: 1.7 g (94 %)

Rf (TLC): 0.46 (DCM)

\(^1H\) NMR: 0.78 – 0.97 (2H, m, CyH), 1.07 – 1.37 (6H, m, -CH\(_2\)-CH\(_3\) + CyH), 1.38 – 1.50 (2H, m, -CH\(_2\)-CH\(_2\)-CH\(_2\)-CH\(_3\)), 1.59 – 1.83 (7H, m, ArCOO-CH\(_2\)CH\(_2\)-CH\(_2\) + CyH), 2.59 (2H, t, \(J = 7.5\) Hz, ArCOO-CH\(_2\)-CH\(_2\)), 7.20 (2H, d, \(J = 8.6\) Hz, ArH), 7.59 (2H, d, \(J = 8.6\) Hz, ArH), 7.65 (2H, d, \(J = 8.4\) Hz, ArH), 7.71 (2H, d, \(J = 8.4\) Hz, ArH)

\(^{13}C\)\({^1H}\) NMR: 172.33, 151.30, 144.85, 136.79, 132.72, 128.39, 127.74, 122.43, 118.95, 111.06, 37.54, 37.15, 34.51, 33.46, 26.78, 26.48, 26.44, 25.29.

MS (ESI\(+\)): 384.1948 (calcd. for C\(_{25}\)H\(_{31}\)N\(_2\)O: 384.1934, M + Na)

HPLC: 99.8%
4. Supplemental Data

4.1. Supplemental SAXS data

**Figure SI-1**: (a) two dimensional SAXS pattern obtained for a magnetically aligned sample of compound 11 at a temperature of 65 °C, (b) plot of the d/l ratio of compound 11 as a function of reduced temperature ($T / T_{Sma-N}$) using the molecular length of 21.4 Å obtained from the B3LYP/6-31G(d) minimised geometry of 11.
4.2. Supplemental Microscopy Data

**Figure SI-2:** Photomicrographs (x100, scale bar 100 μm) of the nematic phase (a, 53 °C) and the smectic A phase (47 °C) of compound 8. (c) Conoscopic figure obtained for the smectic A phase demonstrating the phase to be uniaxial, insertion of a ¼ wave plate (d) demonstrates the phase to be optically positive.

**Figure SI-3:** Photomicrographs (x100, scale bar 100 μm) of the nematic phase (a, 84.3 °C) and the smectic A phase (79.5 °C) of compound 9.
**Figure SI-4:** Photomicrograph (x100, scale bar 100 μm) of the smectic A phase of 10 at 66 °C

**Figure SI-5:** Photomicrographs (x100, scale bar 100 μm) of the nematic phase (a, 70 °C) and the smectic A phase (62 °C) of compound 5. (c) Conoscopic figure obtained in the smectic A phase demonstrating the phase to be uniaxial, insertion of a ¼ wave plate (d) demonstrates the phase to be optically positive.
5. Molecular dynamics simulations: methods and supplemental data

Initial geometries for simulations were prepared by optimising the all-trans conformers of 8OCB and 9 at the B3LYP/6-31++G(d,p) level \(^9,^{10}\) using Gaussian 16 Rev A.03. \(^{11}\) Electrostatic potentials were then calculated at the HF/6-31++G(d,p) level using Gaussian 16, before using AmberTools 19\(^{12}\) to generate a set of RESP\(^{13}\) atomic charges and a set of GAFF version 1.81 forcefield parameters.\(^{14}\) The forcefield parameters were then converted using ACPYPE\(^{15}\) and some forcefield parameters, namely the C-C-C-C torsional parameters and the non-bonded parameters for aromatic carbon atoms, were modified to give improved results for liquid crystal molecules.\(^{16}\) Fully atomistic molecular dynamics (MD) simulations were then performed with GROMACS 2019.3,\(^{17-23}\)

All MD simulations were run with periodic boundary conditions using 2-fs steps, and all bonds were constrained at their equilibrium lengths using the LINCS algorithm.\(^{24}\) A van der Waals cutoff of 1.2 nm was used, and the Particle Mesh Ewald method\(^{25}\) was used for long-range electrostatic interactions with a cutoff of 1.2 nm. Coordinates were written to trajectory files every 50 ps for the main simulations. For the system preparation and equilibration steps, a velocity rescaling thermostat\(^{26}\) and Berendsen barostat\(^{27}\) were used, as appropriate; for the full simulations, a Nose-Hoover thermostat\(^{28, 29}\) with a 1-ps time constant and a Parrinello-Rahman barostat\(^{30, 31}\) with a 4-ps time constant were used. Dispersion correction was used for energy and pressure, and simulation trajectories were visualised in VMD 1.9.4.\(^{32}\)

Initial simulation boxes were prepared by arranging molecules onto a regular 3D grid at a spacing corresponding to a gas-phase density (<20 kg m\(^{-3}\)), and doing a simulation run to allow the system to randomise, before it was compressed to a liquid-phase density (ca. 1,000 kg m\(^{-3}\)).

In order to estimate a clearing point in these MD simulations of 8OCB and 9, a series of small simulations of 6 \(\times\) 6 \(\times\) 6 = 216 molecules were performed. Each system was allowed to randomise for 40 ps at low density at 298 K with no pressure coupling (final \(P_2 = 0.1\)), and then it was compressed rapidly at a nominal pressure of 50,000 bar until a liquid-like density was reached. The condensed, randomised phase was allowed to stabilise at 1 bar, before equilibrating at 353 K (8OCB) or 358 K (9). A 500-ns simulation was then run, during which each system formed a fairly stable smectic A phase. Subsequently, 100-ns simulations were run from the final coordinates at a range of temperatures at ca. 10 K intervals both higher and lower than those at which the 500-ns run had been performed, and with isotropic pressure coupling at 1 bar. The orientational order parameters \(P_2\) determined as a function of temperature \((T)\) were fitted to a Haller type equation, \(P_2 = [1 - (T/T_c)^\beta]^6\), where \(T_c\) gives an estimate of the clearing point of the system in the simulation and \(\beta\) is an empirical parameter. The data and fits from these small simulations are shown in Figure SI-6, and gave estimated \(T_c\) values of ca. 395 and 400 K for 8OCB and 9, respectively, in these simulated systems.
Figure SI-6. Orientational order parameters, $P_2$, averaged over 80–100 ns of the small MD simulations of 8OCB (left) and 9 (right) shown as markers, overlaid with fits (solid lines) and 95% confidence limits shown by dashed lines. Error bars represent the standard deviation over the sampled time range of the MD simulation.

The larger simulations presented in the main text were performed at temperatures of 369 and 374 K for 8OCB and Cyc-5OCB, respectively, both corresponding to $T/T_c \approx 0.934$, which was chosen to be in the experimental smectic A range for 8OCB. Each of the larger runs was prepared as a low-density 3D grid of $12 \times 12 \times 10 = 1440$ molecules in an approximately cubic simulation box. The initial, ordered system was simulated for 70 ps at a nominal pressure of 10 bar to allow the system to randomise (final $P_2 = 0.04$), and it was then compressed at a nominal pressure of 50,000 bar until a liquid-like density was reached. The system was then allowed to stabilise at 1 bar and the desired simulation temperature before running the final simulations. These simulations used anisotropic pressure coupling to allow the simulation box to change aspect ratio as the simulation progressed, such that the phase formed was not biased by a simulation box with a fixed aspect ratio.

Second-rank orientational order parameters, $P_2$, were calculated for each trajectory frame as $-2\times$ the middle eigenvalue of the ordering tensor, $Q_{ab}$, defined by Equation 1, where $N$ is the number of molecules, $j$ is the molecule number in the simulation, $\alpha$ and $\beta$ represent the Cartesian x, y and z axes, $\delta$ is the Kronecker delta, and $a$ is the component of the principal molecular axis vector defined in the text. The director at each frame was defined as the eigenvector associated with the largest eigenvalue of the ordering tensor.

$$Q_{ab} = \frac{1}{N} \sum_{j=1}^{N} 3a_{\alpha j}a_{\beta j} - \delta_{ab}$$

The overall layer-normal vector was determined using a set of $N$ local layer-normal vectors determined using a suitable reference atom in each molecule, as identified in the main text. The local layer-normal vector of each molecule was determined by combining the reference atom position with those of the equivalent reference atoms in surrounding molecules that were within a cutoff distance of 1 nm, fitting a plane through the set of reference atoms, and then the local layer-normal vector is a normal vector to that plane. The overall layer-normal vector was then determined for each trajectory frame as the eigenvector associated with the largest eigenvalue of an ordering tensor equivalent to Equation 1 but assembled from the set of local layer-normal vectors determined for that frame.
The translational order parameter, $\tau$, was then determined using the distribution of a suitable reference atom within the molecules along the overall layer-normal vector using Equation 2,33 where $z$ is the position of a reference atom projected onto the overall layer-normal vector, $d$ is the layer spacing, which is optimised to give the highest value of $\tau$ for each trajectory frame, $L$ is the length of the box used in the analysis, and the angular brackets denote an ensemble average for that frame.

$$
\tau = \sqrt{\left( \cos \left( \frac{2\pi z}{d} \right) - \frac{d}{2\pi L} \sin \left( \frac{2\pi L}{d} \right) \right)^2 + \left( \sin \left( \frac{2\pi z}{d} \right) \right)^2}
$$

(2)

For the large simulations presented in the main text, the angle, $\theta_{nk}$, between the director, $n$, and the layer normal vector, $k$, was determined for each frame. Normalised orientational distribution functions for this angle, $f(\theta_{nk})$, were calculated by dividing the populations of these angles by $\sin(\theta_{nk})$, and are shown in Figure SI-7. The orientational distribution functions for 8OCB and 9 have their highest values at $<2^\circ$, indicating that the director tends to align with the layer normal in both simulations, corresponding to smectic A phases, whereas smectic C phases would give a maximum significantly greater than $0^\circ$. The orientational distribution function is narrower for 9 than for 8OCB, consistent with a more ordered phase.

**Figure SI-7.** Orientational distribution functions, $f(\theta_{nk})$, determined for 8OCB (top) and 9 (bottom) from the MD simulations, averaged over 60–200 ns and 200–1000 ns, respectively, using $2^\circ$ binwidths.

The radial distribution function, $g(r)$ (Equation 3) reports on the relative probability of distances, $r_{ij}$, between a reference point on molecule $i$ and the equivalent point on molecule $j$. $\rho_N$ is the average number density of the system, and $\delta$ is the Dirac Delta function. Orientational correlation functions $G_1(r)$ and $G_2(r)$, Equations 4 and 5, respectively, report on the relative orientations between pairs of molecules,32 where $\theta_{ij}$ is the angle between a reference vector on molecule $i$ and the equivalent vector on another molecule, $j$. In this study, $g(r)$, $G_1(r)$, and $G_2(r)$ were determined using vectors defined between the carbon atoms at the 4 and 4’ positions of the biphenyl moieties, and distances, $r_{ij}$, were determined between the centre points of these two vectors.
\[ g(r) = \frac{1}{4pr^2r_N} \langle d(r- r_0) \rangle_{ij} \]  
(3)

\[ G_1(r) = \frac{\langle d(r- r_0) \cos q_{ij} \rangle}{\langle d(r- r_0) \rangle_{ij}} \]  
(4)

\[ G_2(r) = \frac{\langle d(r- r_0)P_2(\cos q_{ij}) \rangle}{\langle d(r- r_0) \rangle_{ij}} \]  
(5)

6. Supplementary XRD data

6.1. Structure Determination by Single Crystal XRD

Diffraction data were collected at 110 K on an Oxford Diffraction SuperNova diffractometer with Cu-K\(\alpha\) radiation (\(\lambda = 1.54184\) Å) using an EOS CCD camera. The crystal was cooled with an Oxford Instruments Cryojet. Diffractometer control, data collection, initial unit cell determination, frame integration and unit-cell refinement was carried out with “Crysalis”.  

Face-indexed absorption corrections were applied using spherical harmonics, implemented in SCALE3 ABSPACK scaling algorithm.  

OLEX2 was used for overall structure solution, refinement and preparation of computer graphics and publication data. Within OLEX2, the algorithm used for structure solution was ShelXT using intrinsic phasing. Refinement by full-matrix least-squares used the SHELXL algorithm within OLEX2. All non-hydrogen atoms were refined anisotropically. Hydrogen atoms were placed using a “riding model” and included in the refinement at calculated positions.

6.2. XRD Data for Compound 1

Single crystals of C\(_{19}\)H\(_{19}\)NO (compound 1) were obtained by diffusion of ethanol and water into a DCM solution of 1.

Crystal structure determination of 1

**Crystal Data** for C\(_{19}\)H\(_{19}\)NO (\(M=277.35\) g/mol): triclinic, space group P-1 (no. 2), \(a = 5.4374(3)\) Å, \(b = 10.4374(4)\) Å, \(c = 13.6579(6)\) Å, \(\alpha = 104.161(4)^\circ\), \(\beta = 92.138(4)^\circ\), \(\gamma = 95.945(4)^\circ\), \(V = 745.94(6)\) Å\(^3\), \(Z = 2\), \(T = 110.05(10)\) K, \(\mu(\text{CuK}\alpha) = 0.589\) mm\(^{-1}\), \(D_{\text{calc}} = 1.235\) g/cm\(^3\), 13771 reflections measured (8.798° ≤ 2Θ ≤ 142.356°), 2867 unique (\(R_{int} = 0.0343, R_{\text{sigma}} = 0.0251\)) which were used in all calculations. The final \(R_1\) was 0.0410 (I > 2σ(I)) and \(wR_2\) was 0.1119 (all data).

6.3. XRD Data for Compound 2

Single crystals of C\(_{20}\)H\(_{21}\)NO (compound 2) were obtained by slow evaporation of an ethanol solution.
Crystal structure determination of 2

Crystal Data for C_{20}H_{21}NO (M=291.38 g/mol): triclinic, space group P-1 (no. 2), \(a = 5.6557(4) \text{ Å}, b = 10.2172(9) \text{ Å}, c = 14.8788(10) \text{ Å}, \alpha = 70.217(7)°, \beta = 81.954(6)°, \gamma = 88.731(6)°, V = 800.78(11) \text{ Å}^3, Z = 2, T = 110.05(10) \text{ K}, \mu(\text{CuKα}) = 0.572 \text{ mm}^{-1}, D_{\text{calc}} = 1.208 \text{ g/cm}^3, 4627 \text{ reflections measured (9.202° ≤ 2θ ≤ 134.158°), 2832 unique (} R_{\text{int}} = 0.0217, R_{\text{sigma}} = 0.0343\text{) which were used in all calculations. The final } R_1 \text{ was 0.0456 (I > 2σ(I)) and } wR_2 \text{ was 0.1288 (all data).}

6.4. XRD Data for Compound 3

Single crystals of C_{21}H_{23}NO (compound 3) were obtained by diffusion of ethanol into a DCM solution of 3.

Crystal structure determination of 3

Crystal Data for C_{21}H_{23}NO (M=305.40 g/mol): monoclinic, space group P2_1/n (no. 14), \(a = 12.1243(2) \text{ Å}, b = 6.58920(10) \text{ Å}, c = 21.5514(3) \text{ Å}, \beta = 105.406(2)°, V = 1659.86(5) \text{ Å}^3, Z = 4, T = 110.05(10) \text{ K}, \mu(\text{CuKα}) = 0.574 \text{ mm}^{-1}, D_{\text{calc}} = 1.222 \text{ g/cm}^3, 11210 \text{ reflections measured (7.63° ≤ 2θ ≤ 134.134°), 2962 unique (} R_{\text{int}} = 0.0222, R_{\text{sigma}} = 0.0164\text{) which were used in all calculations. The final } R_1 \text{ was 0.0397 (I > 2σ(I)) and } wR_2 \text{ was 0.1093 (all data).}

6.5. XRD Data for Compound 4

Single crystals of C_{22}H_{25}NO (compound 4) were obtained by slow evaporation of an ethanol solution of 4.

Crystal structure determination of 4

Crystal Data for C_{22}H_{25}NO (M=319.43 g/mol): triclinic, space group P-1 (no. 2), \(a = 7.0753(4) \text{ Å}, \ b = 9.7137(5) \text{ Å}, c = 13.3506(8) \text{ Å}, \alpha = 78.906(5)°, \beta = 83.156(5)°, \gamma = 82.858(5)°, V = 889.13(9) \text{ Å}^3, Z = 2, T = 110.05(10) \text{ K}, \mu(\text{CuKα}) = 0.556 \text{ mm}^{-1}, D_{\text{calc}} = 1.193 \text{ g/cm}^3, 5477 \text{ reflections measured (6.78° ≤ 2θ ≤ 134.158°), 3180 unique (} R_{\text{int}} = 0.0189, R_{\text{sigma}} = 0.0285\text{) which were used in all calculations. The final } R_1 \text{ was 0.0406 (I > 2σ(I)) and } wR_2 \text{ was 0.1138 (all data).}

6.6. XRD Data for Compound 5

Single crystals of C_{23}H_{27}NO (compound 5) were obtained by diffusion of ethanol into a DCM solution of 5.

Crystal structure determination of 5

Crystal Data for C_{23}H_{27}NO (M=333.45 g/mol): triclinic, space group P-1 (no. 2), \(a = 7.4340(6) \text{ Å}, \ b = 9.3359(6) \text{ Å}, c = 13.7657(9) \text{ Å}, \alpha = 80.118(6)°, \beta = 82.186(6)°, \gamma = 81.713(6)°, V = 925.30(12) \text{ Å}^3, Z = 2, T = 110.05(10) \text{ K}, \mu(\text{CuKα}) = 0.554 \text{ mm}^{-1}, D_{\text{calc}} =
1.197 g/cm$^3$, 5581 reflections measured ($9.69^\circ \leq 2\Theta \leq 134.16^\circ$), 3303 unique ($R_{int} = 0.0246$, $R_{sigma} = 0.0400$) which were used in all calculations. The final $R_l$ was 0.0480 ($I > 2\sigma(I)$) and $wR_2$ was 0.1367 (all data).
6.7. Supplemental Single Crystal X-ray Diffraction Data

Figure SI-8: Packing in the crystalline state of compound 1 as determined by single crystal XRD (P-1(2) space group). Hydrogen atoms are excluded and the carbon atoms of the cyclopropyl ring are coloured red, both for clarity.
Figure SI-9: Packing in the crystalline state of compound 2 as determined by single crystal XRD (P-1 space group). Hydrogen atoms are excluded and the carbon atoms of the cyclobutyl ring are coloured red, both for clarity.

Figure SI-10: Packing in the crystalline state of compound 3 as determined by single crystal XRD (p21/n space group). Hydrogen atoms are excluded and the carbon atoms of the cyclopentyl ring are coloured red, both for clarity.
**Figure SI-11:** Packing in the crystalline state of compound 4 as determined by single crystal XRD (P\overline{1} space group). Hydrogen atoms are excluded and the carbon atoms of the cyclohexyl ring are coloured red, both for clarity.

**Figure SI-12:** Thermal ellipsoid models (50% probability level) of compounds 1 (a, space group P-1), 2 (b, space group P-1) 3 (c, space group P2_{1}/n), 4 (d, space group P-1) and 5 (e, space group P-1) obtained by single crystal XRD.
6.8. Discussion of Single Crystal X-ray Diffraction Data

Cyclopropyl and cyclobutyl rings are effectively rigid, whereas larger rings can adopt a number of conformers\(^3\) with the lowest energy forms being half-boat (3), boat (4) and twist-boat (5) for cyclopentyl, cyclohexyl and cycloheptyl, respectively. To determine the conformation of the terminal rings we grew single crystals of compounds 1 - 5 suitable for structure determination by X-ray diffraction. For compounds 4 and 5 the end-to-end distances in the solid state (4 = 17.924(2) Å, 5 = 18.329(3) Å) were found to be slightly smaller than those obtained from DFT calculations (4 = 18.73 Å, 5 = 18.78 Å) due to the presence of a single gauche torsion in the spacer (Figure 2b, 2c). For 1 - 3 the spacer was found to be in its all trans conformation and so the molecular length (16.941(2), 17.627(3) and 18.140(2) Å respectively) from XRD is comparable to that obtained by DFT calculations (16.99 Å, 17.62 Å and 18.10 Å respectively).
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