SLICED-INVERSE-REGRESSION-AIDED ROTATED COMPRESSIVE SENSING METHOD FOR UNCERTAINTY QUANTIFICATION
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Abstract. Compressive-sensing-based uncertainty quantification methods have become a powerful tool for problems with limited data. In this work, we use the sliced inverse regression (SIR) method to provide an initial guess for the alternating direction method, which is used to enhance sparsity of the Hermite polynomial expansion of stochastic quantity of interest. The sparsity improvement increases both the efficiency and accuracy of the compressive-sensing-based uncertainty quantification method. We demonstrate that the initial guess from SIR is more suitable for cases when the available data are limited (Algorithm 4). We also propose another algorithm (Algorithm 5) that performs dimension reduction first with SIR. Then it constructs a Hermite polynomial expansion of the reduced model. This method affords the ability to approximate the statistics accurately with even less available data. Both methods are non-intrusive and require no a priori information of the sparsity of the system. The effectiveness of these two methods (Algorithms 4 and 5) are demonstrated using problems with up to 500 random dimensions.

1. Introduction

Surrogate model is a powerful tool in studying uncertainty quantification (UQ). For example, spectral-method-based surrogate models, including the polynomial chaos expansion (PCE) [17] and generalized polynomial chaos (gPC) [49] methods, are widely used for UQ in engineering and computational sciences. In the gPC and PCE methods, a quantity of interest (QoI) \( u \) (e.g., velocity, temperature, etc.) depends on random variables \( \xi = (\xi_1, \xi_2, \ldots, \xi_d)^T \), which are used to represent stochastic initial and boundary conditions and unknown properties, and can be approximated as

\[
u(\xi) = \sum_{n=1}^{N} c_n \psi_n(\xi) + \varepsilon(\xi), \tag{1}\]
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where $\varepsilon$ is the truncation error; $N$ is a positive integer; $c_n$ are coefficients; and $\psi_n$ are multivariate orthonormal polynomials satisfying
\[
\mathbb{E}\{\psi_n(\xi)\psi_j(\xi)\} = \int_{\mathbb{R}^d} \psi_n(x)\psi_j(x)\rho_\xi(x)dx = \delta_{nj},
\]
(2)
where $\rho_\xi(x)$ is the probability density function (PDF) of $\xi$ and $\delta_{nj}$ is the Kronecker delta function. This approximation converges in $L_2$ as $N$ increases if $u$ is in the Hilbert space associated with the measure of $\xi$ (i.e., the weight of the inner product is $\rho_\xi$) \cite{9 7 32}.

Both intrusive and non-intrusive methods \cite{17 49 42 48 16 5} are extensively used to compute the gPC coefficients $c = (c_1, c_2, \ldots, c_N)^T$. Non-intrusive methods are more useful when the model used to obtain $u$ is especially complex. These methods utilize training sets $\{(\xi^q, u^q)\}_{q=1}^M$ to approximate coefficients $c$. Here, $\xi^q$ are samples of input based on $\rho_\xi$, and $u^q$ are corresponding samples of the output $u^q = u(\xi^q)$ obtained from the computational model.

In many applications, it can be very costly to obtain $u^q$. Because of this, it often is $M < N$ or even $M \ll N$, making the following linear system underdetermined:
\[
\Psi c = u - \varepsilon,
\]
(3)
where $u = (u^1, u^2, \ldots, u^M)^T$ is the vector of output samples, $\Psi$ is an $M \times N$ matrix with $\Psi_{ij} = \psi_j(\xi^i)$ (where $j = 1, \ldots, N$ and $i = 1, \ldots, M$), and $\varepsilon = (\varepsilon^1, \varepsilon^2, \ldots, \varepsilon^M)^T$ is a vector of error samples with $\varepsilon^q = \varepsilon(\xi^q)$ (where $q = 1, \ldots, M$). The compressive sensing method has been shown to be effective at solving the underdetermined Eq. (3) when $c$ is sparse \cite{9 11 53 33}, and it has been used to solve UQ problems in various settings \cite{15 51 53 25 33 18 21 33 34}.

Several approaches have been developed to enhance the efficiency of solving Eq. (3) in UQ applications, including weighted/re-weighted $\ell_1$ minimization, which assigns a weight to each $c_n$ and solves a weighted $\ell_1$ minimization problem to enhance the sparsity \cite{11 14 33 36}; smart sampling strategies to better the property of $\Psi$ \cite{35 18}; and adaptive basis selection to reduce the number of unknowns \cite{21}.

In \cite{22a 51 36}, an approach to enhance the sparsity of $c$ through the rotation of the random vector $\xi$ has been proposed. This method aims to find a rotation $g : \mathbb{R}^d \mapsto \mathbb{R}^d$ that maps $\xi$ to a new set of random variables $\eta = (\eta_1, \eta_2, \ldots, \eta_d)^T$ as $\eta = g(\xi) = A\xi$ (where $AA^T = I$) such that the gPC expansion of $u$ with respect to $\eta$ is sparser. In other words, $u(\xi) \approx \sum_{n=1}^N c_n \psi_n(\xi) = \sum_{n=1}^N \tilde{c}_n \psi_n(\eta(\xi)) \approx u(\eta(\xi))$, (4)
and $\tilde{c} = (\tilde{c}_1, \tilde{c}_2, \ldots, \tilde{c}_N)^T$ is sparser than $c$. Hence, $\tilde{c}$ can be approximated more accurately using the compressive sensing method. Subsequently, the enhancement of the sparsity enables the compressive sensing algorithm to obtain a more accurate approximation of $u$ in the $L_2$ sense. An alternating direction method (ADM) has been developed to iteratively identify $\tilde{c}$ and the rotation matrix $A$ based on the gradients of $u$. In the present work, we improve the efficiency of this method by using the sliced inverse regression (SIR) method to provide the initial guess of the rotation matrix $A$ (Algorithm 4). The SIR method is used in statistics to identify important low-dimensional subspaces based on the training set $\{(\xi^q, u^q)\}_{q=1}^M$. We demonstrate that the initial guess from SIR helps to improve the ADM algorithm accuracy. Moreover, we propose another method that uses SIR to reduce the number of dimensions from $d$ to $\tilde{d}$, then employs ADM method to construct a “reduced” gPC expansion of $u$ (Algorithm 5). In this case, the dimension reduction performed by SIR reduces the number of unknowns $N$, which can be prohibitively large for the compressive sensing method when $d$ is large. To sum up, both new algorithms start with SIR to identify low-dimensional subspaces. Then, this information is used in the ADM algorithm with (Algorithm 4) or without (Algorithm 5) dimension reduction to improve the accuracy of compressive-sensing-based surrogate model construction for UQ problems. In this paper, we focus on problems where uncertainty (uncertain parameters) can be described by $d$-dimensional independent and identically distributed (i.i.d.) Gaussian random
variables $\xi \sim N(0, I)$. This assumption is used broadly in physical and engineering problems, and it naturally fits the SIR method’s requirement (see Section 2.1).

The paper includes a brief review of UQ, compressive sensing methods, and the SIR method in Section 2. Section 3 describes the proposed schemes, Algorithm 4 and Algorithm 5. Numerical results are presented in Section 4 and the conclusions follow in Section 5.

2. Review of compressive-sensing-based gPC and SIR methods

This section includes a brief review of the compressive-sensing-based gPC and SIR methods, which form the basis of the new method proposed in Section 3.

2.1. Hermite polynomial expansions. When QoI of the problem relies on i.i.d Gaussian random variables, it can be represented with a gPC expansion with basis functions constructed by tensor products of univariate Hermite polynomials. Given a multi-index $\alpha = (\alpha_1, \alpha_2, \cdots, \alpha_d), \alpha_i \in \mathbb{N} \cup \{0\}$, we set

$$\psi_\alpha (\xi) = \psi_{\alpha_1}(\xi_1)\psi_{\alpha_2}(\xi_2)\cdots \psi_{\alpha_d}(\xi_d).$$

A gPC expansion up to $P$-th order implies that $|\alpha| \leq P$ for all $\psi_\alpha$ used in the expansion. For two different multi-indices $\alpha_i = ((\alpha_1)_i, (\alpha_2)_i, \cdots, (\alpha_d)_i)$ and $\alpha_j = ((\alpha_1)_j, (\alpha_2)_j, \cdots, (\alpha_d)_j)$, the Hermite polynomials satisfy the following orthogonality condition:

$$\int_{\mathbb{R}^d} \psi_{\alpha_i}(\mathbf{x})\psi_{\alpha_j}(\mathbf{x})\rho_{\xi}(\mathbf{x}) d\mathbf{x} = \delta_{\alpha_i,\alpha_j} = \delta_{(\alpha_1)_i}(\alpha_1)_j \delta_{(\alpha_2)_i}(\alpha_2)_j \cdots \delta_{(\alpha_d)_i}(\alpha_d)_j,$$

where

$$\rho_{\xi}(\mathbf{x}) = \rho_{\xi_1}(x_1)\rho_{\xi_2}(x_2)\cdots \rho_{\xi_d}(x_d)$$

and $\rho_{\xi_i}(x_i) = \frac{1}{\sqrt{2\pi}} e^{-x_i^2/2}$ because $\xi_i$ are independent random variables. In general, when $\xi_i$ satisfy other distribution, $\psi_\alpha$ can be represented as a tensor product of univariate polynomials associated with the PDF of $\xi_i$. In the following, for simplicity we denote $\psi_{\alpha_i}(\xi)$ as $\psi_\xi(\xi)$, and the gPC expansion used is in the form of Eq. (1).

2.2. Compressive sensing. We first introduce the $\ell_0$ “norm” of vector $\mathbf{x} = (x_1, x_2, \cdots, x_N)$ as the number of non-zeros entries in vector $\mathbf{x}$:

$$\|\mathbf{x}\|_0 \overset{\text{def}}{=} \# \{ i : x_i \neq 0 \}.$$  

The vector $\mathbf{x}$ is called $s$-sparse if $\|\mathbf{x}\|_0 \leq s$, and $\mathbf{x}$ is considered a sparse vector if $s \ll N$. In practice, a very few systems have a truly sparse gPC coefficients $\mathbf{c}$. However, in many cases, the $\mathbf{c}$ are “compressible”, i.e., only a few entries make significant contribution to its $\ell_1$ norm. Here, the $\ell_1$ norm is defined as $\| \mathbf{x} \|_1 = \sum_{n=1}^{N} |x_n|$. Subsequently, $\mathbf{x}$ is considered sparse if $\| \mathbf{x} - \mathbf{x}_s \|_1$ is small for $s \ll N$, and this definition of sparsity is widely used in error estimation. The vector $\mathbf{x}_s$ is equal to $\mathbf{x}$ with all but the $s$-largest entries set to zero.

The sparse vector $\mathbf{c}$ in Eq. (3) can be approximated by solving the following $\ell_1$ minimization problem:

$$(P_{1,\varepsilon}) : \arg \min_{\mathbf{c}} \| \mathbf{c} \|_1, \text{ subject to } \| \mathbf{\Psi} \mathbf{c} - \mathbf{u} \|_2 \leq \varepsilon,$$

where $\varepsilon = \| \mathbf{e} \|_2$. To obtain the error bound in $(P_{1,\varepsilon})$, the restricted isometry property (RIP) constant is introduced $[10]$. For each integer $s = 1, 2, \cdots$, the isometry constant $\delta_s$ of a matrix $\mathbf{\Psi}$ is defined as the smallest number such that

$$(1 - \delta_s)\| \mathbf{x} \|_2^2 \leq \| \mathbf{\Psi} \mathbf{x} \|_2^2 \leq (1 + \delta_s)\| \mathbf{x} \|_2^2$$

holds for all $s$-sparse vectors $\mathbf{x}$. Candes et al. $[10]$ showed that if the matrix $\mathbf{\Psi}$ satisfies $\delta_{2s} < \sqrt{2} - 1$ (i.e., $\mathbf{\Psi}$ satisfies “RIP”), and $\| \mathbf{e} \|_2 \leq \varepsilon$, then solution $\hat{\mathbf{c}}$ to $(P_{1,\varepsilon})$ obeys

$$\| \mathbf{c} - \hat{\mathbf{c}} \|_2 \leq C_1 \varepsilon + C_2 \frac{\| \mathbf{c} - \mathbf{c}_s \|_1}{\sqrt{s}},$$

where $C_1$ and $C_2$ are positive constants.
where $C_1$ and $C_2$ are constants, and $c$ is the exact vector we aim to approximate. This result implies that the upper bound of the error relates to the truncation error and the sparsity of $c$, which is reflected in the first and second terms on the right-hand side of Eq. (11), respectively.

In practice, the re-weighted $\ell_1$ minimization approach [11] is an improvement of the $\ell_1$ minimization method, which enhances the accuracy of estimating $c$. It modifies $(P_{1,\epsilon})$ as

$$(P_{1,\epsilon}^W): \arg\min_{\hat{c}} \|W \hat{c}\|_1, \text{ subject to } \|\Psi \hat{c} - u\|_2 \leq \epsilon,$$  

where $W$ is a diagonal matrix: $W = \text{diag}(w_1, w_2, \cdots, w_N)$. $(P_{1,\epsilon})$ can be considered as a special case of $(P_{1,\epsilon}^W)$ with $W = I$. The elements $w_i$ of the diagonal matrix can be estimated iteratively [11, 53]: in the $l$-th iteration, $w_i$ is set to $w_i^{(l)} = 1/(|\hat{c}_i^{(l-1)}| + \delta)$, where $\hat{c}_i^{(l-1)}$ is the solution from the last iteration and $\hat{c}_i^{(0)}$ is the solution of the standard $\ell_1$ minimization problem $(P_{1,\epsilon})$. The parameter $\delta > 0$ is introduced to provide stability and to ensure that a zero-valued component in $\hat{c}^{(l)}$ does not prohibit a non-zero estimate at the next step. Candès et al. [11] suggest performing two or three iterations of this procedure. The error bound of the re-weighted $\ell_1$ minimization (see [53]) takes the same form as Eq. (11) with different constants $C_1$ and $C_2$. Moreover, the error term $\epsilon$ in $(P_{1,\epsilon})$ is usually not known a priori, and, in the present work, we use cross-validation to estimate it (see the Appendix for the details).

2.3. Compressive-sensing-based gPC methods. Given $M$ samples of $\xi$, we use gPC expansion Eq. (11) to represent the uncertainty of QoI $u$, and we have

$$u(\xi^q) = \sum_{n=1}^N c_n \psi_n(\xi^q) + \epsilon(\xi^q), \quad q = 1, 2, \cdots, M,$$

which can be rewritten as Eq. (3). A typical approach to compressive-sensing based-gPC is summarized in Algorithm 1 [33].

**Algorithm 1** Compressive-sensing-based gPC method.

1. Generate input samples $\xi^q, q = 1, 2, \cdots, M$ based on the distribution of $\xi$.
2. Generate output samples $u^q = u(\xi^q)$ by solving the complete model, e.g., running simulations, solvers, etc.
3. Select gPC basis functions $\{\psi_n\}_{n=1}^N$ associated with $\xi$ and then generate the measurement matrix $\Psi$ by setting $\Psi_{ij} = \psi_j(\xi^i)$.
4. Solve the optimization problem $(P_{1,\epsilon}^W)$:

$$\arg\min_{\hat{c}} \|\hat{c}\|_1, \text{ subject to } \|\Psi \hat{c} - u\|_2 \leq \epsilon,$$

where $u = (u^1, u^2, \cdots, u^M)^T$, and $\epsilon$ is obtained by cross-validation. If the re-weighted $\ell_1$ method is employed, solve $(P_{1,\epsilon}^W)$ instead.
5. Construct the gPC expansion as $u(\xi) \approx \sum_{n=1}^N \hat{c}_n \psi_n(\xi)$.

2.4. Sliced Inverse Regression. SIR is an effective approach for seeking the important subspaces in the parameter space [20]. As an illustration, consider $u(\xi) = u(\xi_1, \xi_2) = (\xi_1 + \xi_2)^2$. Then, if we define $A = (1/\sqrt{2}, 1/\sqrt{2})$ and $\eta_1 = A \xi$, $u$ only depends on $\eta_1$. Consequently, the dimension is reduced from $d = 2$ to $d = 1$ because we only need one input random variable to fully capture the statistical property of $u$. Unlike the outer product gradients (OPGs) [20, 47] or active subspace method [12] where gradients information is used to identify $A$, the SIR method uses conditional expectation $\mathbb{E}\{\xi | u\}$. $\mathbb{E}\{\xi | u\}$ is a $d$-dimensional random vector because $u$ is random. As $u$ varies, $\mathbb{E}\{\xi | u\}$ draws a curve in the parameter space, which is called inverse regression curve. It has been shown that this curve resides in the desired subspace for dimension reduction (named central subspace) if $\xi$ follows an elliptically symmetric distribution [20], e.g., the multivariate Gaussian distribution. Based on this property, we choose the matrix
where $\lambda$ with $\Psi$ gradient information is used to identify $A$.

A “gradient matrix” is defined as $A\partial u/\partial \xi$. A software package implementing the algorithm is available in [46]. Of note, most applications of SIR are concerned with dimension reduction by choosing $d$ to be

\begin{algorithm}
1: Standardize $\xi$ such that it has zero mean and identity covariance matrix.
2: Generate i.i.d. samples of input parameters $\xi_i$, $i = 1, ..., M$, and compute the corresponding values of QoI $u^i$.
3: Divide the range of $u^i$ into $H$ non-overlapping slices, $J_1, ..., J_H$, each containing approximately an equal number of data points.
4: Compute the within-slice mean of $\xi$ over each slice, which is a crude estimate of the conditional expectation $E\{\xi|u\}$:

$$\tilde{\xi}_h = \frac{1}{n_h} \sum_{u^i \in J_h} \xi_i^i, \quad h = 1, ..., H,$$

where $n_h$ is the number of data points falling in the $h$th slice.
5: Compute the $d \times d$ matrix $V = \sum_{i=1}^H \frac{n_h}{n} \tilde{\xi}_h \tilde{\xi}_h^T$.

This is the sample estimate of the covariance matrix of the random vector $E(\xi|\bar{u})$, where $\bar{u} = \sum_{h=1}^H hI(u \in J_h)$ and $I(\cdot)$ is the indicator function.
6: Compute the eigen-decomposition of $V$: $V = U_V \Lambda_V U_V^T$, where $\Lambda_S$ is a diagonal matrix consists of eigenvalues: $(\Lambda_V)_ii = (\lambda_V)_i (1 \leq i \leq d)$ with $(\lambda_V)_1 \geq (\lambda_V)_2 \geq \cdots \geq (\lambda_V)_d \geq 0$ and $U_V U_V^T = I$.
7: Report the estimated transformation matrix as a submatrix consisting of the first $\tilde{d}$ rows of $U_V$: $\tilde{A} = [(U_V)_1, ..., (U_V)_{\tilde{d}}]^T$, where $\tilde{d} \leq d$.

\end{algorithm}

as small as possible, i.e., smaller than $d$ (see Algorithm [2]). In this work, we use this setting in Algorithm [5]. On the other hand, we use $A$ with $\tilde{d} = d$ to obtain an initial guess for the ADM algorithm (see Algorithm [4]).

### 3. SIR-aided Rotated Compressive Sensing Method

This section details two new applications of the SIR method for the compressive-sensing-based gPC, which is the main contribution of this work.

#### 3.1. Alternating direction method for increasing sparsity.

In practical problems, if the truncation error $\epsilon$ is sufficiently small, then the second term on the right-hand side of Eq. (11) dominates the upper bound of the error. Hence, to improve the accuracy of the gPC expansion, we need to decrease $\| c - c_s \|_1 / \sqrt{s}$. Our goal is to seek $\tilde{A}$ (and $\eta = A\xi$) such that in Eq. (4), $\| \tilde{c} - \tilde{c}_s \|_1 < \| c - c_s \|_1$. In other words, we rewrite the standard $\ell_1$ minimization problem $(P_{1,\epsilon})$ as

$$\arg\min_{c, \tilde{A}} \| \tilde{c} \|_1, \quad \text{subject to} \quad \| \Psi(\tilde{A})\tilde{c} - u \|_2 \leq \epsilon, \quad (14)$$

where $\Psi(A)$ is a matrix and $(\Psi(A))_{ij} = \psi_j(A\xi_i)$. In the ADM algorithm proposed in [5], gradient information is used to identify $A$. A “gradient matrix” is defined as

$$G = \mathbb{E}\{\nabla u(\xi) \otimes \nabla u(\xi)\} = U \Lambda U^T, \quad UU^T = I, \quad (15)$$

where $G$ is symmetric, $\nabla u(\xi) = (\partial u/\partial \xi_1, \partial u/\partial \xi_2, \cdots, \partial u/\partial \xi_d)^T$ is a column vector, $U = (U_1, U_2, \cdots, U_d)$ is an orthogonal matrix consisting of eigenvectors $U_i$, and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_d)$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$ is a diagonal matrix with elements representing variation of the system.
along the respective eigenvectors. Then, $A$ can be chosen as the unitary matrix $U^T$, which defines a rotation in $\mathbb{R}^d$ projecting $\xi$ on the eigenvectors $U_i$. If only a few $\lambda_i$s are very large (compared with other $\lambda$s), the rotation that maps $\xi$ to $\eta = A\xi$ helps to concentrate the dependence of $u$ primarily on those few new random variables $\eta_i$ due to the larger variation of $u$ along the directions of the corresponding eigenvectors. Therefore, the resulting coefficients $\tilde{c}$ can be sparser than $c$. This approach of constructing $G$ from active subspace (proposed in [12]) is similar to the method of OPGs in statistics [20, 21, 54]. The gradient of $u$ is unknown, an ADM algorithm is proposed to identify $A$ and $\tilde{c}$ iteratively. As noted in the introduction, this work aims to solve $(P_{l,R}^\epsilon)$ when $\xi_i$ are i.i.d. Gaussian random variables. Therefore, we use the algorithm from [54] that is summarized in Algorithm 3. A general form of this algorithm that handles $\xi$ of different distributions can be found in [56], but it is beyond the scope of this work. The matrix $K_{ij}$ in Step 5 is defined as

\begin{algorithm}
1: Generate input samples $\xi^q, q = 1, 2, \cdots, M$ based on the distribution of $\xi$.
2: Generate output samples $u^q = u(\xi^q)$ by solving the complete model, e.g., running simulations, solvers, etc.
3: Select gPC basis functions $\{\psi_n\}_{n=1}^N$ as normalized Hermite polynomials and then generate the measurement matrix $\Psi$ by setting $\Psi_{ij} = \psi_j(\xi^i)$.
4: Solve the optimization problem $(P_{1,\epsilon})$:
   \[ \arg \min_{\tilde{c}} \| \tilde{c} \|_1, \text{ subject to } \| \Psi \tilde{c} - u \|_2 \leq \epsilon. \]
5: Set counter $l = 0$, $\eta^{(0)} = \xi$, $\tilde{c}^{(0)} = \hat{c}$, compute $K_{ij}$, $i, j = 1, 2, \cdots, N$.
6: $l = l + 1$. Construct $G^{(l)}$ as $G_{ij}^{(l)} = (\tilde{c}^{(l-1)})^T K_{ij} \tilde{c}^{(l-1)}, i, j = 1, 2, \cdots, d$. Then, compute eigen-decomposition of $G^{(l)}$:
   \[ G^{(l)} = U^{(l)} \Lambda^{(l)} \left( U^{(l)} \right)^T. \]
7: Set $\eta^{(l)} = \left( U^{(l)} \right)^T \eta^{(l-1)}$. Then compute samples $(\eta^{(l)})^q = \left( U^{(l)} \right)^T (\eta^{(l-1)})^q, q = 1, 2, \cdots, M$. Also, construct the new measurement matrix $\Psi^{(l)}$ with $\psi^{(l)}_{ij} = \psi_j ((\eta^{(l)})^i)$.
8: Solve the optimization problem $(P_{1,\epsilon,\theta})$:
   \[ \arg \min_{\tilde{c}} \| \tilde{c} \|_1, \text{ subject to } \| \Psi^{(l)} \tilde{c} - u \|_2 \leq \epsilon^{(l)}, \]
   and set $\tilde{c}^{(l)} = \hat{c}$.
9: If $\| U^{(l)} \|_1 - d < \theta$, where $\theta$ is a positive real number, then stop the iterations. Otherwise, go to Step 6.
10: Set
    \[ A^{(l)} = \left( U^{(1)} U^{(2)} \cdots U^{(l)} \right)^T \]
    and construct gPC expansion as $u(\xi) \approx u_g(\xi) = u_g(\eta^{(l)}) = \sum_{n=1}^N \tilde{c}^{(l)}_n \psi_n(A^{(l)} \xi)$.
\end{algorithm}

The analytic form of $K_{ij}$ is

\begin{equation}
(K_{ij})_{kl} = \sqrt{(\alpha_k), (\alpha_l)} \delta_{(\alpha_k), i, -1(\alpha_i), \delta_{(\alpha_k), j, (\alpha_l), -1} \cdot \prod_{m=1, m \neq i, m \neq j}^{m} \delta_{(\alpha_k)m}, (\alpha_l)m}. \tag{17}
\end{equation}
Algorithm 4 takes advantage of the Gaussian random variables properties in the following ways: in each iteration, \( \eta \) is updated as \( \eta^{(l)} = (U^{(l)})^T \eta^{(l-1)} \) in Step 7, and both \( \eta^{(l)} \) and \( \eta^{(l-1)} \) follow the Gaussian distribution \( \mathcal{N}(0, I) \) because it is a orthogonal matrix. Therefore, we only need a “correction” of \( A \) (i.e., \( U^{(l)} \)) in each iteration, and the matrix \( A \) is computed after all iterations are completed in Step 10. More specifically, in each iteration, \( A^{(l)} \) can be computed as \( A^{(l)} = (U^{(l)})^T A^{(l-1)} \), but \( A^{(l)} \) is not needed explicitly to update \( \xi^{(l)} \). Moreover, in Step 8, \( \epsilon^{(l)} \) may vary in different iterations. It is usually sufficient to test two or three different values on the interval \([\epsilon/5, \epsilon]\) using cross-validation (Algorithm 6) to identify \( \epsilon^{(l)} \). The threshold \( \theta \) in Step 9 can be taken as \( 0.2d \sim 0.3d \) when the dimension \( d \) is \( O(10) \) and \( 0.5d \sim 0.8d \) when \( d \) is \( O(100) \).

3.2. SIR-aided ADM for increasing sparsity. The first proposal approach involves using SIR to provide an initial guess for the aforementioned ADM algorithm, and improve an estimate of the rotational matrix \( A \). Specifically, in Algorithm 3 the iteration starts with initial guess \( \hat{c}^{(0)} \) obtained at Step 4. Then, the initial guess of \( A \) is constructed based on \( \hat{c}^{(0)} \) in Step 6. Instead, we can start with an initial guess of \( A \) from SIR and compute \( \hat{c}^{(1)} \). In this approach, we do not solve \((P_{l,\epsilon})\) to provide an initial guess of \( \hat{c} \), i.e., we skip Step 4 in Algorithm 3. The new algorithm—SIR-based ADM (SADM)—is summarized in Algorithm 4.

**Algorithm 4** Alternating direction method of solving \((P_{l,\epsilon})\) based on SIR (SADM) when \( \xi \) are i.i.d. Gaussian random variables.

1. Generate input samples \( \xi^q, q = 1, 2, \cdots, M \) based on the distribution of \( \xi \).
2. Generate output samples \( u^q = u(\xi^q) \) by solving the deterministic problem with input \( \xi^q \).
3. Select gPC basis functions \( \{\psi_n\}_{n=1}^N \) as normalized Hermite polynomials.
4. Run Algorithm 2 with the training set \( \{(\xi^q, u^q)\}_{q=1}^M \), to obtain \( \hat{A} \) by setting \( \hat{d} = d \), then set \( U^{(1)} = \hat{A}^T \).
5. Set \( \eta^{(0)} = \xi \) and counter \( l = 1 \). Then compute \( K_{ij}, i, j = 1, 2, \cdots, N \).
6. Set \( \eta^{(l)} = (U^{(l)})^T \eta^{(l-1)} \). Then, compute samples \( \eta^{(q)} = (U^{(l)})^T \eta^{(l-1)} \), \( q = 1, 2, \cdots, M \). Also, construct the measurement matrix \( \Psi^{(l)} \) as \( \psi_j^{(l)} = \psi_j ((\eta^{(l)})^q) \).
7. Solve the optimization problem \((P_{l,\epsilon})\):

\[
\arg \min_{\hat{c}} \|\hat{c}\|_1, \quad \text{subject to } \|\Psi^{(l)} \hat{c} - u\|_2 \leq \epsilon^{(l)},
\]

and set \( \hat{c}^{(l)} = \hat{c} \).
8. If \( \|\|U^{(l)}\|_1 - d\| < \theta \), where the threshold \( \theta \) is a positive real number, then stop the iterations.

Otherwise, Set \( l = l + 1 \) and construct \( G^{(l)} \) as \( G_{ij}^{(l)} = (\hat{c}^{(l-1)})^T K_{ij} \hat{c}^{(l-1)}, i, j = 1, 2, \cdots, d \). Then compute eigen-decomposition of \( G^{(l)} \):

\[
G^{(l)} = U^{(l)} A^{(l)} (U^{(l)})^T,
\]

and go to Step 6.
9. Set \( A^{(l)} = (U^{(1)} U^{(2)} \cdots U^{(l)})^T \),

and construct gPC expansion as \( u(\xi) \approx u_g(\xi) = v_g(\eta^{(l)}) = \sum_{n=1}^N c_n(\eta^{(l)}) \psi_n(A^{(l)} \xi) \).

The difference between Algorithms 3 and 4 is the initial guess of \( A \), i.e., how to compute \( U^{(1)} \). Section 4 shows how the initial guess provided by SIR yields a more accurate estimate of \( u_g \). In the compressive sensing theory, there is a requirement on the size \( M \) of available data for high probability of the signal recovery. For example, an \( s \)-sparse (univariate) trigonometric polynomial of maximal degree \( P \) (i.e., \( N = P + 1 \)) can be recovered from \( M \sim s \log^3(P) \) sampling points \( 34 \), \( 47 \), and an \( s \)-sparse (univariate) Legendre polynomial of maximal degree
sampling points. The SADMDR method is described in Algorithm 5. If the number of sampling points is too small (compared with \( N \)), there is no guarantee that the compressive sensing results will be accurate. In this scenario, the gradient computed from a truncated gPC expansion does not provide the optimal initial guess for the ADM algorithm because \( \hat{c} \) is inaccurate. Unlike the compressive sensing method, which is based on a regression form of \( u \), the SIR method does not assume a specific form of \( u \), nor does it use gradient information to identify \( A \). A theoretical analysis in [28] demonstrates that if there is an “optimal” rotation matrix \( A \), then \( \| \hat{A} - A \|_2 \) is \( O(M^{-1}) \), where \( \hat{A} \) is found from SIR. Notably, \( N \) is not explicitly included in this estimate because SIR does not assume an expansion form of \( u \).

3.3. SIR-aided alternating direction method based on dimension reduction. The second proposed approach is to precede the ADM algorithm with dimension reduction by SIR. As noted in the discussion regarding sample size requirement, when \( M \) is much smaller than \( N \), even Algorithm 4 may not be directly applicable because the compressive sensing algorithm cannot provide accurate results. As an alternative, we propose a new algorithm combining compressive sensing and dimension reduction performed by SIR (SADMDR). The idea of this method is to reduce \( N \) before using the ADM algorithm.

In a PC expansion of \( u \) up to a polynomial order \( P > 1 \), \( N \) grows exponentially with increasing \( d \). Consequently, in problems with large \( d \), \( M \) could be much smaller than \( N \), and the compressive sensing results are expected to be less accurate. Although, a larger \( d \) also effects the accuracy of the result from SIR, SIR is still expected to provide a better initial guess than compressive sensing. Furthermore, if we keep all Hermite polynomials up to order \( P \) in the gPC expansion, the number of unknown coefficients in \( u_g(\xi) \) is \( N = \binom{P+d}{d} \). Given the limited available data \( \{(\xi^q,u^q)\}_{q=1}^M \), \( N \) cannot be too large, otherwise the compressive sensing method would not provide an accurate estimate of the gPC expansion. This implies that \( P \) should be small (in many cases no larger than 2) if \( d \) is large and \( M \) is small. However, gPC expansions with small \( P \) could be inaccurate, especially for estimating second-and higher-order moments of \( u \). For example, the variance of \( u \) is estimated as \( \text{Var}\{u\} \approx \text{Var}\{u_g\} = \sum_{n=2}^N c_n^2 \). An accurate estimate of \( \text{Var}\{u\} \) requires a sufficient number of higher-order Hermite polynomials in the expansion of \( u_g \). To some extent, the SIR method can help to solve this dilemma. Originally, SIR was designed for dimension reduction, with \( d \) chosen smaller (in many cases, much smaller) than \( d \) in Step 7 of Algorithm 2. In other words, the \( d \)-dimensional vector \( \xi \) is projected to a \( \tilde{d} \)-dimensional vector \( \tilde{\xi} = \hat{A}\xi \), where \( \tilde{d} < d \). The reduced vector \( \tilde{\xi} \) can be used to construct a “reduced” gPC expansion \( \tilde{u}_g \) as an approximation of \( u \), such that \( \tilde{u}_g \) has approximately the same statistical properties (mean, standard deviation, PDF, etc) as \( u \). Because \( \tilde{d} \) is reduced to \( \tilde{d} \), it is possible to use larger \( P \) in the gPC expansion while keeping \( N \) in an appropriate range, allowing the compressive sensing method to obtain an accurate approximation of \( u \) with \( M \) sampling points. The SADMDR method is described in Algorithm 5.

Algorithm 5 Alternating direction method based on dimension reduction by SIR (SADMDR) when \( \xi_q \) are i.i.d. Gaussian random variables.

1: Generate input samples \( \xi^q, q = 1, 2, \cdots, M \) based on the distribution of \( \xi \).
2: Generate output samples \( u^q = u(\xi^q) \) by solving the complete model, e.g., running simulations, solvers, etc.
3: Run Algorithm 2 with the training set \( \{(\xi^q,u^q)\}_{q=1}^M \), to obtain \( \hat{A} \) by setting \( \tilde{d} < d \). Then set \( \tilde{\xi} = \hat{A}\xi \) and compute corresponding sampling points \( \tilde{\xi}^q = \hat{A}\xi^q, q = 1, 2, \cdots, M \).
4: Run Algorithm 3 based on training sets \( \{(\xi^q,u^q)\}_{q=1}^M \) to obtain \( \tilde{u}_g \) as

\[
\tilde{u}_g(\tilde{\xi}) = \tilde{v}_g(\eta^{(l)}) = \sum_{n=1}^N \tilde{a}_n(\eta^{(l)}) \psi_n(\tilde{A}^{(l)} \tilde{\xi}) .
\]
In the \( \tilde{u}_g \) expansion, \( N \) is set as \( (P + d) \), and it is possible to use larger \( P \) than in the original problem because \( d \) is smaller than \( d \). By reducing dimensionality, we lose some information about \( u \), unless this is a sufficient dimension reduction (SDR), i.e., the system has a lower dimensional representation (see the Appendix for more details on SDR). An example of SDR, \( u(\xi) = u(\xi_1, \xi_2) = (\xi_1 + \xi_2)^2 \), is shown in Section 2.4. Here, \( u \) only depends on \( \xi_1 + \xi_2 \). Therefore, setting \( d = 1, A = (1/\sqrt{2}, 1/\sqrt{2}) \) does not lead to any loss of information about \( u \). However, this is not true for most practical problems, and truncating the dimension too aggressively, no matter how large \( P \) is used in the \( \tilde{u}_g \) expansion, usually leads to a poor approximation of \( u \). On the other hand, choosing a relatively large \( d \) (and possibly keeping “unimportant” information about \( u \)) requires selecting \( P \) that is too large for the compressive sensing method to produce an accurate estimate of \( u \). In practice, the value of \( d \) is decided based on the change of magnitude of the eigenvalues \( (\lambda_V)_i \) in SIR. For example, one can select \( d \) such that \( \sum_{i=1}^{d}(\lambda_V)_i \geq a \sum_{i=1}^{d}(\lambda_V)_i \) and \( a < 1 \). In this work, we use an R package implementation of SIR with a \( p \)-value test to determine \( d \) [40]. After \( d \) is found, we select \( P \) such that \( N \) is between \( 2M \) to \( 5M \). This choice of \( P \) usually ensures that the compressive sensing method will produce an accurate approximation of \( u \). If a prior knowledge of the sparsity of \( u \) is available, \( P \) can be selected more appropriately. This may require a numerical analysis of the partial differential equation (PDE), domain knowledge of the system, etc., and it is beyond the scope of our work.

4. Numerical Examples

In this section, five numerical examples are used to demonstrate the effectiveness of the proposed method. In examples 1 and 2, the test functions are 12- and 20-dimensional polynomials, respectively, and Algorithm 3 is used to construct the Hermite polynomial expansion \( u_g \). The accuracy of different methods is measured by the relative \( L_2 \) error: \( \|u - u_g\|_2 / \|u\|_2 \). The integral in

\[
\|u(\xi)\|_2 = \left( \int_{\mathbb{R}^d} u(x)^2 \rho(x) dx \right)^{1/2}
\]  

(and \( \|u - u_g\|_2 \)) is approximated with a high-level sparse grids method based on one-dimensional Gauss quadrature and the Smolyak structure [41] to guarantee accurate numerical integration. Examples 3-5 are high-dimensional (from 100- to 500-dimensional) stochastic PDE problems and a polynomial test function, and the relative errors of the mean and standard deviation are presented to compare the accuracy of different methods. In these three examples, the reference solution of the mean and standard deviation of \( u \) are obtained from \( 10^6 \) Monte Carlo (MC) realizations. All relative errors presented in this section are obtained from 100 independent replicates for each sample size \( M \). Namely, we generate 100 independent sets of input samples \( \xi^q, q = 1, 2, \cdots, M \), compute corresponding relative errors, and report the average of these error averages. In the first two examples, we investigate the relative error of various methods as a function of the available data size relative to the number of unknowns, e.g., \( M/N \). In examples 3-5, we compute error as a function of \( M \). We use the MATLAB package SPGL1 [15] to solve \( (P_1) \) and the R package dr implementation of SIR [40].

4.1. Ridge function. Consider the following ridge function:

\[
u(\xi) = \sum_{i=1}^{d} \xi_i + 0.25 \left( \sum_{i=1}^{d} \xi_i \right)^2 + 0.025 \left( \sum_{i=1}^{d} \xi_i \right)^3.
\]  

This example is used in [54], [55] to demonstrate the effectiveness of the iterative rotational \( \ell_1 \) compressive sensing method. This ridge function is unique in that all \( \xi_i \) are equally important. Hence, adaptive methods that build the surrogate model hierarchically based on the importance of each \( \xi_i \) (e.g., [52], [53]) may not be efficient—or even work at all. The Hermite polynomial expansion of \( u(\xi) \) with \( P = 3 \) is not exactly sparse as none of the coefficients are zero. The
rotation matrix

\[ A = \begin{pmatrix} d^{-1/2} & d^{-1/2} & \cdots & d^{-1/2} \\ \tilde{A} \end{pmatrix}, \]

reduces \( u \) to a concise form:

\[ u(\xi) = u(\eta) = d^{1/2}\eta_1 + 0.25d\eta_2^2 + 0.025d^{3/2}\eta_3^3, \]

where \( \tilde{A} \) is a \((d - 1) \times d\) matrix chosen to ensure that \( A \) is orthonormal and \( \eta_1 = (\sum_{i=1}^{d} \xi_i)/d^{1/2} \). If the set of the basis functions remains unchanged, all of the polynomials not related to \( \eta_1 \) make no contribution to the expansion of \( u \), which implies that we obtain an \( s \)-sparse Hermite polynomial expansion with \( s = 4 \). Specifically, only four Hermite polynomials (from zero-th order term to the third-order term) are needed to represent \( u(\eta) \). We demonstrated in [54, 55] that the alternating direction method is able to detect the optimal structure using iterations and yield an accurate approximation of \( u \). Here, we repeat the same test by setting \( d = 12 \) (hence, \( N = 455 \) for \( P = 3 \)) to demonstrate the effectiveness of the new method and to compare it with the result in [54]. Figure 1 represents the relative errors. Clearly, the standard \( \ell_1 \) minimization is not effective as the relative error is more than 50% even when \( M/N \) is close to 0.4. Also, it is demonstrated in [54] that the re-weighted \( \ell_1 \) does not help in this case. The ADM Algorithm 3 (dash lines) improves the accuracy by up to two magnitudes using 9 iterations, and the new Algorithm 4 (solid lines) is able to further improve the accuracy by one more magnitude. Comparing results denoted by the same symbols (triangles, squares, and diamonds) on the dash lines (Algorithm 3) and solid lines (Algorithm 4) shows that for each fixed \( M/N \), the symbols on the solid lines are one magnitude lower than those on the corresponding dash lines. These results demonstrate that using an initial guess of \( A \) from SIR improves the accuracy of the \( u_g \) approximation of \( u \).

**Figure 1.** Results for the ridge function. “◦”: standard \( \ell_1 \), “□”: \( \ell_1 \) with 3 rotations, “□”: \( \ell_1 \) with 6 rotations, “□”: \( \ell_1 \) with 9 rotations. Dash lines result from using initial guess of \( A \) based on compressive sensing results, while solid lines are results using an initial guess of \( A \) from SIR.

### 4.2. Function with high compressibility.

Consider the following function:

\[ u(\xi) = \sum_{|\alpha|=0}^{P} c_{\alpha} \psi_\alpha(\xi) = \sum_{n=1}^{N} c_n \psi_n(\xi), \quad \xi = (\xi_1, \xi_2, \cdots, \xi_d), \]

where, \( \psi_\alpha \) are normalized multivariate Hermite polynomials, \( d = 20, P = 3, N = 1771 \), and the coefficients \( c_n \) are chosen as uniformly distributed random numbers,

\[ c_n = \zeta / n^{1.5}, \quad \zeta \sim \mathcal{U}[-1, 1]. \]
For this example, we generate $N$ samples of $\zeta$: $\zeta_1, \zeta_2, \ldots, \zeta_N$, and then divide them by $n_1^{1.5}$, $n = 1,2,\cdots, N$ to obtain a random “compressible signal” $c$. This example is also used in [54] [55] to demonstrate the effectiveness of the rotational $\ell_1$ method. The dimension is increased to $d = 20$ in this test. The function $u$ is not exactly sparse before or after rotation. This is reflected in the right plot in Fig. 2, which shows the eigenvalues of $G$. These eigenvalues indicate that all subspaces identified by eigen-decomposition of $G$ make contributions to $u$, although some of them are quite insignificant. The left plot in Fig. 2 shows results obtained by applying Algorithm 3 and Algorithm 4 with re-weighted $\ell_1$ minimization and compares them with the standard $\ell_1$ and re-weighted $\ell_1$ methods. Apparently, the ADM algorithm improves the accuracy, and SIR provides a better initial guess of $A$, especially when $M/N$ is very small, i.e., when the available data are very limited. We also notice that as $M$ increases, the advantage of the SIR-based ADM method become less distinct.

4.3. Korteweg-de Vries equation. As an example application of the new method to a nonlinear differential equation, we consider the Korteweg-de Vries (KdV) equation with time-dependent additive noise [30]:

$$u_t(x,t;\xi) - 6u(x,t;\xi)u_x(x,t;\xi) + u_{xxx}(x,t;\xi) = f(t;\xi), \quad x \in (-\infty, \infty),$$

$$u(x,0;\xi) = -2 \text{sech}^2(x).$$

(23)

We model $f(t;\xi)$ as a random field represented by the following Karhuen-Loève (KL) expansion:

$$f(t;\xi) = \sigma \sum_{i=1}^d \sqrt{\lambda_i} \phi_i(t) \xi_i,$$

(24)

where $\sigma$ is a constant and $\{\lambda_i, \phi_i(t)\}_{i=1}^d$ are eigenpairs of the exponential covariance kernel

$$C(t,t') = \exp\left(-\frac{|t-t'|}{l_c}\right).$$

In this problem, we set $l_c = 0.1$ and $d = 100$ ($\sum_{i=1}^d \lambda_i > 0.978 \sum_{i=1}^\infty \lambda_i$). In this case, the exact one-soliton solution is

$$u(x,t;\xi) = \sigma \sum_{i=1}^d \sqrt{\lambda_i} \xi_i \int_0^t \phi_i(y)dy - 2 \text{sech}^2\left(x - 4t + 6\sigma \sum_{i=1}^d \sqrt{\lambda_i} \xi_i \int_0^t \int_0^z \phi_i(y)dydz\right).$$

(25)
The QoI is chosen to be $u(x, t; \xi)$ at $x = 6, t = 1$ with $\sigma = 0.4$. Because an analytical expression for $\phi_i$ is available, we can compute the integrals in Eq. (25) with high accuracy. Denoting

$$A_i = \sqrt{\lambda_i} \int_0^1 \phi_i(y) dy, \quad B_i = \sqrt{\lambda_i} \int_0^1 \int_0^2 \phi_i(y) dy dz, \quad i = 1, 2, \cdots, d,$$

the analytical solution is

$$u(x, t; \xi) \big|_{x=6, t=1} = \sigma \sum_{i=1}^{d} A_i \xi_i - 2 \text{sech}^2 \left( 2 + 6 \sigma \sum_{i=1}^{d} B_i \xi_i \right).$$

We set $P = 2 (N = 5151)$ to construct $u_g$ using re-weighted $\ell_1$ minimization and set $\tilde{d} = 12$ and $P = 3 (N = 455)$ to construct $\tilde{u}_g$ using SADMDR (Algorithm 3). The relative error of the mean and standard deviation obtained from ADM, SADMDR, and the MC method with $M$ realizations, compared with the reference solution, are presented in Fig. 3. For the estimate of mean, both re-weighted $\ell_1$ and SADMDR are more accurate than MC, and the SADMDR is up to 30% more accurate than re-weighted $\ell_1$ for small $M$. The accuracy of ADM and SADMDR becomes similar as $M$ increases. For the estimate of the standard deviation, the advantage of SADMDR over ADM is much more distinct: for all considered $M$, SADMDR has a 50% smaller error than MC, while the re-weighted $\ell_1$ method has a similar error as MC for small $M$ (error of re-weighted $\ell_1$ is slightly larger than in MC for $M = 160$) and 20% smaller error than MC for larger $M$. Again, the observed difference between the re-weighted $\ell_1$ and SADMDR results become smaller as $M$ increases. Moreover, the results obtained from Algorithm 4 and Algorithm 3 are almost the same as the re-weighted $\ell_1$ results, so the results are not plotted. This implies that the rotations identified in the iteration by the gradient of $u$ approximated from $u_g$ with up to second-order Hermite polynomials are not sufficiently informative to provide good guidance for a sparser representation–no matter what initial guess is used. In [54], the 12-dimensional KdV equation is solved using a $u_g$ approximation with $P = 4$. In that example, Algorithm 3 reduced the relative $L_2$ error of re-weighted $\ell_1$ by up to 75%. This implies that higher-order terms in the Hermite polynomial expansion are important for determining the rotation matrix. In the KdV equation used in this work, $d = 100$, and $M$ is small. Thus, there are not enough samples to compute terms even in $P = 3$ gPC expansion without first reducing the dimensionality $d$. We use SIR to set reduced dimension $\tilde{d} = 12$. Then, we choose $P = 3$ to include as many terms as possible in the Hermite polynomial expansion but still keep the number of unknowns in a reasonable range ($N = 455$).

![Figure 3. Results for the Korteweg-de Vries equation. Left: relative error of mean; Right: relative error of standard deviation. “◦”: direct estimate from Monte Carlo samples; “∗”: re-weighted $\ell_1$; “⋄”: SADMDR.](image)
4.4. **Groundwater flow.** Next, we consider a model that simulates the groundwater flow in a confined aquifer, which spans a $2000 \times 1000$ m area \[28\]. The north and south boundaries of the aquifer are two rivers with constant but different hydraulic heads, whereas the east and west boundaries are bounded by no-flow conditions. This model can be described by the following equations:

\[
\begin{align*}
q(x, y) &= -T(x, y) \nabla u(x, y), \quad (x, y) \in D = [0, 2000] \times [0, 1000] \\
\nabla \cdot q(x, y) &= 0,
\end{align*}
\]

and boundary conditions

\[
\begin{align*}
u(x, 0) &= 0, \quad u(x, 1000) = 10, \\
q_x(0, y) &= q_x(2000, y) = 0,
\end{align*}
\]

where $u$ is hydraulic head [m], $T$ is transmissivity [m$^2$/day], and $q = (q_x, q_y)^T$ is flux vector [m$^2$/day]. The QoI is the hydraulic head at a specific location: $u^* = u(200, 500)$. The equations are solved by the finite difference method on a $61 \times 31$ computational grid. The transmissivity $T(x, y)$ is described by log-normal random field $T(x, y) = \ln S(x, y)$, where $S$ satisfies: 1) for $(x, y) \in D$, $S(x, y) \sim N(2, 1)$; 2) for $(x, y), (x', y') \in D$, the covariance kernel is

\[C(x, y; x', y') = \exp\left(-\frac{|x - x'|}{l_x} - \frac{|y - y'|}{l_y}\right).\]

In this problem, we set $l_x = l_y = 300$, and $S(x, y)$ is represented by a KL-expansion with 100 terms ($\sum_{i=1}^{100} \lambda_i > 0.85 \sum_{i=1}^{\infty} \lambda_i$). We set $P = 2$ ($N = 5151$) to construct $u_g$ using the re-weighted $\ell_1$ method and set $d = 20$ and $P = 3$ ($N = 1771$) to construct $\tilde{u}_g$ using SADMDR (Algorithm 5). Figure 4 represents the relative error of mean and standard deviation estimates. For the mean, both methods exhibit better accuracy than direct estimation from MC with the same number of sampling points. The re-weighted $\ell_1$ method reduces the relative error by up to 30% compared with MC, and the SADMDR reduces the relative error by up to 50%. For the standard deviation, re-weighted $\ell_1$ has relative error that is several times larger than the error of MC for all considered $M$. On the other hand, SADMDR reduces the error of MC by approximately 45% for $M > 160$. For $M = 140$, SADMDR performs worse than MC because the sample size is too small for this high-dimensional ($d = 100$) problem. Again, the Algorithms

\[\text{Figure 4. Results for the groundwater flow. Left: relative error of mean; Right: relative error of standard deviation. \text{“◦”: direct estimate from Monte Carlo samples; “∗”: re-weighted $\ell_1$; \text{“◦”: SADMDR.}}\]

and results are not presented as they are almost the same as those by re-weighted $\ell_1$. This example also demonstrates that reducing dimension and increasing $P$ while keeping $N$ in a reasonable range for compressive sensing is important for an accurate approximation of $u$. 

\[13\]
4.5. High-dimensional function. In the final example, we demonstrate the ability of SADMDR to deal with very high-dimensional problems. Specifically, we consider the following function [19]:

\[
    u(\xi) = \exp \left( 2 - \sum_{i=1}^{d} \frac{\sin(i)\xi_i}{i} \right), \quad d = 500.
\] (30)

We set \( P = 2 \) \((N = 125751)\) to construct \( u_g \) using the re-weighted \( \ell_1 \) method and \( \tilde{d} = 20 \) and \( P = 3 \) \((N = 1771)\) to construct \( \tilde{u}_g \) using SADMDR (Algorithm 5). The relative errors of the mean and standard deviation are presented in Fig. 5. As before, SADMDR reduces the error in the mean prediction by 40\% compared with MC and by approximately 16\% compared with re-weighted \( \ell_1 \). For the standard deviation estimate, the error in re-weighted \( \ell_1 \) is approximately two times larger than in MC, while SADMDR has approximately 30\% smaller error than in MC. More importantly, unlike previous examples where the differences between re-weighted \( \ell_1 \) and SADMDR became smaller with increasing \( M \), in this case, the accuracy of SADMDR relative to re-weighted \( \ell_1 \) increases with \( M \) in the range of studied \( M \). This is because the dimension of the problem is very high, and dimension reduction (allowing for larger \( P \)) is more critical than in the previous examples. The ADM and SADM algorithms fail to improve the accuracy in this example as in Examples 3 and 4, because the dimension is very high and the available data are too limited for these two approaches.

5. Conclusions

We use the sliced inverse regression method to provide a better initial guess for the alternating direction method proposed in [54], which enhances the sparsity of the Hermite polynomial expansion of the QoI relying on i.i.d. Gaussian random variables. The enhancement of sparsity helps the compressive sensing method to obtain a more accurate Hermite polynomial expansion. Examples 1 and 2 show that when the available data (e.g., the number of model realizations, \( M \)) are limited (compared with the number of unknown terms in the QoI expansion), the compressive sensing method with the initial guess provided by SIR can yield more accurate results than the standard \( \ell_1 \) minimization (or re-weighted \( \ell_1 \)) used in [54]. We also demonstrate that when the problem dimensionality is very high and the available data size is small, we can first use SIR to perform dimension reduction then use the ADM method based on the reduced system to approximate the mean and standard deviation of the QoI more accurately. The dimension reduction allows for inclusion of more higher-order terms in the Hermite polynomial expansion of the QoI. Consequently, more information related to variance and other higher-order terms are included in the expansion. This is illustrated in Examples 3-5 where the improvement in the estimate of standard deviation is much more significant than in the estimate of the mean.
We demonstrate the advantage of the new algorithms (i.e., Algorithms 4 and 5) when the number of samples is much smaller than the number of terms in the QoI expansion and is far below the requirement of the sample size for the $\ell_1$ minimization. Examples 1 and 2 (relatively low-dimensional problems) demonstrate that the accuracy of the ADM method (i.e., Algorithm 3) improves with increasing $M$ and it can be as good as the SIR-aided method for larger $M$. In Examples 3-5 (higher-dimensional problems), $\ell_1$ minimization without dimension reduction does not work well for relatively small $M$. However, if we dramatically increase $M$, it is expected that the accuracy of AMD will be comparable to that of SIR-aided ADM methods.

In this work, the rotation matrix is obtained in two different ways. SIR uses conditional mean to identify the matrix $\hat{A}$, while in ADM, the gradient of $u$ is used to iteratively identify the rotation. Both approaches have been widely used in statistics algorithms for dimension reduction. Notably, other approaches also can be incorporated in our algorithm. For example, different methods for sufficient dimension reduction (e.g., [27, 22]) may provide a better initial guess of the rotation matrix or better dimension reduction strategy for specific problems. In each iteration, the rotation can be obtained from these SIR-type methods instead of using the gradient information. Also, when $d$ is not very large (typically $d < 100$), Algorithm 3 or Algorithm 4 can be used to obtain $u$ then construct the gradient matrix $G$ of $u$ and reduce the dimension according to the magnitude of eigenvalues of $G$.

Further, we demonstrate the effectiveness of AMD for $\ell_1$ minimization. AMD can also be integrated with other optimization methods to solve the compressive sensing problem, e.g., OMP [3], $\ell_1 - \ell_2$ minimization [57], etc. Moreover, it could be advantageous to integrate our method with sampling strategies (e.g., [3, 4]), basis selection method (e.g., [21]), or Bayesian approach (e.g., [24]). The combination of these methods can be especially useful for problems where experiments or simulations are costly and where a good surrogate model of the QoI is needed, e.g., in inverse problems based on a Bayesian framework ([39, 55]). Also, in [1], a new technique is avoided to avoid the cross-validation step.

Moreover, as discussed in Section 3, a correct balance between the reduced dimension $\tilde{d}$ and the selection of high-order terms in the expansion can yield a more accurate approximation of the QoI. The theoretical analysis on SIR-type dimension reduction methods can be found in [27, 22], which help to identify $\tilde{d}$. After $\tilde{d}$ is set, model selection techniques (e.g., AIC [2], BIC [40] or cross validation [24]) can be used to select the polynomial order $P$.
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APPENDIX

A. Cross-validation method. The algorithm in [15] is used to estimate the error term $\epsilon$ in $(P_{1,\epsilon})$. This algorithm is summarized in Algorithm 6.

B. Sufficient dimension reduction. Consider a QoI $u = u(\xi)$. To simplify the model $u$, an effective modeling strategy is to assume that only a few subspaces make major contributions to $u$. A formal definition tailored from [26] in [28] is as follows:

**Definition:** Given the $d$-dimensional model $u(\xi)$, a dimension reduction is a mapping from the $d$-dimensional input to a $\tilde{d}$-dimensional vector, $\eta = A\xi$, where $A \in \mathbb{R}^{\tilde{d} \times d}$, $\tilde{d} < d$, $AA^T = I$ is the identity matrix. A dimension reduction is sufficient if the following equation holds for any $\xi \in \mathbb{R}^d$:

$$u(\xi) = u(A^T A \xi) \equiv f(A^T \eta).$$
Algorithm 6 Cross-validation to estimate the error $\epsilon$.

1: Divide the $M$ output samples to $M_r$ reconstruction ($u_r$) and $M_v$ validation ($u_v$) samples and divide the measurement matrix $\Psi$ correspondingly into $\Psi_r$ and $\Psi_v$.
2: Choose multiple values for $\epsilon_r$ such that the exact error $\|\Psi_r c - u_r\|_2$ of the reconstruction samples is within the range of $\epsilon_r$ values.
3: For each $\epsilon_r$, solve ($P_{h,\epsilon}$) with $u_r$ and $\Psi_r$ to obtain $\hat{c}$. Then compute $\epsilon_v = \|\Psi_v \hat{c} - u_v\|_2$.
4: Find the minimum value of $\epsilon_v$ and its corresponding $\epsilon_r$. Set $\epsilon = \sqrt{M/M_r \epsilon_r}$.

In other words, $u$ only relies on $\tilde{d}$ variables $\eta_1, \eta_2, \cdots, \eta_{\tilde{d}}$. For example, the active subspace method [12], basis adaptation method [43], and SIR method aim to identify this low-dimensional structure by computing $A$ in a different manner.
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