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Abstract

Simulation and control of the transient flow in natural gas networks involve solving partial differential equations (PDEs). This paper proposes a semi-analytical solutions (SAS) approach for fast and accurate simulation of the natural gas transients. The region of interest is divided into a grid, and an SAS is derived for each grid cell in the form of the multivariate polynomials, of which the coefficients are identified according to the initial value and boundary value conditions. The solutions are solved in a “time-stepping” manner; that is, within one time step, the coefficients of the SAS are identified and the initial value of the next time step is evaluated. This approach achieves a much larger grid cell than the widely used finite difference method, and thus enhances the computational efficiency significantly. To further reduce the computation burden, the nonlinear terms in the model are simplified, which induces another SAS scheme that can greatly reduce the time consumption and have minor impact on accuracy. The simulation results on a single pipeline case and a 6-node network case validate the advantages of the proposed SAS approach in accuracy and computational efficiency.
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1. Introduction

Natural gas is an important energy source that can be used for electricity production and heating supply [1, 2, 3]. As one of the crucial infrastructures for gas delivery, the gas pipeline networks have been investigated over decades on economic operation, control and security assessment. Disturbances in operating natural gas network can lead to transient processes propagating across the entire network, and potentially could cause damage to the equipment and even more severe security threats. Therefore, it is necessary to model and simulate the transient processes of natural gas pipeline network under potential disturbances. Simulations of the natural gas transient can directly reflect the variation of the states like pressure within the gas pipelines and provide important insight in the dynamics analysis and the system control design, which motivates numerous relevant studies [4, 5, 6].

Natural gas pipeline transients can generally be formulated as a boundary value problem (BVP) of partial differential equations (PDEs) which governs the dynamics within the pipelines as well as network and terminal constraints. Many simulation techniques have been developed and investigated to solve the BVP. Two mainstream representatives are the method of characteristics [4] and the finite difference method (FDM) [5, 6, 7, 8]. The method of characteristics is one of the early efforts to solve the BVP. Although an accurate result can be reached, it can be computationally intensive since tiny time steps are necessary to keep the numerical stability [7]. On the other hand, the FDM gains more attention in recent years since it is more efficient and easier to implement [5]. Other techniques are also investigated like finite volume method (FVM) [9] and state-space method [10], which are still under development and need more comprehensive investigation to justify their performance in terms of accuracy and efficiency.

Amongst all those methods, the FDM is one of the most commonly used in both academia and industry. FDM is essentially a numerical method that depends on the discretization techniques, i.e. a grid should be selected to discretize the spatio-temporal space. The grid is commonly a regular one with square and rectangle cells. The basic idea of FDM is to approximate the partial derivatives in the PDEs by the values at the grid nodes, and then the BVP is converted to a set of difference equations, whose solution is the approximate solution of the BVP. The formulation of FDM can be either explicit or implicit in time. The explicit formulation can be easier to implement, but it is usually limited to small time steps due to the stability confines. The implicit formulation is more complex to implement but it has better numerical stability and thus enables larger time and spatial steps, which makes it the choice of many commercial software tools [11]. Various studies have been conducted based on the FDM in terms of modeling [12, 11], formulations [5, 6], and accuracy and numerical stability [13, 14]. Note that one bottleneck for improving the efficiency of FDM lies in the grid cell size. Since all the constraints in the BVP are only enforced on the grid nodes, the grid cell size has to be limited in order to ensure the accuracy, which in turn increases computa-
This paper proposes a semi-analytical solution (SAS) approach for the simulation of transients in natural gas pipeline networks. The name “semi-analytical” comes from the algorithm that first sets a solution in a piece-wise analytical form (multivariate polynomials) and then determines the coefficients in the polynomials, which approximates the solution of the studied PDE. As will be shown later, SAS is more accurate and more efficient than FDM, because the constraints are enforced on the whole grid instead of just the grid nodes and also a larger grid cell can be achieved. In our previous works, SAS approach has been verified to be more efficient than many conventional numerical methods in solving ordinary differential equations (ODEs) [15], differential-algebraic equations (DAEs) [16, 17], and partial differential equations [18]. The idea of SAS is also applied for solving algebraic equations in [19, 20], and [21].

The rest of the paper is organized as follows. The BVP regarding the simulation of transient flow is formulated in section 2. The algorithm of the SAS approach is introduced in section 3. The overall simulation procedure is organized in section 4. The simulation results on a single pipeline case and a 6-node network case are presented in section 5 and compared with those of FDM. The conclusions and future works are in section 6.

2. Boundary value problem of natural gas network transients

2.1. Natural gas network model

The natural gas network can be viewed as a graph with links and nodes. The set of links $E$ includes all the pipelines and the set of nodes $V$ is the union of the following sets: (i) supply nodes $V_P$ where the gas is supplied into the network and the pressure $p$ is usually controlled, (ii) demand nodes $V_Q$ where the gas is extracted out of the network and the mass flow $q$ is determined, and (iii) $V_J$ junction nodes that are not in $V_P$ or $V_Q$ and where pipelines are connected.

For the sake of convenience, when introducing the network model, we use the superscripts ($e$) and ($v$) to denote the associated quantity/function of the pipeline $e \in E$ and node $v \in V$, respectively.

The simplified hydraulic model of the pipeline is considered which governs the transient flow within the pipeline [6, 11]. Assume that pipelines are horizontal. For a segment of a pipeline $e \in E$ of the length $L^{(e)}$, the transients can be modeled by partial differential equations (PDEs) (1). All the physical quantities and the units are defined in Table 1. Without loss of generality, we choose the convention that the gas flows from $x = 0$ to $x = L^{(e)}$.

$$\begin{align*}
\partial_t p^{(e)} + \frac{x^2}{L^{(e)^2}} \partial_x q^{(e)} &= 0 \\
\partial_t q^{(e)} + S^{(e)} \partial_x p^{(e)} + \frac{\mu^{(e)} q^{(e)} p^{(e)}}{2 \rho^{(e)} S^{(e)} L^{(e)^3}} &= 0
\end{align*}$$ (1)

The gas transients are also determined by the given initial value and the constraints imposed at the nodes. The initial value of the pipeline $e \in E$ is given at $t = 0$ for the any location $x \in [0, L^{(e)}]$, as shown in (2) where $P^{(e)}_{ini}$ and $Q^{(e)}_{ini}$ defines the initial value.

$$\begin{align*}
p^{(e)}(x, 0) &= P^{(e)}_{ini}(x) \\
q^{(e)}(x, 0) &= Q^{(e)}_{ini}(x)
\end{align*}$$ (2)

The constraints imposed at a node $v \in V$ should consider both the specific node and also the associated pipelines. For a pipeline $e \in E$ whose inlet is connected to a supplying node $v \in V_P$, the controlled $p$ follows a Dirichlet boundary condition as in (3), where $P^{(e)}_{B}$ defines the boundary condition.

$$p^{(e)}(0, t) = P^{(e)}_{B}(t)$$ (3)

If the outlet of the pipeline $e \in E$ is connected to a demanding node $v \in V_Q$, the controlled $q$ follows a Dirichlet boundary condition as in (4), where $Q^{(e)}_{B}$ defines the boundary condition.

$$q^{(e)}(L^{(e)}, t) = Q^{(e)}_{B}(t)$$ (4)

If the pipelines $e_{in,1}, e_{in,2}, \ldots$ have their inlet connected to a junction node $v \in V_J$ and the pipeline $e_{out,1}, e_{out,2}, \ldots$ have their outlet connected to the same junction node, (5) must be satisfied, i.e. at the junction node, the pressure of all the pipelines should be the same, and the mass flow should be balanced. $Q^{(e)}_{J}$ determines the amount of gas extracted out of the network at node $v$.

$$\begin{align*}
p^{(e_{in,i})}(0, t) &= p^{(e_{out,i})}(0, t), & i \neq 1 \\
p^{(e_{in,i})}(0, t) &= p^{(e_{out,i})}(L^{(e_{in,i})}, t), \\
\sum_j q^{(e_{out,j})}(L^{(e_{out,j})}, t) - \sum_i q^{(e_{in,i})}(0, t) &= Q^{(e)}_{J}(t)
\end{align*}$$ (5)

2.2. Grid selection and normalized BVP

The boundary value problem of natural gas network is to identify the solution of pressure $p^{(e)}(x, t)$ and mass flow $q^{(e)}(x, t)$ regarding the temporal variable $t$ and spatial variable $x$, by considering the constraints below:

- Transient flow in the pipeline governed by the PDEs, (1).
- Given initial values, (2).
- Controlled $p$ at the supplying nodes $V_P$, (3).
- Controlled $q$ at the demanding nodes $V_Q$, (4).

| Physical quantity | Units |
|-------------------|-------|
| Pressure, $p$     | Pa    |
| Mass flow, $q$    | kg/s  |
| Sound speed, $v$  | m/s   |
| Cross-section area of pipeline, $S$ | m$^2$ |
| Diameter of pipeline, $d$ | m    |
| Friction factor, $\lambda$ | -     |
| Constant temperature, $T_0$ | K     |
| Specific gas constant, $R$ | J/(kg · K) |
• Constraints at the junction nodes \( \mathcal{V}_J \), (5).

For each pipeline, the region of interest is divided into a grid in the \( x-t \) space like Fig. 1, which is a common practice for many numerical methods. Moreover, a uniform grid is selected, i.e. each cell has the same size \( \Delta L \times \Delta T \). Assume that within one time step, there are \( N \) uniform cells of size \( \Delta L \times \Delta T \). Note that for different pipeline segments, say \( (e_i) \) and \( (e_j) \), it is required that \( \Delta T^{(e_i)} = \Delta T^{(e_j)} \), i.e. the time steps are synchronized, but \( \Delta L^{(e_i)} = \Delta L^{(e_j)} \) and \( N^{(e_i)} = N^{(e_j)} \) are not required. Henceforth, we only use \( \Delta T \) to denote the temporal length without specifying the pipeline.

After defining the grid, the solutions \( p^{(e_i)}(x, t) \) and \( q^{(e_i)}(x, t) \) of each cell will constitute the solution of the entire pipeline, where \( (e, I) \) denotes the Cell \( I \) of the pipeline \( e \). And thus for any two adjacent cells of each pipeline, their solutions should be continuous at the seam, which results in an additional "seamless" constraint.

\[
\begin{align*}
\left\{ 
\begin{array}{l}
p^{(e_i)}(\Delta L^{(e_i)}, \Delta t) = p^{(e_{i+1})}(0, \Delta t) \\
q^{(e_i)}(\Delta L^{(e_i)}, \Delta t) = q^{(e_{i+1})}(0, \Delta t)
\end{array}
\right.
\tag{6}
\]

Normalization technique is used to simplify the formulation and the follow-up analysis. Two base values \( p_b \) and \( q_b \) are selected to normalize the \( p^{(e_i)} \) and \( q^{(e_i)} \) of each pipeline \( e_i \), respectively. Then, for the cells of each pipeline, \( \Delta x \) and \( \Delta t \) are normalized by \( \Delta L^{(e_i)} \) and \( \Delta T \), respectively, which transforms a grid cell to \( [0, 1] \times [0, 1] \). The superscript "\( * \)" denotes the normalized values.

After normalization, (1), (2), (3), (4), (5) and (6) are normalized to (7), (9), (10), (11), (12) and (13), respectively. Note that the superscript "\( * \)" is omitted to simplify the expression. \( p^{(e_i)}_{\text{in}, t} \) is derived from \( p^{(e_i)} \) when the starting time of the Cell \( I \) is \( t \). The rest of the functions with the subscript \( t \) are also similarly derived.

\[
\begin{align*}
&\partial_{\Delta x}p^{(e_i)} + C_1^{(e_i)} \partial_{\Delta t}q^{(e_i)} = 0 \\
&\partial_{\Delta t}q^{(e_i)} + C_2^{(e_i)} \partial_{\Delta x}p^{(e_i)} + C_3^{(e_i)} q^{(e_i)} \frac{\partial q^{(e_i)}}{\partial p^{(e_i)}} = 0 \\
&\begin{cases}
C_1^{(e_i)} = \frac{\nu_{b(e_i)}\Delta x}{\sum_{\nu_{b(e_i)}}^{(e_i)}} \\
C_2^{(e_i)} = \frac{\nu_{b(e_i)}\Delta t}{\sum_{\nu_{b(e_i)}}^{(e_i)}} \\
C_3^{(e_i)} = \frac{\gamma \nu_{b(e_i)}\Delta x}{\sum_{\nu_{b(e_i)}}^{(e_i)}} \\
p^{(e_i)}(\Delta x, 0) = p_{\text{in}, t}^{(e_i)}(\Delta x) \\
q^{(e_i)}(\Delta x, 0) = q_{\text{in}, t}^{(e_i)}(\Delta x) \\
p^{(e_i)}(0, \Delta t) = P^{(e_i)}_{\text{in}}(\Delta t)
\end{cases}
\tag{7}
\]

Henceforth, the original BVP is converted to finding the solution of all the cells under the constraints of (7), (9), (10), (11), (12) and (13).

3. Semi-analytical solution approach

3.1. Embedding technique and semi-analytical solution

Without loss of generality, only consider the case \( q^{(e, I)}(0, \Delta t) \geq 0 \). Hence, the absolute operator \( |·| \) in (7) can be ignored. Since (7) is nonlinear, the embedding technique is used to reformulate it such that the SAS approach can be easily applied, as shown in (14).

\[
\begin{align*}
&\partial_{\Delta x}p^{(e, I)} + C_1^{(e, I)} \partial_{\Delta t}q^{(e, I)} = 0 \\
&\partial_{\Delta t}q^{(e, I)} + C_2^{(e, I)} \partial_{\Delta x}p^{(e, I)} + C_3^{(e, I)} q^{(e, I)} \left( q^{(e, I)} \right)^2 = 0
\end{align*}
\tag{14}
\]

where an embedding variable \( s \) is inserted at the friction term i.e. the term regarding \( C_3^{(e, I)} \). \( s \) can be viewed as a scaling factor of the friction factor \( d^{(e, I)} \). When \( s = 0 \), the friction vanishes and (14) can actually be reduced to constant-coefficient first-order PDEs (15). On the other hand, when \( s = 1 \), (14) is equivalent to the original PDEs.

\[
\begin{align*}
&\partial_{\Delta x}p^{(e, I)} + C_1^{(e, I)} \partial_{\Delta t}q^{(e, I)} = 0 \\
&\partial_{\Delta t}q^{(e, I)} + C_2^{(e, I)} \partial_{\Delta x}p^{(e, I)} + C_3^{(e, I)} q^{(e, I)} \left( q^{(e, I)} \right)^2 = 0
\end{align*}
\tag{15}
\]

The embedding variable \( s \) enables more flexibility in dealing with the nonlinearity in the original PDEs; that is, instead of directly solving the original problem, we can first ignore the nonlinear friction term by setting \( s = 0 \) and solve the simplified problem, and then, based the solution at \( s = 0 \), we can reconsider the friction factor by considering \( s > 0 \) and identify the solution of the original PDEs at \( s = 1 \).

3.2. Methodology of SAS approach

After embedding, the solution of each cell, \( p^{(e, I)} \) and \( q^{(e, I)} \), is approximated by SAS, i.e. a multivariate polynomial regarding \( \Delta x \), \( \Delta t \) and \( s \), as defined in (16). Here, \( R \) represents the maximum order of \( s \), and when \( r \) is fixed, \( M \) represents the maximum order of the polynomials regarding \( \Delta x^{N_{m-n}} \).
where $p_{i,j}^{(e,f)}$ and $q_{i,j}^{(e,f)}$ are scalar coefficients and also the unknowns to be identified. To reduce the computational complexity, some restrictions are applied on the terms $p_{i,j}^{(e,f)}$ and $q_{i,j}^{(e,f)}$ such that they can be treated as given values instead of unknowns. Specifically, set $p_{0,0,0}^{(e,f)} = p_{m,i}^{(e,f)}(0)$ and $q_{0,0,0}^{(e,f)} = q_{m,i}^{(e,f)}(0)$ which are immediately given by the initial value, and set $p_{0,0,r}^{(e,f)} = q_{0,0,r}^{(e,f)} = 0$ for $r > 0$. By doing so, the solution of (14) at the initial time is always equal to the given initial value regardless of $s = 0$ or 1. The rest of the coefficients $p_{i,j}^{(e,f)}$ and $q_{i,j}^{(e,f)}$ need to be calculated so that the solutions (16) satisfy the constraints of BVP. For the sake of convenience, define that $p_{i,j}^{(e,f)}$ and $q_{i,j}^{(e,f)}$ are the unknowns regarding $s'$. When $r$ is fixed, there are totally $M(M + 3)$ unknowns regarding $s'$ for each cell. The total number of the unknowns are $(R + 1)M(M + 3)$ for each cell.

The SAS approach derives the solution in a “time-stepping” manner, i.e. along the temporal axis, it will iteratively solve the solution of each row of grid cells from the start time to the designated end time. The initial value of each row will be given by evaluating the semi-analytical solutions of the previous row at $\Delta t = 1$.

Within each time step, the unknowns will be identified in a recursive manner. The unknowns regarding $s^0$ are firstly identified, and then, those regarding $s^1$, $s^2$, and so on, i.e. identify the unknowns from $s^0 \rightarrow s^1 \rightarrow s^2 \cdots \rightarrow s^R$.

The subsequent subsections will discuss the details of the recursive solution of the unknowns within each time step. As aforementioned, we will first set $s = 0$ to ignore the friction and solve the remaining problem, which is equivalent to solve all the unknowns regarding $s^0$. Then, the rest of unknowns can be recursively identified for each $s'$.

### 3.3. Solution of unknowns regarding $s'$, $r = 0$

The simplified problem at $s = 0$ considers the constraints (15), (9), (10), (11), (12) and (13). The solution (16) is simplified to (17), which shows that solving the simplified problem is equivalent to identifying the unknowns regarding $s^0$, $p_{n,m,n-0}$ and $q_{n,m,n-0}$ for the original problem. By substituting solution (17) into the constraints, a set of linear equations regarding the unknowns will be obtained and the unknowns can be solved. The treatments of the constraint for each cell is discussed as follows.

\[
p^{(e,f)}(\Delta x, \Delta t) = \sum_{m=0}^{M} \sum_{n=0}^{m} p_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n}
\]
\[
q^{(e,f)}(\Delta x, \Delta t) = \sum_{m=0}^{M} \sum_{n=0}^{m} q_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n}
\]

3.3.1. PDE constraints

In each cell, by substituting (17) into (15) and equating the coefficients of the resulting PDEs we can get:

\[
\begin{align*}
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} (m-n) p_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n-1} + \\
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} n q_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n} = 0 \\
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} (m-n) q_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n-1} + \\
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} n p_{n,m-0}^{(e,f)} \Delta x^n \Delta t^{m-n} = 0
\end{align*}
\]

Then organize the polynomial terms with the same orders,

\[
\begin{align*}
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} (m-n) p_{n,m-0,0}^{(e,f)} + \\
&\sum_{m=0}^{M} \sum_{n=0}^{m-1} (n+1) C_1^{(e,f)} q_{n,m-n-1,0}^{(e,f)} \Delta x^n \Delta t^{m-n-1} = 0
\end{align*}
\]

For the same polynomial term regarding $Ax$ and $\Delta t$, a set of linear equations regarding the unknowns $p_{n,m,n-0}$ and $q_{n,m,n-0}$ can be obtained:

\[
\begin{align*}
&(m-n) p_{n,m,n-0}^{(e,f)} + (n+1) C_1^{(e,f)} q_{n,m-n-1,0}^{(e,f)} = 0 \\
&(m-n) q_{n,m,n-0}^{(e,f)} + (n+1) C_2^{(e,f)} p_{n,m-n-1,0}^{(e,f)} = 0
\end{align*}
\]

Therefore, following the procedure of (18), (19) and (20), for each cell, the resulting equation regarding each polynomial term $\Delta x^n \Delta t^{m-n-1}$ is given in (20), where $0 \leq n \leq m - 1$, for $1 \leq m \leq M$.

For a pipeline $e \in E$, (20) corresponds to $N^{(e)} M(M+1)$ equations. Note that (20) is enforced on the whole spatio-temporal space instead of just the grid nodes.

3.3.2. Initial value constraints

Instead of requiring (9) to be strictly met along the entire boundary, we only consider several points to meet (9) as illustrated in Fig. 2, with each point corresponding to a distinct location $\Delta x_k \neq 0$ (because $\Delta x_k = 0$ already has $p_{0,0,0}^{(e,f)} = p_{m,i}^{(e,f)}(0)$ and $q_{0,0,0}^{(e,f)} = q_{m,i}^{(e,f)}(0)$):

\[
\begin{align*}
&\sum_{m=0}^{M} \Delta x_k^m p_{m,0}^{(e,f)} = p_{m,i}^{(e,f)}(\Delta x_k) \\
&\sum_{m=0}^{M} \Delta x_k^m q_{m,0}^{(e,f)} = q_{m,i}^{(e,f)}(\Delta x_k)
\end{align*}
\]

Figure 2: Selection of points for initial value constraints.

For a pipeline $e \in E$, if there are $M^{(e)}$ such points on each cell, (21) corresponds to $N^{(e)} M^{(e)}$ linear equations in total.
3.3.3. Boundary condition constraints regarding $\mathcal{V}_p$ and $\mathcal{V}_q$

The boundary condition regarding a node $v \in \mathcal{V}_p$ is imposed on the Cell 1 of the connected pipeline at $\Delta x = 0$, and those regarding a node $v \in \mathcal{V}_q$ is imposed on the Cell $N^0(v)$ of the connected pipeline at $\Delta x = 1$. Similar to initial value constraint, only consider several points to meet (10) and (11) as illustrated in Fig. 3, with each point corresponding to a distinct time instant $\Delta t_k \neq 0$:

\[
\begin{aligned}
\sum_{m=0}^{M} \Delta p_{k,0,m,0}^{(e)} &= p_{B}^{(v)}(\Delta t_k), & \text{if } v \in \mathcal{V}_p \\
\sum_{m=0}^{M} \Delta q_{k,0,m,0}^{(e)} &= Q_{B}^{(v)}(\Delta t_k), & \text{if } v \in \mathcal{V}_q
\end{aligned}
\tag{22}
\]

![Figure 3: Selection of points for boundary condition constraints regarding $\mathcal{V}_p$ and $\mathcal{V}_q$.](image)

For a node $v \in \mathcal{V}_p \cup \mathcal{V}_q$, if there are $M_B^{(v)}$ such points on the boundary, (22) corresponds to $M_B^{(v)}$ linear equations.

3.3.4. Boundary condition constraints regarding $\mathcal{V}_f$

The boundary condition regarding a node $v \in \mathcal{V}_f$ is imposed on the cells of multiple connected pipelines. For the pipelines $e_{in,1}, e_{in,2}, \ldots$ that have their inlet connected to $v$, the boundary condition is imposed to the Cell $I = 1$ at $\Delta x = 0$. For the pipeline $e_{out,1}, e_{out,2}, \ldots$ that have their outlet connected to $v$, the boundary condition is imposed on the Cell $I = N^0(e_{out})$ at $\Delta x = 1$. Similar to the boundary condition constraints regarding $\mathcal{V}_p$ and $\mathcal{V}_q$, only consider several points to meet (12), with each point corresponding to a distinct time instant $\Delta t_k \neq 0$:

\[
\begin{aligned}
\sum_{m=0}^{M} \Delta p_{k,0,m,0}^{(e_{in,i})} &= \sum_{m=0}^{M} \Delta p_{k,0,m,0}^{(e_{out,j})}, & \text{if } i \neq j \\
\sum_{m=0}^{M} \Delta q_{k,0,m,0}^{(e_{in,i})} &= \sum_{m=0}^{M} \Delta q_{k,0,m,0}^{(e_{out,j})}
\end{aligned}
\tag{23}
\]

For a node $v \in \mathcal{V}_f$, if there are $M_f^{(v)}$ such points on the boundary, (23) corresponds to $M_f^{(v)}(N_{in}^{(v)} + N_{out}^{(v)})$ linear equations, where $N_{in}^{(v)}$ and $N_{out}^{(v)}$ are the total number of $e_{in,j}$ and $e_{out,j}$, respectively.

3.3.5. Seamless Condition Constraints

Similar to the boundary condition constraints, only consider a limited number of points on the borders of the neighboring cells to meet (13) as illustrated in Fig. 4, with each point corresponding to a distinct time instant $\Delta t_k \neq 0$:

\[
\begin{aligned}
\sum_{m=0}^{M} \Delta p_{k,0,m,0}^{(e)} &= p_{B}^{(v)}(\Delta t_k), & \text{if } v \in \mathcal{V}_p \\
\sum_{m=0}^{M} \Delta q_{k,0,m,0}^{(e)} &= Q_{B}^{(v)}(\Delta t_k), & \text{if } v \in \mathcal{V}_q
\end{aligned}
\tag{24}
\]

![Figure 4: Selection of points for seamless condition constraints.](image)

For a pipeline $e \in E$, if there are $M_{B}^{(e)}$ such points on the borders, (24) corresponds to $(N^{(e)} - 1)M_{s}^{(e)}$ linear equations in total.

3.3.6. Linear Equations of SAS Coefficients

All the linear equations from the constraints can be organized in the form of (25), where $c$ is the vector of all the unknowns, $A$ is the resulting matrix and $b$ is a vector of constants.

\[
Ac = b
\tag{25}
\]

The total number of equations and unknowns are computed by (26) and (27), respectively.

\[
N_{eqn} = \sum_{e \in E} (N^{(e)}(M + 1) + N^{(e)}M_{s}^{(e)} + (N^{(e)} - 1)M_{s}^{(e)}) + \sum_{w \in \mathcal{V}_p \cup \mathcal{V}_q} M_{B}^{(v)} + \sum_{w \in \mathcal{V}_f} M_{f}^{(v)}(N_{in}^{(v)} + N_{out}^{(v)})
\tag{26}
\]

\[
N_{unk} = \sum_{e \in E} (N^{(e)}(M + 3))
\tag{27}
\]

To make the linear equations balanced (i.e. the number of unknowns equals the number of equations and the equations has unique solution), we need $N_{eqn} = N_{unk}$, which can be met by setting $0 < M - M_{B}^{(e)} = M_{B}^{(f)} = M_{f}^{(e)} < M$ for all the $e \in E$ and $v \in V$. Then, the unknowns regarding $s^0$ can be uniquely solved by $c = A^{-1}b$.

**Remark:** Although there exists flexibility in the selection of $\Delta t_k$ and $\Delta t_k$, in this paper, we only consider uniform distribution of points i.e., $\Delta t_k$ and $\Delta t_k$ of all the cells are selected such that $\Delta t_{k+1} - \Delta t_k = \Delta t_0$ for all the $1 < k < M_0$ (same for $M_f$ and $M_s$), and $\Delta t_{k+1} - \Delta t_k = \Delta t_1$ for all the $1 < k < M_s$.

3.4. Solution of unknowns regarding $s^r$, $r > 0$

After solving the simplified problem at $s = 0$ and identifying the unknowns regarding $s^0$, the original problem is considered which consists of the constraints (14), (9), (10), (11), (12) and (13). Similar to solving the simplified problem, by substituting solution (16) into the constraints, a set of equations regarding the unknowns, which are formally linear, will be obtained. The main difference is that the linear equations are obtained recursively; that is, given that the unknowns regarding $s^0$, $s^1$, ..., $s^{r-1}$ are known, a set of linear equations regarding only the
in the following subsections. The main di-
ference is the modi-

(10) and

\[
\begin{align*}
\sum_{m=0}^{M} \Delta_k p_{(e)}^{m}(r, j) &= 0, \\
\sum_{m=0}^{M} \Delta_k q_{0,m,r}^{(e)} &= 0, \\
\sum_{m=0}^{M} \Delta_k \sum_{n=0}^{N} \Delta_k q_{m,n,r}^{(e)} &= 0, \quad \text{if } r \in \mathcal{V}_q
\end{align*}
\]

1 \leq k \leq M^e

\sum_{m=0}^{M} \Delta_k p_{0,m,r}^{(e)} = 0

\sum_{m=0}^{M} \Delta_k q_{0,m,r}^{(e)} = 0

V_{(e)}^{(r)} = \mathbf{b}^{(r-1)}

\sum_{m=0}^{M} \Delta_k p_{0,m,r}^{(e)} = 0

\sum_{m=0}^{M} \Delta_k q_{0,m,r}^{(e)} = 0, \quad \text{if } r \in \mathcal{V}_q

1 \leq k \leq M^e

\sum_{m=0}^{M} \Delta_k \sum_{n=0}^{N} \Delta_k q_{m,n,r}^{(e)} &= 0, \quad \text{if } r \in \mathcal{V}_q

Thus the total number of equations and unknowns can also be computed by (26) and (27), respectively. Select 0 < M - M^e < M^f < M to ensure balanced linear equations, i.e. \(N_{eqn} = N_{unk}\). Then, the unknowns regarding \(r^*\) can be uniquely solved by \(\mathbf{c}^{(r)} = \left(A^{(r-1)}\right)^{-1} \mathbf{b}^{(r-1)}\).

**Remarks:**

- It is noticeable that \(A^{(r)} = A^{(1)}\) for any \(r > 1\). Hence, the inversion of \(A^{(r)}\) is only computed once at \(r = 1\) which greatly reduces the computation burden. Moreover, when \(\|\mathbf{b}^{(r-1)}\|_{\infty} < \varepsilon_b\) is detected at \(r = \tilde{r}\), the identification of \(\mathbf{c}^{(r)}\) can be terminated in advance and set \(\mathbf{c}^{(r)} = \mathbf{0}\) for \(\tilde{r} \leq r \leq R\), which further reduces the computation burden.
b) Eq. (25) can be viewed as a special case of (33) at \( r = 0 \). Hence, SAS-1 is generalized to recursively solve (33) from \( r = 0 \rightarrow 1 \rightarrow 2 \rightarrow ... \rightarrow R \).

### 3.4.2. SAS-2

The PDE-related linear equation (28) could be computationally intensive. Instead of directly using the constraint (14) to derive (28), we linearize the friction term in segments and thus the simplified PDE is used as shown in (34):

\[
\begin{align*}
\frac{\partial}{\partial t} p^{(e)}(x,t) + C_1^{(e)} \frac{\partial}{\partial x} q^{(e)}(x,t) &= 0 \\
\frac{\partial}{\partial t} q^{(e)}(x,t) + \frac{C_2^{(e)}}{2} \frac{\partial}{\partial x} p^{(e)}(x,t) + s_{n/3} C_4^{(e)} q^{(e)}(x,t) &= 0
\end{align*}
(34)
\]

\[
C_4^{(e,l)} = \frac{q^{(e,l)}(0,0) + q^{(e,(l+1)/2)}(0,0)}{p^{(e,l)}(0,0) + p^{(e,(l+1)/2)}(0,0)}
(35)
\]

By substituting (16) into (34), the PDE-related linear equation becomes (36), which has a much simpler expression than (28) and the computation burden is also smaller.

\[
\begin{align*}
(m-n) p_{m-n,n,t}^{(e,l)} + (n+1) q_{m,n-1,r}^{(e)} &= 0 \\
(m-n) q_{m-n,n,t}^{(e,l)} + (n+1) p_{m,n-1,r}^{(e)} &= -C_4^{(e,l)} q_{m,n-1,r}^{(e,l)} \\
0 &\leq n \leq m-1, \text{ for } 1 \leq m \leq M
\end{align*}
(36)
\]

Similar to SAS-1, all the linear equations (36), (29), (30), (31) and (32) can be organized linear equations like (33) and the unknowns \( e^{(l)} \) can be solved.

**Remarks:**

a) For SAS-2, (25) can also be viewed as a special case of (33) at \( r = 0 \), and SAS-2 can also be generalized to recursively solve (33) from \( r = 0 \rightarrow 1 \rightarrow 2 \rightarrow ... \rightarrow R \).

b) \( A^{(r)} = A^{(0)} \) for any \( r > 0 \). Moreover, \( A^{(0)} \) will stay unchanged throughout the time-stepping simulation. Therefore, the inversion of \( A^{(0)} \) only needs to be computed once at the beginning of the simulation, which significantly reduces the computation burden.

### 4. Overall simulation procedure

#### 4.1. Simulation procedure for SAS

With the SAS approach introduced in the previous section, the key steps of the whole simulation procedure are illustrated in Fig. 5.

In either SAS-1 or SAS-2, solving the BVP problem has been transformed to solving a set of linear equations, which is convenient by using the ubiquitous linear solvers like LU decomposition. Note that the SAS approach can consider the constraints of PDEs for the whole spatio-temporal space, while FDM only consider the same constraints at limited grid points. Thus, SAS is expected to have better accuracy and efficiency.

#### 4.2. Simulation procedure for implicit finite difference method

The implicit FDM is used for comparison purpose and the simulation procedure is also in a “time-stepping” manner. In this paper we implement cell-centered method [6, 11], which is a widely used scheme of implicit FDM. As shown in Fig. 6, after the region of interests is discretized into a grid, the values at the four corners of each cell are used to approximate the partial derivatives, where \( h_{i,j} \) denotes the value of \( h \) at spatial index \( i \) and the temporal index \( n \). The partial derivatives of \( h \) regarding the Cell \( I \) are approximated by (37), which shows that it has second-order accuracy in \( t \) and first-order accuracy in \( x \).

\[
\begin{align*}
\frac{\partial}{\partial t} h^{(e)}_{i,j} &\approx \frac{h^{(e)}_{i+1,j} - h^{(e)}_{i,j}}{\Delta t} \\
\frac{\partial}{\partial x} h^{(e)}_{i,j} &\approx \frac{h^{(e)}_{i,j+1} - h^{(e)}_{i,j}}{\Delta \Delta x}
\end{align*}
(37)
\]

To ensure a numerically-stable solution, the nonlinear friction term in (7) is discretized as (38) [11].

\[
\frac{q^{(e)}_{i,j} p^{(e)}_{i,j}}{p^{(e)}_{i,j}} \approx \frac{q^{(e)}_{i+1,j} + q^{(e)}_{i,j}}{2} \left( p^{(e)}_{i+1,j} + p^{(e)}_{i,j} \right)
(38)
\]

Within one time step, a set of balanced linear equations can be derived by discretizing the constraints of the normalized...
BVP problem via (37) and (38) for all the cells in a row. Note that all the \( h \) at the time index \( n \) are given by the initial values. Among all the \( h \) at the time index \( n+1 \), some could be given according to the boundary conditions, while the rest are unknowns to be solved from the balanced linear equations. For the gas networks, the balanced linear equations are of dimension \( N_{FDM} \) as computed by:

\[
N_{FDM} = \sum_{e \in E} (2N^{(e)})
\]

5. Case Studies

5.1. Single pipeline

The single pipeline case only has one supplying node at the inlet and one demanding node at the outlet. The configuration of the simulation is set as follows. Set \( L = 2000 \) m, \( d = 1.016 \) m, \( v = 380 \) m/s, \( S = 0.8107 \) m², \( \lambda = 0.0075 \), \( p_b = 1 \times 10^6 \) Pa, and \( q_b = 2 \times 10^3 \) kg/s. The simulation duration is 200 s. The boundary conditions are set as (40), where the mass flow \( q \) at the outlet is a sinusoidal function in time domain while the pressure \( p \) at the inlet remains constant. The initial value corresponds to a stable operating condition that is compatible with the boundary conditions at \( t = 0 \). Both SAS and implicit FDM approaches are implemented in MATLAB.

\[
\begin{align*}
q_{B, \text{inlet}}^\text{inlet}(t) &= 6 \times 10^6 \text{(Pa)} \\
Q_{B, \text{inlet}}^\text{inlet}(t) &= 270 + 30 \cos(\frac{2\pi}{T})(\text{kg/s})
\end{align*}
\]

The performance of the SAS-1, SAS-2 and FDM approaches is tested in terms of accuracy and simulation speed. For the SAS approach, \( M \) is selected from 2, 3 and 4 with \( M_1 = 1 \). The result from the implicit FDM with a very tiny cell size \([\Delta L, \Delta T] = [1 \text{ m, } 0.001 \text{ s}] \) is used as a reference for the comparison of accuracy. The metric of simulation error is defined in (41), where \( q_{\text{inlet}}^\text{ref}(k) \) is the corresponding reference result. \( k \) indicates each time step. The simulation error compared with reference \( ERR \) is defined as follows:

\[
ERR = \max_k \left( \left| q_{\text{inlet}}^\text{sim}(k\Delta T) - q_{\text{inlet}}^\text{ref}(k\Delta T) \right| \right)
\]

Different cell sizes are considered for comparison. Fix \( \Delta L = 400 \) m, and select \( \Delta T \) from 0.05 s, 0.1 s, 0.2 s, 0.5 s and 1 s. The simulation error of SAS-1, SAS-2, and FDM are given in Table 2, Table 3 and Table 4, respectively. The time consumption of SAS-1, SAS-2, and FDM are given in Table 5, Table 6 and Table 7, respectively. The red crossing denotes that the simulation diverges. Simulation tends to diverge for the SAS approaches under \( M = 3 \) which will be discussed and improved later.

The results show that SAS-1 and SAS-2 under \( M = 2 \) and 4 are more accurate than FDM. When the cell size is smaller, the accuracy of SAS-2 is close to that of SAS-1; otherwise, it will become lower than SAS-1 but still higher than FDM. The accuracy can also be compared by visualizing the mass flow \( q \) at the inlet, as shown in Fig. 7 where the cell size is [400 m, 1 s] for all the approaches and the result is shown for the early 100 s. The comparison verifies the advantages of SAS approach over FDM in terms of accuracy when the same cell size is used.

In terms of time consumption, the time consumption of FDM is generally small under the same cell size, since FDM solve a lower dimensional balanced linear equations that SAS approach within each time step. However, to reach the same degree of accuracy, FDM needs a much smaller cell than SAS which actually leads to more computation time. It can be revealed by comparing the time consumption of SAS-2 with \( M = 2 \) and \( \Delta T = 1 \) s and FDM with \( \Delta T = 0.05 \) s. The former only needs 0.069 s to reach a higher degree of accuracy and the latter needs 0.185 s. Hence, the SAS approach can admit a coarser cell to reach higher accuracy while use shorter time consumption than FDM.

The simulation tends to diverge or reach a less accurate result for SAS with \( M = 3 \) and \( M_1 = 1 \), which indicates that the aforementioned efficiency may not be gained under improper configuration of SAS. One attempt is to formulate an optimization problem to minimize the objective like \( \|b^{(r-1)} - A^{(r-1)}D^{(r)}\|_2 \), but it could be time-consuming. Another attempt to improve the result is to change \( M_1 \) from 1 to 2. The rationale behind the
change of $M_i$ is that the condition number of $A^{(0)}$ will decrease. For instance, when $\Delta T = 0.2$ s, the conditional number of matrix $A^{(0)}$ of SAS-2 will decrease from 979.3 to 275.2, which make the problem less ill-conditioned. In terms of the problem formulation, this change is equivalent to select only one point at the lower border for the initial value constraints in Fig. 2, and select two points at each of the left/right borders for the boundary condition constraints in Fig. 3 and the seamless condition constraints in Fig. 4. The resulting simulation error and time consumption of the SAS approaches are given in Table 8 and Table 9, respectively. The comparison shows that the accuracy is improved with $M_i = 2$, which indicates that proper selection of the points for the initial value, boundary condition and seamless condition constrains can improve the accuracy of the SAS approaches. A more comprehensive investigation on proper SAS configuration will be conducted in the future, considering not just $M_i$ but also other parameters like the cell sizes.

In general, with proper parameter selections, the SAS approaches can benefit from a coarser cell size to reach the same degree of accuracy with less time consumption. Besides, compared to SAS-1, SAS-2 can be viewed as a better approach in terms of the trade-off between accuracy and time consumption, i.e. SAS-2 uses much less computation time than SAS-1 without greatly reducing the accuracy. In addition, SAS-2 can have better convergence than SAS-1 by comparing their simulation results under $M = 3$ and $M_r = 1$. Hence, SAS-2 is preferred compared to SAS-1 for the purpose of practical application.

### 5.2 6-node network

The diagram of 6-node network is shown in Fig. 8. It has five pipelines and six nodes. Supplying node include node 1, demanding nodes includes node 4, 5 and 6, and junction nodes includes node 2 and 3. Set $p_0 = 6 \times 10^6$ Pa, and $q_0 = 2 \times 10^3$ kg/s. The simulation duration is 100 s. The parameters of the network and the grid selection is given in Table 10. The boundary conditions are set as (42). The initial value corresponds to a stable operating condition that is compatible with the boundary conditions at $t = 0$.

$$
\begin{align*}
    P_k^{(1)}(t) &= 6.96 \times 10^6 \, \text{(Pa)} \\
    Q_j^{(2)}(t) &= 0 \, \text{(kg/s)} \\
    Q_J^{(3)}(t) &= 0 \, \text{(kg/s)} \\
    Q_B^{(4)}(t) &= 125 - 25 \cos \left( \frac{\pi}{5} t \right) \, \text{(kg/s)} \\
    Q_B^{(5)}(t) &= 210 - 60 \cos \left( \frac{\pi}{5} t \right) \, \text{(kg/s)} \\
    Q_B^{(6)}(t) &= 125 - 25 \cos \left( \frac{\pi}{5} t \right) \, \text{(kg/s)}
\end{align*}
$$

(42)

The performance of SAS-1, SAS-2 and FDM is tested in terms of accuracy and simulation speed. The result from the FDM with a very tiny cell size $\Delta L^{(6)} = 0.025 \Delta L^{(5)}, \Delta T = 0.001$s is used as a reference for the comparison of accuracy. As inspired by the case study of single pipeline, select $(M, M_r) = (2, 1), (3, 2), (4, 1)$ for SAS-1 and SAS-2. The accuracy is computed by applying the metric (41) on the pipeline $e_1$.

Different temporal size $\Delta T$ are considered for comparison. Select $\Delta T$ from 0.1 s, 0.2 s, 0.3 s, 0.4 s and 0.5 s. The simulation error of SAS-1, SAS-2, and FDM are given in Table 11, Table 12 and Table 13, respectively. The time consumption of SAS-1, SAS-2, and FDM are given in Table 14, Table 15 and Table 16, respectively.
Table 10: Parameters of Pipelines

| Pipeline | $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ |
|----------|-------|-------|-------|-------|-------|
| $L$ (km) | 8     | 4     | 6     | 2     | 2     |
| $d$ (m)  | 1.2   | 1.1   | 1.1   | 1.1   | 1.1   |
| $A$ (m²) | 1.131 | 0.785 | 0.785 | 0.785 | 0.785 |
| $t$      | 0.0214| 0.015 | 0.015 | 0.015 | 0.015 |
| $\Delta L$ (m) | 400 | 200 | 300 | 200 | 200 |

Figure 8: Diagram of 6-node network

Table 11: Simulation error of SAS-1: 6-node network

| SAS-1 | $\log_{10}(ERR)$ under different $\Delta T$ |
|-------|---------------------------------|
|       | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $M = 2$ | -2.111  | -2.132  | -2.166  | -2.220  | -2.312 |
| $M = 3$ | -3.813  | -3.800  | -3.782  | -3.725  | -3.642 |
| $M = 4$ | -3.655  | -3.652  | -3.705  | -3.743  | -3.743 |

Table 12: Simulation error of SAS-2: 6-node network

| SAS-2 | $\log_{10}(ERR)$ under different $\Delta T$ |
|-------|---------------------------------|
|       | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $M = 2$ | -2.096  | -2.102  | -2.120  | -2.150  | -2.212 |
| $M = 3$ | -3.255  | -3.135  | -3.04  | -2.906  | -2.813 |
| $M = 4$ | -3.353  | -3.173  | -3.014  | -2.906  | -2.810 |

Table 13: Simulation error of FDM: 6-node network

| Method | $\log_{10}(ERR)$ under different $\Delta T$ |
|--------|---------------------------------|
|        | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $FDM$  | -1.943  | -1.784  | -1.696  | -1.642  | -1.602 |

Table 14: Time consumption of SAS-1: 6-node network

| SAS-1 | Time consumption under different $\Delta T$ |
|-------|---------------------------------|
|       | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $M = 2$ | 12.001 s | 5.863 s | 5.857 s | 2.884 s | 2.309 s |
| $M = 3$ | 35.562 s | 16.878 s | 11.251 s | 8.405 s | 6.730 s |
| $M = 4$ | 87.118 s | 42.911 s | 29.911 s | 22.778 s | 18.409 s |

Table 15: Time consumption of SAS-2: 6-node network

| SAS-2 | Time consumption under different $\Delta T$ |
|-------|---------------------------------|
|       | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $M = 2$ | 4.506 s  | 2.266 s  | 1.500 s  | 1.173 s  | 0.915 s  |
| $M = 3$ | 7.682 s  | 3.842 s  | 2.543 s  | 1.979 s  | 1.695 s  |
| $M = 4$ | 11.846 s | 6.113 s  | 4.608 s  | 3.538 s  | 2.785 s  |

Table 16: Time consumption of FDM: 6-node network

| Method | Time consumption under different $\Delta T$ |
|--------|---------------------------------|
|        | 0.1 s   | 0.2 s   | 0.3 s   | 0.4 s   | 0.5 s |
| $FDM$  | 0.716 s  | 0.379 s  | 0.236 s  | 0.185 s  | 0.150 s  |

The comparison shows that SAS-1 and SAS-2 are more accurate than FDM, and SAS-2 is less accurate than SAS-1. The accuracy can also be compared by visualizing the mass flow $q$ at the inlet of pipeline $e_3$, as shown in Fig. 9 where the cell size is $[\Delta L^{(0)}, 0.1 \text{ s}]$ for all the approaches. The result within 50 s $\leq t \leq 100$ s is also given in Fig. 10 for better comparison. The comparison verifies the advantages of SAS approach over FDM in terms of accuracy when the same cell size is used.

In terms of time consumption, the time consumption of FDM is generally small under the same cell size at the cost of less accuracy. By reducing the cell size to $[0.2\Delta L^{(0)}, 0.02 \text{ s}]$, FDM is able to reach a high accuracy level $\log_{10}(ERR) = -2.560$ with the time consumption to be 13.877 s. However, the SAS approaches can reach even higher accuracy level with less time consumption. When the cell size is $[\Delta L^{(0)}, 0.5 \text{ s}]$, SAS-1 with $M = 3$ and $M_2 = 2$ can reach $\log_{10}(ERR) = -3.642$ within 6.730 s. When the cell size is $[\Delta L^{(0)}, 0.2 \text{ s}]$, SAS-2 with $M = 3$ and $M_2 = 2$ can reach $\log_{10}(ERR) = -3.135$ within 3.842 s. Hence, the SAS approach can admit a coarser cell to reach higher accuracy while use shorter time consumption than FDM.

In general, for the case of 6-node network, the SAS approaches can also reach a higher accuracy level with less time consumption compared to FDM. SAS-2 can greatly reduce the time consumption with minor impact on accuracy.
Figure 10: Simulation result of $q$ within $50 \leq t \leq 100$ s.

6. Conclusion and Future Works

A novel semi-analytical solutions (SAS) approach is proposed in this paper for the simulation of transient flow in the gas networks with two different SAS schemes are provided. Both schemes can provide high-order approximate solutions to the transient flow and thus has advantages in accuracy and efficiency. In the SAS algorithm, a set of balanced linear equations from the constraints of PDE, initial value condition, boundary condition and seamless condition is formulated and solved. The performance of the proposed approach is compared with the implicit FDM, which validates its efficiency. The SAS-2 scheme shows promising potentials industrial applications.

The future works includes but not limited to the following directions: (i) how to properly select the parameters like the cell size, the order $M$ and $M_x$ to ensure both efficiency and accuracy, (ii) how to extend the proposed approach to more complex pipeline models, (iii) adaptive grid cell division for better error control.
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