Exploring Effects of Random Walk Based Minibatch Selection Policy on Knowledge Graph Completion
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Abstract

In this paper, we have explored the effects of different minibatch sampling techniques in Knowledge Graph Completion. Knowledge Graph Completion (KGC) or Link Prediction is the task of predicting missing facts in a knowledge graph. KGC models are usually trained using margin, soft-margin or cross-entropy loss function that promotes assigning a higher score or probability for true fact triplets. Minibatch gradient descent is used to optimize these loss functions for training the KGC models. But, as each minibatch consists of only a few randomly sampled triplets from a large knowledge graph, any entity that occurs in a minibatch, occurs only once in most cases. Because of this, these loss functions ignore all other neighbors of any entity, whose embedding is being updated at some minibatch step. In this paper, we propose a new random-walk based minibatch sampling technique for training KGC models that optimizes the loss incurred by a minibatch of closely connected subgraph of triplets instead of randomly selected ones. We have shown results of experiments for different models and datasets with our sampling technique and found that the proposed sampling algorithm has varying effects on these datasets/models. Specifically, we find that our proposed method achieves state-of-the-art performance on the DB100K dataset.

1 Introduction

Knowledge Graph (KG) is a structured way of storing information in terms of various concepts and relations between those concepts. These concepts are referred to as entities and are represented as the vertices in a Knowledge Graph. The directed edges in this graph are the relations between two such connected concepts or entities. These edges are labeled by a relation type, which denotes the specific nature of relation between the two connected entities.

Knowledge Graphs are built either using automatic information extraction tools like OpenIE [Banko et al., 2007; Mausam, 2016] or NELL [Mitchell et al., 2018], or from expert annotations like in FreeBase [Bollacker et al., 2008], WordNet [Miller, 1995] or DBPedia [Auer et al., 2007] (source: Wikipedia infobox and other structured information). But because of reasons like, imperfections in the heuristics of IE based methods or time and investment required for expert annotations, or because of dynamic and temporal nature of certain relations, these Knowledge Graphs are not complete, i.e., they do not contain all the valid facts (represented using triplets of entity pairs and a relations) about the concepts that are present in these knowledge graphs. Knowledge Graph Completion is a task designed to tackle this issue of incompleteness. In this task, researchers build models that can assign some score or probabilities to all the possible missing facts such that the valid facts (including the missing ones) are assigned higher score or probability. This task is made possible by making use of the patterns in connectivity of different entities in the knowledge graph. For example, by knowing the home town of an athlete and which country that town is located in, with high probability we can tell which country this athlete represents. That is, although some facts are missing from these KGs, facts that are present in the knowledge graph contribute towards calculating the plausibility of missing ones.

Knowledge Graph Embedding [Bordes et al., 2013] is a powerful technique for learning a distributed representation for the entities and relations in a KG. In such a representation, the fixed dimensional entity vectors can encode information about its neighborhood, what types of relations does it have that connect it to the rest of the graph, its categorical information, etc. The most popular method for knowledge graph completion is by means of learning a knowledge graph embedding for this task itself. The model is trained to predict the valid facts in a KG, in terms of the distributed representations learned for the entities and the relations. In a usual training regime, KGC models are trained by optimizing margin loss or cross-entropy loss using minibatch gradient descent. Under this setting, each minibatch consists of randomly sampled positive fact triplets and some artificially generated negative fact triplets. We will show that no matter the size of these randomly selected minibatches, majority of the entities within a minibatch occur only in one triplet. This means that the subgraphs formed by these minibatches are essentially very sparse graphs (see Figure 1a). Hence, we hypothesize that training with minibatches consisting of randomly sampled fact triplets is not the best policy. In these
minibatches, each entity occurs mostly almost once, causing the updates to be biased only towards a single fact triplet and thus leading to an unstable updates [Nemirovski et al., 2009].

In this paper, we first empirically show that randomly sampled minibatches have a very poor degree distribution which leads to high variance of loss gradients and sub-optimal convergence of the model. Next we show that, although in small scale KGs, like FB15k-237 and WN18RR, using a large minibatch size can mitigate these problems, the problem becomes more pronounced in large scale KGs (e.g. DB100K) and having large enough batch size becomes a computational limitation. Next, we propose a random walk based minibatch selection method which can be applied for any model (that relies on MBSGD) and dataset of any scale. Finally, we share the results for thorough experiments with three different models and with three knowledge graphs of different scale and structure. Our model provides large improvements for the large scale knowledge graph DB100K.

2 Background

A knowledge graph can be represented as a triple \( G = \{E, R, T\} \). Here, \( E \) and \( R \) are the sets of all entities and relations, and \( T \) is the set of all fact triplets in the knowledge graph. Individual facts are triplets of the form \( t = (s, r, o) \) for some \( t \in T \), \( s, o \in E \) and \( r \in R \). Note that such fact triplets are directional, i.e., \( s \) has a relation \( r \) to \( o \) but this is not necessarily true the other way.

In a knowledge graph embedding model, for the completion task, each entity \( s \in E \) and relation \( r \in R \) has a vector representations \( e_s \) and \( w_r \), respectively. For the completion task, the decoder consists of a scoring metric \( \phi \) for the triplets \( t \in T \). In this section, we will first look into the loss functions used by different models for the knowledge graph completion task.

**TransE**: In TransE [Bordes et al., 2013], a relation between two entities is interpreted as a relation specific translation from the subject to the object entity, in a low dimensional embedding space, where each entity is uniquely represented. The score function used in TransE is,

\[
\phi_{TransE} = -\|e_s + w_r - e_o\|_2 \tag{1}
\]

**Distmult**: Proposed by [Yang et al., 2014], in Distmult model the score of a triplet \((s, r, o)\) is measured as a weighted bilinear product between the head and tail entity embedding. The diagonal weight matrix is specified by the relation \( r \).

\[
\phi_{Distmult} = e_s^T W_r e_o \\
W_r = \text{diag}(w_r)
\tag{2}
\]

where \( W_r \) is a diagonal matrix with \( w_r \) as the diagonal.

**ComplEx**: Unlike TransE and Distmult, the ComplEX model, proposed by [Trouillon et al., 2017], uses complex vectors for representing entities and relations. The score function for ComplEX is,

\[
\phi_{ComplEX} = \text{Re}(\langle w_r, e_s, e_o \rangle) \\
w_r, e_s, e_o \in \mathbb{C}^K
\tag{3}
\]

**RotatE**: Proposed by [Sun et al., 2019], the RotatE model uses relation specific rotations in complex domain to link between the subject and the object entities. The expression for RotatE’s loss function is,

\[
\phi_{RotatE} = -\|e_s \times w_r - e_o\|_2
\tag{4}
\]

where, \( e_s, w_r, e_o \in \mathbb{C}^K \).

In the following section, we will explain the optimization algorithm used for training KGC models in details.

3 Minibatch Sampling and Knowledge Graph Completion

In recent deep learning literature, Minibatch Stochastic Gradient Descent (MBSGD) is highly prevalent, mainly because of reasons borrowed from convex optimization literature and its ability towards stabilizing learning. In case of convex loss functions, when (full) batch gradient descent is not a realizable option, using MBSGD [Dekel et al., 2012] in place of SGD [Nemirovski et al., 2009] provides better convergence and rate of convergence.
Similarly, all the models described in previous section (and many others) are trained using MBSGD\(^1\) optimization algorithm. It involves, first, sampling a small number of positive samples of fact triples from the knowledge graph and then artificially creating a set of negative fact triples by corrupting the positive ones. These positive and negative samples together form a minibatch. Loss is then computed for a minibatch based on the scores assigned by the model for the samples within minibatch. Model parameters are then updated according to the gradient of the loss function calculated on this minibatch of samples.

In deep learning models, where loss functions are very often non-convex, MBSGD is still used to avoid the computational barrier of full-batch gradient descent (for large datasets) and unstable gradients in stochastic gradient descent. By taking a minibatch of \(b\) training samples, MBSGD decreases the variance in the estimate of gradient by a factor of \(1/b\), compared to SGD, for model parameters which is used for calculating the parameter updates [Nemirovski et al., 2009; Dekel et al., 2012].

Now, if we consider the objective functions used for training the knowledge graph completion models described above, those can be written in the following generalized form,

\[
J(\theta) = \sum_{t \in G} L_{\theta}(t) \tag{5}
\]

where \(G\) denotes the knowledge graph, \(t\) denotes a triple in \(G\) and \(\theta = \{E, W_R\}\) is the set of parameters. \(E\) is the set of entity embedding vectors and \(W_R\) is the set of relation embedding vectors. The loss function \(L_{\theta}\) is usually designed to maximize the score \(\phi(t)\) for a correct triple \(t\) (see Section 2) against the incorrect ones. As a knowledge graph only stores an incomplete set of positive facts and no negative facts, the above loss is calculated using artificially generated negative samples. For instance, the objective function for soft-margin or log-sigmoid loss is

\[
J(\theta) = \sum_{t \in G} \left[ -\frac{1}{2} \log \sigma(\phi(t) - \gamma) + \mathbb{E}_{t_1 \in T^\prime_t}[\log \sigma(\gamma - \phi(t_1))] \right] \tag{6}
\]

where, \(T^\prime_t\) denotes a subset of negative samples created by corrupting the triplet \(t = (s, r, o)\).

\[
T^\prime_t = (s, r, o) \cup \{(s', r, o) | s' \neq s \wedge (s', r, o) \notin G\} \cup \{(s, r, o') | o' \neq o \wedge (s, r, o') \notin G\}
\]

The gradient of the objective function with respect to any entity embedding vector\(^2\), say \(e_i\), is estimated using a minibatch of triples \(T_m\). Note that, this gradient \(\nabla e_i J(\theta)\) will only have contributions from those triples in the minibatch that involve the entity \(e_i\).

\[
\nabla e_i J(\theta) = \nabla e_i \sum_{t \in T_m} L(t) = \sum_{t \in T_m, c_i \in T_m \cup T^\prime_t} \nabla e_i L(t) \tag{7}
\]

Since corruption is done using entities chosen randomly, the contribution towards gradient from \(T^\prime_t\) will occur very sparsely. Hence, the minibatch gradient for a single entity embedding vector is calculated using the number of triples containing the entity \(e_i\) (instead of \(b\) triples, which is the size of minibatch). Because of this reason, the improvement in the variance of updates when using MBSGD for KGC models is only of the order \(O(E[D]^{-1})\), \(E[D]\) being the expected total degree of entities in a minibatch.

\(^1\)Now-a-days more sophisticated optimizers like Adagrad, ADAM, etc. are used in place of SGD. Minibatches are used with these methods as well.

\(^2\)The only parameters involved in a KGC model are entity and relation embedding vectors.

---

Figure 2: Expected degree of vertices in minibatch for different sampling algorithms. The low values for \(E[D]\) in case of Simply Random (SR) indicates that each entity in these minibatches co-occurs only with few triplets.
4 Proposed Method

By increasing the minibatch size in Simply Random\(^3\) selection method, \(E[D]\) cannot be increased. Hence, in order to get denser minibatch subgraphs, we propose the use of sampling methods from the stochastic graph sampling literature [Leskovec and Faloutsos, 2006]. In this context we consider the following graph sampling algorithms.

4.1 Graph Sampling Methods

Simply Random (SR)  By Simply Random minibatch selection, we refer to the standard policy of randomly selecting \(b\) triples in the knowledge graph completion literature.

Random Walk (RW)  As the name suggests, this graph sampling method is based on random exploration of a graph. Sampling starts with first selecting a random initial vertex. After that, at every step the sampler moves to one randomly selected neighbor of the current vertex [Leskovec and Faloutsos, 2006]. As shown in Figure 1b, samples from a large knowledge graph usually take chain like structure (with a few junctions and open ends) and almost every vertex participates in exactly two triples. Because of this, \(E[D] \approx 2\) for sample size (same as minibatch size in our case) \(b \ll |G|\). The trend of \(E[D]\) with minibatch size is depicted in Figure 2.

Random Walk with Restart (RWR)  To avoid this chaining effect in the sample and obtain a more dense subgraph, a well known method is Random Walk with Restart where at each stage of sampling, the sampler jumps back to (restarts from) some previously selected node (usually fixed to the starting node).

RW with Induced Subgraph Sampling (RWISG)  To mitigate the problems faced in RW and RWR, [Lu and Bressan, 2012]\(^4\) proposed using the Induced Subgraph (ISG) as the sample. In this sampling algorithm, after selecting the vertices through the RW method, the subgraph induced by these vertices is taken as the final minibatch sample.

RWISG-N  We formulated this method as an intermediate between RW and RWISG. RW greedily adds any neighbor of the current node whereas at completion RWISG returns the induced subgraph of the vertices selected. RWISG-N returns a subgraph which is union of the induced subgraph and a set of randomly selected neighbors of the vertices. Its expected degree is between RW and RWISG.

4.2 Degree Distributions of Minibatch Subgraphs

We compare the degree distribution of minibatch subgraphs (see Figure 3) sampled using the different algorithms as described in Section 4.1. This gives us an idea about how dense the minibatch subgraphs are. Also for ease of comparison we have included the degree distribution for the whole knowledge graph as well. For SR sampling algorithm, more than 80% of the entities have degree 1 in the minibatch. For RW, we see a peak in the distribution for degree 2 because of its chain like structure. But when we consider RWR, we again see a surge in probability of degree 1 because of the dangling entities near the outer perimeter of the subgraph (see Figure 1c). This problem is solved upto a large extent by replacing the set of triples selected by RW or RWR with the subgraph

\(^{3}\)We refer to the standard method of selecting \(b\) random triples from the training set as Simply Random selection method.

\(^{4}\)In the original publication, authors have referred to this algorithm as Neighborhood Reservoir Sampling.
induced by the entities. This can be seen for the final two algorithms RWISG and RWISG-N.

We have used multiple minibatch samples to calculate the degree distributions as average of the degree distribution of the individual minibatch subgraphs.

\[ P_D^{(i)}(d) = \frac{|v : v \in G_s^{(i)} \cdot V, D(v) = d|}{|G_s^{(i)} \cdot V|} \]  
\[ P_D(d) = \frac{1}{N} \sum_{d=0}^{\infty} P_D^{(i)}(d) \]

Also, since \( \sum_{d=0}^{\infty} P_D(d) = 1 \), \( P_D(d) \) is a probability distribution.

The distributions in Figure 3 are drawn for a fixed batch size. These distributions would also change as the minibatch sample size \( b \) takes different values (possibly up to \( |G_s \cdot E| \)). To understand this effect we calculate expected total degree \( E[D] \) of the minibatch subgraphs for each sampling algorithm. Also, since each draw of minibatch sample can be noisy, we first obtain an average histogram using several draws and then calculate \( E[D] \).

\[ E[D] = \sum_{d=1}^{d_{max}} P_D(d) \cdot d \]

Figure 2 shows how expected degree of minibatch subgraphs varies with minibatch size for different sampling algorithms. These were empirically calculated from a large number of minibatch samples. We observe very similar trends and RWISG gives much better \( E[D] \) that the other algorithms.

### 5 Experiments and Results

To use these proposed minibatch sampling algorithms during training, we replaced the minibatch in each training iteration with a sample drawn from these samplers. All the different algorithms in Section 4.1 showed how these led to minibatch subgraphs with varying connectivity.

We evaluate our proposed minibatch selection algorithm with different KG models and several datasets of different scales and sparsity to fully understand its effectiveness. For the different models and dataset, we first obtain a benchmark result by running the models from two popular open-source repository, OpenKE [Han et al., 2018] and RotatE [Sun et al., 2019]. These are mentioned in Table 2 as Vanilla models. Note that, Vanilla corresponds to using the SR sampler as the models used a random shuffle of the training dataset as the sequence of training minibatches. We have further modified each of the repositories to train any of the available models with the proposed minibatch selection algorithm, RWISG and RWISG-N.

### 5.1 Datasets

**FB15k-237** FreeBase is a large knowledge base consisting of RDF style fact triplets sourced from various structured content (e.g. structured data in Wikipedia submitted by users) on the web. It contains 1.9 billion triplets. For the purpose of evaluation of KG models, [Bordes et al., 2013] releases a smaller version with 15k entities called FB15k, which has been used since as a standard for evaluating KG models. Later, [Toutanova and Chen, 2015] released a cleaned version of FB15k called FB15k-237, since the original version contained data leaks in the test set due to inverse relations.

**WN18RR** WN18RR is a subset of WordNet lexical database [Dettmers et al., 2018]. Originally proposed as WN18, this graph is hierarchical in nature with relations like hypernyms, meronymy, etc. But similar to FB15k, this knowledge graph also had the problem of inverse or duplicate links. [Dettmers et al., 2018] resolves those problems in WN18RR, by removing redundant inverse relations from the dataset.

**DB100K** DB100K, released by [Ding et al., 2018], is a subset of the DBPedia knowledge graph. This knowledge graph is much larger in scale than FB15k-237 and WN18RR.

More details about these knowledge graphs and some relevant statistics can be found in Table 1.

### 5.2 Hyperparameters

To compare our results with the best performing models, we did hyperparameter tuning for each of the vanilla models. We first chose the hyperparameters reported on their respective webpage or paper and attempted to reproduce the performance of the model without any modification in the sampling algorithm. If the performance is below the published ones, only then we performed a hyperparameter tuning to search for the best model configuration. To enable fair comparison, while searching for the best hyperparameters for models with any minibatch selection algorithm, the embedding dimensions were kept constant at the value found for the best vanilla models.

### 5.3 Results

We evaluate our methods on the datasets FB15k-237, WN18RR and DB100K for all the baseline models listed in Section 2. The results are summarized in Table 2. We use the standard evaluation measures for the task – Mean Reciprocal Rank (MRR), Mean Rank (MR), Hits@k for \( k = 1, 3 \) and 10.

The results for applying our sampling method for training the models for the three different knowledge graphs are quite different. For DB100K, we observed major improvements across all different metrics for the RotatE model, obtaining significantly higher numbers than the existing state-of-the-art models.
Table 2: Performance comparison of various KGC models with different minibatch selection strategies. The baseline performance numbers are based on reproduction from the codes published by authors of the respective papers. Baseline results for DB100K are taken from [Ding et al., 2018] or by reproducing the experiments with OpenKE, whichever is better. ComplEx-NNE+AER is the best published model for DB100K. For the omitted models, the results for RWISG and RWISG-N were almost the same as with vanilla. The numbers in bold indicate the best performance in terms of a metric for every dataset-model pair.

We suspect that the disparity in performance across datasets is caused by varying sparsity and scale of the knowledge graphs. DB100K's average and median degree is 12 and 7 (see Table 1) compared to 37.4 and 22 for FB15k-237. Also as pointed out by [Nathani et al., 2019], the hierarchical nature of the WordNet graph can be more challenging for certain models.

6 Conclusions

In Deep Learning, minibatch stochastic gradient descent is a key concept for training deep neural networks and it is used for almost every model published in the last decade. Although, the same is also true for Knowledge Graph Completion models, we analytically find the random selection based method for minibatch sampling lacking in terms of expected degree of entities, $E[D]$. For KGC models, this parameter directly translates to how good the estimate of the parameter updates are. We show that simple algorithms for increasing occurrence of entities in a minibatch do not work for graph structured data. Hence, we proposed different random walk based methods for sampling minibatches and showed that these minibatch samples have better connectivity properties than the randomly sampled minibatches.

While we obtain large improvements for DB100k dataset, the improvements across datasets and methods were not consistent. We identify two possible reasons for this. First, most models for the KG completion task are not convex in nature. So, usual results (and intuitions) about loss convergence and solutions found by the optimization method might not hold true. Second reason is that the candidate knowledge graphs used for analysis differ from each other in so many qualities that it is hard to point out one particular reason responsible for the observed behaviour of the models. All said, our proposed method achieves the state-of-the-art performance on the DB100K dataset, showing huge improvements over the RotatE model. Also because of the simplicity of the proposed sampling technique, it may be applied in any future models for KGC that might be developed by researchers.
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