Developing an accuracy-prompt toolkit to reduce COVID-19 misinformation online

Recent research suggests that shifting users’ attention to accuracy increases the quality of news they subsequently share online. Here we help develop this initial observation into a suite of deployable interventions for practitioners. We ask (i) how prior results generalize to other approaches for prompting users to consider accuracy, and (ii) for whom these prompts are more versus less effective. In a large survey experiment examining participants’ intentions to share true and false headlines about COVID-19, we identify a variety of different accuracy prompts that successfully increase sharing discernment across a wide range of demographic subgroups while maintaining user autonomy.
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Research questions
There is mounting evidence that inattention to accuracy plays an important role in the spread of misinformation online. Here we examine the utility of a suite of different accuracy prompts aimed at increasing the quality of news shared by social media users.

- Which approaches to shifting attention towards accuracy are most effective?
- Does the effectiveness of the accuracy prompts vary based on social media user characteristics? Assessing effectiveness across subgroups is practically important for examining the generalizability of the treatments and is theoretically important for exploring the underlying mechanism.

Essay summary
- Using survey experiments with \( N = 9,070 \) American social media users (quota-matched to the
national distribution on age, gender, ethnicity, and geographic region), we compared the effect of different treatments designed to induce people to think about accuracy when deciding what news to share. Participants received one of the treatments (or were assigned to a control condition), and then indicated how likely they would be to share a series of true and false news posts about COVID-19.

- We identified three lightweight, easily-implementable approaches that each increased sharing discernment (the quality of news shared, measured as the difference in sharing probability of true versus false headlines) by roughly 50%, and a slightly more lengthy approach that increased sharing discernment by close to 100%. We also found that another approach that seemed promising ex ante (descriptive norms) was ineffective. Furthermore, we found that gender, race, partisanship, and concern about COVID-19 did not moderate effectiveness, suggesting that the accuracy prompts will be effective for a wide range of demographic subgroups. Finally, helping to illuminate the mechanism behind the effect, the prompts were more effective for participants who were more attentive, reflective, engaged with COVID-related news, concerned about accuracy, college-educated, and middle-aged.

- From a practical perspective, our results suggest a menu of accuracy prompts that are effective in our experimental setting and that technology companies could consider testing on their own services.

**Implications**

The spread of inaccuracies on social media — including political “fake news” (Lazer et al., 2018; Pennycook & Rand, 2021) and COVID-19 misinformation (Pennycook, McPhetres et al., 2020) — is a topic of great societal concern and focus of academic research. Of particular importance is identifying approaches that technology companies could directly use to combat online misinformation. Here we focus on reducing the sharing of misinformation because simply being exposed to misinformation can increase subsequent belief (Pennycook et al., 2018). Thus, it is especially important to prevent initial exposure. To that end, we explore the effectiveness of shifting users’ attention toward accuracy. Recent work suggests that misinformation sharing often occurs, not because people purposefully share news they know is inaccurate, but because people are distracted or focused on other elements when deciding what to share. As a result, shifting attention towards accuracy can help people attend to their existing — but often latent — capacity and desire to discern truth from falsehood, for both political misinformation (Fazio, 2020; Jahanbakhsh et al., 2021; Pennycook et al., 2021) and COVID-19 misinformation (Pennycook, McPhetres et al., 2020). This approach is particularly appealing because it does not require technology companies to decide (e.g., via machine learning or human moderators) what is true versus false. Rather, emphasizing accuracy helps users exercise the (widely held; see Pennycook et al., 2021) desire to avoid sharing inaccurate content, preserving user autonomy. This approach is also appealing from a practical perspective because accuracy prompts are scalable (unlike, for example, professional fact-checking, which is typically slow and only covers a small fraction of all news content; Pennycook, Bear et al., 2020).

Here, we advance the applicability of accuracy prompt interventions by asking which such interventions are effective. We focused on COVID-19 misinformation, and began by replicating prior findings (Pennycook et al., 2021; Pennycook, McPhetres et al., 2020) that, in the absence of any intervention, headline veracity has little impact on sharing intentions — despite participants being fairly discerning when asked to judge the accuracy of the headlines. That is, there is a substantial disconnect between accuracy judgments and sharing intentions.

We then compared the relative effectiveness of several different ways to induce people to think about accuracy, all delivered immediately prior to the sharing task. We found that (i) asking participants to judge
the accuracy of a non-COVID-19 related headline, (ii) providing minimal digital literacy tips, and (iii) asking participants how important it was to them to share only accurate news, all increased sharing discernment by roughly 50% (3 percentage points); and that (iv) asking participants to judge the accuracy of a series of 4 non-COVID-19–related headlines (and providing corrective feedback on their responses) increased sharing discernment by roughly 100% (6 percentage points), all by decreasing the sharing of false but not true headlines. Conversely, (v) informing participants that other people thought it was important to share only accurate news (providing “descriptive norm” information) was ineffective on its own but may have increased the effectiveness of other approaches when implemented together.

From a practical perspective, these findings demonstrate that accuracy prompt effects are not unique to the particular implementations used in prior work and provide platform designers with a menu of effective accuracy prompts to choose from (and ideally cycle through, to reduce adaption and banner blindness) when creating user experiences to increase the quality of information online. Our results also suggest important directions for future research, such as assessing how long the effects last, how quickly users become insensitive to repeated treatment, and how our results would generalize cross-culturally. Additionally, further work is required to test the ecological validity of these interventions across different online services (querying a search engine versus browsing a social media feed, for example) and other content verticals where accuracy might be important.

From a theoretical perspective, we found that the treatments operate by reducing the disconnect between accuracy judgments and sharing intentions observed in the baseline condition: By shifting participants’ attention to accuracy, we increased the link between a headline’s perceived accuracy and its likelihood of being shared. The observation that approaches (i), (ii), and (iii) were equally effective sheds further light on the mechanism driving these effects. In particular, the tips (ii) were no more effective than merely having participants make an accuracy judgment (i), suggesting that the treatments work almost entirely by priming accuracy, rather than via knowledge transmission per se. Explicitly stating a commitment to accuracy (iii) was no more effective than the simple accuracy prime (i), indicating that the mechanism is not commitment per se, either. This is promising from an applied perspective, as it suggests that simply shifting attention to accuracy can be effective in and of itself, and that this can be done in a wide variety of ways.

We also examined whether the effect of these treatments varied based on numerous user characteristics. We found various moderators that support our proposed mechanism. Foremost, the treatment was more effective for participants who were more attentive, consistent with the idea that one must notice the treatments in order to be affected. The effect was also stronger among people who placed greater importance on sharing only accurate news, consistent with the idea that shifting attention to accuracy should increase sharing discernment only insofar as the user actually cares about accuracy (as formalized by a limit-attentioned utility model in Pennycook et al. [2021]). Finally, the effect was stronger among those who engaged in more analytic thinking, self-reported engaging with COVID-related news to a greater extent, and were college-educated, all of which are consistent with the idea that these users seem likely to have a greater knowledge base upon which to draw when evaluating the headlines (or a greater ability to do so); although importantly the treatment still significantly increased sharing discernment among less analytic, less COVID-19-news engaged, and non-college educated participants. These all support our interpretation that our treatment effect, across conditions, is driven by increased attention to accuracy — as does a headline-level analysis finding that the effect of the treatments on sharing of a given headline is strongly correlated with the perceived accuracy of that headline.

Furthermore, we found no evidence that the treatment effect on sharing discernment varied significantly based on gender, race, partisanship, or concern about COVID-19; and although the treatment effect did vary non-linearly with age (such that it was most effective for middle-aged participants), sharing discernment was significantly increased for all age groups (18–34, 35–50, 50–64, 65+). From a practical perspective, these results suggest that accuracy prompts are likely to work for diverse groups of users,
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even those who may approach sharing in a motivated way (e.g., those who are not concerned about COVID-19 or who may be motivated to downplay COVID risks). This indicates that the intervention is widely applicable.

Together, our results help to inform social media platforms, civil society organizations, and policy makers about how to most effectively prompt users to consider accuracy online. We hope that our work will help guide efforts to reduce the spread of misinformation online.

Findings

A disconnect exists between accuracy judgments and sharing intentions

Consistent with past work, we found that sharing intentions were much less discerning than accuracy judgments; see Figure 1. When asked to judge the accuracy of 20 COVID-19 related headlines (half true, half false), participants displayed a fair level of discernment: True headlines were much more likely to be rated as accurate (67.7%) than false headlines (40.9%; \( p < .0001 \)). When a separate group of participants recruited at the same time were instead asked if they would share the same set of headlines online, the results were strikingly different: Veracity had no significant impact on sharing intentions (True headlines 54.1%, False headlines 48.3%, \( p = .19 \); interaction between condition and veracity, \( p < .0001 \)).

Various accuracy prompts increase sharing discernment

We then assessed the impact of eight different experimental treatments on sharing intentions of true versus false headlines (sample materials are shown in Figure 2). Each treatment was administered prior to the beginning of the news sharing task, as follows:

1. In the "Evaluation" treatment, as in Pennycook et al. (2021) and Pennycook, McPhetres et al. (2020), participants were asked to evaluate the accuracy of a single non-COVID-related headline
— thereby priming the concept of accuracy when the participants continued on to the sharing task.

2. In the "Long Evaluation" treatment, participants evaluated the accuracy of eight non-COVID-related headlines (half true, half false). After each headline, they were (accurately) informed about whether their answer was correct or incorrect and whether the preceding headline was “a real news headline” or “a fake news headline.” No source was provided for the answers we provided to them.

3. In the "Importance" treatment, as in Pennycook et al. (2021), participants were asked "How important is it to you that you share only news articles on social media (such as Facebook and Twitter) if they are accurate?"

4. In the "Tips" treatment, participants were provided with four simple digital literacy tips, taken from an intervention developed by Facebook (Guess et al., 2020).

5. In the "Generic Norms" treatment, participants were informed that over 80% of past survey respondents said it was important to think about accuracy before sharing.

6. In the "Partisan Norms" treatment, participants were informed that 8 out of 10 past survey respondents said it was "very important" or "extremely important" to share only accurate news online, and that this was true of both Democrats and Republicans.

7. In the "Tips+Norms" treatment, participants were shown both the "Partisan Norms" treatment and the "Tips" treatment, in that order.

8. In the "Importance+Norms" treatment, participants were shown both the "Importance" treatment and the "Partisan Norms" treatment, in random order.

---

**Figure 2. Sample materials for the evaluation treatment, importance treatment, tips treatment, and partisan norms treatment.** The generic norms treatment had the same image as the partisan norms treatment but used the text “Did you know, over 80% of past survey respondents say it’s important to think about accuracy before sharing news on social media?”
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Figure 3. Effect of accuracy prompt interventions. (A) Percentage point change in sharing probability of true and false headlines caused by each treatment relative to the control. (B) Percent change in discernment (sharing probability of true headlines minus sharing probability of false headlines) caused by each treatment relative to the control. Sample size for each treatment shown (control condition included 2,100 participants). Error bars indicate 95% confidence intervals.

For each treatment, the percentage point change relative to the control in sharing of true and false headlines is shown in Figure 3(A), and the percent change relative to the control in sharing discernment is shown in Figure 3(B). As can be seen, the Evaluation, Tips, and Importance treatments significantly increased sharing discernment ($p < 0.001$ for all except $p = 0.010$ for Importance), whereas the two norms-
only treatments did not significantly affect sharing discernment ($p = 0.54$ for Generic Norms, $p = 0.22$ for Partisan Norms). The increase in sharing discernment for the effective treatments was largely driven by a decrease in the probability of sharing false news ($p < 0.05$ for all, except for Evaluation at $p = 0.075$ and Importance+Norms at $p = 0.081$; aggregating all treatments, $p < 0.001$), rather than a change in the probability of sharing true news ($p > 0.22$ for all). The effective treatments led to significantly larger increases in sharing discernment than the (ineffective) norms treatments ($p < 0.05$ for all comparisons, except for Importance versus Partisan Norms, $p = 0.31$). Among the effective treatments, Long Evaluation was significantly more effective than most of the other treatments ($p < 0.05$ for all except for Long Evaluation versus Tips+Norms at $p = 0.152$), while there were few significant differences between the other effective treatments ($p > 0.05$ for all, except for Importance being significantly less effective than Tips+Norms, $p = 0.002$ and Importance+Norms, $p = 0.046$).

The treatments operate by narrowing the gap between accuracy perceptions and sharing intentions

Next, we examined the mechanism underlying the observed treatment effect. To do so, we conducted a headline-level analysis. For each headline, we calculated its perceived accuracy (breaking down the accuracy data in Figure 1 by headline) and the overall impact of the effective treatments on sharing intentions for that headline (average sharing intention among participants in any of the effective treatments minus average sharing intention among control participants; excludes participants in the two norms treatments). As shown in Figure 4, we find a strong positive correlation ($r(18) = 0.742, p < 0.001$), such that the more inaccurate a headline seemed to participants, the more its sharing was decreased by the treatments. In other words, the disconnect between perceived accuracy and sharing intentions was smaller in the treatments than in the control.

![Figure 4. Treatments reduce sharing of headlines to the extent that they seem inaccurate. Shown is one point per headline, with perceived accuracy among participants in the Accuracy-Only condition on the x-axis, and average change in sharing intentions caused by the treatments on the y-axis.](image)

Does the treatment effect size vary based on user characteristics?

By looking at the three-way interaction between headline veracity, treatment, and various covariates of interest, we can assess heterogeneous treatment effects based on each covariate. Because higher order
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interactions require substantially more statistical power (i.e., larger sample size) to detect, we do not investigate differences between treatments, but instead compare the control to have received any of the effective treatments (and exclude the two norms treatments) for this analysis. Because these analyses are exploratory and involve a substantial number of tests, we adjust for the possibility of false positives that arises from conducting multiple comparisons by applying the Holm–Bonferroni correction to the reported $p$-values (Holm, 1979).

We find significant positive 3-way interactions between veracity, treatment, and the following variables (such that each variable is associated with a larger treatment effect): the number of attention checks passed by the participant ($p_{holm} < 0.001$), self-reported importance placed on sharing only accurate content ($p_{holm} = 0.039$), self-reported tendency to seek out news about COVID-19 ($p_{holm} = 0.008$), the tendency to stop and think rather than going with one’s intuitive first responses ($p_{holm} = 0.007$) as measured behaviorally using the Cognitive Reflection Test (a series of questions with intuitively compelling but wrong answers), education (college degree or higher, $p_{holm} = 0.026$), and age ($p_{holm} = 0.045$, joint significance test of linear and quadratic terms).

Conversely, we find no significant moderation based on participants’ preference for the Republican versus Democratic party ($p_{holm} = 0.746$), concern about COVID-19 ($p_{holm} = 0.555$), race ($p_{holm} = 0.179$), or gender ($p_{holm} = 0.895$).

Methods

From April 27 to May 21, 2020, we conducted five waves of data collection. A total of 11,237 participants began the study, of which 9,070 participants completed the survey (and thus constitute our final sample); $m_{age} = 44.5$; 44.9% male, 54.2% female, 0.9% other; 72.4% White/Caucasian.

Participants were recruited using Lucid, an aggregator of survey platforms that provides samples that are quota matched to the U.S. on age, gender, race, and geographic region. In all waves, participants were shown 20 online news cards (e.g., the combination of a headline, an image, and a source) pertaining to COVID-19. Half were true and half were false. For a list of the headlines used, see Table 2; full experimental materials are available at https://osf.io/hu4k2/. In all conditions except for the Accuracy-Only condition, participants were asked “Would you consider sharing this story online (for example, through Facebook or Twitter)?” (No/Yes binary response); in the Accuracy-Only condition, they were asked “To the best of your knowledge, is the claim in the above headline accurate?” The sharing intentions input screen for a sample true and false headline are shown in Figure 4. Although we measure sharing intentions rather than actual sharing, some evidence in support of the validity of this self-report measure comes from the observation that news headlines that Mechanical Turk participants report a higher likelihood of sharing indeed received more shares on Twitter (Mosleh et al., 2020); as well as the observation that accuracy prompts increase sharing discernment for political headlines using both self-report sharing intentions and actual sharing in a Twitter field experiment (Pennycook et al., 2021).

As described in detail above, in addition to the Accuracy-Only condition and a control condition, we ran 8 treatments that consisted of short accuracy prompts administered immediately prior to the sharing task (see Table 1 for a list of which treatments were included in each wave of data collection).

Prior to the main task, participants indicated their level of concern about COVID-19 and the extent to which they had been following COVID-19–related news. Following the main task, participants completed the Cognitive Reflection Test (Frederick, 2005), the question about the importance of sharing only accurate news (except for participants in the Importance treatment, who completed this question at the study outset), and demographics. We measured ethnicity with the following labels (White/Caucasian, Asian, Black or African American, American Indian or Alaska Native, Native Hawaiian or Pacific Islander, other), and gender with the following labels (Male, Female, Transgender Male, Transgender Female,
Trans/non-binary, not listed, prefer not to answer). Ethnicity and gender are important to consider for this study to check that the intervention works for a diverse set of participants.

All $p$-values are calculated using linear regression where the dependent variable is the participant’s choice (share/don’t share for all conditions except for the Accuracy-Only condition where the choice was true/false), with two-way standard errors clustered on participant and headline to account for the non-independence of repeated choices from the subject, and repeated choices for the same headline. The independent variables were an indicator variable for headline veracity ($0 = \text{false}, 1 = \text{true}$), indicator variables for each treatment, and interactions between veracity and each treatment indicator (capturing the effect of each treatment on sharing discernment), as well as indicators for wave (to account for variation across waves in baseline sharing rates). For the two treatments that were administered in multiple waves (Evaluation and Tips), we included separate indicator variables for each treatment-wave combination and used an average of the two coefficients weighted by the treatment sample size in each wave (using bootstrapping to calculate confidence intervals for plotting). For the moderation analyses, we used a single “treated” indicator ($0 = \text{control}, 1 = \text{any of the effective treatments}$), and interacted the veracity indicator, the treated indicator, and the veracity $\times$ treated interaction with the covariate of interest.

**Table 1.** Details of the five waves of data collection. Sharing discernment in the control did not differ significantly across waves.

| Wave | Date       | N    | Conditions                               |
|------|------------|------|------------------------------------------|
| 1    | 4/27/20    | 403  | Control, Accuracy-Only                   |
| 2    | 4/28/20    | 1192 | Control, Evaluation, Long Evaluation     |
| 3    | 5/1/20     | 2081 | Control, Evaluation, Tips, Generic Norms |
| 4    | 5/5–5/6    | 2778 | Control, Tips, Partisan Norms, Tips+Norms|
| 5    | 5/20–5/21  | 2616 | Control, Importance, Importance+Norms   |

**Table 2.** Headlines used in the study.

| Veracity | Headline                                                                                       |
|----------|------------------------------------------------------------------------------------------------|
| False    | Clinton-Owned Medical Supply Company Quadruples Price for Ventilators and Masks                |
| False    | Coconut oil’s history in destroying viruses, including Coronaviruses.                           |
| False    | COVID-19 is Now Mutating into Something Indescribable That is Now Found in Brazil! Governor Cuomo Signs Law Using Coronavirus as an Excuse to Take ‘Temporary’ Dictatorial Powers - Blunt Truth |
| False    | Mark of the Beast: Gates Wants Coronavirus Patients Implanted with Quantum-Dot Tattoos         |
| False    | Covid-19’s meant to be the new Black Death, but in Britain no more people are than NORMAL. What does this say... |
| False    | HUGE! MN Senator and Dr. Reveals HHS Document Coached Him on How to Overcount COVID-19 Cases -- WITH COPY O.... |
| False    | Roberston Blames Coronavirus On Oral Sex, ‘Lady Chemicals’ - The Business Standard News Teen Who Died of Covid-19 Was Denied Treatment Because He Didn’t Have Health Insurance |
| False    | Vitamin C protects against Coronavirus                                                        |
| True     | Amazon plans to prosecute sellers for price gouging during coronavirus outbreak                |
| True     | CDC: Coronavirus spread may last into 2021, but impact can be blunted                          |
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True
- Hear what Barack Obama said in 2014 about pandemics - CNN Video
- Ohio man dies from COVID-19 after criticizing governor’s coronavirus lockdown as ‘madness’
- Vegas invited homeless to parking lot after coronavirus closed shelter
- ‘There are more important things than living’ says Texas Lieutenant Governor
- Trump letter attacking Schumer is sent as President says ‘this is not the time for politics’
- Trump spent the last 2 years slashing the government agencies responsible for handling the coronavirus outbreak
- In unprecedented move, Treasury orders Trump’s name printed on stimulus checks
- U.S. sent millions of face masks to China early this year, ignoring pandemic warning signs

Figure 5. Sharing intentions input screen for a sample true (left) and false (right) headline.
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