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Abstract

An operator set is functionally incomplete if it can not represent the full set \{\neg, \lor, \land, \rightarrow, \leftrightarrow\}. The verification for the functional incompleteness highly relies on constructive proofs. The judgement with a large untested operator set can be inefficient. Given with a mass of potential operators proposed in various logic systems, a general verification method for their functional completeness is demanded. This paper offers an universal verification for the functional completeness. Firstly, we propose two abstract operators \(\hat{R}\) and \(\bar{R}\), both of which have no fixed form and are only defined by several weak constraints. Specially, \(\hat{R}_≥\) and \(\bar{R}_≥\) are the abstract operators defined with the total order relation \(≥\). Then, we prove that any operator set \(R\) is functionally complete if and only if it can represent the composite operator \(\hat{R}_≥ \circ \bar{R}_≥\) or \(\bar{R}_≥ \circ \hat{R}_≥\). Otherwise \(R\) is determined to be functionally incomplete. This theory can be generally applied to any untested operator set to determine whether it is functionally complete.
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1. Introduction

A set of truth function operators (or propositional connectives) is functionally complete if and only if all formulas constructed by \{\neg, \lor, \land, \rightarrow, \leftrightarrow\} can also be defined only based on that operator set. Otherwise the operator set is functionally incomplete [1].
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Determining whether a given operator set is functionally complete has both theoretical significance and practical value. For logic theories, verifying the functional completeness helps to analyse the mathematical properties of a given logic system defined with non-classical operators [2, 3, 4]. For logic applications, the functionally complete set acts as the key unit in logic circuits and is the designed to realize demanded logic operation efficiently [5, 6, 7, 8, 9, 10].

However, the definition of functional completeness can not provide a direct and efficient verification method for itself. For an untested operator set, the verification for its functional completeness usually relies on constructive proofs. There have been abundant researches that demonstrate object-specific verification proofs for the functional completeness of various truth function operator families. For a given truth function operator family, they develop self-contained and focused method to confirm the function completeness [11, 12, 13, 14]. As for the much more general cases, a simple characterization method of functionally complete operator sets is proposed by researchers from [15], but the operator set is limited to be one-element.

To offer a general verification for the functional incompleteness of any given operator set, our work includes following parts:

- At first, we define two abstract truth function operators ˘ R and ˆ R in Subsection 3.1. They are abstract since they have no fixed forms and are defined only by several weak and elementary constraints. Thus, they can represent any operator satisfies those conditions. Specially, if the abstract operators are defined with the total relation ≥, we mark them as ˘ R≥ and ˆ R≥.

- At second, we analyse the properties of those two abstract operators ˘ R and ˆ R in Subsection 3.2. Then, in Subsection 3.3, we show the connection between abstract operators and the known operators, where the relation between ˆ R≥ and ¬ is confirmed.

- At third, we propose a new conception called semi-expressiveness in Subsection 3.4. For any given operator set \( \mathcal{R} \), it’s semi-expressive for \( \{ ˘ R, ˆ R \} \) if and only if it can represent ˘ R○ ˆ R or ˘ R○ ˘ R. Moreover, we prove if \( \mathcal{R} \) is semi-expressive for \( \{ ˘ R, ˆ R \} \), then it can represent ˘ R and ˆ R.

- Finally, we prove that any operator set \( \mathcal{R} \) is functionally complete if and only if it is semi-expressive for \( \{ ˘ R, ˆ R \} \) in Subsection 3.5, which can offer a general verification for the functional completeness of any operator set. And in Subsection 3.6, this theory is demonstrated to verify the functional completeness of several operator sets.
Our theory is demonstrated in a general but elementary form. All definitions and theorems are proposed to be self-contained.

2. Review of elementary definitions

To provide a clear vision, we propose a brief review for several elementary conceptions directly relevant with functional completeness. Later in the further introduction of our theory, all notations will follow the sign convention reviewed in this section.

2.1. Truth function operators, truth value set and the valuation mapping

Here we propose the sign convention for truth value set, truth function operators and the valuation mapping respectively.

The truth value set can be defined in various forms according to the demands of different logic systems. In our research, we only focus on the basic properties of it, which is given as following:

**Definition 2.1.** Let \( V \subset [0, 1] \) be the truth value set, which satisfies

- \( \{0, 1\} \subset V \);
- \( \forall v \in V, \) there is \( 1 - v \in V \).

Since we don’t carry out object-specific analysis for any logic system, the truth function operator concerned in our research is proposed in a general form.

**Definition 2.2.** Let \( \mathcal{R} = \bigcup_n \mathcal{R}^n \) be the set of all truth function operators needed to be analysed, where \( \mathcal{R}^n = \{ R \mid R : V^n \to V \} \) denotes the set of all \( n \)-adic truth function operators in \( \mathcal{R} \).

Given with a set of operators, we can represent formulas (or proportions) based on them. Thus, the syntax of a logic language can be defined.

**Definition 2.3.** Let \( LP(\mathcal{R}) \) be the set of all formulas constructed based on the truth function operators of \( \mathcal{R} \).

The valuation mapping is used to assign truth value for a given formula and define the semantics for the logic language. From the perspective of algebra, it acts as the homomorphic mapping between the formula set to the truth value set.

**Definition 2.4.** Let \( v : LP(\mathcal{R}) \to V \) be the valuation function that determines the truth value of each formula in \( LP(\mathcal{R}) \). Note that \( v \) is the homomorphic mapping between \( LP(\mathcal{R}) \) and \( V \), such that for any \( R \) of \( \mathcal{R}^n \), there is

\[
\forall \phi_1, \ldots, \phi_n \in LP(\mathcal{R}), \quad v(R(\phi_1, \ldots, \phi_n)) = R(v(\phi_1), \ldots, v(\phi_n)).
\]
2.2. Functionally complete set

After the syntax and semantics of the logic language is reviewed in general forms, we turn to defining the functional completeness.

Definition 2.5. Any operator set $\mathcal{R}$ is functionally complete if and only if for every formula $\phi$ constructed using the full set of operators $\{\neg, \vee, \wedge, \rightarrow, \leftrightarrow\}$, there is at least one formula $\psi$ of $LP(\mathcal{R})$ satisfies $\models (\phi \leftrightarrow \psi)$.

For convenience, we refer the property proposed in Definition 2.5 as that $\mathcal{R}$ can represent $\{\neg, \vee, \wedge, \rightarrow, \leftrightarrow\}$. The functional completeness of a truth function operator set is of great significance, since it determines how expressive a logic language defined based on that operator set is.

Moreover, in the studies relevant with functional completeness, the minimum functionally complete set often plays an important role, which is given by

Definition 2.6. For a given functionally complete set $\mathcal{R}$, if any proper subset $\mathcal{R}'$ of it is functionally incomplete, then it is a minimum functionally complete set.

In summary, we have reviewed the elementary conceptions related to the truth function operator set and the functional completeness. They will be frequently used in further analyses.

3. Our work: a general verification for functional completeness

We then turn to introducing our work. In our theory, we start with defining two new abstract $\hat{R}$ and $\tilde{R}$, then we propose the sufficient and necessary condition for a operator set $\mathcal{R}$ to be functionally complete step by step.

3.1. Abstract truth function operators $\hat{R}$ and $\tilde{R}$

A general verification method should be able to fit any truth function operator set. Although we can not enumerate all possible truth function operators, we can still try to summarize their key properties closely related to the functional completeness. In our research, we use two abstract operators to contain those properties. An abstract operator is the truth function operator that has no fixed form and defined only by several elementary constraints, which can offer a general and abstract representation for a family of operators.

To make our work easy to follow, we start with giving brief definitions of those two abstract operators in this subsection. In later analyses, we will show the idea behind them and the relation between them and functional completeness systematically.

Before our analyses, for convenience, we define a sign mark related to the total order relation to simplify our introduction process.
**Mark 3.1.** For any element $x$ and a non-empty set $Y$, if there exists a total order relation such that $x \triangleright y$ for each $y$ in $Y$, then we mark it as $x \triangleright Y$. Dually, we can define $Y \triangleright x$.

Then, there are two abstract truth function operators defined in our research, they are the choice operator $\check{R}$ and the modification operator $\hat{R}$.

**Definition 3.2.** We define the choice operator as $\check{R} : V^n \to V$ with $n \geq 2$. It has no fixed form and is given by

$$v \left( \check{R} (\phi_1, \ldots, \phi_n) \right) = v (\phi_i), \; i \in \mathbb{Z} \cap [1, n],$$

(2)

where there exists a total order relation $\triangleright$ such that $v (\phi_i) \triangleright \{ v (\phi_j) \mid j \neq i \}$.

Based on **Definition 3.2**, it can be seen that the choice operator $\check{R}$ is proposed in a very general form. We can simply treat $\{ v (\phi_i) \}_{i \in I}$ as a set defined with a total order relation, then $\check{R}$ select the greatest element in it.

**Definition 3.3.** We define the modification operator $\hat{R} : V \to V$. It has no fixed form neither, and it satisfies if $v \left( \check{R} (\phi_1, \ldots, \phi_n) \right) = v (\phi_i)$ and $v (\phi_i) \triangleright \{ v (\phi_j) \mid j \neq i \}$, then

- $\{ v \left( \hat{R} (\phi_j) \right) \mid j \neq i \} \triangleright v \left( \hat{R} (\phi_i) \right)$;
- $v \left( \hat{R} \circ \hat{R} (\phi_i) \right) = v (\phi_i)$;

Note that $\circ$ denotes the composite of functions. For example, $\left( \hat{R} \circ \hat{R} \right) (\phi_i) = \hat{R} \left( \hat{R} (\phi_i) \right)$. In **Definition 3.3**, the modification operator $\hat{R}$ is defined dependently. A modification operator needs to correspond to at least one choice operator. Given that a choice operator can select the greatest element under a total order relation $\triangleright$, the modification operator can propose the inverse relation of $\triangleright$.

Apart of that, for convenience, we propose a sign convention for the modification operator $\hat{R}$, which is given as

**Mark 3.4.** When the modification operator $\hat{R}$ is applied to a set of formulas $\{ \phi_1, \ldots, \phi_n \}$ respectively, we mark that $\hat{R} (\phi_1, \ldots, \phi_n) = \{ \hat{R} (\phi_1), \ldots, \hat{R} (\phi_n) \}$. 
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3.2. The properties of abstract truth function operators \( \hat{R} \) and \( \hat{\hat{R}} \)

After defining abstract truth function operators \( \hat{R} \) and \( \hat{\hat{R}} \), here we analyse several basic characters of them.

Firstly, since the modification operator \( \hat{\hat{R}} \) defined in Definition 3.3 can propose the inverse relation for a given total order relation \( \succ \), it’s easy to know the following theorem.

**Theorem 3.5.** If there exists a total order relation \( \succ \) such that \( v(\phi) \succ v(\psi) \), then \( v(\hat{\hat{R}}(\psi)) \succ v(\hat{\hat{R}}(\phi)) \).

**Proof.**

For the choice operator \( \hat{R} : V^n \to V \), assume that \( n = 2 \). Based on Definition 3.2 if \( v(\phi) \succ v(\psi) \), then \( v(\hat{R}(\phi,\psi)) = v(\phi) \). Based on Definition 3.3 there is \( v(\hat{\hat{R}}(\psi)) \succ v(\hat{\hat{R}}(\phi)) \). \( \square \)

Secondly, being able to define the inverse relation for a given total order relation, the modification operator \( \hat{\hat{R}} \) itself can be proved as a bijection.

**Theorem 3.6.** The modification operator \( \hat{\hat{R}} : V \to V \) is a bijection from \( V \) to \( V \).

**Proof.**

Our proof is demonstrated with two steps.

- At first, we prove that \( \hat{\hat{R}} \) is injective by reduction to absurdity. Assume \( \hat{\hat{R}} \) is not injective, then
  \[
  \exists v_i \neq v_j \in V, \quad \hat{\hat{R}}(v_i) = \hat{\hat{R}}(v_j) = v_k, \tag{3}
  \]
  based on Definition 3.3, there is
  \[
  v_i = (\hat{R} \circ \hat{\hat{R}})(v_i) = \hat{\hat{R}}(v_k) = (\hat{\hat{R}} \circ \hat{R})(v_j) = v_j, \tag{4}
  \]
  which is contradicts with (3). Thus, \( \hat{\hat{R}} \) must be injective.

- At second, we prove that \( \hat{\hat{R}} \) is a surjection. For convenience, we mark the domain of definition as \( \text{dom} \setminus \hat{\hat{R}} \) and mark the value range as \( \text{ran} \setminus \hat{\hat{R}} \). Assume that \( \hat{\hat{R}} \) is not a surjection, then there exist \( v_j \in \text{ran} \setminus \hat{\hat{R}} \) such that for all \( v_i \in \text{dom} \setminus \hat{\hat{R}} \), \( \hat{\hat{R}}(v_i) \neq v_j \). Then, since \( \text{dom} \setminus \hat{\hat{R}} = \text{ran} \setminus \hat{\hat{R}} \), there must be
  \[
  \exists v_k \in \text{ran} \setminus \hat{\hat{R}} \setminus \{v_i \mid \hat{R}(v_i) = v_k\} \setminus v_k > 1, \tag{5}
  \]
  based on Definition 3.3, (5) can implies the same contradiction in (4). Thus, \( \hat{\hat{R}} \) must be a surjection.
Combine those two conclusions, we can finish our proof. \(\square\)

Theorem 3.5 shows an important property of the modification operator \(\hat{R}\). Given that it’s a bijection for \(V\) to \(V\), there are a lot of theorems can be applied to it to simplify our proofs (such as the proof of Theorem 3.9).

Thirdly, we also pay special attention to the properties of the composite operators \(\hat{R} \circ \hat{R}\) and \(\hat{R} \circ \hat{R}\), in the following theorem, we will analyse what those composite operators can imply on the truth value of given formulas.

**Theorem 3.7.** If \(v\left(\hat{R} (\phi_1, \ldots, \phi_n)\right) = v(\phi_i)\) and \(v(\phi_i) \triangleright \{v(\phi_j) \mid j \neq i\}\), then we know

- assume \(v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_1, \ldots, \phi_n)\right) = v\left(\hat{R} (\phi_k)\right)\), then \(v(\phi_i) \triangleright \{v(\phi_j) \mid j \neq i\} \triangleright v(\phi_k)\);
- there is \(v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_1, \ldots, \phi_n)\right) = v\left(\hat{R} (\phi_i)\right)\).

**Proof.** We respectively prove those two properties.

- For the first property, it’s clear that
  
  \[v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_1, \ldots, \phi_n)\right) = v\left(\hat{R} (\hat{R} (\phi_1), \ldots, \hat{R} (\phi_n))\right),\]  \(6\)
  
  \[= v\left(\hat{R} (\phi_k)\right),\]  \(7\)

  based on Definition 3.2 it’s clear that \(v\left(\hat{R} (\phi_k)\right) \triangleright \{v\left(\hat{R} (\phi_j)\right) \mid j \neq k\}\).

  Given Theorem 3.7 we can know
  
  \(\forall j \neq k, \quad v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_j)\right) \triangleright v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_k)\right),\]  \(8\)

  which implies that
  
  \[\begin{align*}
  \{v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_j)\right) \mid j \neq k\} & \triangleright v\left(\left(\hat{R} \circ \hat{R}\right) (\phi_k)\right), \quad (9) \\
  \{v(\phi_j) \mid j \neq k\} & \triangleright v(\phi_k). \quad (10)
  \end{align*}\]

  Since \(v(\phi_i) \triangleright \{v(\phi_j) \mid j \neq i\}\), there is
  
  \(v(\phi_i) \triangleright \{v(\phi_j) \mid j \neq i \text{ and } j \neq k\} \triangleright v(\phi_k),\)  \(11\)

  which finishes the proof.

- The proof of the second property can be directly obtained based on that
  
  \(v\left(\hat{R} (\phi_1, \ldots, \phi_n)\right) = v(\phi_i).\)  \(\square\)
3.3. The connection between abstract operators and known operators

In Subsection 3.1, we have suggested that \( \tilde{R} \) and \( \hat{R} \) can be treated as the general and abstract representation for a family of operators with fixed forms. Up to now, we have analysed several elementary properties of those two abstract operators. We then turn to indicating the underlying connection between abstract operators and other known operators.

Those two abstract operators are defined based on the total order relation. Since we need to talk about different known operators defined in fixed forms, we define a sign convention to distinguish between different total order relations.

**Mark 3.8.** To distinguish between different total order relations, we define if there exists a total order relation \( \triangleright \) such that \( v(\tilde{R}(\phi_1,\ldots,\phi_n)) = v(\phi_i), \ i \in \mathbb{Z} \cap [1,n] \) and \( v(\phi_i) \triangleright \{v(\phi_j) \mid j \neq i\} \), then the choice operator is marked as \( \tilde{R}_c \). And the corresponding modification operator is marked as \( \hat{R}_c \).

We are specially interested in the situation where those two abstract operators are defined with \( \geq \) (greater than or equal to) and \( \leq \) (less than or equal to), both of which are the most basic total order relations in the set of real numbers.

**Theorem 3.9.** If the choice operator is \( \tilde{R}_\geq \), then the corresponding modify operator \( \hat{R}_\geq \) must satisfy

\[
\hat{R}_\geq (v) = 1 - v. \tag{12}
\]

And the same conclusion can be obtained when the choice operator is \( \tilde{R}_\leq \).

**Proof.** To prove Theorem 3.9 we can prove that (12) is the sufficient and necessary condition for that \( \hat{R}_\geq \) satisfies the Theorem 3.5

- At first, the sufficiency is trivial to prove based on

\[
\forall v_i \geq v_j \in V, \ (1 - v_j) \geq (1 - v_i). \tag{13}
\]

- At second, we prove the necessity by reduction to absurdity. We assume a case where

\[
\exists v_i \in V, \ k \neq 0, \ \hat{R}_\geq (v_i) = 1 - v_i + k \in V, \tag{14}
\]

which implies that \( \hat{R}_\geq (v_i) \) doesn’t satisfy (12). And based on Definition 2.1, it can be known that \( v_i - k \in V \). Then, we further assume that

\[
\forall v_j \neq v_i - k \in V, \ \hat{R}_\geq (v_j) = 1 - v_j. \tag{15}
\]
Based on (14) and (15), we can define a situation where $\hat{R}_\geq$ can satisfy (12) when acts on all elements of $V$, except for $v_i$ and $v_i - k$. Since we have proved that $\hat{R}_\geq$ is a bijection from $V$ to $V$ in Theorem 3.6 given with (14) and (15), there must be

$$\hat{R}_\geq (v_i - k) = 1 - v_i.$$  \hspace{1cm} (16)

And it’s easy to know

$$\begin{cases} 
\hat{R}_\geq (v_i) \geq \hat{R}_\geq (v_i - k), & v_i \geq v_i - k \\
\hat{R}_\geq (v_i - k) \geq \hat{R}_\geq (v_i), & v_i - k \geq v_i,
\end{cases}$$ \hspace{1cm} (17)

which implies the contradiction with Theorem 3.5. Thus, the case assumed in (14) can not happen.

To sum up, we know that $\hat{R}_\geq (v) = 1 - v$ is the sufficient and necessary condition for that $\hat{R}_\geq$ satisfies Theorem 3.5 which finishes the proof. Following those proposed steps, we can also prove the conclusion for $\hat{R}_\leq$.

Theorem 3.9 shows a simple and clear result: when abstract operators are defined with $\geq$ and $\leq$, the modification operator has same function as the classical operator $\neg$ (we know $\neg (v) = 1 - v$). This inspires us to think about whether those two abstract operators can be used to $\{\neg, \lor, \land, \rightarrow, \leftrightarrow\}$ when they are defined with specific total order relations.

3.4. The semi-expressiveness for abstract operators

Before analysing the relation between the abstract operators and the functional completeness, here we propose a new conception that is called semi-expressiveness.

Definition 3.10. A operator set $\mathcal{R}$ is semi-expressive for $\{\hat{R}, \check{R}\}$ if there exist at least one set of operators $R_1, \ldots, R_k$ in it satisfy

$$v((R_1 \circ \cdots \circ R_k)(\phi_1, \ldots, \phi_n)) = v((\hat{R} \circ \check{R})(\phi_1, \ldots, \phi_n)),$$ \hspace{1cm} (18)

or

$$v((R_1 \circ \cdots \circ R_k)(\phi_1, \ldots, \phi_n)) = v((\check{R} \circ \hat{R})(\phi_1, \ldots, \phi_n)).$$ \hspace{1cm} (19)

In brief, a operator set $\mathcal{R}$ is semi-expressive for $\{\hat{R}, \check{R}\}$ means that merely based on the operators $\mathcal{R}$ contains, the composite operators $\hat{R} \circ \check{R}$ and $\check{R} \circ \hat{R}$ can be represented.

The choice operator $\check{R}$ can select the greatest element in a given subset of $V$ with a given total order relation $\triangleright$, and the modification operator can propose the inverse relation $\triangleleft$ of $\triangleright$. So we can see that
• if (18) is satisfied, then greatest element of a given subset of $V$ is selected under the total order relation $\triangleright$ and modified to be the least element;

• if (19) is satisfied, then least element of a given subset of $V$ is selected under the total order relation $\triangleright$ (the greatest element under $\triangleleft$ is the least element under $\triangleright$) and modified to be the greatest element.

In a word, a operator set $\mathcal{R}$ that is semi-expressive for $\{\hat{R}, \tilde{R}\}$ can realize the transformation between the least and greatest element in a given subset of $V$ with a total order relation.

Just as what have been mentioned for $\{\hat{R}, \tilde{R}\}$, the semi-expressiveness is the ability to represent the composite operators $\hat{R} \circ \tilde{R}$ and $\tilde{R} \circ \hat{R}$. It’s natural to wander if it also means the ability to represent $\hat{R}$ and $\tilde{R}$ respectively.

**Theorem 3.11.** If $\mathcal{R}$ is semi-expressive for $\{\hat{R}, \tilde{R}\}$, then $\mathcal{R}$ can represent $\hat{R}$ and $\tilde{R}$.

**Proof.** The following is our proof.

- For $\tilde{R}$,
  
  - if (18) is satisfied, we assume that $\tilde{R}(\phi_1, \ldots, \phi_n) = \phi_i$, then
    
    \[
    \left( \tilde{R} \circ \hat{R} \right) \left( \left( \tilde{R} \circ \hat{R} \right)(\phi_1, \ldots, \phi_n), \ldots, \left( \tilde{R} \circ \hat{R} \right)(\phi_n) \right) = \left( \tilde{R} \circ \hat{R} \right)(\phi_i) = \tilde{R}(\phi_i).
    \]

  Note that (23) is implied by that for any formula $\phi_i$, $\left( \tilde{R} \circ \hat{R} \right)(\phi_i) = \phi_i$, which is defined in **Definition 3.3**.

  - Else if (19) is satisfied, there is
    
    \[
    \left( \tilde{R} \circ \hat{R} \right) \left( \left( \tilde{R} \circ \hat{R} \right)(\phi_1, \ldots, \phi_1), \ldots, \left( \tilde{R} \circ \hat{R} \right)(\phi_n) \right) = \left( \tilde{R} \circ \hat{R} \right)(\phi_1, \ldots, \hat{R}(\phi_n)) = \tilde{R}(\phi_1, \ldots, \phi_n).
    \]
Based on what have been proved, we know if \( \mathcal{R} \) is semi-expressive for \( \{\hat{R}, \check{R}\} \), then \( \mathcal{R} \) can represent \( \check{R} \).

- For \( \hat{R} \), we know that no matter (18) or (19) is satisfied, there is

\[
\forall \phi_i, \left( \hat{R} \circ \check{R} \right) (\phi_i, \ldots, \phi_i) = \left( \check{R} \circ \hat{R} \right) (\phi_i, \ldots, \phi_i) = \hat{R} (\phi_i)
\]

Thus, if \( \mathcal{R} \) is semi-expressive for \( \{\hat{R}, \check{R}\} \), then \( \mathcal{R} \) can represent \( \check{R} \).

To summarize, we can finally draw a conclusion that Theorem 3.10 is true. \( \square \)

Up to now, we have prepared all the necessary definitions and theorems about the abstract operators. Later in the next subsection, we will use them to propose a sufficient and necessary condition of functional completeness.

3.5. A precise verification for the functional completeness

Here we propose our theorem of the sufficient and necessary condition of functional completeness.

**Theorem 3.12.** For a operator set \( \mathcal{R} \), it is functionally complete if and only if it is semi-expressive for \( \{\hat{R}_\geq, \check{R}_\geq\} \).

**Proof.** To prove the sufficient and necessary condition proposed in Theorem 3.12, our proof consists of two parts.

- At first, based on Theorem 3.10 we know that if \( \mathcal{R} \) is semi-expressive for \( \{\hat{R}_\geq, \check{R}_\geq\} \), then \( \mathcal{R} \) can represent \( \check{R}_\geq \) and \( \hat{R}_\geq \).

- At second, we prove the sufficiency, which means that every operator set that is semi-expressive for \( \{\hat{R}_\geq, \check{R}_\geq\} \) will be functionally complete. Given that \( \mathcal{R} \) can represent \( \check{R}_\geq \) and \( \hat{R}_\geq \), we can have following analyses.

  - For \( \hat{R}_\geq \), we know if \( v \left( \hat{R}_\geq (\phi_1, \ldots, \phi_n) \right) = v (\phi_i) \), and \( v (\phi_i) \geq \{v (\phi_j) \mid j \neq i\} \), then it’s trivial that \( v (\phi_i) = v \left( (((\phi_1 \lor \phi_2) \ldots) \lor \phi_n) \right) \). Thus, if \( \mathcal{R} \) represents \( \hat{R}_\geq \), then \( \mathcal{R} \) can represent \( \lor \).

  - For \( \check{R}_\geq \), since for each formula \( \phi_i \), \( v (\neg \phi_i) = 1 - v (\phi_i) \), we can prove if \( \mathcal{R} \) represents \( \check{R}_\geq \), then \( \mathcal{R} \) can represent \( \neg \) directly based on Theorem 3.9.
Based on what have be proved, we know a operator set $\mathfrak{R}$ that is semi-expressive for $\{\hat{R}_\geq, \tilde{R}_\geq\}$ can represent $\{\neg, \lor\}$, which is a minimum functionally complete operator set. It’s known if $\mathfrak{R}$ can represent a functionally complete operator set, then it can represent $\{\neg, \lor, \land, \rightarrow, \leftrightarrow\}$. Thus, the sufficiency has been proved.

- At third, we prove the necessity, which means that every functionally complete operator set must be semi-expressive for $\{\hat{R}_\geq, \tilde{R}_\geq\}$. Following the idea used in Theorem 3.10, we know that

$$\forall \phi_i, \left(\hat{R}_\geq \circ \tilde{R}_\geq\right) (\phi_i, \ldots \phi_i) = \left(\hat{R}_\geq \circ \tilde{R}_\geq\right) (\phi_i, \ldots \phi_i) = \hat{R}_\geq (\phi_i) \quad (29)$$

if there doesn’t exist any set of operators $R_1, \ldots, R_k$ in $\mathfrak{R}$ satisfies (18) nor (19), then for any formula $\phi$, $v(\hat{R}_\geq (\phi))$ can never be defined by $\mathfrak{R}$. Based on Theorem 3.9, it’s easy to prove that $\neg$ can’t be represented by $\mathfrak{R}$. Thus, the necessity is proved.

To sum up, we have proved that a operator set $\mathfrak{R}$ is functionally complete if and only if it is semi-expressive for $\{\hat{R}_\geq, \tilde{R}_\geq\}$. □

Note that since $\geq$ and $\leq$ are inverse relations of each other, we can replace $\{\hat{R}_\geq, \tilde{R}_\geq\}$ in Theorem 3.12 as $\{\hat{R}_\leq, \tilde{R}_\leq\}$ and it still holds.

The Theorem 3.12 and its proof are simple since we have proposed all necessary foundations of them in the previous analysis. An important thing about Theorem 3.12 is that the method can verify the functional completeness of any $n$-element untested operator set since there is no further limitation for it.

3.6. Several demonstrations of our theory

Finally, we propose two applications of Theorem 3.12 where we use it to verify the functional completeness of several truth function operator sets.

To provide a better understanding for the functional completeness verification based on Theorem 3.12, we propose several trivial examples at first.

Lemma 3.13. Define four operators

$$R_1 (\phi_1, \ldots, \phi_n) = \neg(((\phi_1 \lor \phi_2) \ldots \lor \phi_n), \quad (30)$$

$$R_2 (\phi_1, \ldots, \phi_n) = \neg(((\phi_1 \land \phi_2) \ldots \land \phi_n), \quad (31)$$

$$R_3 (\phi_1, \ldots, \phi_n) = (((\neg \phi_1) \lor (\neg \phi_2)) \ldots \lor (\neg \phi_n), \quad (32)$$

$$R_4 (\phi_1, \ldots, \phi_n) = (((\neg \phi_1) \land (\neg \phi_2)) \ldots \land (\neg \phi_n), \quad (33)$$

then $\{R_1\}, \{R_2\}, \{R_3\}$ and $\{R_4\}$ are all functionally complete.
Proof. It's trivial that (30) and (31) have the same form with (18) while (32) and (33) have the same form with (19), so Lemma 3.13 can be directly proved based on Theorem 3.12. □

Then, we propose three elementary but non-trivial examples.

Lemma 3.14. Define three operators

\[
\begin{align*}
R_5 (\phi_1, \ldots, \phi_n) &= \neg((\phi_1 \bigstar_1 \phi_2) \ldots) \bigstar_{n-1} \phi_n), \\
R_6 (\phi_1, \ldots, \phi_n) &= (((\neg \phi_1) \bigstar_1 (\neg \phi_2)) \ldots) \bigstar_{n-1} (\neg \phi_n), \\
R_7 (\phi_1, \ldots, \phi_n) &= (((\lozenge_1 \phi_1) \bigstar_1 (\lozenge_2 \phi_2)) \ldots) \bigstar_{n-1} (\lozenge_n \phi_n),
\end{align*}
\]

where each \( \bigstar_k \) is randomly selected from \( \{\lor, \land\} \) and each \( \lozenge_k \) is randomly selected from \( \{\neg, \neg\neg\} \). Then

- \( \{R_5\} \) and \( \{R_6\} \) are all functionally complete;
- \( \{R_7\} \) is functionally incomplete if there exists at least one \( x \) (\( x \leq n \)) that satisfies \( \lozenge_x \) is \( \neg\neg\).

Proof. We respectively prove (34), (35) and (36).

- For (34), given that each \( \bigstar_k \) is randomly selected from \( \{\lor, \land\} \), our idea to demonstrate the proof is given as following:
  - with the truth values of given formulas \( \{v(\phi_1), \ldots, v(\phi_n)\} \), we can find the greatest element \( v(\phi_i) \) and least element \( v(\phi_j) \) of this set with the total order relation \( \geq \).
  - Then for a given operator \( R_5 \), we can confirm whether \( \bigstar_{n-1} \) is \( \lor \) or \( \land \), and
    * if \( \bigstar_{n-1} \) is \( \lor \), then we know
      \[
      v\left( \left( \tilde{R}_\geq \circ \tilde{R}_\geq \right) \phi_1, \ldots, \phi_n \right) = v\left( \neg((\ldots\bigstar_1 \ldots) \ldots) \bigstar_{n-1} \phi_i) \right),
      \]
      where \( \phi_i \) is put at the end of the sequence so that \( \bigstar_{n-1} \) can act on it. As for other formulas \( \{\phi_x \mid x \neq i\} \), there is no limitation for their location so they are represented by “…” (this omission is also used in the later analysis). We can see that in (37), \( \{R_5\} \) is semi-expressive for \( \{\tilde{R}_\geq, \tilde{R}_\geq\} \). Based on Theorem 3.12 it’s functionally complete.
if \( \star_{n-1} \) is \( \wedge \), then we know

\[
v \left( \left( \hat{R}_\leq \circ \hat{R}_\leq \right) (\phi_1, \ldots, \phi_n) \right) = v \left( \neg ( ((\ldots \star_1 \ldots \ldots) \star_{n-1} \phi_j)) \right),
\]

(38)

thus \( \{R_5\} \) is semi-expressive for \( \{\hat{R}_\leq, \hat{R}_\leq\} \), which makes \( \{R_5\} \) be functionally complete.

- To sum up, using the idea described above, we can conclude that \( \{R_5\} \) described in (34) is functionally complete.

- If \( \star_{n-1} \) is \( \vee \), then

\[
v \left( \left( \hat{R}_\geq \circ \hat{R}_\geq \right) (\phi_1, \ldots, \phi_n) \right) = v \left( ((\ldots \star_1 \ldots \ldots) \star_{n-1} (\neg \phi_j)) \right),
\]

(39)

which implies that \( \{R_6\} \) is functionally complete when it’s semi-expressive for \( \{\hat{R}_\geq, \hat{R}_\geq\} \).

- If \( \star_{n-1} \) is \( \wedge \), then

\[
v \left( \left( \hat{R}_\leq \circ \hat{R}_\leq \right) (\phi_1, \ldots, \phi_n) \right) = v \left( ((\ldots \star_1 \ldots \ldots) \star_{n-1} (\neg \phi_i)) \right),
\]

(40)

which implies that \( \{R_6\} \) is semi-expressive for \( \{\hat{R}_\leq, \hat{R}_\leq\} \) and functionally complete.

Thus, \( \{R_6\} \) described in (35) is functionally complete.

- For (36), we know

\[
v \left( R_7 (\phi_1, \ldots, \phi_n) \right) = v \left( \left( \hat{R}_\geq \circ \hat{R}_\geq \right) (\phi_1, \ldots, \phi_n) \right) \iff \left( (\ldots \star_1 \ldots \ldots) \star_{n-1} (\neg \phi_j) \right),
\]

(41)

or

\[
v \left( (((\bullet_1 \ldots) \star_1 (\bullet_2 \ldots)) \ldots) \star_{n-1} (\bullet_n \phi_j) \right) = v (\neg \phi_j),
\]

(42)

\[
v \left( R_7 (\phi_1, \ldots, \phi_n) \right) = v \left( \left( \hat{R}_\leq \circ \hat{R}_\leq \right) (\phi_1, \ldots, \phi_n) \right) \iff \left( (\ldots \star_1 \ldots \ldots) \star_{n-1} (\bullet_n \phi_i) \right),
\]

(43)

or

\[
v \left( (((\bullet_1 \ldots) \star_1 (\bullet_2 \ldots)) \ldots) \star_{n-1} (\bullet_n \phi_i) \right) = v (\neg \phi_i),
\]

(44)

However, if there exists at least one \( x \) (\( x \leq n \)) that satisfies \( \bullet_x \) is \( \neg \neg \), then
– if every ♦ in (36) is ¬¬, then for each formula φₓ, there is ♦ₓφₓ = φₓ. Thus, it’s easy to know {R₇} can never represent \( \hat{R}_≤ \) nor \( \hat{R}_≥ \). In other words, ¬ can not be represented by \( \{R₇\} \), which makes \( \{R₇\} \) be functionally incomplete;

– if ♦ₓ in (36) is ¬, then

* assume \( \star_{n-1} \) is ∨, given that \( v(\neg φ_j) \geq \{v(\neg φ_k) \mid k \neq j\} \), then it’s trivial that (42) is guaranteed (no matter how each \( \star_k \) is selected) if and only if \( v(\neg φ_j) \geq \{v(φ_k) \mid k \neq j\} \). For the formula set \( \{φ₁, \ldots, φₙ\} \) does not meet this condition, (42) can be false. Thus, \( \{R₇\} \) is functionally incomplete;

* assume \( \star_{n-1} \) is ∧, it’s trivial that (44) is guaranteed (no matter how each \( \star_k \) is selected) if and only if \( v(\neg φ_i) \leq \{v(φ_k) \mid k \neq i\} \). For other situations, (44) can be false, which makes \( \{R₇\} \) be functionally incomplete.

Finally, we can conclude that \( \{R₇\} \) described in (36) is functionally incomplete with the given condition.

\( \square \)

The examples used in Lemma 3.14 are proposed in general forms. In fact, the well known Peirce operator \( ↓ \) (there is \( φ ↓ ψ = \neg (φ ∨ ψ) \), \( \{↓\} \) is functionally complete [16]) is a special case of (34). For those non-trivial examples, the method proposed by us can provide an unified process to verify the functional completeness.

4. Conclusion and Discussion

Let’s have a brief review for what have been proposed in our theory. Our work aims at providing a general verification method for the functional completeness (or functional incompleteness). To realize this ambition, we define two abstract operators \( \hat{R} \) and \( \check{R} \) in Definition 3.2 and Definition 3.3 to construct a new theory, where we propose the sufficient and necessary condition for a truth function operator set to be functionally complete in Theorem 3.12. In our work, we demonstrate the theory on several examples, which suggests that our method can offer an efficient verification. Compared with the object-specific verification in previous [11, 12, 13, 14], our theory can be applied more generally.

In our theory, what interests us most is the properties of those two abstract operators proposed in Subsection 3.2. Although we mainly use them to study the functional completeness, they might also be inspiring for the researches of other
topics in logic since they can offer abstract representation for specific families of truth function operators. Apart of that, the conception of semi-expressiveness for abstract operators proposed in Subsection 3.3 might provide a new perspective to understand the underlying connection between representing a composite operator $R_1 \circ \ldots \circ R_n$ and representing the operators $\{R_1, \ldots, R_n\}$ respectively. It inspires us to address a new question: what is the sufficient and necessary condition for any composite operator $R_1 \circ \ldots \circ R_n$ to be able to represent $\{R_1, \ldots, R_n\}$? In the feature, we will continue to explore the relevant mechanisms of them.

Moreover, we suggest that our theory has the potential to be applied in the data science. Recently, it has received increasing attention to abstract and analyse logic structures from various data sets [17, 18, 19]. There might be lots of potential truth function operators detected in the experiments. To verify their functional completeness (this determines how many logic relations the data contains), a purely constructive verification proof can be inefficient. Based on our method, their functional completeness can be verified in a more unified process, which makes it possible to design the computer-aided proof.

In a word, we suggest that the theory proposed in our work has the potential to be further explored.
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