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Random motion of spins is usually detrimental in magnetic resonance experiments. The spin diffusion in non-uniform magnetic fields causes broadening of the resonance and limits the sensitivity and the spectral resolution in applications like magnetic resonance spectroscopy. Here, by observation of the parity-time (PT) phase transition of diffusive spins in gradient magnetic fields, we show that the spatial degrees of freedom of atoms could become a resource, rather than harmfulness, for high-precision measurement of weak signals. In the normal phase with zero or low gradient fields, the diffusion results in dissipation of spin precession. However, by increasing the field gradient, the spin system undergoes a PT transition, and enters the PT symmetry broken phase. In this novel phase, the spin precession frequency splits due to spatial localization of the eigenmodes. We demonstrate that, using these spatial-motion-induced split frequencies, the spin system can serve as a stable magnetometer, whose output is insensitive to the inevitable long-term drift of control parameters. This opens a door to detect extremely weak signals in imperfectly controlled environment.

Introduction.—Measurement of extremely weak signals requires sensors with high sensitivity and high stability. High sensitivity allows the sensor to generate large enough signal against background noise. However, the signal-to-noise ratio is ultimately limited by the measurement time. During a long measurement, even if the detected signal is actually unchanged, the sensor output is prone to vary over time due to the imperfect control of measurement conditions (e.g., the low frequency drift of electronic devices). In this sense, the ability of rejection or compensation of long-term drift, i.e., the stability, of a sensor is essential for measuring extremely weak signals.

Atomic spins are useful in the sensing of weak magnetic fields [1] or signals which are regarded as effective magnetic fields, such as inertial rotations [2] and extraordinary interactions of fundamental physics [3–7]. These fields to be detected will manifest themselves by shifting the precession frequency of atomic spins. For atoms in liquid or gas phases, their spatial motion is usually governed by the diffusion law. With inevitable magnetic field inhomogeneity, the diffusion causes spin relaxation and decoherence, which increase the uncertainty of the spin precession frequency and degrade the weak field sensing.

The spin precession with spatial motion has been extensively studied decades ago [8–10]. The dynamics of diffusive atomic spins is governed by the Torrey equation [10]. When confined in a finite volume, the atomic motion is described by a series of eigenmodes with complex eigenvalues. Stoller, Happer and Dyson [11] gave the exact solution to the Torrey equation with a linear magnetic field gradient and demonstrated the branch behavior of the eigenvalue spectrum due to the non-Hermitian nature of the Torrey equation.

The spin diffusion in non-uniform magnetic field is an ideal platform for studying the non-Hermitian physics. The branch spectrum of the Torrey equation proposed in ref. [11] is indeed the signature of the PT transition [12, 13]. Among a number of experimental demonstrations of the PT transition in various physical systems [14–23], Zhao, Schaden and Wu [24–28] observed the PT transition in system of diffusive electron spin of Rb atoms using ultra-thin vapor cells. Here, we study the PT transition process of diffusive nuclear spins. The full eigenvalue spectrum in both PT-symmetric and PT-broken phases and, particularly, the mode localization (also known as edge-enhancement [29]) behavior in the PT-broken phase are observed.

We further demonstrate the application of the PT transition of diffusive spins in magnetometry. In contrast to previous studies on the improvement of sensitivity near the exceptional points (EPs) [35–41], we show that, the spatial motion of spins in the PT-broken phase could be a resource for improving measurement stability.

PT Transition of Diffusive Spins.—We observe the PT transition of diffusive nuclear spins by using the experimental
FIG. 2. Spatial distribution of the eigenmodes of Torrey equation. (a), The distribution of $M_+(z)$ in PT-symmetric phase with $G = 80$ nT/cm. The eigenmode $M_+(z)$ is nearly uniform along $z$ direction. (b) and (c), Similar to (a) but for $M_+(z)$ in PT-broken phase with $G = 250$ nT/cm. (d) and (e), Similar to (a) but for $M_+(z)$ in PT-broken phase with $G = 250$ nT/cm. The symbols are measured data points extracted from the FID spectrum. The displacement of the probe beam in our experiment is $z_{\text{red}} - z_{\text{blue}} = 1.18 \pm 0.02$ mm. The dashed lines are theoretical results using the same parameters as in Fig. 3 and with probe beam positions $z_{\text{red}} = -0.56$ mm and $z_{\text{blue}} = -1.74$ mm. The red (blue) data points are the mean value of five (three) repeated measurements. The error bars $^a$ in the PT-symmetric phase may be underestimated, see Section III D of SM.

$^a$ The error bars in all figures of this work represent the 95% confident intervals of experiment data.

setup shown in Fig. 1. Two isotopes of noble gas ($^{129}$Xe and $^{131}$Xe), both carrying nuclear spins, are sealed in a cubic glass cell with inner side length $L = 0.8$ cm. The free-induction decay (FID) signal of the Xe nuclear spins is measured to explore their dynamics.

The dynamics of the Xe nuclear spins is governed by the Torrey equation [10]

$$\frac{\partial K_+(\mathbf{r}, t)}{\partial t} = D \nabla^2 K_+(\mathbf{r}, t) - i\gamma B_z + \Gamma_{2c} K_+(\mathbf{r}, t), \quad (1)$$

where $K_+(\mathbf{r}, t) \equiv K_+ + iK_1$ is the transverse component of the Xe nuclear spin magnetization $\mathbf{K}(\mathbf{r}, t)$, $D$ is the diffusion constant, $\gamma$ is the gyromagnetic ratio of Xe nuclear spins, $B_z(\mathbf{r})$ is the magnetic field along $z$ direction and $\Gamma_{2c}$ is the intrinsic spin relaxation rate due to inter-atom collisions. We present a detailed solution of Eq. (1) in Section II of Supplemental Material (SM).

Consider the special case where $B_z(\mathbf{r}) = B_0 + G \cdot z$ and the boundary condition is $\hat{n} \cdot \nabla K_+(\mathbf{r}) = 0$ on the cell walls. The eigen-problem corresponding to Eq. (1) can simplify to

$$\left(D \frac{d^2}{dz^2} - i\gamma G \cdot z\right) M_k(z) = -s_k M_k(z), \quad k = 0, 1, 2, \ldots \quad (2)$$

Here, we ignore the $x, y$ directions because $B_z$ is uniform along these directions, and thus $M_0(\mathbf{r}) = M_k(z)$ for the ground modes. The $i\gamma B_0$ and $\Gamma_{2c}$ terms are dropped because they only contribute a constant shift to all eigenvalues $\{s_k\}$.

The PT operation changes Eq. (2) into

$$\left(D \frac{d^2}{dz^2} - i\gamma G \cdot z\right) M_k^*(-z) = -s_k M_k^*(-z), \quad (3)$$

meaning that both $\{s_k, M_k(z)\}$ and $\{s_k^*, M_k^*(-z)\}$ solve Eq. (2).

In the small gradient region, all $\{s_k\}$ are purely real and no degeneracy exists, which means the eigenmodes should have PT symmetry, i.e. $M_k(z) = M_k^*(-z)$. Figure 2(a) shows an example of $M_1(z)$ in this region. The eigenmodes extend over the whole cell, mode localization at the boundary is prevented by the PT symmetry.

However, predicted by the solution in ref. [11], there is a critical gradient called exceptional point (EP) where $s_0$ and $s_1$ become the same. In the region $G > G_{\text{EP}}$, the imaginary part of $s_0$ and $s_1$ are non-zero, and the PT symmetry of $M_0(z)$ and $M_1(z)$ breaks. Instead, PT operation transforms $M_0(z)$ into $M_1^*(-z)$. As the gradient gets larger, $M_0(z)$ and $M_1(z)$ start to localize on the opposite ends of the cell. This lead to the splitting of resonance frequency of these eigenmodes since they “feel” a different average field. Figure 2(b)(c) show an example of $M_0(z)$ and $M_1(z)$ in this region. (For more details, see Section II E of SM.)

Based on the symmetry of eigenmodes, the $G < G_{\text{EP}}$ region is named as PT-symmetric phase and the $G > G_{\text{EP}}$ region is
PT-broken phase. The theoretical prediction of EP for $^{129}$Xe in our experiment is $G_{\text{EP}} = 99.4 \text{ nT/cm}$. The EP for $^{131}$Xe ($\sim 335 \text{ nT/cm}$) is larger than the gradient region we can reach.

Figure 3(a) shows the spectrum of FID signals at different gradient. The resonance peak splits as gradient gets larger. Figures 3(b)(c) compare the measured eigenvalues $s_\pm$ with the theoretical values. The behavior of $\Gamma_\pm$ and $\omega_\pm$ fits well with theory. Figures 2(d)(e) show the amplitude ratio $\eta(z_p) \equiv A_{\min}/A_{\max}$ and phase shift $\delta(z_p) \equiv (\theta_+ - \theta_-)$ of the two eigenmodes $M_\alpha$, where $A_{\max}$ ($A_{\min}$) is the larger (smaller) amplitude between $A_\pm(z_p)$. Two probe beam positions are used to verify the spatial distribution of eigenmodes. The amplitude ratio $\eta$ fits well with theory, and is sensitive to $z_p$ in the PT-broken phase due to the localization of eigenmodes. The phase shift fits not so good with theory because of the fitting accuracy and the difficulty on determining the precise time origin of an FID signal.

**Stable Comagnetometer in PT Broken Phase.**—One can utilize the split spin precession frequencies in the PT-broken phase to stabilize the output of the atomic magnetometers. In general, the precession frequency $\omega_\alpha$ of a given spin species $\alpha$ is usually influenced by a number of input variables and is expressed by a multivariate function $\omega_\alpha = \omega_\alpha(\mathbf{x})$ of the input vector $\mathbf{x} = [x_1, x_2, \ldots, x_M]^T$. Among the $M$ components of $\mathbf{x}$, only one is the real signal we want to detect (e.g., the unknown magnetic field). The remaining $M - 1$ variables will cause systematic error if they are not well controlled. Comagnetometers use $M$ precession frequencies $\omega = [\omega_1, \omega_2, \ldots, \omega_M]^T$ of different spin species to determine the $M$ variables in $\mathbf{x}$ unambiguously. As long as the Jacobian matrix $J = [\partial \omega_j/\partial x_i]_{i,j=1..M}$ of the multidimensional function $\omega = \omega(\mathbf{x})$ is invertible, the comagnetometer is immune to the drift of all the variables in $\mathbf{x}$.

The dual-species nuclear magnetic resonance gyroscope (NMFG) [2], a kind of comagnetometer, uses the precession frequencies $\omega = [\omega_1, \omega_2, \ldots, \omega_M]^T$ of $^{129}$Xe and $^{131}$Xe nuclear spin to determine the rotation rate $\Omega_{\text{rot}}$ of the system. The precession frequencies $\omega$ depend on $\mathbf{x} = [B, \Omega_{\text{rot}}]^T$ through the relation $\omega_\alpha = \gamma_\alpha B + \Omega_{\text{rot}}$, where $\gamma_\alpha$ is the gyromagnetic ratio of $^{129}$Xe or $^{131}$Xe nuclear spin and $B$ is the magnetic field along $z$ direction. The rotation rate is estimated by (assume $B > 0$)

$$\Omega_{\text{rot}}(2\omega) \equiv \frac{|R\omega_1| - |\omega_2|}{1 + |R|},$$

with $R \equiv \gamma_{129}/\gamma_{131} \approx -3.373417$ the ratio of gyromagnetic ratios [42].

The above relation $\omega_\alpha = \gamma_\alpha B + \Omega_{\text{rot}}$ is only valid when the magnetic field $B$ is spatially uniform. Due to the difference of boundary conditions and gyromagnetic ratios, the diffusive $^{129}$Xe and $^{131}$Xe spins can have different responses to a non-uniform magnetic field. The spin precession frequencies are actually $\omega_\alpha = \gamma_\alpha B_\alpha + \Omega_{\text{rot}} + \gamma_\alpha B_{\text{iso}}$, where $B_{\text{iso}}$ is an isotope-dependent effective magnetic field originated from the inhomogeneity of $B(\mathbf{r})$ [43] and $B_0$ is the mean value of $B(\mathbf{r})$. The differential part $b_\alpha = B_{A,129} - B_{A,131}$ of the isotope-dependent effective field produces a systematic error on the
FIG. 4. Stable comagnetometer. (a)-(c), Magnetic field dependence of three measured frequencies. \(f_{129}, \Delta f_{129}, f_{131}\) against the fluctuation of pumping power, but the key idea is that we can choose two arbitrary parameters \(x_i\) and \(x_j\) to represent the values of pump power. The histogram on the right shows the distribution and average value of \(\Omega_{\text{rot}}^{(3\omega)}\) at 40, 50 and 60 mW. (d)-(f), Pump power dependence of \(f_{129}\) against \(B_1\) shift. The fitted slopes of (a)-(c) are \((11.74 \pm 0.64), (0.000 \pm 0.011)\) and \((3.49 \pm 0.19)\) mHz/nT. (d)-(f), Pump power dependence of the three measured frequencies with the fitted slopes \((-1.57 \pm 0.19), (0.075 \pm 0.021)\) and \((-0.452 \pm 0.055)\) mHz/nT respectively. (g), Traces of 1,000 successive FID measurements at zero gradient (PTymmetric phase). The pump power changes among [40, 45, 50, 55, 60] mW periodically and the color of points represents the value of pump power. The histogram on the right shows the distribution and average value of \(\Omega_{\text{rot}}^{(3\omega)}\) at 40, 50 and 60 mW. (h), The same as (g), but for 2,000 successive FID measurements at \(|G| = 250\) nT/cm (PT-broken phase). (i), The average values in (g) and (h). Solid and dashed lines are linear fitting of the data points. The slope of blue solid line is \((16.7 \pm 2.0)\) mHz/mW, while red dashed line is \((0.0 \pm 2.2)\) mHz/mW. Data points in (a)-(f) are the mean values of 400 repeated measurements.

One origin of the inhomogeneity of \(B(x)\) is the polarization field generated by the spin-exchange collisions between Xe and Rb atoms. In our experiment, the \(\tilde{B}_{x,\text{PT}}\) from polarization field is in the order of \(~10^4\) nT, and the observed value of \(b_\Lambda\) can be as large as \(~10^6\) nT. More importantly, \(b_\Lambda = b_\Lambda(P_{\text{pump}}, f_{\text{pump}}, T, \ldots)\) depends on several control parameters such as the laser power \(P_{\text{pump}}\), laser frequency \(f_{\text{pump}}\) and cell temperature \(T\). The drift of these control parameters will eventually limit the long-term stability of \(\Omega_{\text{rot}}\) measurement. Great efforts based on pulse control of the alkali-metal atoms have been made to eliminate the influence of the polarization field [44–46]. Here we demonstrate a new method utilizing the PT transition.

The PT transition extends the dual-species NMRG to a 3-component comagnetometer. Particularly, we measure three frequencies \(\omega = [\omega_{129}, \Delta \omega_{129}, \omega_{131}]^T\) as functions of three input variables \(x = \left[ B_0, \Omega_{\text{rot}}, P_{\text{pump}} \right]^T \), where \(\omega_{129} \equiv (\omega_{+} + \omega_{-})/2\) and \(\Delta \omega_{129} \equiv |\omega_{+}| - |\omega_{-}|\) are the mean frequency and the PT splitting of 129Xe. As a proof-of-principle experiment, we assumed the pump power \(P_{\text{pump}}\) to be the dominating parameter which affects the non-uniform magnetic field, i.e., \(b_\Lambda = b_\Lambda(P_{\text{pump}})\). The Jacobian matrix is experimentally determined and the gyroscope signal \(\Omega_{\text{rot}}^{(3\omega)}\) of 3-component comagnetometer is calculated by solving the following linear equation

\[
\delta \left[ \frac{\omega_{129}}{\omega_{131}} \right] = \delta \left[ \begin{bmatrix} \gamma_{129} \\ \gamma_{131} \end{bmatrix} \right] = \delta \left[ \begin{bmatrix} \chi_1 & -1 \\ 0 & \chi_2 \\ 0 & 0 \end{bmatrix} \right] \cdot \delta \left[ \begin{bmatrix} B_0 \\ P_{\text{pump}} \\ \Omega_{\text{rot}}^{(3\omega)} \end{bmatrix} \right],
\]

where \(\chi_1, \chi_2, \chi_3\) are the fitted slopes in Figs. 4(d)-(f), respectively. The PT splitting \(\Delta \omega_{129}\) is insensitive to \(B_0\) but proportional to the change of \(P_{\text{pump}}\). This can be understood by noticing that the spatial distribution of the polarization field relies on \(P_{\text{pump}}\). The 129Xe spins sense the change of the inhomogeneous polarization field and manifest it as the splitting \(\Delta \omega_{129}\) between the two localized modes in the PT-broken phase.

Figures 4(g)(h)(i) compare the measurement stability of \(\Omega_{\text{rot}}\) against the change of \(P_{\text{pump}}\). During the whole measurement, the actual rotation rate \(\Omega_{\text{rot}}\) is unchanged. The traditional dual-species NMRG estimator \(\Omega_{\text{rot}}^{(2\omega)}\) shows a 17 mHz/mW dependence on \(P_{\text{pump}}\), while slope almost vanishes for our 3-component comagnetometer estimator \(\Omega_{\text{rot}}^{(3\omega)}\). This result demonstrates the great potential for improving comagnetometer stability.
and $x_2$, and then configure the 3-component comagnetometer to be stable against the fluctuation of both $x_1$ and $x_2$. $x_1$, $x_2$, $x_1$, and $x_2$ can be any continuous scalar parameters of the experimental system such as laser power, laser wavelength, temperature, coil current or even linear combination of them. Due to the mode localization nature in PT-broken phase, $\Delta \omega_{129}$ is directly sensitive to the non-uniform distribution of magnetic field. Conversely, $\omega_{129}$ and $\omega_{131}$ are mainly determined by the average magnetic field, non-uniformity only contributes perturbative corrections. These make the $\Delta \omega_{129}$ a good indicator for monitoring the change of parameters that can induce non-uniform magnetic field, and then to suppress their influence on $\omega_{129}$ and $\omega_{131}$.

**Discussion and Outlook.** In this paper, we report the observation of the PT transition of diffuse nuclear spins. Particularly, the spin precession frequency splitting and the mode localization are measured in the PT-broken phase. In this phase, boundary between coherent and incoherent spin motion is blurred. The random spin diffusion in a gradient field behaves like a coherent coupling (e.g., spin-orbit coupling) in a Hermitian system, rather than a pure dissipation as in the PT-symmetric phase. The diffuse nuclear spin system provides an excellent testbed for further exploring the non-Hermitian physics.

We also demonstrate the application of PT transition in sensing of weak signals. Comagnetometer in the PT-broken phase is sensitive to magnetic field gradient, which enables the design of gradiometer [47, 48] measuring the magnitude and gradient of magnetic field in a single atomic cell. Furthermore, the PT transition was shown to be useful in improving the sensitivity of parameter estimation near the EPs previously [35–41], although the signal-to-noise ratio and the fundamental precession limit are still under debate [49–52]. Our work show that, assisted by the PT transition, the spatial motion is engaged in the sensing process and the sensor stability, another important aspect of high-precession measurement, is significantly enhanced. This paves the way to develop stable comagnetometers for the detection of extremely weak signals.
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I. EXPERIMENTAL SETUP AND MEASUREMENT DETAILS

A. Experimental Setup

(See Fig. 1 of main text.) The core component of our experimental setup is a cubic cell (labeled as CG2 in our laboratory) made
of Pyrex glass, with 129Xe (4 Torr), 131Xe (14 Torr), N2 (450 Torr) gas and natural abundance Rb metal sealed inside. N2 serves
as buffer gas to ensure the diffusive motion of Xe nuclear spins. The outer side length of the cell is 1.0 cm and inner side length
is 0.8 cm. The cell is placed in an oven made of boron nitride ceramics, which is electrically heated by high-frequency (300
kHz) sinusoidal AC current. Temperature of the cell is monitored by four resistance temperature detectors (RTDs) distributed
inside the oven and stabilized by a proportional-integral-derivative (PID) controller. The temperature fluctuation measured by
each RTD is in a range of ±0.05 °C and no long-term drift is observed in the timescale of 48 hours. A small temperature
non-uniformity of ~ 1 °C is observed across the oven.

The homogeneous magnetic field along z direction and the transverse field along x and y directions are generated by Helmholtz
coil and saddle coils, respectively. The linear gradient field along z direction is generated by gradient Maxwell coil. The coils
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are driven by a group of current sources. The oven and the coils are firmly located in a magnetic shielding consisting of five permalloy layers.

The electron spin of Rb atoms is polarized via optical pumping with a σ+ pump laser beam tuned to Rb D1 transition along z direction [1]. Then, the Xe nuclear spins are polarized along the z direction through the spin-exchange collisions with the Rb atoms [2]. The intensity distribution of the pump beam is approximately Gaussian with a diameter \( d_{\text{ap}} = 4.96 \pm 0.44 \text{ mm} \), measured by a beam profiler. A linearly polarized probe laser beam along x direction, which is blue detuned by 14GHz from the Rb D2 transition, probes the x component of Rb electron spin via the Faraday rotation effect [3]. The power of pump and probe beam is controlled and stabilized by acousto-optic modulators (AOMs). The rotation of the probe beam polarization plane is detected by a balanced photodetector (BPD), whose output signal is demodulated by a lock-in amplifier and then recorded to a PC.

B. Detection of Nuclear Spin Polarization

The polarized Xe nuclear spins create an effective magnetic field [4] \( \mathbf{B}_K = \chi \mathbf{K}(r) \) in the order of 100 nT, where \( \mathbf{K}(r) \) is the nuclear spin magnetic moment of Xe atoms and \( \chi \) is a proportional constant. The effective magnetic field \( \mathbf{B}_K \) is detected by the Rb atoms, which serves as an in-situ atomic magnetometer. A parametric modulation of the Rb spins [5–7] is applied to establish a parametric magnetometer (PM) which can sense the transverse components of the nuclear spin polarization \( \mathbf{K} \). The demodulation phase is tuned so that the PM output is only sensitive to the \( K_y \) component [7–9]. The typical sensitivity of our PM is 7 pT/√Hz and the bandwidth is above 2 kHz.

C. FID Measurement

An FID measurement has three stages (see Fig. S1(f)). In the initialization stage, the power of pump beam is set to \( P_{\text{init}} \) for a period \( T_{\text{init}} \) (typically 60 s) to polarize the Xe nuclear spins along z direction via the Rb-Xe spins-exchange pumping. At the same time, the PM is initialized. In the second stage, the pump power is reduced to a lower value \( P_{\text{pump}} \), after which a radiofrequency (RF) pulse is applied via the \( B_1 \) coil to resonantly tilt the \( ^{129}\text{Xe} \) and \( ^{131}\text{Xe} \) polarization away from the z axis simultaneously. In the recording stage, the time domain FID signal of Xe spins is acquired by the output of the PM for a period at least 5 times longer than the \( T_2 \) time of the Xe spins. (See Figs. S1(a) and S1(b) for examples of time domain FID signal.) The pump power for Fig. 3 and Fig. 2 in main text is \( P_{\text{pump}} = P_{\text{init}} = 250 \text{ mW} \). The \( P_{\text{init}} \) values for Fig. 4 are always 60 mW, and the \( P_{\text{pump}} \) values are labeled in the figure and caption.

II. THEORETICAL MODEL

A. Torrey Equation of Xe Spins

The dynamics of Xe spins is governed by the general Torrey equation [10]

\[
\frac{\partial \mathbf{K}}{\partial t} = D \nabla^2 \mathbf{K} - \gamma \mathbf{B} \times \mathbf{K} - \Gamma_c \mathbf{K} + \mathbf{R}_{\text{SE}},
\]

(S1)

where \( D \) is the diffusion constant of Xe atoms in the cell, \( \mathbf{K} = \mathbf{K}(r, t) \) is the spin polarization vector of Xe atoms, \( \mathbf{B} = \mathbf{B}(r, t) \) is the magnetic field felt by the Xe spins, \( \Gamma_c = \Gamma_{1c} \hat{z} \mathbf{z} + \Gamma_{2c} (\hat{x} \mathbf{x} + \hat{y} \mathbf{y}) \) is spin relaxation rate induced by atomic collisions with the longitudinal and transverse relaxation rates \( \Gamma_{1c} \) and \( \Gamma_{2c} \) (\( \hat{x} \), \( \hat{y} \) and \( \hat{z} \) are the unit vectors of \( x \), \( y \) and \( z \) directions respectively), and \( \mathbf{R}_{\text{SE}} \) is the spin-exchange pumping rate due to collisions with Rb atoms.

Two conditions in our experiment allows us to simplify the general Torrey Eq. (S1). Firstly, a strong bias magnetic field \( |B_0| \sim 22 \mu \text{T} \) is always applied along the z direction. Compared to the bias field \( B_0 \), the transverse components are so weak (\( |B_{\text{xy}}| < 10 \text{ nT} \)) that neglecting the weak static transverse field in Eq. (S1) is a good approximation. Secondly, the vector of spin-exchange pumping rate \( \mathbf{R}_{\text{SE}} \) is parallel to the Rb spin polarization \( \mathbf{S} \), along the z direction. The spin-exchange process only changes the longitudinal component \( K_z \) of the Xe spin polarization. With these conditions, the longitudinal component \( K_z \) and the components \( K_{x,y} \) of the Xe spin polarization are decoupled. The equation of motion of the complex transverse component \( K_z \equiv K_z + iK_y \) can be written as

\[
\frac{\partial K_z(r, t)}{\partial t} = D \nabla^2 K_z(r, t) - (i \gamma B_z + \Gamma_{2c}) K_z(r, t),
\]

(S2)

which is the Eq. (1) of the main text.
FIG. S1. FID signal and the measurement of diffusion constant. (a) and (b), An example of the measured time domain FID signal of $^{129}$Xe and $^{131}$Xe at zero $B_z$ gradient. (c) and (d), The FFT spectrum of (a) and (b), together with Lorentzian fitting curve. SLP for (c) and TLP for (d). In (d), the spectrum consists of three Lorentzian peaks where the splitting between two adjacent peaks is approximately 22 mHz and the $T_2$ of all three peaks are around 10 seconds. (e), The FFT spectrum of $^{129}$Xe at $|G| = 250$ nT/cm, together with fitting curve using DLP model. (f), The time sequence of an FID measurement. (g), Experimentally measured $T_2(G)$ curve together with fitting curve using Eq. (S21). $P_{aux} = P_{pump} = 250$ mW. Data points of $^{129}$Xe are extracted from the FFT spectrum by SLP fitting, while points of $^{131}$Xe are using TLP fitting. The error bars in (g) represent the 95% confident intervals and data points are the mean value of five repeated measurements.
B. Boundary Condition

Spin relaxation occurs when Xe atoms colliding on the cell wall (the boundary of the cubic domain Ω, denoted by ∂Ω). The wall-relaxation is usually described by the boundary condition of the spin polarization $\mathbf{K}(\mathbf{r}, t)$. We assume the transverse component spin polarization satisfies the third-type Robin boundary condition

$$\left. \left( \frac{\hbar}{L} \mathbf{K}_s(\mathbf{r}, t) + \mathbf{n} \cdot \nabla \mathbf{K}_s(\mathbf{r}, t) \right) \right|_{\mathbf{r} \in \partial \Omega} = 0, \quad (S3)$$

where $\Omega = \{(x, y, z)|-L/2 \leq x, y, z \leq +L/2\}$ is the cubic cell domain, $\mathbf{n}$ is the unit normal vector of the cell walls (pointing from the cell center to the wall), $L$ is the inner side length of glass cell and $\lambda$ is a real, dimensionless factor characterizing the wall-relaxation strength. In the limit of $\lambda \rightarrow +\infty$, the spin polarization $K_s \rightarrow 0$ on the cell wall, which means the nuclear spins are fully depolarized near the wall. The opposite limit $\lambda \rightarrow 0$ implies an ideal surface with no wall-relaxation.

The experimental value of parameter $\lambda$ for cell CG2 is in the order of $10^{-2}$ and the wall-relaxation rate $\Gamma_{\text{wall}}$ is in the order of $10^{-2}$ s$^{-1}$ for both $^{129}$Xe and $^{131}$Xe. In most cases, $\Gamma_{\text{wall}}$ is much smaller than the relaxation rate ($\sim 10^9$ s$^{-1}$) induced by the inhomogeneous magnetic field, particularly in the $PT$-broken phase with large gradient strength (see Fig. 3 of the main text). So, the non-relaxation boundary condition $\mathbf{n} \cdot \nabla K_s(\mathbf{r}) = 0$ is a good approximation in dealing with $PT$ transition.

C. Perturbative Solution of Torrey Equation with Robin Boundary and Non-uniform Magnetic Field

Consider a simplified case with uniform magnetic field $B_z(\mathbf{r}) = B_0$ and constant decay rate $\Gamma_{2c}$. The eigenvalue problem corresponding to Eq. (S2) is

$$D\nabla^2 \phi_{mnp} - (i\gamma B_0 + \Gamma_{2c})\phi_{mnp} = -s_{mnp}^{(0)} \phi_{mnp}, \quad (S4)$$

where $-s_{mnp}^{(0)}$ is the eigenvalue of the eigenmode $\phi_{mnp}(\mathbf{r})$. To count the effect of wall relaxation, we consider the third-type Robin boundary condition Eq. (S3). In the derivation below, we will always assume $\lambda \ll 1$.

The eigenmodes $\phi_{mnp}(\mathbf{r})$ of Eq. (S4) can be written in a factorized form of

$$\phi_{mnp}(\mathbf{r}) = \phi_m(x)\phi_n(y)\phi_p(z), \quad (S5)$$

where $m$, $n$ and $p$ are non-negative integers labelling the eigenmodes in the $x$, $y$ and $z$ directions, respectively. Since $x$, $y$, $z$ directions are equivalent, we use $z$ direction as an example below. We can first assume $\phi_p(z)$ to be the form

$$\phi_p(z) = \frac{1}{N_p} \sin(\kappa_p z + \delta_p), \quad (S6)$$

where $N_p$ is normalization factor, and $\kappa_p$ and $\delta_p$ are real numbers determined by the boundary condition Eq. (S3). It’s easy to check that solutions (S5) and (S6) satisfy the eigen-equation (S4) with the eigenvalues shown in Eq. (S10). By substituting Eqs. (S5) and (S6) into the boundary condition Eq. (S3), we found that the wave numbers $\kappa_p$ are the solutions of the transcendental equation

$$\tan(\kappa_p L) = \frac{2\kappa_p L}{\kappa_p^2 L^2 - \lambda^2}, \quad (S7)$$

and the phase shifts are determined by

$$\tan\left( \delta_p - \frac{\kappa_p L}{2} \right) = \frac{\kappa_p L}{\lambda}. \quad (S8)$$

With the normalization condition $\int \phi_p^2(z)dz = 1$, the normalization factor is

$$N_p = \sqrt{\frac{L}{2} + \frac{\lambda L}{\kappa_p^2 L^2 + \lambda^2}}. \quad (S9)$$

The eigenvalues corresponding to $\phi_{mnp}(\mathbf{r})$ are

$$s_{mnp}^{(0)} = D\kappa_p^2 + \Gamma_{2c} + i\gamma B_0, \quad (S10)$$
where $\kappa_0_{mn}^2 \equiv \kappa_m^2 + \kappa_n^2 + \kappa_p^2$. The real part of the eigenvalue, $\Gamma = D\kappa_0_{mn}^2 + \Gamma_2$, is the spin decay rate of the eigenmode $\phi_{mn}(r)$, and the imaginary part, $\gamma B_0$, is the spin precession frequency in the uniform magnetic field $B_0$. The superscript of $s_{mn}^{(0)}$ represents that this is the 0th order correction of the perturbation solution in the following.

To reveal the underlying physics of the wall-relaxation, we expand the tangent function in Eq. (S7) in the neighborhood of $\kappa_p^2 = \kappa_m^2 + \kappa_n^2 + \kappa_p^2$. The real part of the eigenvalue, $\Gamma = D\kappa_0_{mn}^2 + \Gamma_2$, is the spin decay rate of the eigenmode $\phi_{mn}(r)$. The solution of the transverse Torrey Eq. (S2) can be written in the form

$$K^+(r,t) = \sum_{\alpha} a_{\alpha} e^{-s_{\alpha} t} \Psi_{\alpha}(r), \quad (S17)$$

For the fundamental mode ($m = n = p = 0$), the wall-relaxation rate is

$$\Gamma_{000} \equiv D\kappa_0^2 \approx 6\lambda \frac{D}{L^2}. \quad (S12)$$

For the excited modes ($\{m,n,p\} \neq \{0,0,0\}$), the relaxation rate due to spin diffusion is

$$\Gamma_{mnp} \equiv D\kappa_{mnp}^2 \approx (m^2 + n^2 + p^2)\pi^2 \frac{D}{L^2}. \quad (S13)$$

As the parameter $\lambda$ is in the order of $10^{-2}$, even for the lowest excited modes (with $m^2 + n^2 + p^2 = 1$), the decay is much faster than the fundamental mode, i.e., $\Gamma_{mnp} \gg \Gamma_{000}$.

The eigenvalues above is valid only for a uniform magnetic field $B_1(r) = B_0$. To see the effect of a small non-uniform magnetic field, i.e. $B_1(r) = B_0 + B_1(r)$, we rewrite the eigen equation (S4) as

$$\left[ \hat{H}_0 + \hat{H}_1(r) \right] \Psi_{mn}(r) = -s_{mn} \Psi_{mn}(r), \quad (S14)$$

where $\hat{H}_0 \equiv D\nabla^2 - (i\gamma B_0 + \Gamma_2)$ and $\hat{H}_1 \equiv -i\gamma B_1(r)$. $B_0$ is a homogeneous magnetic field while $B_1(r)$ is spatially non-uniform.

Then, we calculate the matrix form of $\hat{H}_0$ and $\hat{H}_1$ under the basis $\{\phi_{mn}(r)\}$ and apply the results of standard perturbation theory, only to remember that $\hat{H}_0$ and $\hat{H}_1$ are non-Hermitian.

$H_0$ is diagonal, with the eigenvalues $-s_{mn}^{(0)}$ in Eq. (S10). The matrix elements of $H_1$ are $(H_1)_{\alpha\beta} = -i\gamma b_{\alpha\beta}$ with $b_{\alpha\beta}$ being the $B_1(r)$ induced coupling between eigenmodes:

$$b_{\alpha\beta} \equiv \int_{\Omega} \phi_{\alpha}(r) B_1(r) \phi_\beta(r) d^3r. \quad (S15)$$

Above, we have simplified the indices of the eigenmode by a single Greek letter, e.g., $\alpha = [mnp]$, and $\alpha = 0$ ($\alpha > 0$) stands for the fundamental (excited) mode.

Particularly, we are interested in the perturbative correction of the eigenvalue $s_0$ of the fundamental mode, which can be directly observed via the spin precession frequency shift and the spin decay rate. Up to the 2nd order correction, the eigenvalue of the fundamental mode is

$$s_0 = D\kappa_0^2 + \Gamma_2 + i\gamma B_0 + i\gamma b_{00} + \gamma^2 \sum_{a=1}^{\infty} \frac{D\kappa_a^2}{2} \frac{\kappa_a^2 - \kappa_0^2}{2nd \text{ order}},$$

$$\equiv \sum_{k=0}^{2} s_{0}^{(k)}, \quad (S16)$$

where $s_{0}^{(k)}$ is the $k$th order correction. In Eq. (S16), the indices of the wave number $\kappa_{mn}$ is also replaced by a single Greek letter, and $b_{00}$ is the mean value of the inhomogeneous field $B_1(r)$ averaged over the fundamental mode $\phi_0(r)$. As the perturbation matrix element $b_{\alpha\beta}$ is real, the 1st order correction are purely imaginary, which contribute to the frequency shift. The 2nd order correction is real, which modifies the spin decay rate.

Note that the unperturbed eigenmodes $\phi_\alpha(r) = \phi_\alpha(r,\lambda)$ depend on boundary parameter $\lambda$. Since $^{129}$Xe and $^{131}$Xe usually have different $\lambda$ values, a non-uniform magnetic field can contribute different 1st order correction $b_{\alpha0}$ to the two isotopes, causing bias of rotation signal.

The solution of the transverse Torrey Eq. (S2) can be written in the form

$$K_\alpha(r,t) = \sum_{\alpha} a_{\alpha} e^{-s_{\alpha} t} \Psi_{\alpha}(r), \quad (S17)$$
where $a_\alpha$ are expansion coefficients, $s_\alpha$ and $\Psi_\alpha(r)$ are the eigen solutions of Eq. (S14). This is a superposition of many exponentially decaying eigenmodes. When the non-uniform magnetic field $B_z$ is small, due to the fast decay rate of excited modes, only the $\alpha = 0$ term is experimentally observable, and we have

$$K_x(r,t) \approx a_0 e^{-s_0 t} \Psi_0(r). \quad (S18)$$

D. Measurement of the Diffusion Constant

To determine the diffusion constants of Xe nuclear spins experimentally, we measure the relaxation time $T_2$ via the FID signal of Xe nuclear spins. The magnetic field is generated by coils with the form $B_z(r) = B_0 + G \cdot z$. For small $G$, the FID signal can be described by the real part of Eq. (S18). $T_2$ is the reciprocal of $\Re[s_0]$. From the 2nd order terms in Eq. (S16), we can find that $\Re[s_0]$ has a quadratic dependence on gradient $G$:

Notice that for linear gradient field, only the excited modes with $\alpha_p = [0, 0, 2p - 1]$ for $p = 1, 2, 3, \ldots$ have non-zero matrix element

$$b_{0p, r}^{(G)} = G \int_\Omega z \phi_0(r) \phi_{0p}(r) d^3r = \frac{2 \sqrt{3} G L}{(2p-1)^2 \pi^2}. \quad (S19)$$

So, the gradient induced spin decay rate is

$$\Gamma_G = \sum_{\alpha_p} \gamma^2 \left( \frac{b_{0p, r}^{(G)}}{D(\kappa_{\alpha_p}^2 - \kappa_0^2)} \right)^2 \approx \sum_{\alpha_p} \gamma^2 \left( \frac{b_{0p, r}^{(G)}}{D\kappa_{\alpha_p}^2} \right)^2$$

$$= \frac{8 \gamma^2 G^2 L^4}{\pi^6 D} \sum_{p=1}^\infty \frac{1}{(2p-1)^6}$$

$$= \frac{\gamma^2 G^2 L^4}{120D}. \quad (S20)$$

The gradient dependence of $T_2$ is

$$T_2^{-1} = \Re[s_0] \approx \Gamma_{2, \text{min}} + \frac{\gamma^2 G^2 L^4}{120D}, \quad (S21)$$

where $\Gamma_{2, \text{min}} \equiv D\kappa_0^2 + \Gamma_{2c}$ is the relaxation rate when magnetic field is homogeneous. Similar relation is also reported in ref. [11] previously.

Fig. S1(g) shows the measured $T_2(G)$ curves of cell CG2 at 110 °C. The diffusion constants estimated by the least squares fitting with Eq. (S21) are $D_{129} = (0.21 \pm 0.03)$ cm$^2$/s for $^{129}$Xe and $D_{131} = (0.23 \pm 0.02)$ cm$^2$/s for $^{131}$Xe. These values are consistent with the theoretical estimation $D = 0.24$ cm$^2$/s, which usually agrees with experiment data in 10% ~ 20% accuracy [12].

E. Explanation of the PT Transition

1. Exact Solution with Linear Gradient Field

Reference [13] has shown the exact solution of the Torrey equation under linear gradient fields. The solution can be briefly summarized as follows:

Consider a simplified version of the eigen equation (S14) under linear gradient field $B_z(r) = B_0 + G \cdot z$

$$\left(D \frac{d^2}{dz^2} - i\gamma G \cdot z \right) M_k(z) = -s'_k M_k(z), \quad k = 0, 1, 2, \ldots \quad (S22)$$

Here, we ignore the $x, y$ directions because $B_z$ is uniform along these directions, and the solutions for these directions are trivial. We also drop the $i\gamma B_0$ and $\Gamma_{2c}$ terms because they only contribute a constant shift to all eigenvalues and do not affect the distribution of eigenmodes. $s'_k$ is the eigenvalue corresponding to the eigenmode $M_k(z)$.

Also, apply the non-depolarization boundary conditions on both ends of the cell

$$\left. \frac{dM_k}{dz} \right|_{z=\pm L/2} = 0. \quad (S23)$$
We transform Eq. (S22) to a dimensionless form by defining new spatial coordinate and normalized gradient
\[ \zeta = \frac{2z}{L} \in [-1, +1], \quad g' = \frac{\gamma G L^3}{8D}. \] (S24)
The eigen equation and boundary condition becomes
\[ \left( \frac{d^2}{d\zeta^2} - ig' \zeta \right) M_k(\zeta) = -q_k M_k(\zeta), \quad \frac{dM_k}{d\zeta} \bigg|_{\zeta=\pm 1} = 0, \] (S25)
where \( q_k \equiv s_k' L^2/(4D) \) is dimensionless eigenvalues.

It’s easy to check that, by introducing an appropriate spatial coordinate \( \xi \), Eq. (S25) can transform to the form \( M''_k(\xi) - \xi M_k(\xi) = 0 \), which is the Airy equation. So, the general solution of Eq. (S25) is the superposition of the two Airy functions \( \text{Ai}(x) \) and \( \text{Bi}(x) \),
\[ M_k(\zeta) = c_1^{(k)} \text{Ai}\left(-q_k + ig' \frac{\zeta}{(ig')^{2/3}}\right) + c_2^{(k)} \text{Bi}\left(-q_k + ig' \frac{\zeta}{(ig')^{2/3}}\right). \] (S26)
The coefficients \( \{c_1^{(k)}\} \) and eigenvalues \( \{q_k\} \) can be obtained by solving the following boundary conditions
\[ c_1^{(k)} \text{Ai}\left(-q_k + ig' \frac{\zeta}{(ig')^{2/3}}\right) + c_2^{(k)} \text{Bi}\left(-q_k + ig' \frac{\zeta}{(ig')^{2/3}}\right) = 0, \]
\[ c_1^{(k)} \text{Ai}\left(-q_k - ig' \frac{\zeta}{(ig')^{2/3}}\right) + c_2^{(k)} \text{Bi}\left(-q_k - ig' \frac{\zeta}{(ig')^{2/3}}\right) = 0. \] (S27)
This is homogeneous linear equations of \( c_1^{(k)} \) and \( c_2^{(k)} \). To have non-zero solution, the determinant of coefficient matrix should be zero, which gives the eigenvalues \( \{q_k\} \). For the convenience of reference, we sort the eigenvalues as: for \( q_k \) and \( q_l \), if \( \Re[q_k] < \Re[q_l] \), then \( k < l \); if \( \Re[q_k] = \Re[q_l] \) and \( \Im[q_k] < \Im[q_l] \), then \( k < l \). Under this convention, \( q_0 \) is the eigenvalue with the smallest real part and negative imaginary part.

The eigenvalues \( \{q_0, q_1, q_2, q_3\} \), as a function of \( g' \), is shown in Fig. S2(a)(b). We can see that, there are some points where two eigenvalues merge together – so-called "branch point" or "exceptional point" (EP). The position of these EPs is given by
\[ g'_p = \frac{27}{32} \sqrt[3]{2} f_p, \quad q_{2p-2}(g'_p) = q_{2p-1}(g'_p) = \frac{g'_p}{\sqrt{3}}, \quad p = 1, 2, \ldots, \] (S28)
where \( f_p \) is the \( p \)-th zero point of the Bessel function \( J_{-2/3}(x) \).

2. PT Symmetry Breaking

The first EP is at \( g' = g'_1 \approx 2.258 \), where \( q_0 = q_1 \approx 1.304 \). In the region \( g' < g'_1 \), we have \( \Re[q_0] < \Re[q_1] \) and \( \Im[q_0] = \Im[q_1] = 0 \), meaning that the eigenmodes \( M_0(\zeta) \) and \( M_1(\zeta) \) have different relaxation rates but the same Larmor frequency. In the region \( g' > g'_1 \), the relaxation rate of these two eigenmodes becomes the same, and their Larmor frequency splits. We can define the frequency difference of these two eigenmodes as \( \Delta \equiv \Im[q_1] - \Im[q_0] \). By numerical analysis, in the right neighborhood of \( g'_1 \),
\[ \Delta \approx 2.34 (g' - g'_1)^{0.5}, \] (S29)
and \( d\Delta/dg' \) diverges as \( g' \rightarrow g'_1^{+} \). This is a sign of phase transition.

On the other hand, the eigen equation (S22) is invariant under PT operation, which implies that the eigenmodes should have PT symmetry. To demonstrate this, we apply PT operation on Eq. (S22) \( (P: replace \, z \, with \, -z, \, T: \, complex \, conjugate) \)
\[ \text{LHS} : \quad PT \left\{ \left( D \frac{d^2}{dz^2} - i\gamma G \cdot z \right) M_k(z) \right\} = \left\{ \left( D \frac{d^2}{dz^2} - i\gamma G \cdot \bar{z} \right) M_k^*(-z) \right\}, \]
\[ \text{RHS} : \quad PT \left\{ -s_k' M_k(z) \right\} = -\left( s_k' \right)^* M_k^*(-z). \] (S30)
This shows that, if \( M_k(z) \) is an eigenmode with eigenvalue \( s_k' \), then \( M_k^*(-z) \) is also an eigenmode, with eigenvalue \( \left( s_k' \right)^* \).

If \( s_k' \) is purely real and no degeneracy exist, then \( M_k(z) \) and \( M_k^*(-z) \) should be the same, which means the eigenmode \( M_k(z) \) itself has PT symmetry, i.e. \( PT\{M_k(z)\} = M_k(z) \). This is what happens to \( M_0(z) \) and \( M_1(z) \) in the region \( g' < g'_1 \). Figure 2(a) in
FIG. S2. The eigenvalue spectrum of Torrey equation. (a), the real part of the eigenvalues $q_k$ in Eq. (S25). Red, blue, purple, and green lines correspond to $q_0 \sim q_3$, respectively. (b), the imaginary part of $q_k$, similar to (a). (c) and (d), the real and imaginary part of $q_0$ and $q_1$ (solid lines, together with the eigenvalues of Eq. (S31) (dashed lines). The value of dashed line is $(\epsilon + \xi) L^2 / (4D)$, where $\lambda = 0$ is assumed.

the main text shows an example of $M_1(z)$ in this region. Figure S3(a) shows a numerical verification of this $PT$ symmetry for $M_0(z)$ and $M_1(z)$.

When $g'$ goes across $g'_1$ from left to right, the $PT$ symmetry of eigenmodes $M_0(z)$ and $M_1(z)$ breaks. In the region $g' > g'_1$, the eigenvalues $s'_0$ and $s'_1$ are complex. The $PT$ operation transforms $\{ s'_0, M_0(z) \}$ into $\{ s'_1, M_1(-z) \}$, and vice versa. The eigenmode itself do not have $PT$ symmetry anymore. An example of $M_0(z)$ and $M_1(z)$ in this region is shown in Fig. 2(b)(c) of the main text, with $M_+(z)$ being $M_1(z)$ and $M_-(z)$ being $M_0(z)$. Figure S3(b) shows a numerical verification of this property.

In this sense, we call the $g' < g'_1$ region $PT$-symmetric phase, and the $g' > g'_1$ region $PT$-broken phase.

Actually, at each exceptional point $g'_p$, the real part of two eigenvalues, $s'_{2p-2}$ and $s'_{2p-1}$, merges. And the $PT$ symmetry of eigenmodes $M_{2p-2}(z)$ and $M_{2p-1}(z)$ breaks. So, the $PT$ symmetry of this diffusive spin system breaks step by step as magnetic field gradient goes through each EP. In our experiment, the relaxation rate of eigenmodes $M_k(z), k > 1$ is too large that it’s impossible to see their signals in FID measurement. Therefore, we only focus on the first two eigenmodes.

In the $PT$-symmetric phase, the $PT$ symmetry requires $M_0$ and $M_1$ to be symmetric against the center of the cell. In a linear gradient field, since these two eigenmodes are both symmetric, the average magnetic field they “feel” will always be the same.
FIG. S3. The $PT$ symmetry of eigenmodes $M_0$ and $M_1$. (a), Numerical verification of the $PT$ symmetry of eigenmodes $M_0$ and $M_1$. $\epsilon_1(M_0) \equiv \left( \int |M_0(z)|^2 dz \right) / \left( \int |M_1(z)|^2 dz \right)$. In the region $g' < g_1'$, $\epsilon_1(M_0) = \epsilon_1(M_1) = 0$. (b), $PT$ operation transforms $M_0$ into $M_1$ when $g' > g_1'$, $\epsilon_{12} \equiv \left( \int |M_0(z)|^2 - M_1^*(-z)|^2 dz \right) / \int |M_0(z)|^2 dz$.

So, the resonance frequency of these two eigenmodes must be the same. The gradient only contributes a broadening to the resonance line. However, in the $PT$-broken phase, $M_0$ and $M_1$ do not have $PT$ symmetry anymore. As the gradient getting larger, they become more and more localized at the opposite ends of the cell. Then, the average magnetic field they “feel” become more and more different. That’s why their resonance frequency splits – it’s the breaking of $PT$ symmetry that makes the splitting possible.

3. Two Mode Approximation

The exact solution using Airy functions is complicated and abstract. In this section, we try to solve the eigenmodes $M_0(z)$ and $M_1(z)$ in a mathematically simpler way by using perturbation and two mode approximation, and explain the theoretical lines in Fig. 2 of main text.

Due to the fast relaxation rate of high excitation modes, we can approximately expand $K_+(\mathbf{r}, t)$ on the lowest two unperturbed eigenmodes as $K_+(\mathbf{r}, t) \approx c_0(t) \phi_0(\mathbf{r}) + c_1(t) \phi_1(\mathbf{r})$, where $\phi_1(\mathbf{r})$ stands for $\phi_{001}(\mathbf{r}) = \phi_0(x)\phi_0(y)\phi_1(z)$. Considering a linear gradient field $B_L(\mathbf{r}) = B_0 + G \cdot z$, Torrey equation (S2) becomes

$$
\frac{d}{dt} \begin{pmatrix} c_0 \\ c_1 \end{pmatrix} = -\begin{pmatrix} D \left( \kappa_0^2 + \kappa_1^2 \right) + \epsilon \left( \begin{array}{c} -1 \\ ig \\ +1 \end{array} \right) \end{pmatrix} \begin{pmatrix} c_0 \\ c_1 \end{pmatrix},
$$

(S31)

where

$$
\epsilon \equiv \frac{D(\kappa_1^2 - \kappa_0^2)}{2}, \quad g \equiv \frac{\gamma b_{01}}{\epsilon} = \frac{4 \sqrt{2} \gamma GL^3}{\pi^4 D} = \frac{32 \sqrt{2}}{\pi^4} g'.
$$

(S32)

Both $\epsilon$ and $g$ are purely real. Here, we drop the $i\gamma B_0$ and $\Gamma_G$ terms in Eq. (S31) for the same reason stated below Eq. (S22). The solution of Eq. (S31) are determined by the non-Hermitian coefficient matrix $H_2$, whose eigenvalues are $\xi \pm \epsilon \sqrt{1 - g^2}$. We plot the eigenvalues of $H_2$ together with the exact solution in Fig. S2(c)(d).

The value of $\epsilon$ represents the “diffusion energy” while the value of $\gamma b_{01}$ represents the coupling strength between eigenmodes $\phi_0(\mathbf{r})$ and $\phi_1(\mathbf{r})$ caused by the linear gradient field. For weak coupling ($|g| < 1$), $\xi_\pm$ are purely real, resulting in two oscillations with the same resonance frequency but different decay rates. For strong coupling ($|g| > 1$), $\xi_\pm$ are purely imaginary, leading to frequency splitting of the two oscillations. The strong coupling between $\phi_0(\mathbf{r})$ and $\phi_1(\mathbf{r})$ destroys the $PT$ symmetry of both eigenmodes. The $PT$ transition occurs when the coupling strength matches the “diffusion energy” ($|g| = 1$), giving the field gradient of the exceptional point (assume $\lambda = 0$)

$$
g_{EP}' = \frac{\pi^4}{32 \sqrt{2}} \approx 2.15,
$$

(S33)
which match with the exact solution $g'_1$ in 5% accuracy. The power law behavior Eq. (S29) near EP can be derived from $\xi_\pm$:

$$\Delta = \frac{L^2}{4D} \Im [\xi_+ - \xi_-] = 8^{1/4} (g' - g'_{EP})^{1/2}, \quad g' \to (g'_{EP})^+ \tag{S34}$$

Let’s consider the solution of FID signal in $PT$-broken phase. The two eigen vectors of matrix $H_2$, corresponding to eigenvalue $\xi_\pm = \pm i \sqrt{g^2 - 1}$, are

$$\nu_+ = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ e^{-i\varphi} \end{pmatrix}, \quad \nu_- = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -e^{i\varphi} \end{pmatrix}, \tag{S35}$$

where

$$\sin \varphi \equiv \frac{1}{g}, \quad \cos \varphi \equiv \frac{1}{g|g|} \sqrt{g^2 - 1}. \tag{S36}$$

Note that $\nu_+$ is not orthogonal to $\nu_-$, because $H_2$ is non-Hermitian. The base functions, assuming $A = 0$, are

$$\phi_0(r) = \frac{1}{L^{3/2}}, \quad \phi_1(r) = -\frac{\sqrt{2}}{L^{3/2}} \sin \left( \frac{\pi z}{L} \right). \tag{S37}$$

In our experiment, the initial polarization of an FID measurement is approximately uniform, i.e. $K_s(r, 0) = |K|\phi_0(r)$. In the vector form,

$$K_{s,0} = |K| \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \frac{|K|}{\sqrt{2} \cos \varphi} \left( e^{i\varphi} \nu_+ + e^{-i\varphi} \nu_- \right). \tag{S38}$$

Then, the solution of $K_s(r, t)$ is

$$K_s(r, t) = \frac{|K|}{\sqrt{2} \cos \varphi} \left[ e^{i\varphi} e^{-s \cdot \nu_+(r)} + e^{-i\varphi} e^{-s \cdot \nu_-(r)} \right], \tag{S39}$$

where $s_s = \Gamma_2 + i\omega_s \equiv \Gamma_2 + \epsilon + i\gamma B_0 \pm i \epsilon \sqrt{g^2 - 1}$ are the eigenvalues of eigenmodes $\nu_s$. Our probe beam, along $x$ direction, is located at $(y_p, z_p)$ on the $yz$ plane. The average spin polarization $K_s$ within the probe beam is

$$K_s(t) = \frac{1}{L} \int_{-\frac{L}{2}}^{\frac{L}{2}} |K_s(x, y_p, z_p, t)| dx = \frac{|K|}{\sqrt{2} \cos \varphi} \left[ e^{i\varphi} e^{-s \cdot \nu_+(z_p)} + e^{-i\varphi} e^{-s \cdot \nu_-(z_p)} \right] \tag{S40}$$

$$= \frac{|K|}{\sqrt{2} \cos \varphi} \{ a_+ \cos [(\omega_s t - (\beta_+ + \varphi)] + a_- \cos [(\omega_s t - (\beta_- - \varphi)] \},$$

where

$$a_+ e^{i\beta_+} \equiv \nu_+(z_p) = \frac{1}{L^{3/2}} \left\{ \left[ \frac{1}{\sqrt{2}} \cos \varphi \cdot I_{\sin}(z_p) \right] + i \sin \varphi \cdot I_{\sin}(z_p) \right\}, \quad I_{\sin}(z_p) \equiv \sin \frac{\pi z_p}{L}. \tag{S41}$$

From Eq. (S40), we see that the FID signal in $PT$-broken phase is composed of two exponentially decaying oscillations with frequencies $\omega_s$. The amplitude ratio of these two oscillations is

$$\frac{a_+}{a_-} = \sqrt{\frac{1 - 2 \sqrt{2} \cos \varphi \cdot I_{\sin} + 2 I_{\sin}^2}{1 + 2 \sqrt{2} \cos \varphi \cdot I_{\sin} + 2 I_{\sin}^2}} \tag{S42}$$

The initial phase difference of these two oscillations is

$$\delta \theta(z_p) = \pm [(\omega_+ - \omega_-) t_0 - (\beta_+ - \beta_-) - 2 \varphi], \tag{S43}$$

where $t_0$ is related to the time origin of FID measurement.

The theoretical lines in Figs. 2(d) and (e) of main text is calculated similarly as stated above, but utilizing the exact solution in Section II E 1.
III. DATA FITTING AND ANALYSIS

A. Fitting Model

Since the dynamics of Xe spins is governed by Eq. (S1), the time domain FID signal of Xe spins should have the following form

$$y(t) = \sum_{k=1}^{n} A_k e^{-i\omega_k t} \sin(\omega_k t + \varphi_k).$$  \hspace{1cm} (S44)

The Fourier transform of $y(t)$ is the superposition of $2n$ Lorentzian peaks:

$$Y(\omega) \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \theta(t)y(t)e^{-i\omega t} dt = -\frac{i}{\sqrt{8\pi}} \sum_{k=1}^{n} A_k \left[ \frac{e^{i\varphi_k}}{1/\tau_k + i(\omega - \omega_k)} - \frac{e^{-i\varphi_k}}{1/\tau_k + i(\omega + \omega_k)} \right],$$  \hspace{1cm} (S45)

where $\theta(t)$ is the Heaviside step function.

By choosing the value $n$ in Eq. (S44), we get three model functions:

- Single-Lorentzian-peak fitting (SLP, $n = 1$) is used to analyze the $^{129}$Xe FID signal in the $PT$-symmetric phase with zero or weak gradient field. As the phase $\varphi_1$ is irrelevant in $|Y_{\text{SLP}}|$, three fitting parameters $A_1$, $\tau_1$ and $\omega_1$ are extracted. The model function is ($b$ represents a noise background)

$$|Y_{\text{SLP}}(\omega; A_1, \tau_1, \omega_1, b)| \equiv \frac{1}{\sqrt{8\pi}} \left| \frac{A_1}{1/\tau_1 + i(\omega - \omega_1)} \right| + b.$$  \hspace{1cm} (S46)

- Double-Lorentzian-peak fitting (DLP, $n = 2$) is used for the spectrum of $^{129}$Xe in large gradient field (close to or larger than the EPs). Fitting parameters $A_k$, $\tau_k$, $\omega_k$ ($k = 1, 2$) and $\Delta \varphi = \varphi_2 - \varphi_1$ are extracted. The model function is

$$|Y_{\text{DLP}}(\omega; A_1, A_2, \tau_1, \tau_2, \omega_1, \omega_2, \Delta \varphi, b)| \equiv \frac{1}{\sqrt{8\pi}} \left| \frac{A_1}{1/\tau_1 + i(\omega - \omega_1)} + \frac{A_2 e^{i\Delta \varphi}}{1/\tau_2 + i(\omega - \omega_2)} \right| + b.$$  \hspace{1cm} (S47)

- Triple-Lorentzian-peak fitting (TLP, $n = 3$) is used to analyze the $^{131}$Xe FID signal with quadrupole splitting. To reduce the degrees of freedom (DOFs) and improve the stability of the fitting process, all the phases $\varphi_k$ ($k = 1, 2, 3$) are set to zero and the frequency splitting is assumed to be symmetric ($\omega_1 + \omega_3 = 2\omega_2$) [14]. The model function is

$$|Y_{\text{TLP}}(\omega; A_1, \tau_1, \omega_0, \Delta \omega_Q, b)| \equiv \frac{1}{\sqrt{8\pi}} \left| \frac{A_1}{1/\tau_1 + i(\omega_0 - \omega_0 + \Delta \omega_Q)} + \frac{A_2}{1/\tau_2 + i(\omega_0 - \omega_0)} + \frac{A_3}{1/\tau_3 + i(\omega_0 - \omega_0 - \Delta \omega_Q)} \right| + b.$$  \hspace{1cm} (S48)

The FID signal of $^{131}$Xe can be analyzed by either SLP or TLP model. SLP fitting usually overestimates the relaxation rate $T_2^{-1}$, particularly when the quadrupole splitting $\Delta \omega_Q$ is not negligible (in our experiment $\Delta \omega_Q/(2\pi) \sim 20$ mHz). TLP model gives more accurate value of relaxation rate and, accordingly, is used when the accurate value of $T_2^{-1}$ is important. On the other hand, both SLP and TLP models give similar results for the central frequency of $^{131}$Xe. The SLP model involves much less DOFs, and the fitting process is numerically more stable. So, the SLP model is used to fit the resonance frequency of $^{131}$Xe in Fig. 4 of the main text. The physical results (e.g., the $P_{\text{pump}}$ dependence of the rotation rate $\Omega_{\text{rot}}$) do not essentially rely on the choice of SLP or TLP model. The fitting model used in each figure is summarized in Table I.

B. Discrete Fourier Spectrum

The discrete Fourier spectrum of experiment FID signal is a little different from Eq. (S45) due to finite sampling time. We use the MATLAB built-in function plomb() to estimate the Power Spectrum Density (PSD) of experimental time domain FID signal $y(t)$. As long as the sampling rate is high enough compared to $\{\omega_k\}$ and the sampling time is long enough compared to $\{\tau_k\}$, the obtained PSD should be proportional to $|Y(\omega)|^2$.

Consider a discrete sampling of $y(t)$:

$$y_0 \equiv y(0), \quad y_1 \equiv y(\Delta t), \quad \cdots, \quad y_{N-1} \equiv y(T - \Delta t), \quad T \equiv N\Delta t.$$  \hspace{1cm} (S49)
FIG. S4. The goodness of fitting for different models. (a), The Adj. R-Squared value of the Lorentzian fitting on the $^{129}$Xe FID data of Fig. 3 and Fig. 2 in the main text. Both SLP and DLP fittings give satisfactory results in small gradient region with $|G| < 70$ nT/cm. SLP fitting is significantly worse in the large gradient region because the decay rate of the lowest two eigen modes get close to each other. (b), Similar to (a) but for $^{131}$Xe. Goodness of fitting keeps smooth as gradient changes. The large difference between SLP and TLP fitting performances indicates that the quadrupole splitting is not negligible and SLP model may underestimate the $T_2$ of $^{131}$Xe.

| Figure | Fitting Model |
|--------|--------------|
| Fig. 3 | DLP          |
| Fig. 2 | DLP          |
| Fig. 4 | DLP for $^{129}$Xe, SLP for $^{131}$Xe |
| Fig. S1(c) | SLP |
| Fig. S1(d) | TLP |
| Fig. S1(e) | DLP |
| Fig. S1(g) | DLP for $^{129}$Xe, TLP for $^{131}$Xe (Labeled in figure) |
| Fig. S4 |              |

The MATLAB built-in function `periodogram()` calculates the following PSD:

$$\hat{P}(\omega) = \frac{\Delta t}{N} \left| \sum_{n=0}^{N-1} y_n e^{-i n \omega \Delta t} \right|^2, \quad -\frac{\pi}{\Delta t} < \omega \leq +\frac{\pi}{\Delta t}. \quad (S50)$$

`plomb()` returns the estimation of $2\hat{P}(\omega)$, but allowing non-uniform sampling. Note that there is a factor of 2 coming from the requirement of total energy conservation, because `plomb()` only calculates single-sided PSD.

If sampling rate is high enough ( $|1/\tau_k + i(\omega - \omega_k)|\Delta t \ll 1$, $\omega_k \Delta t \ll \pi$ ) and sampling time is long enough ($T \gg \tau_k$), we can show that

$$\hat{P}(\omega) = \frac{2\pi}{T} |Y(\omega)|^2. \quad (S51)$$

Thus, we can use Eq. (S45) to perform least squares fitting on $\hat{P}(\omega)$ in the neighborhood of $\omega = \omega_k$. The normalized spectrum in the waterfall plot of Fig. 3(a) of main text is $\sqrt{P(\omega)T/(2\pi)}$, where the $2P(\omega)$ here represents the power spectrum returned by `plomb()` function.
C. Fitting Algorithm

We use the MATLAB built-in function fit() to perform the nonlinear least squares fitting. The data points used for fitting is \(\sqrt{P(\omega)}T/(2\pi)\), and the model functions are Eqs. (S46)-(S48). Before being fed to plomb() function, the time domain FID signal is automatically trimmed to be shorter than 12 times of \(T_2\). This is to ensure the Lorentzian peaks not being buried by the white noise. An oversampling factor of 8 ~ 12 is used for plomb(), which makes the frequency point in \(P(\omega)\) 8 ~ 12 times denser than a standard FFT spectrum. This can help the fitting process easier to converge to a physically reasonable result. Typical fitting results are shown in Figs. S1(c)-(e) and Fig. S4.

The confidence intervals of the fitting parameters is acquired by calling the confint() function with the cfit object returned by the fit() function. All the error bars in the figures is calculated based on the 95% confidence bounds returned by confint().

![Graphs showing fitting results](image)

FIG. S5. The parameter set used in the benchmark test. The parameters in this figure is calculated based on the exact solution demonstrated in Section II E 1, and then fitted to our experiment condition. The exact EP is at \(G = \pm 100.051\) nT/cm. For the meaning of parameters, see Eq. (S52). (a), \(A_1 = 0.2\) at \(G = 0\). (c) and (d), blue solid line for \(k = 1\) and red dashed line for \(k = 2\).

D. Benchmark of DLP Fitting Algorithm

The DLP fitting above might have intrinsic difficulty in two gradient regions. (1) In the zero-gradient region, the FID signal of \(^{129}\)Xe consists of two exponentially decaying oscillations with the same frequency. One of them have large initial amplitude and decays slow, another one have very small initial amplitude and decays very fast. The slowly decaying oscillation make up the main part of the Fourier spectrum, while the fast decaying oscillation have very little contribution to the spectrum. So, it’s very difficult to fit this fast decay rate from the spectrum. (2) In the region close to exceptional points, the two oscillations in FID signal have both very similar decay rate and very close frequency. The Fourier spectrum includes two Lorentzian peaks with similar linewidth and very close center frequency. It seems hard to distinguish these two peaks. Thus, a benchmark for the fitting algorithm is necessary to ensure that the least squares fitting can correctly extract the parameters we want from the spectrum of FID signal.

The benchmark will focus on two questions:

1. How accurate the fitted parameters can be? Whether the confidence intervals returned by the algorithm correctly represents the error between fitted values and real values?

2. Is the fitting result unique? Will the initial values affect the fitting result?

In the benchmark test, a series of artificial signals with the following form are generated numerically, and then feed to the fitting algorithm. The fitting output is compared with the real value of the parameters to evaluate the accuracy of fitting result.

\[
y(t) = A_1 e^{-t/\tau_1} \sin(\omega_1 t) + A_2 e^{-t/\tau_2} \sin(\omega_2 t + \Delta \varphi) + N(t). \tag{S52}
\]
The real value of parameters used in the numerical generation is shown in Fig. S5. A small random fluctuation is added to the real values for repeated simulation. The $N(t)$ above represents the white noise in the experiment signal, and is generated using Gaussian distributed random numbers with appropriate variance.

\[ \langle E_\chi \rangle \equiv \frac{1}{N} \sum_{k=1}^{N} E_{\chi,k}, \quad \sigma_\chi \equiv \sqrt{\frac{1}{N-1} \sum_{k=1}^{N} (E_{\chi,k} - \langle E_\chi \rangle)^2} \] 

(S53)

Then, we can define the mean value and standard derivation of fitting error as

\[ F_\chi : the smallest real number such that at least 95\% of \{R_{\chi,k}\} are smaller than F_\chi \]  

(S55)

To verify the fitting accuracy, we generate 1000 artificial signals for each gradient and summarize the statistics of fitting accuracy in Fig. S6.

- **Resonance frequencies:** from the top two rows of Fig. S6, we can see that in all gradient region, the U95 factors $F_\chi$ of $\omega_1$ and $\omega_2$ are in the range $0 \sim 10$. That means the confidence intervals of these two frequencies are slightly under-estimated by the fitting algorithm. We consider this to be acceptable for this work. From column (b), the mean error has a $1 \sim 10$ mHz bias in most region, which means the fitting algorithm is a biased estimator of the two resonance frequencies. This small bias is not important in this work, but should be carefully handled when the exact resonance frequency is concerned. From column (c), the fitting error of $\omega_1/(2\pi)$ can be as large as $50$ mHz near EP. It’s large compared to other gradient region, and is in the same order of magnitude with the linewidth $\sim 300$ mHz here. The fitting error of $\omega_2/(2\pi)$ can be up to $1$ Hz, which is due to the very small amplitude and short relaxation time of peak #2. However, the distribution of these fitting errors are symmetric, thus can be suppressed by repeating measurement.

- **Relaxation time:** from the middle two rows of Fig. S6, we can see that except for EP region, the U95 factors $F_\tau$ of $\tau_1$ and $\tau_2$ are in the range $0 \sim 10$. This is similar to the case of resonance frequencies and is acceptable for this work. From column (b), the mean error of $\tau_1$ is always smaller than 0.1 s, which is enough for our theory-experiment comparison in Fig. 3(b) of main text. The mean error of $\tau_2$ in the zero-gradient region can be as large as 10 s. That’s why the blue data points in Fig. 3(b) of main text deviate from the theoretical line. From column (c), we can see that the error distribution near zero-gradient shows an asymmetric pattern, meaning that the estimation of $\tau_1$ and $\tau_2$ has a large bias. The structure of error distribution also indicates that the fitting may have two local minimums, one close to the real values, another far from the real values. For the case of $\tau_2$, this is easy to understand – the fitter just return $\tau_2 \approx \hat{\tau}_1 \approx \tau_1$ since the peak #2 is too small to recognize. But the reason of multiple solution behavior of $\tau_1$ is unknown to us.

- **Peak amplitude ratio:** from the fifth row of Fig. S6, we can see that the U95 factor of the peak amplitude ratio $A_2/A_1$ can be larger than $10^2$ in some regions of the PT-symmetric phase. Also, the mean error can be as large as $10^3$. This means the fitting value $\hat{A}_2/A_1$ is not reliable in those regions. However, the experiment data points in Fig. 2(d) fits so well with the theoretical lines that no bias in the order of $10^3$ can be observed. This remains a mystery to us. From column (a), the error distribution has a strange pattern, which indicates that there may be two to four local minimums. Good news is those local minimums separate from the real solution far enough that it’s easy to filter them by physical criterion.

- **Phase shift:** from the bottomest row of Fig. S6, we can see that the fitted value of $\Delta \varphi$ is completely unreliable in the zero-gradient region since the mean error is in the order of $\pi$. The confidence intervals are also severely underestimated in many regions of the PT-symmetric phase since the U95 factor can be larger than $10^2$. Thus, in Fig. 2(e) of main text, the data points near zero-gradient region should be considered inaccurate.

As a summary, the benchmark in this section shows that, the fitting accuracy of $\omega_1/(2\pi)$ and $\tau_1$ is good enough to support the comparison between experiment data and theoretical lines in Fig. 3 of main text (except the $\tau_2$ in zero-gradient region). The fitting accuracy of $A_2/A_1$ and $\Delta \varphi$ is not so good that the comparison in Fig. 2 of main text is not reliable in the PT-symmetric phase. As for Fig. 4 of main text, all data are measured at gradient 250 nT/cm, where the fitting accuracy is pretty good and thus the results are reliable.
FIG. S6. Summary of fitting accuracy. Each row shows the fitting accuracy of one parameter, which is labeled in the textbox on column (b). The x axis of all subplots are both $G$ (nT/cm), the magnetic field gradient. Column (a) shows the distribution of actual fitting error $E_\chi$ defined in Eq. (S53). Column (b) shows the mean value of actual fitting error as defined in Eq. (S54). The blue dashed lines are the absolute value $|\langle E_\chi \rangle|$, and the red solid lines are the $1\sigma$ upper bound $\max(|\langle E_\chi \rangle + \sigma_\chi|, |\langle E_\chi \rangle - \sigma_\chi|)$. Column (c) shows the U95 factor $F_\chi$ defined in Eq. (S55). N = 1000 repeated benchmarks are performed at each gradient.
As mentioned above, the U95 factor varies within 0 – 10 in most of the gradient region. When calculating the error bars in the figures of main text, we just omit this U95 factor. The error bars are estimated using the original confidence intervals returned by our fitting algorithm together with the standard derivation of repeated measurements. This may under-estimate the errors but is considered to be acceptable for the demonstration purpose in this work.

2. Dependence on Initial Values

The numerical least squares fitting need an initial value for every parameter as the start point of the optimization algorithm. It’s easy to estimate the value of \( \omega_k \), \( \tau_k \), and \( A_2 \) in Eq. (S47) from the shape of Fourier spectrum. Also, the initial value of \( b \) can be safely set to zero as the noise is very small. However, it’s hard to estimate the value of \( \Delta \phi \) – can we just use a random initial value?

In the benchmark of the above section, the fitting error distribution indicates that the fitting process may have multiple local minimums. That means the choice of initial values might affect the result of fitting, and a benchmark is necessary to figure out whether the initial value of \( \Delta \phi \) will affect which local minimum the fitting algorithm converges to.

Figure S7 shows the benchmark result. In the gradient region close to EP (top two rows), the solution is unique. The initial value \( \Phi_0 \) have no effect on the fitting result.

In the zero-gradient region (middle two rows), it seems that there are two or three different solutions – the fitting error of \( \omega_k \) and \( \tau_k \) jumps between two distinct values and the fitting error of \( A_2/A_1 \) jumps between three different values. However, we cannot control which solution to converge by choosing the value of \( \Phi_0 \). The fitter just converge to a solution randomly. We have no idea how to solve the multi-solution problem in this region so far.

In the large-gradient region (bottom two rows), the solutions of \( \omega_k \) and \( \tau_k \) are unique, but there are two different solutions for \( A_2/A_1 \) and \( \Delta \phi \). These two solutions are hard to distinguish – both solutions fit very well with the spectrum and their adj. \( R^2 \) are the same. To get the solution which is closer to the real parameters, we need to use a \( \Phi_0 \) that is close to the real value of \( \Delta \phi \). But this is impractical since we don’t know the real value of \( \Delta \phi \) in experiment.

A practical way to distinguish these two solutions is to drop the beginning of the time domain signal and fit again. If we trim a small length \( t_0 \) from the beginning of the time domain signal, it’s equivalent to change the time origin of Eq. (S52). The signal after trimming is

\[
y'(t; t_0) \equiv y(t + t_0) = \left[ A_1 e^{-\omega_1 t_1} \right] e^{-\omega_1 t_1} \sin (\omega_1 t + \omega_1 t_0) + \left[ A_2 e^{-\omega_2 t_2} \right] e^{-\omega_2 t_2} \sin (\omega_2 t + \omega_2 t_0 + \Delta \phi) + N(t + t_0).
\]  

(S56)

Since the frequency of the two peaks are different in this gradient region, the phase shift returned by the fitter should has the following dependence on the trimming time \( t_0 \):

\[
\Delta \Phi(t_0) = \Delta \phi + (\omega_2 - \omega_1) t_0.
\]  

(S57)

The relaxation time \( \tau_1 \) and \( \tau_2 \) are the same in this gradient region, so the amplitude ratio \( \hat{A}_2/\hat{A}_1 \) should not depend on \( t_0 \).

As shown in Figs. S8(a)(b), the “better solution” using \( \Phi_0 = \Delta \phi \) do obeys these dependences, while the “worse solution” using \( \Phi_0 = \Delta \phi + \pi \) does not. From Figs. S8(c)(d), we can see that both the “better solution” and the “worse solution” itself make up a continuous curve. So, one should be careful on distinguishing these solutions since the “worse solution” also physically looks good.
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FIG. S7. Fitting dependence on the initial value of $\Delta \phi$. The $x$ axis of subplots in column (a) and (b) are both $\left(\phi_0 - \Delta \phi\right)/\pi$, the difference between fitting initial value and real value of $\Delta \phi$. Column (a) and (b) shows the distribution of actual fitting error $|E_{\chi}|$ defined in Eq. (S53). Column (c) shows the FID signal used for test. The top two rows correspond to $G = -100.051$ nT/cm, a gradient very close to EP. The middle two rows correspond to $G = +3$ nT/cm, near zero-gradient region. The bottom two rows correspond to $G = +177$ nT/cm, where the two peaks separate to each other far. $N = 1000$ benchmarks are performed at each gradient, with random $\phi_0$. The time domain signal used for these 1000 benchmarks are exactly the same – both the real value of all parameters and the noise term $N(t)$ are the same.
FIG. S8. The behavior of the two fitting solutions. The legend of all subplots is the same – solid lines represent the real value of the parameter; red dots are the fitting result using the real value of $\Delta \varphi$ as the initial value $\varphi_0$; blue dots are the fitting result using $\varphi_0 = \Delta \varphi + \pi$. Subplots (a) and (b) are generated using the artificial FID signal at $G = +177$ nT/cm. The trimming time $t_0$ is defined in Eq. (S56). The real value line is calculated by Eq. (S57).