A CONJUGATE GRADIENT METHOD FOR ELECTRONIC STRUCTURE CALCULATIONS
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Abstract. In this paper, we study a conjugate gradient method for electronic structure calculations. We propose a Hessian based step size strategy, which together with three orthogonality approaches yields three algorithms for computing the ground state energy of atomic and molecular systems. Under some mild assumptions, we prove that our algorithms converge locally. It is shown by our numerical experiments that the conjugate gradient method is efficient.
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1. Introduction. Kohn-Sham density functional theory (DFT) [15, 18, 22] is widely used in electronic structure calculations. It is often formulated as a nonlinear eigenvalue problem or a direct minimization problem under orthogonality constraint [5, 21, 26].

The nonlinear eigenvalue problem is usually solved by using the self consistent field (SCF) iterations, by which the central computation in solving such nonlinear eigenvalue problems is the repeated solution of some algebraic eigenvalue problems. However, the convergence of SCF is not guaranteed, especially for large scale systems with small band gaps, for which the performance of the SCF iterations is unpredictable [41, 42].

Therefore, people turn to investigate constrained minimization approaches for the Kohn-Sham direct energy minimization models, see e.g. [11, 12, 27, 34, 35, 38, 39, 41, 42] and references therein. In [41], the authors constructed the search direction from the subspace spanned by the current orbital approximations, the associated preconditioned gradient, and the previous search direction. The optimal search direction and step size are computed by solving a smaller scale nonlinear eigenvalue problem, which is complicated for large systems. While the authors in [39, 42] applied gradient type methods to the minimization problem, in which the gradient is chosen as the search direction. It has been shown in [42] that the gradient type methods are quite efficient and can outperform the SCF iterations on many practical systems.

We should point out that there are also several works using some conjugate gradient (CG) methods to the electronic structure calculations, see e.g., [23, 31, 33]. However, in these works, their starting points are to solve the nonlinear eigenvalue problems other than the minimization problems, the CG methods are used to find the subspaces by updating each orbital along its corresponding conjugate gradient direction, and these orbitals are updated successively. After all the orbitals are updated, a subspace diagonalization (Rayleigh-Ritz) procedure is then carried out. As pointed out in [41], due to the “band-by-band” nature, the algorithms are not very efficient.
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In this paper, following [39, 42], we apply the similar idea to construct some novel conjugate gradient method, where the search direction is replaced by the conjugate gradient direction. We utilize the so-called WY [39] and QR strategies to keep the orthogonality of the Kohn-Sham orbitals, which were also employed in [42]. In addition, we also apply the polar decomposition (PD) [2] based approach to do the orthogonalization.

We understand that an important issue in a conjugate gradient method is the choice of step size. To set up the step size in our conjugate gradient method, we introduce a Hessian based strategy, which is based on the local second order Taylor expansion of the total energy functional. We prove the convergence of the WY, QR, and PD based conjugate gradient algorithms, and observe that the QR based conjugate gradient algorithm usually performs best in our numerical experiments. Although we need some energy descent property, which is widely used in many optimization algorithms, to prove the convergence of the algorithms theoretically (see Theorem 4.7), our algorithms perform well without using any backtracking procedure. We compare our algorithms with the algorithm OptM-QR recently proposed in [42] which is a gradient type method with Barzilai-Borwein (BB) step sizes, and observe from our numerical experiments that our algorithms need less iterations and less computational time to obtain the results with same accuracy. In addition, it is shown by our numerical experiments that the algorithm OptM-QR is less stable than our algorithms, which may be caused by the nonmonotonic behavior of the BB step size [6].

We see that the standard Armijo and the exact line search strategies are applied to the geometric CG method on matrix manifold (see Algorithm 13 of [2]). However, the exact line search is not recommended to the Kohn-Sham total energy minimization problem due to its high computational cost. Note that the Armijo line search method uses a fixed initial value and performs a backtracking procedure to ensure some energy descent property. We believe that our Hessian based strategy is more efficient in providing a good initial value for the step size and reducing the times of backtracking. In particular, there is no convergence analysis for Algorithm 13 given in [2]. We point out that Smith [29, 30] has also proposed a CG algorithm on the Riemannian manifold, where the orthogonality was preserved by using the Riemannian exponential map, whose computational cost is larger than the WY, QR, and PD strategies.

We should mention that the convergence of SCF iteration was proved in [19, 20, 40] under the assumptions that the gap between the occupied states and unoccupied states is sufficiently large and the second-order derivatives of the exchange correlation functional are uniformly bounded from above. Anyway, such investigations are theoretically significant.

The rest of this paper is organized as follows: in Section 2, we provide a brief introduction to the Kohn-Sham model and the associated Grassmann manifold. We then propose our conjugate gradient algorithms in Section 3 and prove the convergence of the three algorithms in Section 4. In Section 5, we present some restarted versions of our algorithms. We report several numerical experiments in Section 6 that demonstrate the accuracy and efficiency of our algorithms. After that, we give some concluding remarks in Section 7. Finally, we provide the proof of Lemma 2.6 in Appendix A and present several numerical tests using different step sizes and different calculation formulas for the Hessian in Appendix B that lead to our recommendations.

2. Preliminaries.
2.1. Kohn-Sham model. By Kohn-Sham density functional theory, the ground state of a system consisting of $M$ nuclei of charges and $N$ electrons can be obtained by solving the following constrained optimization problem

\[
\inf_{U=(u_1,\ldots,u_N)\in(H^1(\mathbb{R}^3))^N} E(U)
\]

subject to

\[
\int_{\mathbb{R}^3} u_i u_j = \delta_{ij}, \quad 1 \leq i,j \leq N,
\]

where the Kohn-Sham total energy $E(U)$ is defined by

\[
E(U) = \frac{1}{2} \int_{\mathbb{R}^3} \sum_{i=1}^N |\nabla u_i(r)|^2 dr + \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{\rho(r)\rho(r')}{|r-r'|} dr dr'
\]

\[
+ \int_{\mathbb{R}^3} \sum_{i=1}^N u_i(r) V_{\text{ext}}(r) u_i(r) dr + \int_{\mathbb{R}^3} \varepsilon_{xc}(\rho(r)) \rho(r) dr,
\]

and $u_i \in H^1(\mathbb{R}^3), i = 1, \cdots, N$ are the Kohn-Sham orbitals. Here $\rho(r) = \sum_{i=1}^N |u_i(r)|^2$ is the electronic density, $V_{\text{ext}}(r)$ is the external potential generated by the nuclei: for full potential calculations, $V_{\text{ext}}(r) = -\sum_{I=1}^M \frac{Z_I}{|r-R_I|}$, $Z_I$ and $R_I$ are the nuclei charge and position of the $I$-th nuclei respectively; while for pseudo potential approximations, the formula for the energy is still (2.2) but $V_{\text{ext}} u_i(r)$ is replaced by

\[
\sum_{I=1}^M (V^I_{\text{loc}} u_i)(r) + (V^I_{\text{nonloc}} u_i)(r),
\]

where $(V^I_{\text{loc}} u_i)(r)$ is the local part and $(V^I_{\text{nonloc}} u_i)(r)$ is the nonlocal part, which usually have the following form

\[
(V^I_{\text{nonloc}} u_i)(r) = \sum_l \int_{\mathbb{R}^3} \xi^I_l(r') u_i(r') dr' \xi^I_l(r),
\]

with $\xi^I_l \in L^2(\mathbb{R}^3)$ [21]. For convenience, the following analysis formally focuses on the full potential case. In fact, the results in this paper hold true for any kind of finite-dimensional functional that satisfies the assumptions in Section 2.3, of course including the pseudo-potential case, for which the energy functional has higher regularity than that for the full potential case. The $\varepsilon_{xc}(\rho(r))$ in the forth term is the exchange-correlation functional, describing the many-body effects of exchange and correlation, which is not known explicitly, and some approximation (such as local density approximation (LDA), generalized gradient approximation (GGA)) has to be used [21].

2.2. Gradient and Hessian on Grassmann manifold. We first introduce some notation. Let $\Psi = (\psi_1,\cdots,\psi_N) \in (L^2(\mathbb{R}^3))^N$, $\Phi = (\phi_1,\cdots,\phi_N) \in (L^2(\mathbb{R}^3))^N$. Define

\[
\Psi^T \Phi = (\langle \psi_i, \phi_j \rangle)_{i,j=1}^N \in \mathbb{R}^{N \times N},
\]
where \( \langle \psi_i, \phi_j \rangle = \int_{\mathbb{R}^3} \psi_i(r) \phi_j(r) dr \) is the usual \( L^2 \) inner product in \( L^2(\mathbb{R}^3) \). For \( \Psi = (\psi_1, \cdots, \psi_N) \in (L^2(\mathbb{R}^3))^N \), we define its norm as

\[
\| \Psi \| = \left( \text{tr}(\Psi^T \Psi) \right)^{\frac{1}{2}}.
\]

For a matrix \( A = (a_{ij})_{i,j=1}^N \in \mathbb{R}^{N \times N} \), the Frobenius norm is defined as \( \| A \|_F = \left( \sum_{i,j=1}^N |a_{ij}|^2 \right)^{1/2} \), and the 2-norm is defined as \( \| A \|_2 = \sigma_1 \), where \( \sigma_1 \) is the largest singular value of \( A \).

Now we introduce two lemmas that will be used in our analysis without proof. The proof of Lemma 2.1 can refer to [13, 16] and Lemma 2.2 can be obtained by a standard analysis. For convenience, we denote \( O^{N \times N} \) the set of orthogonal matrices of order \( N \).

**Lemma 2.1.** (1) The Frobenius norm of \( A \in \mathbb{R}^{N \times N} \) is orthogonal invariant, that is, if \( P, Q \in O^{N \times N} \), then

\[
\| PAQ \|_F = \| A \|_F.
\]

(2) Suppose \( A \in \mathbb{R}^{N \times N} \) is symmetric, if there exists \( P \in \mathbb{R}^{N \times N} \) reversible such that \( B = P^{-1}AP \) is also symmetric, then

\[
\| B \|_F = \| P^{-1}AP \|_F = \| A \|_F.
\]

(3) Suppose \( A, B \in \mathbb{R}^{N \times N} \), then

\[
\| AB \|_F \leq \| A \|_2 \| B \|_F.
\]

**Lemma 2.2.** Let \( \Psi = (\psi_1, \cdots, \psi_N) \in (L^2(\mathbb{R}^3))^N \), \( \Phi = (\phi_1, \cdots, \phi_N) \in (L^2(\mathbb{R}^3))^N \), and matrix \( A \in \mathbb{R}^{N \times N} \). There hold

\[
\| \Psi^T \Phi \|_F \leq \| \Psi \| \| \Phi \|,
\]

\[
\| \Psi A \| \leq \| \Psi \| \| A \|_F,
\]

which mean that the norms for orbitals and matrices are compatible. In further, if \( \Phi^T \Phi = I_N \), then

\[
\| \Phi A \| = \| A \|_F.
\]

The feasible set of constrained problem (2.1) is a Stiefel manifold, which is defined as

\[
\mathcal{M}^N = \{ U = (u_i)_{i=1}^N | u_i \in H^1(\mathbb{R}^3), U^TU = I_N \}.
\]

We see from (2.2) that \( E(U) = E(UP) \) for any \( P \in O^{N \times N} \). To get rid of the non-uniqueness, we consider the problem on the Grassmann manifold, which is the quotient of the Stiefel manifold and is defined as follows

\[
\mathcal{G}^N = \mathcal{M}^N / \sim.
\]
Here, \( \sim \) denotes the equivalence relation and is defined as: we say \( \hat{U} \sim U \), if there exists \( P \in O^{N \times N} \), such that \( \hat{U} = UP \). For any \( U \in \mathcal{M}^N \), we denote the equivalence class by \([U]\), that is,
\[
[U] = \{UP : P \in O^{N \times N}\}.
\]
Then the problem (2.1) on the Grassmann manifold is
\[
(2.11) \quad \inf_{[U] \in \mathcal{G}^N} E(U),
\]
where \( E(U) \) is defined by (2.2).

Now, we define the distance on the Grassmann manifold \( \mathcal{G}^N \), which will be used in our analysis. Let \([\Psi],[\Phi] \in \mathcal{G}^N\), with \( \Psi = (\psi_1, \ldots, \psi_N) \in \mathcal{M}^N \), and \( \Phi = (\phi_1, \ldots, \phi_N) \in \mathcal{M}^N \), we define the distance between \([\Psi]\) and \([\Phi]\) on \( \mathcal{G}^N \) by
\[
(2.12) \quad \text{dist}([\Psi],[\Phi]) = \min_{P \in O^{N \times N}} \|\Psi - \Phi P\|.
\]
The following result tells us how to get \( P \) such that the right-hand side of (2.12) achieves its minimum, which is in principle shown in [8], but without proof. For completeness, we present a proof here.

**Lemma 2.3.** Let \( \mathcal{S}T \) be the singular value decomposition (SVD) of the matrix \( \Psi^T \Phi \). Then \( P_0 = BA^T \) minimizes the right-hand side of (2.12).

**Proof.** For any \( P \in O^{N \times N} \), we derive from (2.3) and \( \Psi, \Phi \in \mathcal{M}^N \) that
\[
\|\Psi - \Phi P\|^2 = 2N - \text{tr}((\Psi^T \Phi)P) - \text{tr}(P^T(\Phi^T \Psi))
\]
\[
= 2N - \text{tr}(ASB^T P) - \text{tr}(P^TBSA^T)
\]
\[
= 2N - \text{tr}(C) - \text{tr}(C^T S),
\]
where \( C = B^T P A \in O^{N \times N} \). It is easy to verify that the minimum will achieve at \( C = I_N \), which means that \( P_0 = BA^T \) minimizes the right-hand side of (2.12). \( \square \)

For \([U] \in \mathcal{G}^N\), the tangent space on the Grassmann manifold is defined as the following set [27]
\[
(2.13) \quad \mathcal{T}_{[U]} \mathcal{G}^N = \{W \in (H^1(\mathbb{R}^3))^N | W^T U = 0 \in \mathbb{R}^{N \times N}\} = (\text{span}\{u_1, \ldots, u_N\})^N.
\]

We understand that \( E(U) \) is differentiable (as a functional in \((H^1(\mathbb{R}^3))^N\)) when the exact exchange-correction functional is replaced by some approximation. In such a case, we denote \( \nabla E(U) \) the gradient of \( E(U) \). We have that
\[
\nabla E(U) = (E_{u_1}, \ldots, E_{u_N}) \in (H^{-1}(\mathbb{R}^3))^N,
\]
where \( E_{u_i} \) is the derivative of \( E(U) \) to the \( i \)-th orbital. It is easy to see that
\[
(2.14) \quad E_{u_i} = \mathcal{H}(\rho) u_i.
\]
Here,
\[
\mathcal{H}(\rho) = -\frac{1}{2} \Delta + \mathcal{V}_{\text{ext}} + \int_{\mathbb{R}^3} \frac{\rho(r')}{|r-r'|} dr' + v_{2e}(\rho)
\]
is the Kohn-Sham Hamiltonian operator which is from $H^1(\mathbb{R}^3)$ to $H^{-1}(\mathbb{R}^3)$ with the exchange correlation potential

$$v_{xc}(\rho) = \frac{\delta(\rho v_{xc}(\rho))}{\delta \rho}.$$ 

For convenience, we may view $\nabla E(U)$ as an element in $(H^1(\mathbb{R}^3))^N$ in our following analysis.

We see from [8] that the gradient $\nabla_G E(U)$ at $[U]$ on the Grassmann manifold $\mathcal{G}^N$ is

$$\nabla_G E(U) = (I - UU^T)\nabla E(U) = \nabla E(U) - U(U^T \nabla E(U)),$$

and therefore

$$(2.15) \quad \nabla_G E(U) = \nabla E(U) - U\Sigma = \mathcal{H}(\rho)U - U\Sigma,$$

where $\Sigma = U^T \nabla E(U) = U^T (\mathcal{H}(\rho)U)$ is symmetric since $\mathcal{H}(\rho)$ is a symmetric operator.

The Hessian of $E(U)$ on the Grassmann manifold is defined as [8]

$$\text{Hess}_G E(U)[V,W] = \text{tr}(V^T E''(U)W) - \text{tr}(V^T W\Sigma), \forall W, V \in T_U \mathcal{G}^N,$$

where $(E''(U))_i = \sum_j (E_{u_i} u_j) w_j$. Therefore,

$$(2.16) \quad \text{Hess}_G E(U)[V,W] \approx \text{tr}(V^T \mathcal{H}(\rho)W) - \text{tr}(V^T W\Sigma).$$

provided that the approximated exchange-correlation functional is second order differentiable. The LDA, which satisfies the smoothness conditions when $\rho > 0$\footnote{For any $F \in H^{-1}(\mathbb{R}^3)$, there exists a unique element $\tilde{F} \in H^1(\mathbb{R}^3)$ satisfying $F(V) = \langle \tilde{F}, V \rangle, \forall V \in H^1(\mathbb{R}^3)$. For simplicity, we sometimes view $F$ as $\tilde{F}$ in this paper.}, is used in our implementation. We will see from the numerical results in Appendix B that the last two terms in (2.16) are small compared with the whole term, which means that they can be neglected. Therefore, we can use the approximate Hessian to replace the exact Hessian, that is,

$$(2.17) \quad \text{Hess}_G E(U)[V,W] \approx \text{tr}(V^T \mathcal{H}(\rho)W) - \text{tr}(V^T W\Sigma).$$

2.3. The discretized Kohn-Sham model. The finite dimensional discretizations for the Kohn-Sham model can be divided into three classes: the plane wave method, the local basis set method, and the real space method [4, 5]. Our approaches in this paper can be applied to any given discretization method among these three

\footnote{Although it is of physics, it is still open whether $\rho > 0$ [10].}
classes. For completeness, we give a brief introduction of the discretized Kohn-Sham model here.

Let \( \{ \varphi_s \}_{s=1}^{N_g} \) be the basis for a finite dimensional space \( V_{N_g} \subset H^1(\mathbb{R}^3) \), where \( N_g \) is the dimension of \( V_{N_g} \). Then each discrete Kohn-Sham orbital \( u_i \) can be expressed as

\[
    u_i(r) = \sum_{s=1}^{N_g} c_{i,s} \varphi_s(r)
\]

while density \( \rho(r) = \sum_{i=1}^{N_g} \sum_{s,t=1}^{N_g} c_{i,s} c_{i,t} \varphi_s(r) \varphi_t(r) \) and the Kohn-Sham total energy

\[
    E(U) = \frac{1}{2} \sum_{i=1}^{N_g} \sum_{s,t=1}^{N_g} c_{i,s} c_{i,t} \int_{\mathbb{R}^3} \nabla \varphi_s(r) \nabla \varphi_t(r) dr
\]

\[
    + \frac{1}{2} \sum_{i=1}^{N_g} \sum_{s,t=1}^{N_g} c_{i,s} c_{i,t} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \varphi_s(r) \varphi_t(r) \rho(r') \frac{dr'dr}{|r-r'|}
\]

\[
    + \sum_{i=1}^{N_g} \sum_{s,t=1}^{N_g} c_{i,s} c_{i,t} \int_{\mathbb{R}^3} \varphi_s(r) V_{ext}(r) \varphi_t(r) dr
\]

\[
    + \sum_{i=1}^{N_g} \sum_{s,t=1}^{N_g} c_{i,s} c_{i,t} \int_{\mathbb{R}^3} \varepsilon_{xc}(\rho)(r) \varphi_s(r) \varphi_t(r) dr.
\]

If we use the finite difference discretization under a uniform grid, each Kohn-Sham orbital \( u_i \) can be represented as a vector of length \( N_g \), where \( N_g \) is the degree of freedom for the computational domain, and we denote the set of all vectors of length \( N_g \) by \( V_{N_g} \). Let \( h_x, h_y, h_z \) be the mesh sizes for the discretization in \( x, y \) and \( z \) directions, respectively. For simplicity, we also denote the discretized external potential (operator) by \( V_{ext} \). The Laplacian can be approximated by a matrix \( L \in \mathbb{R}^{N_g \times N_g} \) under a selected differential stencil. The density \( \rho \) is then a vector of length \( N_g \), and \( \rho = \sum_{i=1}^{N} u_i \odot u_i \), where \( \odot \) is the Hadamard product of two matrices (here for two vectors). The Hartree potential \( \int_{\mathbb{R}^3} \frac{\rho(r')}{|r-r'|} dr' \) can be represented by the product of matrix \( L^\dagger \) with \( \rho \), where \( L^\dagger \) is the generalized inverse of the discretized Laplace operator. If we define the \( L^2 \) inner product of two vectors \( \psi, \phi \in V_{N_g} \) as follows

\[
    \langle \psi, \phi \rangle = h_x h_y h_z \left( \sum_{j=1}^{N_g} \psi(j) \phi(j) \right),
\]

then the discretized Kohn-Sham total energy can be expressed as

\[
    E(U) = \frac{1}{2} \mathrm{tr}(U^T L U) + \frac{1}{2} \langle \rho, L^\dagger \rho \rangle + \mathrm{tr}(U^T V_{ext} U) + \langle \rho, \varepsilon_{xc}(\rho) \rangle.
\]

Whichever discretization method we use, the minimization problem (2.1) becomes

\[
    \min_{u_i \in V_{N_g}} E(U)
\]

\[
    \text{s.t. } \langle u_i, u_j \rangle = \delta_{ij}, \quad 1 \leq i, j \leq N,
\]
where $V_{N_g}$ is some $N_g$ dimensional space spanned by either some functions in $H^1(\mathbb{R}^3)$ (for instance, resulted from the finite element discretization) or some vectors in $\mathbb{R}^{N_g}$ (for instance, resulted from the finite difference discretization). We then introduce another Stiefel manifold as

$$\mathcal{M}^N_{N_g} = \{ U = (u_i)_{i=1}^N | u_i \in V_{N_g}, U^T U = I_N \},$$

and the corresponding Grassmann manifold as $G^N_{N_g} = \mathcal{M}^N_{N_g} / \sim$, where $\sim$ is the same as that in the previous subsection. For $[U] \in G^N_{N_g}$, the tangent space on the Grassmann manifold $G^N_{N_g}$ becomes

$$\mathcal{T}_{[U]} G^N_{N_g} = \{ W \in (V_{N_g})^N | W^T U = 0 \}.$$ (2.19)

The gradient $\nabla G E(U)$ and Hessian of $E(U)$ on the Grassmann manifold $G^N_{N_g}$ have the same forms as that in (2.15) and (2.16) respectively.

Unless stated explicitly, the discussions in the rest of this paper are addressed for the discretized model. For any element in $(V_{N_g})^N$, we define the corresponding norm $\| \cdot \|$ as (2.3) with the inner product $\langle \cdot, \cdot \rangle$ in (2.3) being replaced by the inner product of $V_{N_g}$. It is easy to see that the conclusions in Lemma 2.2 are valid for elements in $(V_{N_g})^N$. For simplicity, we also refer to the conclusions in Lemma 2.2 in our following analysis.

Now, we introduce some assumptions that will be used in our analysis in Section 4. First, we need the following assumption.

**Assumption 2.4.** The gradient $\nabla E(U)$ of the energy functional is Lipschitz continuous. That is, there exists $L_0 > 0$ such that

$$\| \nabla E(U) - \nabla E(V) \| \leq L_0 \| U - V \|, \; \forall \; U, V \in \mathcal{M}^N_{N_g},$$ (2.20)

Note that the same assumption is used and discussed, for instance, in [19, 35].

From Assumption 2.4, there is a constant $C_0 > 0$, such that

$$\| \nabla E(\Psi) \| \leq C_0, \; \forall \; \Psi \in \mathcal{M}^N_{N_g},$$ (2.21)

which implies

$$\| \nabla G E(U) - \nabla G E(V) \| \leq L_1 \| U - V \|, \; \forall \; U, V \in \mathcal{M}^N_{N_g},$$ (2.22)

where $L_1 = 2L_0 + 2\sqrt{NC}_0$. That is, the gradient of the energy functional on the Grassmann manifold is $L_1$-Lipschitz continuous, too.

We assume that there exists a local minimizer $[U^*]$ of (2.18), on which the following assumption will be imposed.

**Assumption 2.5.** There exists $\delta_1 > 0$, such that

$$\nu_1 \| D \|^2 \leq \text{Hess}_G E(U)[D, D] \leq \nu_2 \| D \|^2, \; \forall \; [U] \in B([U^*], \delta_1), \forall \; D \in \mathcal{T}_{[U]} G^N_{N_g},$$ (2.23)

where $[U^*]$ is a local minimizer of (2.18), $\nu_1, \nu_2 > 0$ are constants, and

$$B([U], \delta) := \{ [V] \in G^N_{N_g} : \text{dist}([V], [U]) \leq \delta \}.$$
We see that the first inequality in (2.22) is nothing but the coercivity assumption and has been introduced in [27] at the minimizer of (2.18). Here we require that it is true in a neighbourhood of the minimizer; while we refer to Assumption 4.1 and Lemma 4.2 in [37] for a discussion of the second inequality in (2.22). Due to Assumption 2.5, we will see that the convergence we obtain in Section 4 is local (c.f., also, Section 7). Besides, the uniqueness of the local minimizer is guaranteed by Assumption 2.4 and Assumption 2.5. We describe it as the following lemma and refer to Appendix A for its proof.

**Lemma 2.6.** If Assumptions 2.4 and 2.5 hold true, then there exists only one stationary point in $B([U^*], \delta_1)$, which is $[U^*]$. Furthermore, if $[V_n] \in B([U^*], \delta_1)$ $(n = 1, 2, \cdots)$ satisfies $\lim_{n \to \infty} E(V_n) = E(U^*)$, then

$$\lim_{n \to \infty} \text{dist}([V_n], [U^*]) = 0.$$  

3. A conjugate gradient method. In general, there are two main issues in a line search based optimization method, one is a search direction, the other is a step size. For the unconstrained conjugate gradient methods, the conjugate gradient direction is used as the search direction, which is a linear combination of the negative gradient direction and the previous search direction. For the manifold constrained optimization problem (2.18), we need to keep each iterative point on the constrained manifold. Consequently, we have to introduce our orthogonality preserving strategies.

3.1. Orthogonality preserving strategies. Let $U \in \mathcal{M}_N^N$, $\tau \in \mathbb{R}$ and $D \in T[U]G_N^N$ be the step size and search direction, respectively. Note that $\bar{U}(\tau) = U + \tau D$ may not be on the Stiefel manifold $\mathcal{M}_N^N$. We resort to some orthogonalization strategies to deal with this problem. Here, we choose the following three strategies: the WY strategy, the QR strategy, and the PD strategy, since the QR and PD strategies are the well-known and commonly used orthogonalization strategies, while the WY strategy is a recently proposed strategy and is proved to be very efficient [39, 42]. We will give some brief introduction to the three strategies.

We first see the WY strategy. Note that WY strategy does not preserve the subspace spanned by the column vectors of $\bar{U}(\tau)$. First, we define

$$\mathcal{W} = DU^T - UD^T.$$  

Since $D \in T[U]G_N^N$, we have $\mathcal{W}U = D$. We choose the next iterative point to be

$$U_{\text{WY}}(\tau) = U + \tau \mathcal{W} \left( \frac{U + U_{\text{WY}}(\tau)}{2} \right).$$  

Equation (3.2) is an implicit definition of $U_{\text{WY}}(\tau)$. Since $\mathcal{W}$ is antisymmetric, we have that the real parts of all the eigenvalues of $I - \frac{\tau}{2} \mathcal{W}$ are equal to 1. As a result, $I - \frac{\tau}{2} \mathcal{W}$ is invertible. Then we can rewrite $U_{\text{WY}}$ explicitly as

$$U_{\text{WY}}(\tau) = \left( I - \frac{\tau}{2} \mathcal{W} \right)^{-1} \left( I + \frac{\tau}{2} \mathcal{W} \right) U.$$  

We see that $U_{\text{WY}}(\tau)^T U_{\text{WY}}(\tau) = I_N$ and $U_{\text{WY}}'(0) = D$. The formula (3.3) is not easy to implement due to the inversion of $I - \frac{\tau}{2} \mathcal{W}$. Fortunately, we have the following helpful property for $U_{\text{WY}}(\tau)$.
Lemma 3.1. $U_{WY}(\tau)$ has the low rank expression.

\begin{equation}
(3.4) \quad U_{WY}(\tau) = U + \tau D \left( I_N + \frac{\tau^2}{4} D^T D \right)^{-1} - \frac{\tau^2}{2} U \left( I_N + \frac{\tau^2}{4} D^T D \right)^{-1} (D^T D).
\end{equation}

Proof. Let $X = (D, U)$, $Y = (U, -D)$. Then $W = XY^T$. We see from Lemma 4 in [39] that

\begin{equation}
(3.5) \quad U_{WY}(\tau) = U + \tau X \left( I_{2N} - \frac{\tau}{2} Y^T X \right)^{-1} Y^T U.
\end{equation}

In addition, since $U \in \mathcal{M}_{N_g}^N$ and $D \in \mathcal{T}_{[U]} \mathcal{G}_{N_g}^N$, we have $U^T U = I_N$ and $D^T U = U^T D = 0$. Therefore, the matrix $I_{2N} - \frac{\tau}{2} Y^T X$ is invertible and

$$
\left( I_{2N} - \frac{\tau}{2} Y^T X \right)^{-1} = \left( \frac{I_N}{\frac{\tau}{2} D^T D} \right)^{-1} = \left( \frac{(I_N + \frac{\tau^2}{4} D^T D)^{-1}}{-\frac{\tau}{2} (I_N + \frac{\tau^2}{4} D^T D)^{-1}} \right).
$$

Thus, we have

$$
U_{WY}(\tau) = U + \tau D \left( I_N + \frac{\tau^2}{4} D^T D \right)^{-1} - \frac{\tau^2}{2} U \left( I_N + \frac{\tau^2}{4} D^T D \right)^{-1} (D^T D).
$$

This completes the proof. \[\square\]

We should point out that (3.4) is more stable than (3.5) in computation, since $I_N + \frac{\tau^2}{4} D^T D$ is symmetric positive definite, its inversion is stable by using the Cholesky factorization. Our numerical experiments also show that formula (3.4) preserves the orthogonality of the orbitals very well and there is no need to perform the reorthogonalization of the orbitals in application.

Different from the WY strategy, the QR and PD strategies are to orthogonalize $\tilde{U}(\tau) = U + \tau D$ directly. First, we have the following lemma.

Lemma 3.2. Let $\sigma \left( \tilde{U}(\tau)^T \tilde{U}(\tau) \right)$ be the set of eigenvalues of $\tilde{U}(\tau)^T \tilde{U}(\tau)$. Then

\begin{equation}
(3.6) \quad \sigma \left( \tilde{U}(\tau)^T \tilde{U}(\tau) \right) \subset [1, 1 + \tau^2 \|D^T D\|^2].
\end{equation}

Proof. Since $D \in \mathcal{T}_{[U]} \mathcal{G}_{N_g}^N$, we have

\begin{equation}
(3.7) \quad \tilde{U}(\tau)^T \tilde{U}(\tau) = I_N + \tau^2 D^T D.
\end{equation}

Note that $D^T D$ is symmetric semi-positive definite, the smallest eigenvalue of $\tilde{U}(\tau)^T \tilde{U}(\tau)$ is larger than 1. On the other hand, the largest eigenvalue of $D^T D$ is not larger than its Frobenius norm $\|D^T D\|_F$, we get the second inequality by (2.7). \[\square\]

Due to (3.6), the matrix $\tilde{U}(\tau)^T \tilde{U}(\tau)$ is well conditioned under a suitable step size $\tau$, which means that it is easy to perform the orthogonalization of the matrix.

We now see the QR strategy, which performs the orthogonalization by the QR factorization,

$$
\tilde{U}(\tau) = Q(\tau) R(\tau),
$$
and then set $U_{QR}(\tau)$ to be the column-orthogonal orbitals $Q$, that is,

$$U_{QR}(\tau) = Q(\tau) = \tilde{U}(\tau)R(\tau)^{-1}.$$  

In other words, $\tilde{U}(\tau) = U_{QR}(\tau)R(\tau)$ and hence

$$R(\tau)^T R(\tau) = \tilde{U}(\tau)^T \tilde{U}(\tau) = I + \tau^2 D^T D.$$  

We can carry out the orthogonalization by the Cholesky factorization. Suppose lower triangular matrix $L(\tau)$ with positive diagonal elements satisfies

$$(3.8) \quad L(\tau)L(\tau)^T = \tilde{U}(\tau)^T \tilde{U}(\tau),$$

then we have $R(\tau) = L(\tau)^T$ and

$$(3.9) \quad U_{QR}(\tau) = \tilde{U}(\tau)L(\tau)^{-T}.$$  

At last, we turn to see the PD strategy, which performs the orthogonalization by the polar decomposition. Since $\tilde{U}(\tau)^T \tilde{U}(\tau)$ is positive definite, $(\tilde{U}(\tau)^T \tilde{U}(\tau))^{-\frac{1}{2}}$ is well defined, and

$$(3.10) \quad U_{PD}(\tau) = \tilde{U}(\tau)(\tilde{U}(\tau)^T \tilde{U}(\tau))^{-\frac{1}{2}} = \tilde{U}(\tau)(I_N + \tau^2 D^T D)^{-\frac{1}{2}}.$$  

Here, $(\tilde{U}(\tau)^T \tilde{U}(\tau))^{-\frac{1}{2}}$ can be calculated by the eigen-decomposition of $\tilde{U}(\tau)^T \tilde{U}(\tau)$. That is, suppose $\tilde{U}(\tau)^T \tilde{U}(\tau) = P \Lambda P^T$, where $P \in \mathcal{O}^{N \times N}$, $\Lambda$ is diagonal, we get $(\tilde{U}(\tau)^T \tilde{U}(\tau))^{-\frac{1}{2}} = P \Lambda^{-\frac{1}{2}} P^T$.

It is easy to see that

$$(3.11) \quad U_{QR}'(0) = D, \quad U_{PD}'(0) = D.$$  

For convenience, we introduce a macro ortho($U, D, \tau$) to denote one step starting from point $U \in \mathcal{M}_N^g$ with search direction $D$ and step size $\tau$ to next point, which is also in $\mathcal{M}_N^g$. For the three strategies introduced above, the definition for ortho($U, D, \tau$) is as follows:

- for WY:

  $$\text{ortho}(U, D, \tau) = U + \tau D (I_N + \frac{\tau^2}{4} D^T D)^{-1}$$

- for QR:

  $$\text{ortho}(U, D, \tau) = (U + \tau D) L^{-T},$$

  where $L$ is the lower triangular matrix such that

  $$LL^T = I_N + \tau^2 D^T D;$$

- for PD:

  $$\text{ortho}(U, D, \tau) = (U + \tau D)(I_N + \tau^2 D^T D)^{-\frac{1}{2}}.$$
3.2. The step size strategy. Note that it is too expensive to use the exact line search in electronic structure calculations, we introduce our step size strategy in this subsection, in which the Hessian of the energy functional will be used. Suppose we have $U_n \in M_{N_g}^N$, step size $\tau \in \mathbb{R}$, and search direction $D_n \in T_{[U_n]}G_{N_g}^N$, satisfying $\text{tr}(\nabla G E(U_n)^T D_n) \leq 0$. Expanding $E(U_n + \tau D_n)$ at $U_n$ approximately, we obtain

$$E(U_n + \tau D_n) \approx E(U_n) + \tau \text{tr}(\nabla G E(U_n)^T D_n) + \frac{\tau^2}{2} \text{Hess}_G E(U_n)[D_n, D_n].$$

(3.12)

To ensure the reliability of (3.12), we should do some restrictions to the step size $\tau_n$, for example, we may restrict the step size $\tau_n$ to satisfy $\tau_n \|D_n\| \leq \theta$, where $0 < \theta < 1$ is a given parameter. Note that the right hand side of (3.12) is a quadratic function of $\tau$, we choose $\tilde{\tau}_n$ to be the minimizer of the quadratic function in the interval $(0, \theta/\|D_n\|]$, which can be divided into two cases based on whether the following condition is satisfied or not

$$\text{Hess}_G E(U_n)[D_n, D_n] > 0.$$

(3.13)

A simple calculation shows that

$$\tilde{\tau}_n = \begin{cases} \min \left( \frac{\text{tr}(\nabla G E(U_n)^T D_n)}{\text{Hess}_G E(U_n)[D_n, D_n]}, \frac{\theta}{\|D_n\|} \right), & \text{if (3.13) holds,} \\ \theta, & \text{otherwise.} \end{cases}$$

(3.14)

In our analysis, to ensure the energy reduction, we need the backtracking for the step size, that is

$$\tau_n = t^m \tilde{\tau}_n,$$

(3.15)

where $t \in (0, 1)$ is a given parameter, $m_n$ is the smallest nonnegative integer to satisfy

$$E(U_{n+1}(\tau_n)) \leq E(U_n) + \eta \tau_n (\nabla G E(U_n)^T D_n),$$

(3.16)

where $0 < \eta < 1$ is a constant parameter. We see that (3.16) will be satisfied when $\tau_n$ is sufficiently small, which implies the existence of such $m_n$. In a word, we define our step size strategy, the Hessian based strategy, as follows

**Hessian based strategy($\theta, t, \eta$)**

1. Choose $\tilde{\tau}_n$ by (3.14).
2. Calculate the step size

$$\tau_n = t^m \tilde{\tau}_n,$$

where $m_n \in \mathbb{N}$ is the smallest nonnegative integer to satisfy (3.16).

**Remark 3.3.** Note that (3.13) is the second order optimality condition, for an algebraic eigenvalue problem, we understand that (3.13) is satisfied if there is a gap between the $N$-th and $(N + 1)$-th eigenvalues [27]. Under Assumption 2.5, (3.13) is satisfied if $[U_n] \in B([U^*], \delta_1)$, and we will show how to ensure this property in Section 4. In application, the condition $\text{Hess}_G E(U_n)[D_n, D_n] > 0$ is satisfied for all examples in Section 6 for the CG algorithms with the Hessian (2.16) or the approximate Hessian (2.17).
3.3. The choice of conjugate gradient parameter. As is well known, the conjugate gradient direction is a linear combination of the negative gradient direction and the previous search direction. Therefore, another important issue is to decide $\beta$, the coefficient of the previous search direction (see step 3 of our algorithms in Section 3.4), which we call conjugate gradient parameter here. For a pure quadratic objective function, $\beta$ is fixed. However, for a non-quadratic objective function, there are many different options. Here, we list some famous choices as follows:

$$\beta_n = \frac{\|\nabla G E(U_n)\|^2}{\|\nabla G E(U_{n-1})\|^2},$$

$$\beta_n = \frac{\operatorname{tr}((\nabla G E(U_n) - \nabla G E(U_{n-1}))^T \nabla G E(U_n))}{\|\nabla G E(U_{n-1})\|^2},$$

$$\beta_n = \frac{\operatorname{tr}((\nabla G E(U_n) - \nabla G E(U_{n-1}))^T \nabla G E(U_n))}{\operatorname{tr}(F_{n-1}^T (\nabla G E(U_n) - \nabla G E(U_{n-1})))},$$

$$\beta_n = \frac{\|\nabla G E(U_n)\|^2}{\operatorname{tr}(F_{n-1}^T (\nabla G E(U_n) - \nabla G E(U_{n-1}))},$$

where $F_{n-1}$ is the previous conjugate gradient direction (see the algorithms in Section 3.4). They are called Fletcher-Reeves (FR) formula, Polak-Ribiére-Polyak (PRP) formula, Hestenes-Stiefel (HS) formula and Dai-Yuan (DY) formula [7], respectively. We choose the PRP formula in this paper, that is

\begin{equation}
\beta_n = \frac{\operatorname{tr}((\nabla G E(U_n) - \nabla G E(U_{n-1}))^T \nabla G E(U_n))}{\|\nabla G E(U_{n-1})\|^2}.\tag{3.17}
\end{equation}

In fact, we have tested some other choices, and find that there is no obvious difference for the performance of using different choices in our numerical experiments.

3.4. The conjugate gradient algorithms. Based on some orthogonality preserving strategy, the Hessian based strategy, and (3.17), we propose our conjugate gradient algorithm as follows.

Step 5 of our conjugate gradient algorithm is to make sure that

\begin{equation}
\operatorname{tr}(\nabla G E(U_n)^T D_n) \leq 0.\tag{3.18}
\end{equation}

By using the WY, QR or PD strategy in step 7, we obtain three different algorithms and denote them as CG-WY, CG-QR and CG-PD, respectively.

4. Convergence analysis. In this section, we prove the convergence of our algorithms. First, we provide two estimations in Propositions 4.1 and 4.2 for our orthogonality preserving strategies introduced in Section 3.1.

**Proposition 4.1.** For the WY strategy (3.3), QR strategy (3.9), and PD strategy (3.10), there exists a constant $C_1 > 0$, such that

\begin{equation}
\|U_*(\tau) - U\| \leq C_1 \tau \|D\|, \quad \forall \tau > 0,\tag{4.1}
\end{equation}

where $U_*(\tau)$ represents $U_{\text{WY}}(\tau)$, or $U_{\text{QR}}(\tau)$, or $U_{\text{PD}}(\tau)$. Here, $C_1$ can be chosen as 2.
Algorithm: Conjugate gradient method

1. Given $\epsilon, \theta, t, \eta \in (0, 1)$, initial data $U_0$, s.t. $U_0^T U_0 = I_N$, $U_{-1} = U_0$, $F_{-1} = 0$, calculate the gradient $\nabla G E(U_0)$, let $n = 0$;
2. while $\|\nabla G E(U_n)\| > \epsilon$ do
3. Calculate the conjugate gradient parameter $\beta_n$ by (3.17), let $F_n = -\nabla G E(U_n) + \beta_n F_{n-1}$;
4. Project the search direction to the tangent space of $U_n$:
   $$D_n = F_n - U_n (U_n^T F_n);$$
5. Set $F_n = -F_n \text{sign}(\text{tr}(\nabla G E(U_n)^T D_n))$, $D_n = -D_n \text{sign}(\text{tr}(\nabla G E(U_n)^T D_n))$;
6. Calculate the step size $\tau_n$ by the Hessian based strategy ($\theta, t, \eta$);
7. Set $U_{n+1} = \text{ortho}(U_n, D_n, \tau_n)$;
8. Let $n = n + 1$, calculate the gradient $\nabla G E(U_n)$;

Proof. (1) For the WY strategy, we obtain from (3.3) that
   $$\|U_{WY}(\tau) - U\| = \left\| \left( I - \frac{\tau}{2} W \right)^{-1} \left( I + \frac{\tau}{2} W \right) U - U \right\|$$
   $$= \left\| \left( I - \frac{\tau}{2} W \right)^{-1} \tau W U \right\|$$
   $$\leq \tau \left\| \left( I - \frac{\tau}{2} W \right)^{-1} \right\|_2 \|D\|.$$

Since the operator $W$ is antisymmetric, we have
   $$\left\| \left( I - \frac{\tau}{2} W \right)^{-1} \right\|_2^2 = \lambda_{\max} \left( \left( I - \frac{\tau}{2} W \right)^{-T} \left( I - \frac{\tau}{2} W \right)^{-1} \right)$$
   $$= \lambda_{\max} \left( I - \frac{\tau^2}{4} W^2 \right)^{-1}.$$

Note that the eigenvalues of $W$ are imaginary numbers. We see that the eigenvalues of $I - \frac{\tau^2}{4} W^2$ are not smaller than $1$, and hence the eigenvalues of $(I - \frac{\tau^2}{4} W^2)^{-1}$ belong to $(0, 1]$. Consequently,
   (4.2) $\left\| \left( I - \frac{\tau}{2} W \right)^{-1} \right\|_2 \leq 1$

and
   (4.3) $\|U_{WY}(\tau) - U\| \leq \tau \|D\|$, $\forall \tau > 0$.

(2) For the QR strategy, we derive from (3.9) that
   $$U_{QR}(\tau) L(\tau)^T = \tilde{U}(\tau) = U + \tau D,$$

from which we have
   $$U = U_{QR}(\tau) L(\tau)^T - \tau D.$$
Therefore,
\[ \| U_{QR}(\tau) - U \| = \| U_{QR}(\tau) - U_{QR}(\tau) L(\tau)^T + \tau D \|. \]

By the triangle inequality and (2.9), we obtain
\[ \| U_{QR}(\tau) - U \| \leq \| U_{QR}(\tau) (I_N - L(\tau)^T) \| + \tau \| D \| \]
\[ = \| L(\tau)^T - I_N \|_F + \tau \| D \|. \]  
(4.4)

We now turn to estimate \( \| L(\tau)^T - I_N \|_F \). Let
\[ L(\tau)^T - I_N = B(\tau) \] with \( B = (b_{ij})_{i,j=1}^N \),
then we get from (3.7) and (3.8) that
\[ L(\tau) L(\tau)^T = (I_N + B(\tau)^T)(I_N + B(\tau)) = I_N + \tau^2 D^T D, \]
namely,
\[ B(\tau) + B(\tau)^T B(\tau) = \tau^2 D^T D. \]

Thus we conclude from (2.3) that
\[ \tau^2 \| D \|^2 = \text{tr}(\tau^2 D^T D) = \text{tr}(B(\tau) + B(\tau)^T B(\tau) B(\tau)) \]
\[ = 2 \sum_{i=1}^N b_{ii} + \| B(\tau) \|_F^2. \]

Let \( \{ l_{ii} \}_{i=1}^N \) be the diagonal elements (i.e. the eigenvalues) of \( L(\tau)^T \). Then for any \( i \in \{ 1, 2, \ldots, N \} \), there exists an eigenvector \( \alpha_i \in \mathbb{R}^{N \times 1} \), such that
\[ L(\tau)^T \alpha_i = l_{ii} \alpha_i, \alpha_i^T \alpha_i = 1. \]

We observe that
\[ l_{ii}^2 = \alpha_i^T L(\tau) L(\tau)^T \alpha_i = 1 + \tau^2 \alpha_i^T (D^T D) \alpha_i \geq 1, \quad \forall i \in \{ 1, 2, \ldots, N \}, \]
which together with \( l_{ii} > 0 \) yields \( l_{ii} \geq 1 \). Then we see \( b_{ii} = l_{ii} - 1 \geq 0, \forall i \in \{ 1, 2, \ldots, N \} \), which implies
\[ \tau^2 \| D \|^2 = 2 \sum_{i=1}^N b_{ii} + \| B(\tau) \|_F^2 \geq \| B(\tau) \|_F^2. \]

Consequently, there holds
\[ \| L(\tau)^T - I_N \|_F = \| B(\tau) \|_F \leq \tau \| D \|. \]  
(4.5)

Combining (4.4) and (4.5), we get
\[ \| U_{QR}(\tau) - U \| \leq \tau \| D \| + \tau \| D \| = 2 \tau \| D \|, \forall \tau \geq 0. \]  
(4.6)
(3) For the PD strategy, we derive from (3.10) that
\[ U_{PD}(\tau)(I_N + \tau^2 D^T D)^{\frac{1}{2}} = \tilde{U}(\tau) = U + \tau D \]
\[ U = U_{PD}(\tau)(I_N + \tau^2 D^T D)^{\frac{1}{2}} - \tau D. \]

As a result, there holds
\[ \|U_{PD}(\tau) - U\| = \left\|U_{PD}(\tau) - U_{PD}(\tau)(I_N + \tau^2 D^T D)^{\frac{1}{2}} + \tau D\right\|. \]

By the triangle inequality and (2.9), we have
\[ \|U_{PD}(\tau) - U\| \leq \left\|U_{PD}(\tau)(I_N - (I_N + \tau^2 D^T D)^{\frac{1}{2}})\right\| + \tau\|D\| \]
\[ = \left\|(I_N + \tau^2 D^T D)^{\frac{1}{2}} - I_N\right\|_F + \tau\|D\|. \]
\[ (4.7) \]

Now we start to estimate \( \|(I_N + \tau^2 D^T D)^{\frac{1}{2}} - I_N\|_F \). Let \( (I_N + \tau^2 D^T D)^{\frac{1}{2}} - I_N = \tilde{B}(\tau) \) with \( \tilde{B} = (\tilde{b}_{ij})_{i,j=1}^N \),
then it holds
\[ (I_N + \tau^2 D^T D) = (I_N + \tilde{B}(\tau))^2, \]
namely,
\[ \tilde{B}(\tau)^2 + 2\tilde{B}(\tau) = \tau^2 D^T D. \]

Thus we conclude from (2.3) that
\[ \tau^2\|D\|^2 = \text{tr}(\tau^2 D^T D) = \text{tr}(\tilde{B}(\tau)^2 + 2\tilde{B}(\tau)) = 2\sum_{i=1}^N \tilde{b}_{ii} + \|\tilde{B}(\tau)\|_F^2. \]

It is easy to verify that \( \tilde{B}(\tau) \) is symmetric semi-positive definite, which means \( \sum_{i=1}^N \tilde{b}_{ii} \geq 0 \), hence
\[ \tau^2\|D\|^2 = 2\sum_{i=1}^N \tilde{b}_{ii} + \|\tilde{B}(\tau)\|_F^2 \geq \|\tilde{B}(\tau)\|_F^2. \]

Consequently, there holds
\[ (4.8) \]
\[ \|(I_N + \tau^2 D^T D)^{\frac{1}{2}} - I_N\|_F = \|\tilde{B}(\tau)\|_F \leq \tau\|D\|. \]

From (4.7) and (4.8), we obtain
\[ (4.9) \]
\[ \|U_{PD}(\tau) - U\| \leq \tau\|D\| + \tau\|D\| = 2\tau\|D\|, \forall \tau \geq 0. \]

Therefore, we get (4.1) from (4.3), (4.6), and (4.9), where \( C_1 \) can be chosen as \( C_1 = 2 \). \[ \square \]

**Proposition 4.2.** For the WY strategy (3.3), QR strategy (3.9) and PD strategy (3.10), there exists a constant \( C_2 > 0 \), such that
\[ (4.10) \]
\[ \|U_*(\tau) - U_*(0)\| = \|U_*(\tau) - D\| \leq C_2\tau\|D\|^2, \forall \tau > 0, \]
where \( U_*(\tau) \) represents \( U_{\text{WY}}(\tau) \), or \( U_{\text{QR}}(\tau) \), or \( U_{\text{PD}}(\tau) \), and \( U'_*(\tau) \) is the derivative of \( U_*(\tau) \) with respect to \( \tau \). Here, \( C_2 \) can be chosen as \( 1 + \sqrt{2} \).

**Proof.** (1) For the WY strategy, we obtain from (3.3) that

\[
(I - \frac{\tau}{2} W)U_{\text{WY}}(\tau) = (I + \frac{\tau}{2} W)U = U + \frac{\tau}{2} D.
\]

Thus,

\[
U'_{\text{WY}}(\tau) = (I - \frac{\tau}{2} W)^{-1} \left( \frac{D + WU_{\text{WY}}(\tau)}{2} \right).
\]

So we have

\[
\|U'_{\text{WY}}(\tau) - D\| = \|(I - \frac{\tau}{2} W)^{-1} \left( \frac{D + WU_{\text{WY}}(\tau)}{2} \right) - D\|
\]

\[
= \|(I - \frac{\tau}{2} W)^{-1} \left( \frac{D + WU_{\text{WY}}(\tau)}{2} - D + \frac{\tau}{2} WD \right)\|
\]

which together with the fact that \( D = WU \) leads to

\[
\|U'_{\text{WY}}(\tau) - D\| = \|(I - \frac{\tau}{2} W)^{-1} \left( \frac{\tau}{2} WD + \frac{1}{2} W(U_{\text{WY}}(\tau) - U) \right)\|
\]

Since

\[
WD = (DU^T - UD^T)D = -U(D^T D)
\]

and

\[
U_{\text{WY}}(\tau) - U = \left( I - \frac{\tau}{2} W \right)^{-1} \left( I + \frac{\tau}{2} W \right)U - U = \left( I - \frac{\tau}{2} W \right)^{-1} \tau WU,
\]

we get

\[
\|U'_{\text{WY}}(\tau) - D\| = \|(I - \frac{\tau}{2} W)^{-1} \left( -\frac{\tau}{2} U(D^T D) + \frac{\tau}{2} W(I - \frac{\tau}{2} W)^{-1} D \right)\|
\]

\[
= \|(I - \frac{\tau}{2} W)^{-1} \left( -\frac{\tau}{2} U(D^T D) - \frac{\tau}{2} (I - \frac{\tau}{2} W)^{-1} U(D^T D) \right)\|
\]

By the triangle inequality and (2.7) and (2.8), we have

\[
\|U'_{\text{WY}}(\tau) - D\| \leq \|(I - \frac{\tau}{2} W)^{-1}\|_2 \left( \frac{\tau}{2} \|U(D^T D)\| + \frac{\tau}{2} \|(I - \frac{\tau}{2} W)^{-1}\|_2 \|U(D^T D)\| \right),
\]

which together with (2.9) yields

\[
\|U'_{\text{WY}}(\tau) - D\| \leq \|(I - \frac{\tau}{2} W)^{-1}\|_2 \left( \frac{\tau}{2} \|D\|^2 + \frac{\tau}{2} \|(I - \frac{\tau}{2} W)^{-1}\|_2 \|D\|^2 \right).
\]
We then obtain from (4.2) that
\[
\|U_{W}^{\prime}(\tau) - D\| \leq \tau \|D\|^{2}.
\] (4.11)

(2) For the QR strategy, we have from \(U_{QR}(\tau)L(\tau)^{T} = U + \tau D\) that
\[
U_{QR}^{\prime}(\tau) = (D - U_{QR}(\tau)L(\tau)^{T})L(\tau)^{-T},
\]
and hence
\[
\|U_{QR}^{\prime}(\tau) - D\|
= \|D(L(\tau)^{-T} - I_{N}) - U_{QR}(\tau)L(\tau)^{T}L(\tau)^{-T}\|
= \|DL(\tau)^{-T}(I_{N} - L(\tau)^{T}) - U_{QR}(\tau)L(\tau)^{T}L(\tau)^{-T}\|
\leq \|D\|\|L(\tau)^{-T}\|_{2}\|L(\tau)^{T} - I_{N}\|_{F} + \|L(\tau)^{T}L(\tau)^{-T}\|_{F},
\] (4.12)
where (2.6), (2.8), and (2.9) are used in the last line. Let \(L(\tau)^{T} = Q\Sigma Q^{T}\) be the SVD of \(L(\tau)^{T}\). We see from (3.6) and (3.8) that \(\Sigma\) is a diagonal matrix with diagonal elements larger than 1. Thus, we obtain from the definition of 2-norm that
\[
\|L(\tau)^{-T}\|_{2} = \|Q\Sigma^{-1}P^{T}\|_{2} = \|\Sigma^{-1}\|_{2} \leq 1.
\] (4.13)
In further, we get from \(L(\tau)L(\tau)^{T} = I + \tau^{2}D^{T}D\) and the fact \(L(\tau)\) is invertible that
\[
L(\tau)^{T}L(\tau)^{-T} + L^{-1}(\tau)L(\tau)^{-1} = 2\tau L^{-1}(\tau)(D^{T}D)L(\tau)^{-T}
\]
and
\[
L^{-1}(\tau) = L(\tau)^{T}(I + \tau^{2}D^{T}D)^{-1}.
\]
Since \(L(\tau)^{T}L(\tau)^{-T}\) is upper triangular and \((L(\tau)^{T}L(\tau)^{-T})^{T} = L^{-1}(\tau)L(\tau)^{-1}\), we have
\[
\sqrt{2}\|L(\tau)^{T}L(\tau)^{-T}\|_{F} \leq \|L(\tau)^{T}L(\tau)^{-T} + L^{-1}(\tau)L(\tau)^{-1}\|_{F}
= 2\tau\|L^{-1}(\tau)(D^{T}D)L(\tau)^{-T}\|_{F}
= 2\tau\|L(\tau)^{T}(I_{N} + \tau^{2}D^{T}D)^{-1}(D^{T}D)L(\tau)^{-T}\|_{F}.
\]
Note that \(D^{T}D\) and \((I_{N} + \tau^{2}D^{T}D)^{-1}\) are commutable, and both
\[
L^{-1}(\tau)(D^{T}D)L(\tau)^{-T}
\]
and
\[
(I_{N} + \tau^{2}D^{T}D)^{-1}(D^{T}D)
\]
are symmetry, we derive from (2.5), (2.6), and
\[
\|(I + \tau^{2}D^{T}D)^{-1}\|_{2} \leq 1
\]
that
\[
\|L(\tau)^{T}L(\tau)^{-T}\|_{F} \leq \sqrt{2}\tau\|(I + \tau^{2}D^{T}D)^{-1}(D^{T}D)L(\tau)^{-T}\|_{F}
= \sqrt{2}\tau\|((I + \tau^{2}D^{T}D)^{-1}D^{T}D)\|_{F}
\leq \sqrt{2}\tau\|((I + \tau^{2}D^{T}D)^{-1})\|_{2}\|D^{T}D\|_{F}
(4.14)
\leq \sqrt{2}\tau\|D\|^{2}.
Combining (4.5), (4.12), (4.13), and (4.14), we get

\[ \|U'_Q(\tau) - D\| \leq \tau\|D\|^2 + \sqrt{2}\tau\|D\|^2 = (1 + \sqrt{2})\tau\|D\|^2. \]  

(3) For the PD strategy, we have from \( U_{PD}(\tau)(I_N + \tau^2 D^T D)^{-\frac{1}{2}} = U + \tau D \) that

\[ U_{PD}(\tau) = \left(D - \tau U_{PD}(\tau) (D^T D)(I_N + \tau^2 D^T D)^{-\frac{1}{2}} \right) (I_N + \tau^2 D^T D)^{-\frac{1}{2}}. \]

Hence

\[
\begin{align*}
\|U_{PD}(\tau) - D\| &= \|D((I_N + \tau^2 D^T D)^{-\frac{1}{2}} - I_N) - \tau U_{PD}(\tau)(D^T D)(I_N + \tau^2 D^T D)^{-1}\| \\
&= \|D((I_N + \tau^2 D^T D)^{-\frac{1}{2}} - I_N) - \tau U_{PD}(\tau)(I_N + \tau^2 D^T D)^{-1}D^T D\| \\
&\leq \|D\|(I_N + \tau^2 D^T D)^{-\frac{1}{2}}\|D\|\|I_N + \tau^2 D^T D\|^\frac{1}{2} - I_N\|_F \\
&+ \tau\|(I_N + \tau^2 D^T D)^{-1}\|_2\|D^T D\|_F, \\
\end{align*}
\]

where (2.6), (2.8), and (2.9) are used in the last inequality. We see from the definition of 2-norm that \( \left\| \left(I_N + \tau^2 D^T D\right)^{-\frac{1}{2}} \right\|_2 \leq 1 \) and \( \left\| \left(I_N + \tau^2 D^T D\right)^{-1} \right\|_2 \leq 1 \). Thus, we get from (4.8) that

\[ \|U_{PD}(\tau) - D\| \leq \|D\|\|I_N + \tau^2 D^T D\|^\frac{1}{2} - I_N\|_F \\
+ \tau\|(I_N + \tau^2 D^T D)^{-1}\|_2\|D^T D\|_F \leq \|D\|^2 + \tau\|D\|^2 = 2\tau\|D\|^2. \]

(4.16)

Therefore, combining (4.11), (4.15), and (4.16), we obtain (4.10), where \( C_2 \) can be chosen as

\[ C_2 = \max(1, 1 + \sqrt{2}, 2) = 1 + \sqrt{2}. \]

\[ \Box \]

**Remark 4.3.** Similar conclusions as (4.1) and (4.10) for the WY strategy are shown in [17], and our conclusions are obtained without using any requirement for \( \tau \). We note also that there are no similar estimations for either QR or PD strategy in the literature.

To use Assumption 2.5 in our convergence proof, we should keep every iteration point \( [U_n] \in B([U^*], \delta_1) \). We now prove that every iteration point generated by our algorithms is in fact in \( B([U^*], \delta_1) \). We obtain from Lemma 2.6 that for any \( \delta_2 \in (0, \delta_1/(1 + \frac{C_2}{\nu_1}L_1)) \), there exists an \( E_0 \) and the corresponding level set

\[ \mathcal{L} = \{[U] \in G^N_{N_\delta} : E(U) \leq E_0 \}, \]

such that

\[ \{[U] : [U] \in \mathcal{L} \cap B([U^*], \delta_1)\} \subset B([U^*], \delta_2). \]

(4.18)

In our following analysis, we use a fixed \( \delta_2 \in (0, \delta_1/(1 + \frac{C_2}{\nu_1}L_1)) \) and the corresponding \( E_0 \). We have the following lemma.

**Lemma 4.4.** Let Assumptions 2.4 and 2.5 hold true. For the sequence \( \{U_n\}_{n \in \mathbb{N}_0} \) generated by Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD, if \( [U_0] \in B([U^*], \delta_2) \cap \mathcal{L} \), then

\[ [U_n] \in B([U^*], \delta_2) \cap \mathcal{L}, \forall n \in \mathbb{N}_0. \]
Therefore we get $U_n$ which implies that Hess $E(U_n)[D_n, D_n] > 0$. Then we have from (3.14) that

$$\tilde{\tau}_n \leq -\frac{\text{tr}(\nabla G E(U_n)^T D_n)}{\text{Hess} G E(U_n)[D_n, D_n]}.$$ 

Therefore, from Proposition 4.1 we have

$$\|U_{n+1} - U_n\| \leq C_1 \tau_n \|D_n\| \leq C_1 \tilde{\tau}_n \|D_n\|$$

$$\leq C_1 \frac{\text{tr}(\nabla G E(U_n)^T D_n)}{\text{Hess} G E(U_n)[D_n, D_n]} \|D_n\|$$

$$\leq C_1 \frac{\|\nabla G E(U_n)\| \|D_n\| \|D_n\|}{\text{Hess} G E(U_n)[D_n, D_n]} \|D_n\|,$$

which together with Assumption 2.5 leads to

$$\|U_{n+1} - U_n\| \leq C_1 \frac{\|\nabla G E(U_n)\|}{\nu_1}.$$

We obtain from Lemma 2.3 that there exists $P_n \in \mathcal{O}^{N \times N}$, such that

$$\text{dist}([U_n], [U^*]) = \|U_n - U^* P_n\|,$$

which together with $\nabla G E(U^*) = 0$ and Assumption 2.4 leads to

$$\|U_{n+1} - U_n\| \leq C_1 \frac{\|\nabla G E(U_n) - \nabla G E(U^*) P_n\|}{\nu_1}$$

$$= C_1 \frac{\|\nabla G E(U_n) - \nabla G E(U^* P_n)\|}{\nu_1}$$

$$\leq C_1 \frac{L_1 \|U_n - U^* P_n\|}{\nu_1} \leq C_1 \frac{1}{\nu_1} L_1 \delta_2,$$

where the assumption $[U_n] \in B([U^*], \delta_2) \cap \mathcal{L}$ is used in the last inequality. Consequently,

$$\text{dist}([U_{n+1}],[U^*]) \leq \|U_{n+1} - U^* P_n\|$$

$$\leq \|U_{n+1} - U_n\| + \|U_n - U^* P_n\|$$

$$\leq \|U_{n+1} - U_n\| + \delta_2 \leq (1 + \frac{C_1}{\nu_1} L_1) \delta_2 \leq \delta_1.$$

We see from (3.16) and the fact $\text{tr}(\nabla G E(U_n)^T D_n) \leq 0$ (see (3.18)) that

$$E(U_{n+1}(\tau_n)) \leq E(U_n) + \eta \tau_n \text{tr}(\nabla G E(U_n)^T D_n) \leq E(U_n).$$

Therefore we get $[U_{n+1}] \in B([U^*], \delta_1) \cap \mathcal{L}$. Finally, we obtain from (4.18) that $[U_{n+1}] \in B([U^*], \delta_2) \cap \mathcal{L}$ and complete the proof.

We now turn to prove the convergence of our algorithms. The basic idea is as follows: We first prove that the step sizes $\tau_n$ used in our algorithms are bounded from below; then we show that if the limit inferior of $\|\nabla G E(U_n)\|$ is larger than 0,
then the conjugate gradient parameter $\beta_n$ must go down to 0 as $n$ goes up to $\infty$ under our assumptions; we finally reach our convergence result by contradiction.

**Lemma 4.5.** Let $\{U_n\}_{n \in \mathbb{N}_0}$ be a sequence generated by Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD. If Assumption 2.4 holds true, then for the step size $\tau_n$, we have

$$
\tau_n \geq \min\left( \frac{2\eta(\eta - 1)\text{tr}(\nabla E(U_n)^T D_n)}{C_0C_2 + L_0C_1} \right).
$$

**Proof.** Let $U_{n+1}(s)$ be the update of $U_n$ which is generated by our Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD but with the step size $\tau_n$ being replaced by $s$, and $(U_{n+1})'(s)$ be the derivative of $U_{n+1}(s)$ with respect to $s$. Then for $s \geq 0$, we obtain from (2.20) and Proposition 4.2 that

$$
\text{tr}((\nabla E(U_{n+1}(s)) - \nabla E(U_n))^T (U_{n+1})'(0)) \leq \|\nabla E(U_{n+1}(s))\| \|(U_{n+1})'(s) - (U_{n+1})'(0)\| \leq C_0C_2s\|D_n\|^2,
$$

and from Assumption 2.4 and Proposition 4.1 that

$$
\text{tr}((\nabla E(U_{n+1}(s)) - \nabla E(U_n))^T (U_{n+1})'(0)) \leq L_0\|U_{n+1}(s) - U_n\|\|D_n\| \leq L_0C_1s\|D_n\|^2.
$$

Due to $(U_{n+1})'(0) = D_n$, we have

$$
(\nabla E(U_n))^T (U_{n+1})'(0) = \nabla E(U_n)^T D_n,
$$

which together with the fact $U_n^T D_n = 0$ leads to

$$
\nabla E(U_n)^T (U_{n+1})'(0) = \nabla E(U_n)^T ((I - U_n U_n^T) D_n) = ((I - U_n U_n^T) \nabla E(U_n))^T D_n = \nabla G E(U_n)^T D_n.
$$

Then, for any $\tau > 0$,

$$
\begin{align*}
E(U_{n+1}(\tau)) - E(U_n) &= \int_0^\tau \text{tr}((\nabla E(U_{n+1}(s)) - \nabla E(U_n))^T (U_{n+1})'(s)) ds \\
&= \int_0^\tau \text{tr}((\nabla E(U_{n+1}(s)) - \nabla E(U_n))^T ((U_{n+1})'(s) - (U_{n+1})'(0))) ds \\
&\quad + \int_0^\tau \text{tr}((\nabla E(U_{n+1}(s)) - \nabla E(U_n))^T (U_{n+1})'(0)) ds \\
&\quad + \int_0^\tau \text{tr}((\nabla E(U_n))^T (U_{n+1})'(0)) ds.
\end{align*}
$$

Hence,

$$
\begin{align*}
E(U_{n+1}(\tau)) - E(U_n) &\leq \int_0^\tau (C_0C_2 + L_0C_1)s\|D_n\|^2 + \text{tr}(\nabla G E(U_n)^T D_n) ds \\
&\quad + \tau \text{tr}(\nabla G E(U_n)^T D_n) + \frac{C_0C_2 + L_0C_1}{2}\tau^2\|D_n\|^2.
\end{align*}
$$
Therefore, from (4.20), we have that if
\[
\tau \leq \frac{2(\eta - 1)\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)}{(C_0C_2 + L_0C_1)||D_n||^2},
\]
then \(\tau\) satisfies (3.16).

Besides, since \(\{U_n\}_{n \in \mathbb{N}_0}\) are generated by Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD, we have that \(\tau_n\) satisfies (3.16) from the requirement for \(\tau_n\) in the Hessian based strategy. We now divide our proof into two cases.

First, we consider the case that \(\tilde{\tau}_n\) satisfies (3.16). In this case, \(\tau_n = \tilde{\tau}_n\), and of course we have
\[
\tau_n \geq \min \left( \tilde{\tau}_n, \frac{2t(\eta - 1)\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)}{(C_0C_2 + L_0C_1)||D_n||^2} \right).
\]

Then, we consider the case that \(\tilde{\tau}_n\) does not satisfy (3.16). In this case, we must do the backtracking which implies the previous step size \(\tau_{n-1}\) does not satisfy (3.16). And we claim that \(\tau_{n-1}\) also does not satisfy (4.21), or else \(\tau_{n-1}\) will satisfy (3.16) and hence a contradiction. As a result
\[
\tau_n t^{-1} \geq \frac{2(\eta - 1)\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)}{(C_0C_2 + L_0C_1)||D_n||^2},
\]
which indicates that
\[
\tau_n \geq \frac{2t(\eta - 1)\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)}{(C_0C_2 + L_0C_1)||D_n||^2}.
\]

Therefore,
\[
\tau_n \geq \min \left( \tilde{\tau}_n, \frac{2t(\eta - 1)\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)}{(C_0C_2 + L_0C_1)||D_n||^2} \right).
\]

This completes the proof.

\textbf{Lemma 4.6.} Let Assumptions 2.4 and 2.5 hold true. Assume that \(\{U_n\}_{n \in \mathbb{N}_0}\) is a sequence generated by Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD. If \([U_0] \in B([U^*], \delta_2) \cap \mathcal{L}\) and
\[
\liminf_{n \to \infty} \|\nabla G E(U_n)\| > 0,
\]
then
\[
\lim_{n \to \infty} \beta_n = 0.
\]

\textbf{Proof.} We first show that
\[
\sum_{n, D_n \neq 0} \eta \tau_n (-\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n) < \infty.
\]

We obtain from (3.16) that
\[
E(U_n) - E(U_{n+1}) \geq \eta \tau_n (-\text{tr}(\nabla G E(U_n)\nabla G E(U_n))^TD_n)).
\]
Since $[U^*]$ is the minimizer of (2.18) in $B([U^*], \delta_1)$, $[U_n] \in B([U^*], \delta_1)$ and the energy is non-increasing during the iteration, we have
\[
\sum_{n,D_n \neq 0} \eta \tau_n \left( -\operatorname{tr}(\nabla G E(U_n)^T D_n) \right)
\leq E(U_0) - \lim_{n \to \infty} E(U_n) \leq E(U_0) - E(U^*) < \infty.
\]

We get from Proposition 4.1 that
\[
\sum_{n=1}^{\infty} \|U_{n+1} - U_n\|^2 \leq C_1^2 \sum_{n=1}^{\infty} (\tau_n)^2 \|D_n\|^2 \leq C_1^2 \sum_{n,D_n \neq 0} \tilde{\tau}_n \|D_n\|^2 \tau_n.
\]
Note that Assumption 2.5 indicates that for $D_n \neq 0$,
\[
\tilde{\tau}_n \|D_n\|^2 \leq -\operatorname{tr}(\nabla G E(U_n)^T D_n) \leq \frac{1}{\nu_1}(-\operatorname{tr}(\nabla G E(U_n)^T D_n)),
\]
which together with (4.22) leads to
\[
\sum_{n=1}^{\infty} \|U_{n+1} - U_n\|^2 \leq \frac{C_1^2}{\nu_1} \sum_{n,D_n \neq 0} (-\operatorname{tr}(\nabla G E(U_n)^T D_n)) \tau_n \leq \frac{C_1^2}{\nu_1 \eta} \sum_{n,D_n \neq 0} (-\operatorname{tr}(\nabla G E(U_n)^T D_n)) \eta \tau_n < \infty.
\]
Thus we arrive at
\[
\lim_{n \to \infty} \|U_{n+1} - U_n\|^2 = 0.
\]
We also see from Assumption 2.4 that $\|\nabla G E(U_n)\|$ are bounded. Hence we get from (2.21) that
\[
\lim_{n \to \infty} \operatorname{tr} \left( (\nabla G E(U_n) - \nabla G E(U_{n-1}))^T \nabla G E(U_n) \right) = 0.
\]
If $\lim \inf_{n \to \infty} \|\nabla G E(U_n)\| > 0$, then there exits $\delta > 0$, such that
\[
\|\nabla G E(U_n)\| > \delta, \, \forall \, n.
\]
Consequently, using the definition of $\beta_n$ (3.17), we obtain
\[
|\operatorname{tr} \left( (\nabla G E(U_n) - \nabla G E(U_{n-1}))^T \nabla G E(U_n) \right)| = \|\nabla G E(U_{n-1})\|^2 |\beta_n| \geq |\beta_n| \delta^2
\]
and conclude that $\lim_{n \to \infty} \beta_n = 0$. \Box

Now, we state and prove our main theorem.
THEOREM 4.7. Let Assumptions 2.4 and 2.5 hold true. For the sequence \( \{U_n\} \) generated by Algorithm CG-WY, or Algorithm CG-QR, or Algorithm CG-PD. If \([U_0] \in B([U^*], \delta_2) \cap \mathcal{L} \), then

\[
(4.24) \lim_{n \to \infty} \text{dist}([U_n], [U^*]) = 0,
\]

which means that \([U_n]\) converge to \([U^*]\) on the Grassmann manifold \( \mathcal{G}_{N_0}^N \).

Consequently,

\[
(4.25) \lim_{n \to \infty} \| \nabla G E(U_n) \| = 0.
\]

**Proof.** We prove our conclusions by two steps.

1. First, we prove that under our conditions, there holds

\[
(4.26) \liminf_{n \to \infty} \| \nabla G E(U_n) \| = 0.
\]

We prove (4.26) by contradiction. Assume that \( \| \nabla G E(U_n) \| \geq \delta, \forall n \) for some \( \delta > 0 \). We get from Lemma 4.6 that

\[
\lim_{n \to \infty} \beta_n = 0.
\]

Since

\[
\| F_n \| \leq \| \nabla G E(U_n) \| + \| \beta_n \| \| F_{n-1} \|,
\]

we obtain that \( \| F_n \| \) are bounded from the fact that \( \| \nabla G E(U_n) \| \) are bounded. Due to \( U_n^T \nabla G E(U_n) = 0 \), we have

\[
D_n = (I - U_n U_n^T) F_n
= (I - U_n U_n^T)(-\nabla G E(U_n) + \beta_n F_{n-1})
= -\nabla G E(U_n) + \beta_n (F_{n-1} - U_n (U_n^T F_{n-1})),
\]

thus

\[
| \text{tr}(\nabla G E(U_n)^T D_n) |
= | \text{tr}(\nabla G E(U_n)^T (-\nabla G E(U_n) + \beta_n (F_{n-1} - U_n (U_n^T F_{n-1})))) |
\geq \| \nabla G E(U_n) \|^2 - | \beta_n \| \| \nabla G E(U_n) \| \| F_{n-1} - U_n (U_n^T F_{n-1}) \|.
\]

Note that \( U_n^T U_n = I_N \) implies

\[
\| F_{n-1} \|^2 = \| F_{n-1} - U_n (U_n^T F_{n-1}) + U_n (U_n^T F_{n-1}) \|^2
= \| F_{n-1} - U_n (U_n^T F_{n-1}) \|^2 + \| U_n (U_n^T F_{n-1}) \|^2,
\]

we obtain \( \| F_{n-1} - U_n (U_n^T F_{n-1}) \| \leq \| F_{n-1} \| \) and arrive at

\[
| \text{tr}(\nabla G E(U_n)^T D_n) | \geq \| \nabla G E(U_n) \|^2 - | \beta_n \| \| \nabla G E(U_n) \| \| F_{n-1} \|.
\]

Furthermore, since \( \lim_{n \to \infty} \beta_n = 0 \), \( \| \nabla G E(U_n) \| \) and \( \| F_{n-1} \| \) are bounded, we get

\[
(4.27) | \text{tr}(\nabla G E(U_n)^T D_n) | \geq \| \nabla G E(U_n) \|^2 / 2 \geq \delta^2 / 2.
\]
provided $n \gg 1$. Since $\|F_n\|$ are bounded, we see that $\|D_n\|$ are bounded. We conclude from Assumption 2.5 that there is a constant $C_3$, such that

$$\text{Hess}_G E(U_n)[D_n, D_n] \leq \nu_2 \|D_n\|^2 \leq C_3.$$  

(4.28)  

Combining (4.27) and (4.28), we have that for $D_n \neq 0$ and $n \gg 1$,

$$\frac{(\text{tr}(\nabla_G E(U_n)^T D_n))^2}{\text{Hess}_G E(U_n)[D_n, D_n]} \geq \frac{\delta^4}{4C_3}$$

and

$$\frac{\theta}{\|D_n\|} (-\text{tr}(\nabla_G E(U_n)^T D_n)) \geq \frac{\delta^2\theta \nu_2}{2\sqrt{C_3}}.$$  

From the definition of $\tilde{\tau}_n$ (3.14), for $D_n \neq 0$ and $n \gg 1$, there holds

$$\tilde{\tau}_n(-\text{tr}(\nabla_G E(U_n)^T D_n)) \geq \min \left(\frac{\delta^4}{4C_3}, \frac{\delta^2\theta \nu_2}{2\sqrt{C_3}}\right).$$

Thus we get from (4.19) that

$$\tau_n(-\text{tr}(\nabla_G E(U_n)^T D_n)) \geq \min \left(\frac{\delta^4}{4C_3}, \frac{\delta^2\theta \nu_2}{2\sqrt{C_3}}, t(1-\eta)\delta^4\nu_2 \frac{t(1-\eta)\delta^4\nu_2}{2(C_0C_2 + L_0C_1)C_3}\right),$$

which leads to

$$\sum_{n, D_n \neq 0} \eta \tau_n(-\text{tr}(\nabla_G E(U_n)^T D_n)) = \infty.$$  

This contradicts with (4.22). Therefore, we arrive at

$$\liminf_{n \to \infty} \|\nabla_G E(U_n)\| = 0.$$  

(2) Then, we turn to prove our main conclusion (4.24).

We obtain from (4.26) that there exists a subsequence $\{U_{n_k}\}_{k=1}^\infty$ of $\{U_n\}_{n=1}^\infty$, such that

$$\text{Hess}_G E(U_{n_k})[U_{n_k}, U_{n_k}] = 0.$$  

(4.29)  

Furthermore, we can prove

$$\lim_{k \to \infty} \|\nabla_G E(U_{n_k})\| = 0.$$  

(4.30)  

Let us prove (4.30) by contradiction. Assume that $\lim_{k \to \infty} \text{dist}([U_{n_k}], [U^*]) \neq 0$, then there exists $\tilde{\delta} > 0$ and a subsequence $\{U_{n_{k_j}}\}_{j=1}^\infty$ of $\{U_{n_k}\}_{k=1}^\infty$, such that

$$\text{dist}([U_{n_{k_j}}], [U^*]) \geq \tilde{\delta}, \forall j \geq 0.$$  

We obtain from Lemma 2.3 that for each $j$, there exists $P_{n_{k_j}} \in \mathcal{O}^{N \times N}$, such that

$$\|U_{n_{k_j}} P_{n_{k_j}} - U^*\| = \text{dist}([U_{n_{k_j}}], [U^*]) \geq \tilde{\delta}.$$  

(4.31)  

provided $n \gg 1$. Since $\|F_n\|$ are bounded, we see that $\|D_n\|$ are bounded. We conclude from Assumption 2.5 that there is a constant $C_3$, such that

$$\text{Hess}_G E(U_n)[D_n, D_n] \leq \nu_2 \|D_n\|^2 \leq C_3.$$
Since \( \{ U_{n_k} P_{n_kj} \}_{k=1}^{\infty} \) are bounded and \( M_{N_1}^N \) is compact, we get that there exists a \( \bar{U} \), and a subsequence of \( \{ U_{n_k} P_{n_kj} \}_{k=1}^{\infty} \), for simplicity of notation, we denote the subsequence also by \( \{ U_{n_k} P_{n_kj} \}_{k=1}^{\infty} \), such that \( \lim_{j \to \infty} || U_{n_k} P_{n_kj} - \bar{U} || = 0 \). Then we obtain from (4.29) that

\[
\lim_{j \to \infty} || \nabla_G E(U_{n_k} P_{n_kj}) || = \lim_{j \to \infty} || \nabla_G E(U_{n_kj}) || = \lim_{j \to \infty} || \nabla_G E(U_{n_k}) || = 0,
\]

which implies \( \nabla_G E(\bar{U}) = 0 \) since the Lipschitz continuous condition of the gradient in Assumption 2.4. We get from \( [U_{n_kj}] \in B([U^*], \delta_2) \) that \( \bar{U} \in B([U^*], \delta_2) \), and we conclude from Lemma 2.6 that \( || \bar{U} - [U^*] || \geq \delta \). Therefore we have (4.30), and

\[
\lim_{j \to \infty} E(U_{n_k}) = \lim_{j \to \infty} E(U_{n_kj}) = E(U^*).
\]

We observe from the proof of Lemma 4.6 that the energy is non-increasing during the iteration and bounded below, then we get

(4.31) \[ \lim_{n \to \infty} E(U_n) = E(U^*). \]

Finally, we obtain (4.24) from Lemma 2.6.

(4.25) is just a consequence of (4.24).

5. **A restarted version.** In iteration methods, restarting approach is a commonly used strategy which may improve the performance of the methods. Here, we also apply this strategy to our conjugate gradient algorithms. In fact, the restarting approach has been used in nonlinear conjugate gradient methods to cure the problem of jamming, refer to [14, 25, 29] and the references therein for more information.

The restarting approach is to reset the search direction when it is necessary. For the conjugate gradient type method, the restarting approach means to set the conjugate parameter \( \beta_n = 0 \). We now propose an new indicator to tell us when we need to restart the calculation.

We define the relative change of the residual \( dg_n \) by

(5.1) \[ dg_n = \frac{|| \nabla_G E(U_n) || - || \nabla_G E(U_{n-1}) ||}{|| \nabla_G E(U_{n-1}) ||}. \]

We consider to use the average of \(dg_n\) in 3 successive iterations as the indicator \( \zeta_n \), that is,

(5.2) \[ \zeta_n = \frac{dg_n + dg_{n-1} + dg_{n-2}}{3}. \]

Let \( g_{tol} \in (0, 1) \) be a given parameter. When \( \zeta_n < g_{tol} \), we set \( \beta_n = 0 \) to restart our conjugate gradient algorithms with initial search direction \( F_n = -\nabla_G E(U_n) \). Based on this indicator, we propose our restarted algorithm.

We denote the restarted version of algorithms CG-WY, CG-QR and CG-PD as rCG-WY, rCG-QR and rCG-PD, respectively.

Note that the only difference between the restarted algorithms and the original ones is the choice of the parameter \( \beta_n \) while the particular form of \( \beta_n \) is only used in
Lemma 4.6. We can easily see that every conclusion we get before Lemma 4.6 also holds true for the restarted algorithms. We see from Lemma 4.6 and its proof that the restart procedure does not affect the proof and the conclusion of Lemma 4.6. More specifically, the condition that \( |\text{tr}((\nabla_G E(U_n) - \nabla_G E(U_{n-1}))^T \nabla_G E(U_n))| \geq |\beta_n|^2 \) in the proof of Lemma 4.6 always holds true at each iteration for both \( \beta_n = 0 \) and

\[
\beta_n = \frac{\text{tr}((\nabla_G E(U_n) - \nabla_G E(U_{n-1}))^T \nabla_G E(U_n))}{\|\nabla_G E(U_{n-1})\|^2}.
\]

Consequently, we can conclude the convergence result of our restarted algorithms as the following theorem.

**Theorem 5.1.** Let Assumptions 2.4 and 2.5 hold true. For the sequence \( \{U_n\}_{n \in \mathbb{N}_0} \) generated by Algorithm rCG-WY, or Algorithm rCG-QR, or Algorithm rCG-PD. If \( [U_0] \in B([U^*], \delta_2) \cap L \), then

\[
\lim_{n \to \infty} \text{dist}([U_n], [U^*]) = 0,
\]

which means that \([U_n]\) converge to \([U^*]\) on the Grassmann manifold \( G^N_{N_y} \).

**6. Numerical experiments.** Our algorithms are implemented on the software package Octopus\(^1\) (version 4.0.1), and all numerical experiments are carried out on LSSC-III in the State Key Laboratory of Scientific and Engineering Computing of the Chinese Academy of Sciences. We choose LDA to approximate \( v_{xc}(\rho) \) [24] and use the Troullier-Martins norm conserving pseudopotential [32]. The initial guess of the orbitals is generated by linear combination of the atomic orbits (LCAO) method.

Our examples include several typical molecular systems: benzene \((C_6H_6)\), aspirin \((C_9H_8O_4)\), fullerene \((C_{60})\), alanine chain \((C_{33}H_{11}O_{11}N_{11})\), carbon nano-tube \((C_{120})\),

---

\(^1\)Octopus: www.tddt.org/programs/octopus.
carbon clusters $C_{1015}H_{460}$ and $C_{1419}H_{556}$. We compare our results with those obtained by the gradient type optimization algorithm proposed recently in [42], where some numerical results were given to show the advantage of the new optimization method to the traditional SCF iteration for electronic structure calculations. We choose OptM-QR algorithm, the algorithm that performs best in [42], for comparison in our paper. We use the criterion that if $||\nabla G E||$ is small enough to check the convergence. For small systems, the convergence criteria is $||\nabla G E|| < 1.0 \times 10^{-12}$, while for the two large systems $C_{1015}H_{460}$ and $C_{1419}H_{556}$, the convergence criteria is set to be $||\nabla G E|| < 1.0 \times 10^{-11}$ (note that $||\nabla G E||$ is the absolute value, this setting is reasonable).

During our numerical tests, we find that it takes too much time to carry out the projection $D_n = F_n - U_n(U_n^T F_n)$ in Algorithm CG-QR and Algorithm CG-PD, and there is no obvious difference between the projected and non-projected algorithms. Therefore, this step is omitted in our numerical tests, that is, we set $D_n = F_n$. The detailed results are shown in Table 1.

We should point out that the backtracking for the step size is not used by our algorithms in our numerical experiments. Namely, we use $\tau_n = \tilde{\tau}_n$ for the CG algorithms. Therefore, we do not show how we choose $t$ and $\eta$ in Table 1. We should also point out that for calculating the step size $\tilde{\tau}_n$, we use the approximate Hessian (2.17) other than the exact Hessian (2.16)\(^2\).

We see from Table 1 that the conjugate gradient algorithms proposed in this paper always need less iterations and less computational time than OptM-QR to reach the same accuracy. It is also shown by Table 1 that the numbers of iterations required for the convergence for the three conjugate gradient algorithms are almost the same. When it comes to the computational time, CG-QR usually outperforms the other two algorithms especially for large systems. The reason for the bad performance of Algorithm CG-PD for large systems is that the eigen-decomposition of the matrix $\tilde{U}(\tau)^T \tilde{U}(\tau)$ is too expensive which becomes the major computation in each iteration. In conclusion, we recommend to use Algorithm CG-QR, especially for large systems.

We should also emphasize that the comparison in Table 1 is between OptM-QR with BB step size and our new CG algorithms, while BB step size is almost the most suitable step size choice for the gradient method. To show this, we list more results in Table 3 in Appendix B, including those obtained by OptM-QR with Hessian based step size (3.14) and those obtained by CG algorithms with BB step size. The results show that OptM-QR with BB step size performs much better than OptM-QR with the Hessian based step size, while for our CG algorithms, BB step size is less efficient than the Hessian based step size.

We then see the convergence curves for the residual $||\nabla G E(U_n)||$ and the error of the total energy. We take $C_{120}$ as an example. We understand from Table 1 that the numbers of iterations required for the convergence for the three conjugate gradient methods are almost the same, namely, they share the similar convergence curves. As a result, we only show the results obtained by CG-QR for illustration. The corresponding results are shown in Figure 1, where the x-axis is the number of iterations, the y-axis for the top part is the residual $||\nabla G E(U_n)||$, and the y-axis for the bottom part is the error of the energy $E(U_n) - E_{\text{min}}$ ($E_{\text{min}}$ is a high-accuracy approximation of the exact total energy). We can see that the curves for both the

\(^2\)We conclude from our numerical experiments in Appendix B that the exact Hessian method requires as many iterations as the approximate one while it spends more time than the approximate one, see Table 3 in Appendix B for details. Therefore, taking the cost and the accuracy into account, we recommend to use the approximate Hessian (2.17) instead of the exact Hessian (2.16).
Table 1
The numerical results for systems with different sizes obtained by different algorithms, $\theta = 0.8$.

| algorithm  | energy (a.u.) | iter | $\|\nabla G E\|$ | wall clock time (s) |
|------------|---------------|------|-------------------|---------------------|
| benzene($C_6H_6$) $N_g = 102705$ $N = 15$ cores = 8 |
| OptM-QR    | -3.74246025E+01 | 2059 | 9.81E-13          | 170.80              |
| CG-WY      | -3.74246025E+01 | 251  | 9.02E-13          | 11.54               |
| CG-QR      | -3.74246025E+01 | 251  | 9.01E-13          | 10.85               |
| CG-PD      | -3.74246025E+01 | 251  | 9.00E-13          | 11.23               |
| aspirin($C_9H_8O_4$) $N_g = 133828$ $N = 34$ cores = 16 |
| OptM-QR    | -1.20214764E+02 | 1898 | 8.71E-13          | 357.47              |
| CG-WY      | -1.20214764E+02 | 246  | 9.21E-13          | 30.71               |
| CG-QR      | -1.20214764E+02 | 246  | 9.21E-13          | 29.21               |
| CG-PD      | -1.20214764E+02 | 246  | 9.22E-13          | 28.81               |
| $C_{60}$ $N_g = 191805$ $N = 120$ cores = 16 |
| OptM-QR    | -3.42875137E+02 | 2017 | 9.60E-13          | 1578.49             |
| CG-WY      | -3.42875137E+02 | 391  | 9.45E-13          | 227.60              |
| CG-QR      | -3.42875137E+02 | 391  | 9.45E-13          | 201.69              |
| CG-PD      | -3.42875137E+02 | 391  | 9.50E-13          | 210.45              |
| alanine chain($C_{33}H_{11}O_{11}N_{11}$) $N_g = 293725$ $N = 132$ cores = 32 |
| OptM-QR    | -4.78562217E+02 | 12276| 9.93E-13          | 16028.13            |
| CG-WY      | -4.78562217E+02 | 2133 | 9.98E-13          | 1859.13             |
| CG-QR      | -4.78562217E+02 | 2100 | 9.88E-13          | 1658.16             |
| CG-PD      | -4.78562217E+02 | 2124 | 9.89E-13          | 1745.39             |
| $C_{120}$ $N_g = 354093$ $N = 240$ cores = 32 |
| OptM-QR    | -6.847604708E+02 | 15000(fail) | 9.70E-10 | 33184.12 |
| CG-WY      | -6.847604708E+02 | 3369 | 9.99E-13          | 5679.66             |
| CG-QR      | -6.847604708E+02 | 3518 | 9.95E-13          | 5016.26             |
| CG-PD      | -6.847604708E+02 | 3359 | 9.95E-13          | 5094.17             |
| $C_{1015}H_{460}$ $N_g = 1462257$ $N = 2260$ cores = 256 |
| OptM-QR    | -8.43085432E+03 | 1000(fail) | 5.28E-08 | 69805.53 |
| CG-WY      | -8.43085432E+03 | 266  | 9.15E-12          | 15550.53            |
| CG-QR      | -8.43085432E+03 | 266  | 9.17E-12          | 11180.94            |
| CG-PD      | -8.43085432E+03 | 266  | 9.29E-12          | 19138.82            |
| $C_{1419}H_{556}$ $N_g = 1828847$ $N = 3116$ cores = 320 |
| OptM-QR    | -8.43085432E+03 | 1000(fail) | 1.42E-08 | 130324.49 |
| CG-WY      | -8.43085432E+03 | 272  | 9.80E-12          | 29832.56            |
| CG-QR      | -8.43085432E+03 | 272  | 9.71E-12          | 20533.83            |
| CG-PD      | -8.43085432E+03 | 273  | 9.38E-12          | 40391.35            |

Residual and the error of the total energy obtained by Algorithm CG-QR are smoother than those obtained by Algorithm OptM-QR, which indicates that our algorithms are more stable than Algorithm OptM-QR. We understand that the oscillation of the $\|\nabla G E\|$ curve for Algorithm OptM-QR is caused by the nonmonotonic behavior of the BB step size [6].

We now turn to illustrate the advantages of our Restarted Algorithms. We choose $g_{tol} = 5 \times 10^{-3}$ in our experiments. Other parameters are the same as those we chose in the previous experiments. We only focus on the algorithm rCG-QR since the QR strategy is better than others from our previous experiments. We observe that rCG-QR outperforms CG-QR much for alanine chain and $C_{120}$ for which plenty of iterations are required, while for other systems, rCG-QR performs similar with CG-QR. Therefore, we only show the detailed results for alanine chain and $C_{120}$ in Table
2. To see the behavior of OptM-QR, CG-QR and rCG-QR more clearly, we also take $C_{120}$ as an example and plot the convergence curves of the residual and the error of total energy for the three algorithms in Figure 2, from which we see that rCG-QR converges faster than CG-QR.

7. Concluding remarks. We have proposed a conjugate gradient method for electronic structure calculations in this paper. Under some reasonable assumptions, we have proved the local convergence of our algorithms. It is shown by our numerical experiments that our algorithms are efficient. We believe these conjugate gradient
Table 2
The numerical results for alanine chain and $C_{120}$ obtained by different algorithms, $\theta = 0.8$.

| algorithm | energy (a.u.) | iter | $\|\nabla G E\|$ | wall clock time (s) |
|-----------|---------------|------|----------------|-------------------|
| alanine chain($C_{33}H_{11}O_{11}N_{11}$) $N_g = 293725$ $N = 132$ cores = 32 |
| OptM-QR | $-4.78562217E+02$ | 12276 | 9.93E-13 | 16028.13 |
| CG-QR | $-4.78562217E+02$ | 2100 | 9.88E-13 | 1658.16 |
| rCG-QR | $-4.78562217E+02$ | 1493 | 9.80E-13 | 1192.14 |
| $C_{120}$ $N_g = 354093$ $N = 240$ cores = 32 |
| OptM-QR | $-6.84467048E+02$ | 15000(fail) | 9.70E-10 | 33184.12 |
| CG-QR | $-6.84467048E+02$ | 3518 | 9.95E-13 | 5016.26 |
| rCG-QR | $-6.84467048E+02$ | 1846 | 9.68E-13 | 2946.68 |

Our algorithms can be further improved by using some preconditioners, which is indeed our on-going project. We should also point out that the choice in the Hessian based strategy may not be good when (3.13) fails, there should be a better strategy, which is also our on-going work.

Our algorithms can be naturally applied to extreme eigenvalue calculations for large scale symmetric matrices, where the smallest or largest $N$ eigenvalues and corresponding eigenvectors need to be computed. For matrix eigenvalue problems, Assumption 2.4 is always satisfied, and Assumption 2.5 is satisfied when there is a gap between the $N$-th and $(N + 1)$-th eigenvalues [27], and thus our convergence result also holds. Our algorithms are simpler to implement than the projected preconditioned conjugate gradient algorithm proposed in [36], where several practical issues should be taken into account so as to achieve good performance and some choices of parameters are based.

In addition, our method can also be applied to other orthogonality constrained optimization problems which satisfy our assumptions, for instance, the low rank nearest correlation estimation [28], the quadratic assignment problem [3, 39], etc. For these nonlinear problems where the calculations of Hessian are not easy, some quasi-Newton method may be used to update the Hessian. Anyway, our method should be a quite general approach for optimization problems with orthogonality constraint.

Finally, we should mention that the algorithm OptM-QR proposed in [42] needs less memories at each iteration since it is a gradient type method with BB step sizes. Besides, although the conjugate gradient method is superior in terms of asymptotic performance, the BB method gives reasonable results for relatively high tolerances, which makes the BB method useful in some applications. We also understand from [9] that the BB method may outperform the conjugate gradient method in some other cases.

Acknowledgements. The authors would like to thank Professor Xin Liu for his comments and suggestions on the preprint and also for driving our attention to Algorithm 13 in [2]. The authors would also like to thank the anonymous referees for their useful comments and suggestions that improve the presentation of this paper and motivate the authors to present the restarted algorithms.

Appendix A. Proof of Lemma 2.6. To prove Lemma 2.6, we first introduce some notation and a lemma. For a diagonal matrix $D = \text{diag}(d_1, d_2, \cdots, d_N)$, we use $\sin D$ to denote $\text{diag} (\sin d_1, \sin d_2, \cdots, \sin d_N)$, with similar notation for $\cos D$, $\arcsin D$ and $\arccos D$. 
Lemma A.1. For $\Psi = (\psi_1, \ldots, \psi_N) \in \mathcal{M}_N^{N_g}$ and $\Phi = (\phi_1, \ldots, \phi_N) \in \mathcal{M}_N^{N_g}$, $[\Psi] \neq [\Phi]$, there exists a curve $\Gamma(t) \in \mathcal{M}_N^{N_g}$, $t \in [0, 1]$, such that $[\Gamma(0)] = [\Psi]$, $[\Gamma(1)] = [\Phi]$, $\text{dist}([\Gamma(t)], [\Psi]) \leq \text{dist}([\Phi], [\Psi])$, and

$$\Gamma(t)^T \Gamma'(t) = 0.$$ 

Proof. Let $\Psi^T \Phi = ASB^T$ be the SVD of $\Psi^T \Phi$. We obtain from $\Psi \in \mathcal{M}_N^{N_g}$ and $\Phi \in \mathcal{M}_N^{N_g}$ that $S = \text{diag}(s_1, s_2, \ldots, s_N)$ is a diagonal matrix with $s_i \in [0, 1]$, and hence we
exists only one stationary point $U$ which contradicts with the coercivity assumption in Assumptions 2.5. Namely, there is a curve $\Gamma(t)$ which implies that $\Gamma'(t)$ is not the maximizer of $E(\Gamma(t))$, $t \in [0, 1]$, such that $[\Gamma(0)] = [\Psi]$, $[\Gamma(1)] = [\Phi]$, and $\Gamma(t)^T \Gamma'(t) = 0$. We then get from the proof of Lemma 2.3 that

$$\|\Gamma(t) - \Psi A\|^2 = \|\Psi A(\cos \Theta t - I_N) + A_2 \sin \Theta t\|^2 = \operatorname{tr}((\cos \Theta t - I_N)^2 + (\sin \Theta t)^2) = \operatorname{tr}(2I_N - 2 \cos \Theta t).$$

Hence we have $\operatorname{dist}([\Gamma(t)], [\Psi]) \leq \operatorname{dist}([\Phi], [\Psi])$. This completes the proof. 

We should point out that our proof here is inspired by the geodesic formula on page 11 of [1], where the invertibility of $\Psi^T\Phi$ is required. However, we do not need this condition to get $\Gamma(t)$. Now we turn to prove Lemma 2.6.

**Proof of Lemma 2.6:**

Let us prove the first conclusion by contradiction. Assume that there exists $[V^*] \in B([U^*], \delta_1)$, $[V^*] \neq [U^*]$, such that $\nabla_G E(V^*) = 0$. We see from Assumption 2.5 that $[V^*]$ is also a local minimizer of the energy functional. We obtain from Lemma A.1 that there exists a curve $\Gamma(t) \in \mathcal{M}_{N_g}$, $t \in [0, 1]$, such that $[\Gamma(0)] = [U^*]$, $[\Gamma(1)] = [V^*]$, $[\Gamma(t)] \in B([U^*], \delta_1)$, and

$$(\Gamma(t))^T \Gamma'(t) = 0,$$

which implies that $\Gamma'(t)$ is in the tangent space of $\Gamma(t)$ on the Grassmann manifold. Since $E(\Gamma(t))$ is continuous in $[0, 1]$, and $[U^*]$, $[V^*]$ are local minimizers, we have that there is a $t_0 \in (0, 1)$, such that $\Gamma(t_0)$ is the maximizer of $E(\Gamma(t))$, $t \in [0, 1]$. This indicates that

$$\operatorname{tr}(\nabla_G E(\Gamma(t_0))^T \Gamma'(t_0)) = 0.$$

Further, since $\Gamma(t_0)$ is the maximizer of $E(\Gamma(t))$ on this curve, we see that

$$\operatorname{Hess}_G E(\Gamma(t_0))[\Gamma'(t_0)], \Gamma'(t_0)] \leq 0,$$

which contradicts with the coercivity assumption in Assumptions 2.5. Namely, there exists only one stationary point $[U^*]$ in $B([U^*], \delta_1)$ on the Grassmann manifold.
Now we prove the second conclusion by contradiction too. If (2.23) is not true, then there exists $\hat{\delta} > 0$ and a subsequence $\{V_{n_k}\} _{k=1}^\infty$ of $\{V_n\} _{n=1}^\infty$, such that
\[ \text{dist}([V_{n_k}], [U^*]) \geq \hat{\delta}, \forall k \geq 0. \]
We obtain from Lemma 2.3 that for each $k$, there exists $P_{n_k} \in O^N \times N$ satisfying
\[ ||V_{n_k} P_{n_k} - U^*|| = \text{dist}([V_{n_k}], [U^*]) \geq \hat{\delta}. \]
Since $\{V_{n_k} P_{n_k}\} _{k=1}^\infty$ are bounded and $M_{N^2}$ is compact, we get that there exists a subsequence $\{V_{n_{kj}} P_{n_{kj}}\} _{j=1}^\infty$ and $U_0$, such that $\lim_{j \to \infty} ||V_{n_{kj}} P_{n_{kj}} - U_0|| = 0$. Then, we obtain from $\lim_{n \to \infty} E(V_n) = E(U^*)$ that
\[ E(U_0) = \lim_{j \to \infty} E(V_{n_{kj}} P_{n_{kj}}) = \lim_{j \to \infty} E(V_{n_{kj}}) = E(U^*). \]
Due to $[V_{n_{kj}} P_{n_{kj}}] \in B([U^*], \delta_1)$, we have that $[U_0] \in B([U^*], \delta_1)$, which together with (A.3) yields that $[U_0]$ is also a minimizer of the energy functional in $B([U^*], \delta_1)$. Therefore, we obtain $\nabla_G E(U_0) = 0$. We conclude from the proof for the first conclusion that $[U_0] = [U^*]$, which contradicts with $\text{dist}([V_{n_{kj}}], [U^*]) \geq \hat{\delta}$. This completes the proof.

**Appendix B. Numerical tests of the step sizes.** In this appendix, we will report some more numerical results for the algorithms using different step sizes and different calculation formulas for the Hessian, which lead to our recommendation. The detailed results are listed in Table 3.

First, we introduce some notation used in Table 3.
- OptM-QR-BB: the OptM-QR method with BB step size proposed in [42];
- OptM-QR-aH: OptM-QR with the Hessian based step size (3.14), where $D_n$ is replaced by $\nabla_G E(U_n)$ and the approximate Hessian (2.17) is used;
- OptM-QR-H: OptM-QR with the Hessian based step size (3.14), where $D_n$ is replaced by $\nabla_G E(U_n)$, and the exact Hessian (2.16) is used;
- CG-QR-BB: the CG-QR algorithm with BB step size;
- CG-QR-aH: the CG-QR algorithm with the Hessian based step size (3.14) and the approximate Hessian (2.17) being used;
- CG-QR-H: the CG-QR algorithm with the Hessian based step size (3.14) and the exact Hessian (2.16) being used.

We should point out that CG-QR-aH here is just CG-QR in the former part of this paper, and OptM-QR-BB here is just OptM-QR in the former part of this paper.

We first take a look at the results obtained by our CG algorithms using the approximate Hessian (2.17) and the exact Hessian (2.16), respectively. By the comparison, we can see that the algorithms using the exact Hessian (2.16) require as much iterations as the algorithms using the approximate Hessian (2.17), while the former spends of course more time than the latter one. To understand this numerical phenomenon, we show the changes of the approximate Hessian (2.17), the Hartree term (second line of (2.16)) and the exchange and correlation term (third line of (2.16)) as a function of the number of iteration in Figure 3. We can see that in most cases, the last two terms are much smaller than the approximate Hessian term, which means that they contribute little to the exact Hessian and can be neglected. Therefore, taking the cost and the accuracy into account, we recommend to use the approximate Hessian (2.17) instead of the exact Hessian (2.16).
Fig. 3. Left: changes of each term in Hessian $\text{Hess}_G E(U_n)[D_n, D_n]$ with iteration. Right: the quotient of the sum of the Hartree and exchange correlation terms divided by the approximate Hessian. (for algorithm CG-QR-H).

We then compare the efficiency of algorithms with different step sizes. We observe from Table 3 that when using the Hessian-based step size, CG algorithms outperform OptM-QR much. Furthermore, based on our numerical experiments, we should point out that the BB step size is almost the most suitable one for the gradient method while it may not be so good for the CG methods.
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Table 3
Numerical results for systems with different sizes obtained by different algorithms.

| system              | algorithm      | energy (a.u.) | iter | \|∇G\E\| | wall clock time (s) |
|---------------------|----------------|---------------|------|-------------|---------------------|
| benzene (C_{6}H_{6}) \(N_{g} = 102705\) | OptM-QR-BB     | -3.74246025E+01 | 164  | 7.49E-07   | 6.63                |
|                     | OptM-QR-aH     | -3.74246025E+01 | 1753 | 9.92E-07   | 67.83               |
|                     | OptM-QR-H      | -3.74246025E+01 | 1771 | 9.92E-07   | 86.33               |
| aspirin (C_{9}H_{8}O_{4}) \(N_{g} = 133828\) | CG-QR-BB       | -1.20214764E+02 | 249  | 9.98E-07   | 10.14               |
|                     | CG-QR-aH       | -1.20214764E+02 | 118  | 9.94E-07   | 5.56                |
|                     | CG-QR-H        | -1.20214764E+02 | 119  | 9.10E-07   | 7.26                |
| C_{60} \(N_{g} = 191805\) \(N = 120\) | OptM-QR-BB     | -3.42875137E+02 | 234  | 7.17E-07   | 92.17               |
|                     | OptM-QR-aH     | -3.42875137E+02 | 3155 | 9.90E-07   | 1617.35             |
|                     | OptM-QR-H      | -3.42875137E+02 | 3096 | 9.97E-07   | 1642.80             |
| alanine chain (C_{33}H_{11}O_{11}N_{11}) \(N_{g} = 293725\) \(N = 132\) | CG-QR-BB       | -4.78562217E+02 | 1558 | 9.49E-07   | 906.95              |
|                     | CG-QR-aH       | -4.78562217E+02 | 30000| 4.42E-06   | 23404.10            |
|                     | CG-QR-H        | -4.78562217E+02 | 30000| 7.54E-05   | 29684.30            |
| C_{120} \(N_{g} = 354093\) \(N = 240\) | OptM-QR-BB     | -6.84467048E+02 | 2624 | 9.53E-07   | 2199.55             |
|                     | OptM-QR-aH     | -6.84467048E+02 | 30000| 5.67E-05   | 41941.88            |
|                     | OptM-QR-H      | -6.84467048E+02 | 30000| 5.74E-05   | 44111.19            |
| C_{193}H_{569} \(N_{g} = 1462257\) \(N = 2260\) | CG-QR-BB       | -8.43085432E+02 | 151  | 3.38E-05   | 4813.73             |
|                     | CG-QR-aH       | -8.43085432E+02 | 1078 | 7.57E-05   | 43975.26            |
|                     | CG-QR-H        | -8.43085432E+02 | 1102 | 7.58E-05   | 45701.15            |
| C_{181}H_{526} \(N_{g} = 1828847\) \(N = 3116\) | OptM-QR-BB     | -8.06369982E+03 | 137  | 3.38E-05   | 4813.73             |
|                     | OptM-QR-aH     | -8.06369982E+03 | 1078 | 7.57E-05   | 43975.26            |
|                     | OptM-QR-H      | -8.06369982E+03 | 1102 | 7.58E-05   | 45701.15            |
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