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Abstract. Accurate and rapid detection in remote sensing images is of great significance in military navigation, environmental monitoring, and civil applications. Due to the small object detection problem of remote sensing images, higher requirements and challenges are put forward for object detection technology. In recent years, the one-stage object detector and the two-stage object detector based on convolutional neural network have made great achievements in the field of image classification and detection. The one-stage object detector is generally superior to the two-stage object detector in detection speed, but the detection accuracy is inferior to the two-stage target detector. In this paper, YOLOv3 is used as a one-stage target detector for small aircraft detection of remote sensing images. We chose appropriate anchors to cover the size distribution in our experimental data by using dimension clusters. The experimental results show that YOLOv3 not only exceeds the conventional one-stage object detector in speed, but also well match the accuracy of the two-stage object detector. The YOLOv3 achieved excellent detection accuracy and low processing time at the same time for small aircraft detection.

1. Introduction
With the development of space remote sensing technology, the resolution of remote sensing images has been greatly improved, and the information carried by remote sensing images is becoming more and more abundant. In recent years, aircraft detection in remote sensing images [1-3] has become one of the research hotspots in the fields of environmental monitoring, military and civil applications, etc. Most of the traditional aircraft detection methods use artificially extracted shallow features, such as the shape feature, or scale-invariant feature transform (SIFT) [4] and histogram of oriented gradients (HOG) [5], then select support vector machine (SVM) or Adaboost as the classifier. For example, Cheng et al. [6] used multi-scale histogram of oriented gradients (HOG) feature and trained a latent SVM for each object category. Luo et al. [7] utilized Object Proposal algorithm for airplane locating, and a SVM classifier was trained on the HOG features to detect the airplanes. However, the traditional methods extract the low-level features of remote sensing images, and can not fully exploit the high-level features. What is more, the selection and extraction of features are subjective and the extraction process is very complicated. The traditional methods are far from meeting the needs of large-scale automation applications in terms of detection speed and accuracy. For nearly 10 years, with the continuous development of big data and computing capacity, deep learning methods have been rapidly developed and widely used in various fields. Among them, convolutional neural network (CNN) proved to be a promising approach for feature extraction has caused great concern in the field of image recognition and detection. Many theoretical researches concerning CNN have been quite
mature [8-13]. There are many detection methods based on CNN for aircraft detection have been proposed. Zhang et al. [1] proposed a weakly supervised learning framework based on coupled CNN for aircraft detection. Wu et al. [14] put forward a new aircraft detection framework based on objectiveness detection techniques and CNN. A modified Faster R-CNN [15] for the task of small object detection in optical remote sensing images was proposed in [16]. Nonetheless, superior detection speed and accuracy can hardly be achieved at the same time for small aircraft detection. In this paper, YOLOv3 [17] is used as a object detector for small aircraft detection, and compared with two-stage object detector Faster R-CNN [15] and one-stage object detector SSD [18] in terms of performance. Experiment results show that the YOLOv3 outperforms the other two methods.

2. Methodology

2.1. Object Detection Based on CNN

Object detection method based on CNN was successfully applied to object detection as early as 1994 [19]. Due to lack of data, limitations in hardware performance, and over-fitting problem, object detection based on CNN has not made a breakthrough for a long time. Compared with the traditional object detection method at present, the object detection based on CNN has no great advantage in both detection accuracy and detection speed. Therefore, the research is gradually neglected. Until 2012, the convolutional neural network AlexNet [20] made a major breakthrough in image classification, and researchers began to refocus on how to apply CNN to object detection. Nowadays, CNN-based object detection methods occupy a dominant position in the field of object detection, which are mainly divided into two categories, one is two-stage object detector represented by R-CNN (SPP Net [21], Fast R-CNN [22], Faster R-CNN[15], Mask R-CNN [23]), and the other is one-stage object detector represented by SSD [18] and YOLO [24].

2.2. Yolov3

1) YOLOv3 has made some improvements on the basis of YOLOv2 [25], and these changes make it even better. The network structure of YOLOv3 is shown in Figure 2. The performance comparison of YOLOv3 with other detection methods in the COCO dataset [26] at 0.5 IoU(Intersection- of-Union) metric is shown in Fig 1. We can observe that YOLOv3 performs very well, both accuracy and speed can be considered at the same time. These improvements are mainly reflected in the following aspects.

2) Unlike the Darknet-19 used in the YOLOv2 [25], YOLOv3 uses a 53-layer convolutional network named Darknet-53 that is superimposed by residual units as feature extraction networks. According to the author’s experiments in [17], this model performs better than Darknet-19 in terms of classification accuracy and efficiency.

3) To achieve multilabel classification, use logistic classifier instead of softmax and use binary cross-entropy loss for the class predictions during training. YOLOv3 uses logistic regression to predict the score for each bounding box. If the bounding box prior overlaps a ground truth object by more than any bounding box prior. If the priori bounding box is not the best, but does overlap the ground truth by more than a certain threshold, then this prediction is ignored. YOLOv3 only assigns a bounding box to each ground truth. If the a priori bounding box does not match the ground truth, no coordinate or class prediction loss will occur, and only objectness.

4) Different from the previous YOLO and YOLOv2, YOLOv3 predicts tasks from three different scale feature maps, which better solve the small target detection problem. YOLOv3 made some improvements on the basis of the original, which further improved the performance of the model.
Figure 1. The Speed/Accuracy Tradeoff on the Map of the Detection Methods at 0.5 IoU Metric in the COCO Dataset.

Figure 2. The Structure Diagram of YOLOv3.

3. Experiments
The experiment consists of two processes: the training phase and the detection phase. All the experiments were performed on Ubuntu with NVIDIA GTX 1080Ti GPU, and the evaluation metrics are average precision (AP) with IoU threshold as 0.5 and average detection time per image. If the
overlap between the bounding box and ground truth is greater than or equal to 0.5, the bounding box is a TruePositive; otherwise, it is a FalsePositive.

3.1. Dataset Description
In our experiments, we collected 350 remote sensing images from Google Earth and DOTA dataset [27], each image is of the size in the range from about 600x600 to 1500x1500 pixels and we manually labeled aircraft targets in each image. The training validation set and the test set are randomly generated in a ratio of 8:2. The training set and the verification set are randomly generated by the training verification set according to the ratio of 8:2. The experimental data statistics are shown in Table 1. Some samples of experimental data are shown in Figure 3.

| Class       | Image Number | Aircraft Number |
|-------------|--------------|-----------------|
| Training set| 224          | 4528            |
| Verification set | 56          | 965             |
| Testing set  | 70           | 1372            |
| Total       | 350          | 6865            |

3.2. Evaluation Indicators
In the experiment, we use the AP and the average detection time of each image to evaluate the performance of the models. The indicators we used in the experiment are as follows.
1) True Positive (TP): The number of samples that are predicted to be positive and actually positive;
2) True Negative (TN): The number of samples that are predicted to be negative and practically negative;
3) False Positive (FP): The number of samples that are predicted to be positive and actually negative;
4) False Negative (FN): The number of samples that are predicted to be negative and practically positive.

The measures can be defined as following:

\[
P(\text{Precision}) = \frac{TP}{TP + FP} \quad (1)
\]

\[
R(\text{Recall}) = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{AP(AveragePrecision)} = \int_0^1 P(R)dR \quad (3)
\]

3.3. Experimental Results and Comparisons
We evaluated the performance of YOLOv3 object detector for small aircraft detection by comparing it with Faster R-CNN and SSD. For a fair comparison, the same arguments for training that are listed in Table 2 and the same test set are used in the experiment. Some experimental results is shown in Figs 4, 5 and 6.
Table 2. Arguments for training

| Argument      | Value                                         |
|---------------|-----------------------------------------------|
| Learning rate | 0.01(20k:0.001, 50k:0.0001)                   |
| Batch Size    | 32                                            |
| Momentum      | 0.9                                           |
| Weight decay  | 0.0005                                        |
| Max iteration | 80k                                           |

The corresponding AP value and detection time are shown in Table 3.

Table 3. Detection Results in Term of the Metrics of AP and Average Detection Time

| Method       | AP   | Average detection time |
|--------------|------|------------------------|
| SSD          | 0.538| 0.078s                 |
| Faster R-CNN | 0.874| 0.652s                 |
| YOLOv3       | 0.925| 0.023s                 |

From Figs 4, 5 and 6 and Table 2, the following conclusions can be obtained: the YOLOv3 achieves much better performance than the Faster R-CNN and the SSD. The YOLOv3 outperforms the Faster R-CNN and the SSD by 0.051 and 0.387 in terms of AP, respectively. In terms of detection time, the average detection time of YOLOv3 is 0.023s. The time cost of Faster R-CNN is 27 times than that of YOLOv3. The YOLOv3 is 3.4 faster than SSD. As can be seen, a large number of mislabeling and missing labels appear in the SSD detection, followed by Faster R-CNN, and YOLOv3 can accurately detect the objects in different scenarios. To sum up, we believe that the YOLOv3 is more suitable and has obvious advantages for small aircraft detection in remote sensing images, and can meet the requirements of accurate detection and real-time in practical applications.

4. Conclusion
In this paper, we presented an effective detection method to address the small object problem in remote sensing images by using YOLOv3. We analyzed some improvements that YOLOv3 made on the previous basis, and compared the performance with other object detection algorithms. Comparisons with Faster R-CNN and SSD approaches demonstrated the effectiveness and superiority.
YOLOv3 is real-time while accurately detecting small aircraft. In the future, we will continue to work on multi-class small object detection in remote sensing images based on the current research basis.
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