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Abstract—We show that the fundamental tasks of sorting lists and building search trees or heaps can be modeled as quadratic unconstrained binary optimization problems (QUBOs). The idea is to understand these tasks as permutation problems and to devise QUBOs whose solutions represent appropriate permutation matrices. We discuss how to construct such QUBOs and how to solve them using Hopfield nets or (adiabatic) quantum computing. In short, we show that neurocomputing methods or quantum computers can solve problems usually associated with abstract data structures.

I. INTRODUCTION

In this paper, we are concerned with quadratic unconstrained binary optimization problems (QUBOs) of the form

$$z_* = \arg\min_{z \in \{0,1\}^N} z^T R z + r^T z$$  

(1)

where the objective is to find an optimal vector $z_*$ of $N$ binary decision variables and where $R \in \mathbb{R}^{N \times N}$ and $r \in \mathbb{R}^N$ contain application specific parameters.

QUBOs are surprisingly versatile and occur in numerous settings [1]–[9]. Notable use cases include RNA folding, budget allocation, portfolio optimization, routing, location planning, or item diversification. More generally, QUBOs arise in clique finding, graph partitioning, satisfiability testing, data clustering, or classifier training.

In either case, QUBOs constitute combinatorial optimization problems. Indeed, as they deal with binary decision variables, QUBOs are specific integer programming problems and thus NP-hard in general. Yet they are also isomorphic to Hopfield- or Ising energy minimization problems known from neuro- or adiabatic quantum computing [10]–[14]. Since solvers can thus be implemented on emerging, potentially superior platforms such as neuromorphic- or quantum computers, research on the general capabilities and merits of QUBOs is increasing.

The work reported here falls into this category. We are interested in the universality of QUBOs and explore their use in tasks rarely seen as combinatorial optimization problems. In particular, we consider the basic computer scientific problems of sorting and tree building. Since there exist well established classical algorithms for this purpose, our study is a study of principle. We demonstrate that problems which usually involve the manipulation of abstract data structures can also be expressed as QUBOs of the form in (1). This, in turn, establishes that neuromorphic- or quantum computers can sort and build trees.

A. Basic Ideas and Notation

Throughout, we assume we are given an unordered list or sequence $x_1, x_2, \ldots, x_n$ of $n$ numbers $x_i \in \mathbb{R}$ which we gather in a vector $x \in \mathbb{R}^n$. The basic idea is then to determine an $n \times n$ permutation matrix $P$ such that the entries of the vector $y = Px \in \mathbb{R}^n$ are arranged in a certain, problem specific order. We therefore recall that a permutation matrix is a square binary matrix whose rows and columns sum to one. Formally, we express these characteristics as

$$P \in \{0,1\}^{n \times n}$$  

(2)

$$P1 = 1$$  

(3)

$$P^T1 = 1$$  

(4)

where $1 \in \mathbb{R}^n$ denotes the vector of all 1s.

Our main contribution is to show that searching for an appropriate permutation matrix is tantamount to solving a QUBO as in (1) where $N = n^2$. Our derivation will involve the operation $v = \text{vec}(M)$ which vectorizes a matrix $M$ by stacking its columns into a vector $v$. The operation $M = \text{mat}(v)$ reverses this operation and matricizes $v$ into $M$. Finally, our derivation will also involve Kronecker products of the $n \times n$ identity matrix $I$ and $n$-dimensional vectors; these Kronecker products are denoted by $\otimes$.

B. Overview

Next, in Section II, we devise a QUBO formulation of the sorting problem. This will form the basis for our discussion in Section III where we set up QUBOs for constructing abstract data structures such as trees and heaps. In Section IV, we present baseline experiments in which we use Hopfield networks to solve sorting and tree building QUBOs. Our results corroborate the viability of the proposed modeling framework. Finally, in Section V, we summarize key findings and discuss potential implications.

II. QUBOS FOR SORTING LISTS

In this section, we show that the basic computer scientific problem of sorting an unordered list of numbers can be cast as a QUBO. Without loss of generality, we focus on sorting in ascending order. Our discussion will be rather detailed because, once we have established that QUBOs can be used for sorting in ascending order, it will be easy to see how to adapt them to sorting in orders which represent serialized trees or heaps.
To begin with, we gather the given unsorted numbers into an \( n \)-dimensional vector
\[
x = [x_1, x_2, \ldots, x_n]^\top
\]  
(5)

This innocuous preparatory step allows us to treat the sorting problem as the problem of finding an \( n \times n \) permutation matrix \( P \) such that the entries of the permuted vector \( y = Px \) obey
\[y_1 \leq y_2 \leq \ldots \leq y_n.\]

In order to devise an objective function whose minimization would yield the sought after permutation matrix, we introduce yet another, rather specific \( n \)-dimensional vector, namely
\[
n = [1, 2, \ldots, n]^\top
\]  
(6)

As the entries of this auxiliary vector are characterized by \( n_1 \leq n_2 \leq \ldots \leq n_n \), we next appeal to the rearrangements inequality of Hardy, Littlewood, and Polya [15]. This classical result implies that the negated inner product \( -y^\top n \) is minimal whenever \( y_1 \leq y_2 \leq \ldots \leq y_n \). In other words, the expression \( -y^\top n \) is minimal if the entries of \( y \) and \( n \) are similarly sorted. Moreover, since we defined \( y = Px \), it follows that a permutation matrix \( P \) which sorts the entries of \( x \) can be found by solving
\[
P = \arg\min_{Z \in \{0, 1\}^{n \times n}} -x^\top Z^\top n 
\]  
\[
\text{s.t.} \quad Z 1 = 1 
\]  
\[
Z^\top 1 = 1
\]  
(7)

This intermediate (arguably lesser known) result shows that sorting can indeed be understood as an optimization problem [16], [17]. However, (7) is a linear programming problem over binary matrices rather than a QUBO over binary vectors. Next, we therefore transform it into a problem of the form in (1). This will involve two major steps: First, we rewrite the linear program over binary matrices as a linear program over binary vectors and, second, express the latter as a QUBO.

To rewrite our matrix linear program as a vector linear program, we resort to a lemma which we state and prove in the Appendix. With respect to the matrix product \( Z^\top n \) which occurs in the objective of (7), the lemma establishes that vectorizing \( Z^\top \in \{0, 1\}^{n \times n} \) into \( z \in \{0, 1\}^{n^2} \) and matricizing \( n \in \mathbb{R}^n \) into \( N \in \mathbb{R}^{n \times n^2} \) by means of
\[
z = \text{vec} \,( Z)
\]  
(8)
\[
N = I \otimes n^\top
\]  
(9)

provides us with the following identity
\[
Z^\top n = N z
\]  
(10)

In other words, we can equivalently express the product of the \( n \times n \) matrix \( Z^\top \) and the \( n \)-dimensional vector \( n \) as a product of an \( n \times n^2 \) matrix \( N \) and an \( n^2 \)-dimensional vector \( z \).

Similar arguments apply to the expressions in the equality constraints in (7). That is, we further have
\[
Z 1 = C_r z
\]  
(11)
\[
Z^\top 1 = C_c z
\]  
(12)

where the \( n \times n^2 \) matrices \( C_r \) and \( C_c \) on the right hand sides capture row- and column sum constraints and are given by
\[
C_r = 1^\top \otimes I
\]  
(13)
\[
C_c = I \otimes 1^\top
\]  
(14)

Consequently, we can reformulate the problem of estimating an optimal permutation matrix as the problem of finding an optimal binary vector, namely
\[
z_* = \arg\min_{z \in \{0, 1\}^{n^2}} -z^\top N z
\]  
\[
\text{s.t.} \quad C_r z = 1
\]  
\[
C_c z = 1
\]  
(15)

Given this problem, we note that, once it has been solved for \( z_* \), the actually sought after permutation matrix can be computed as \( P = \text{mat}(z_*)^\top \) to then obtain the sorted version \( y = Px \) of \( x \).

In order to turn the intermediate linear constrained binary optimization problem in (15) into a quadratic unconstrained optimization binary problem, we note the equivalencies
\[
C_r z = 1 \iff \|C_r z - 1\|^2 = 0
\]  
(16)
\[
C_c z = 1 \iff \|C_c z - 1\|^2 = 0
\]  
(17)

and expand the squared Euclidean distances as
\[
\|C_r z - 1\|^2 = z^\top C_r^\top C_r z - 2 1^\top C_r z + 1^\top 1
\]  
(18)
\[
\|C_c z - 1\|^2 = z^\top C_c^\top C_c z - 2 1^\top C_c z + 1^\top 1
\]  
(19)

Since \( 1^\top 1 = n \) is a constant independent of \( z \), we therefore have the following Lagrangian for the problem in (15)
\[
L(z, \lambda_r, \lambda_c) = -z^\top N z
\]  
\[
+ \lambda_r [z^\top C_r^\top C_r z - 2 1^\top C_r z]
\]  
\[
+ \lambda_c [z^\top C_c^\top C_c z - 2 1^\top C_c z]
\]  
(20)
\[
= z^\top \left[\lambda_r C_r^\top C_r + \lambda_c C_c^\top C_c\right] z
\]  
\[
- [z^\top N + 2 1^\top \left[\lambda_r C_r + \lambda_c C_c\right]] z
\]  
(21)

Here, \( \lambda_r \) and \( \lambda_c \) are Lagrange multipliers which we henceforth treat as parameters that have to be set manually. (In section IV, we suggest a simple, problem independent mechanism for this purpose.)

Finally, upon introducing the following \( n^2 \times n^2 \) matrix and the following \( n^2 \)-dimensional vector
\[
R = \lambda_r C_r^\top C_r + \lambda_c C_c^\top C_c
\]  
(22)
\[
r = -N^\top x - 2 \left[\lambda_r C_r + \lambda_c C_c\right]^\top 1
\]  
(23)

we find that (15) is equivalent to the following QUBO
\[
z_* = \arg\min_{z \in \{0, 1\}^{n^2}} z^\top R z + r^\top z
\]  
(24)

Again, if we could solve (24) for \( z_* \), the actually sought after permutation matrix is \( P = \text{mat}(z_*)^\top \) and allows us to compute the sorted version \( y = Px \) of \( x \).
III. QUBOs for Building Trees and Heaps

The fact that QUBOs can be used to determine permutation matrices \( P \) which arrange the entries of a given vector \( x \) in an order prescribed by another vector \( n \) has applications beyond conventional sorting. It does, for instance, also allow for arranging the entries of \( x \) into more abstract data structures such as binary search trees. The general idea behind this claim is best explained by means of an example.

Figure 1a shows the numbers 1 through 7 stored in a binary search tree. Looking at this figure, we recall that such a tree is a labeled directed acyclic graph whose vertices have up to two successors. Moreover, vertex labels of a binary search tree are arranged in such a manner that the label of each internal vertex is greater than the label of its left successor and less than the label of its right successor.

Figure 1b shows a serialization of the tree in Fig. 1a. This serialization resulted from a breadth-first traversal of the tree and is structure preserving in the following sense: Letting \( v_0, v_1, v_2, \ldots \) denote the serialized vertices (where we deliberately start counting at 0), the tree can be recovered by choosing the left and right successors of vertex \( v_i \) to be \( v_j \) and \( v_k \) with \( j = bi + 1 \) and \( k = bi + 2 \) where \( b = 2 \) denotes the branching factor of the tree. In Fig. 1b, these implicit successor relations are visualized by means of dashed arrows.

Overall, our example illustrates that binary search trees can be thought of as specifically ordered lists. Hence, sticking with our example, if we wanted to arrange \( n = 7 \) arbitrary numbers \( x_1, \ldots, x_7 \) into a search tree, we could gather them in a vector \( x \in \mathbb{R}^7 \), consider the auxiliary vector

\[
\mathbf{n} = [4, 2, 6, 1, 3, 5, 7]^T
\]

and set up a QUBO as in (24) to determine a permutation matrix that arranges the \( x_i \) into the desired tree order.

Of course this approach extends to settings with arbitrary many numbers as well as to trees with branching factors greater than two. It also extends to different labeling schemes and thus to different abstract data structures. We once again illustrate this claim by means of an example.

Figure 2a shows the numbers 1 through 7 arranged in form of a maximum heap. Here, we recall that a maximum heap is a labeled binary tree where the labels of internal vertices are greater than or equal to the labels of their successors. Figure 2b shows a serialization of the heap in Fig. 2a again obtained from breadth-first traversal. Since this serialization is once again structure preserving, the above arguments reapply.

Hence, if we wanted to arrange \( n = 7 \) arbitrary numbers \( x_1, \ldots, x_7 \) into a maximum heap, we could gather them in a vector \( x \in \mathbb{R}^7 \), consider the auxiliary vector

\[
\mathbf{n} = [7, 3, 6, 1, 2, 4, 5]^T
\]

and set up a QUBO as in (24) to determine a permutation matrix that arranges the \( x_i \) into the desired heap order.

The two tree building examples in this section thus reveal the sorting QUBO in (24) to be a general purpose tool for ordering or structuring problems. In a sense, it can actually be understood as a programmable machine. The input variables it processes are contained in vector \( x \) and the program it executes is given by vector \( n \). Different programs, i.e. different choices of \( n \), will cause the programmable QUBO to produce different results of different utility.

IV. Practical Examples

In this section, we present simple experiments which verify that the above theory can be put into practice.

We first address the open question of how to choose the two free parameters in equations (22) and (23). We then recap our construction of sorting or reordering QUBOs over binary variables and recall how to turn those into QUBOs over bipolar variables. These can be solved using (adiabatic) quantum computers or Hopfield nets and we apply the latter for sorting, tree building, and heap building.

A. On Choosing \( \lambda_r \) and \( \lambda_c \)

Working with parameterized QUBOs requires experience or guidelines as to suitable parameterizations. With regard to the Lagrange parameters \( \lambda_r \) and \( \lambda_c \) in (22) and (23), we therefore note that they should be chosen such that the objective function
in (24) is balanced. This is to say that the contribution of the term $-x^T N z$ should not outweigh the sum-to-one constraints $C_r z = 1$ and $C_c z = 1$. Since this may happen whenever the sum (of the norms) of the entries of $x$ is larger than $n$, a simple idea is to work with an $L_1$-normalized version $x'$ of $x$ where
\[ x'_i = \frac{x_i}{\sum_j |x_j|} \tag{27} \]
Using this normalization of the problem input, we may choose
\[ \lambda_r = \lambda_c = n \tag{28} \]
to appropriately weigh the individual components of the overall minimization objective.

B. Setting Up Sorting / Ordering QUBOs

Given an input vector $x$ whose entries are to be rearranged into a certain order, we require an auxiliary vector $n$ whose entries reflect that order. We then normalize $x$ using (27) and set $\lambda_c$ and $\lambda_r$ according to (28). Given these preparations, we compute $N$, $C_r$, and $C_c$ using (9), (13), and (14). This finally allows for computing $R$ and $r$ in (22) and (23) which parameterize the QUBO in (24). Note, however, that $r$ is now computed with respect to $x'$ instead of $x$.

C. From Binary to Bipolar QUBOs

Recall that binary and bipolar vectors are affine isomorphic. That is, if $z \in \{0, 1\}^N$ is binary, then $s = 2 z - 1$ is bipolar. Likewise, if $s \in \{-1, +1\}^N$ is bipolar, then $z = (s + 1)/2$ is binary. QUBOs as in (24) can therefore also be expressed as
\[ s^* = \arg \min_{s \in \{\pm 1\}^N} s^T Q s + q^T s \tag{29} \]
where $Q = \frac{1}{2} R$ and $q = \frac{1}{2} R 1 + \frac{1}{2} r$. This is of considerable interest because (29) is an Ising energy minimization problem that can be solved on adiabatic quantum computers or --using the quantum approximate optimization algorithm-- on quantum gate computers.

D. Solving Sorting / Ordering QUBOs with Hopfield Nets

Substituting $W = -2 Q$ and $\theta = q$, we may alternatively consider
\[ s^* = \arg \min_{s \in \{\pm 1\}^N} -\frac{1}{2} s^T W s + \theta^T s \tag{30} \]
where $W$ and $\theta$ can be thought of the weight matrix and bias vector of a Hopfield network. Hence, the minimization objective in (30) now defines the energy of a Hopfield network in state $s$. Fig. 3: Visualizations of the evolution of states and energies of Hopfield nets of $N = n^2$ neurons which solve sorting or reordering QUBOs for $x \in \mathbb{R}^n$. In each example, $n = 7$ and all $N = 49$ neurons are initially inactive. Over time $t$, the state $s_t$ of the networks changes, i.e. neurons switch from inactive ($-$) to active (+), and the energy $E(s_t)$ decreases. Each process converges within only $O(n)$ steps to a stable state which encodes the solution to the respective problem.
As Hopfield energies go, the energy landscape of a Hopfield net for sorting or reordering is fairly well behaved. That is, it does not suffer from (spurious) local minima which reflects the fact that sorting or reordering do not constitute hard problems.

When running a Hopfield net for sorting or reordering, we may thus consider a steepest energy descent mechanism to update the network state \( s_i \) in iteration \( t \) [18]. Our results below indicate that this yields fast convergence to a state which represents the solution to the problem at hand.

E. Exemplary Results

Just as in the previous section, we focus on simple settings and experiment with \( n = 7 \) numbers. In particular, we consider

\[
x = [46, 52, -12, 33, 10, 51, 24]^T \quad (31)
\]

In order to sort these numbers in ascending order and to arrange them into a binary tree or maximum heap, we work with the auxiliary vectors

\[
\begin{align*}
n_S &= [1, 2, 3, 4, 5, 6, 7]^T & \quad (32) \\
n_T &= [4, 2, 6, 1, 3, 5, 7]^T & \quad (33) \\
n_H &= [7, 3, 6, 1, 2, 4, 5]^T & \quad (34)
\end{align*}
\]

and prepare corresponding Hopfield nets. In each experiment, we set the initial network state to \( s_0 = -1 \) and then run the steepest energy descent update mechanism.

Figure 3 visualizes the evolution of the respective Hopfield nets. It shows that each network rapidly converges to a stable state \( s_{\infty} \). In fact, all three networks converge within \( O(n) \) updates which once again indicates that neither sorting nor reordering are difficult problems.

Moreover, the stable states the networks converge to encode the optimal solution \( s_* \) to the respective sorting, tree-, or heap building QUBO. That is, all three stable states encode a permutation matrix \( P = \text{mat}((s_* + 1)/2)^T \) which permutes \( x \) into the desired order.

To be specific, we obtain permutation matrices \( P_S, P_T, \) and \( P_H \) which produce

\[
\begin{align*}
y_S &= P_S x = [-12, 10, 24, 33, 46, 51, 52]^T & \quad (35) \\
y_T &= P_T x = [33, 10, 51, -12, 24, 46, 52]^T & \quad (36) \\
y_H &= P_H x = [52, 24, 51, -12, 10, 33, 46]^T & \quad (37)
\end{align*}
\]

and thus correctly solve the problems we considered.

V. CONCLUSION

This paper resulted from ongoing research in which we ask: How universal is quadratic unconstrained binary optimization?

Examining the use of QUBOs for problems not commonly seen as combinatorial, we looked at the fundamental tasks of sorting lists and building trees. While there exists numerous established and efficient algorithms for these problems, our interest was in re-conceptualizing them because, if they can be modeled as QUBOs, it is clear that they can be solved using neuromorphic techniques or quantum computing.

Our key contribution was to show that sorting and tree building can indeed be cast as QUBOs.

The basic idea was to simply understand these problems as permutation problems and to devise objective functions whose minimization results in appropriate permutation matrices. We first appealed to the rearrangement inequality and expressed sorting or reordering as linear programming problems over binary matrices. Using linear algebraic arguments and standard tools from optimization theory, we then showed how to rewrite them as linear program over binary vectors and, subsequently, as QUBOs.

Experiments demonstrated that the QUBO we derived in (24) provides a general purpose model for ordering or structuring problems. In a sense, it can be seen as a programmable machine. The input this machine processes consists of a vector of numbers to be reordered; the program it executes is given by another vector which dictates the order to be produced. As such orders may represent trees or heaps or other kinds of data types, QUBOs and, consequently, neuromorphic- or quantum computers can manipulate abstract data structures.

APPENDIX

In this short Appendix, we state and prove the “vectorization lemma” which we used in Section II.

Lemma 1. Consider a matrix \( M \in \mathbb{R}^{n \times n} \), a vector \( v \in \mathbb{R}^n \), and the matrix-vector product \( M^T v \).

There exist a vector \( m \in \mathbb{R}^{n^2} \) and a matrix \( V \in \mathbb{R}^{n \times n^2} \) such that

\[
M^T v = V m
\]

In particular, this claim holds true for

\[
\begin{align*}
m &= \text{vec} (M) \\
V &= I \otimes v^T
\end{align*}
\]

where \( m \) contains the stacked columns of \( M \), \( I \) is the \( n \times n \) identity matrix, and \( \otimes \) denotes the Kronecker product.

Proof. Let \( r = M^T v \). Written in terms of the columns \( m_i \) of matrix \( M = \left[ m_1, \ldots, m_n \right] \), the entries \( r_i \) of vector \( r \) are given by \( r_i = m_i^T v \) or, equivalently, \( r_i = v^T m_i \).

Introducing (much) larger vectors \( m \in \mathbb{R}^{n^2} \) and \( u_i \in \mathbb{R}^{n^2} \) where \( m = \text{vec} (M) \) and

\[
u_i = \begin{bmatrix} 0^T \cdots 0^T v^T 0^T \cdots 0^T \end{bmatrix}_{\text{\(i\)-times \(n\)-times times}}\]

with \( 0 \in \mathbb{R}^n \) the vector of all 0s, we can equivalently write \( r_i = u_i^T m \).

Hence, when gathering the \( i = 1, \ldots, n \) different vectors \( u_i^T \) as the rows of a matrix \( V \in \mathbb{R}^{n \times n^2} \) such that

\[
V = \begin{bmatrix} u^T & 0^T & 0^T & \cdots & 0^T & 0^T \\
0^T & v^T & 0^T & \cdots & 0^T & 0^T \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0^T & 0^T & 0^T & \cdots & 0^T & v^T
\end{bmatrix}
\]

we have \( V = I \otimes v^T \) and observe that \( r \) can also be computed as \( r = V m \). \(\square\)
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