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Abstract—Textual data such as tags, sentence descriptions are combined with visual cues to reduce the semantic gap for image retrieval applications in today's Multimodal Image Retrieval (MIR) systems. However, all tags are treated as equally important in these systems, which may result in misalignment between visual and textual modalities during MIR training. This will further lead to degenerated retrieval performance at query time. To address this issue, we investigate the problem of tag importance prediction, where the goal is to automatically predict the tag importance and use it in image retrieval. To achieve this, we first propose a method to measure the relative importance of object and scene tags from image sentence descriptions. Using this as the ground truth, we present a tag importance prediction model to jointly exploit visual, semantic and context cues. The Structural Support Vector Machine (SSVM) formulation is adopted to ensure efficient training of the prediction model. Then, the Canonical Correlation Analysis (CCA) is employed to learn the relation between the image visual feature and tag importance to obtain robust retrieval performance. Experimental results on three real-world datasets show a significant performance improvement of the proposed MIR with Tag Importance Prediction (MIR/TIP) system over other MIR systems.

Index Terms—Multimodal image retrieval (MIR), image retrieval, semantic gap, tag importance, importance measure, importance prediction, cross-domain learning.

1 INTRODUCTION

Image retrieval [1] is a long-standing problem in the computer vision and information retrieval fields. Current image search engines in service rely heavily on the text data. It attempts to match user-input keywords (tags) to accompanying texts of an image. It is thus called Tag Based Image Retrieval (TBIR) [2, 3]. TBIR is effective in achieving semantic similarity [4] due to the rich semantic information possessed by the text data. However, with the exponential growth of web images, one cannot assume all images on the Internet have the associated textual data. Clearly, TBIR is not able to retrieve untagged images even if they are semantically relevant to the input text query.

On the other hand, Content Based Image Retrieval (CBIR) [4, 5, 6, 7] takes an image as the query and searches for relevant images based on the visual similarities between the query image and the database images. Despite a tremendous amount of effort in the last two decades, the performance of CBIR system is bounded by the semantic gap between low-level visual features and high-level semantic concepts.

To bridge the semantic gap, one idea is to leverage well annotated Internet images. Due to the rich information over the Internet, numerous images are well annotated with text information such as tags, labels, sentences or even paragraphs. Their visual content provides low-level visual features while their associated textual information provides meaningful semantic information. The complementary nature of texts and images provides more complete descriptions of underlying content. It is intuitive to combine both image and text modalities to boost the image retrieval performance, leading to Multimodal Image Retrieval (MIR).

When a large number of database images with their textual information are available, one could use MIR to find a common subspace for the visual and textual features of these tagged images using machine learning algorithms such as the Canonical Correlation Analysis (CCA) [8, 9, 10, 11, 12, 13] or more recently the Deep Learning [14, 15, 16, 17, 18] techniques. Once the common subspace is found, the visual similarity between the query and tagged database images in the same subspace can indicate the semantic similarity, thus reducing the semantic gap to some extent. Moreover, untagged database images can be retrieved if their projected visual features in the subspace are sufficiently close to that of the query image. An example of MIR applied to image-to-image retrieval is shown in Fig. 1. Another advantage of the MIR framework is that it can accommodate different retrieval tasks at the same time. Since the subspace between the visual and the textual domains has been built, cross-modality information search, such as text-to-image and image-to-text search [19, 20, 21], can be achieved by leveraging the subspace [8, 9, 10].

The performance of an MIR system is highly dependent on the quality of tags. Unfortunately, as pointed out in [22, 23], tags provided by people over the Internet are often noisy, and they might not have strong relevance to image content. Even if a tag is relevant, the content it represents might not be perceived as important by humans. Take Fig. 2 as an example. It has two images with the same tags: “car”, “motorbike”, and “person”. While the tag “motorbike” is perceived as having higher importance in the left image,
For the first question, we propose a method to measure the object and scene tag importance from human provided sentence descriptions based on natural language processing (NLP) tools. A subjective test is conducted to validate its benefits in image retrieval. For the second question, we present a novel prediction model that integrates visual, semantic, and context cues. While the first two cues were explored before in [24], [25], context cue has not been considered irrelevant (or noisy) tags since tag cleaning is a research topic on its own. Based on this assumption, we treat image object/scene category labels as the tags in our experiments.

To build an MIR/TIP system, we need to address the following questions:

1) How to define tag importance?
2) How to predict the defined tag importance?
3) How to embed tag importance in MIR?

For the first question, we propose a method to measure the object and scene tag importance from human provided sentence descriptions based on natural language processing (NLP) tools. A subjective test is conducted to validate its benefits in image retrieval. For the second question, we present a novel prediction model that integrates visual, semantic, and context cues. While the first two cues were explored before in [24], [25], context cue has not been considered irrelevant (or noisy) tags since tag cleaning is a research topic on its own. Based on this assumption, we treat image object/scene category labels as the tags in our experiments.

The rest of this paper is organized as follows. Related previous work and an overview of the proposed MIR/TIP system are presented in Section 2 and Section 3, respectively. A technique to measure tag importance based on human sentence descriptions is discussed in Section 4. Tag importance prediction is studied in Section 5, where the measured tag importance is used as the ground truth. The MIR/TIP system is described in Section 6. Experimental results are shown in Section 7. Finally, concluding remarks are given and future research directions are pointed out in Section 8.
In this section, we review recent work on tag importance prediction and MIR systems that are closely related to our work.

**Importance Prediction.** Importance in images is a concept that has recently gained attention in visual research community. Elazary and Itti [26] used the naming order of objects as the interestingness indicator and saliency to predict their locations in an image. A formal study of object importance was conducted by Spain and Perona [25], who developed a forgetful urn model to measure object importance from ordered tag lists, and then, used visual cues to predict the object importance value. Berg et al. [24] used human sentence descriptions to measure the importance of objects, scenes and attributes in images, and proposed various visual and semantic cues for importance prediction. To better understand user defined content importance, Yun et al. [27] studied the relationship between the human gaze and descriptions. Parikh et al. [28], [29] proposed a ranking method for the same attribute across different images to capture its relative importance in multiple images. Instead of predicting tag importance for images directly, some works focus on image tags reranking to achieve better retrieval performance. For example, Liu et al. [23] developed a random walk-based approach to rerank tags according to their relevance to image content. Similarly, Tang et al. [30] proposed a two-stage graph-based relevance propagation approach. Zhuang and Hoi [31] proposed a two-view tag weighting approach to exploit correlation between tags and visual features. Lan and Mori [32] proposed a Max-Margin Rifflled Independence Model to rerank object and attribute tags in an image in order of decreasing relevance or importance. More recently, to address a very large tag space, Feng et al. [33] cast tag ranking as a matrix recovery problem. However, all the previous approaches used ranked tag list, human annotators, or binary labels for defining tag importance and failed to capture the continuous-valued relative tag importance which is addressed in our paper.

**Multimodal Image Retrieval (MIR).** The current state-of-the-art MIR systems aim at finding a shared latent subspace between image visual and textual features so that the information in different domains can be represented in a unified subspace. Several learning methods have been developed for this purpose, including the canonical correlation analysis (CCA) [34] and its extension known as the kernel CCA (KCCA) [35]. The main idea of CCA is to find a common subspace for visual and textual features so that their projections into this lower dimensional representation are maximally correlated. Hardoon et al. [11] adopted KCCA to retrieve images based on their content using the text query. Rasiwasia et al. [12] replaced the textual modality with an abstract semantic feature space in KCCA training. More recently, Gong et al. [10] proposed a three-view CCA that jointly learns the subspace of visual, tag and semantic features. Hwang and Grauman [8], [9] adopted human provided ranked tag lists as object tag importance and used them in KCCA learning, which is most relevant to our work. Deep learning based multimodal methods adopt the same idea of learning the shared representation of multi-modal data. However, they are based on recently developed deep learning techniques such as stacked autoencoder [14], [16], [17] and deep convolutional neural network [17], [18]. The quality of the learned semantic subspace with shared representations of visual and textual modalities highly depends on the quality of tags. A noisy or unimportant tag may lead to misalignment between the visual and the textual domains, resulting in degenerated retrieval performance. Thus, there is a need to systematically build an MIR system by incorporating the learned tag importance model, which is one of the focuses of this paper.

**3 System Overview**

A high-level description of the proposed MIR/TIP system is given in Fig. 3. It consists of the following three stages (or modules):

1. Tag importance measurement;
2. Tag importance prediction; and
3. Multimodal retrieval assisted by predicted tag importance.

It is assumed in our experiments that there are three types of images on the web:

- A images with human provided sentences and tags;
- B images with human provided tags only; and
- C images without any textual information.

In the tag importance measurement stage, images in Type A are used to obtain the measured tag importance, which will serve as the ground truth tag importance. In the tag importance prediction stage, images in Type A are first used as the training images to create a tag importance prediction model. Then, tag importance for images in Type B will be predicted based on the learned model. Finally, images in Types A and B will be used as training images to learn the CCA semantic subspace in the multimodal retrieval stage. Images in Type C will serve as test images to validate the performance of our MIR/TIP system. Table 1 summarizes the textual and visual features used in different stages of MIR/TIP. Details of each module will be described in the following sections.

**4 Measuring Tag Importance**

Measuring human-perceived importance of a tag is a critical yet challenging task in MIR. Researchers attempted to measure the importance of tags associated with images from two human provided sources: 1) ranked tag lists [8], [9], [25], and 2) sentence descriptions [24]. The major drawback of ranked tag lists is their unavailability. Tags are rarely ranked according to their importance, but rather listed randomly. Obtaining multiple ranked tag lists from human (using the Amazon Turk) is labor intensive and, thus, not a feasible solution. In contrast, human sentence descriptions are easier to obtain due to the rich textual information on the Internet. For this reason, we adopt sentence descriptions as the source to measure tag importance.

Clearly, the binary-valued tag importance as proposed in [24] cannot capture relative tag importance in an image. For example, both “person” and “motorbike” in Fig. 4 are important since they appear in multiple sentences. However, as compared with “person” that appears in all five
Fig. 3. An overview of the proposed MIR/TIP system. Given a query image with important “dog” and “bicycle”, the MIR/TIP system will rank the good retrieval examples with important “dog” and “bicycle” ahead of bad retrieval ones with less important “dog” and “bicycle”.

Fig. 4. An example of object importance measurement using sentence descriptions, where object tags “person” and “motorbike” appear in sentences in synonyms such as “man” and “scooter”, respectively.

sentences, “motorbike” only appears twice. This shows that humans perceive “person” as more important than “motorbike” in Fig. 4. Thus, tag importance should be quantified in a finer scale rather than a binary value.

The desired tag importance should serve the following two purposes.

1) **Within-image comparison.** Tag importance should teach the retrieval system to ignore unimportant content within an image.

2) **Cross-image comparison.** Given two images with the same tag, tag importance should identify the image in which the tag has a more important role.

In the following paragraphs, we will first introduce the idea of measuring object tag importance and, then, extend it to account for scene tag importance.

**Object Tag Importance.** To achieve within-image comparison, one heuristic way is to define the importance of an object tag in an image as the probability of it being mentioned in a sentence. This is called **probability importance**. To give an example, for the left image in Fig. 5 (i.e. the sample database image in Fig. 3), the importance of “dog” and “bicycle” are 0.8 and 1 since they appear in four and five sentences, respectively. While this notion can handle within-image comparison, it fails to model cross-image comparison. For instance, as compared with the right image in Fig. 5 where the “bicycle” is the only tag appearing in all five sentences, it is clear that the “bicycle” in the left image is less important. However, its probability importance has the same value, 1, in both images.

To better handle cross-image comparison, we propose a measure called **discounted probability importance**. It is based on the observation that different people describe an image in different levels of detail. Obviously, tags mentioned by detail-oriented people should be discounted accordingly. Mathematically, discounted probability impor-
tance of object tag $t$ in the $n$th image $I_n(t)$ is defined as

$$I_n(t) = \sum_{k=1}^{K_n} \frac{1}{|T_n^{(k)}|} \mathbb{1}\{t \in T_n^{(k)}\} \alpha_{s_{c_{t}}}$$

where $K_n$ is the total number of sentences for the $n$th image, $\mathbb{1}$ is the indicator function, and $T_n^{(k)}$ is the set of all object tags in the $k$th sentence of the $n$th image. An example of measured tag importance using Eq. (1) is shown in Fig. 4.

Also, for the bicycles in Fig. [3] the measured tag importance using discounted probability are 0.6 (left) and 1 (right).

To identify the appearance of an object tag in a particular sentence, we need to map the object tag to the word in that sentence. For example, for the first sentence in Fig. [4] we need to know the word “man” corresponds to tag “person” and “scooter” corresponds to tag “motorbike”. We use the WordNet based Semantic distance [36] to measure the similarity between concepts. The effectiveness of this synonymous term matching method has been demonstrated in [24].

**Scene Tag Importance.** To jointly measure scene and object tag importance, we need to consider two specific properties of the scene tag in sentence descriptions of an image.

1) An image usually has fewer scene tags than object tags.
2) The grammatical role of the scene tag in a sentence is a strong indicator of its importance.

The first property results in an imbalance between the scene and object tags. Even if both scene and object tags appear in one sentence, scene importance can be discounted to a lower value if there are many object tags in the sentence. To understand the second property, we consider the following two sentences:

- **Sentence 1:** A sandy beach covered in white surfboards near the ocean.
- **Sentence 2:** Surfboards sit on the sand of a beach.

Clearly, the scene tag “beach” is the major constituent of the first sentence because it appears as the main subject of the whole sentence. On the other hand, it becomes the minor constituent in the second sentence because it appears in the modifier phrase of subject “surfboard”.

To infer the grammatical role of a scene tag in a sentence, we first leverage the Stanford Lexicalized Probabilistic Context Free Grammar Parser [37, 38] to obtain the sentence parse tree [39]. Two examples are shown in Fig. 6. Then, we identify whether the scene tag appears in a prepositional phrase by checking whether there is a “PP” node in the path from the root to the scene tag leaf.

**Joint Object/Scene Tag Importance.** Based on the above analysis, we propose an algorithm to jointly measure the importance of object and scene tags in one sentence. It is summarized in Algorithm I. The final scene and object tag importance values are obtained by averaging the importance vector $I$ over all sentences associated with the same image.

Parameters $\alpha$ and $\beta$ in Algorithm I are the scene weights when the scene tag appears as the modifier and the subject of a sentence, respectively. They are used to account for the different grammatical roles of the scene tag in a sentence. We set $\alpha = 1$ and $\beta = 2$ in our experiments. The object and scene tag importance values are computed in lines 7 and 8 of Algorithm I, respectively. The formula in line 7 is essentially the discounted probability defined in Eq. (1). The scene tag is adjusted to account for imbalance of scene and object tag numbers.

**Algorithm I: Measuring object/scene tag importance in a sentence description.**

1: Input: The set of all object tags $T_o$, the set of all object tags mentioned in sentence $T_o^{s_i}$ current sentence $s$, scene tag $t_s$.
2: Set scene factor $c_s$ to default value 0;
3: Set sentence tree $T$ to parseSentence($s$);
4: Set path $p$ to findPath($T$, $T$.root, $t_s$).
5: If “PP” in $p$ and “PP”.left $= prep$ Set $c_s = \alpha$;
6: Else if $p \neq NULL$: Set $c_s = \beta$;
7: For $t \in T_o$: $I(t) = \frac{1}{1+c_s};$
8: $I(t_s) = \frac{c_s}{1+c_s}.$

In the following, the measured tag importance will serve as the ground truth for our experiments in tag importance prediction in Section 5.

5 **Predicting Tag Importance**

The problem of tag importance prediction is studied in this section. First, we discuss three feature types used for prediction. They are semantic, visual and context cues. Then, we describe a prediction model, in which inter-dependency between tag importance is characterized by the Markov Random Field (MRF) [40]. The model parameters are learned using the Structural Support Vector Machine (SSVM) [41].

5.1 **Three Feature Types**

**Semantic Features.** Some object categories are more attractive to humans than others [24]. For example, given tags “cat”, “chair” and “potted plant” for the image in Fig. 7, people tend to describe the “cat” more often than the “chair” and the “potted plant”. The same observation applies to scene importance. For example, in Fig. 7 people often mention (as observed in the dataset) the whole image as
For the scene tag importance visual feature, global patterns such as “openness” and color property of an image are useful for predicting scene tag importance. This is shown in Fig. 7g where two images have important “beach” and unimportant “bathroom”, respectively. We use the FC7 layer (Fully Connected layer 7) features extracted using VGG16 trained on the Places dataset [44] to model the scene property.

**Object Context Features.** The object context features are used to characterize how the importance of an object tag is affected by the importance of other object tags. When two object tags coexist in an image, their importance is often interdependent. Consider the sample database image in Fig. 3. If the “dog” did not appear, the “bicycle” would be of great importance due to its large size and centered location, and the discounted probability importance of “bicycle” would be 1 based on Eq. (1). To model interdependency, we should consider not only relative visual properties between two object tags but also their semantic categories. Fig. 7c shows two object context examples. For the left image, although the “living room” has a larger size and a better location, people tend to describe the “dog” more often since the “dog” gets more attention. On the other hand, for the right image, people tend to have no semantical preference between the “sofa” and the “TV monitor”. However, due to the larger size of the “sofa”, it is perceived as more important by humans.

To extract an object context feature, we conduct two tasks: 1) analyze the relative visual properties within an object tag pair, and 2) identify the tag pair type (i.e. semantic categories of two object tags that form a pair). To model the difference of visual properties for tag pair \(t_i, t_j\), we use \(s_i - s_j\) and \(d_i - d_j\) as the relative size and location, respectively, where \(s \) and \(d \) denote the bounding box area and the corresponding mean distance to the image center as described in the visual feature section. The final object context feature \(g_{ij}^o\) for tag pair \((t_i, t_j)\) is defined as

\[
g_{ij}^o = \left[ (s_i - s_j) \cdot P_i^T (d_i - d_j) \cdot P_j^T \right]^T, \tag{2}
\]

where \(P_i, P_j\) is the tag pair type vector for tag pair \((t_i, t_j)\).

**Object Scene Context Features.** It is intuitive that scene tag importance and object tag importance are also interdependent. Consider three images in Fig. 7 with the same scene type - “living room”. The right image is a classical “living room” scene and all objects are components of the scene structure. For the middle image, object “cat” only takes out a bit of importance of the “living room” due to its semantic interestingness but relative small size. At last,
in the left most image, people become the dominant objects due to their prominent size. Thus, the importance of “living room” has been suppressed by the tag “person”. Clearly, by removing the “person” tag in the left image and the “cat” tag in the middle image, the “living room” tags in the three images would be equally important.

To model the context cues between scene and object tag importance, we use a similar approach described in object context features. That is, we define a tag pair type vector $p_{is}$ to indicate the object and scene tags that form edge $(i, s)$. It is a categorical vector that models the semantic of a tag pair. Moreover, as discussed above, the size of an object may affect the interaction between the scene and object. Thus, the context feature is defined as

$$g^s_{is} = s_i p_{is}, \tag{3}$$

where $s_i$ is the total size of the $i$th object tag’s bounding boxes.

### 5.2 Tag Importance Prediction Model

The interdependence of tag importance in an image defines a structured prediction problem [45]. It can be mathematically formulated using the MRF model [40]. Formally, each image is represented by an MRF model denoted by $(V, E)$, where $V = V_o \cup V_s$ and where $V_o$ is the set of object tags of the current image and $v_s$ is the current scene tag (assuming scene tag is presented in the image). Consider edge set $E = E_o \cup E_{os}$, where $E_o = \{ (v_i, v_j) : v_i, v_j \in V_o \}$ is the edge set for object-object tag pairs and $E_{os} = \{ (v_i, v_s) : v_i \in V_o \}$ is the edge set for object-scene tag pairs. An exemplary MRF model built for a sample image with scene tag “street” and object tags “car”, “dog”, “potted plant” is shown in Fig. 8. Specifically, each tag located in a vertex has its own visual and semantic cues to predict importance while each edge enforces the output to be compatible with the relative importance between tags.

Under a log-linear MRF model, the energy function to be minimized can be expressed as

$$E(X_o, x_s, G_o, G_s, y; w) = \sum_{i \in E_o} w^T_{V_o} \Phi_V(x_i, y_i) + \sum_{(i,j) \in E_o} w^T_{E_o} \Phi_E(g^o_{ij}, y_i, y_j)$$

$$+ \sum_{i \in V_s} w^T_{V_s} \Phi_V(x_i, y_s) + \sum_{(i,s) \in E_{os}} w^T_{E_{os}} \Phi_E(g^s_{is}, y_i, y_s), \tag{4}$$

where $y = \{y_i\}$ is the predicted tag importance output vector, $X_o = \{x_i\}$ and $x_s$ are the concatenation of object and scene tag visual and semantic feature vectors as described in Section 5.1 respectively. $G_o = \{g^o_{ij}\}$ is the object context feature vector calculated using Eq. (2), $G_s = \{g^s_{is}\}$ is the object scene context feature vector calculated using Eq. (3).

The weight vector $w = [w_{V_o}^T, w_{E_o}^T, w_{V_s}^T, w_{E_{os}}^T]$ in Eq. (4) will be learned from training data. $\Phi_V$ and $\Phi_E$ are joint kernel maps [46] defined as $\Phi_V(x_i, y_i) \equiv x_i \otimes \delta(y_i)$ and $\Phi_E(g_{ij}, y_i, y_j) \equiv g_{ij} \otimes \delta(y_i - y_j)$ where $\otimes$ is the Kronecker product,

$$\delta(y_i) \equiv [\|y_i - 0\|, \|y_i - 0.1\|, \cdots, \|y_i - 1\|],$$

$$\delta(y_i - y_j) \equiv [\|y_i - y_j - 1\|, \cdots, \|y_i - y_j - 1\|],$$

where $\| \cdot \|$ is the indicator function. It is worthwhile to mention that the ground truth tag importance usually takes certain discrete values in experiments, and it does not affect the retrieval performance if it is rounded to the nearest tenth. Thus, the ground truth tag importance is quantized into 11 discrete levels, starting from 0 to 1 with intervals of 0.1. This leads to an 11-D $\delta(y_i)$ and a 21-D $\delta(y_i - y_j)$ vector. There are two reasons to define $\delta(y_i - y_j)$ such a form. First, relative importance can be quantified. Second, dimensionality of the vector $w$ can be greatly reduced.

The above model can be simplified to yield the binary-valued tag importance as done in [23]. This is achieved by treating $y_i$ as a binary class label and redefining $\delta(y_i)$ and $\delta(y_i - y_j)$. The performance of this simplified model will be reported in the first half of Section 7.4.

### Learning

To learn model parameter $w$, one straightforward way is to apply the probabilistic parameter learning approach [45], i.e., treating the energy function in Eq. (4) as the negative of the log likelihood of data and applying gradient-based optimization. However, this learning approach ignores the ordinal nature of the output importance label. For example, if a tag has ground truth importance value 1, the predicted importance 0 will be penalized the same as the predicted importance 0.9. This clearly deviates from intuition. On the other hand, the Loss Minimizing Parameter Learning approach such as the Structural Support Vector Machine (SSVM) [41] allows a customizable loss function for different prediction tasks. It can be exploited by taking the ordinal nature of output importance label into account. As a result, we use the SSVM to learn weight vector $w$ and adopt one slack variable with the margin rescaling formulation in [47]. The optimization problem becomes

$$\min_w \frac{1}{2}\|w\|^2 + C \xi$$

s.t. $v(\tilde{y}_1, \cdots, \tilde{y}_N) \in \mathcal{Y}^N \tag{5}$

$$\frac{1}{N} \sum_{n=1}^{N} w^T \delta_n(\tilde{y}_n) \geq \frac{1}{N} \sum_{n=1}^{N} \Delta(\tilde{y}_n, \tilde{y}_n) - \xi$$

where $\tilde{y}_n$ is the ground truth tag importance vector for the $n$th training image, $\mathcal{Y}^N$ is the set of all possible output for the training dataset, $C$ is the regularization parameter and $\xi$ is the slack variable, $\delta_n(\tilde{y}_n)$ is the $\delta(\tilde{y})$ for $n$th image where

$$\delta(\tilde{y}) = \Phi(X_o, x_s, G_o, G_s, \tilde{y}) - \Phi(X_o, x_s, G_o, G_s, \hat{y}),$$

in Section 5.1 respectively.
and
\[
\Psi(X_0, x_s, G_0, G_s, y) = - \left[ \sum_{i \in V_o} \varphi_v(x_i, y_i) + \sum_{(i, j) \in E_o} \varphi_v(g_{ij}^{o}, y_i, y_j) + \sum_{(i, s) \in E_o} \varphi_v(g_{is}^{o}, y_i, y_s) \right].
\]

Then, we get
\[
w^T \Psi(X_o, x_s, G_0, G_s, y) = -E(X_o, x_s, G_0, G_s, y; w).
\]

In the weight learning process, we define the following loss function:
\[
\Delta(y, \hat{y}) = \frac{1}{|V|} \sum_{i \in V} |\hat{y}_i - y_i|, \quad (6)
\]
which is the Mean Absolute Difference (MAD) between the ground truth and the predicted tag importance values of one image. Finally, we applied the standard cutting plane algorithm [47] to optimize and obtain the final weight vector \(w\).

**Inference.** After learning the weight vector \(w\), we can determine the vector \(y\) that minimizes Eq. (4). Moreover, finding the maximum violated constraint in the cutting plane training also needs inference. Despite the fully connected graph structure in the MRF model, the number of tags in an image is usually limited. As a result, even if we try all possible outputs, the computational complexity is still acceptable. Our experimental results show that inference takes approximately only 0.2s per image in C on a 2.4GHz CPU 4GB RAM PC. For this reason, we adopt the exact inference approach in this work, and we will investigate fast inference techniques in future work.

### 6 Multimodal Image Retrieval

In this section, we discuss our MIR/TIP system by employing CCA/KCCA. First, we will review the CCA and KCCA. Then we will describe the visual and textual features used in our MIR/TIP experiments. Note that other learning methods introduced in Section 2 can also be used in place of CCA/KCCA.

#### 6.1 CCA and KCCA

In multimodal image retrieval, an image is associated with both visual feature vector \(f_v\) and textual feature vector \(f_t\) (e.g., the tag vector). Given these feature pairs \((f_v^{(i)}, f_t^{(i)})\) for \(N\) images, two design matrices \(F_v \in \mathbb{R}^{N \times D_v}\) and \(F_t \in \mathbb{R}^{N \times D_t}\) can be generated, where the \(i\)th row in \(F_v\) and \(F_t\) correspond to \(f_v^{(i)}\) and \(f_t^{(i)}\) respectively. CCA aims at finding a pair of matrices \(P_v \in \mathbb{R}^{D_v \times c}\) and \(P_t \in \mathbb{R}^{D_t \times c}\) that project visual and textual features into a common \(c\) dimensional subspace with maximal normalized correlation:
\[
\max \text{trace} \left( P_v^T F_v^T F_t P_t \right)
\]
s.t. \(P_v^T F_v = I, P_t^T F_t = I\). (7)

The above optimization problem can be reduced to a generalized eigenvalue problem [11], and the eigenvectors corresponding to the largest \(c\) eigenvalues are stacked horizontally to form \(P_v\) and \(P_t\).

To measure the similarity of projected features in subspace to achieve cross-modality retrieval, we adopted the normalized CCA metric proposed in [10], [48]. After solving the CCA problem in Eq. (7), the similarity between visual features \(F_v\) and textual features \(F_t\) will be computed as:
\[
\sum_{m=1}^{t} \left( \sum_{i=1}^{m} \lambda_i \right) \| P_v^T F_v \|_2 \| P_t^T F_t \|_2,
\]
where \(\lambda_1, \cdots, \lambda_c\) correspond to the top \(c\) eigenvalues, and \(t\) is the power of the eigenvalues (we set \(t=4\) as in [10], [48]).

To model nonlinear dependency between visual and textual feature vectors, a pair of nonlinear transforms, \(\Phi_v\) and \(\Phi_t\), are used to map visual and textual features into high dimensional spaces, respectively. With kernel functions \(K_m(f_v^{(i)}, f_t^{(i)}) = \Phi_m(f_v^{(i)})^T \Phi_m(f_t^{(i)}) \quad m = v, t\), \(\Phi_v\) and \(\Phi_t\) are only computed implicitly. This kernel trick lead to KCCA, which attempts to find the maximally correlated subspace with the two transformed spaces [11]. However, since the time and space complexity of KCCA is \(O(N^3)\), it is not practically applicable to large scale image retrieval. We thus adopt the CCA for the retrieval experiments.

We also tried out the scalable KCCA proposed in [10] by constructing the approximate kernel mapping but find almost no performance improvement in our experiment setting.

#### 6.2 Retrieval Features

Features used in CCA for MIR/TIP and experimental settings are given below.

**Visual Features.** To capture both object and scene properties, we use the VGG16 trained on the ImageNet [49] and the Places [44] to extract visual features. The output of the FC7 (Fully Connected layer 7) for both networks are concatenated together to form a 8192-D visual feature vector.

**Textual Features.** We consider 5 types of textual features, i.e. 1) the tag vector, 2) the predicted binary-valued tag importance vector, 3) the true binary-valued tag importance vector, 4) the predicted continuous-valued tag importance vector, and 5) the true continuous-valued tag importance vector, each of which is used in a retrieval experimental setting as discussed in Section 7.

### 7 EXPERIMENTAL RESULTS

In this section, we first discuss the datasets and our experimental settings. We proceed to present our subjective test results to justify that the ground truth tag importance based on descriptive sentences is consistent with human perception. Then, we compare the performance of different tag importance prediction models. Finally, experiments on three retrieval tasks are conducted to demonstrate the superior performance of the proposed MIR/TIP system.

#### 7.1 Datasets

To test the proposed system, we need datasets that have many annotated data available, including sentence descriptions, object tags, object bounding boxes and scene tags. Table 2 lists the profiles of several image datasets in the public domain. Among them, the UIUC, COCO, and VisualGenome datasets appear to meet our need the most since
they have descriptive sentences for each image. However, the Visual Genome dataset aims to be an “open vocabulary” dataset with 80,138 object categories but on average only 49 instances for each object category. While the large tag vocabulary size makes it challenging to learn CCA subspace, limited number of instances per category makes Faster R-CNN training difficult. We thus adopt the UIUC and COCO datasets to conduct our experiments, and leave the Visual Genome dataset to our future work. To test our proposed full system with scene tag, we enrich COCO with scene tags and call it COCO Scene dataset (will be discussed later in this section). In the following, we consider 2 types of datasets: 1) the datasets with only object tags (e.g. COCO, UIUC) and 2) the dataset with both object and scene tags (e.g. COCO Scene).

**TABLE 2** Comparison of major image datasets.

| Dataset      | Sentences | Object Tag | Bounding Box | Scene Tag |
|--------------|-----------|------------|--------------|-----------|
| UIUC [50]    | Yes       | Yes        | Yes          | No        |
| COCO [51]    | Yes       | Yes        | Yes          | No        |
| SUN2012 [52] | No        | Yes        | Yes          | Yes       |
| LabelMe [53] | No        | Yes        | Yes          | No        |
| ImageNet [54]| No        | Yes        | Yes          | No        |
| Visual Genome [55] | Yes | Yes | Yes | No |

For the datasets with only object tags, we adopt UIUC and full COCO datasets for small and large scale experiments respectively. Moreover, the UIUC [50] dataset was used for image importance prediction in [24] and can serve as a convenient benchmarking dataset. Each image in these two datasets is annotated by 5 sentence descriptions and each object instance in an image is labeled with a bounding box. The UIUC dataset consists of 1000 images with objects from 20 different categories. The COCO dataset has in total 123,287 images with objects from 80 categories. We use object categories as object tags. Thus, UIUC has approximately 1.8 tags per image while COCO has on average 3.4 tags per image. We mainly use UIUC dataset for importance prediction experiment since it is not a challenging dataset for retrieval.

For dataset with both object and scene tags, we generated an experimental dataset based on images in the COCO dataset. Specifically, we first identified 30 common scene types in the COCO dataset. Then, 50 human workers were invited to manually classify 60,000 images randomly drawn from the COCO dataset into one of 31 groups, which include 30 scene types mentioned above and an extra group indicated as “Not sure/None of above”. This is necessary as the COCO dataset contains a large amount of object centric images, whose scene types are hard to identify even for human. This resulted in a dataset consisting of 25,124 images with a tag vocabulary of 110. It has on average 4.3 tags per image. We will refer to this dataset as the COCO Scene dataset for the rest of this section. (For the statistics of COCO Scene dataset, please refer to supplementary material.)

### 7.2 Retrieval Experiment Settings

As introduced in Section 6, different tag features correspond to different MIR experiment settings because the semantic subspace is determined by applying CCA to visual and textual features. We thus compared the following 5 MIR settings:

- **Traditional MIR**: Textual features are the binary-valued tag vectors. This is the benchmark method used in [8], [9], [10].
- **MIR/PBTI**: Textual features are Predicted Binary-valued Tag Importance vectors. This corresponds to the predicted importance proposed in [24].
- **MIR/PCTI**: Textual features are Predicted Continuous-valued Tag Importance vectors. This is our proposed system.
- **MIR/TBTI**: Textual features are True Binary-valued Tag Importance vectors. This serves as the upper bound for the binary-valued tag importance proposed in [24].
- **MIR/TCTI**: Textual features are True Continuous-valued Tag Importance vectors. This gives the best retrieval performance, which serves as the performance bound.

Among the above five systems, the last two are not achievable since they assume the tag importance prediction to be error free.

Moreover, we evaluate our system in terms of 3 retrieval tasks:

- **I2I** (Image to Image retrieval): Given a query image, the MIR systems will project the visual features into the CCA subspace and rank the database images according to Eq. (8). We also test a baseline retrieval system (Visual Only) that ranks the database images using visual features’ Euclidean distance.
- **T2I** (Tag to Image retrieval): Given a tag list, the MIR systems will project the tag feature into the CCA subspace and rank the database images according to Eq. (8). Note our system can support weighted tag list as query as in [10], in which the weights represent the importance of tags.
- **I2T** (Image annotation): Given a query image, the MIR systems will find 50 nearest neighbors in the CCA subspace and use their textual features to generate an average textual feature vectors, based on which the tags in tag vocabulary will be ranked. We also test a baseline tagging system using deep features to find nearest neighbors and their corresponding tag vectors to rank tags.

For all retrieval tasks, we adopt the Normalized Discounted Cumulative Gain (NDCG) as the performance metric since it is a standard and commonly used metric [8], [9], [32]. Moreover, it helps quantify how an MIR system performs. The NDCG value for the top k results is defined as $\text{NDCG@k} = \frac{1}{Z} \sum_{i=1}^{k} \frac{2^r_i - 1}{\log_2(i+1)}$, where $r_i$ is a relevance index (or function) between the query and the ith ranked image, and $Z$ is a query-specific normalization term that ensures the optimal ranking with the NDCG score of 1. The relevance index measures the similarity between retrieved results and the query in terms of ground truth continuous-valued tag importance, i.e. whether an MIR system can preserve important content of the query in retrieval results or not. For I2T retrieval task, the relevance of a tag to the
query image is set as its ground truth continuous-valued tag importance. The choice of the relevance index for the other two tasks will be discussed in detail in the next section.

7.3 Subjective Test Performance of Measured Tag Importance

Since ground truth continuous-valued tag importance is used to measure the degree of object/scene importance in an image as perceived by a human, it is desired to design a subjective test to evaluate its usefulness. Here, we would like to evaluate it by checking how much it will help boost the retrieval performance. Specifically, we compare the performance of two different relevance functions and see whether the defined ground truth continuous-valued tag importance correlates human experience better. The two relevance functions are given below.

1) The relevance function with measured ground truth tag importance:

\[ r_g(p, q) = \frac{(I_p, I_q)}{\|I_p\| \|I_q\|}, \]  

where \( I_k \) denotes the ground truth continuous-valued importance vector for image \( k \) (\( k = p \) or \( q \)).

2) The relevance function with binary-valued importance \[24\] (whether appeared in sentences or not):

\[ r_b(p, q) = \frac{(t_p, t_q)}{\|t_p\| \|t_q\|}, \]  

where \( t_k \) denotes the binary-valued tag importance vector for image \( k \) (\( k = p \) or \( q \)).

In the experiment, we randomly selected 500 image queries from the COCO Scene dataset and obtained the top two retrieved results with the max relevance scores using two relevance functions mentioned above. In the subjective test, we presented the two retrieved results of the same query in pairs to the subject, and asked him/her to choose the better one among the two. We invited five subjects (one female and four males with their ages between 25 and 30) to take the test. There were 1500 pairwise comparisons in total. We randomized the order of two relevance functions in the GUI to minimize the bias. Moreover, each subject viewed each query at most once. We made the following observation from the experiment. As compared with the results using the relevance function with binary-valued importance \( r_b \), the results using our relevance function \( r_g \) were favored in 1176 times (out of 1500 or 78.4%). This indicates that the relevance function with ground truth importance \( r_g \) does help improve the retrieval performance and it also demonstrates the validity of the proposed methodology in extracting sentenced-based ground truth tag importance.

7.4 Performance of Tag Importance Prediction

To evaluate tag importance prediction performance, we first compare the performance of the state-of-the-art method with that of the proposed tag importance prediction method on UIUC dataset. Then, under continuous-valued tag importance setting, we study the effect of different feature types on the proposed tag importance prediction model, along with the loss introduced by binary-valued importance for all datasets introduced in Section 7.1.

For the purpose of performance benchmarking, we simplified our structured model as discussed in Sec. 5.2 to achieve binary-valued tag importance prediction and compared with \[24\]. Here we use accuracy as the evaluation metric. Same as in \[24\], accuracy is defined as the percentage of correctly classified object instances against the total number of object instances in test images. For fair comparison, we also ran 10 simulations of 4-fold cross validation, and compared the mean and standard deviation of estimated accuracy. The performance comparison results are shown in Table 3. The baseline method simply predicts “yes” (or important) for every object instance while the next column refers to the best result obtained in the work of Berg et al. \[24\]. Our simplified structured model can further improve the prediction accuracy of \[24\] by 5.6%.

### Table 3

| Methods | Baseline | Berg et al. | Proposed |
|---------|----------|-------------|----------|
| Accuracy Mean | 69.7% | 82.0% | 87.6% |
| Accuracy STD | 1.3 | 0.9 | 0.7 |

Next, we evaluate the continuous-valued tag importance prediction performance of 7 different models. Here we use prediction error as the evaluation metric, which is defined as the average MAD in Eq. (6) across all test images. These 7 models are:

1) Equal importance of all tags (called the Baseline);
2) Visual features only (denoted by Visual);
3) Visual and semantic features (denoted by Visual+Semantic);
4) Visual, semantic and context features (denoted by our Model);
5) Visual, semantic and context features with ground truth bounding boxes (denoted by our Model/True box);
6) Equal importance of tags that are mentioned in any sentence. This corresponds to the true binary-valued tag importance computed as in \[24\] (denoted by binary true);
7) Equal importance of tags that are predicted as “important” using the model proposed in \[24\] (denoted by binary predicted).

For the 2nd and 3rd models, we adopt the ridge regression models trained by visual features and visual plus semantic features, respectively. The 4th model is the proposed structured model as described in Section 5.2. These 3 models help us to understand the impact of different feature types as described in Sec. 5.3. The 5th model differs from the 4th model in that it uses ground truth bounding boxes to compute the visual features. It enables us to identify how object detection error will affect the tag importance prediction. For the 6th and 7th models, they are used to quantify how the binary-valued tag importance (i.e. treating important tags as equally important) results in tag importance prediction error, which serves as an indicator of performance loss in retrieval. Specifically, the 6th and 7th models will generate...
the true and predicted important tags using the method proposed in [24], respectively. Then, the important tags within the same image will be treated as equally important and assigned the same continuous-valued importance. Note that the 6th model is not achievable but only serves as the best case for the 7th model.

We used 5-fold cross validation to evaluate these prediction models. The prediction errors for UIUC and COCO datasets are shown in Figs. 9(a) and (b), respectively. For COCO Scene dataset, we show the prediction error for all, object, and scene tags in Figs. 9(c).

These figures show that our proposed structured prediction model (4th) can achieve approximately 40% performance gain with respect to the baseline (1st). For COCO and COCO Scene dataset, we observe performance gain of all 3 feature types, among which visual, semantic, and context features result in approximately 28%, 11%, and 11% prediction error reduction respectively. By comparing the 4th to the 5th model, we find the object detection error only results in approximately 3% performance loss. Moreover, it is noted that even true binary-valued tag importance lead to non negligible prediction error by ignoring relative importance between tags, and this error will propagate to predicted binary-valued tag importance model, resulting in 48% and 45% performance loss over our proposed model on COCO and COCO Scene dataset, respectively. Lastly, for COCO Scene dataset, it is observed that scene tag importance is more difficult to predict as compared to object tag importance. Thus, the overall error (average over both object and scene tag importance) is higher than the average error of object tag importance but lower than that of scene tag importance.

The tag importance prediction performance on UIUC dataset differs from that of COCO and COCO Scene in two parts: 1) the visual features results in 1% performance loss compared with baseline; 2) the binary-valued tag importance has less performance loss compared to COCO and COCO Scene. The above phenomena were caused by the bias of the UIUC dataset, in which 454 out of 1000 images have only one tag, and 415 of them have tag with importance value 1. This bias makes modeling the relative importance between tags within the same image insignificant. Thus, the baseline and binary-valued tag importance based models can achieve reasonable performance on UIUC dataset but not on COCO and COCO Scene datasets.

### 7.5 Performance of Multimodal Image Retrieval

In this subsection, we show the retrieval experimental results on COCO and COCO Scene datasets using the settings given in Section 7.2. For both datasets, we randomly sampled 10% of images as queries and the other as database images. Among the database images, 50% were used as MIR training images. For I2I and I2T experiments, we directly used the image as the query. For T2I experiment, weighted tag list based on ground truth tag importance vector was used as query.

#### T2I Results. We show the NDCG curves of T2I results on COCO and COCO Scene datasets in Fig. 10 (a) and (b), respectively. Our proposed MIR/PCTI model shows consistent superior performance over Traditional MIR and MIR/PBTI on both datasets. Particularly, for \( K = 50 \), the MIR/PCTI outperforms the Traditional MIR by 4% and 11%, and the MIR/PBTI by 2% and 5% on COCO and COCO Scene datasets, respectively. Moreover, the proposed MIR/PCTI system only has 1% and 2% performance gap with its upper bound on the two datasets. Fig. 13 shows...
the two qualitative results of T2I retrieval, where the two input queries consist of the same tag pair but have different focus. It is observed that our proposed system can correctly retrieve scene/object centric images as indicated by the importance value, while the other two systems can not.

**I2T Results.** The results of tagging on COCO and COCO Scene datasets are shown in Fig. 14 (a) and (b), respectively. Again, we observe consistent improvements of MIR/PCTI over Traditional MIR and MIR/PBTI. Specifically, for $K = 3$ (the typical number of tags each image have in these two datasets), the MIR/PCTI can achieve approximately 8% and 13% gain over baseline, 5% and 10% over Traditional MIR, and 3% and 5% over MIR/PBTI on COCO and COCO Scene datasets, respectively. More surprisingly, its performance can outperform the upper bound of MIR/PBTI and match that of MIR/TCTI. This suggests that our proposed system can not only generate tags but also rank them according to their importance. Sample qualitative tagging results are shown in Fig. 15 in which we can see that our proposed model will rank more important tags (“cow” and “cat”) ahead of unimportant/wrong ones (“person” and “bathroom”).
8 Conclusion and Future Work

A multimodal image retrieval scheme based on tag importance prediction (MIR/TIP) was proposed in this work. Both object and scene tag importance were measured from human sentence descriptions and used as the ground truth based on a Natural Language Processing methodology. Three types of features (namely, semantic, visual and context) were identified and a structured model was proposed for object and scene tag importance prediction. Model parameters were trained using the Structural Support Vector Machine formulation. It was shown by experimental results that the proposed sentence-based tag importance measure and the proposed tag importance prediction can significantly boost the performance of various retrieval tasks.

To make the system more practical to real world applications, it is worthwhile to extend the importance idea to other types of tags. Specifically, it would be interesting to extend the idea to scene graph based Visual Genome dataset [28] with more densely annotated object bounding boxes, attributes and relationship information. Furthermore, it is promising to improve retrieval performance by training Convolutional Neural Network and Canonical Correlation Analysis jointly using end-to-end learning. Finally, how to jointly optimize tag importance prediction and retrieval system remains an open question and will be explored in our future work.
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