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ABSTRACT

Orbits in galaxy bars are generally complex, but simple closed loop orbits play an important role in our conceptual understanding of bars. Such orbits are found in some well-studied potentials, provide a simple model of the bar in themselves, and may generate complex orbit families. The precessing, power ellipse (p-ellipse) orbit approximation provides accurate analytic orbit fits in symmetric galaxy potentials. It remains useful for finding and fitting simple loop orbits in the frame of a rotating bar with bar-like and symmetric power-law potentials. Second order perturbation theory yields two or fewer simple loop solutions in these potentials. Numerical integrations in the parameter space neighborhood of perturbation solutions reveal zero or one actual loops in a range of such potentials with rising rotation curves. These loops are embedded in a small parameter region of similar, but librating orbits, which have a subharmonic frequency superimposed on the basic loop. These loops and their librating companions support annular bars. Solid bars can be produced in more complex potentials, as shown by an example with power-law indices varying with radius. The power-law potentials can be viewed as the elementary constituents of more complex potentials. Numerical integrations also reveal interesting classes of orbits with multiple loops.

In two-dimensional, self-gravitating bars, with power-law potentials, single loop orbits are very rare. This result suggests that gas bars or oval distortions are unlikely to be long-lived, and that complex orbits or three-dimensional structure must support self-gravitating stellar bars.
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1 INTRODUCTION

The idea that galaxy bars are built on a skeleton of simple closed orbits, elongated along the bar (i.e., the \( x_1 \) family), and fleshed out by similar orbits with constrained librations (Lynden-Bell 1979), is conceptually simple, and popular. Athanassoula (2013) states - “The bar can then be considered as a superposition of such orbits, ..., which will thus be the backbone of the bar.” Images of nested sets of such orbits derived from numerical models reinforce that idea (see Athanassoula 1992, Binney & Tremaine 2008). Nonetheless, there are very few analytic models of stellar bars and oval distortions in galaxies, composed of simple, nested orbits (see Contopoulos 2002, Binney & Tremaine 2008). This is unfortunate since such models could facilitate the study of bars, and advance our understanding of them.

Furthermore, much of the study of orbits in numerical simulations has focussed on the special cases of fixed potentials with bars of Ferrers (e.g., Athanassoula 1992) or Freeman type (Freeman 1966a,b,c). Williams & Evans (2017) point out that, because of their homogeneous density profiles, these models are not especially realistic. These latter authors study a family of very different models where the bar components are represented by thin, dense needles. Indeed, they opine that “models of bars ... remain rather primitive” and “there is ample scope for the development of new models...”

In their models of weak bars Williams & Evans (2017) do find that, as in the classic picture, simple, loop (type \( x_1, x_4 \)) dominate. However, their models of strong bars, are dominated by much more complex ‘propeller’ orbits. Families of complex and chaotic orbits are found in many numerical simulations with either fixed or self-consistent potentials (e.g., Sellwood & Wilkinson 1993, Ernst & Peters 2014, Manos & Machado 2014, Jung & Zotos 2015, Valluri, et al. 2015, Gajda, Lokas, & Athanassoula 2016, and those fam-
Galaxies, or even limited radial regions in galaxy discs, have a wide range of potential forms. It would be useful to find relationships between the structure of potentials (symmetric and asymmetric) and the orbit types, especially simple orbit types, that they support. This is another area where our knowledge “remain(s) rather primitive”. In this paper I will undertake a modest exploration of this territory by studying the simplest orbits in simple power-law potentials. More realistic potentials may be decomposed into sums of power-law potential approximations, and we may expect that individual terms in these sums will bring their corresponding orbits into regions where they dominate.

There are several ways to study closed orbits in bars (see Bertin 2000, Binney & Tremaine 2008). Perhaps, the most direct method, is to seek them in numerical models (e.g., Contopoulos & Grosbol 1989, Athanassoula 1992, Miwa & Noguchi 1998). A second method leverages action-angle variables in a perturbation formalism, which in limiting cases fits well with the epicyclic orbit approximation (e.g., Lynden-Bell 1979, Sellwood & Wilkinson 1993, Binney & Tremaine 2008, Sellwood 2014). In this paper we will use a related method, analytic (p-ellipse) orbit approximations in a perturbation approach.

In Struck (2006) it was shown that a precessing power-law ellipse (p-ellipse) approximation is quite accurate up to moderate eccentricities in a wide range of power-law potentials. There are other good approximations available, e.g., the Lambert W function discussed in (Valluri, et al. 2012), but p-ellipses are especially simple. A second method leverages action-angle variables in a perturbation formalism, which in limiting cases fits well with the epicyclic orbit approximation (e.g., Lynden-Bell 1979, Sellwood & Wilkinson 1993, Binney & Tremaine 2008, Sellwood 2014). In this paper we will use a related method, analytic (p-ellipse) orbit approximations in a perturbation approach.

The (2015b) paper did not address the question of whether these or other simple closed orbits also exist in potentials with a fixed non-axisymmetric component, e.g., due to a prolonged tidal component or an oval or bar-like halo. To use approximate p-ellipse orbits to investigate this it must first be shown when, or under what conditions, p-ellipses can approximate orbits in non-axisymmetric gravitational potentials. It will be demonstrated below that in the case of simple, closed loop orbits the answer is the same as in the case of symmetric potentials - the p-ellipse approximation is again quite accurate up to moderate eccentricities in a wide range of potentials (Sec. 4).

It will also be shown by example, that in the immediate neighborhood of resonant loop orbits, there exist other orbits that are very similar, but modestly librating (Sec. 4). On average, these orbits can also be described by p-ellipses, and ultimately may be more completely approximated by p-ellipse with added frequencies to represent the libration (see Sec. 3.2). The parameter space near the simple resonant loop is evidently densely populated with closed versions of these librating orbits, and they might be used to form the backbone of a model bar (Sec. 5). This suggestion is much as proposed by Lynden-Bell (1979), also see Contopoulos & Mertzanides (1977), and Lynden-Bell (1996) for discussions of resonant orbits and bar formation. Lynden-Bell (1979), in an appendix, also describes a wider range of orbits that would fit into his formalism.

We will see in Sec. 4 and 5 that many potentials with symmetric and barred components represented by single power-laws do not have more than one closed ($m = 2$) loop orbit. Even when accompanied by their librating family of nearby orbits, we would only expect hollow, annular stellar bars to exist in these cases. A potential consisting of multiple power-law parts, each dominating in successive annular ranges, can produce a nested series of closed orbits, and their librating companions. This can make a more robust bar, see Sec. 5 and Fig. 8.

The excitation of resonant orbits by tidal disturbances or asymmetric halos may generate self-gravitating bars or waves (Noguchi 1987, 1988, Barnes & Hernquist 1991). It is not clear, however, that as the bars grow to nonlinearity, and acquire significant self-gravity, whether the simple, closed orbits will continue to exist, or if they can be arranged to form a stable, self-gravitating bar. I.e., whether the Poisson equations, as well as the equations of motion, can be approximately solved by ensembles of simple, loop orbits and modestly librating orbits.

In fact, we will see in Sec. 6 that the simple planar, p-ellipse approximation at second order has very few solutions with the additional Poisson constraints. As discussed in the final two sections, these results imply that long-lived, self-consistent bars or oval distortions cannot have a substantial gas component, because there would be strong dissipation. When such bars are made of stars, essentially all orbits must librate, or have complex multi-loop forms, as seen in published simulations.

2 BASIC EQUATIONS AND P-ELLIPSE APPROXIMATIONS

2.1 Basic equations

In this work we only consider orbits in the two-dimensional central plane of a galaxy disc, and generally adopt a symmetric, power-law, halo potential of the form,

$$\Phi = -\frac{G M}{2 \epsilon} \left( \frac{\epsilon}{r} \right)^{2 \epsilon}. \quad (1)$$
In addition we will include a non-axisymmetric (bar) part of the potential of the simple form,

\[
\Phi_b = -\frac{GM_b}{\epsilon} \left( \frac{\epsilon}{r} \right)^{2(2\delta_b)} c_b \cos \left( 2(\phi - \phi_o) + \Omega_b t \right), \tag{2}
\]

where \( r \) and \( \phi \) are the radial and azimuthal coordinates in the disc, \( c_b \) is an amplitude parameter of the asymmetric potential, \( \delta \) and \( \delta_b \) give the radial dependence of the symmetric and non-axisymmetric potentials, and \( \Omega_b \) is the rotation frequency of the latter. The scale length is \( \epsilon \) and \( M_b \) is the halo mass contained between the radius \( r = \epsilon \) and some minimum radius. The above is a very simple form for a bar potential, with relatively few parameters, and no characteristic length (e.g., cutoft radius).

Then the equations of motion for stars orbiting in the disc with the adopted potentials are,

\[
\ddot{r} = -\frac{GM_e}{\epsilon^2} \left( \frac{\epsilon}{r} \right)^{1+2\delta} - 2\delta_b c_b \frac{GM_b}{\epsilon^2} \left( \frac{\epsilon}{r} \right)^{1+2\delta_b} \cos(2(\phi - \phi_o) + \Omega_b t) + r \dot{\phi}^2,
\]

\[
\ddot{\phi} + \frac{2r}{r^2} \dot{\phi} = -\frac{1}{r^2} \frac{\partial \Phi}{\partial \phi} = -2c_b \frac{GM_b \Omega_b}{\epsilon^3} \left( \frac{\epsilon}{r} \right)^{2+2\delta_b} \cos(2(\phi - \phi_o) + \Omega_b t), \tag{3}
\]

Next, we derive dimensionless forms of these equations by substituting the dimensionless (overbar) variables and dimensionless constants defined as,

\[
\bar{r} = r/\epsilon, \quad \bar{t} = t/\epsilon, \quad c = \frac{GM_e \tau^2}{\epsilon^3}, \quad c_b = c e_b. \tag{4}
\]

For additional simplification we will set the value of the timescale to \( \tau^{-2} = \frac{GM_e}{c^2} \), so that \( c = 1.0 \). Despite this choice, we will carry the \( c \) factor through much of the analysis below for clarity. Then the dimensionless equations of motion are,

\[
\ddot{\bar{r}} = -\bar{c}^2 \epsilon^{-(1+2\delta)} - 2\delta_b c_b \bar{c}^{-(1+2\delta_b)} \cos\left( 2(\bar{\phi} - \bar{\phi}_o) + \Omega_b \bar{t} \right) + \bar{r} \dot{\bar{\phi}}^2,
\]

\[
\ddot{\bar{\phi}} + \frac{2\bar{r}}{\bar{r}^2} \dot{\bar{\phi}} = -2c_b \Omega_b \bar{c}^{-(2+2\delta_b)} \sin\left( 2(\bar{\phi} - \bar{\phi}_o) + \Omega_b \bar{t} \right). \tag{5}
\]

Henceforth we will omit the overbars and assume all variables are dimensionless. We will also assume that the initial value of the azimuth (\( \phi_o \)) is zero.

The next step towards a more workable set of equations is to go into a reference frame rotating with the bar or pattern speed, \( \Omega_b \). In this frame the dimensionless radii are the same, and in terms of the previous values, the azimuthal coordinates are \( \phi' = \phi - \Omega_b t \). We will henceforth drop the primed notation, so that the equations of motion in the rotating frame are,

\[
\ddot{\bar{r}} = -\bar{c}^2 \epsilon^{-(1+2\delta)} - 2\delta_b c_b \bar{c}^{-(1+2\delta_b)} \cos \left( 2\phi \right) + \bar{r} \left( \dot{\bar{\phi}} + \Omega_b \right)^2,
\]

\[
\ddot{\bar{\phi}} + \frac{2\bar{r}}{\bar{r}^2} \left( \dot{\bar{\phi}} + \Omega_b \right) = -2c_b \bar{c}^{-(2+2\delta_b)} \sin(2\phi) \tag{6}
\]

(see e.g., Binney & Tremaine 2008, equations 3.135a,b).

### 2.2 p-ellipse approximations

As described in the Introduction, we seek approximate solutions of these equations, of the form,

\[
\frac{1}{r} = \frac{1}{p} \left[ 1 + \epsilon \cos \left( m\phi \right) \right]^{\frac{1}{2} + \delta}, \tag{7}
\]

which were studied in Struck (2000, Paper 1), named precessing, power-law ellipses, or 'p-ellipses', and found to be quite accurate despite their simplicity (for other approximations see Valluri, et al. 2012). Here the orbital scale is given by the semi-latus rectum \( p \), \( m \) is a frequency ratio, and \( \epsilon \) is the eccentricity parameter. Note that while the form of equation (7) is that same as in Struck (2000), and subsequent p-ellipse papers, the physical meaning of the \( m \) parameter is different in the rotating coordinate system, though still a function of the ratio of precession and orbital frequencies. In the following we will focus on the case where this solution is in resonance with the bar driving force, i.e., with \( m = 2 \).

If such solutions can provide accurate approximations, as in the case of symmetric potentials, then they demonstrate continuity with orbits of the purely symmetric part of the potential (since parameters from the bar potential are not included). They might also provide a useful tool for studying orbit transformation in the process of bar formation. However, it is not a priori clear how well the p-ellipse approximation will work for orbits that change their angular momenta over orbital segments (conserving it only over the whole period in the case of closed resonant orbits).

Generally, equation (7) only yields closed or open-precessing loop forms except at high eccentricity. As detailed in (2015a), in the case of nearly radial orbits, the addition of a harmonic term (in \( \cos(2m\phi) \)) to equation (7) significantly improves the accuracy of the orbit approximation. We will not pursue this refinement in the present paper, and to keep the algebra manageable, will generally neglect harmonic terms in the perturbation analyses below. However, it has been clear since the early work of Lynden-Bell (1979) that classes of orbits in bars can be described as liberating ovals. Analytic approximation of these forms requires more than a single frequency. Thus, we will explore the equations with a second frequency term \( m \) to get an approximate solution of the form,

\[
\frac{1}{r} = \frac{1}{p} \left[ 1 + \epsilon \cos \left( m\phi \right) + c_2 \epsilon \cos \left( 2\phi \right) + c_3 \epsilon^2 \cos \left( (2 - m)\phi \right) \right]^{\frac{1}{2} + \delta}, \tag{8}
\]

The new frequency is \( m \) (here redefined and \( f \neq 2 \)), and the final term in square brackets must be included since such factors will be generated by cross terms in the equations of motion, so the solution must contain terms to balance them. The value of the frequency \( m \) may be close to 2. In such cases, the frequency \( 2 - m \) will generally have a small value, and can approximate a subharmonic of the driving frequency. This can generate liberating, near resonant loop approximations to numerical orbits, as well as more complex forms.
3 PERTURBATION ANALYSES

In this section we develop the p-ellipse approximations to the orbits satisfying equations [6], and derive the corresponding relations between the orbital parameters. Assuming that the orbits are not radial, so the eccentricity $e$ is a relatively small parameter, we can expand in that parameter. While the radial equation above has zeroth order terms, all the terms in the azimuthal equation are of first order and higher. For reasonable accuracy up to moderate eccentricities, we carry out the expansion to second order. We consider the two approximate solutions given by equations (7) and (8) separately in the following two subsections. Readers not interested in the details of these calculations may proceed to Sec. 4.

3.1 Single frequency case

In this subsection we consider the perturbation expansion of the resonant solution equation (7). The second order approximations to that p-ellipse solution and its first two time derivatives are,

$$\frac{r}{p} \simeq 1 - \left(\frac{1}{2} + \delta\right) e \cos(2\phi) + \frac{1}{2} \left(\frac{1}{2} + \delta\right) \left(\frac{3}{2} + \delta\right) e^2 \cos^2(2\phi),$$

(9)

$$\frac{1}{p} \frac{dr}{dt} = \frac{\dot{r}}{p} \simeq \left[ \left(\frac{1}{2} + \delta\right) 2e \sin(2\phi) \left[ 1 - \left(\frac{3}{2} + \delta\right) e \cos(2\phi)\right] \right] \dot{\phi},$$

(10)

$$\frac{\ddot{r}}{p} \simeq \left(\frac{1}{2} + \delta\right) \left(\frac{3}{2} + \delta\right) 4e^2 + \left(\frac{1}{2} + \delta\right) 4e \cos(2\phi) - \left(\frac{1}{2} + \delta\right) \left(3 + \delta\right) 4e^2 \cos^2(2\phi) \right) \dot{\phi}^2 + \left(\frac{1}{2} + \delta\right) 2e \sin(2\phi) \dot{\phi}.$$  

(11)

In the last of these equations an additional term in $e^2 \dot{\phi}$ was dropped on the assumption that $\dot{\phi}$ is itself of first or higher order. This assumption will be confirmed below. This equation still contains one term in $\dot{\phi}$. Substituting the expressions above for $r$ and $\dot{r}$ into the second of equations (6), we obtain a first order approximation for $\dot{\phi}$,

$$\dot{\phi} \simeq -4 \left(\frac{1}{2} + \delta\right) \left(\frac{3}{2} + \delta\right) \left(\phi + \Omega_b\right) \dot{\phi} \sin(2\phi) - \frac{2c_b}{p^{2(1+\delta)}} \sin(2\phi),$$

(12)

where we assume that $c_b$ is comparable to or less than $e$. This equation can then be substituted into equation (11), and the resulting form substituted for $\dot{r}$ in the first of equations (6).

The following approximations of the power-law terms can also be substituted.

$$\left(\frac{p}{r}\right)^{1+2\delta} \simeq 1 + 2 \left(\frac{1}{2} + \delta\right) e \cos(2\phi) + \left(\frac{1}{2} + \delta\right)^2 \left(2 \left(\frac{1}{2} + \delta\right)^2 - 1\right) e^2 \cos^2(2\phi),$$

(13)

$$\left(\frac{r}{p}\right)^{2(1+\delta)} \simeq 1 + 2 \left(\frac{1}{2} + \delta\right) \left(\frac{1}{2} + 2\delta\right) e \cos(2\phi) + \left(\frac{1}{2} + \delta\right) \left(2 \left(\frac{1}{2} + \delta\right) \left(\frac{1}{2} + 2\delta\right) - 1\right) e^2 \cos^2(2\phi),$$

(14)

After substituting equations (9) - (14), the radial equation in equation (6) yields a second order expression for $\dot{\phi}$, which is equivalent to that obtained from angular momentum conservation in symmetric potentials. We can generally approximate this variable, like the radius, in powers of $e \cos(2\phi)$.

$$\dot{\phi} \simeq f_1 + f_2 e \cos(2\phi) + f_2 e^2 \cos^2(2\phi),$$

(15)

where the $f_i$ are constant coefficients. With this final substitution, the radial equation yields a constraint equation at each order of $e \cos(2\phi)$. The equation derived from the constant terms is,

$$4 \left(\frac{1}{4} - \delta^2\right) e^2 f_o^2 - 8 \left(\frac{1}{2} + \delta\right)^2 e^2 \Omega_b f_o - 4 e c_b \left(\frac{1}{2} + \delta\right) q_b = -q + \left(f_o + \Omega_b\right)^2.$$  

(16)

where we use the following, simplifying change of variables,

$$q = c p^{-2(1+\delta)}, \quad q_b = c p^{-2(1+\delta_b)}.$$  

(17)

Equation (16) can be viewed as a quadratic in the coefficient $f_o$. Then the equation derived from first order terms, i.e., terms in $e \cos(2\phi)$, can be solved for the coefficient $f_1$. It is,

$$2 \left(f_o + \Omega_b\right) f_1 = 4 \left(\frac{1}{2} + \delta\right) f_o^2 + 2 \left(\frac{1}{2} + \delta\right)^2 q + 2 \delta_b \frac{c_b}{e} q_b + \left(\frac{1}{2} + \delta\right) \left(f_o + \Omega_b\right)^2.$$  

(18)

The equation in terms in $e^2 \cos^2(2\phi)$, can be solved for the coefficient $f_2$.

$$2 \left(f_o + \Omega_b\right) f_2 = 8 f_o^2 + 10 f_o f_1 + 8 \left(\frac{1}{2} + \delta\right) f_o \Omega_b + 2 f_1 \Omega_b - \frac{1}{2} \left(3 + \delta\right) \left(f_o + \Omega_b\right)^2 - \frac{f_o^2}{\left(\frac{1}{2} + \delta\right)} + \left(\frac{1}{2} + \delta\right)^2 - 1 \right) q + 4 \left[1 + \frac{1}{2} \delta_b + \delta_b^2\right] \frac{c_b}{e} q_b.$$  

(19)

This completes the set of three equations for the $f_i$ coefficients. However, we still need to use the azimuthal equation (6) to solve for the p-ellipse variables, $p$ and $e$. 
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To begin, equation \((15)\) can be differentiated to obtain an expression for the second derivative, \(\ddot{\phi}\), which is,

\[
\ddot{\phi} \simeq -2f_0f_1e \sin(2\phi) - 2(f_1^2 + 2f_0f_2)e^2 \sin(2\phi) \cos(2\phi).
\]

This equation and equations \((9), (10), (14)\) and \((15)\) can then be substituted into the azimuthal equation of motion \((8)\) to obtain the perturbation constraint. In this azimuthal equation we retain only terms of first and second order in \(e\), and after cancellation of a common factor of \(e \sin(e\phi)\), these appear as terms of zeroth and first order. This is confusing since the radial equation has true zeroth order terms giving the balance of gravitational and centrifugal forces when \(e, e_b = 0\). Thus, we will continue to refer to these azimuthal equation terms as the first and second order conditions. The first order condition reduces to the following,

\[
f_o f_1 = 2 \left( \frac{1}{2} + \delta \right) f_o (f_o + \Omega_b) + \frac{e_b}{e} q_b. \tag{21}
\]

The second order equation \((e \cos(2\phi)\) terms in the azimuthal equation) is,

\[
f_1^2 + 2f_0f_2 = 2 \left( \frac{1}{2} + \delta \right)
\times \left[ -(f_o + \Omega_b) f_o + (2f_o + \Omega_b) f_1 + (1 + \delta b) \frac{e_b}{e} q_b \right]. \tag{22}
\]

This completes the set of coefficient equations derived from the equations of motion in this resonant case. The equations are linear in the variables \(q, q_b, e, e_b\), and of quadratic order or less in the \(f_i\) factors. Thus, to second order in any disc region with fixed values of \(\delta, \delta_b\), there are generally zero to two resonant \(p\)-ellipse orbits. This important result is evidently due to the fact that the ratio of epicyclic/precession frequency to circular orbit frequency is a constant in power-law potentials. We will consider specific solutions in the following section.

### 3.2 Two frequency case

In this subsection we consider second order solutions to the equations of motion \((\text{eqs. } (8))\) of the form of equation \((8)\). The perturbation expansion procedure is essentially the same as that of the previous subsection. For brevity, we will not give the equations analogous to equations \((9) - (14)\) above. In this case the angular velocity expansion form, analogous to equation \((15)\), is,

\[
\dot{\phi} \simeq f_o + f_1 e \cos(m\phi) + f_2 e \cos(2\phi)
+ f_3 e^2 \cos^2(m\phi) + f_4 e^2 \cos^2(2\phi) + f_5 e^2 \cos^2((2 - m)\phi). \tag{23}
\]

Then, the coefficient equations deriving from the radial equation are analogous to equations \((16) - (19)\), except there are now six of them. The first is the equation derived from the constant terms,

\[
\frac{1}{2} + \delta + \frac{3}{2} + \delta \left( m^2 + 4e^2 \right) e^2 f^2 - 4 \left( \frac{1}{2} + \delta \right) c_2 e q_b
- 2 \left( \frac{1}{2} + \delta \right)^2 f_o (\Omega_b + f_o) \left( m^2 + 4e^2 \right) e^2 = -q + (f_o + \Omega_b)^2, \tag{24}
\]

The equation from the \(e \cos(m\phi)\) terms is,

\[
2 (f_o + \Omega_b) f_1 = \left( \frac{1}{2} + \delta \right) m^2 f_o^2 + 2 \left( \frac{1}{2} + \delta \right)^2 q
+ 2 \delta b \frac{e_b}{e} q_b + \left( \frac{1}{2} + \delta \right) (f_o + \Omega_b)^2. \tag{25}
\]

The equation from the \(e \cos(2\phi)\) terms is,

\[
2 (f_o + \Omega_b) f_2 = 4 \left( \frac{1}{2} + \delta \right) c_2 f_o^2 + 2 \left( \frac{1}{2} + \delta \right)^2 c_2 q
+ 2 \delta b \frac{e_b}{e} q_b + \left( \frac{1}{2} + \delta \right) c_2 (f_o + \Omega_b)^2. \tag{26}
\]

The first second order equation from the \(e^2 \cos^2(m\phi)\) terms is,

\[
2 (f_o + \Omega_b) f_3 = 2 \left( \frac{1}{2} + \delta \right) m^2 f_o f_1
- 2 \left( \frac{1}{2} + \delta \right) \left( \frac{3}{2} + \delta \right) m^2 f_o^2 + 2 \left( \frac{1}{2} + \delta \right)^2 m^2 f_o (f_o + \Omega_b)
+ \left( \frac{1}{2} + \delta \right)^2 \left[ \left( \frac{1}{2} + \delta \right)^2 - 1 \right] q - f_1^2
- \frac{1}{2} \left( \frac{1}{2} + \delta \right) \left( \frac{3}{2} + \delta \right) (f_o + \Omega_b)^2 + 2 \left( \frac{1}{2} + \delta \right) f_1 (f_o + \Omega_b). \tag{27}
\]

The equation from the \(e^2 \cos^2(2\phi)\) terms is,

\[
\frac{2}{c_2} (f_o + \Omega_b) f_4 = \left( \frac{1}{2} + \delta \right) f_2 (9f_o + \Omega_b)
- 8 \left( \frac{1}{2} + \delta \right) \left( \frac{3}{2} + \delta \right) c_2 f_o^2 + 8 \left( \frac{1}{2} + \delta \right)^2 c_2 f_o (f_o + \Omega_b)
+ 4 \left( \frac{1}{2} + \delta \right) \left( \frac{3}{2} + \delta \right) \frac{e_b}{e} q_b
+ \left( \frac{1}{2} + \delta \right)^2 \left[ \left( \frac{1}{2} + \delta \right)^2 - 1 \right] c_2 q
- \frac{1}{2} \left( \frac{1}{2} + \delta \right) \left( \frac{3}{2} + \delta \right) c_2 (f_o + \Omega_b)^2. \tag{28}
\]

And the equation from the \(e^2 \cos^2((2 - m)\phi)\) terms is,
The equation from the 2e sin(ϕ) terms is,

\[ f_1 = 2 \left( \frac{1}{2} + \delta \right) (f_o + \Omega_b). \] (31)

The equation from the 2e sin(2ϕ) terms is,

\[ f_o f_2 = 2 \left( \frac{1}{2} + \delta \right) c_2 f_0 (f_o + \Omega_b) + \frac{e_b}{e} q_b. \] (32)

The equation from the me sin(mϕ) terms is,

\[ 2 f_o f_3 = 2 \left( \frac{1}{2} + \delta \right) (f_o + \Omega_b) (2 f_1 - f_o) - f_1^2. \] (33)

The equation from the me^2 sin(mϕ)cos(mϕ) terms is,

\[ 2 f_o f_4 = 2 \left( \frac{1}{2} + \delta \right) c_2^2 (f_o + \Omega_b) (2 f_2 - f_o) - f_2^2 \] + \frac{c_2}{2} \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} + \delta_b \right) \frac{e_b}{e} q_b. \] (34)

And the equation from the e^2 sin((2 - m)ϕ) terms is,

\[ (2 - m)f_o f_5 = 2 \left( \frac{1}{2} + \delta \right) (f_o + \Omega_b) \left[ -m f_2 + 2 c_2 f_1 + (2 - m) \left( -\frac{c_2}{2} + c_5 \right) f_o \right] - \frac{2 - m}{2} f_1 f_2 + c_2 \left( \frac{1}{2} + \delta \right) \left( \frac{1}{2} + \delta_b \right) \frac{e_b}{e} q_b. \] (35)

These five equations from the azimuthal equation, together with the six from the radial equation (eqs. [24] - [29]), complete the set needed to solve for the parameters \( f_o, f_5, m, p, e, c_2, \) and \( c_6 \) of the approximate solution given by equations [8] and [33].

4 APPROXIMATE LOOP ORBIT SOLUTIONS

In this section we explore solutions to the perturbation equations of Sec. 3.1 based on the simple p-ellipse of equation (7). These solutions may be parents of families of orbits in non-self-gravitating galaxy bars, which are driven by an external potential, as discussed below. The external potential may due to a prolonged tidal perturbation, or a bar-like dark halo.

4.1 A very simple special case

Solutions to the single frequency cases discussed in Sec. 3.1 are determined by the coefficient equations [16], [18], [19], [21], and [22]. We note that the sum \( f_o + \Omega_b \) is a common term in these equations, and in the case where \( f_o = -\Omega_b \), the equations simplify significantly. This is the case we consider in this subsection. We note that this case has no special physical significance. The factor \( f_o \) is the mean rotation frequency of the star in the pattern frame, and there is no obvious reason for it to equal the opposite of the pattern frequency.

However, this simple case suggests a simple analytic solution strategy, which can be generalized. This strategy makes use of the fact that if we assume the value of one of the unknowns \((f_o)\), then we can treat the factor \((e_b/e)q_b\) as an unknown variable, even though it is actually a combination of the variables \(e, p\), and the presumably known potential amplitude \(e_b\). We are inverting the direct problem of finding to \(f_o\) to ask what value of \(e_b\) is needed to get the assumed value of \(f_o\).

Then, the solution is obtained via the following procedure. First, use equations [21] and [15] to eliminate the variables \(f_1\) and \((e_b/e)q_b\), respectively, from equation [19]. The latter is a quadratic that gives \(q\) in terms of \(\delta, \delta_b\), and \(f_o\). The value of \(q\) yields the value of \(p\) and \(q_b\), and the remaining solution parameters are obtained directly from the other equations.

We require the solution for \(q\) to be a positive, real number. In this special case, the quadratically solutions are imaginary or negative for a large range of parameter values. Even when there is a real, positive solution (or two), other physical constraints must be satisfied, e.g., \(0 < e < 1\). A range of parameter values have been explored, and relatively few physical solutions have been found in this case.

4.2 More general closed loop orbits

Fortunately, when we deviate from the special case of the previous subsection \((f_o = -\Omega_b)\), we find more physical solutions to the coefficient equations, i.e., closed loop orbits. We consider several examples in this subsection. Nonetheless, we will follow the same procedure for solving the coefficient equations as in the previous subsection. Specifically, we will adopt a value of the pattern speed, \(\Omega_b\), and a value
of the mean orbital speed of the star, \( f_o \), as some multiple of the former. In principle, we could adopt values of the bar parameters, \( \Omega_b, e_b \) (and \( \delta_b \)), and then solve for the solution parameters \( c, p, f \). However, as discussed above the solution is easier to obtain if we assume a value of \( f_o \) and derive the corresponding value of \( e_b \). In the following two subsections we consider some specific examples of physically relevant solutions.

### 4.2.1 Slowly rising rotation curve examples

The first sequence of examples has relatively slowly rising rotation curves appropriate to the inner part of a galaxy disc in both the symmetric part of the potential (with \( \delta = -0.3 \)) and the asymmetric part (with \( \delta_b = -0.2 \)). We also adopt the (arbitrary) value of \( \Omega_b = 0.315 \), and consider a range of values of \( f_o \) and the ratio \( n_b = -\Omega_b/f_o \).

For a first example we take \( f_o = -0.3 \) and \( n_b = 1.05 \); the solution of the coefficient equations then yields: \( p = 9.56, e = 0.61 \), and \( e_b = 5.68 \). All of these solution values are relatively large, so we might not expect the perturbation approximation to be very accurate in this case. Figure 1 compares the p-ellipse approximation with these parameters to a numerically integrated orbit with the same initial conditions in the pattern frame. I.e., the initial conditions are \( \phi = 0, t \phi/dt = 0 \), with \( t \) given by the p-ellipse equation and \( d\phi/dt \) given by a value like that of equation (15), with \( c = 1 \). It is apparent that the two orbits are very similar. A small subharmonic modulation (four times the fundamental period) is visible in the numerical orbit in the lower panel, which presages a trend we will see more of below. This modulation is also responsible for the finite thickness of the numerical orbit curve in Fig. 1.

While the fit of the analytic to the numerical curve in Fig. 1 is impressive, there is an important caveat. In the previous paragraph, the initial angular velocity used in the numerical orbit was described as “like that of equation (15).” Although the value predicted by equation (15) was \( \phi = -0.49 \), while the value that yields the good fit is \( \phi = -0.87 \). Thus, the analytic equation for \( \phi \) does not yield an accurate approximation for the values of \( e \) as large as the present example. This is understandable, since in the present case the analytic prediction is that the terms of equation (15) are \( (f_o e f_1, 0.5e^2 f_2) = (-0.3, -0.51, 0.16) \). Clearly, the series on the right-hand-side of equation (15) is not converging rapidly with the relatively large value of \( e \). This slow \( \phi \) convergence is a limitation on the p-ellipse approximation, but it is a predictable consequence of large values of \( e \). Note that the more accurate value for the numerical orbit was found by trial and error, and so too in most of the examples below.

Nonetheless, this first example shows that a p-ellipse approximation, developed for orbits in symmetric potentials, can also fit rather flattened orbits in two-part, asymmetric potentials quite well. One major difference between the adopted p-ellipse solution and those used for symmetric potentials (see Struck [2006]) is that we have changed the frequency ratio to a fixed resonant value, rather than the value representing the precession of the given symmetric potential.

A second orbital example, specified by \( f_o = -0.3029, n_b = 1.04 \) and the same pattern frequency \( (\Omega_b = 0.315) \), and with derived analytic values of \( p = 5.0076, e = 0.9542 \), and \( e_b = 3.2069 \) is shown in Fig. 2. In this high eccentricity case, the predicted value of \( \phi \) was -0.32, and the fitted value, -1.19. Although the value of \( f_o \) is only slightly changed from the previous orbit, this orbit is much smaller and more elongated. In fact, physical orbit solutions can generally only be found over a small range of \( f_o \) values.

Two differences from the previous example are evident in the top panel of Fig. 2. First, the fit is not as good. This is not surprising given the high eccentricity. (Note, that the flattening at a given p-ellipse eccentricity differs from that of a simple ellipse, see Struck [2006].) Secondly, the numerical orbit is thicker, a result of stronger subharmonic modulation, which is evident in the lower panel of Fig. 2.

As Lynden-Bell (2010) found for elliptical orbits, and (2015a) see Eq. 12) confirmed for p-ellipses, a given orbit can be approximated much more accurately by using the
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Figure 2. Like Fig. 1, but for the orbit determined by the parameter value \(f_o = -0.3029\), again in the \(\delta = -0.3\), \(\delta_b = -0.2\) potential with pattern speed \(\Omega_b = 0.315\). The blue solid curve shows the numerically integrated orbit in both panels. The red dashed curve in the upper panel is the analytic orbit. The green dotted curve in the lower panels is the analytic curve, but corrected as described in the text. The lowest panel shows the azimuthal velocity in the pattern frame as a function of radius. Note that the azimuthal velocity is negative, and the speed is higher at small radii.

eccentricity derived from the values of its inner and outer radii, rather than that derived as above. In the present case, once we have found a closed numerical orbit that best agrees with the p-ellipse approximation, we can use its extremal radii to get a better estimate of the eccentricity (here \(e = 0.825\)). This latter approach is used in the lower panel of Fig. 2, and the result is an excellent fit despite the high eccentricity (except for the subharmonic modulation).

The difference between these two examples was a slight increase of the parameter \(f_o\) in the second case. If we increase \(f_o\) further (but still slightly) we find the trends described above continue. I.e., the numerical orbits tend to get a little smaller and more eccentric, but the p-ellipse approximation tends to exaggerate the eccentricity by greater amounts, unless corrected as just described.

If instead we decrease the (negative) value of \(f_o\) from the value used in the first example, then the trends reverse. I.e., we get bigger orbits, that are less eccentric, but also have higher subharmonic modulation; they are thicker. This last trend continues up to the point that the (numerical) orbits change their shape altogether.

A third example shows the nature of this shape change with the present potentials. This case, shown in Fig. 3, has \(f_o = -0.2990, n_b = 1.0535\) and the same pattern frequency as the previous examples. The derived analytic values are: \(p = 15.79, e = 0.4301,\) and \(e_b = 8.8691\). The predicted value of \(\dot{\phi}\) was -0.4973, and the fitted value, -0.7142. In this case the resonant orbit has three distinct loops, which cannot be fit by a single loop p-ellipse. However, the p-ellipse approximation appears as a low-radius boundary, and provides a fit only in the vicinity of the lowest radial excursion. That is a general result for such multi-loop orbits. The basic peak and trough phases of the numerical model are also captured by the analytic model. This example suggests that the subharmonic component is becoming much stronger as we decrease the value of \(f_o\).

Slight variations in the initial angular velocity yields a family of orbits that are similar, but with thicker loops. With enough initial velocity deviation the three-loop form disappears, and the orbits are better described as a filled annulus between the p-ellipse and the outer loop. It is also true that initial velocity variations produce thicker loops in the previous examples. Thus, each closed, resonant orbit has a family of such offspring, extending over a finite interval of the initial value of \(\dot{\phi}\).

Figure 4 shows a fourth example, with a still larger value of \(f_o = -0.2986(n_b = 1.0549)\), and the same pattern frequency. In this case, the derived analytic values are: \(p = 22.90, e = 0.3305,\) and \(e_b = 12.32\). The predicted value of \(\dot{\phi}\) was -0.4788, and the fitted value, -0.6120. Again, we see a three loop pattern, with the analytic orbit serving as a low radius boundary to the numerical orbit. The subharmonic frequency is longer relative to the analytic period than in the previous example, and their combined width is greater. It is clear that the centre of each loop is offset from the origin, in alternating directions along the x-axis. If we increase the value of \(f_o\) to -0.2984 the analytic approximation breaks down entirely, yielding negative values of \(p\), the radial scale. Between the current value of \(f_o\) and that critical value, the overall orbit size and the spread between loops continues to get larger. The analytic eccentricity, and that of the loops, decreases. The offset of loop centres also increases.
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Given the large values of $e_b$ in these last two or three examples, a quantity assumed to be of order $e$ in the perturbation expansion, it is not surprising that the analytic approximation breaks down. It is more surprising that it continues to provide some information as it breaks down.

In sum, all of these sample orbits have the same pattern speed, so they, and their less regular offspring could be combined to make a model bar. However, this model would require increasing bar strength ($e_b$) with increasing radius. We might not expect the bar to extend beyond the radius where the orbit breaks into multiple loops, because the pattern becomes less distinct and more circular. Gaseous components would experience dissipation and circularization at loop meeting points. This radius apparently differs from the co-rotation radius usually thought to give the outer extent of bars.

Alternatively, if the needed bar strength occurs only over a limited range of radii, then a hollow annular stellar bar would be possible. In this latter case, if the value of $e_b$ changed with time the bar structure would evolve. E. g., it could grow larger and wider as $e_b$ increases.

### 4.2.2 More steeply rising rotation curve examples

In this subsection we consider a second set of examples drawn from a potential with a more steeply rising rotation curve, indeed close to a solid-body potential. Specifically, we take $\delta = -0.8$ in the symmetric part of the potential and $\delta_b = -0.7$ in the asymmetric part. The case with $\delta = -0.5$ is a singular one, where the perturbation approach above breaks down. The character of the orbits is rather different for $\delta$ values on either side of this critical value.

One difference is that the resonant, closed orbits generally only exist at higher pattern speeds than in the previous case. For the examples in this section we take $\Omega_b = 1.05$. We will consider three orbits in this bar pattern.

The first, shown in Fig. 5, is a large, but low eccentricity orbit. The second, shown in Fig. 6, is a smaller, but more eccentric orbit. The third, shown in Fig. 7, is a medium-sized orbit with a moderate eccentricity.

In Fig. 5, the orbit is shown over a wide range of radii, from the inner parts of the potential to the outer parts. The orbit is nearly circular, with only slight deviations from circularity. The eccentricity of the orbit is very small, indicating that the perturbation approach is still valid.

In Fig. 6, the orbit is shown over a smaller range of radii, from the inner parts of the potential to the outer parts. The orbit is more eccentric than in Fig. 5, with some deviations from circularity. The eccentricity of the orbit is moderate, indicating that the perturbation approach is still valid, but not as well.

In Fig. 7, the orbit is shown over a small range of radii, from the inner parts of the potential to the outer parts. The orbit is very eccentric, with large deviations from circularity. The eccentricity of the orbit is large, indicating that the perturbation approach breaks down.

In summary, the three orbits shown in Figs. 5, 6, and 7 illustrate the behavior of orbits in a potential with a more steeply rising rotation curve. The first orbit is nearly circular, the second orbit is more eccentric, and the third orbit is very eccentric. The eccentricity of the orbit increases with increasing radius, indicating that the perturbation approach breaks down at larger radii.
Figure 5. A sample orbit determined by the parameter value $f_o = -0.77$ ($f_1 = 1.025, f_2 = 0.464$) and in the potential specified by the values $\delta = -0.8, \delta_b = -0.7$ and pattern speed $\Omega_b = 1.05$, in the dimensionless units. In both panels the blue solid curve is the numerically integrated orbit, and the red dashed curve is the p-ellipse approximation. The upper panel is the view onto the disc in the pattern frame; the lower panel shows radius versus the negative azimuthal advance. Note the large size, and near circularity of the orbit.

We skip over a range of large, low eccentricity orbits to the much smaller, and visibly flatter one in Fig. 6. Though flatter, this orbit does not pinch inward like the analytic approximation. The fit is not good, but we can improve it using the maximum and minimum radii of the numerical orbit to derive new values of $e$ and $p$, as described for the Fig. 2 orbit. The revised fit is good and shown in the lower panels as a green dotted curve, which basically overwrites the blue numerical curve in the region of overlap. The thickness of the numerical orbit is larger relative to its mean radius than that of the orbit of Fig. 5, but it is still small.

The value of the parameter $f_o$ is changed only slightly between the cases shown in Figs. 6 and 7, but the effect is significant. Specifically, the orbit is beginning to get much thicker (and this trend accelerates for yet larger values of
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4.3 Generalizations

It is interesting to compare the orbit sequences of the last two subsections. The flattest orbits are the smallest in both cases, with larger orbits becoming more nearly circular. In none of the cases above are the orbits even close to the flatness apparent in some observed bars. Interestingly, this statement does not apply to the analytic bars of the case in Sec. 4.2.1. Fig. 2 hints at how these can get much longer and flatter than the corresponding 'true' numerical orbit. This along with other results described below and in the literature, suggests that if closed orbits play a significant role in flat bars, they are not simple loops. If that is true, then it is also likely that shocks in the gas also play an important role in such bars.

The two sequences above also share the characteristic that at one end of the range of allowable \( f_0 \) values the subharmonic modulation becomes very strong, and the relative width of the orbit grows as fast or faster than the relative change in the mean radius. The two sequences differ, however, in which end of the spectrum shows this phenomena. In the first sequence (Sec. 4.2.1), it occurs at the smaller values of \( f_0 \), where the orbits are large and more circular. In the second sequence (Sec. 4.2.2), it occurs at larger values of \( f_0 \) where the orbits are smaller and flatter. This behavior reversal seems to occur generally across the \( \delta = -0.5 \) singularity, based on additional cases not presented here.

It should also be noted that there appears to be a large region in the \( (\delta, \delta_b, \Omega_b) \) parameter space where simple closed loop orbits do not exist. The cases with low pattern speeds, and values of \( \delta, \delta_b < -0.5 \) have already been mentioned. This also seems to be true for falling rotation curves with values of \( \delta, \delta_b > 0.0 \). We have not explored this parameter space extensively, so these conclusions are preliminary. The conclusion that bars are more likely in regions with rising rotation curves, an extrapolation of these loop orbit results, does seem in accord with observational and modeling results, e.g., (Sellwood 2014). On the other hand, loop-like orbits are found numerically in falling rotation curve potentials in parameter regions where the perturbation approximation fails to give solutions. This will be explored in a sequel paper.

5 LOOP BARS IN GENERAL POTENTIALS

In the previous section we considered examples of sets of closed loop orbits in symmetric and bar-like power-law potentials. In the case of a single value of the bar potential amplitude, \( e_b \) in the disc, there is generally one such orbit, though zero to two closed loop orbits are allowed by the perturbation theory in Sec. 3.1. However, the numerical results of the last section indicate that one such orbit is the most common result, and this result extends to quite high eccentricity. If the magnitude of \( e_b \) increases outward there can be a number of nested near-loop orbits, which could form the skeleton of a bar.

However, the potentials of galaxy discs are not well described by a single power-law in radius, but rather have rising rotation curves in the inner parts and flat or falling rotation curves in the outer regions. In this section we consider another series of loop orbits in a potential with varying power-law indices, as an example of a potential approximated by a sum of power-laws. The main point of this example is to show that results like those of the previous section can be generalized to potentials that can be approximated by such variable power-law forms.

Figure 8 shows four representative orbits in this example. The assumed rotation curve rises moderately steeply in the inner regions, but transitions to a flat rotation curve in the outer regions. The equipotentials are also assumed

Figure 7. Like Fig. 6, but for the orbit with \( f_0 = -0.71 \) in the same potential, with the same pattern speed. In the lower panel the analytic orbit has been omitted for clarity. The subharmonic pattern dominates.

\( f_0 \). The fit of the analytic orbit is worse than in Fig. 6. In this orbit, and others not shown with lower values of \( f_0 \), the analytic curve approximates a portion of the inner boundary of the numerical orbit (as in Figs. 3,4). While the orbits get wider as \( f_0 \) is decreased, their inner boundary gets smaller and flatter only slowly. The lower panel of Fig. 7 shows that the subharmonic modulation is becoming dominant in the more extreme examples of the previous subsection. In fact, two subharmonics are visible, one at twice the basic frequency, as well as the lower frequency one.
to be of about the same shape as the loop orbits. The values of the potential indices from the inner orbit outwards are, $\delta = \delta_5 = (-0.25, -0.20, -0.15, 0.0)$. That is, we assume that local power-law potential approximations to the potential have these index values and that $\delta = \delta_b$ throughout. The value of the pattern speed is $\Omega_b = 0.315$. From the inside out, the values of $(p, e, e_b)$ for the analytic approximations to the inner three orbits are: $(4.11, 0.826, 1.97)$, $(5.19, 0.495, 2.53)$, $(6.36, 0.306, 3.31)$, $(7.03, 0.108, 4.89)$.

Despite their varying eccentricity, the three nested innermost orbits represent a clear bar structure. Between them and the outermost orbit there will be orbits with increasing thicknesses (and decreasing eccentricities), like those of Figs. 3, 4. As the potential index decreases towards $\delta = 0.0$ with increasing radius it becomes harder to get single loop orbits. Multiple (but not necessarily three) looped orbits become the rule at large radius.

The one shown in Fig. 8 is particularly interesting because it represents a set derived from a small range of initial radii $r_o$ that have an inner loop, which partially overlaps a significant part of one of the simple inner loops. On the other hand, the outer loop of this orbit is nearly circular. A traversing the relevant part of the inner loop would, in some sense, look like it was pursuing a simple bar orbit. However, on the outer loop the star would look like it was on a circular orbit well outside the bar. Such orbits do not seem to have been studied in the bar literature (see e.g., the reviews of Athanassoula 2013 Sellwood 2014), though orbits with small loops at their ends are common. (However, in a recent paper Christodoulou & Kazanas 2017 find similar orbits in spherical potentials.) We note that it is a natural extension of the analytic approximation (via varying the value of $f_o$) that leads to them. As in the examples of the previous section, such closed, resonant orbits have a family of nearby (in the space of initial conditions) orbits that do not close. Evidently, their non-circularity would introduce a significant component of apparent velocity dispersion into the outer disc, beyond that of small bar perturbations of near circular orbits of large radii. They seem worthy of further study.

In sum, though the example discussed in this section is ad hoc, it shows that a loop orbit skeleton of a model bar can be constructed in a potential more complex than that consisting of monotonic power-laws in both symmetric and asymmetric parts. The well studied Ferriers bars provide more examples (see Athanassoula 1992). It also shows, as mentioned above, such a model bar effectively ends as the rotation curve becomes flat. This does not appear to be directly related to a co-rotation radius.

6 THE POSSIBILITIES FOR SELF-CONSISTENT LOOP ORBIT BARS

The gravitational potentials considered in the previous section were fixed, and presumably of external origin. We sought simple, closed, bar-like orbits in those potentials that could be analytically approximated with $p$-ellipses to second order in the eccentricity parameter. In this section we ask whether the bar potential itself could be constructed from such orbits? We will see that there are complications, and such bars are likely to be rare or non-existent, at least in two dimensions.

6.1 Poisson equation and constraints

To construct bar potentials from loop orbits we use the two-dimensional Poisson equation, which can be written in dimensionless units as,

$$\nabla^2 \Phi = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \Phi}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial \phi} \left( \frac{1}{r} \frac{\partial \Phi}{\partial \phi} \right) = 4\pi \rho, \tag{36}$$

where the scale factors are as in equation $\text{(1)}$, with addition of the following scales for the potential and density,

$$\Phi_e = \frac{c^2}{\tau^2}, \quad \rho_e = \frac{M_e}{\epsilon^2}. \tag{37}$$

However, in the limit that bar does not have a significant effect on the halo potential, these two parts of the potential decouple, and the Poisson equation above can be assumed to describe the bar alone. Then we substitute the asymmetric potential term from equation $\text{(2)}$ to get the following expression for the mass density,

$$4\pi \rho = \frac{4\epsilon c_0}{\tau^2 (1 + b_0)} (1 - \delta_b^2) \cos(2\phi). \tag{38}$$

For this simple example, we assume a stationary bar, $\Omega_b = 0.0$.

We assume that we can construct the density field of
the bar with an appropriate radial distribution with nested p-ellipse orbits (in the rotating frame). Then we can use the p-ellipse equation to eliminate factors of $r$ in the above. To second order, the expression for $\rho$, becomes
\[
\rho = a_0 \, e \cos(2\phi) \left[ 1 + a_1 e \cos(2\phi) \right],
\]
with,
\[
a_o = \frac{c(1 - \delta_b^2)}{\pi \rho^{2(1+\delta_b)}} \, e, \quad a_1 = 2(1 + \delta_b) \left( \frac{1}{2} + \delta \right).
\]
If $e$ varies slowly with radius, then the radial dependence of the density is given by the $\rho^{2(1+\delta_b)}$ term.

To relate the angular dependence of the density contributed by set of adjacent orbits to the azimuthal velocity on the orbits, we can assume that the more time a star spends on a given part of its p-ellipse orbit the greater its contribution to the density at that azimuth. Specifically, assume that the relative density change compared to that at $\phi = 0$ on a given part of the orbit equals the opposite of the relative azimuthal velocity change. I.e.,
\[
\frac{\rho(\phi) - \rho_{\phi=0}}{\rho_{\phi=0}} = \left( \frac{\phi(\phi) - \phi_{\phi=0}}{\phi_{\phi=0}} \right),
\]
or,
\[
\frac{\rho}{\rho_{\phi=0}} = 2 - \frac{\phi}{\phi_{\phi=0}}.
\]
Now we can substitute equation (42) for $\dot{\phi}$, equate our two expressions for the density (eqs. (39) and (41)), and identify terms of common order in $e \cos(2\phi)$. This yields, the following zeroth, first and second order equations, after some manipulation,
\[
\frac{c(1 - \delta_b^2)}{\pi \rho^{2(1+\delta_b)}} \, e = \frac{f_o}{\rho_{\phi=0}} = \frac{f_o}{f_o + e \cos f_1 + e^2 f_2},
\]
\[
(1 + \delta_b) \left( \frac{1}{2} + \delta \right) = \frac{f_o}{f_{1f}}.
\]
These equations provide strong additional constraints for self-gravitating loop bars. The kinematic orbits, discussed in previous sections, were not so constrained. Free parameters included $c_b$ (or $f_o$), $\delta_b$, $\delta$ and the pattern speed $\Omega_b$, though closed loops generally only existed for isolated values of $f_o$. As discussed in the next subsection, the extra constraints eliminate most of these solutions.

### 6.2 Self-consistent loop orbit bars?

Already, in the non-self-gravitating cases above we found large areas of parameter space with no physical orbit solutions to the perturbation equations, and the lack of closed loops in the parameter space neighborhood was confirmed with numerical orbit integrations. With the additional constraints from the Poisson equation, the regions of parameter space with loop orbits seem to very small. This is evident just from the first of equations (42), which provides another relation between the $f_1$ coefficients of the azimuthal velocity (and $e$). For example, we can follow the procedure of the previous sections to determine a value of $f_1$, iteratively for given values of $\delta_b$, $\delta$ and $\Omega_b$ that yields a loop orbit if it exists. Then the values of $f_1$, $f_2$ and the eccentricity parameter are also determined. However, the odds that these values incidentally satisfy the first of equations (42) will generally be very small. This consideration alone eliminates most of the loop solutions of the previous sections.

The second of equations (42) can be viewed as an expression for the density variation along the $\phi = 0$ axis, and so, does not constrain the solutions.

The third equation of the set is constraining in several ways. The first is that since it gives a relation between $\delta$ and $\delta_b$, so one free parameter is eliminated. Loop orbits were found previously only for certain values of those two variables (for a given pattern speed), and those solutions which do not happen to also solve this third condition will be eliminated. This constraint is not as stringent as that imposed by the first equation, since a wide range of $\delta$, $\delta_b$ values produce loops.

This third equation also provides some more detailed constraints. Recall that the physical range for the values of $\delta$ and $\delta_b$ is about $-1.0$ to $0.5$. The value of the factor $1 + \delta_b$ in that equation is never negative over this range of $\delta_b$ values. On the other hand, the values of $f_1$ and $f_2$ can have either sign. For example, in the case shown in Figs. 1-4 where $\delta$, $\delta_b > -0.5$, $f_1 < 0$ and $f_2 > 0$. With these values the left side of the third equation is positive and the right negative, so solutions like those of Figs. 1-4 cannot satisfy the Poisson constraints. We must have $\delta_b < -0.5$ when $f_2/f_1 < 0$.

The orbits shown in Figs. 5-7 provide another example with $\delta$, $\delta_b < -0.5$. Here both $f_1$ and $f_2$ have positive values, so with these values the third equation is again violated, and more orbit solutions are precluded. Although we only have examples, not a rigorous proof, it appears that if the values of $\delta$ and $\delta_b$ are close to each other, then the Poisson constraint is violated. A third example is when $\delta_b < -0.5$. Then the factor $(1 + \delta_b)$ will be small, and since the ratio $f_2/f_1$ is often of order unity, the factor $f_2/(2(1 + \delta_b)f_1)$ is likely to be of order unity or larger. Yet if $\delta > -0.5$, then $(0.5 + \delta)$ is less than unity (unless the value of $\delta$ is near 0.5), so the Poisson constraint is not satisfied. (We have found cases like this, that yield kinematic loop orbits, but did not describe them above.) A more systematic analysis of the various cases could be done, but these several examples make the point that the third of equations (42) is very constraining.

Thus, it we conjecture that a self-consistent bars can be constructed from loop orbits alone, in two dimensions, only in rare, or in no cases. Evidently, the orbits in self-consistent bars must be more complex in two dimensions. Moreover, it appears likely that the restrictions above would also apply to loop orbits with small librations; these are also not sufficiently complex.

The restrictions above may, however, be loosened in a three-dimensional bar. Consider a very simple example of a cylindrical bar consisting of loops parallel to the disc plane, but not all lying within that plane. For example, suppose their vertical distribution was described by an exponential term, $e^{-|z|/z_e}$, in the density and potential. The z-derivatives of the three-dimensional Poisson equation would introduce $z_e^2$ terms in the last two constraint equations (42). Then the last of these constraints could be viewed as an equation for this new parameter. If $z_e$ was a function of radius, then more parameters, describing this variation, would be introduced.
These additional parameters would allow a broader range of solutions, and at least in principle, allow for cylindrical loop bars. We will not explore this topic further here.

7 RAMIFICATIONS FOR TIDAL AND GASEOUS BARS

The possibility of generating bars in flyby galaxy collisions is natural because both the tidal force and the bar have the same basic symmetry. Noguchi (1987, 1988) first investigated this with numerical hydrodynamical simulations (also see Barnes & Hernquist 1991). The simulations of Gerin, Combes, & Athanassoula (1990) demonstrated that the process can either strengthen or weaken pre-existing bars (also see Miwa & Noguchi 1998). Moetazedian, et al. (2017) and Zana, et al. (2017) showed that interactions with small companions can result in delayed bar formation. Berentzen, et al. (2004) found that bars regenerated in stellar discs, but not in dissipative discs. Instead the gas was efficiently funneled to the central regions.

Thus, modeling to date suggests that the formation of long-lived stellar bars can triggered in interactions, but not gaseous bars. What about gaseous bars in isolated, but bar-unstable discs? Several published high resolution simulations in the literature partially address this question. For example, the models of Mayer & Wadsley (2004) produce small, eccentric, long-lived, gas bars, contained within larger stellar bars. The images of Finali, et al. (2015) and Spinoso, et al. (2017) suggest similar results, i.e., very small and weak gas bars, though these don’t appear as long-lived as in Mayer & Wadsley (2004). Finali, et al. (2015) report that gas is emptied rapidly in a dead zone between co-rotation and inner Lindblad resonances, making it hard to feed nuclear activity at later times.

These high resolution results accord with several of the findings above for bars made of nested loop orbits. Specifically, that nested, non-intersecting orbits can exist in asymmetric external potentials, but that the most eccentric resonant orbits are relatively small, and that the strength of the asymmetric part of the external potential is relatively large. The decay of these model gas bars also agrees with the result that self-gravitating bars are unlikely to be stable and long-lived.

The model of Renaud, et al. (2015) shows a younger bar than in most previous published simulations. The gaseous part of this bar consists of a thin elliptical annulus, with spiral-like waves on the inside and outside. The inner spirals meet the annular bar near the minor access of the latter. The morphology of this model gas bar suggests that it might consist of a group of orbits like those in Fig. 9, with crossings of between orbits outside a very narrow range of parameters resulting in spiral waves.

To return to the case of interaction induced bars, the orbital results of the previous sections provide a basis for the following picture of tidal bar evolution. First, in a prolonged prograde encounter, the large scale coherence of the perturbing potential may excite nested eccentric resonant orbits with a common pattern speed, like those in Fig. 8. As explained in Sec. 5 the detailed structure of these orbits will depend on both the shape of the symmetric potential in the disc and the perturbing potential. In the gas, dissipative in nearby, non-resonant orbits may synchronize with the resonant orbit. The dissipation resulting from orbits much different than the resonant ones will drive radial flows, e.g., inside and outside an annular bar.

When the companion galaxy leaves, or merges without substantially disrupting the bar, the external asymmetric force disappears, but the stars on resonant orbits may maintain a kinematic bar for some time. On the other hand, if the magnitude of the external potential was substantial, then its disappearance will perturb the orbits. If the bar has significant self-gravity, then it will have more crossing orbits, and dissipation in any remaining gas will aid its dissolution.

8 SUMMARY AND CONCLUSIONS

One major theme of this paper centres on the questions of when, or in what potentials, simple, closed loop orbits exist over a range of radii, as they evidently can in the well-studied Ferrer’s potentials. When this is the case there exists a dense, nested ensemble of such orbits that could themselves serve as a simple model of the bar. Moreover, these loop orbits generally will be parents of more complex orbit families, as functions of the orbit parameters. A second theme concerns the usefulness of scale-free, power-law potentials, viewed as elementary forms from which more complex potentials could be constructed. The orbit structure of these simple potentials is less complex than many of those used in numerical simulations. In the above, we used p-ellipse functions to find and approximate the simplest orbits in these potentials, in a perturbation limit.

The p-ellipse approximation was originally found to provide very good fits to precessing, eccentric orbits in symmetric power-law potentials, as these fits do not drift with time (Struck 2006), since the approximation tracks the orbital precession. It is reasonable to expect that the approximation might also be useful for fitting resonant loop orbits (i.e., closed orbits in the pattern frame) in potentials with a modest asymmetric component, like a bar potential. Since in such orbits the ratio of the precession and pattern frequencies are rational numbers, it seems that any resonant orbit should have a modified precession rate that could be captured by a p-ellipse approximation.

This conjecture was shown to be correct in Sec. 4, where closed orbits in the pattern frame were found to be well approximated by p-ellipses, see Figs. 1, 2, and 5. Good fits were found in potentials with both shallow and steeply rising rotation curves. Differences and similarities between the orbits in these two cases were discussed in Sec. 4.3. One of the most interesting results is that p-ellipse, loop (m = 2) orbits are not predicted to exist in (power-law) falling rotation curve potentials by the perturbation analysis. However, loop orbits are found numerically in such potentials. The second-order p-ellipse solutions of Sec. 3 seem to fail in these potentials. This phenomenon will be explored in a later paper.

Even in the case of rising rotation curve potentials, the exploratory calculations of Sec. 4 show complexities. Fig. 1 shows the closed, resonant orbit in a sample case. Fig. 2 shows that even a small deviation from the initial conditions of Fig. 1 yields a smaller, enclosed, and more eccentric orbit. Although it cannot capture the small librations of this orbit, the p-ellipse approximation is still a good fit.
to the mean orbit. Figs. 3 and 4 show that further small variations in the initial conditions yield progressively larger, and rounder orbits. These orbits are characterized by clear subharmonic frequencies. The p-ellipse approximation can only capture the innermost loops of these orbits. Given the proximity to the resonant orbit, the subharmonics may be the result of ‘beating’ between the precession and pattern frequencies. These subharmonics may also relate to the frequency in the epicyclic perturbation analysis of Binney & Tremaine (2008, Sec. 3.3). The initial conditions around the simple closed loop are dense with resonances between the subharmonic and primary orbital frequency, which produce the closed multi-loop orbits like those in Figs. 3 and 4. Multi-frequency p-ellipse approximations to the closed, multi-loop orbits, using the equations of Sec. 3.2, will be investigated in a future paper. Although the resonant, multi-loop orbits cannot be modeled by simple, p-ellipses, solutions to the p-ellipse constraint equations guide us to good estimates of their initial conditions by simply varying the parameter $f_o$.

Resonant orbits from a small region of parameter space, like those in Figs. 1–4, can be combined to produce a model bar in the given potential. This provides a different technique to the more traditional one of constructing orbits via perturbation ellipses around Lagrange points in a given potential (see Binney & Tremaine 2008, Sec. 3.3).

Figs. 4 and 8 show a surprising feature of closed, multi-loop orbits. Half of their innermost loops can be well fit by a p-ellipse with nearly the same initial conditions, and these segments could support the bar. However, their outermost loops are generally much more circular, and in isolation would look like segments of a disc orbit unrelated to the bar.

In a given power-law potential (specified by the values of $\delta$ and $\delta_0$) each approximate, resonant orbit requires a specific value of the asymmetric amplitude $e_b$ to satisfy the equation of motion constraints. For an ensemble of such orbits, making up a model bar, a specific radial variation of $e_b$ is required. It is unlikely that the needed pattern of $e_b$ would obtain for arbitrary initial disc structures. However, gas clouds will prefer more or less concentric loop or-tbits. Half of their innermost loops can be well fit by a p-ellipse with nearly the same initial conditions, and these segments could support the bar. However, their outermost loops are generally much more circular, and in isolation would look like segments of a disc orbit unrelated to the bar.

In a given power-law potential (specified by the values of $\delta$ and $\delta_0$) each approximate, resonant orbit requires a specific value of the asymmetric amplitude $e_b$ to satisfy the equation of motion constraints. For an ensemble of such orbits, making up a model bar, a specific radial variation of $e_b$ is required. It is unlikely that the needed pattern of $e_b$ would obtain for arbitrary initial disc structures. However, gas clouds will prefer more or less concentric loop orbits. Dissipative processes might drive bar parameters (e.g., a combination of external and internal contributions to the asymmetric potential) to values that support the required variation.

Note that the constraint equations are such that the required values of $e_b$ do not depend on the pattern speed. The zeroth-order orbital frequency parameter, $f_o$, does. An alternative, would be radial variations of the potential profile index ($\delta$ or $\delta_0$). Such variations must be small, or the perturbation equations have to be modified. An example was discussed in Sec. 5, and illustrated in Fig. 8. If, as in this example, the rotation curve becomes flat or slightly declining, subharmonic frequencies become dominant, and we get large, multi-loop orbits.

Going beyond external asymmetric potentials, in the construction of a model self-gravitating bar the Poisson equation can be viewed as a prescription for the density distribution of concentric loop orbits making up the bar (see Sec. 6.1). It also imposes strong additional constraints in a perturbation approximation.

In fact, orbital solutions to the perturbation equations with the additional constraints from the Poisson equation given in Sec. 6.1 seem to be very rare. Evidently two-dimensional bars must be based on more complex orbits, or perhaps most bars have a three dimensional structure.

Altogether, these results suggest a number of interesting general conclusions. 1) Perhaps the most important of these is that it is hard to make model bars from single loop orbits alone, and thus, bars and oval distortions made primarily from gas are unlikely to form in galaxy discs. This conclusion is not too surprising since bars are observed to be primarily stellar, and an extensive literature of models shows that they generally have a wide range of orbits, including chaotic ones (e.g., Contopoulos 2002, Weinberg 2015a, and references therein). On the other hand, the analytic and numerical explorations above provide some insights as to why this is so. These insights include the fact that resonant, loop orbits (approximated by p-ellipses) are only found in limited regions of parameter space, at least in the perturbation approximations of Sec. 3.

2) In non-self-gravitating cases, these solutions tend to have large values of the asymmetric amplitude $e_b$, suggesting the external potential has a strong asymmetric part. Technically, this violates one of the perturbation approximations, which assumed that $e_b \simeq e$, but the good fits between numerical and analytic orbits at low to moderate values of $e$ suggests the consequences are not serious.

3) The bar orbits illustrated above are wide, even at quite high values of the eccentricity parameter $e$. This suggests that more complex orbits (e.g., like those in described in Williams & Evans 2017) are needed to support narrow bars.

4) Loop orbit solutions in two-dimensional self-gravitating bars are at best very rare. It is not surprising that significant self-gravity would lead to more complex orbits. This may be a factor in understanding why bars are effective at quenching gas-rich discs (e.g., Khoperskov, et al. 2017).

Beyond this initial exploration, there are many directions to pursue using p-ellipse approximation tool for the study of orbits in galaxies asyymmetric potentials. For example, p-ellipses approximations with multiple frequencies likely converge much more quickly than conventional Taylor expansions in $\cos(\phi)$. Specifically, the case of librating p-ellipse orbits with an additional subharmonic frequency will be described in a later paper.
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