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### Fig. 1. Comparison of different data operations.

(a) Without (W/O) data operation: typically, once a dataset is collected, it is directly used as training set without any processing. In this case, the size of the training set $T$ is equal to the size $N$ of the collected dataset $C$. The problematic data in the collected dataset receive less attention and remain to be addressed.

(b) With (W/) data augmentation: in the case of data starvation, data augmentation is often used to make small changes to the collected data as a way to increase the size $M$ and diversity of training data, and has received increasing attention in recent years. However, problematic data are not addressed but increased, which will inhibit the effect of augmentation.

(c) W/ data optimization: it is used to address the problems faced in the collected dataset to improve the dataset quality and thus the performance and efficiency of model learning. In most cases, the size of the optimized dataset $n \leq N$.

### 1 INTRODUCTION

Recently, deep learning has achieved impressive progress in computer vision [74, 76]. The success of deep learning mainly owes to three points, namely advanced deep network architectures (e.g., ResNet) [46], powerful computing devices (e.g., GPUs), and large datasets with labels (e.g., ImageNet) [26]. Among them, deep network architectures and computing devices are well-developed, but it is still very difficult to obtain high-quality training datasets. As the attention of researchers was mainly focused on the development and optimization of deep models and computational devices, instead, once the data was ready, it became a fixed asset and received less attention (as shown in Fig. 1 (a)).

With the development of model architecture, the incremental gains from improving models are diminishing in many tasks [58], while relatively small improvements in data can make AI models much more reliable [74]. Therefore, more attention should be paid on data development. Furthermore, there is a prevalent assumption that all data points are equivalently relevant to model parameter updating. In other words, all the training data are presented equally and randomly to the model. However, numerous works have challenged this assumption and proven that not all samples are created equal [42, 54], and networks should be aware of the various complexities of the data and spend most of the computation on critical examples. With all these concerns, there is a strong need for the community of artificial intelligence (AI) to move from model-level research to data-level research for further improvements in model learning.

Ideally, the collected dataset is correct, without any problem, and can be directly used for model learning. However, since there is no uniform standard for the data collection and labeling process, and the labeling is usually left to crowdsourcing companies rather than labeling experts, the collected dataset is often of low quality, i.e., it contains redundant and non-informative data, and often suffers from other problems such as noisy labels [24], class imbalance [55], representation bias [72], and distribution mismatch [131]. For example, ImageNet, the most influential ultra-large benchmark in computer vision, was identified by [9] as containing noisy labels. For many computer vision tasks such as face recognition [15, 156], medical image diagnosis [53] and image classification [133], the collected training datasets...
typically exhibit a long-tailed class distribution, where a minority class has a large number of samples and other classes have only a small number of samples. Since deep neural networks have the capacity to essentially memorize any characteristics of the data [152], those problematic data can drastically inhibit the performance of model training. Besides, the collected data may also face challenges such as compressing the volume and reducing the cost of annotation. This is due to the fact that under the advocacy of green AI [109] in the AI community, the training data should not only improve model accuracy but also enable efficient training, thus reducing resource consumption, decreasing AI’s environmental footprint and increasing its inclusivity. Therefore, how to effectively optimize the problematic dataset before model training is becoming one of the bottleneck problems for a trustworthy and robust AI system.

To effectively optimize the problematic dataset and promote model training, some data optimization studies have been conducted in recent years. Data optimization is to first conduct data validity research based on original dataset, and then improve dataset quality by optimizing its structure (as shown in Fig. 1 (c)). Data optimization studies can be divided into three main directions according to the optimization form, namely data sampling, data subset selection, and active learning. For data sampling, it adjusts the training data frequency and order to effectively promote model training; data subset selection selects the most representative samples from the labeled training set to promote efficient model training; active learning selects the most useful samples from the unlabeled dataset for labeling to minimize the cost of labeling. When comparing them with another type of data operation, namely data augmentation, the latter has received more attention in recent years. The reason for this is that data augmentation is a powerful technique to alleviate data-hungry situations in deep learning. Data augmentation [115] increases the amount and diversity of training data by adding small changes to original data or creating new synthetic data based on original data, and it can improve the performance of models. However, it does not optimize the problematic data, so direct augmentation based on original data can lead to an increase of problematic data (as shown in Fig. 1 (b)) and inhibit the effectiveness of augmentation. Therefore, it makes sense to perform relevant data optimization operations before or after data augmentation and before model training.

There is a systematic study to review data collection and quality challenges in deep learning from a data-centric AI perspective [143], which divides the whole machine learning process into data collection, data cleaning, and robust model training. While this survey covers the data cleaning associated with data optimization, it provides only a cursory summary of data cleansing instead of a detailed summary of how it has developed in recent years, and it does not elaborate on the problems in datasets. In addition, there have been some surveys in various areas of data optimization (data sampling, data subset selection, or active learning), such as a survey on curriculum learning [138], reviews of instance selection methods [38, 92], and a survey on active deep learning [76]. Then there are surveys [30, 122, 158] that focus on one or two data problems, but do not cover all problems as much as possible. Moreover, they mainly cover methods that overcome data problems from a model optimization perspective, while less attention is paid to data optimization methods. Currently, there is no systematic study to comprehensively review and discuss data optimization from the perspective of data problems. To fill this gap, we aim to provide a comprehensive survey of recent data optimization studies in computer vision conducted before mid-2022. The motivation of this survey is to elaborate on the problems faced in computer vision data, summarize recent data optimization studies on each type of data problem, analyze the different characteristics of the data optimization studies in three fields (i.e., data sampling, data subset selection, and active learning), and make a prediction on the trend of future trends. Table 1 presents the comparison of existing surveys related to problematic data in computer vision.

The survey is organized as follows: we first summarize and describe in detail the various inherent problems that exist or external problems faced by computer vision datasets in Section 2. Then in Section 3, we take an overview of
Table 1. Related Search. They may cover data problems such as Class Imbalance (CI), Noisy Labels (NL), Dataset Biases (DB), High Computational Cost (HCC), and High Labeling Cost (HLC). “DS” indicates data sampling; “SS” indicates subset selection; “AL” indicates active learning. “-” means that the corresponding column is not covered.

| Research Articles                                                                 | Data Problems Covered | Optimization Perspective | Data Optimization |
|----------------------------------------------------------------------------------|-----------------------|--------------------------|-------------------|
|                                                                                  | CI  NL  DB  HCC  HLC | Model-level  Data-level  | DS  SS  AL        |
| Data Collection and Quality Challenges in Deep Learning: A Data-Centric AI Perspective [143] | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| A Survey on Curriculum Learning [138]                                            | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| A review of instance selection methods [92]                                       | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| DeepCore: A Comprehensive Library for Coreset Selection in Deep Learning [38]   | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| A Survey on Active Deep Learning: From Model Driven to Data Driven [76]         | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| Deep long-tailed learning: A survey [158]                                        | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| Learning from noisy labels with deep neural networks: A survey [122]            | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| A survey on bias in visual datasets [30]                                         | ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |
| Our Survey                                                                       | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  | ✓  ✓  ✓  ✓  ✓  |

three directions (i.e., data sampling, subset selection, and active learning) of data optimization including its notation, components, definitions, and taxonomy. We classify advanced data optimization methods according to the problem solved and the result achieved, and review them in Section 4, 5, 6 and 7 respectively. And we further compare and analyze several related learning problems in Section 8, including data distillation, feature selection, and semi-supervised learning. Afterward, in Section 9, we discuss some of the potential future research directions. Finally, we conclude the survey in Section 10.

2 SUMMARY OF PROBLEMS IN COMPUTER VISION DATASETS

Generally, due to the lack of uniform standards and specifications for the current data collection and labeling process, the published datasets are not perfect and will suffer from some inherent problems, which may be class imbalance, noisy labels, dataset biases, etc. In addition, with the increasing size of datasets, data collection or application development may face problems such as high labeling costs and computational overhead, which can also inhibit the development of AI. In the following, we will detail the main data problems faced in the field of computer vision and the corresponding research challenges, and briefly describe how to solve them from the perspective of data optimization.

Class imbalance. Technically speaking, any dataset that shows an uneven distribution between classes can be considered imbalanced [45, 55]. In particular, the long-tailed class distribution (later termed the long-tailed distribution) is a special kind of class imbalance problem in which a few classes have massive samples (the head classes) but others have only a small number of samples (the tail classes). It has attracted considerable interest from academia, industry, and government funding agencies. The class imbalance of interest to computer vision researchers is also mainly the problem of long-tailed distribution. Therefore, in most cases, the class imbalance problem in this paper refers to the long-tailed distribution problem. During training, this problem can bias the model toward the head class, causing the model to perform poorly on the tail class. Therefore, it poses a challenge to the robust learning of models. For this problem, data sampling and subset selection can be used to counteract the long-tail effect by balancing the distribution of head and tail classes and enhancing the learning of tail classes, as summarized in Section 4.1.1 and Section 4.1.2.

Noisy labels. Generally, we default the data to be correctly labeled. However, there may be label issues in the datasets due to inevitable errors by human annotators or automated label extraction tools for images, such as crowdsourcing.
and web crawling. For example, there are likely at least 100,000 label issues in ImageNet, such as noisy labels that are incorrectly labeled. Deep learning with noisy labels is practically challenging, as the capacity of deep models is so high that they can totally memorize these noisy labels sooner or later during model training [41]. Thus, those noisy labels inevitably degenerate the robustness of learned models [86]. To improve the model robustness, there are many works to overcome this problem by data sampling or data subset selection, as summarized in Section 4.2.1 and Section 4.2.2. The noisy labels studied in most current work are synthetic random label noise (symmetric or asymmetric label noise [24]). In fact, in real-world datasets, more instance-dependent label noise [20] exists. For example, annotators are prone to labeling cats as lions, but will not easily label cats as tables. Compared with random label noise, instance-dependent label noise is more challenging and poorly modeled theoretically, and awaits in-depth study.

**Dataset biases.** Since most datasets are collected uncontrolled, there are dataset biases [30] in the data, i.e., unintended correlations between input and output and distribution mismatch between source dataset and target dataset [128, 131]. Dataset biases not only inevitably bias the models trained on them, but have also been shown to significantly exaggerate model performance, leading to an overestimation of the true capabilities of current AI systems. For example, in an image classification dataset where a “person” is always accompanied by a “dog”, the model will learn the spurious correlations between the “person” and the “dog”, performing well on independently and identically distributed (IID) datasets. However, when the model is used to predict an image that contains only a “dog”, it can easily and incorrectly predict the image as “person”. This causes the performance of the well-trained model to be significantly degraded on adversarial or out-of-distribution (OOD) datasets. To perform fair learning, a lot of work has been done to explore through data subset selection, as summarized in Section 5.

**High resource costs.** With the availability of large amounts of labeled data, deep learning has recently gained significant advances [124]. However, creating large labeled datasets is often time-consuming and costly. In addition, massive training datasets have significantly increased end-to-end training times, computational and resource costs, energy requirements [123], and carbon footprint [109]. To alleviate these problems, extensive works have attempted to reduce labeling costs by active learning, or to achieve efficient training by data sampling and data subset selection, as summarized in Section 6 and Section 7.

**Data Privacy.** The current large-scale datasets used for model training are collected directly from the real world, which is expected to simulate the data distribution in the real world and reduce the bias between training datasets and the real world. However, real data can involve privacy issues, for example, person re-identification datasets contain pedestrian information in public scenes, while vehicle re-identification datasets contain private information such as license plates. With the public concern about privacy issues, the collection and use of real datasets become problematic. It is an urgent and valuable problem to investigate how to ensure that the training data information comes from the real world while avoiding privacy concerns. Since it cannot hide the privacy information by only changing the structure of the original dataset, there is no data optimization method to solve the data privacy problem.

3 OVERVIEW OF DATA OPTIMIZATION

3.1 Notations

Fig. 3 shows an overview of each data optimization direction, i.e., data sampling, data subset selection, and active learning. To describe each algorithm procedure more clearly, we explain it in symbols. We first define $D^c_l$ as the collected dataset. If it is well-annotated, $D^c_l = \{(x_i, y_i)\}_{i=1}^N$, where $x_i$ is i-th sample and $y_i$ is its label (for example, the class label for the image classification task); otherwise, $D^c_l = \{x_i\}_{i=1}^N$, where $x_i$ is i-th sample without the ground truth label. Then
we define $D^{tr}$ as the training dataset. Generally, $D^{tr} = D^{cl}$ without any data operation. And we define $D^{vd}$ and $D^{ts}$ as the validation set and test set, respectively, where $D^{cl} = \{(x_k, y_k)\}_{k=1}^{K}$ and $D^{ts} = \{(x_j, y_j)\}_{j=1}^{J}$. For computer vision tasks, its goal is to search a mapping function $f_{\theta}: X \rightarrow Y$, where $X$ is the input space, $Y$ is the output space, and $\theta$ is the set of parameters that are trained by $D^{tr}$. The function $f_{\theta}$ is an element of the space of possible functions, usually called the hypothesis space. The loss function $l(f_{\theta}(x_i), y_i)$ is usually used to evaluate the performance of the model on data $(x_i, y_i)$. Higher loss values indicate poor performance of the model in predicting the label of the data $(x_i, y_i)$. The empirical risk on the full dataset with labels is expressed as:

$$
R(f_{\theta}) = \frac{1}{N} \sum_{i=1}^{N} l(f_{\theta}(x_i), y_i).
$$

(1)

Existing model optimization methods facilitate model learning by minimizing the empirical risk subjected to network parameters:

$$
\theta^* = \arg \min_{\theta} R(f_{\theta}).
$$

(2)

If problematic data exist in the collected dataset, there is no doubt that the model parameters will be optimized in a biased direction, usually in a terrible direction. To prevent this, a large number of data optimization methods have been proposed and will be discussed further in the subsequent sections. After learning from $D^{tr}$, the function $f_{\theta}$ will be tested on the $D^{ts}$ to check its effectiveness.

3.2 Components

Data optimization can improve computational efficiency and training effectiveness at the data level, breaking AI research bottlenecks by shifting the focus from big data to good data. As shown in Fig. 2, the process of data optimization consists of two main components, namely the measurer and the selector. We define $M_{\gamma}$ and $S_{\delta}$ as the measurer and selector, respectively.

Measurer is used to measure the score of each data, which can indicate data value, difficulty value or other. The key to this is the metrics. Existing works have empirically explored different metrics according to the status of the prediction results, such as influence function-based metrics, representation-based metrics, confidence-based metrics, uncertainty-based metrics, and loss-based metrics, which are commonly used in data optimization. (1) **Influence function**, a data valuation metric, [63, 141] aims to approximate the change of test risk on a given test distribution $Q$. It uses the gradient of the loss function with small perturbations $\epsilon'$ to estimate the data value, i.e., the importance of the data for the task at hand. It is a particularly general approach as many models can be cast in the framework, and it can work with non-differentiable objectives. (2) **Representation-based metrics** [33] measure the value of each data in the feature space. Generally, it is assumed that data points close to each other in the feature space tend to have similar properties, resulting in redundant information. (3) **Confidence**, the classifier’s predicted probability in the true class, can be used to measure the impact of each data on model optimization. And some work on robust learning [90, 91] empirically suggests...
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Table 2. The formula of some metrics.

| Metrics                      | Formulas                                                                 |
|------------------------------|--------------------------------------------------------------------------|
| Influence function [63]      | $\phi(x_i \sim P, x_j \sim Q) \triangleq \frac{d l_j(\hat{\theta}_\epsilon)}{d \epsilon'}_{\epsilon'=0}$, where $\hat{\theta}_\epsilon \triangleq \arg \min_{\theta} \frac{1}{n} \sum_{i=1}^{n} l_i(\theta) + \epsilon' l_i'(\theta)$ and $H_{\hat{\theta}} = \frac{1}{n} \sum_{i=1}^{n} \nabla^2 l_i(\hat{\theta})$ |
| Confidence                   | $\phi_{\text{confidence}}(x) = P(y = y_{\text{true}}|x, \theta)$                                                                |
| Uncertainty based -1 [106]   | $\phi_{\text{least confidence}}(x) = 1 - \max_{i=1,...,C} P(y = i|x, \theta)$                                              |
| Uncertainty based -2 [52]    | $\phi_{\text{margin}}(x) = 1 - \min(P(y_1|x, \theta) - P(y_2|x, \theta))$                                                   |
| Uncertainty based -3 [112]   | $\phi_{\text{entropy}}(x) = -\sum_{i=1}^{C} P(y = i|x, \theta) \log P(y = i|x, \theta)$                               |
| Uncertainty based -4 [126]   | $\phi_{\text{variance}}(x) = \sqrt{\frac{1}{C} \sum_{i=1}^{C} (P(y = i|x, \theta) - \mu)^2}$                          |

that samples with lower confidence may contribute more to model learning than samples with higher confidence. By recording and analyzing the changes in the confidence of each data during the training, (4) Uncertainty [21, 112, 126] measures the consistency of label prediction. (5) Loss or gradient of each sample is also usually used to measure the importance. If samples contribute more to errors or losses when training a neural network, then they matter more. For some metrics, the formulas for calculating their measurement scores are shown in Table 2. In addition to above hand-designed metrics for the measurer, there are also learning-based measurer to automatically re-weight or select training data utilizing meta-learning techniques or a policy network. Depending on the specific problem, different metrics are designed and utilized.

The calculated measurement scores are used to re-weight each data during training. At this point, the empirical risk on the full dataset with labels can be expressed as:

$$R(f) = \frac{1}{N} \sum_{i=1}^{N} (W(x_i, y_i)l(f_\theta(x_i), y_i)).$$

(3)

The weight value $W$ of each data is varied. Useful data are assigned high weights, while problematic data are assigned low weights. For example, when training on a dataset with noisy labels, ideally, the weight of the noise-labeled data is 0 and the weight of the clean data is 1. In addition, the range of weights taken in each data optimization direction is different. The weights in data sampling are varied, while in data subset selection and active learning, the weights take the range of binary, i.e., 0 or 1. Here, 0 indicates that the data is removed during training, and 1 means that the data is selected for training.

Selector is the strategy that will decide when and how to select the data according to the score. It can be used before the final training of the target model to optimize the overall structure of the training data, or in each training iteration to optimize the selection of the batch data.

It is the key point of data optimization to design the measure and selector effectively. Depending on the state (quantity, time point of being selected, etc.) of the data to be selected, data optimization studies can be divided into three directions, namely data sampling, data subset selection and active learning. Their data flows are shown in Fig. 3. They have different algorithm design structures and are applicable to solve different data problems. In the following, each direction is described in detail.
3.3 Data optimization directions

**Data sampling.** It investigates how to adjust the frequency and order of data sampled from the whole collected data source [125], which aims to promote model convergence, achieve better model performance [153], or balance the dataset so that a fair model can be trained [18, 73]. The data optimization procedure contains two core stages, namely the re-weighting stage and the selection stage. At the beginning, the training data $D^{tr} = D^{cl} \in P$, where $P$ refers to the training distribution. Then the training distribution $P$ is re-weighted to $W \ast P$, where the weights $W$ are decided by the score calculated by $M_P$. After that, the selector decides the sequence of data subsets throughout the training process based on the re-weighted distribution. At each iteration, the most suitable data are selected to form a batch $b$ for training.

**Data subset selection (subset selection).** It selects the most representative samples from the labeled dataset for training, aiming at minimizing training time and computational resources and increasing efficiency while maintaining performance [42, 62], or accelerating hyper-parameter tuning [59]. It benefits not only data-efficient learning, but also other downstream tasks such as active learning, continuous learning, and neural structure search. There are two ways to select data. In the first one, the selector $S_b$ is designed to directly select representative samples that constitute the final training dataset $D^{tr}$. In the second one, the selector $S_b$ is used as a filter to filter out the biased or noisy subset $S^f$, and the remaining data is used as the final training dataset $D^{tr}$, where $D^{tr} = D^{cl} \setminus S^f$ with the constraint $|D^{tr}| < |D^{cl}|$. After being trained on the selected data $D^{tr}$, the model $f(\tilde{\theta})$ aims to achieve a performance close to or better than that of the model $f(\hat{\theta})$ trained on the full unoptimized dataset $D^{cl}$.

**Active learning (AL).** It aims to select the most useful samples from the unlabeled dataset for labeling, thus minimizing the cost of labeling while maintaining performance. In the initial learning, the training data $D^{tr}$ is an subset sampled from the collected dataset $D^{cl} = \{x_i\}^N_{i=1}$ and labeled, then the remaining unlabeled samples are used as the candidate dataset $D^{cd}$, i.e., $D^{cl} = D^{tr} \cup D^{cd}$. And $|D^{tr}| \ll |D^{cd}|$. In subsequent an arbitrary $k$-th training iteration, the measurer is designed to measure the validity of each unlabeled data in $D^{cd}_k$, and then the selector $S_b$ is used to select some of the most valid samples $S^k$. After selection, $S^k$ will be labeled, and then the function $f_0$ is re-trained on the new $D^{tr}_k$ where $D^{tr}_k = D^{tr}_{k-1} \cup S^k$ and $D^{cd}_k = D^{cd}_k \setminus S^k$. 

**Fig. 3.** Overview of each data optimization direction.
3.4 Taxonomy

According to Section 2, it can be known that there are some problems in the dataset that can hinder the training of the model. To solve these data problems, the computer vision community has explored data optimization. As shown in Section 3.3, we classify data optimization methods into three directions, namely data sampling, data subset selection, and active learning. Each direction can be used to solve different data problems, e.g., data sampling can be used to solve class imbalance, dataset biases, noisy labels, etc. In addition, it can achieve different effects by solving different data problems, i.e., solving the inherent problems of data, such as class imbalance and noise labeling, can improve the robustness of the model. According to the taxonomy of this paper shown in Fig. 4, we classify the problems according to the achieved effects, and later review the data optimization methods in detail according to each problem.

4 DATA OPTIMIZATION FOR ROBUST LEARNING

Robust Learning on problematic datasets has been well studied [91, 103, 119, 121, 126]. Here we only review prior works that employ data optimization to deal with data problems. You can refer to [122] if you want to learn about the work

| Table 3. Main notation |
|------------------------|
| $D^{cl}, D^{tr}, D^{ts}, D^{vd}$ | collected dataset (unoptimized), training dataset, testing dataset and validation dataset |
| $x_i, x_j, x_k$ | samples for training, testing and validation respectively, $\in \mathbb{R}^d$ |
| $y_i, y_j, y_k$ | labels of training, testing and validation sample |
| $\theta (\hat{\theta}, \tilde{\theta})$ | learned network parameters (trained on $D^{cl}$, and trained on the optimized training set), $\in \mathbb{R}^d$ |
| $l_i (\theta), l_j (\theta)$ | model $\theta$’s loss on training sample $x_i$ and testing sample $x_j$, $\in \mathbb{R}$ |
| $W, W(x_i, y_i)$ | weight, the weight value of data $(x_i, y_i)$, $\in \mathbb{R}$ |
| $P(y = i|x, \theta)$ | predicted probability of sample $x$ belonging to the $i$-th class, $\in \mathbb{R}$ |
| $P$ | training distribution |
| $Q$ | a specific test distribution |
| $C$ | the number of classes, $\in \mathbb{R}$ |
| $\mu$ | the mean value of predicted probabilities, $\in \mathbb{R}^+$ |
| $M_F$ | measurer |
| $S_{\delta}$ | selector |
based on model optimization to deal with noisy labels, and [158] if you want to learn about the work based on model optimization to overcome class imbalance.

4.1 On the Class-imbalanced Dataset

4.1.1 Data Sampling. Data sampling has been one of the most widely used methods to address the problem of class imbalance over the past few decades [18, 139]. Other non-data-optimized methods for addressing the class imbalance problem can refer to surveys [55, 158].

Data re-sampling. The basic and simple methods of data sampling are random under-sampling and random over-sampling [27]. Random under-sampling balances the class distribution by randomly excluding data from the head classes. In terms of data flow, this sampling method also belongs to data subset selection. Random over-sampling balances the class distribution by randomly and repeatedly selecting samples from the tail classes to increase the sample size of the tail classes. However, when faced with the extreme class imbalance (i.e., the long-tailed distribution), random over-sampling can lead to overfitting of the model to the tail classes and degrade the performance of the model on the head classes. To overcome the long-tailed distribution problem, various sampling methods have recently been proposed in computer vision tasks, which use different information to weight and sample the samples. Bi-level class balanced sampling approach [136] was designed to solve the long-tailed instance detection and segmentation problems. In particular, in addition to image-level sampling, an instance-level sampling strategy was designed to alleviate the class imbalance in instance segmentation. Faced with long-tailed video recognition, Zhang et al. [157] proposed the FrameStack method that performed frame-level sampling to balance class distributions. And the sampling rates for each class are dynamically adjusted based on the running model performance during training. Additionally, there are some methods that bootstrap data sampling with the help of an additional balanced dataset [102, 151]. For example, Ren et al. [102] proposed a meta-learning-based sampling method that learned the best sample distribution parameter by optimizing the model classification performance on a balanced meta-validation set. Similarly, Zang et al. [151] proposed to utilize the classification loss on a balanced meta-validation set to adjust the feature sampling rate for different classes.

Loss re-weighting. There have also been studies that soft-sample the data by re-weighting the sample losses, generally called cost-sensitive learning. To balance the class distribution from the loss level, it generally increases the loss weights of the tail classes and decreases the loss weights of the head classes, thus alleviating the model optimization bias towards the head classes. Therefore, the key point of loss re-weighting methods is to investigate how to measure the loss weights of each class. Most directly, we can calculate the loss weights using the class label frequencies of the training samples, the influence of the samples [93], or the distribution consistency between the model predictions and the balanced reference class distribution [155]. Taking the class label frequency \( f_r \) of the training samples as an example, the loss weights for class \( i \) is the inverse class frequency, i.e., \( W_i = \frac{1}{f_r_i} \). Thus, a higher \( f_r \) corresponds to a lower loss weight. In addition, observing that class imbalance usually increases the prediction difficulty of tail classes, whose prediction probabilities are lower than those of head classes, Lin et al. [75] designed focal loss, a classical method for solving class imbalance, which uses prediction probabilities to inversely re-weight the loss for each class. Apart from the hand-designed weighting algorithms described above, there are also methods to investigate how to automatically learn the class weighting function from the data. Meta-learning is a powerful way to do this. Based on it, Shu et al. [117] proposed Meta-Weight-Net, a parameterized weighting function whose training is guided by a small balanced validation set. Finally, Meta-Weight-Net can fit a proper weighting function well in the class imbalanced dataset.
4.1.2 Subset Selection. To deal with the extreme imbalance cases, i.e., long-tailed distribution datasets, the intuitive is to balance the training sample numbers of different classes during model training. An easy and common subset selection method is random under-sampling [87], which randomly selects the samples from head classes and discards them. Similarly, observed that the effects of input data points on model parameter updates show a long-tailed distribution, i.e., most data points (head data) have much smaller effect values than a small fraction of data points (tail data), so Han et al. [42] proposed to remove non-critical data with effect values smaller than a preset threshold. However, subset selection methods tend to discard a large amount of data, which means that a lot of valid learning information is lost and would degrade the performance of the model in head classes. Therefore, few subset selection methods have been designed to solve the problem of long-tailed distribution.

4.2 On the Dataset with Noisy Labels

4.2.1 Data Sampling. Data sampling is also one of the widely used methods to deal with the harmful noisy labels. It assigns different weights \( W \) to the training samples which aims to emphasize cleaner data and mitigate the negative impact of harmful data on the generalization ability of the model for better updating of the model parameters.

Curriculum learning. Inspired by the meaningful learning order in the human curriculum, curriculum learning (CL) [8], a classical data sampling strategy, proposes a meaningful sequence of data to train a model, i.e., smaller and easier data to larger and harder data to train a machine learning model. In the CL setting, the data with noisy labels correspond to harder examples in the datasets while the cleaner data form the easier part. The CL strategy encourages training on easier data, so the model wastes less time on more difficult and noisy examples to achieve effective learning. Exploiting the merits of CL, several methods are proposed to tackle the problem of noisy labels. Generally, it is not known a priori which samples are easy, so the key point of CL is to distinguish between easy data and hard/noisy data. The most intuitive way is to use the confidence of the label predicted by the model, i.e., the label prediction probability, to perform the distinction. Higher confidence means easier data. In self-paced learning [66], it relies on training loss to identify noisy data from the full training set. In the empirical studies [4], it has been observed that Deep Neural Networks (DNNs) tend to first learn simple and generalized patterns and then gradually overfit to all noisy patterns, which is called the memorization effect. Thus, noisy data tends to have higher losses in early training [120]. Thus, examples with smaller losses on the current model are considered to be easier and can be used in early training. Since it focuses more on easy samples, CL is thought to slow down learning, and [17] suggests choosing uncertain samples with high prediction variances. Based on the CL strategy, CurriculumNet [39] was proposed for training a model from massive datasets with noisy labels. This method measures the noisy level of data using its distribution density in a feature space. It first clusters the training data in the feature space and identifies samples belonging to low-density clusters as those more likely to be mislabeled. The data are then presented to the model for training in a meaningful order in the sequence.

Loss re-weighting. Apart from the hard-sampling way that removes noisy data \((W = 0)\) and selects other data \((W = 1)\) in a meaningful order for training, the noisy label problem can also be overcome by the soft-sampling way, i.e., by adjusting the weight of each data loss value to optimize the model training. Motivated by the importance re-weighting [77], loss re-weighting aims to assign smaller weights to the examples with noisy labels and greater weights to clean examples. The key point of the loss re-weighting method is to study how to weigh each data. Active bias [17] focused on uncertain examples with inconsistently labeled predictions and assigned their prediction variances as loss weights for training. Wang et al. [134] proposed to use the ratio of two joint data distributions \( W(x, y) = P_{\text{clean}}(x, y) / P_{\text{noisy}}(x_i, y_i) \) to determine the loss weight of each noisy data. Zhang et al. [154] proposed to re-weight the examples according to
the structural relations among labels, which could eliminate the abnormal noise examples. Besides, learning-based re-weighting methods also gain more and more attention for label noise-robust learning. Ren et al. [103] proposed a novel meta-learning algorithm that performed a meta gradient descent step to minimize the loss on a clean unbiased validation set, which is believed to learn the best sample weighting.

4.2.2 Subset Selection. Subset selection methods aim to filter out noisy labeled data and ensure that only clean data (i.e., samples with uncorrupted labels) are used for training. The key issue in subset selection is how to identify noisy samples [13]. There are many explorations in noisy label identification, which can be mainly divided into small loss-based, influence-based, training dynamic-based, and others.

**Small loss-based methods.** According to the **memorization effect** [4] and observation of work [120], plenty of works assume that samples with small losses are clean and identify clean samples out of the mini-batch based on their forward losses, which is called the small-loss trick. For example, MentorNet [51], a loss-based subset selection method pre-trains an additional teacher network to supervise the training of a student network. During training, the teacher network selects data with small losses, which are likely to be correctly labeled, and then provides these clean data to the student network. Co-teaching [41], a new deep learning paradigm combats noisy labels by using two peer networks. Each network selects its small-loss samples as clean samples, and then feeds these clean samples to its peer network for further training. Co-teaching+ [150] further employs the disagreement strategy of [81] based on Co-teaching. INCV [19] randomly divides noisy training data and employs cross-validation to identify the clean data. After that, Co-teaching strategy is adopted to train the DNN on the identified examples. ITLM [114] iteratively minimizes the trimmed loss by alternating between selecting a fraction of small-loss samples at the current moment and retraining the DNN using them. [80] also relies on “small loss” heuristic but the threshold for sample selection is adapted based on the knowledge of label noise rates. However, the subset selection process in these methods is generally based on heuristics without guarantees. For this, Gui et al. [37] formalized the small-loss criterion to better tackle noisy labels and theoretically explained why this trick works.

However, the selected clean samples tend to be easy samples, resulting in numerous hard samples that contribute to accurate and robust model training being ignored. To further filter out the useful hard samples, SELFIE [119] introduces the “uncertainty” for selection, where the samples with low uncertainty are regarded as the hard samples. Then, they correct the losses of the hard samples and combine them with the losses of clean samples to propagate backward. MORPH [121], a novel self-transitional learning scheme estimates the optimal transition point in the seeding phase, and iteratively expands an initial safe set into a maximal safe set via self-transitional learning in the evolution phase.

Due to the assumption of the small loss-based methods that many true labeled examples tend to exhibit smaller losses than false labeled examples, in other words, true labeled examples and false labeled examples have less overlap in loss distributions (symmetric label noise), these methods will fail when the loss distribution of true-labeled and false-labeled examples largely overlap (asymmetric) [121] and when there exists instance-dependent label noise.

**Influence function (IF)-based methods.** The small-loss trick typically holds true for deep models but not for any predictive models [152], while influence-based subset selection methods can overcome this limitation. Using the influence function [23], the methods can estimate the influence of each training sample on model’s predictions in the test set. Any training sample that causes an increase in the test loss is considered harmful and will be removed later. The selection framework is shown in Fig 5. It shows four steps and contains two rounds of training. (1) The first round of training: train the model on the full training set and obtain \( f_\theta \). Here, \( \hat{\theta} \) denotes the learned network parameters, and \( \hat{\theta} = \arg\min_\theta \frac{1}{N} \sum_i l (x_i, \theta) \). (2) Compute IF according to the Table 2. \( \mathbf{\phi} = \left\{ \phi \left( x_1, \theta \right), \phi \left( x_2, \theta \right), \ldots, \phi \left( x_N, \theta \right) \right\} \). (3) Compute
sampling probability. \( \mathcal{R} = (\pi(\phi_1), \pi(\phi_2), \ldots, \pi(\phi_N)) \).

(4) The second round of training: train the model on the selected subset and obtain \( \tilde{f}_\theta \). Similarly, \( \tilde{\theta} \) represents the learned network parameters, and \( \tilde{\theta} = \arg\min_{\theta} \frac{1}{|\{i \mid y_i = 1\}|} \sum_{i=1}^{n} l(x_i, \theta) \).

Following this framework, Wang et al. [141] proposed an unweighted subsampling to draw a subset from the original dataset and potentially achieve better performance on the test dataset. Wang et al. [135] computed the influence of removing each training example on the loss across all validation samples, and improved model’s accuracy by dropping unfavorable training samples, whose influence value is positive. Influence-based methods are agnostic to a specific model, but they require the computation of Hessian values for the DNN, which is very costly.

![Influence function based subset selection framework](image)

**Training dynamic-based methods.** Instead of selecting clean data based on the metrics observed during training, the training dynamics-based methods are based on metrics that can describe how the data changes over the training times or iteration rounds. These metrics are continuously recorded during training and then calculated at the end of training for subsequent selection of clean data. Various options have been proposed, such as forgetting events and confidence learning.

During the model training, if a sample is correctly classified by the model and then it is incorrectly classified again as the model parameters are updated, it is said that a forgetting event has occurred for that sample. According to work [129], it is known that samples with noisy labels tend to experience more forgetting events than normal samples during the model training. Based on this heuristic rule, we can record the total number of forgetting events experienced by each sample and further identify the possible noisy labeled data. Inspired by the work, MORPH [121] robustly updates the DNN with the current maximal safe set and then derives a more refined set by adding newly memorized samples and deleting newly forgotten samples from the maximal safe set.

**Confidence learning** is a kind of uncertainty-based method. Uncertainty is the variance in the predicted probability of the correct class across iterations, and is used to measure the consistency of label prediction. Rank Pruning [91], a confidence learning-based method designed for binary classification, first estimates noise rates using predicted probability ratios with the help of a probabilistic classifier, and then relies on the output confidence of the base network in the training data to remove the most unconfident samples based on the estimated noise rate. Here, the confidence is the prediction probability. High confidence means that the prediction probability is close to 1 when the label is positive, and 0 when the label is negative. For the multi-class classification tasks, confidence learning [90] is further proposed, which is based on the assumption of classification noise process that noisy labels are class-conditional and depend only on the latent true class, not the data. Data with noisy labels are identified by estimating the conditional probability between a given noisy label and the potentially correct label.
Based on the idea of small loss, O2U-Net [47] records the loss of every sample during the cyclical training (from overfitting to underfitting). Then, clean data with small averaged normalized losses are selected for model re-training from scratch, while false-labeled examples with large losses are removed. Observing that clean samples have a larger margin than noisy samples, Pleiss et al. [96] introduced the AUM metric to separate correctly-labeled data from mislabeled data, where AUM measures the average difference between the logit values for a sample’s assigned class and its highest non-assigned class.

Since the calculation is performed after the target model training, the metrics used in the training dynamics-based methods are stable. Nevertheless, the computational cost of the subset selection process inevitably increases linearly with the number of training rounds.

Others. Consistency of networks can also be used to identify the mislabeled data [81, 88]. For example, Malach and Shalev-Shwartz [81] maintained two networks, and they assumed that label is noisy if both networks disagree with the given label. And the networks are updated using the samples with different label predictions. Apart from relying on the prediction of models, subset selection can also be performed by analyzing data representations. TopoFilter [144] utilizes the spatial topological pattern of learned representations to detect true-labeled examples with theoretical proof. NGC [145] iteratively constructs the nearest neighbor graph using latent representations and performs geometry-based sample selection by aggregating information from neighborhoods. Soft pseudo-labels are assigned to unselected examples.

In the application of fine-grained vision learning, web images have received increasing attention because they are easily accessible and do not require manual annotation [147]. However, due to the presence of noisy labels, models trained directly on web images tend to have an inferior recognition ability. To alleviate this issue, subset selection is often adopted to identify clean samples and filter out noisy ones. Initially, many works focused on designing loss-based subset selection algorithms, i.e., selecting clean samples out of mini-batches based on their losses. To further introduce other usable examples (such as hard example) into training, Sun et al. [126] proposed a certainty-based reusable sample selection for coping with label noise in web images.

4.3 Comparative Analysis of Data Sampling and Subset Selection

Data sampling and subset selection are done in different ways when solving the problems. Data sampling methods tend to re-weight the sampling probability or backward losses of all samples in the mini-batch to alleviate the impact of problematic data on model training, while subset selection methods overcome problems by ignoring some problematic data. And after the model training, data sampling methods could cover all samples in the training dataset without losing any information, while subset selection methods inevitably lose some data information. Therefore, they have different solution boundaries when dealing with the same problem.

For the class imbalance problem, especially the long-tailed distribution problem, a large number of data sampling methods have been studied, but a few subset selection studies have been conducted. This is due to the fact that to balance the extremely unbalanced class distribution, subset selection methods usually ignore a large number of samples from the head classes, which leads to significant loss of useful information and degradation of model performance on the head classes. Therefore, compared with data sampling, subset selection is not suitable for solving the class imbalance problem.

In dealing with the problem of noisy labels, the data sampling methods down-weight the sampling probability or losses of mislabeled samples to alleviate the impact of those noisy data on model training. During the training, this family of methods can cover all samples in the training dataset without breaking the distribution of the dataset, but they
Table 4. Comparative test accuracy (%) of classical data optimization methods on CIFAR-10 and CIFAR-100 [63] datasets with different fractions of noisy labels. "Sym." indicates symmetric, and "Asym." indicates asymmetric. The symbol "-" means the results are unavailable. "*" means using extra 1,000 clean images during sampling.

| Articles                          | Backbone    | CIFAR-10 | CIFAR-100 |
|----------------------------------|-------------|----------|-----------|
|                                  |             | Sym.     | Asym.     | Sym.     | Asym.     |
|                                  |             | 20% 40% 50% 80% 90% | 40% 20% 40% 50% 80% 90% |
| **Data Sampling**                |             |          |           |          |           |
| SPL[66] NIPS2010                 | ResNet-101  | 89.0     | 85.0      | 28.0     | 70.0      | 55.0      | 13.0      |
| ActiveBias[17] NIPS2017          | DenseNet    | 84.3     | -         | -        | 57.8      | -         | -         |
| reweight[103] ICML2018           | WideResNet-28-10 | 86.9 | -         | -        | 61.3      | -         | -         |
| DualGraph[154] CVPR2021          | ResNet-12   | 96.7     | 92.2      | 77.2     | 94.1      | 88.7      | 75.8 50.2 |
| **Subset Selection**             |             |          |           |          |           |
| Decoupling[61] NIPS2017          | ResNet-18   | 87.4     | 83.3      | 36.0     | 57.8      | 49.9      | 17.0      |
| MentorNet[51] ICML2018           | ResNet-101  | 92.0     | 89.0      | 49.0     | 73.0      | 68.0      | 35.0      |
| Co-teaching[41] NIPS2018         | ResNet-101  | 87.3     | 82.8      | 26.2     | 64.4      | 57.4      | 15.2      |
| Co-teaching*[150] ICML2019       | ResNet-18   | 88.2     | 84.1      | 45.5 30.1 | 64.1      | 45.3      | 15.5 8.8  |
| INCV[19] ICML2019                | ResNet-32   | 89.5     | 86.8      | 53.3     | 58.6      | 55.4      | 23.7      |
| SELFIE[119] ICML2019             | DenseNet    | -        | 86.5      | -        | 62.9      | -         | -         |
| Ozu-net[47] ICCV2019             | ResNet-101  | 92.6     | 90.3      | 37.8     | 74.1      | 69.2      | 39.4      |
| CL[80] ICLR2020                  | DenseNet    | 84.3     | -         | 77.7     | -         | -         | -         |
| AUM[96] NIPS2020                 | ResNet-32   | 90.2     | 87.5      | 54.4     | 65.5      | 61.3      | 31.7      |
| Topofilter[144] NIPS2020          | ResNet-18   | 90.2     | 87.2      | 45.7     | 65.6      | 62.0      | 20.7      |
| CRUST[83] NIPS2020               | ResNet-32   | 91.1     | 86.3      | 58.3     | 88.8      | 65.2      | 56.4      |
| CL: PBNR[90] JAIR2021            | ResNet-50   | 90.7     | 87.1      | -        | -         | -         | -         |
| MORPH[121] SIGKDD2021            | WideResNet-16-8 | 92.0 | -         | -        | 93.7      | 72.6      | -         |
| NGC[145] ICCV2021               | ResNet-18   | 95.9     | 94.5      | 91.6 80.5 | 90.6      | 79.3      | 75.9 62.7 29.8 |

still inevitably accumulate errors from mislabeled samples. Therefore, they work well on moderately noisy data, but fail to handle heavily noisy data. As shown in Table 4, data sampling method [154], for example, performs well on the CIFAR-10 dataset with 20% and 50% symmetric noise, but the test accuracy drops significantly to 77.2% on the CIFAR-10 dataset with 80% high noise. Compared with the data sampling, subset selection methods overcome the noisy labels problem by ignoring all unclean samples that contain many mislabeled instances. Although, this family of methods lost some information about the training dataset, it turns out that training on the clean samples yields a much better performance than correcting the whole sample on heavily noisy data [41]. Also as shown in Table 4, subset selection method [145] not only performs well on the CIFAR-10 dataset that contains 20% and 40% symmetric noise, but also still achieves more than 90% good performance on the CIFAR-10 dataset with 80% symmetric noise. Therefore for heavy noise, the subset selection method is a more promising approach.

5 DATA OPTIMIZATION FOR FAIR LEARNING

Dataset biases can lead to an overestimation of the true capabilities of current AI systems, so it is crucial for responsible AI to go for fairness against biased data. Sagawa et al. [107] have advocated resampling the majority group rather than weighting the minority group to achieve low worst-case group errors. Therefore, the key to dealing with this problem is to prevent models from overfitting the training dataset or to remove data that could easily allow the model to take shortcuts to fit the training set. This is also the way to improve the generality of the model.

5.1 Subset Selection

Dataset bias has various forms, such as contextual bias [130] in detection and recognition datasets, shape bias [105] in ImageNet datasets, and static bias [72] in action recognition datasets. Different measurers are proposed to help the
selector measure these biased data and filter them out. RESOUND [72] was proposed to quantify the representation biases of action recognition datasets and assembled a new $K$-class dataset with smaller biases by selecting an existing $C$-class dataset ($C > K$). REPAIR [73] was designed to learn a probability distribution over the dataset that favors instances that are hard for a given representation and removes representation bias by dataset selection. Some simple and classical subset selection strategies were used, such as Uniform (Keep $p = 50\%$ examples uniformly at random) and Threshold (Keep all examples $i$ such that $w_i \geq t$, where $t = 0.5$ is the threshold). AFLITE [68] was used to measure the “predictability” of each image, i.e., the ability of simple linear classifiers to predict them correctly, and images with the highest predictability scores were filtered out.

6 DATA OPTIMIZATION FOR DATA-EFFICIENT LEARNING

6.1 Data Sampling

Stochastic optimizers (e.g., Stochastic gradient descent (SGD), mini-batch SGD and etc.) are commonly used for model parameter optimization. Instead of computing the full gradient $\nabla R(f_{\theta})$ on the full dataset, they randomly select $n$ samples, compute $\frac{1}{n} \sum_i \nabla R(f_{\theta}, x_i)$ to approximate $\nabla R(f_{\theta})$ and update the model parameters in each iteration. However, the convergence rate is slow when trained on randomly selected samples. Data sampling methods can accelerate convergence rates by carefully adjusting the order of training samples to achieve data-efficient learning. Generally, they re-weight each data according to the designed metric, and then select training samples based on the weights before each iteration. Different sampling strategies have been proposed to accelerate the convergence rate well.

As opposed to random sampling of the overall dataset, stratified sampling [160] and typicality sampling [95] are proposed to randomly sample from local data. To be specific, stratified sampling first divides the training set into several groups using a clustering algorithm, and then randomly selects data from each group respectively. Typicality sampling first divides the training set into a high density subset $H$ with size $N_1$ and a low density subset $L$ with size $N_2$, then randomly selects $n_1$ data from subset $H$ and $n_2$ data from subset $L$ with the constraint $\frac{n_1}{N_1} \geq \frac{n_2}{N_2}$. The above methods are roughly designed, where the weights of those data in each local subset are still the same.

Another type of method aims to design metrics that measure the effectiveness of each data and calculate the weight of each data individually. There are various metrics that can be used to re-weight the training data to speed up convergence, such as loss [50, 57, 78], gradient norms and bounds [1, 69], data heterogeneity [79], and Lipschitz constants [108]. To select the most informative and moderately difficult data that can accelerate training, Alain et al. [1] proposed to use the magnitude of each sample gradient to measure importance. Loshchilov and Hutter [78] argue that the data with the greatest losses can accelerate training and that these data should be selected more frequently, so they proposed to utilize latest known loss value of each data to rank and select them. Kawaguchi and Lu [57] showed theoretically that their proposed method can converge at a sublinear rate, where the gradient estimator tends to have higher loss data.

Apart from using instantaneous metrics to measure importance, training dynamics of DNNs on individual samples are also useful. Zhou et al. [161] introduced the dynamic instance hardness (DIH) metric and designed a learning strategy called DIH guided curriculum learning (DIHCL), which mainly selects samples with higher DIH. It showed that DIH is a more stable measure than instantaneous hardness.

6.2 Subset Selection

**Empirical Subset Selection.** Subset selection methods for data-efficient learning have recently gained a lot of interest.
Extensive works [67, 127, 135] have empirically demonstrated that deep learning models may not favor all training samples, and performance and generalization accuracy can be further improved by dropping some unfavorable samples, promoting efficient model learning. Here, the key issue in subset selection is how to determine the effectiveness of each data to select the most informative subset.

First, Wang et al. [140] proposed a straightforward, simple, but surprisingly effective stochastic mini-batch dropping (SMD) method, which skips each mini-batch with a default probability of 0.5. This method of dropping samples randomly with a certain probability has unstable performance, and it may blindly drop highly informative samples, resulting in degraded performance.

Shrivastava et al. [116] found that the dataset contains a large number of easy examples and a small number of difficult examples through research, and automatically selecting these difficult examples can make training more effective and efficient. Based on this finding, some methods [6, 94] use the loss or gradient of each sample to measure and select the difficult subset. Intuitively, data with higher losses are more difficult for model training. However, instantaneous loss is not a stable measure for subset selection, training dynamic is commonly used. Toneva et al. [129] introduced the metric forgetting event and counted the number of forgetting events happened during the training. If a forgetting event occurs for a sample, it indicates that the state of this sample has shifted from being correctly predicted to being incorrectly predicted. After the model training, the training data are sorted according to the number of forgetting events, and the data with more forgetting events are selected. The number of forgetting events is a stable metric that reveals intrinsic properties of the training data. In addition to hand-designed metrics, Fan et al. [31] used reinforcement learning to train a neural network that learned to select samples automatically for another neural network to optimize the speed of convergence.

The above methods are useful tools for machine learning on large datasets, but many of them are prohibitively expensive to apply in deep learning because they require to train the original model [11, 36, 129] or extra model [31] on the full training set to calculate features or some metrics for one or many times. To improve this computational efficiency, Coleman et al. [21] proposed to perform data subset selection by using a small proxy model, which is built by removing hidden layers from the target model, using smaller architectures, and training for fewer epochs.

Besides, above methods all do not provide any theoretical guarantee for the quality of the trained model on the extracted subsets, and may perform poorly in practice. For this reason, a great deal of work looks to coreset algorithms [34] and submodular functions [35, 85] for subset selection.

**Coreset Selection.** Coresets are weighted subsets of the data, which approximate certain desirable characteristics of the full data (e.g., the loss function, full gradient, etc.) [34, 82]. Early coreset selection algorithms were designed to accelerate the learning and clustering of machine algorithms, such as k-means and k-medians [43], SVM [132], Bayesian logistic regression [48], and Bayesian inference [14]. However, for the deep learning models that dominate the field of computer vision, these algorithms have limited applications because they are designed for specific models and problems. Recently, deep coreset selection-based methods [59–62, 82] are proposed, which have shown great promise for efficient and robust training of deep models.

In the supervised learning scenarios, data subset selection methods has access to the labels of the training dataset. With the supervision of labels, CRAIG [82] selected representative coresets of the training data that closely estimates the full training gradient, i.e., sum of the gradients over all the training samples. It has shown promise for several machine learning (ML) models. However, for high dimensional and non-convex ML models, subsets selected based on gradient information only capture gradient along the sharp dimensions, and lack diversity within groups of examples with similar training dynamics. Then, ADACORE [98] incorporated the geometry of the data to iteratively select coresets of training
examples that capture the gradient of the loss preconditioned with the Hessian. Such subsets capture the curvature of the loss landscape along different dimensions, and overcome the above issue. RETRIEVE [62] selected unlabeled data subsets via bi-level optimization for efficient semi-supervised learning. Another approach, GRAD-MATCH [60] selected subsets that approximately match the full training loss or validation loss gradient using orthogonal matching pursuit. For faster hyper-parameter tuning, AUTOMATA [59] framework was proposed to combine intelligent gradient-based subset selection with hyper-parameter search and scheduling algorithms to achieve it.

Besides focusing on the basic goal of efficient model training, several recent papers have further studied robust learning. CRUST [84] was proposed to handle noise in training data by extending CRAIG [82]. Unlike the conventional minimization on the loss of the training set, GLISTER [61] posed the coreset selection problem as a discrete-continuous bilevel optimization problem that minimized the validation set loss for efficient learning focused on generalization.

Apart from above learning scenarios, coreset selection methods [5, 61, 110, 142] are also used for active learning scenario, where a subset of data instances from the unlabeled set is selected to be labeled to reduce the labeling cost. Section 7 discusses this in detail.

**Subset Selection with Submodular Functions.** In this section, the data subset selection problem is formulated as a constrained submodular optimization problem and addressed by using submodular functions as proxy functions [56, 142].

Submodular functions [35, 85], a special class of set functions, exhibit a property that intuitively formalizes the idea of “diminishing returns”. Let $V = 1, 2, 3, ..., n$ denote a ground set of items (for example, in computer vision, a set of image or video frame data points in the training set), and $S \subseteq T \subseteq V$. A submodular function $f: 2^V \rightarrow \mathbb{R}$ will satisfy the diminishing returns property: $f(j \mid S) \triangleq f(S \cup j) - f(S) \geq f(j \mid T)$, where $j \in V \setminus T$. Submodular functions can naturally model the notion of diversity, representation and coverage and are also very appealing because a simple greedy algorithm achieves a $1 - 1/e$ constant factor approximation guarantee [85] for the problem of maximizing a submodular function subject to a cardinality constraint. Therefore, under the constraint of resources (for example, computation resource, restore resource, etc.), several recent subset selection works have adopted submodular functions as proxy functions [56, 64, 142] for finding diverse and representative subsets.

Subset selection works well for continuous learning. Continual learning with neural networks has received an increasing interest recently. It refers to the setting where a learning algorithm is applied to a sequence of tasks or datasets, without the possibility of revisiting old tasks or datasets, usually suffering from the issue of catastrophic forgetting. To prevent forgetting, a replay buffer is usually employed to store the previous data for the purpose of rehearsal. Generally, it stores the random-sampled data as a proxy set, which limits its practicality to real-world applications due to ignoring the fact that not all training data are created equal. Data subset selection is an effective way to deal with this issue. For example, reservoir sampling has been employed in [49] so that the data distribution in the replay buffer follows the data distribution that has already been seen. And coverage maximization is also proposed in [49]. It uses euclidean distance as a difference measure to keep diverse samples in the replay buffer. Aljundi et al. [2] proposed a sampling method called GSS that diversifies the samples in the replay memory using the parameter gradient as the feature. Besides, the coreset selection is suitable for it due to the property that a model trained on the coreset performs almost as well as those trained on the full dataset. However, existing coreset selection algorithms are limited to simple models such as k-means and logistic regression. Borsos et al. [12] proposed a novel coreset construction via cardinality-constrained bilevel optimization to efficiently generate coresets for continual learning with neural networks. Yoon et al. [148] proposed Online Coreset Selection (OCS) to obtain a representative and diverse subset that had a high...
Table 5. Comparative test accuracy (%) of some data optimization methods for data-efficient learning on CIFAR-10 and CIFAR-100 datasets with different budgets. Note that SB requires additional computation because of the forward passes. The symbol "-" indicates that the results are not available.

| Dataset: CIFAR-10 | CIFAR-100 | Backbone |
|------------------|-----------|----------|
| **Data Sampling** |           |          |
| p-SGD[17]        | NIPS2017  | 92.3     | 92.9     | 93.9     | 94.6   | 70.2   | 72.1   | 72.9   | 74.6   | ResNet-18 |
| c-SGD[17]        | NIPS2017  | 91.7     | 92.8     | 93.7     | 94.6   | 69.9   | 71.6   | 73.0   | 74.6   | ResNet-18 |
| SB[50]           | arxiv2019  | 93.4     | 93.9     | 94.2     | 94.6   | 70.9   | 72.3   | 73.4   | 74.6   | ResNet-18 |
| OSGD[57]         | AISTATS2020 | 90.6    | 91.8     | 93.5     | 94.6   | 70.1   | 72.2   | 73.4   | 74.6   | ResNet-18 |
| scan-SGD[3]      | BMVC2021  | 92.0     | 93.1     | 93.8     | 94.6   | 70.9   | 72.3   | 73.5   | 74.6   | ResNet-18 |
| unif-SGD[3]      | BMVC2021  | 91.8     | 92.7     | 93.7     | 94.6   | 70.4   | 72.0   | 73.4   | 74.6   | ResNet-18 |
| **Subset Selection** |           |          |
| random Forgetting Events[129] | ICLR2019 | 80.8 | 87.0 | 87.6 | 95.1 | 31.6 | 49.6 | 58.6 | 75.4 | ResNet18 |
| GRAIG[82]        | ICM2020   | 87.5     | 90.8     | 92.5     | 95.1   | 55.2   | 66.2   | 70.0   | 75.4   | ResNet18 |
| GRAD-MATCH[60]   | ICML2021  | 90.9     | 91.7     | 91.9     | 95.1   | 59.9   | 68.3   | 71.5   | 75.4   | ResNet18 |
| GLISTER[61]      | AAAI2021  | 91.9     | 92.8     | 93.6     | 95.1   | 44.0   | 61.6   | 70.5   | 75.4   | ResNet18 |
| RETRIEVE[62]     | NIPS2021  | 94.6     | 94.8     | 94.8     | 94.8   | -      | -      | -      | -      | Wide-ResNet-28-2 |

6.3 Comparative Analysis of Data Sampling and Subset Selection

Data-efficient learning is necessary when real-world applications have constrained limited training resources. During the optimization of the model, data efficient learning can be achieved by performing data sampling or subset selection with budget constraints. Table 5 shows the test accuracy of some data sampling and subset selection methods under various budget restrictions. If a model is trained for $T$ epochs on a dataset that has $N$ samples without a budget restriction, then when there is a budget constraint $B \in [0, 1]$, the budget $B$ is typically used to limit (1) the number of training epochs to $T \times B$ (in scan-SGD[3]), (2) the number of samples per epoch to $N \times B$ (in p-SGD[17], c-SGD[17], SB[50], OSGD[57], and unif-SGD[3]), or (3) the number of samples during entire training epochs to $N \times B$ (in all subset selection methods). Comparing (2) and (3), the former’s selected samples change across training epochs, i.e., the model could see all $N$ data throughout the training epochs, while the latter’s is fixed, i.e., it only sees the selected $N \times B$ data. As can be seen in Table 5, data sampling methods and subset selection methods have comparable performance given comparable computation power budgets. However, if the storage budget is limited, such as for the continuous learning task, subset selection methods are applicable.

7 DATA OPTIMIZATION FOR LABEL-EFFICIENT LEARNING

7.1 Active Learning

Active learning contributes prominently to label-efficient learning and is attracting increasing attention. Extensive surveys [76, 104] have been conducted on this topic, so we will only cover the most prominent techniques here.

Most active learning methods employ pool-based sampling whose framework is shown in Fig. 6. It selects the data to be annotated based on the evaluation and ranking of the overall unlabeled candidate pool. Similarly, the design of the measurer and the selector is the key to active learning. The main designs include the uncertainty-based methods [7, 70, 99, 113], distribution-based methods [10, 40, 89, 110, 111], and auto-metric learning [22, 32, 101].
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Fig. 6. The pool-based active learning framework. Initially, active learning trains the predictor with a small amount of labeled training data, uses the designed measurer to measure the importance of the data in the unlabeled candidate data pool, uses its selector to select a few unlabeled samples to the oracle (e.g., human annotator), labels them, adds them into the labeled training data pool, and then re-trains the predictor. During active learning, the amount of data in the unlabeled candidate data pool decreases while the amount of data in the labeled pool increases until the label budget is exhausted or the pre-defined termination conditions are reached. Herein, $D^c = D^{tr} \cup D^{cd}$ and $|D^{tr}| < |D^c|$.

Uncertainty-based methods. Uncertainty sampling of unlabeled samples is a commonly adopted selection strategy in active learning. It bases on the simple concept of selecting those unlabeled samples that are the most uncertain in terms of predicted probability for labeling. They assume that the uncertainty samples will provide more information for the training of predictors. There are various ways to measure uncertainty on the predicted probability, such as the common uncertainty-based methods 1-3 in Table 2. For example, when the predictor is a binary classifier, uncertainty sampling selects the example whose probability is nearest to 0.5. In a multiclass classification task, the least confident metric [106] can be used to select the uncertain example. The larger the value of $\phi_{\text{least confidence}}(x)$, the more uncertainty the data will be. But when there are confusable samples, the least confident metric will ignore many possible samples. For this problem, the margin sampling ($\phi_{\text{margin}}(x)$) [52], a modified version, was designed to select the example with the smallest probability difference between the most and second most likely labels ($y_1$ and $y_2$ in Table 2, respectively). That is, the larger $\phi_{\text{margin}}(x)$ is, the higher the uncertainty of the data. This method can be further optimized using entropy as the uncertainty measure ($\phi_{\text{entropy}}(x)$) [112] where entropy is an information-theoretic measure for the amount of information to encode a distribution. Compared to the least confidence and margin confidence, the entropy metric takes into account the predicted probability of the model for all classes of a given data. Query-by-Committee [113] also belongs to the uncertainty-based method. Instead of training only one model, it is done by training a committee of models on the same labeled dataset and selecting samples based on the votes of each model. The more disagreement between models on a given data, the higher the uncertainty of that data.

Distribution-based methods. Simple uncertainty sampling methods focus on individual examples instead of the entire set of examples, resulting in a lack of diversity and representativeness in the selected data. There are three representative data distribution-based methods that can complement uncertainty sampling: diversity, representativeness and coreset. A diversity-based method can select samples that maximize batch diversity. However, it may select points that are diverse but provide little new information to the model, so most methods [25, 29, 40] typically combine diversity and uncertainty for active learning. Demir et al. [25] used a heuristic to first filter the pool based on uncertainty and then chose point to label using diversity. Elhamifar et al. [29] designed a discrete optimization problem for balancing uncertainty and diversity to obtain a diverse set of hard examples. Besides diversity, the most commonly used distribution-based method is probably the representativeness [28, 146]. Since data is always redundant, it is intuitively
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Fig. 7. Comparison of (a) standard AL, (b) AL with meta learning and (c) Reinforced AL [44] pipelines. Different from (a), measurer and selector of (b) and (c) are equipped with a well-designed deep network structure and will automatically learn from the data. The differences are emphasized in red. Notably, to obtain well-learned measures and selectors, the structure of the training set needs to be reformed prior to learning.

good to train models with more representative samples. In [146], Yang et al. proposed a single shot active learning using pseudo annotators, where the pseudo annotators can be taken as a special way to find the most representative sample. Coreset selection can also be used to find the representative samples for active learning whose representation comes from the global training set, not from a subset. Some methods [5, 61, 142] simplify the active leaning problem by reducing it to a submodular optimization that can model characteristics such as diversity and representation. BADGE [5] samples groups of points with diverse and higher magnitude of hypothesized gradient, incorporating both prediction uncertainty and sample diversity into each selected batch. Sener and Savarese [110] defines active learning as a core set selection problem and has shown that models learned over k-centers of a dataset are competitive with those trained over the full data. In this method, selecting center points means that the largest distance between a data repeat point and its nearest center is minimized. Coreset methods have shown promising performances in some datasets.

**Auto-metric learning methods.** The metrics used in above methods are manually designed based on human experience and prior assumptions, and thus their performance are severely limited by the experience of the researcher. In contrast to them, there is a lot of work focused on auto-metric learning. They are trying to design measurers with deep architectures that automatically learn how to measure the importance of each data, but may need more data in the training. Different learning modes are introduced to active learning, including meta learning and reinforcement learning, as shown in Fig. 7 (b) and (c). Meta learning, which aims to obtain higher training performances with fewer training samples, is introduced to form the meta learning measurer [22, 100, 101]. The meta learning measurer outputs the importance of the unlabeled samples, but not the prediction error. After ranking the importance of unlabeled samples, the top $n$ samples are usually selected and labeled. Reinforcement learning is introduced in [32] to flexibly and quickly tune the selection policy based on the external feedback. The comparison of standard AL, AL with meta learning and reinforced AL pipelines is shown in Fig. 7. Unlike the traditional hand-designed policies of AL, measurers and selectors in AL with meta learning pipeline and reinforced AL pipeline have well-designed deep network structures. This shifts the spotlight on how to design an effective manual strategy to how to design an effective network structure. While network structures are generally rich and complex, they can effectively take into account the uncertainty and diversity of data during automatic learning. Besides, to train those measurers and selectors well, the structure of the training set needs to be reformed before training [76].
After achieving label-efficient training, reducing test labeling will be the main bottleneck to reduce the overall labeling cost as the test data also needs to be manually labeled. Especially when the performance of rare categories is of interest, the validation problem is particularly difficult. While it is easy to collect a large amount of unlabeled data, finding even a small number of positives via uniform random sampling can require labeling thousands of images. Therefore, it requires more efficient methods than uniform random sampling. Poms et al. [97] proposed an active sampling algorithm for simultaneous calibration and importance sampling to achieve accurate estimation even in the case of low samples (< 300 samples).

7.2 Comparative Analysis of Subset Selection and Active Learning

In terms of the nature of the task, they both aim to select the most informative subset from the training set, i.e., the core set. Thus, coreset selection algorithms [56, 142] are suitable for both subset selection and active learning. However, there are differences between the setting of the two tasks. The purpose of the data subset selection algorithm is to reduce the amount of data, and the data studied are labeled. Therefore, the subset selection can be supervised with labels, and richer metrics are used to select the core set. In contrast, active learning aims to reduce the number of labels, and the data studied is unlabeled, and the methods mainly focus on exploring the uncertainty of the data to select the core set. Therefore, a core set selection algorithm needs to be fine-tuned when applied to two tasks.

8 RELEVANT LEARNING PROBLEMS

8.1 Dataset distillation

Dataset distillation (or dataset condensation) [16, 137, 159] encapsulates knowledge of the full training set into a small number of synthetic training images, with the aim that a DNN trained on the synthesized data has almost the same or better generalization ability than one trained on the full training set. In contrast to subset selection and data sampling, dataset distillation is not limited to the sample distribution in the original dataset when synthesizing data points, and it does not pursue the realism of the generated data. In addition, data privacy is protected because dataset distillation does not present the original data to the user. Therefore, this paper considers dataset distillation as an effective and promising way to address data privacy problem. Although significant progress has been made in this research area, it remains a challenge to apply dataset distillation on large scale and high resolution datasets due to expensive and difficult optimizations.

8.2 Feature Selection

In the era of big data, feature selection [71] is one of the very popular ways of data pre-processing. Unlike the data subset selection that selects data, feature selection selects the features of the data. Generally, when training on a dataset, apart from the presence of redundant and noisy data, there are many irrelevant and noisy features that not only increase the computational cost, but also cause the model to overfit and perform poorly on unseen data. Feature selection aims to remove these features while maintaining the physical meaning of the original features to reduce storage and computation costs while avoiding significant losses. Typically, there are three types of feature selection: supervised feature selection, unsupervised feature selection, and semi-supervised feature selection. Thus, feature selection can be complemented with data subset selection and active learning to achieve effective and efficient model training.
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8.3 Semi-supervised learning

Semi-supervised learning (SSL) algorithms have achieved great success in recent years. It combine limited labeled data with large amounts of unlabeled data to perform certain machine learning tasks. However, the current state-of-the-art SSL algorithms are computationally expensive and require significant computational time and resources. This is a huge limitation for many small companies and academic groups. Since coreset selection and SSL are orthogonal, then to facilitate research and effective training of SSL, coreset selection algorithms can be utilized to provide an informative unlabeled subset of data for SSL. By training on the unlabeled data subset instead of the entire unlabeled dataset, SSL can achieve faster convergence and significantly reduce the computational cost.

9 DISCUSSION AND FUTURE DIRECTIONS

Green AI. With the continuous development and maturity of model structures, good model structures are readily available and are no longer the main obstacle, while data becomes the main factor in determining the effectiveness and the trustworthiness of AI. Data-centric AI has become an inevitable trend. As one of the key technologies, data optimization is receiving more and more attention. However, progress in each data optimization direction has been inconsistent. Active learning, for example, has been successful in common computer vision downstream tasks, while data subset selection has been studied mainly on image classification and recognition tasks. Essentially, the research progress achieved is positively correlated with the focus on data problems in the field. This suggests that the field of computer vision is currently generally plagued by problems such as costly data annotation and noisy labels, while the problem of slow computation due to large data scales can be solved by increasing computational resources [149]. Inspired by the call for green AI [109], this paper argues that not only training performance but also training efficiency needs to be considered. Therefore data optimization for data-efficient learning has remarkable research value and is urgently needed to be applied and studied in various computer vision tasks.

Data optimization for heterogeneous data biases. In addition, existing data optimization studies often implicitly assume that the dataset has only one specific data problem and focuses on solving this single problem, while multiple problems often coexist in real datasets, e.g., data crawled from the web will contain both noisy labels and imbalanced class distributions. And the data optimization to solve a single problem is not directly applicable to real datasets with heterogeneous data biases. For example, in the problem of noisy labels, data sampling tends to up-weight the data with smaller training losses as they are more likely to be clean data. Yet in the problem of class imbalance, the data with smaller training losses are more likely to be the head classes. Undoubtedly, up-weighting samples with smaller losses will exacerbate the problem of class imbalance. To better optimize real datasets and improve dataset quality in real applications, data optimization methods need to have the ability to solve multiple data problems simultaneously. Such methods are yet to be investigated. To our knowledge, the meta sampler [118] is a promising solution that adaptively learns the data weights for different datasets.

Data optimization with theoretical guarantees. Commonly used data optimization methods, such as loss-based methods, confidence-based methods and uncertainty-based methods are empirically designed methods without theoretical guarantees on the quality of the models trained on the optimized dataset. For example, with respect to the different methods for subset selection, it is known from the comparative experimental results of [38] that the submodular function-based method with theoretical guarantees has an obvious performance advantage. Therefore, how to better design methods with theoretical guarantees is worth further exploration.
10 CONCLUSION

Data optimization is a key technique for improving dataset quality and has received increasing attention in machine learning and deep learning. In this paper, for the first time, we summarize and analyze inherent or extrinsic problems faced by large scale datasets. In response to these problems, we review the field of data optimization, and present and compare different data optimization algorithms in detail. Based on our analysis, we provide several potential future research directions. We hope that this survey will provide useful insights for researchers and motivate them to make more progress in the future.
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