Abstract: The rapid outbreak of COVID-19 has caused serious harm and infected tens of millions of people worldwide. Since there is no specific treatment, wearing masks has become an effective method to prevent the transmission of COVID-19 and is required in most public areas, which has also led to a growing demand for automatic real-time mask detection services to replace manual reminding. However, few studies on face mask detection are being conducted. It is urgent to improve the performance of mask detectors. In this paper, we proposed the Properly Wearing Masked Face Detection Dataset (PWMFD), which included 9205 images of mask wearing samples with three categories. Moreover, we proposed Squeeze and Excitation (SE)-YOLOv3, a mask detector with relatively balanced effectiveness and efficiency. We integrated the attention mechanism by introducing the SE block into Darknet53 to obtain the relationships among channels so that the network can focus more on the important feature. We adopted GIoUloss, which can better describe the spatial difference between predicted and ground truth boxes to improve the stability of bounding box regression. Focal loss was utilized for solving the extreme foreground-background class imbalance. Besides, we performed corresponding image augmentation techniques to further improve the robustness of the model on the specific task. Experimental results showed that SE-YOLOv3 outperformed YOLOv3 and other state-of-the-art detectors on PWMFD and achieved a higher 8.6% mAP compared to YOLOv3 while having a comparable detection speed.
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1. Introduction

Coronavirus Disease 2019 (COVID-19) unexpectedly broke out in 2019 and has seriously affected the whole world. As of 26 March 2021, COVID-19 has infected more than 125 million people worldwide and caused over 2.7 million deaths [1]. One of the transmission routes of COVID-19 is through droplets of saliva or nasal secretions when an infected person coughs or sneezes, which is highly infectious and could be worse in crowded places. Since there is no specific treatment for COVID-19 [2], infections have to be limited through prevention methods. Studies have shown that wearing masks can reduce the risk of coronavirus transmission [3], which means wearing masks is currently one of the effective prevention methods [4]. According to the World Health Organization (WHO), the right way to wear a mask is by adjusting the mask to cover the mouth, nose, and chin [5]. The protection will be greatly reduced if masks are not worn properly. At present, security guards are arranged in public places to remind people to wear masks. However, this measure not only exposes the guards to the air that may contain the virus, but also leads to overcrowding at the entrances due to its inefficiency. Therefore, a fast and effective method is needed to address the situation.

Computer vision is an interdisciplinary scientific field that involves how computers gain advanced understanding from digital images or videos [6]. Traditional computer vision tasks include image processing, image classification, object detection, and image...
Object detection can detect instances of visual objects of a certain class in the images [7], which is a proper solution for the problem mentioned above. Consequently, mask detection has become a vital computer vision task to help the global society.

There has been some recent research addressing mask detection. RetinaMask [8] introduced a context attention module and transfer learning technique to RetinaNet, achieving 1.9% higher average accuracy than the baseline model. D. Chiang et al. [9] improved SSD with a lighter backbone network to perform real-time mask detection. However, both the accuracy and the speed of these approaches can be further improved. Meanwhile, most of the relevant studies only discussed whether to wear masks, without considering the situation of incorrect mask wearing. To guide the public away from the pandemic, detection of incorrect mask wearing needs to be discussed. Hence, building an appropriate dataset for mask detection and developing a corresponding detector are regarded as crucial issues.

In this paper, we proposed a new object detection method based on YOLOv3, named Squeeze and Excitation YOLOv3 (SE-YOLOv3). The proposed method can locate the face in real time and assess how the mask is being worn to aid the control of the pandemic in public areas. Our main contributions are depicted as follows:

1. We built a large dataset of masked faces, the Properly-Wearing Masked Face Detection Dataset (PWMFD). Three predefined classes were included concerning the targeted cases.
2. Combined with the channel dimension of the attention mechanism, the backbone of YOLOv3 was improved. We added the Squeeze and Excitation block (SE block) between the convolutional layer of Darknet53, which helped the model to learn the relationship between channels. The accuracy of the model was improved with negligible additional computational cost.
3. We proposed an algorithmic improvement to the loss function of the original YOLOv3. We replaced the Mean Squared Error (MSE) with GIoU loss and employed focal loss to address the problem of extreme foreground-background class imbalance. Further analysis of these modifications in our experiments was done, which showed that with the SE block, GIoU loss, and focal loss, the mAP was improved by 6.7% from the baseline model.
4. To adjust the model to application scenarios in the real world, we applied the mixup technique to further improve the robustness of the model. As shown in the results from the ablation experiment, the mixup training method led to a 1.8% improvement in the mAP.

The remainder of this paper is organized as follows: In Section 2, we briefly review related work in object detection and face mask detection. The proposed mask detection method is introduced in Section 3, and we present the experimental results in Section 4. Finally, we conclude the paper in Section 5.

2. Related Work

Object detection is a fundamental task in computer vision and widely applied in the applications of face detection [10], skeleton detection [11], pedestrian detection [12] and sign detection [13]. Face detection is always a hotspot in object detection. Due to the outbreak of the pandemic, face mask detection has attracted much attention and research.

2.1. CNN-Based Object Detectors

The Convolutional Neural Network (CNN) is a class of deep neural networks that are inspired by biological processes [14]. A CNN consists of a series of building blocks, such as the convolutional layer, pooling layer, and fully connected layer, and is capable of learning automatically and adaptively learning the spatial hierarchies of features through a backpropagation algorithm. The kernels of a CNN are shared across all the image positions, which makes it highly efficient with respect to the parameters. These properties make the CNN an ideal solution for computer vision tasks.

In recent years, with the great improvement of GPU computing power, deep learning technology has been booming. AlexNet [15], the champion model of the ImageNet Competi-
tion in 2012, utilizing a GPU for computing acceleration, has brought a rebirth to deep learning. As an important task in computer vision, object detection has also been greatly promoted. According to the proposed recommendations and improvement strategies, the current object detection methods can be divided into two categories: two-stage detectors and one-stage detectors [16].

2.1.1. Two-Stage Detectors

The two-stage method first generates a large number of region proposals for each image through a heuristic algorithm or CNN and then classifies them and regresses these candidate regions. As the earliest object detection method based on deep learning, R-CNN [17] belongs to a two-stage detector. R-CNN [18] firstly adopts selective search to generate a sparse set of candidate regions. Then, it extracts the features of the region through CNN and finally determines the class of each object by SVM and fine-tunes the bounding boxes using linear regression. Other common models are Fast R-CNN [19], Faster R-CNN [20], SPPNet [21], Feature Pyramid Network (FPN) [22], Cascade R-CNN [23], etc. Although the two-stage detectors have good detection performances, their training phases are complex, and the testing speeds are usually slow, so they are not suitable for the real-time requirement.

2.1.2. One-Stage Detectors

In 2015, You Only Look Once (YOLO) [24], proposed by R. Joseph et al., broke the domination of two-stage detectors in object detection. Unlike the two-stage methods, YOLO directly classifies and predicts the target at each location on the whole original image. The network divides the image into grids and synchronously predicts the bounding boxes and the probability of each region. Compared with the two-stage detectors, YOLO has extremely fast detection speed with the cost of a reduction in positioning accuracy. Since then, R. Joseph et al. made some incremental improvements and proposed YOLOv2 [25] and YOLOv3 [26]. The anchor mechanism [27], a more powerful backbone network, multiscale trainings, etc., were introduced to further improve YOLO’s accuracy and speed. In addition to the YOLO series, SSD [28], RetinaNet [29], EfficientDet [30], and RetinaMask [31] are representative models of one-stage object detection. Among them, RetinaNet [29] was proposed by T.-y. Lin et al., in 2017. They discovered that the extreme foreground-background class imbalance during the training phase of dense detectors was the main reason why the one-stage detectors’ accuracy was low. To address this issue, focal loss was proposed. Through the reconstruction of the standard cross entropy loss [32], the detector paid more attention to the samples that were difficult to classify in the training phase, enabling the one-stage detector to achieve comparable accuracy to two-stage detectors while maintaining a high detection speed.

2.2. Face Mask Detection

After the outbreak of the pandemic, masks have become a necessity for people’s lives, and the detection of masks on pedestrians has become an important direction. Wang et al. proposed a new anchor-level attention algorithm [33] for occluded face detection, which could boost the features of face regions and improve the accuracy by combining the anchor point allocation strategy and data expansion. However, the work by Wang et al. did not address the issue of mask detection. D. Chiang [9] built a face mask dataset composed of WIDERFace [34] and MAFA [35] and used SSD for detection, but for real-time performance, the number of parameters was compressed, resulting in an accuracy of only 89.6% on the dataset. RetinaMask [8], proposed by Jiang et al., introduced a Feature Pyramid Network (FPN) combined with a content attention mechanism and chose ResNet [36] or MobileNet [37] as the backbone network to work both on high- and low-computation hardware. Loey et al. [38] adopted the hybrid transfer learning model and machine learning methods for better feature extraction and classification. The final accuracy reached 99.64% on the Real-Time Face Dataset (RMFD) [39], 99.49% on the Masked Face Dataset.
(SMFD) [39], and 100% on the Labeled Faces in the Wild (LFW) dataset [40]. However, the detection speed was not discussed in [8,38]. Both works discussed above concentrated on the accuracy of detecting masks, and the speed of detection was not properly addressed. Moreover, these methods only detected masks and could not tell whether the masks were put on correctly.

Cabani et al. [41] proposed masked face images based on facial feature landmarks and generated a large dataset of 137,016 masked face images, which provided more data for training. Simultaneously, they developed a mobile application [42], which instructed people to wear masks correctly by detecting whether users’ masks covered their nose and mouth at the same time. However, the generated data in [41] might not be applicable to a real-world scenario to some extent, and they did not address the detection speed. We further built the PWMFD dataset by adopting the idea from Cabani et al.

2.3. Methods Based on YOLOv3

YOLOv3 [26] is an incremental version of the YOLO family. Following the anchor mechanism introduced in YOLO9000, YOLOv3 makes predictions from feature maps at three different levels. The feature maps are divided into grids, and the cells of the grids are placed with anchors of different sizes and aspect ratios, which are acquired by performing K-means on the dataset. Anchors are labeled as foreground if their IoU with any ground truth box is larger than the threshold of 0.3. Boxes’ center coordinates and sizes are regressed based on the positions and sizes of the anchors. Compared to using a fully connected layer to predict the coordinates of bounding boxes directly, the anchor-based mechanism can significantly improve the model’s recall on objects with small sizes. Instead of a softmax layer, YOLOv3 performs classifications with C binary classifiers, where C is the number of classes of the dataset. This alteration empowers YOLOv3 with the capacity to perform multi-label classification. Following the idea of the residual network, a deeper backbone network Darknet-53 was adopted in YOLOv3. Additionally, YOLOv3 applies a multi-scale training strategy, which further addresses the previous YOLO’s difficulty in detecting small objects.

YOLOv3 is competitive in both accuracy and speed, and it is robust in detecting different types of objects. As a result, YOLOv3 has been widely applied in industries, such as manufacturing and military. Many extended works on YOLOv3 have been proposed, which were mainly focused on speed, accuracy, and the model’s size. To fulfill the real-time requirement in electronic components manufacturing, Huang et al. [43] incorporated the MobileNet framework to lighten YOLOv3. The pointwise convolution layer in MobileNet is an effective substitute for the residual layers in DarkNet-53, with less computational complexity. With the lightweight improvement and marginal cost on accuracy, the model is two-times faster than the original model. Zhao et al. [44] proposed Mixed YOLOv3-LITE, which is aimed at embedded and mobile smart devices. Mixed YOLOv3-LITE employs the shallow backbone of YOLO-LITE to replace DarkNet-53 and adds a residual structure and parallel high-to-low-resolution subnetworks to achieve the fusion of shallow and deep features. The size of Mixed YOLOv3-LITE is reduced to 20.5 MB, which is 91.70% smaller than the original YOLOv3 model. GC-YOLOv3 [45] introduces a Global Context block and learnable fusion between the feature extraction network and the feature pyramid network. The global context block can build a long-range dependency relationship among all feature pixels in the feature map so that the model can focus on different regions. The learnable semantic fusion component makes use of the output of the extraction network, enhancing the head network’s capacity to recognize objects in the feature maps better. By adding these components, GC-YOLOv3 greatly improves the accuracy with a small amount of additional computation cost.

3. The Proposed Method

To achieve real-time mask detection and improve the accuracy of YOLOv3, we proposed a new object detector, SE-YOLOv3. Firstly, we introduced an attention mechanism
to the backbone network, which can help the network allocate more resources to important features. Then, we employed GIoU and focal loss to accelerate the training process and further improve the performance. Finally, we adopted suitable data augmentation techniques for face mask detection to achieve robustness.

3.1. Base Framework

YOLOv3 [26] follows the idea of the anchor box in YOLOv2 [25], setting 9 anchor boxes referring to the area and aspect ratio. We performed k-means clustering on the data to get bounding box priors for the task. K-means is a commonly used clustering algorithm based on Euclidean distance. The hypothesis of K-means is that the data are generated from k exact centers and some Gaussian noise. It first picks k random points from the data as centroids and then assigns all the points to the closest cluster centroids. The centroids are recomputed on the newly formed clusters after the assignments. The assignment and centroids’ computation is repeated until the maximum number of iterations are reached or the centroids of newly formed cluster do not change.

The final anchor size is the center of the 9 clusters (such as P8, P2) shown in Figure 1. The bounding box priors on PWMFD are shown in Table 1. In this way, it can reduce the learning difficulty for the model and significantly improve the model’s detection performance of the target bounding box.
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**Figure 1.** The visualization of k-means clustering on the PWMFD. We predict the width and height of the box as offsets from cluster centroids.

| Feature Map Size | 13 × 13 | 26 × 26 | 52 × 52 |
|------------------|---------|---------|---------|
| Priors’ Anchor Size | 8 × 15 | 68 × 65 | 78 × 151 |
|                   | 18 × 32 | 50 × 99 | 137 × 201 |
|                   | 33 × 53 | 109 × 106 | 220 × 253 |

We used multiscale training to make our model more robust at different input scales. As shown in Figure 2, the network randomly selects a scale m every 10 batches in the training phase, \( m \in [320, 352, 384, 416, 448, 480, 512, 544, 576, 608] \), and resizes the input image into \( m \times m \). Then, the image is divided into \( S \times S \) grids. The grids are responsible for detecting the objects whose bounding box center is located in them. After that, the backbone network extracts feature maps from the input image. The FPN module upsamples the output feature maps and concatenates them to the output from the previous convolutional
layer. Finally, the sizes of the feature map output by the model are $13 \times 13$, $26 \times 26$, and $52 \times 52$.

**Figure 2.** The network architecture of SE-YOLOv3. Each convolutional block of Darknet53 is defined as $C_1$ to $C_5$, and activation layers are omitted for brevity. The details are described in Sections 3.1–3.4.

### 3.2. Attention Network

To learn more feature representations, the convolutional network needs to get much information from the image. However, some information may be disruptive and affect the learning process of the model. To make the model focus on the important information in each channel, we introduced two SE blocks \[46\] into the backbone and called it SE-Darknet53 (see Figure 2). Let $\text{Feature}_{in}$ be the output feature of the convolution layer with spatial dimensions $(h \times w)$ and $c$ be the number of channels. Suppose $f_d$ is the feature in the $d$-th channel and $d \in 1...c$, $\text{Feature}_{in} = [f_1, f_2, ..., f_c]$.

The SE block consists of 3 steps: squeeze, excitation, and scale. The process of the SE block is summarized in Algorithm 1. Since each convolution only operates in a local spatial dimension, it is difficult to obtain enough information to extract the relationship between channels. Therefore, we first performed the squeeze operation on $\text{Feature}_{in}$ through the spatial dimensions. Global average pooling was adopted to generate global features $z \in \mathbb{R}^c$ by encoding the entire spatial feature on the channels. The $d$-th dimension feature of $z$ can be calculated as: Equation (1).

$$z_d = F_{sq}(f_d) = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} f_d(i,j).$$

Then, we performed the excitation on the global features. To learn the nonlinear relationships between each channel while emphasizing multiple channels, as shown in Equation (2), a simple gating mechanism with a sigmoid activation was utilized.

$$a = F_{ex}(z, w) = \sigma(w_2 \delta(w_1 z)),$$

where $\sigma$ refers to ReLU and $\delta$ refers to the sigmoid. $w_1 \in \mathbb{R}^c \times r$, $w_2 \in \mathbb{R}^c \times c$ are the weights of two fully connected (FC) layers. The FC layer compresses the channels by a factor of $r$ to decrease the parameters (we used 4 in our experiments for all SE blocks in our model, which achieved a good tradeoff between performance and complexity), while the second layer increases the number of channels back to the original. Finally, the processed feature map $\tilde{f}_d$ can be calculated as shown in Equation (3).

$$\tilde{f}_d = F_{sc}(f_d, y_d) = f_d \cdot a_d,$$

where $y_d$ is a scalar, which is multiplied by $f_d$ as the weight of each channel and $\text{Feature}_{out} = [\tilde{f}_1, \tilde{f}_2, ..., \tilde{f}_c]$ is the final output of the SE block.
Algorithm 1 SE block

Require:
- input_features(width, height, channels)

Ensure:
- output_features(width, height, channels)

1: initialize(squeeze, ratio)
2: for $c \leftarrow 0$ to $channels - 1$ do
3: // global average pooling corresponding to Equation (1)
4: \hspace{1em} squeeze[c] ← mean(input_features[c])
5: end for
6: excitation ← dense(squeeze, units = $channels / ratio$)
7: // ReLU activation
8: excitation ← max(0, excitation)
9: excitation ← dense(excitation, units = $channels$)
10: // sigmoid activation
11: weights ← $1 / (1 + e^{*(-excitation)})$
12: for $c \leftarrow 0$ to $channel - 1$ do
13: // scaling channels corresponding to Equation (1)
14: \hspace{1em} output_features[c] ← input_features[c] \times weights[c]
15: end for
16: return output_features

3.3. Loss Function

According to YOLOv3, the loss function of SE-YOLOv3 can be formulated as Equation (4).

$$Loss_{\text{total}} = Loss_{\text{bbox}} + Loss_{\text{conf}} + Loss_{\text{class}}.$$  \hspace{1em} (4)

$Lloss_{\text{bbox}}$ means the localization loss of the bounding box. In the original YOLOv3, MSE is used as a loss function to perform bounding box regression and is sensitive to the scale of the targets, easily causing outliers in the training set to affect the performance of the model. To improve the model’s robustness to the target scale and maintain the consistency of the evaluation criteria in the training and testing phase, we used GIoU loss [47] as the bounding box loss function. The formulation of the GIoU is shown as Equation (5).

$$GIoU = \frac{\text{area}(Pre \cap Tru)}{\text{area}(Pre \cup Tru)} - \frac{\text{area}(Sur) - \text{area}(Pre \cap Tru)}{\text{area}(Sur)}.$$  \hspace{1em} (5)

In Equation (5), $Pre$ and $Tru$ represent the predicted and labeled bounding box; $Sur$ represents the minimum bounding box of $Pre$ and $Tru$. Taking the GIoU as an indicator to measure the real and predicted bounding boxes, Equation (6) shows the improved loss function of the YOLOv3 model.

$$Loss_{\text{bbox}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{obj} (1 - GIoU) * \left(2 - \frac{W_{Tru} \times H_{Tru}}{W_{Input} \times H_{Input}}\right).$$  \hspace{1em} (6)

Here, $I_{ij}^{obj}$ represents the $j$-th prior box in the $i$-th grid cell (the size is $S \times S$). If this prior box is responsible for predicting the position of the target bounding box, $I_{ij}^{obj} = 1$, and otherwise, $I_{ij}^{obj} = 0$. $S^2$ is the number of grid cells (in Figure 2), and $B$ represents the number of bounding boxes generated by each cell. $W_{Tru} \times H_{Tru}$ and $W_{Input} \times H_{Input}$ are the area of the ground truth bounding box and the input image.

For the loss function of confidence $Loss_{\text{conf}}$, we adopted the idea from focal loss [29], which can solve the problem of unbalanced background samples for reducing training.
time, speeding up model convergence, and improving model performance. The optimized confidence loss function formula is defined as Equation (7).

\[
\text{Loss}_{\text{conf}} = -\sum_{i=0}^{S^2} \sum_{j=0}^{B} \lambda_{ij}^\text{obj} \left[ a(1 - C_{ij})^\gamma \hat{C}_{ij} \ln(\hat{C}_{ij}) \right] \\
+ (1 - a)C_{ij}^\gamma (1 - \hat{C}_{ij}) \ln(1 - \hat{C}_{ij}) \\
- \sum_{i=0}^{S^2} \sum_{j=0}^{B} \lambda_{ij}^\text{noobj} \left[ a(1 - C_{ij})^\gamma \hat{C}_{ij} \ln(\hat{C}_{ij}) \right] \\
+ (1 - a)C_{ij}^\gamma (1 - \hat{C}_{ij}) \ln(1 - \hat{C}_{ij})],
\]

where \( C \) represents the confidence of the ground truth box and \( \hat{C} \) represents the predicted confidence. \( \lambda_{ij}^\text{noobj} = 1 \) when there is no object centered in the grid, and otherwise, \( \lambda_{ij}^\text{noobj} = 0 \). \( \lambda_{noobj} \) is the weight to scale the loss of non-object detection and set as the standard configuration. To adjust the ratio of the contribution to loss between easy and hard examples, \( \alpha \) and \( \gamma \) are introduced as empirical parameters. We used \( \alpha = 0.5 \) and \( \gamma = 2 \) in our experiments.

For the classification loss, we used categorical cross entropy. It can be formulated as Equation (8).

\[
\text{Loss}_{\text{class}} = -\sum_{i=0}^{S^2} \sum_{n\in\text{classes}} \hat{P}_{ij} \ln(P_{ij}) \\
+ (1 - \hat{P}_{ij}) \ln(1 - P_{ij})].
\]

where \( \hat{P}_{ij} \) refers to the predicted probability that the object belongs to class \( n \), while \( P_{ij} \) is the ground truth label.

### 3.4. Data Augmentation

To prevent the model from overfitting, it is important to improve the generalization ability by using large-scale samples according to the Vicinal Risk Minimization (VRM) principle [48]. Since the collection and annotation of data cost much in manual labor, we augmented the data from two aspects based on the existing data.

For image augmentation, we started with the single image itself. According to the characteristics of the face data, we performed horizontal flipping, randomly cropping, and contrast adjustment on the image to increase the spatial position transformation of the target.

We applied mixup [49], a data augmentation method originally applied in the classification task. In this detection task, we merged the labels (i.e., ground truth bounding boxes) of two training samples directly instead of setting a ratio for them. Let \( x_i \) and \( x_j \) denote two images from the training set. \( y_i \) and \( y_j \) are the ground truth bounding boxes from these two images. Then, we formed a new training sample in a linear interpolation manner as shown in Equations (9) and (10).

\[
\tilde{x} = \lambda x_i + (1 - \lambda) x_j, \quad (9)
\]
\[
\tilde{y} = y_i \cup y_j, \quad (10)
\]

where \( \tilde{x} \) refers to the augmented image mixed from \( x_i \) and \( x_j \), \( \tilde{y} \) refers to the list of ground truth bounding boxes of objects merged from them. \( \lambda \) is a parameter drawn from the Beta(\( \alpha, \beta \)) distribution, \( \lambda \in [0, 1] \). According to the experiment in [50], \( \alpha \) and \( \beta \) were set to 1.5.

To calculate the overall loss (\( L \)) of the mixed sample, we used the weighted sum of detection loss of the objects from two images. Suppose \( L_i \) and \( L_j \) are the detection loss of objects from \( x_i \) and \( x_j \). The weight of loss is a raw number from 0 to 1 according to the blending ratio of the images to which the objects originally belong. We mixed the two
images with a ratio from $Beta(1.5, 1.5)$ to improve the anti-jamming ability of the network in the spatial dimension. The weighted loss calculation can be formulated as Equation (11).

$$L = \lambda L_i + (1 - \lambda) L_j.$$  (11)

As shown in Figure 3, the size of the merged image is the maximum of the two images. For example, the size of Image A is $500 \times 400$, and B is $300 \times 500$, so the new image C is $500 \times 500$. The newly added pixels in C are set to 0, which maintains the absolute position of the candidate boxes in A and B.

Figure 3. The visualization of the mixup augmentation with a blending ratio of 0.4:0.6. The labels of each image (A, B) are merged into a new list (without_mask, with_mask, with_mask) for the new image (C).

4. Experimental Results and Discussion

In this section, we demonstrate the performance of SE-YOLOv3 on the PWMFD. The implementation and experiments were based on the TensorFlow deep learning framework. The network was trained and tested on our local machine with an RTX 2070 GPU with 8 GB memory. During the training phase, we used Adam to optimize the model. A warm-up and attenuation strategy was adopted to dynamically adjust the learning rate. The initial learning rate was set to $5 \times e^{-5}$, which reached a maximum of $1 \times e^{-5}$ after 100 rounds of warm-up. Additionally, we used an exponential decay to prevent model overfitting. The attenuation was 0.9 of the initial learning rate every 100 epochs.

4.1. Properly Wearing Masked Face Detection Dataset

The images of the proposed dataset were collected from multiple public datasets, as well as images from the Internet. We named it the Properly Wearing Masked Face Detection Dataset (PWMFD). This built dataset contained 2951 images from WIDER Face [34], 2581 images from MAFA [35], 58 images from RMFD [39], and 3615 images obtained via the Internet. Because the annotation format of each dataset was different and some data did not meet our requirements, we reannotated all the data. To prevent the models from being deceived by people who covered their faces with other objects, we annotated the samples in such cases with the label “without_mask”, shown in Figure 4d,e. The PWMFD and more information can be found in [51].

To train and test the model, we split the dataset into two parts. The training set contained 7385 images, and the testing set contained 1820 images. Among them, there were 7695 prop-
erly masked faces, 10,471 unmasked faces, and 366 incorrectly masked faces. The classification standard is shown in Figure 4.

![Figure 4](image)

**Figure 4.** (a) Faces with both nose and mouth covered are labeled as “with_mask”. (b) Faces with nose uncovered are labeled as “incorrect_mask”. Face with mask below chin (c), with other objects covered (d), with clothes covered (e), and without mask (f) are labeled as “without_mask”.

### 4.2. Evaluation Metrics

Some metrics such as the Precision (P) and Recall rate (R) were used to quantitatively evaluate the proposed method [52]. The accuracy rate represents the proportion of the real target predicted by the model, and the recall rate represents the proportion of all real targets detected.

Predicted bounding boxes with the IoU value greater than the threshold (0.5 by default) are defined as positive samples and vice versa. The calculation of the precision rate and recall rate can be formulated as Equations (12) and (13).

\[
P = \frac{TP}{TP + FP'}, \quad (12)
\]

\[
R = \frac{TP}{TP + FN'} \quad (13)
\]

where \(TP, TN,\) and \(FP\) respectively represent the number of true positives, true negatives, and false positives.

The Average Precision (AP) was used to evaluate the performance of the object detection model on the test set. As shown in Equation (14), it is the area enclosed by the P-R curve and the coordinate axis.

\[
AP_{\text{class}} = \int_0^1 P(R) dR. \quad (14)
\]

Here, \(\text{class}\) represents different object classes from the PWMFD, which are “with_mask”, “incorrect_mask”, and “without_mask”.
The \( mAP \) is usually adopted to measure the results of multi-category detection, which is the mean of the \( AP \) scores. It can be formulated as Equation (15).

\[
mAP = \frac{AP_{\text{with mask}} + AP_{\text{incorrect mask}} + AP_{\text{without mask}}}{3}.
\] (15)

4.3. Ablation Experiment

In this part, we discuss the influence of different components in SE-YOLOv3 and study the effect of the attention module through the visualization of the feature map. We first compared the performances between the original YOLOv3 and our proposed method by randomly selecting three images from the PWMFD. Figure 5a–c shows the results generated using our proposed method, while Figure 5d–f are the results generated using the original YOLOv3. All subfigures indicate that our SE-YOLOv3 had higher scores than YOLOv3 in terms of detecting faces. From Figure 5c,f, we can see that there were more false detections in the original YOLOv3 (marked with red arrows), which proved the superiority of SE-YOLOv3.

![Face detection results of SE-YOLOv3 and the original YOLOv3](image)

**Figure 5.** Face detection results of SE-YOLOv3 and the original YOLOv3 (the red arrow indicates the false detection result). (a–c) are testing results of SE-YOLOv3 and (d–f) are testing results of YOLOv3.

As mentioned in [53], reasoning and explanation are essential to trust models used for critical predictions. The face mask detector is used for protecting public health safety, whose explainability should be addressed as well. We present the visualization of feature maps from different layers of SE-YOLOv3 and YOLOv3 in Figure 6. From Column (a) to Column (b), the generated visualization maps have little difference, as the two models shared the same network structures before the SE block. These features were extracted from the shallow network, which contained low-level information, so that the models were mainly focusing on edges. From Column (c) to Column (e), we find that SE-YOLOv3 looked at the central area of the face, such as eyes, nose, and chin, while YOLOv3 looked at the relatively marginal area. This result showed that SE-YOLOv3 tended to focus more on relevant regions than YOLOv3 when making predictions.
Figure 6. The visualization of the feature map for SE-YOLOv3 and YOLOv3. Columns (a–d) are from the convolutional network in C1, C2, C4, and C5 (mentioned in Figure 2), respectively.

Table 2 further proves the influence of different components introduced into SE-YOLOv3. AP\textsubscript{50} means the mAP at IoU = 0.5, and AP\textsubscript{75} means the mAP at IoU = 0.75. AP here represents the average of AP\textsubscript{50} to AP\textsubscript{95}. The contrast network in the first line without any changes is the original YOLOv3. Compared to the baseline, our SE-YOLOv3 could increase the mAP on the PWMFD from 63.3% to 70.1%. Although the separate addition of the SE block, GIoU, and focal loss would reduce the performance of YOLOv3, when they work in pairs, the performance model would be improved compared with the single component. The performance improvement of “SE block + GIoU” was 3% higher than the baseline. R. Joseph mentioned that focal loss reduced the mAP by two points in YOLOv3 [26]. In our experiment, the use of focal loss alone degraded the performance of the model, but with the combination of other components, it was proven to be effective.

Table 2 also demonstrates the effectiveness of the mixup, which further improved the mAP of SE-YOLOv3 by 1.8%. It was proven that the model could be made more accurate by using the visually deceptive images randomly generated in the training sample.

Table 2. Ablation experiment (the input size of the images is 416 × 416).

| SE Block | GIoU | Focal | Mixup | AP   | AP\textsubscript{50} | AP\textsubscript{75} |
|----------|------|-------|-------|------|---------------------|---------------------|
| ✓        | ✓    | ✓     | ✓     | 63.3%| 95.4%               | 75.4%               |
| ✓        | ✓    | ✓     | ✓     | 62.4%| 95.3%               | 74.0%               |
| ✓        | ✓    | ✓     | ✓     | 58.8%| 95.1%               | 67.5%               |
| ✓        | ✓    | ✓     | ✓     | 60.8%| 95.1%               | 73.3%               |
| ✓        | ✓    | ✓     | ✓     | 66.3%| 96.5%               | 79.0%               |
| ✓        | ✓    | ✓     | ✓     | 62.5%| 95.8%               | 73.1%               |
| ✓        | ✓    | ✓     | ✓     | 63.3%| 96.5%               | 75.4%               |
| ✓        | ✓    | ✓     | ✓     | 70.1%| 97.5%               | 84.3%               |
| ✓        | ✓    | ✓     | ✓     | 71.9%| 98.6%               | 86.3%               |

4.4. Comparison with Other State-of-the-Art Detectors

The comparison results among SE-YOLOv3 and other state-of-the-art one-stage object detectors on the PWMFD are shown in Figure 7 and Table 3. All the models were tested on GTX2070 with batch size = 1. Since different detectors had different image training scales, we used the corresponding training dimensions of the network for testing. For example, RetinaNet was only trained at [500, 800] as the input sizes, and SE-YOLOv3 and YOLOv3 were trained with multiple scales. Therefore, we used [500 and 800] as the RetinaNet test
image input sizes, 512 for EfficientDet-D0 and SSD, 608 for EfficientDet-D1, and [320, 416, 512, 608] for SE-YOLOv3 and YOLOv3.

As shown in Table 3, though SSD had the lowest detection time, it had the lowest mAP. Compared to YOLOv3, SE-YOLOv3 had a significantly higher accuracy, but slightly was slower, as we introduced SE-block and increased the parameters of the model. Even evaluated with mAP = 0.75, our model could still achieve a very high performance with different input sizes. Figure 7 visually shows that SE-YOLOv3 had advantages in both speed and accuracy compared with other detectors, being ready for real-time applications.

Table 3. Comparison of the speed and accuracy of different object detectors on the PWMFD.

| Method     | Backbone | Size   | Detection Time (ms) | AP  | AP50 | AP75 |
|------------|----------|--------|---------------------|-----|------|------|
| RetinaNet  | ResNet-50| 500    | 39.8                | 46.3| 94.2 | 34.5 |
| RetinaNet  | ResNet-50| 800    | 76.8                | 60.7| 94.9 | 70.5 |
| EfficientDet-D0 | Efficient-B0 | 512 | 99.3                | 49.9| 84.5 | 54.9 |
| EfficientDet-D1 | Efficient-B1 | 608 | 122.0               | 54.6| 85.1 | 65.2 |
| SSD        | VGG-16   | 512    | 34.5                | 41.7| 92.7 | 23.7 |
| YOLOv3     | Darknet53| 320    | 34.6                | 61.2| 95.3 | 71.6 |
| YOLOv3     | Darknet53| 416    | 40.6                | 63.3| 95.4 | 75.4 |
| YOLOv3     | Darknet53| 512    | 46.9                | 64.4| 95.7 | 76.1 |
| YOLOv3     | Darknet53| 608    | 61.5                | 64.9| 96.1 | 77.1 |
| SE-YOLOv3  | SE-Darknet53 | 320 | 35.5                | 66.3| 96.2 | 78.9 |
| SE-YOLOv3  | SE-Darknet53 | 416 | 43.2                | 71.9| 98.6 | 86.3 |
| SE-YOLOv3  | SE-Darknet53 | 512 | 49.2                | 73.5| 99.1 | 88.1 |
| SE-YOLOv3  | SE-Darknet53 | 608 | 64.0                | 73.7| 99.5 | 88.7 |

Figure 7. The speed/accuracy tradeoff of the proposed SE-YOLOv3 and other SOTA object detectors. SE-YOLOv3 can balance the accuracy and detection speed well.

4.5. Application to Face Mask Detection

To evaluate the effectiveness and practicality of the proposed method, in this part, we present an access control gate system prototype equipped with SE-YOLOv3, which can be deployed at public places’ entrances.

The structure of the access control gate system prototype is illustrated in Figure 8a, including a camera, an infrared thermography device, a Raspberry Pi, a screen, a retractable arm, an Arduino, and an access gate. As shown in Figure 8b, the Raspberry Pi was connected to multiple components and served as a terminal for capturing video frames and thermal imaging data, which were later sent to a server for model inference. We deployed SE-YOLOv3 on a GPU server, which was in the same local area network as the Raspberry Pi. After obtaining the inference information from the server, the Raspberry Pi displayed the result on the screen and sent hardware control commands to the Arduino to operate the access gate and camera. The Arduino is a project consisting of a physical programmable circuit board and an Integrated Development Environment (IDE). The circuit was connected to a motor to control the hardware. Furthermore, the camera was designed to be rotatable.
and controlled by the Arduino. By utilizing the position information, the camera would be rotated to the pose where the detected face was fixed in the middle of the frame. To this end, people did not need to move themselves toward the camera, which allowed them to pass through the gate faster.

![Prototype Diagram](image1.png)

**Figure 8.** (a) The access control gate system prototype for face mask detection consists of seven components (*the Raspberry Pi is occluded by the screen*). (b) The overall architecture of the prototype.

As shown in Figure 9, the system would respond to people’s temperature and the detection results. People were not allowed to pass through the gate if they did not wear their masks properly or their temperature was out of the normal range. The average execution time of the system for processing one image frame was 0.13 s, which showed that our system could detect face masks in real-time and was of value in practical applications.

![User Interaction Images](image2.png)

**Figure 9.** (a) An example of user mask detection. Columns (b–d) show the different reactions of the application for three kinds of situations. The gate opens only if the detected person wears his/her mask correctly and is in the normal temperature range.

5. Conclusions

Due to the urgency of controlling COVID-19, the application value and importance of real-time mask detection are increasing. To address this issue, we built the PWMFD with...
9205 quality masked face images and developed SE-YOLOv3, a fast and accurate mask detector with a channel attention mechanism that enhanced the feature extraction capability of the backbone network. Furthermore, we used GloU and focal loss and adopted the corresponding data augmentation to improve the accuracy and robustness of the model.

In our future work, we will collect more data and make a balance between different categories of the data to improve the PWMFD. Besides, we will take parameters and flops into consideration and deploy SE-YOLOv3 on lightweight devices, which can further contribute to global health.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| AP | Average Precision |
| CNN | Convolutional Neural Network |
| COVID-19 | Coronavirus Disease 2019 |
| FPN | Feature Pyramid Network |
| IoU | Intersection over Union |
| mAP | mean Average Precision |
| PWMFD | Properly-Wearing-Masked Face Detection Dataset |
| SE | Squeeze and Excitation |
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