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Abstract—In this work, we present a joint channel estimation, activity detection and data decoding scheme for massive machine-type communications. By including the channel and the a priori activity factor in the factor graph, we present the bilinear message-scheduling GAMP (BiMSGAMP), a message-passing solution that uses the channel decoder beliefs to refine the activity detection and data decoding. We include two message-scheduling strategies based on the residual belief propagation and the activity user detection in which messages are evaluated and scheduled in every new iteration. An analysis of the convergence of BiMSGAMP along with a study of its computational complexity is carried out. Numerical results show that BiMSGAMP outperforms state-of-the-art algorithms, highlighting the gains achieved by using the dynamic scheduling strategies and the effects of the channel decoding part in the system.
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I. INTRODUCTION

In 5th generation (5G) of wireless systems, massive machine-type communications (mMTC) covers emerging smart service such as industrial automation, environmental sensing and remote manufacturing [1]. mMTC focuses on the uplink and aims to provide massive connectivity to different types of devices that behave differently from the well-established human-type communications (HTC). Designed for specific applications, mMTC devices (MTCDs) exhibit a sporadic data traffic, where small packets are transmitted at low rates. Since most MTCDs are battery operated [2], they are energy-constrained. These unique aspects of mMTC impose new demands and challenges to random access (RA) design.

Although solutions based on physical random access channel (PRACH) [3], [4] have recently been proposed to fit the mMTC traffic in the Long Term Evolution (LTE) standards, they are still not suitable to fulfill the mMTC requirements. Due to the aforementioned mMTC characteristics, the limited number of available preambles for the access reservation procedure, the massive number of concurrent transmissions of the same preambles would cause the overload of the RA procedure. This issue results in high collision probability, access failure rate and delay. Moreover, the signalling overhead degrades the overall system efficiency since the size of the upload data payload from MTCDs is significantly smaller than the traditional HTC [5]. In this way, a new approach with reduced signalling is required which does not demand orthogonal preambles. A promising approach is the Grant-Free Random Access (GFRA) [6], [7], which allows MTCDs to transmit their packages to the base station (BS) directly, without the need to wait for a specific uplink grant from the BS. The main advantages of GFRA are the reduced transmission latency, smaller signalling overhead due to the simplification of the scheduling procedure and improved energy efficiency (battery life) of MTCDs. With a massive number of MTCDs requiring access without coordination, even the use of non-orthogonal preambles with a time-slotted transmission would cause significant overhead. In scenarios where MTCDs can transmit their packets only at the beginning of each time-slot, any device that fails to align its time slots properly may degrade its detection and estimation performance. Hence, a non-time-slotted (or asynchronous) transmission would further simplify scheduling, resulting in smaller signalling overhead, reduced transmission latency and improved energy efficiency [8]. Despite the fact that in asynchronous scenarios the preamble and data signals are superposed in a non-orthogonal manner and interfere with each other, due to the asymptotic favourable propagation in massive multiple-input multiple-output (mMIMO), their spatial subspaces are approximately mutually orthogonal [9], [10]. Thus, the BS can decode the data of MTCDs that transmitted first and then employ successive interference cancellation (SIC) or other interference cancellation techniques [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25] to decode data for the received packets [26].

In mMTC, the BS load is increased due to random transmissions of many MTCDs, which calls for the reception of many simultaneous packets and mitigation of multiuser interference. Furthermore, the BS has no knowledge which MTCD is active at a given time instant such that the physical layer task is to jointly estimate the channels and detect the activity and the data of the devices [11]. From a physical layer perspective, the mMTC scenario with intermittent transmissions can be seen as a sparse recovery problem. Considering perfect channel estimation at the BS, several joint activity and data detection techniques based on compressed sensing (CS) [27] have been proposed. An approach that adapts classic algorithms as maximum likelihood (ML) [28], sphere decoder (SD) [29] and minimum mean squared error (MMSE) [30], [31] to the sparse scenario is the addition of a regularization parameter into the cost function. The sparsity scenario also admits greedy solutions in which variations of orthogonal matching pursuit (OMP) and orthogonal least squares (OLS) [32], [33], [34]
have been devised. Employing channel coding, the schemes in [35], [36], [37], [38], [39] propose adaptive and iterative solutions that exchange extrinsic information between activity and symbol detectors. In order to reduce complexity, approximate message passing (AMP) techniques [40], [41], [42], [43], [44] have been reported, where tools like expectation maximization (EM) [45] and expectation propagation (EP) [46] are employed. With the message-passing approach, there are plenty of solutions that address the activity detection and channel estimation problems as in [47], [48], [49], [50], [51], [52]. There are also works [53], [54], [55], [56], [57] that use machine-learning to estimate the channels. Furthermore, variational inference techniques combined with AMP that use Kullback-Leibler divergence to transform an intractable inference problem into a tractable optimization problem have been reported [50], [58], [59], [60]. Recently, approaches that jointly perform the activity and data detection and channel estimation using message passing have been studied [60], [61], [62], [63], [64], [65], [66]. The works in [60], [61] design SCMA receivers, where [61] proposes a Kronecker-product coding scheme to the data detection part. The work in [62] studies a scenario considering the angular-domain sparsity and spatial correlation in a large-scale antenna array. In a message-passing framework, the work in [63] studies the overhead reduction in a low density signature OFDM scenario. The work in [64] studied a low-complexity joint user activity, channel and data estimation scheme based on the BiG-AMP approach, while [65] considers a coherent detection scenario. On the other hand, the approach of [66] focuses on the mitigation of phase ambiguity issues.

In this work, based on the generalized approximate message passing (GAMP) [67] algorithm, we propose a novel bilinear message-scheduling GAMP (BiMSGAMP), that jointly performs device activity detection, channel estimation and data decoding in a grant-free massive MIMO scenario. Unlike existing works, based on 5G channel coding techniques, we exploit the decoding of Low-Density Parity-Check (LDPC) codes that is also based on message-passing and devise a solution that uses the channel decoder beliefs to refine the activity detection and data decoding. To the best of our knowledge, it is the first work that fully integrates the joint channel estimation, activity and data detection to the decoding part. Unlike most of the message-passing works in the literature, that consider a completely parallel update of the messages, we introduce the dynamic message-scheduling concept. Dynamic message-scheduling schemes dramatically reduce the computational cost since there is no need to update every node of the factor graph, differently from existing schemes. In particular, BiMSGAMP updates messages according to the activity user detection (AUD) and the residual belief propagation (RBP), metrics already available in the factor graph. Additionally, we examine the mMTC overhead issues described before by considering in our framework non-orthogonal pilots and investigate the asynchronous mMTC scenario [65], [68], [69], [65], [70]. Therefore, BiMSGAMP departs from the common synchronous transmissions and addresses the problem without requiring frame-level synchronization. We also carry out an analysis of the convergence of BiMSGAMP along with a study of its computational complexity. In order to verify the BiMSGAMP performance, we compare its efficiency against other approaches in terms of normalized MSE (NMSE), false alarm rate (FAR), missed detection rate (MDR) and frame error rate (FER).

Therefore, the main contributions of this paper include the following four aspects:

- The development of the BiMSGAMP that introduces channel decoder beliefs into the framework of Bayesian inference wherein the resulting factor graph is a fully connected structure, where the messages are exchanged between the joint channel estimation, activity and data detection parts, and the LDPC decoder.
- Novel dynamic message-scheduling techniques that accelerate the convergence and dramatically reduces the computational cost of the algorithm which is key for 5G and beyond systems, where the mMTC network must support a massive number of devices. A complexity study based on the required floating-point operations (FLOPs) of the proposed and existing techniques is also presented.
- An analysis of BiMSGAMP based on state-evolution (SE) is developed, which shows that the SE method predicts the performance accurately and may provide useful insights for system design.
- Comparisons in terms of NMSE, FAR, MDR and FER for synchronous and asynchronous grant-free uplink mMTC scenarios that assess the efficiency of BiMSGAMP and other algorithms, the gains achieved by the proposed dynamic scheduling strategies and the effects of channel decoding.

The remainder of this work is structured as follows. In Section II we describe the system model, divided in synchronous and asynchronous grant-free random access and in Section III the problem is formulated. The proposed joint activity detection, channel estimation and data decoding structure is presented in Section IV where the messages are derived and shown, as the LLR conversion and the integration with the sum-product algorithm for LDPC decoding. Section V explains the dynamic scheduling strategies used in different parts of the factor graph while Section VI analyzes their computational cost and convergence. Numerical results in terms of frame error rates, normalized mean squared errors and activity error rates are shown in Section VII as long as Section VIII draws the conclusions. Notations: Matrices and vectors are denoted by boldfaced capital letters and lowercase letters, respectively. The space of complex (real) $N$-dimensional vectors is denoted by $\mathbb{C}^N$ ($\mathbb{R}^N$). The $i$-th column of a matrix $A \in \mathbb{C}^{M \times N}$ is denoted by $a_i \in \mathbb{C}^M$. For a vector $x \in \mathbb{C}^N$, $||x||$ denotes its Euclidean norm, $||x||_F$ the Frobenius norm and $\mathcal{P}(\cdot)$ the probability density/mass distributions. A summary of key notations in this paper is given in Table I.

II. System Model

In this section, we describe asynchronous and synchronous grant-free uplink massive MIMO scenarios. We consider a synchronous scenario, where each observation window employs frame-level synchronization, and an asynchronous scenario,
which we denote here as a frame, at the beginning of any
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n-level synchronization is assumed. Thus, the synchronous sce-

Fig. 1. (a) Asynchronous and (b) synchronous frames of the grant-free mMTC scenario.

\begin{table}[h]
\centering
\caption{Summary of key notations.}
\begin{tabular}{|c|c|}
\hline
\textbf{System model} & \\
\hline
\textbf{N} & Number of single-antenna devices \\
\hline
\textbf{M} & Number of BS antennas \\
\hline
\textbf{L} & Number of symbols per frame, divided in pilots \((L_p)\) and data \((L_d)\) \\
\hline
\textbf{γ}_nt & Activity ind. of the \(n\)-th device at the \(t\)-th symb.interval \\
\hline
\textbf{T} & Sliding window size \\
\hline
\textbf{Δ} & Step size of the sliding window \\
\hline
\textbf{ρ}_n & Probability of being active of the \(n\)-th device \\
\hline
\textbf{\{S^{(i)}\}} & Group of nodes to be updated in the \(i\)-th iteration of a message scheduling technique \\
\hline
\end{tabular}
\end{table}

SPA message definitions at \(i\)-th iteration, \(\forall i \in \mathbb{Z}\)

\begin{align*}
\Delta_{k_mn}^{t+1} & : \text{SPA-approx. log posterior pdf of } h_{mn} \\
\Delta_{x_{nt}}^{t+1} & : \text{SPA-approx. log posterior pdf of } x_{nt} \\
\Delta_{γ_{nt}}^{t+1} & : \text{Activity prior} \\
\Delta_{g_{nt}}^{t+1} & : \text{SPA message from variable node } v_{nt} \text{ to factor node } k_{mn} \\
\Delta_{h_{nt}}^{t+1} & : \text{SPA message from factor node } k_{mn} \text{ to variable node } v_{nt} \\
\Delta_{g_{nt}}^{t+1} & : \text{SPA message from factor node } k_{mn} \text{ to variable node } g_{nt} \\
\Delta_{l_{nt}}^{t+1} & : \text{Channel estimation} \\
\Delta_{d_{nt}}^{t+1} & : \text{Data detection} \\
\Delta_{l_{nt}}^{t+1} & : \text{LLR conversion} \\
\end{align*}

where in each observation window symbol-level but not frame-
level synchronization is assumed. Thus, the synchronous sce-

A. Asynchronous Grant-Free Random Access

Following asynchronous schemes of the literature \cite{65, 56}, in this case each device is allowed to transmit \(L\) symbols, which we denote here as a frame, at the beginning of any symbol interval \(t\). The sparsity of the mMTC scenario is rep-

\(n\)-th device is active in the \(t\)-th symbol interval and \(γ_{nt} = 0\), otherwise. Thus, considering \(ρ_n\) as the probability of being ac-

As depicted in Fig. 1(a), it is possible that just part of the transmitted frame falls within the observation window. Since the problem of interest here is to jointly estimate the channels, decode the signals and detect the activity of devices, the BS is only able to deal with the type-1 frames. Thus, type-2 and type-3 frames are seen as noise in this window. In order to be treated, those frames should be re-transmitted until they fully occupy another observation window. Despite the intermittent pattern of transmissions, each device should wait, at least, for the guard period interval to transmit again. Accordingly, the BS generates a sequence of observation windows \(\{t_v, t_v + T\}_{v \in \mathbb{Z}}\) where \(t_v = 0\), if \(v = 1\) and \(t_v = t_{v-1} + \Delta t\), otherwise. This sequence can be seen as a sliding window with window size \(T\) and step size \(\Delta t\). Since in the asynchronous GFRA \(T > L\), consecutive observation windows have an intersection of \(T - \Delta t\) symbol intervals, this enables BS to jointly estimate the channels and detect the activity and data of all frames.

Considering \(t_n\) as the symbol interval in which the \(n\)-th device initiates its transmission, the channel matrix is modeled as given by

\begin{equation}
H = \begin{bmatrix}
\tilde{H}_{(M' \times N)}^1 \\
\vdots \\
\tilde{H}_{(M' \times N)}^l \\
\end{bmatrix},
\end{equation}

\(\tilde{h}_{m'n}^t = \begin{cases}
\sqrt{β_n} a_{m'n}^{(t-t_n+1)} , & \forall (t_n \leq t < t_n + L), \\
0, & \text{otherwise}.
\end{cases}\)

Therefore, the channel matrix that gathers the realizations of the whole observation window has dimensions \(M \times N\), where \(M = M' \times T\).

In our work, we consider a block fading model, where a channel realization is constant over a transmission frame duration and changes independently from frame to frame. The channel matrix gathers independent fast fading, geometric attenuation and log-normal shadow fading at the observation window. Referring to the \(t\)-th symbol interval, matrix \(A^t\) represents the fast fading coefficients circularly symmetric complex Gaussian distributed with zero mean and unit vari-
ance. The channel variance of each device is given by $\beta_n$ and represents the path-loss and shadowing component, which depends on the device’s location and remains the same for all frames transmitted by the $n$-th device. Thus, for an arbitrary observation window, the received matrix $Y \in \mathbb{C}^{M \times T}$ that gathers the received signals is given by

$$Y = HX + W$$  \hspace{1cm} (2)$$

where $W \in \mathbb{C}^{M \times T}$ is a complex Gaussian noise matrix with $N_c(0, \sigma_n^2)$ and $X \in \mathbb{C}^{N \times T}$ is the transmission matrix. With the massive number of MTDs requiring access, assigning orthogonal sequences to the MTDs would be impractical. Thus, in order to eliminate the need for round-trip signaling, firstly the BS broadcasts a set of non-orthogonal pilot sequences and then each active device directly transmits frames without previous scheduling [6]. Thus, considering $L_p$ as the size of the pilot sequence, the pilot part of the frame of the $n$-th active device is composed by $\phi^n = \exp(j\pi\alpha)/\|\exp(j\pi\alpha)\|$, where each element of vector $\alpha \in \mathbb{R}^{1 \times L_p}$ is drawn according to a uniform distribution in the interval $[-1, 1]$. After the encoding of the information bits, the data symbols of the $n$-th device are mapped into a modulation alphabet $A$, such as quadrature phase shift keying (QPSK), resulting in a vector $d^n$ of $L_d$ symbols. Thus, the frame size of an active device is given by $L = L_p + L_d$. Therefore, for any observation window, the transmitted symbols that belongs to the $N \times T$ transmission matrix $X$ are given by

$$x_{nt} = \begin{cases} \phi^m_{t-t_n+1}, & \text{if } (t_n \leq t < t_n + L_p), \\ d^m_{t-(t_n+L_p)+1}, & \text{if } (t_n + L_p \leq t < t_n + L), \\ 0, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (3)$$

Despite the throughput advantages commented in the previous section, this scenario is even more challenging, since it requires an even lower activity detection rate. The BS has the additional work to identify the frames that are not fully within the observation window, which harms the activity detection. Since the BS does not have the knowledge of which device is active or not, it should deal with each symbol interval independently. That is, the BS can consider a received frame only if a set of $L$ symbols in sequence, in the same observation window, are detected as active.

### B. Synchronous Grant-Free Random Access

Common in the literature, the synchronous GFRA scenario, as depicted in Fig. 1(b), allows each active device to transmit only at the beginning of a new observation window. Since in this case $L_T$, following the signal model in [2], the main difference is that the Boolean variable $\gamma$ is the same for the whole observation window, which facilitates detection. Thus, the received signals can be written as in (2), but the matrices depend only on the frame size, as $W \in \mathbb{C}^{M \times L}, Y \in \mathbb{C}^{M \times L}, X \in \mathbb{C}^{N \times L}$ and $H \in \mathbb{C}^{M \times N}$. As in both scenarios we have a massive number of devices, and the size of the window $T$ and the frame size $L$ are smaller than $N$, which characterizes the system as overloaded. However, as seen before, $H$ and $X$ are sparse, which makes their recovery possible through the theory of compressed sensing (CS) [27].

### III. Problem Formulation

We formulate the problem for the asynchronous scenario since the use in the synchronous form is straightforward. To perform the joint activity, data and channel estimation, we treat the problem under the framework of Bayesian inference, which provides optimal estimation in the MSE sense via the minimum mean square error (MMSE) estimator. Following the literature, we start the formulation by marginalizing the joint distribution $P(H, X, \Gamma, Y)$, so that we can take over the expectations of $P(x_n|y)$ and $P(h_m|y)$. Considering $L_d = [t_n + L_p, t_n + L]$ and $L_p = [t_n, t_n + L_p]$, the MMSE estimates of $X_d$ and $H$ are respectively given by

$$\forall n, t \in L_d : \hat{x}_{nt} = E[x_{nt}|y] \hspace{1cm} \forall m, n : \hat{h}_{mn} = E[h_{mn}|y]$$  \hspace{1cm} (4)$$

where the expectations are taken over $P(x_n|y)$ and $P(h_{mn}|y)$ both of which are marginalization of $P(H, X, \Gamma|Y)$ from the joint distribution $P(H, X, \Gamma|Y)$ given by

$$P(H, X, \Gamma|Y) = P(Y|H, X, \Gamma)P(X)P(H|\Gamma)P(\Gamma)/P(Y) \hspace{1cm} (5)$$

where the normalization to unit area is omitted. Moreover, the transition distribution are separable as $P(x_{nt}|y)$ and $P(h_{mn}|y)$ respectively of those MMSE estimators are presented as

$$P(X) = \prod_{n=1}^{N} \prod_{t \in L_p} P_{x_p}(x_{nt}) \prod_{s_n \in \{0, 1\}} \prod_{l \in L_d} P_{x_{hd}}(x_{nt}, c_{nt}, s_{nt}),$$  \hspace{1cm} (6)$$

where $c_{nt}$ and $s_{nt} \in \{0, 1\}$. Accordingly, the MSE of those MMSE estimators are presented by $\text{MSE}(X_d) = \langle 1/NL_d \rangle E \left[ \| \hat{X}_d - X_d \|_F^2 \right]$ and $\text{MSE}(H) = \langle 1/M \rangle E \left[ \| \hat{H} - H \|_F^2 \right]$. Besides, the activity of the $n$-th device is decided by the log-likelihood ratio (LLR) as described by

$$\text{LLR}(s_{nt}) = \log \frac{P(\gamma_{nt} = 1|Y)}{P(\gamma_{nt} = 0|Y)} \leq 0,$$  \hspace{1cm} (7)$$

where $P(\gamma_{nt}|Y)$ is the marginalization of $P(H, X, \Gamma|Y)$ and the hypothesis $H_0$ and $H_1$ are about the $n$-th device activity.

The MMSE estimators in (4) and the hypothesis test in (7) involve multi-dimensional integrals due to the marginalization of the posterior distribution. Thus, exact message passing based on the sum-product rule is too complicated to implement, while the computational cost is impractical for the mMTC scenario. Thus, an alternative applied in recent years [65, 71, 72] is to approximate these quantities using
loopy belief propagation (LBP) \cite{73}. In LBP, beliefs about the random variables are exchanged between the nodes of the factor graph until they converge. Those beliefs are in the form of probability density functions (pdfs) or logarithm pdfs (log-pdfs) and are computed using the sum-product algorithm (SPA) \cite{74}. The procedure of SPA is that the belief sent by a variable node along an edge of the graph is computed as the integral of the product of the factor associated with that node and the incoming beliefs on all other edges. The product of all beliefs impinging on a given variable node yields the posterior pdf for that variable. To this end, we propose an efficient algorithm that incorporates the channel coding into the message-passing approach and uses specific message-scheduling schemes that dramatically reduce the computational cost.

IV. PROPOSED BIMSGAMP STRUCTURE

In this section a novel and low-complexity joint estimation, detection and decoding algorithm is proposed. Firstly presented in \cite{75}, we use the bilinear FG model to exchange messages between function and variable nodes and then compute the a posteriori densities. Drawing inspiration from \cite{67} and \cite{76}, the problem is divided in three parts, the activity prior, where a loopy belief propagation (LBP) part is considered, the channel estimation and symbol detector block, where the message scheduling is applied, and the decoder and activity detector block, as depicted in Fig. 2. Unlike existing works, based on 5G channel coding techniques, we propose a low-complexity complete solution, that exploits the fact that the decoding of Low-Density Parity-Check (LDPC) codes is also based on message-passing and devise a solution that uses the channel decoder beliefs to refine the activity detection and data decoding. In the factor graph (FG), rectangles denote factor nodes \{\epsilon_{nt}\}, \{k_{mn}\}, \{g_{nt}\}, \{f_{nt}\} corresponding to the marginal a priori distributions and equality constraints while spheres \{\gamma_{nt}\}, \{h_{mn}\}, \{x_{nt}\}, \{c_{nt}\}, \{s_{nt}\} are the variable nodes. The belief propagation (BP) framework consists of \(T\) multiuser detectors computing probabilistic information about the symbols \(x_{nt}\) in the vectors \(x_t\). This information is exchanged between the \(T\) detectors and processed by the detector and decoder blocks. The function nodes \(f_{nt}\) with the variables \(c_{nt}\) and \(s_{nt}\) are the connecting points for the channel decoder and the symbol detector block.

A. Activity prior

Originally from \cite{52} and \cite{71}, the LBP part is included to provide an initial activity detection, which is further estimated by the \(s_{nt}\) variables. During the channel estimation phase, BIMSGAMP uses this activity detection to refine the means and variances of the channels, beyond defining the message scheduling. Computed using Gaussian approximations of likelihood functions, these estimates are then used to define the message scheduling strategies proposed in this work. Let \(k_{mn}(h_{mn}|\gamma_{nt}) = \mathcal{P}(h_{mn}|\gamma_{nt})\) to \(\gamma_{nt}\), the messages in the activity prior stage are given by

\[
\Delta_{k_{mn} \rightarrow \gamma_{nt}}^{i+1}(\gamma_{nt}) \propto \int k_{mn}(h_{mn}|\gamma_{nt}) \Delta_{k_{mn} \rightarrow \gamma_{nt}}^i(h) \, dh_{mn}, \quad (8)
\]

\[
\Delta_{\gamma_{nt} \rightarrow k_{mn}}^{i+1}(\gamma_{nt}) \propto \mathcal{P}(\gamma_{nt}) \prod_{l \neq m} \prod_{t=1}^{M'(t-1)+1} \Delta_{k_{ln} \rightarrow \gamma_{nt}}^{i+1}(\gamma_{nt}), \quad (9)
\]

\footnote{Despite the fact that the joint distribution in \cite{5} explicitly shows the activity indicators \(\gamma_{nt}\) since the algorithm has previous knowledge of it, this quantity is estimated by the variable \(s_{nt}\).}
where [8] refers to the message from $P(h_{mn} | \gamma_{nt})$ to $\gamma_{nt}$ while [9] denotes the message in opposite direction and each belief at $\gamma_{nt}$ is given by

$$\Delta_{\gamma_{nt}}^{i} (\gamma_{nt}) \propto P(\gamma_{nt}) \prod_{m=M'(t-1)+1}^{M'*t} \Delta_{k_{mn} \rightarrow \gamma_{nt}}^{i} (\gamma_{nt}). \tag{10}$$

In order to perform the activity detection in the channel estimation phase, similarly as in [71], the likelihood functions are given by

$$L_{k_{mn} \rightarrow \gamma_{nt}}^{i+1} := \log \frac{\Delta_{k_{mn} \rightarrow \gamma_{nt}}^{i} (\gamma_{nt} = 1)}{\Delta_{k_{mn} \rightarrow \gamma_{nt}}^{i} (\gamma_{nt} = 0)}, \tag{11}$$

similarly, $L_{\gamma_{nt} \rightarrow k_{mn}}^{i+1} := \log \frac{\Delta_{\gamma_{nt} \rightarrow k_{mn}}^{i} (\gamma_{nt} = 1)}{\Delta_{\gamma_{nt} \rightarrow k_{mn}}^{i} (\gamma_{nt} = 0)}$ and

$$L_{\gamma_{nt} \rightarrow k_{mn}}^{i+1} := \log \frac{\Delta_{\gamma_{nt} \rightarrow k_{mn}}^{i} (\gamma_{nt} = 1)}{\Delta_{\gamma_{nt} \rightarrow k_{mn}}^{i} (\gamma_{nt} = 0)}.$$ \tag{12}$$

where one can see that we consider that the BS has the knowledge of the probability of being active of each device. The previous LLR is used to estimate the activity of devices, as given by

$$\hat{\rho}_{nt} := \Delta_{nt \rightarrow k_{mn}}^{i+1} (\gamma_{nt} = 1) = 1 - (1 + \exp(L_{\gamma_{nt} \rightarrow k_{mn}}^{i+1}))^{-1}. \tag{13}$$

Since $m$ represents the BS antennas, we can proceed with the mean value of $\hat{\rho}_{nt}$, $\rho_{nt}$ in relation to $m$. Thus, with the messages associated to the activity prior in the system, the next step is the channel estimation and data detection part.

### B. Channel estimation, activity and data detection

To compute the a posteriori densities within such graph, messages between function and variable nodes have to be exchanged. Applying the sum product algorithm to the FG, the underlying iterative update equations at iteration number $i$ summarize the messages from functions to variable nodes where $y_{nt} (y_{nt} | z_{nt}) = P(y_{nt} | \sum_{k=1}^{N} h_{mn} x_{kt})$ and the messages from variable to factor nodes

$$\Delta_{h_{mn} \rightarrow y_{nt}}^{i+1} (h_{mn}) = \frac{1}{\Delta_{h_{mn} \rightarrow h_{mn}(y_{nt})}} \prod_{p \neq m} \Delta_{y_{nt} \rightarrow h_{mn}}^{i} (h_{mn})(h_{mn}) \tag{16}$$

$$\Delta_{x_{nt} \rightarrow y_{nt}}^{i+1} (x_{nt}) = \frac{1}{\Delta_{x_{nt} \rightarrow y_{nt}(z_{nt})}} \prod_{p \neq m} \Delta_{y_{nt} \rightarrow x_{nt}}^{i} (x_{nt}). \tag{17}$$

The resulting frame belief propagation (BP) consists of $T$ multiuser detectors yielding probabilistic information about the symbols $x_{nt}$ in the vectors $x_{t}$. The information is then processed within a joint estimation block and a decoder block.

Both blocks exchange extrinsic information with $T$ multiuser detectors. The function nodes $f_{nt}$ with the variables $c_{nt}$ and $s_{nt}$ is the connecting point for the channel encoder and the joint estimation block. Therefore, in a BPSK scenario, we now use the description of the function node according to

$$f_{nt} (x_{nt}, c_{nt}, s_{nt}) = \begin{cases} 
\rho_{nt} & \text{if } (x_{nt} - 1) + (1 - c_{nt}) \delta (x_{nt} + 1) = 1 + s_{nt} \delta (x_{nt}), \\
0 & \text{otherwise}.
\end{cases} \tag{18}$$

The function $f_{nt}$ summarizes the connection between variables $\{x_{nt}, c_{nt}, s_{nt}\}$ accounts for their probabilistic dependencies and can be seen as a check node that is zero for any invalid combination of the variables involved. As an example, for the prior probability of channel activity and considering $\rho_{nt}$ as the probability of being active of the $n$-th device, we have $s_{nt} = \rho_{nt}$ and $c_{nt} = 0.5$, then the function node is

$$f_{nt} (x_{nt}) = \begin{cases} 
\rho_{nt} \left[ \frac{1}{2} \delta (x_{nt} - 1) + \frac{1}{2} \delta (x_{nt} + 1) \right] + (1 - \rho_{nt}) \delta (x_{nt}), \\
0 & \text{otherwise}.
\end{cases} \tag{19}$$

To process the code bits $c_{nt}$ and the hidden activity variable $s_{nt}$, we require two new function nodes corresponding to the decoder and activity detector. These nodes are subsequently denoted as $d_{nt}$ and $\xi_{nt}$. Since that channel code and activity states are node specific, the branch corresponding to one node connects to one function $d_{nt}$ and $\xi_{nt}$ only. Specifically, we follow the GAMP algorithm [67]. The message passed between the nodes are approximated by Gaussian distributions, so that only the means and variances of the messages are involved in message exchanges. We next outline each step by following the GAMP algorithms [67], [75]. In order to make this work self-contained, the detailed derivations of the messages of interest are in Appendix A.

Based on the linear model, $z_{nt} = \sum_{m=1}^{N} h_{mn} x_{nt}$, the messages of $y_{nt}$ are accumulated to obtain an estimate of $x_{nt}$. With the “Onsager” correction applied, the messages in [14] and [15], in the form of means $\hat{\theta}_{nt}$ and variances $\nu_{nt}$, for all $m$, $n$, and $t$, are computed as [75]

$$\nu_{nt}^{i} \triangleq \sum_{k=1}^{N} (\hat{h}_{mn}^{i} | 2 \nu_{nt}^{i} \hat{\theta}_{nt}^{i} + \nu_{nt}^{i} | \hat{\theta}_{nt}^{i} | 2 + \nu_{nt}^{i} \nu_{nt}^{i}), \tag{20}$$

$$\nu_{nt}^{i+1} \triangleq \sum_{k=1}^{N} (\hat{h}_{mn}^{i} \hat{\theta}_{nt}^{i} - \hat{\theta}_{nt}^{i-1} \left( \hat{h}_{mn}^{i} | 2 \nu_{nt}^{i} \hat{\theta}_{nt}^{i} + \nu_{nt}^{i} \hat{\theta}_{nt}^{i} | 2 \right), \tag{21}$$

where we initially set $\hat{\theta}_{nt} = 0$, $\forall t$. Then, the means $\hat{\theta}_{nt}$ and variances $\nu_{nt}^{i}$ are computed by using the observations $\hat{\theta}_{nt}$ and $\hat{\theta}_{nt}$ as

$$\nu_{nt}^{i} = \text{VAR} \left\{ z_{nt} | \nu_{nt}^{i} = \hat{\theta}_{nt}^{i}, \nu_{nt}^{i} \right\}. \tag{22}$$
and \( \hat{z}_{nt} = \mathbb{E} \left\{ z_{nt} | p_{nt} = \tilde{p}_{nt}, v_{nt} \right\} \). \( \hat{z}_{nt} \) is the input message. Therefore, we can directly give the message from the multiuser detector to the decoder as
\[
\Delta_{f_{nt} \rightarrow d_{nt}}^{+1}(c_{nt}) \propto \sum_{x_{nt}, s_{nt}} f_{nt} (x_{nt}, c_{nt}, s_{nt}) \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt}) \prod_{m=1}^{M} \Delta_{g_{mt} \rightarrow x_{nt}}^{i} (x_{nt}) ,
\]
where we can see that the message to the decoder already contains information from the activity detector and from the likelihood function. Likewise, the message from the multiuser detector to the activity detector can also directly be formulated as
\[
\Delta_{f_{nt} \rightarrow \xi_{nt}}^{+1}(s_{nt}) \propto \sum_{x_{nt}, c_{nt}} f_{nt} (x_{nt}, c_{nt}, s_{nt}) \Delta_{d_{nt} \rightarrow f_{nt}}^{i} (c_{nt}) \prod_{m=1}^{M} \Delta_{g_{nt} \rightarrow x_{nt}}^{i} (x_{nt}) .
\]

\[ D. \ LLR \text{ conversion} \]
In order to detect the activity of devices and decode the transmitted data, the goal is to convert the messages from \( f_{nt} \) to \( d_{nt} \) and to \( \xi_{nt} \) into LLRs. Thus, we study how the beliefs exchanged between multiuser detector, decoder and activity detector influence each other. It is expected that the beliefs from the multiuser detector to the decoder exhibits low magnitude if the activity detector has a high belief toward inactivity. Additionally, the beliefs from the multiuser detector to the activity detector are also influenced by the beliefs from the decoder about the code symbols.

Starting with the message from the multiuser detector to the decoder being composed of the message from the activity detector to the multiuser detector and from the message from the likelihood factor. In combination with the definition of the function node \( f_{nt} \), we have
\[
\Delta_{f_{nt} \rightarrow d_{nt}}^{+1}(c_{nt}) \propto \sum_{x_{nt}, s_{nt}} f_{nt} (x_{nt}, c_{nt}, s_{nt}) \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt}) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt})
\]
\[
\Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt}) \propto (1 - c_{nt}) \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 0) + c_{nt} \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 1) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = 0) + (1 - c_{nt}) \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 1) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = 1)
\]
where \( \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt}) = \prod_{m=1}^{M} \Delta_{g_{nt} \rightarrow x_{nt}}^{i} (x_{nt}) \). As previously explained, messages are functions reflecting probabilities. In this case, we can summarize the message as code symbol LLR by calculating
where detection, when the evaluated symbol is a pilot, that is, (42) as

\[
I_{f_{nt} \rightarrow d_{nt}}^{i+1} (c_{nt}) = \log \frac{\Delta_{f_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 0) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = 0) + \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 1) \Delta_{f_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = 1)}{\Delta_{x_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 0) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = 0) + \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 1) \Delta_{f_{nt} \rightarrow f_{nt}}^{i} (x_{nt} = -1)}.
\]  

(39)

\[
I_{f_{nt} \rightarrow \xi_{nt}}^{i+1} (s_{nt}) := \log \frac{\Delta_{f_{nt} \rightarrow \xi_{nt}}^{i} (s_{nt} = 0)}{\Delta_{f_{nt} \rightarrow \xi_{nt}}^{i} (s_{nt} = 1)}.
\]  

(41)

This expresses the belief of the multiuser detector about the \( n, t \)-th code symbol as a code symbol LLR that reads as in (40). For the sake of completeness, we also look at the activity LLRs from the multiuser to the activity detector and consider how the beliefs from the decoder contribute here. To this end, we consider the message from the multiuser to the activity detector. This message is composed of the beliefs given by the likelihood factors and the beliefs from the decoder. This message reads as

\[
\Delta_{f_{nt} \rightarrow \xi_{nt}}^{i+1} (s_{nt}) \propto \sum_{x_{nt} \in S_{nt}} f_{nt} (x_{nt}, c_{nt}, s_{nt}) \Delta_{d_{nt} \rightarrow f_{nt}}^{i} (c_{nt}) \Delta_{x_{nt} \rightarrow f_{nt}}^{i} (x_{nt}).
\]  

(40)

This message can be compactly summarized as a LLR using the definition of the function \( f_{nt} \) in (41), which is used to the activity detection. One can see in (41) that the information provided by the decoder does not make difference into the activity detection. Thus, since at this point we already have the means and variances of \( \hat{x} \), that is, \( \hat{r} \) and \( \nu \), we can approximate \( I_{f_{nt} \rightarrow \xi_{nt}}^{i+1} (s_{nt}) \) as given by

\[
I_{f_{nt} \rightarrow \xi_{nt}}^{i+1} (s_{nt}) := \log \frac{\mathcal{N}_{c} (0, \hat{r}_{nt}^{T}, \nu_{nt}^{T})}{\mathcal{N}_{c} (0, \hat{r}_{nt}^{T}, \nu_{nt}^{T} + \sigma_{X_{nt}}^{2})}.
\]  

(42)

E. Sum-Product Algorithm LDPC decoder

With the LLRs computed, we use (38) for decoding and (42) as a priori activity probability LLRs into a logarithmic LDPC decoder, as described in [77]. Regarding the activity detection, when the evaluated symbol is a pilot, that is, \( t \in \mathcal{L}_{p} \), BiMSGAMP uses the activity prior described in section [IV-A] with (12) and (13). For data, BiMSGAMP uses the extrinsic LLRs provided by the LDPC decoder to refine the probability of being active of each device, as given by

\[
\hat{\rho}_{nt}^{i+1} = 1/ (1 + \exp \{ I_{f_{nt} \rightarrow \xi_{nt}}^{i+1} (s_{nt}) \})
\]  

(43)

Using the previous LLR values, we have,

\[
I_{nt}^{\text{dec}} = \text{Decode} \left[ I_{f_{nt} \rightarrow d_{nt}}^{i+1} (c_{nt}) - I_{f_{nt} \rightarrow d_{nt}}^{i} (c_{nt}) \right],
\]  

(44)

\[
I_{f_{nt} \rightarrow d_{nt}}^{i+1} (c_{nt}) = I_{nt}^{\text{dec}} - L_{f_{nt} \rightarrow d_{nt}}^{i+1} (c_{nt}),
\]  

(45)

\[
\hat{\rho}_{nt}^{i+1} = E \left[ I_{nt}^{\text{dec}}, \hat{\rho}_{nt}^{i+1} \right],
\]  

(46)

where \( I_{nt}^{\text{dec}} \) is the LLR output of the LDPC decoder and \( \hat{\rho}_{nt}^{i+1} = \Delta_{\xi_{nt} \rightarrow f_{nt}}^{i} (s_{nt} = 1) \) which closes the loop.

Since the LDPC decoder decides for bit zero or one, an all-zero frame corresponds to an inactive device. Thus, for a bit matrix \( B \), the final activity detection after the hard decision procedure in \( L_{\text{dec}} \), for the \( n \)-th device, \( \tilde{C}_{nt} = 0 \) for each \( L \) bit sequence of zeros i.e., \( b_{nt} = 0 \) and \( \tilde{C}_{nt} = 1 \), otherwise. The procedure, summarized in Algorithm 1, iterates until a predefined threshold condition is satisfied or the iteration \( i \) reaches the maximum number of iterations \( I \). We consider the threshold given by

\[
\text{tol} = \left( \frac{\| x^{(i)}_{nt} - x^{(i-1)}_{nt} \|}{\| x^{(i)}_{nt} \|} \right) < 10^{-4},
\]  

(47)

that is, if tol reaches a value equal or larger than \( 10^{-4} \) and/or \( i \geq I \), BiMSGAMP stops.

V. DYNAMIC SCHEDULING STRATEGIES

In the predicted massive access mMTC scenario in 5G and beyond mobile communication systems [78], low-complexity techniques are essential. Unlike previous works, where message-passing approaches [79], [80], [81], [82], [83], [21], [84], [85], [86] update all messages in parallel, we develop and apply two message-scheduling strategies that dramatically reduce the computational cost of the proposed scheme.

Firstly described in our previous work [52], we propose two different criteria to determine a group of nodes \( S^{(i)} \) to be updated. The aim is to renew, at every iteration \( i \), only the messages that belong to a group of nodes (that represent the MTCDs and not all of them, as in the literature. Thus, the stop criterion in (47) consider not all devices, but only the ones that belongs to the group. As an example, considering a message-scheduling technique that is based on the estimated channels, (47) is given by

\[
\text{tol} = \left( \frac{\| B_{nt}^{(i)} - B_{nt}^{(i-1)} \|}{\| B_{nt}^{(i)} \|} \right) < 10^{-4},
\]  

(48)

where \( B_{nt}^{(i)} \) is a \( | S^{(i)} | \times 1 \) vector that corresponds to the estimated channels between the \( | S^{(i)} | \) devices and the \( m' \)-th BS antenna. With the new stop criterion defined, we explain the two message-scheduling techniques applied in this work.

A. Message-Scheduling based on Activity User Detection

The BiMSGAMP-AUD is a BiMSGAMP-type algorithm that has a message-scheduling based on the instantaneous activity user detection. The key idea is to form the group of nodes that the messages are going to be updated only with the
nodes that the activity detection \( \hat{\rho}_{nt} \), given by \( \text{[46]} \) surpresses a threshold value, close to 1. That is, if the device is considered as active, it is included in the set \( S^{(i)} \).

Since in the fist iteration the algorithm only has knowledge of the probability of being active of each device (which is typically much lower than 1), in the first iteration, every node has its messages updated. In the second iteration, the algorithm proceeds judging the \( \hat{\rho}_{nt}^{(i)} \) values, thus forming the group \( S^{(i)} \). After that, all messages that belong to \( S^{(i)} \), except for \( s_1^{(i)} \), will be updated. Accordingly, the set removes a group of messages that are associated to a specific device one by one, that is

\[
S^{(i)} = \left[ s_2^{(i-1)}, \ldots, s_{|S^{(i-1)}|}^{(i-1)} \right].
\]

In summary, the messages that belong to a group of nodes \( S^{(i)} \) are updated in parallel until the group is empty. The messages that are not associated to a node inside the set are neglected, until the end of update-removal procedure. When the set is finally empty, BiMSGAMP-AUD updates all the messages in parallel, as its happens in the literature. That is, the new set is \( S^{(i)} = [1, \ldots, N] \). After computing new \( \hat{\rho}_{nt} \) values, a new set is performed and the procedure continues until the stop criterion is satisfied.

B. Message-Scheduling based on Residual Belief Propagation

In this technique, we consider an ordering metric called residual belief propagation (RBP). The residual is the norm (defined over the message space) of the difference between the values of a message before and after an update. A residual is the norm (defined over the message space) of the difference between the values of a message before and after an update. Considering the channel estimation part of BiMSGAMP-RBP, the residual for the belief distribution at \( h_{mn} \), is given by

\[
\text{Res} \left( \Delta_{h_{mn}} \left( h_{mn} \right) \right) = \left| \Delta_{h_{mn}}^{(i+1)} \left( h_{mn} \right) - \Delta_{h_{mn}}^{(i)} \left( h_{mn} \right) \right|.
\]

The idea behind this method is to use the fact that the differences between the messages before and after an update reduces when the factor graph approach converges. Therefore, if a message has a large residual, it can indicates that it is located in a part of the graph that has not converged yet. So, if the messages that have larger residuals are propagated first, the convergence should be accelerated. Based on this idea, the residual values computed in \( \text{[50]} \) are used to form the set \( S^{(i)} \) of messages to be updated in the next iteration. In order to determine the maximum size of the set, we use the fact that the activity probability of MTCs is typically around 5% \( \text{[1]} \). Therefore, the set \( S^{(i)} \) is composed by the 0.05 \( N \) nodes with highest residual. The update sequence of BiMSGAMP-RBP is the same of BiMSGAMP-AUD, the difference is how both groups are formed. Algorithm 1 summarizes the BiMSGAMP procedure, described in the previous sections. With the main ideas explained, the next section discusses the computational cost and the convergence in terms of NMSE regarding the activity and data detection, and the channel estimation. All results are discussed and compared with state-of-the-art solutions.

VI. ANALYSIS

This section analyses the BiMSGAMP-type schemes in terms of the computational complexity and the convergence in
in terms of complex FLOPs. In particular, to provide a more precise comparison, Table II separates the number of operations in four groups, since the number of required FLOPs is different, depending of the operation type. Thus, for a different number of devices $N$, proposed and state-of-the-art algorithms are compared. In the case of joint activity and data detection algorithms, in order to try to provide a fair comparison, a separate channel estimation part has been considered, where an adapted version of the same solution is considered. This approach has also been used in order to verify the performance of each solution.

As it is clearly shown in Fig. 3, a key benefit of using message-scheduling approaches is the computational cost saving. As explained before, while the state-of-the-art algorithms as BiG-AMP [75] and HyGAMP [70] have $O(MN)$ messages to be computed, BiMSGAMP-type schemes demands $O(M|S^{(i)}|)$. With the prediction that the mMTC scenario need to handle up to 300,000 devices per cell [3], the gain of BiMSGAMP is evident since $|S^{(i)}| \ll N$. In order to highlight this benefit, Table II provides the number of operations needed for each state-of-the-art algorithm in terms of $N$ devices, $M$ BS antennas and $L = L_p + L_d$ frame size. For $N = [10, 250]$, $M = N/4$, $L_p = 64$ and $L_d = 128$, Fig. 3 shows that message-scheduling techniques dramatically reduce the computational cost, where BiMSGAMP-type schemes are less costly than most approaches. Note that since $|S^{(i)}|$ of BiMSGAMP-AUD varies with each iteration, in order to compare the computational cost of every BiMSGAMP-type scheme we considered the mean values of each set size acquired in our simulations. As at each new iteration BiMSGAMP-RBP updates $0.1N$ nodes, it requires a computational cost slightly higher than BiMSGAMP-AUD.

**TABLE II**

| Algorithm      | Additions, Subtractions and Multiplications | Divisions and Square roots | Modulus | Sine, exp and log |
|----------------|--------------------------------------------|---------------------------|---------|------------------|
| AMP            | $L[N(N+1) + 3M - 2]$                       | $L(M + 3)$               | N/A     | N/A              |
| Joint-EM-AMP   | $L_p [N(6M+1) + 3M - 2] + L_d [(N+L)(10A^2 + 16A + 7M + 27) + (M + L)(9N - 2) + NL(6A^2 + 17A + 11) + -N)]$ | $L_p [M + 3] + L_d [N(M + L + 1) + 2(N + L)(M + |A| + 1)]$ | $L(N + L) \times (3A + M + 1) + 2N(|A| + M) + N(L + 1)$ | N/A |
| BiG-AMP        | $(M + L)(12N + 10) + (N + L)(7M + 55) + (M + N)(7L + 47)$ | $12M + 11(N + L)$ | $L(3N + M + 8) + 2M(N + 8) + 16N + (N + L)T$ | $7(M + L + 2N)$ |
| Turbo-BiG-AMP  | $(M + L)(12N + 10) + (N + L)(7M + 55) + (M + N)(7L + 47) + (3(L + T')^2 + 2N - 1)(N + T')$ | $12M + 11(N + L) + 3(N + T')$ | $L(3N + M + 8) + 2M(N + 8) + 16N + (N + L)T$ | $7(M + L + 2N)$ |
| HyGAMP         | $L(N(17M + 72)+9M)$                        | $L(3N(M + 2) + 5M)$      | $L(2(N + 4))$ | $L(N(3M + 1))$ |
| BiMSGAMP-
| type           | $(M + L)(12|S| + 10) + (|S| + L)(7M + 55) + (M + |S|)(7L + 47) + 8(|S|(M + 2))$ | $12M + 3|S|M + 11(|S| + L)$ | $L(3|S| + M + 8) + 2M(|S| + 8) + 16|S| + 3|S|M$ | $7(M + L + 2|S|)$ |

Thus, we can conclude that BiMSGAMP-type schemes are significantly more efficient in terms of computational cost compared to other state-of-the-art algorithms.

**B. Convergence**

In order to analyze the convergence of BiMSGAMP-type schemes, we devise an SE analysis under the large system limit. The MSE of BiMSGAMP is characterized via a set of simple one-dimensional equations that allow us to validate and compare the numerical results and the theoretical analysis.

1) Adaptive damping: We remark that the approximations made in the BiMSGAMP derivation presented in Section III are justified in the large system limit, i.e., the case where $M$, $N$, and $T \to \infty$ with fixed $M/N$ and $T/N$. However, the algorithm may diverge in practical applications, as these dimensions are finite. Thus, in order to avoid this issue, we use in our simulations the adaptive damping strategy, similar to the one described in [88]. As seen in the literature [67], [75], the use of “damping” with GAMP/BiGAMP yields provable convergence guarantees with arbitrary matrices. As an example, let $\mu_i \in (0, 1]$ be the damping factor applying to the parameters $\hat{p}_{mt}$ and $\nu_{mt}$. With $\partial^0$ as the parameter to be updated, the damping factor is used as $\partial^{t+1} = \mu_i \partial^t + [1 - \mu_i] \partial^{t-1}$, where we use $\mu_i = 0.95$ as in [67], [75].

2) State evolution: We characterize the SE of the BiMSGAMP algorithm. The main idea is to study its behaviour by evaluating its asymptotic MSE performance. Specifically, under the large system limit BiMSGAMP-type schemes efficiency can be fully described via a set of simple one-dimensional SE equations with the main derivation steps described below. Under the bilinear generalized model, we give a detailed SE derivation that highlights the gains obtained by the message-scheduling techniques and the activity detection procedures.

Following the assumptions of the SE analysis for AMP-like algorithms as in [67] and [89], we consider the BiMSGAMP scheme with scalar variances as $\nu_{nt} = 1/|S^{(i)}| \sum_{n=1}^{s^{(i)}} \sum_{t=1}^{T} \nu_{nt}^{(i)} \approx \nu_{nt}^{(i)}$ and, similarly, $\hat{p}^{(i)} \approx \hat{p}^{(i)}$. Thus, we...
can include these new values in order to rewrite the variance parameters in Algorithm 1 as given by

\[ \nu^i_{nt} \approx \left( \frac{1 - \nu^i_{nt}}{\nu^i_{nt}} \right) \left( \frac{1}{\nu^i_{nt}} \right) = \nu^i \]

where the last equality can be obtained by empirical convergence. Rewriting and using (58), we have

\[ \text{mse}(X^i) = \frac{1}{|S_i|^T} \sum_{n=1}^{T} \sum_{r=1}^{T} \varphi(x)(r^{-1}) = \nu^i \]

and, similarly for the asymptotic MSE of \( \hat{\rho} \), we have:

\[ \text{mse}(\hat{\rho}) = \lim_{M,|S| \to \infty} \frac{1}{M} \sum_{n=1}^{T} \varphi(x)(r^{-1}) = \nu^i \]

where

\[ \varphi(x) = \psi(x) = \nu^i \]

we state the first main assumption:

**Assumption 1** The mean-related parameters \( y_{nt}, \hat{p}_{nt}, \hat{z}_{nt}, \hat{x}_{nt}, \hat{q}_{mn} \) and \( h_{mn} \) empirically converge to the following random variables with second order moments

\[ \lim_{T,|S| \to \infty} \{ y_{nt}, \hat{p}_{nt}, \hat{z}_{nt}, \hat{x}_{nt}, \hat{q}_{mn}, h_{mn} \} \equiv \{ X, \hat{p}, \hat{z}, \hat{x}, \hat{q}, h \} \]

Based on this assumption, the goal is to compute the asymptotic MSE of \( i \)-th iteration of \( X^i, \hat{H}^i \) and \( \hat{Z}^i \). Thus, the next steps are the particularization of the pseudo-Lipschitz continuous functions to compute the equivalent mean and variances.

**Proposition 1** Equivalently for \( \hat{H}^i \) and \( \hat{Z}^i \), the asymptotic MSE of the \( i \)-th iteration of \( X^i \), is almost sure identical to \( \nu^i \) and \( \nu^i \), as given by

\[ \text{mse}(X^i) = \frac{1}{|S_i|^T} \sum_{n=1}^{T} \sum_{r=1}^{T} \varphi(x)(r^{-1}) = \nu^i \]

As for the asymptotic MSE of \( \hat{X}^i \), we can write

\[ \text{mse}(X^i) = \lim_{T,|S| \to \infty} \frac{1}{|S_i|^T} \| \hat{X}^i - X^i \|_F^2 \]

where

\[ \varphi(x) = \psi(x) = \nu^i \]

and

\[ \psi(x) = \nu^i \]

The next step is to derive the asymptotic MSEs of those MMSE estimators. Omitting the iteration index \( i \) for simplicity, we start with the variance \( \nu^i \), as given by

\[ \nu^i = \frac{\text{E}_z \{ \psi(x) \}}{\text{E}_z \{ |z|^2 \}} \]

where

\[ \psi(x) = \nu^i \]

and

\[ \nu^i = \nu^i \]

The next step is to derive the asymptotic MSE of those MMSE estimators. Omitting the iteration index \( i \) for simplicity, we start with the variance \( \nu^i \), as given by

\[ \nu^i = \frac{\text{E}_z \{ \psi(x) \}}{\text{E}_z \{ |z|^2 \}} \]

Moreover, the distribution \( P(\tilde{\rho}) \) can be obtained by solving the following equation

\[ \int \text{P}(\tilde{\rho}) \text{P}(z|\tilde{\rho}) \text{d}z = \text{P}(z) \]

In the large system limit, \( z \) can be seen as a Gaussian random variable with zero mean and variance

\[ \chi_z = \text{E}_z \left\{ \left( \sum_{r=1}^{r} h_{mn} x_{nt} \right) \left( \sum_{r=1}^{r} h_{mn} x_{nt} \right) \right\} \]

where

\[ \chi_z = \int h^2 \text{P}(h|\tilde{\rho}) \text{d}h \]

As a result, solving (67) yields \( \text{P}(\tilde{\rho}) = \mathcal{N}_c(\tilde{\rho}|0, \chi_z - \nu^i) \) and, with \( D = \mathcal{N}_c(\tilde{\rho}|0, 1) \), \( \varphi(x) \) is given by

\[ \varphi(x) = \int \left\{ \int_{p_{y|x}}(y|x) \mathcal{N}_c(z|\sqrt{|S_i|}[\varphi(x), \theta_h, \nu^i, \nu^i]) \text{d}z \right\}^2 \text{d}y. \]
Numerically, the computation of $\nu^z$ and $\nu^h$ follows $\nu^e$. Thus, remembering that $\nu^e$ refers to the MSE associated with the approximate posterior $P(x|y)$ and $P(h; \hat{\rho}|y)$ and depends on the known prior $P(h; \hat{\rho}) = \tilde{\nu}N_c(h[0, \sigma^2_h]) + (1 - \hat{\rho}) \delta(h)$, we can get

$$\nu^e = \int \left[ \frac{1}{N} \sum_{s} \int \frac{P(x, c, s)N_c(x|\nu^q)}{P(x, c, s)} \right]^2 dx, $$

where $\nu^e$ is the MSE associated with the approximate posterior $P(x|y)$ and $P(h; \hat{\rho}|y)$ and depends on the known prior $P(h; \hat{\rho}) = \tilde{\nu}N_c(h[0, \sigma^2_h]) + (1 - \hat{\rho}) \delta(h)$, we can get

$$\nu^h = \int \left[ \frac{1}{N} \sum_{s} \int \frac{P(x, c, s)N_c(x|\nu^q)}{P(x, c, s)} \right]^2 dx. $$

and

$$\nu^e = \int \left[ \frac{1}{N} \sum_{s} \int \frac{P(x, c, s)N_c(x|\nu^q)}{P(x, c, s)} \right]^2 dx. $$

and

$$\nu^h = \int \left[ \frac{1}{N} \sum_{s} \int \frac{P(x, c, s)N_c(x|\nu^q)}{P(x, c, s)} \right]^2 dx. $$

One can notice that the variance related parameters $\nu^p, \nu^q$ and $\nu^r$ and the activity detection $\hat{\rho}$ have impact on $\nu^e$, $\nu^h$ and $\nu^p$. We thus apply the results above to represent those variance related parameters, which yields

$$\nu^e = |S^1| \left( \nu^p + \nu^q + \nu^r \right),$$

and

$$\nu^h = \frac{\nu^h}{|S^2| |S| \hat{\rho} \nu^e},$$

for the activity detection part, using (78), we have

$$\hat{\rho} = \frac{N_c(0|\delta^2 + \nu^r + \nu^e)}{N_c(0|\delta^2 + \nu^r + \nu^e) + N_c(0|\delta^2 + \nu^e)}.$$ 

Therefore, the SE of the proposed BiMSGAMP-schemes is given by (76)-78). Since each message-scheduling technique consider just a set $|S^i|$ of the $N$ devices (nodes), instead of compute the mean values with $N$, we considered the size of the set $|S^i|$. As the analysis is based on the large system limit, that is, when $N, T \to \infty$, the assumption still valid. Another important point is the inclusion of the instantaneous activity detection in the procedure. Present in the prior density of the channel, as long as the iteration marker grows, the estimated probability of being active $\hat{\rho}$ is refined and, consequently, a more accurate channel and signal means and variances are obtained, i.e., smaller MSE.

**VII. NUMERICAL RESULTS**

In this section we provide numerical results in order to evaluate and compare the BiMSGAMP schemes with the literature. We start with the convergence analysis, where we study in Figs. 4a)-(c) the behaviour of BiMSGAMP in terms of the NMSE of the channel estimation, activity and data detection in the asynchronous scenario. For this study, besides the BiMSGAMP-type schemes, we considered a bilinear version of the HyGAMP algorithm [71]. For channel estimation, notice in Figs. 4a) that the residual-based metric displays jumps on the convergence due to the group update. The neglected nodes have a considerable influence in low-SNRs scenarios, as when the set $S$ is empty all nodes are updated, which fits with the “jumps” on iterations. We remark that for the convergence analysis all the channels are considered and that HyGAMP’s and BiMSGAMP-AUD’s performances are almost the same. Regarding the activity detection, the jumping behaviour of BiMSGAMP disappears since it is computed only after the procedure. Furthermore, although for SNR values less than 5 dB the convergence of HyGAMP and BiMSGAMP-AUD is quite similar, from SNR = 10 dB, BiMSGAMP-AUD outperforms HyGAMP up to SNR = 20 dB, where all schemes perform equally. The convergence performance in channel NMSE is similar but the “jumps” of BiMSGAMP-RBP vanishes from SNR = 10 dB. In most scenarios BiMSGAMP-type solutions converge equally or faster than HyGAMP, but with a considerable computational cost saving. Even with more iterations to reach convergence, using BiMSGAMP-RBP with the expected massive number of devices requiring connection, dynamic scheduling approaches outperform algorithms with message passing in parallel. Regarding the data NMSE, we also evaluate the SE of BiMSGAMP-AUD, comparing its simulation results with the theory, under the synchronous and the asynchronous mMTC scenarios, beyond different SNR values. One can notice in Fig. 5 that the asymptotic prediction given by the iterative equations given by the steady-evolution derived in the last section matches the simulation results.

In order to assess the proposed schemes, the well-known approximate message passing (AMP) [40], and state-of-the-art solutions as the joint expectation-maximization AMP (JointEM-AMP) [43], a bilinear version of AMP (BiG-AMP) [75], HyGAMP [71] and the Turbo-BiG-AMP [65] are used for comparison. HyGAMP includes a loopy belief propagation (LBP) part for user activity detection before the GAMPs factor graph, refining the AUD. The Joint-EM-AMP uses expectation maximization (EM) algorithm to perform the activity detection, while the means and variances for signal detection are provided by AMP. Turbo-BiG-AMP is a modification of BiG-AMP that is designed for an asynchronous scenario and aims to locate the beginning of the each received frame. As a lower bound, we consider the oracle HyGAMP (OHyGAMP), a version of HyGAMP with perfect activity detection.

Averaging the results over $10^5$ runs, we consider an uplink under-determined mMTC system with $N = 100$ devices with a single antenna each transmitting to a BS equipped with $M = 32$ antennas. All the simulated schemes experience a block-fading channel model as described in (1). In each observation window, the number of active devices vary, but this number is limited by 10% of $N$. The channel coding considered is LDPC with rate 1/2 and the modulation scheme is QPSK. The balance between pilots and data is $L_p = 64$, $L_d = 128$, where the pilots are given in Section IV and the symbols are modulated after channel coding with block length of 256 bits. The average SNR is given by $10 \log_2 \left( 1 + \frac{N \sigma^2_w}{\sigma^2_n} \right)$.

Since there are not many works in the literature that perform joint channel estimation, activity detection and signal decoding in the mMTC scenario, the algorithms that do not consider the channel estimation part (AMP, Joint-EM-AMP and HyGAMP), have a separate channel estimation stage, which is adapted using the same solution considered. Additionally, in order to give a fair comparison, all evaluated algorithms used the LLR conversion presented in Section IV. Thus, despite the fact that it estimates the channels in a separate stage, we can
consider that HyGAMP is an equivalent parallel version of the BiMSGAMP. The maximum number of iterations employed for AMP and Joint-EM-AMP is \( \frac{N}{2} \) while 20 for BiG-AMP, Turbo-BiG-AMP, HyGAMP and BiMSGAMP-type schemes.

Considering the asynchronous GFRA scenario, Fig. 6 depicts the NMSE versus different signal-to-noise ratio values. We notice that in this new scenario the metric that considers the activity detection as message-scheduling, BiMSGAMP-AUD, reached the oracle HyGAMP performance, outperforming all other approaches. It is a good indication that the use of the channel decoding LLRs to refine the AUD improves not only the data detection, but also the channel estimation. Nevertheless, HyGAMP outperforms the residual-based solution, for SNR values > 7.5 dB. Since BiMSGAMP-RBP updates all nodes in the end of the set procedure, it is possible that the neglected nodes had a considerable influence in this scenario. Besides that, the well-known AMP exhibits a poor performance even though it requires more iterations. This channel estimation is used for the AMP and the Joint-EM-AMP schemes in the data decoding part. Since BiG-AMP do not have previous knowledge of the sparsity of the scenario as HyGAMP and it jointly performs the AUD, CE and data decoding (using the proposed scheme), it clearly loses performance. Other hypothesis is that a different adaptive damping and/or an specific initialization should be considered to improve its efficiency for the mMTC scenario. Another hypothesis is that the mMTC system is not sparse enough for it, since the number of active devices vary from 1 to 10% of \( N \).

Using the channel estimation depicted in Fig. 6 the frame error rate (FER) performance of the schemes is shown in Fig. 7(a). Firstly, for the synchronous GFRA, we observe that for low SNR values (\(< 10\) dB), we notice that the BiMSGAMP-type solutions outperform other approaches, getting even closer to the lower bound. For larger SNR values, BiMSGAMP-RBP and HyGAMP exhibit almost the same performance. The performance degradation of BiMSGAMP-RBP in SNRs between 10 and 15 dB, is due to the fact that the channel estimation was not efficient. On the other hand, the approach of the LLRs used in BiMSGAMP-AUD proved to be efficient for data decoding. Despite the fact that, as seen in Fig. 7(b), BiG-AMP and Joint-EM-AMP provide a satisfactory MDR and FAR values, their means and variances estimates that are the base of the LLRs for signal detection are not as accurate as those of HyGAMP and BiMSGAMP.

Regarding the asynchronous scenario, besides the algorithms already discussed, we consider the Turbo-BiG-AMP [65] that is designed for asynchronous mMTC scenarios. Unlike the scenario in our work, Turbo-BiG-AMP [65] has the knowledge of the number of active devices. With this information, a subgraph is included in the original BiG-AMP with the aim...
of determining the location of the frames, and, consequently, the activity of devices. Including Turbo-BiG-AMP in the FER simulations, one can see that the hierarchy of performance of the algorithms remains the same as in the synchronous case. We remark that in the asynchronous scenario, the FER performances are in general improved. This can be explained by the fact that all considered algorithms are compressed sensing solutions, and the asynchronous scenario, which is more sparse than the synchronous one, favors them. It is important to remind that in the asynchronous scenario a frame is considered correct if and only if the whole frame is inside the observation window. If a false alarm occurs in the symbol interval immediately before or after a true frame, the frame is considered as wrong.

As a crucial part of the study, the activity error rates for the asynchronous GFRA are shown in Figs. 7(b). Evidently, there is a trade-off regarding the false alarm and missed detection rates. Since most of the approaches in the literature use the same a priori activity factor in the factor graph, we have devised BiMSGAMP, a message-passing solution that uses the channel decoder beliefs to refine the activity detection and data decoding. We have also included and presented two message-scheduling strategies based on RBP and AUD in which messages are evaluated and scheduled in every new iteration. Numerical results have shown that BiMSGAMP outperforms state-of-the-art algorithms, highlighting the gains achieved by using the dynamic scheduling strategies and the effects of the channel decoding part in the system and requiring much lower computational cost.

**VIII. Conclusion**

We have presented a joint channel estimation, activity detection and data decoding scheme for mMTC. By including the channel and the a priori activity factor in the factor graph, we have devised BiMSGAMP, a message-passing algorithm that uses the channel decoder beliefs to refine the activity detection and data decoding. We have also included and presented two message-scheduling strategies based on RBP and AUD in which messages are evaluated and scheduled in every new iteration. Numerical results have shown that BiMSGAMP outperforms state-of-the-art algorithms, highlighting the gains achieved by using the dynamic scheduling strategies and the effects of the channel decoding part in the system and requiring much lower computational cost.

**APPENDIX A**

**DERIVATION OF MESSAGES OF INTEREST FROM VARIABLE TO FACTOR NODES**

We show the approximation of the messages from variable nodes to factor nodes. Since $\mathbf{Z}^T = \mathbf{X}^T \mathbf{H}^T$, the derivation of the approximation of $\Delta^{i+1}_{g_{mn}}(h_{mn})$ is given by,

$$\Delta^{i+1}_{g_{mn}}(h_{mn}) \approx \left[ \hat{s}_{nt}^i \hat{x}_{m,nt} + \nu_{nt}^i \hat{v}_{nt}^i \hat{t}_{mn}^i \right] h_{mn} \quad (79)$$

Recalling (16), converting the messages to the form of log-pdf and substituting (79), we obtain

$$\Delta^{i+1}_{h_{mn}}(h_{mn}) \approx \Delta_{k_{mn}}(h_{mn}) \prod_{p \neq t} \Delta^{i}_{g_{mp}}(h_{mn})$$

$$= \log(\mathcal{P}(h_{mn} | \gamma_{nt}) \mathcal{P}(\gamma_{nt})) + \sum_{p \neq t} \Delta^{i}_{g_{mp}}(h_{mn})$$

$$= \log(\mathcal{P}(h_{mn} | \gamma_{nt}) \mathcal{P}(\gamma_{nt})) + \sum_{p \neq t} \left[ \hat{s}_{nt}^i \hat{x}_{m,nt} + \nu_{nt}^i \hat{v}_{nt}^i \right] h_{mn}$$

$$- (1/2) \left[ \nu_{nt}^i \hat{v}_{nt}^i - \nu_{nt}^i \hat{v}_{nt}^i \right] h_{nt}^2 \quad (80)$$

Since in our system model $x$ depends only on $n$ and $l$ and $h$ only on $m$ and $n$, we ignore the components of $x$ that mathematically depends on $m$ and the ones of $h$ that depends on $l$, following the same idea of [67] and ignoring the terms $< O(1/N)$. This approximation on (80) leads to

$$\Delta^{i+1}_{h_{mn}}(h_{mn}) \approx \log(\mathcal{P}(h_{mn} | \gamma_{nt}) \mathcal{P}(\gamma_{nt})) - (h_{mn} - \hat{q}_{mn}^i)^2 / 2 \nu_{mn}^i$$

$$= \log \left( \mathcal{P}(h_{mn} | \gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \mathcal{P}(\gamma_{nt}) \right),$$

for

$$\nu_{mn}^i \approx \left( \sum_{t=1}^{T} \hat{x}_{nt}^2 \hat{x}_{nt}^2 \right)^{-1} \quad (82)$$

and
\[ q_{i,m,n} \approx h_{i,m,n} \left( 1 - \nu_{i,m,n}^2 \sum_{t=1}^{T} v_{i,n,t}^2 \nu_{i,m,n}^t \right) + \nu_{i,m,n}^2 \sum_{t=1}^{T} \hat{x}_{i,n,t}^2 \nu_{i,m,n}^t. \]  

Therefore, the corresponding means and variances of interest are then further approximated as

\[
\hat{h}_{i,m,n}^{t+1} \triangleq \frac{\int h \mathcal{P}(h|\gamma) \mathcal{P}(\gamma) N_c(h; \tilde{q}, v^2)}{\int h \mathcal{P}(h|\gamma) \mathcal{P}(\gamma) N_c(h; \tilde{q}, v^2)}
\]

\[
\nu_{i,m,n}^{t+1} \triangleq \nu_{i,m,n}^t g_{h_{i,m,n}}(\tilde{q}, v^2)
\]

where \( g_{h_{i,m,n}} \) is the first derivative of \( h_{i,m,n} \) in (84). Similarly, following the same steps and using \( \Delta_{t+1}^{i,m,n} (x_{n,t}) \), the means and variances of interest for the problem are given by

\[
\Delta_{t+1}^{i,m,n} (x_{n,t}) \approx \log \left( \sum_{s_{n,t}} \mathcal{P}_{x_{n,t}} (x_{n,t}, c_{n,t}, s_{n,t}) N_c (x_{n,t}; \hat{r}_{i,n,t}^2, \nu_{i,n,t}^2) \right),
\]

where the means and variances are

\[
\nu_{i,n,t}^2 \approx \left( \sum_{m=1}^{M} \hat{h}_{i,m,n}^2 \nu_{i,m,n}^t \right)^{-1}
\]

and

\[
\hat{x}_{i,n,t}^2 \approx \hat{x}_{i,n,t} (1 - 1 - \nu_{i,n,t}^2 \sum_{m=1}^{M} \nu_{i,m,n}^t \nu_{i,m,n}^t) + \nu_{i,n,t}^t \sum_{m=1}^{M} \hat{h}_{i,m,n}^2 \nu_{i,m,n}^t
\]

with the mean and the variance to compute the data estimates given by

\[
\hat{x}_{i,n,t}^{t+1} \triangleq \frac{\int x \sum_{s_c} \sum_{c} \mathcal{P}_{x_{n,t}} (x, c, s) N_c (x; \hat{r}, \nu^2)}{\int \sum_{s_c} \sum_{c} \mathcal{P}_{x_{n,t}} (x, c, s) N_c (x; \hat{r}, \nu^2)}
\]

\[
\nu_{i,n,t}^{t+1} \triangleq \nu_{i,n,t}^t g_{x_{i,n,t}} (\hat{r}_{i,n,t}, v^2)
\]

as well as for the channel, the left part of (89) is \( g_{x_{n,t}} (\hat{r}, v^2) \) and \( g'_{x_{n,t}} \) in (90) is its first derivative.
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