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Abstract—This article proposes two decentralized multiagent optimal control methods that combine the computational efficiency and scalability of differential dynamic programming (DDP) and the distributed nature of the alternating direction method of multipliers (ADMM). The first one, nested distributed DDP, is a three-level architecture, which employs ADMM for consensus, an augmented Lagrangian layer for local constraints and DDP as the local optimizer. The second one, merged distributed DDP, is a two-level architecture that addresses both consensus and local constraints with ADMM, further reducing computational complexity. Both frameworks are fully decentralized since all computations are parallelizable among the agents and only local communication is necessary. Simulation results that scale up to thousands of cars and hundreds of drones demonstrate the effectiveness of the algorithms. Superior scalability to large-scale systems against other DDP and sequential quadratic programming methods is also illustrated. Finally, hardware experiments on a multirobot platform verify the applicability of the methods. A video with all results is provided in the supplementary material.

Index Terms—Distributed robot systems, multirobot systems, optimization and optimal control, swarms.

I. INTRODUCTION

MULTIAGENT problems are emerging increasingly often in the robotics and control fields, with numerous significant applications, such as guiding fleets of autonomous cars [1], [2], navigating formations of unmanned aerial vehicles (UAVs) [3], multirobot motion coordination [4], air traffic management [5], swarm robotics [6], and so forth. There is a tendency that the size of such systems increases from a handful to large-scale teams of hundreds or even thousands of robots that are required to cooperatively achieve a common objective [7], [8], [9]. It is also desirable that these problems are solved optimally regarding the performance and control effort of the agents while ensuring their safe operation within their environment.
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Fig. 1. 1024 cars fleet navigation problem in a multiobstacle environment solved with MD-DDP.

Such specifications can be captured intrinsically within a multiagent optimal control setting [10], [11], where a set of agents would have to collectively minimize a global cost while satisfying constraints that might be coupled between the agents. Apart from optimal control approaches, there exists a variety of methods for addressing multirobot control problems. For path planning and navigation, graph search-based [12], [13] and sampling-based [14], [15] algorithms have been considered the status quo during recent years. Other notable families of multirobot control methods are found in game theory [16], potential field approaches [17], market-based methods [18], consensus-based algorithms [19], reinforcement learning [20], etc. Nevertheless, in this work, we opt to focus on optimal control approaches due to their generalizability for different types of costs, dynamics, actuation, and safety constraints, which is crucial for designing algorithms that are applicable to a wide variety of large-scale robotic systems.

A straightforward solution to address multiagent optimal control is through centralized methods, where a powerful controller is assumed to perform all computations and communicate
with all agents [21]. Unfortunately, this is often prohibitive for large-scale systems due to poor scalability with the increase of agents and potential communication limitations. As a consequence, there is a great necessity for designing fully decentralized optimal control approaches that enjoy computational and communication efficiency along with scalability to large-scale systems.

There exist two main classes of methods for solving nonlinear optimal control problems. The first one, referred to as direct trajectory optimization, relies on representing both the states and controls as optimization variables and solving the problem with an off-the-shelf nonlinear programming (NLP) algorithm, such as sequential quadratic programming (SQP) [10], [22]. The second class entails the indirect methods, where only the controls are parametrized while the states are obtained through forward integration of the dynamics, alleviating the need for explicitly imposing them as constraints [11].

Differential dynamic programming (DDP) is a well-known second-order indirect method that was first proposed by Jacobson and Mayne in 1970 [23] and has found numerous successful robotics applications [24], [25], [26], [27]. Its solution yields an optimal state trajectory along with locally optimal feedforward and feedback control policies. It also includes the iterative linear quadratic regulator (iLQR) algorithm [28] as a special case if only the first-order approximations of the dynamics are considered. Some appealing features of DDP include its global convergence guarantees with a quadratic rate and its low computational and memory complexities [29], [30]. These characteristics have established DDP as one of the most scalable nonlinear optimal control methods [30], [31], available in the literature. Several extensions for handling control and/or state constraints with DDP can be found in [32], [33], [34], [35], [36], [37], [38], [39], and [40]. Game theoretic DDP-based methods for multiagent settings have been presented in [41] and [42].

Although DDP is considered to be one of the most scalable optimal control approaches, yet its scalability would be limited if directly applied on high-dimensional control problems in a centralized fashion. Therefore, it is highly desirable to develop new distributed algorithms that retain the advantages of DDP and are inherently scalable for large-scale multirobot control. Along this direction, but in a nonrobotics setting, a preconditioned distributed DDP-based method was presented in [43], where interagent interactions only appear through the dynamics but not through inequality constraints that are typical in multirobot systems.

An attractive approach adopted in this article in order to overcome the scalability issue is to combine DDP with the alternating direction method of multipliers (ADMM). ADMM is an optimization method that has recently received significant attention because it can lead to algorithms with a distributed structure [44]. Several ADMM-based decentralized control methods have been proposed recently [45], [46], [47], [48], [49], [50], [51], [52], demonstrating a significantly improved computational efficiency against centralized methods. Nevertheless, there has been very little work in proposing schemes that attempt to merge the well-appreciated attributes of both DDP and ADMM. The authors in [53] and [54] provided multiagent ADMM-based DDP algorithms that are still semicentralized, while scalability results are limited to a few vehicles. In [55], a semicentralized multitarget tracking method using iLQR and ADMM was proposed, yet being distributed only among the targets and not the agents. While these methods have shown promising results, they still require a central node for computational and communication purposes and have only demonstrated low scalability in practice.

The scope of this work is to propose distributed architectures that thoroughly exploit the capabilities of combining DDP and ADMM, leading to fully decentralized algorithms that are applicable to large-scale multirobot systems. In particular, we propose the following two novel distributed schemes.

1) Nested distributed DDP (ND-DDP), a three-level decentralized architecture that utilizes ADMM for enforcing consensus between all agents, an augmented Lagrangian (AL) layer for satisfying local constraints and DDP as each agent’s optimizer. This framework has a general form where any constrained DDP variant can be used instead of the AL-DDP combination.

2) Merged distributed DDP (MD-DDP), a two-level decentralized architecture that exploits the fact that both consensus and local constraints can be treated in the same level through ADMM, which further reduces computational complexity.

To additionally enhance the computational efficiency of each framework, we also propose the following algorithmic improvements. First, a Nesterov acceleration technique is utilized, leading to computationally faster variants of both methods. Subsequently, a decentralized adaptation scheme for the penalty parameters induced by ADMM that is particularly tailored for multiagent optimal control problems, is also introduced. Both ND-DDP and MD-DDP are extensively tested in simulation on various multivehicle and multi-UAV problems of an increasing scale. ND-DDP is successfully applied to systems with up to 256 cars (1024 states) and 64 drones (768 states). With MD-DDP, an even higher scalability is achieved, solving problems with up to 4096 cars (16 384 states) and 256 drones (3072 states). To the best of authors’ knowledge, ND-DDP and MD-DDP are the first fully decentralized DDP/iLQR-based methods that have been shown to scale for multirobot systems of such a large scale. The superior scalability of ND-DDP and MD-DDP against centralized/semicentralized DDP and centralized/decentralized SQP is also confirmed through computational time comparisons. Finally, to verify the applicability of the methods on actual systems, we also successfully employ them on the Robotarium platform [56] for various multirobot tasks. These experiments also underline the advantage of DDP as a dynamic optimizer to provide control policies that consist of feedforward and feedback terms, thus enhancing the robustness of the methods against model uncertainty.

The rest of this article is organized as follows. In Section II, a brief overview of DDP and ADMM is provided. The multiagent optimal control problem is formulated in Section III. In Section IV, the ND-DDP architecture is proposed, while the MD-DDP framework is introduced in Section V. In Section VI,
the improved versions of the architectures are presented, along with additional details on the methods. In Section VII, the performance of the algorithms on multivar and multi-UAV systems is demonstrated through simulations. Hardware experiments on a multirobot platform are presented in Section VIII. Section IX concludes this article.

II. PRELIMINARIES

A. Notation

Throughout this article, nonbold symbols are used for scalars $a \in \mathbb{R}$ and bold lowercase and uppercase symbols for vectors $\mathbf{a} \in \mathbb{R}^n$ and matrices $\mathbf{A} \in \mathbb{R}^{n \times m}$, respectively. With $[a, b]$, the integer interval $[a, b] \cap \mathbb{Z}$ is defined. Given vectors $\mathbf{a}_i$, $i \in [1, n]$, we refer to their vertical concatenation as $\mathbf{a} = [\mathbf{a}_1; \ldots; \mathbf{a}_n] = [(\mathbf{a}_i)_{i \in [1, n]}]$. A diagonal matrix made up of scalars $\mathbf{a}_i$, $i \in [1, n]$, is denoted with $\text{diag}(\mathbf{a}_1, \ldots, \mathbf{a}_n) \in \mathbb{R}^{n \times n}$, while a block diagonal matrix constructed by $\mathbf{A}_i$, $i \in [1, n]$, is denoted with $\text{bdiag}(\mathbf{A}_1, \ldots, \mathbf{A}_n)$. The $\ell_2$-norm of $\mathbf{a} = [a_1, \ldots, a_n] \in \mathbb{R}^n$ is $\|\mathbf{a}\|_2 = \sqrt{\mathbf{a}^T \mathbf{a}} = \sqrt{\sum_{i=1}^{n} a_i^2}$. We also define the weighted norm $\|\mathbf{a}\|_W = \|W^{1/2}\mathbf{a}\|_2 = \sqrt{\mathbf{a}^T \mathbf{W} \mathbf{a}}$ for any symmetric positive definite matrix $\mathbf{W}$. Furthermore, given a set $\mathcal{X}$, its cardinality is provided by $|\mathcal{X}|$. Finally, the projection of a vector $\mathbf{x}$ onto a set $\mathcal{C}$ is denoted with $\Pi_{\mathcal{C}}(\mathbf{x})$, while $\mathcal{I}_C(\mathbf{x})$ defines an indicator function such that $\mathcal{I}_C(\mathbf{x}) = 0$ if $\mathbf{x} \in \mathcal{C}$ and $\mathcal{I}_C(\mathbf{x}) = +\infty$, otherwise.

B. Differential Dynamic Programming

A brief introduction to DDP is initially provided in its well-known centralized/single-agent unconstrained form [23]. Let us consider the following discrete-time nonlinear dynamics:

$$\mathbf{x}_{k+1} = f(\mathbf{x}_k, \mathbf{u}_k), \quad \mathbf{x}_0 : \text{given}$$

where $\mathbf{x}_k \in \mathbb{R}^p$, $\mathbf{u}_k \in \mathbb{R}^q$ denote the state and control at time instant $k$, respectively, and $f : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}^p$ is the dynamics function. Given a finite-time horizon $K$, the state and control trajectories are denoted with $\mathbf{x} = [\mathbf{x}_0; \ldots; \mathbf{x}_K]$ and $\mathbf{u} = [\mathbf{u}_0; \ldots; \mathbf{u}_{K-1}]$. The finite-horizon discrete-time optimal control problem can be formulated as finding the optimal control sequence $\mathbf{u}^*$ such that

$$\mathbf{u}^* = \arg\min_{\mathbf{u}} J(\mathbf{x}, \mathbf{u}) = \sum_{k=0}^{K-1} \ell(\mathbf{x}_k, \mathbf{u}_k) + \phi(\mathbf{x}_K)$$  \hspace{1cm} (2a)

s.t. $\mathbf{x}_{k+1} = f(\mathbf{x}_k, \mathbf{u}_k)$, $\mathbf{x}_0 : \text{given}$ \hspace{1cm} (2b)

with $J : \mathbb{R}^{(K+1)p} \times \mathbb{R}^{Kq} \to \mathbb{R}$, $\ell : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}$ and $\phi : \mathbb{R}^p \to \mathbb{R}$ being the total, running, and terminal costs, respectively. Both the dynamics and the cost are assumed to be twice differentiable. Problem (2) can be addressed with dynamic programming [57] since, given $\mathbf{x}_k$ at time $k$, the optimality of the future controls is independent of the past states and controls. The value function that describes the optimal “cost-to-go” starting from $\mathbf{x}_k$ is provided by

$$V_k(\mathbf{x}_k) := \min_{\mathbf{u}_k, \ldots, \mathbf{u}_{K-1}} \sum_{k=0}^{K-1} \ell(\mathbf{x}_k, \mathbf{u}_k) + \phi(\mathbf{x}_K).$$

Hence, solving (2) is equivalent with finding a control sequence $\mathbf{u}$ such that $J(\mathbf{x}, \mathbf{u}) = V_0(\mathbf{x}_0)$. Bellman’s principle of optimality [57] states that $V_k(\mathbf{x}_k)$ can be found through the following backpropagation rule

$$V_k(\mathbf{x}_k) = \min_{\mathbf{u}_k} Q_k(\mathbf{x}_k, \mathbf{u}_k)$$

with terminal condition $V_K(\mathbf{x}_K) = \phi(\mathbf{x}_K)$. DDP is a second-order method that solves problem (2) locally through (4a), by taking an approximation of $Q_k$. The algorithm operates in an iterative backward and forward pass fashion. During the backward pass, both sides of (4a) are expanded around some nominal trajectories $\bar{x}$ and $\bar{u}$. In particular, by defining the deviations $\delta \mathbf{x}_k = \mathbf{x}_k - \bar{x}_k$, $\delta \mathbf{u}_k = \mathbf{u}_k - \bar{u}_k$, the quadratic expansion of $Q_k$ is given by

$$Q_k(\mathbf{x}_k, \mathbf{u}_k) \approx Q_k(\mathbf{x}_k, \mathbf{u}_k) = \frac{1}{2} \delta \mathbf{x}_k^T Q_{xx,k} \delta \mathbf{x}_k + \frac{1}{2} \delta \mathbf{u}_k^T Q_{uu,k} \delta \mathbf{u}_k + \delta \mathbf{x}_k Q_{ux,k} \delta \mathbf{u}_k$$

with $Q_{xx,k} = \ell_{xx} + f_{xx}^T V_{xx,k+1} f_{xx} + V_{xx,k+1} \cdot f_{xx}$, $Q_{uu,k} = \ell_{uu} + f_{uu}^T V_{uu,k+1} f_{uu} + V_{uu,k+1} \cdot f_{uu}$, $Q_{xx,k} = \ell_{xx} + f_{xx}^T V_{xx,k+1} f_{xx} + V_{xx,k+1} \cdot f_{xx}$, $Q_{uu,k} = \ell_{uu} + f_{uu}^T V_{uu,k+1} f_{uu} + V_{uu,k+1} \cdot f_{uu}$, $Q_{ux,k} = \ell_{ux} + f_{xx}^T V_{ux,k+1} f_{xx} + V_{ux,k+1} \cdot f_{xx}$, $Q_{ux,k} = \ell_{ux} + f_{xx}^T V_{ux,k+1} f_{xx} + V_{ux,k+1} \cdot f_{xx}$.

where the cost and dynamics derivatives are evaluated at $\bar{x}_k$ and $\bar{u}_k$. The last terms in (6a)–(6c) are vector-tensor products that appear in DDP if the second-order approximation of the dynamics is considered. By only taking the first-order dynamics expansion, these terms are omitted and DDP coincides with iLQR [28]. Using (6), following optimal control deviations:

$$\delta \mathbf{u}^*_k = k_k + K_k \delta \mathbf{x}_k$$

with $k_k = - Q_{uu,k}^{-1} Q_{uu,k}^{-1} Q_{uu,k}^{-1}$ being the feedforward and feedback gains, respectively. By also expanding $V_k$ quadratically, (4a) leads to the following backpropagation rules:

$$V_k = - \frac{1}{2} Q_{uu,k}^{-1} Q_{uu,k}^{-1} Q_{uu,k}^{-1}$$

with $V_{x,k} = Q_{x,k} - Q_{x,k}^{-1} Q_{uu,k}^{-1} Q_{uu,k}^{-1}$, $V_{x,k} = Q_{x,k} - Q_{x,k}^{-1} Q_{uu,k}^{-1} Q_{uu,k}^{-1}$, $V_{x,k} = \phi(x, x_K)$, and $V_{x,k} = \phi(x, x_K)$. After completing the backward pass, the new trajectories $\bar{x}$ and $\bar{u}$ are obtained during the forward pass as follows:

$$\mathbf{u} = \mathbf{u}_k + k_k + K_k (\mathbf{x}_k - \bar{x}_k)$$

$$\mathbf{x}_{k+1} = f(\mathbf{x}_k, \mathbf{u}_k), \quad \mathbf{x}_0 : \text{given}. \hspace{1cm} (9b)$$
These new trajectories will be used as the nominal ones during the next backward pass, and so on. This iterative procedure continues until a predefined termination criterion is satisfied.

While the original DDP method was developed for unconstrained optimal control problems, several variations have been proposed for handling control and/or state constraints, such as [32], [33], [34], [35], [36], [37], [38]. Out of them, methods that incorporate constraints through an AL on the cost have been shown to be particularly effective [37], [38]. In this article, we will use the recently suggested AL-DDP combination [38] as a baseline for addressing constrained optimal control problems with DDP.

C. Alternating Direction Method of Multipliers

Subsequently, we provide a brief overview of ADMM. For more details, the reader is referred to [44]. The standard (two-block) version of ADMM considers an optimization problem of the following form:

$$\min_{x,z} f(x) + g(z) \quad \text{s.t.} \quad Ax + Bz = c \quad (10)$$

where $x \in \mathbb{R}^p$, $z \in \mathbb{R}^q$ are the primal variables, $f : \mathbb{R}^p \to \mathbb{R}$, $g : \mathbb{R}^q \to \mathbb{R}$, $A \in \mathbb{R}^{m \times p}$, $B \in \mathbb{R}^{m \times q}$, and $c \in \mathbb{R}^m$. For problem (10), the AL is given by

$$L(x, z, \lambda) = f(x) + g(z) + \lambda^T(Ax + Bz - c) + \frac{\rho}{2} \|Ax + Bz - c\|^2$$

where $\lambda \in \mathbb{R}^r$ is the dual variable for the constraint $Ax + Bz - c = 0$ and $\rho > 0$ is a penalty parameter. Classical ADMM consists of the following sequential updates:

$$x^{n+1} = \arg \min_x L(x, z^n, \lambda^n) \quad (11a)$$

$$z^{n+1} = \arg \min_z L(x^{n+1}, z, \lambda^n) \quad (11b)$$

$$\lambda^{n+1} = \lambda^n + \rho(Ax^{n+1} + Bz^{n+1} - c) \quad (11c)$$

where $n$ denotes the algorithm iteration. The method can be extended to a multiblock version with variables $x_1, \ldots, x_N, N \geq 3$ that are updated in a sequential manner [58], [59].

III. MULTIAGENT OPTIMAL CONTROL PROBLEM FORMULATION

Let us consider a team of $M$ agents given by the set $V = \{1, \ldots, M\}$. We first introduce the notion of neighbors.

Definition 1 (Neighborhood Set): The “neighborhood” set $N_i \subseteq V$ of an agent $i \in V$ is the set that contains all agents $j \in V$ that are neighbors of $i$ (including $i$).

Definition 2 (Neighbor-of Set): The “neighbor-of” set $P_i \subseteq V$ of an agent $i \in V$ is defined as $P_i = \{j \in V : i \in N_j\}$. In other words, it is the set that contains all agents $j \in V$ that consider $i$ as a neighbor.

Assumption 1: The sets $N_i, i \in V$, are time-invariant. It follows that $P_i, i \in V$, are also time-invariant.

In a multirobot setting, we would typically have $j \in N_i$ if agent $j$ is within a close distance from $i$. Note that there is no assumption of mutual neighbors, i.e., it is not required that $N_i = P_i$. Furthermore, we only require local communication between the agents through the following assumption.

Assumption 2: Each agent $i \in V$ is able to exchange information only with agents $j \in N_i \cup P_i$.

The dynamics of the $i$th agent are provided by the following discrete-time nonlinear equations:

$$x_{i,k+1} = f_i(x_{i,k}, u_{i,k}), \quad x_{i,0} : \text{given} \quad (12)$$

where $x_{i,k} \in \mathbb{R}^p, u_{i,k} \in \mathbb{R}^q$ are the state and control input of agent $i$ at time $k$. Let $x_i = [x_{i,0}; \ldots; x_{i,K}]$ and $u_i = [u_{i,0}; \ldots; u_{i,K-1}]$ be the state and control trajectories of agent $i$ over a time horizon $K$. The global cost function that all agents aim to collectively minimize is

$$J = \sum_{i=1}^M J_i(x_i, u_i) \quad (13)$$

where each local component $J_i : \mathbb{R}^{(K+1)p_i} \times \mathbb{R}^{Kq_i} \to \mathbb{R}$ has the form

$$J_i = \sum_{k=0}^{K-1} \ell_i(x_{i,k}, u_{i,k}) + \phi_i(x_{i,K}) \quad (14)$$

with $\ell_i : \mathbb{R}^{p_i} \times \mathbb{R}^{q_i} \to \mathbb{R}$ and $\phi_i : \mathbb{R}^{p_i} \to \mathbb{R}$ being the running and terminal costs, respectively. All agents are subject to the following single-agent control and state constraints:

$$b_{i,k}(u_{i,k}) \leq 0, \quad k \in [0, K-1] \quad (15)$$

$$g_{i,k}(x_{i,k}) \leq 0, \quad k \in [0, K]. \quad (16)$$

In multirobot problems, the former usually correspond to actuation limitations, while the latter often represent position, velocity, obstacle avoidance constraints, etc. Finally, the following interagent state constraints must also be satisfied between any agent $i \in V$ and its neighbors

$$h_{ij,k}(x_{i,k}, x_{j,k}) \leq 0, \quad k \in [0, K], \quad j \in N_i \setminus \{i\}. \quad (17)$$

Such constraints could enforce collision avoidance or connectivity maintenance between neighbors. Note that the use of the latter supports introducing Assumption 1 since neighboring agents would always stay within a close distance. Consequently, we proceed with formulating the multiagent optimal control problem.

Problem 1 (Multiagent Optimal Control Problem): Find the optimal control sequences $u_{i,*}, \forall i \in V$, such that

$$\{u_{i,*}\}_{i \in V} = \arg \min_{\{u_i\}_{i \in V}} \sum_{i=1}^M J_i(x_i, u_i) \quad s.t. \quad (18)$$

$$x_{i,k+1} = f_i(x_{i,k}, u_{i,k}), \quad x_{i,0} : \text{given} \quad (19)$$

$$b_{i,k}(u_{i,k}) \leq 0, \quad g_{i,k}(x_{i,k}) \leq 0 \quad (20)$$

$$h_{ij,k}(x_{i,k}, x_{j,k}) \leq 0, \quad j \in N_i \setminus \{i\}, \quad i \in V. \quad (21)$$

IV. NESTED DISTRIBUTED DDP

The first proposed architecture (see Fig. 2) uses an ADMM layer for enforcing a consensus between the decisions of all
agents (Level 1). Next, each agent’s neighborhood constraints are captured through a local AL layer (Level 2). Finally, the resulting problems are solved by each agent through DDP (Level 3). Due to the “nested” structure of this framework, we refer to it as ND-DDP.

A. Problem Transformation

Prior to the method derivation, it is necessary that Problem 1 is transformed to an equivalent form that is suitable for distributed optimization. The coupling that prohibits directly solving it in a decentralized manner is the one induced by the interagent constraints (17). To address this, we propose that each agent contains copy variables regarding the states and controls of their neighbors. In other words, we define the variables \( x_{i,k} \in \mathbb{R}^{p_i}, u_{i,k} \in \mathbb{R}^{n_i}, j \in \mathcal{N}_i, i \in \mathcal{V} \), where each \( x_{i,k} \) (or \( u_{i,k} \)) refers to what would be safe for agent \( j \) from the point of view of agent \( i \). Of course, the variables \( x_{i,k} \) and \( u_{i,k} \) coincide with \( x_{i,k} \) and \( u_{i,k} \), respectively. Thus, the following augmented state and control variables can be defined for each agent:

\[
x^a_{i,k} = [\{x_{i,k}^j\}_{j \in \mathcal{N}_i}] \in \mathbb{R}^{p_i}, \tilde{p}_i = \sum_{j \in \mathcal{N}_i} p_j \tag{18}
\]

\[
u^a_{i,k} = [\{u_{i,k}^j\}_{j \in \mathcal{N}_i}] \in \mathbb{R}^{n_i}, \tilde{q}_i = \sum_{j \in \mathcal{N}_i} q_j. \tag{19}
\]

The trajectories \( x^j, u^j, x^i, u^i \) are defined as \( x_i, u_i \) earlier. Thanks to introducing the copy variables, the interagent constraints (17) can be rewritten from the perspective of each agent \( i \) as \( h_{i,k}(x_{i,k}, x_{j,k}) \leq 0 \), or more compactly as

\[
h^a_{i,k}(x^a_{i,k}) \leq 0, \ i \in \mathcal{V} \tag{20}
\]

where \( h^a_{i,k}(x^a_{i,k}) = \{h_{i,k}(x_{i,k}, x_{j,k})\}_{j \in \mathcal{N}_i \setminus \{i\}} \).

Nevertheless, since there might be multiple variables referring to the same agent, it becomes necessary to enforce a consensus between such variables. To achieve this, the following global state and control variables are also introduced:

\[
z_k = [\{z_{i,k}\}_{i \in \mathcal{V}}] \in \mathbb{R}^p, \ p = \sum_{i \in \mathcal{V}} p_i, \ k \in [0, K] \tag{21}
\]

\[
w_k = [\{w_{i,k}\}_{i \in \mathcal{V}}] \in \mathbb{R}^q, \ q = \sum_{i \in \mathcal{V}} q_i, \ k \in [0, K - 1] \tag{22}
\]

with the trajectories \( z, w, z_i, \) and \( w_i \) defined accordingly. Thus, we can impose the following consensus constraints:

\[
x^i_j = z_j, \ u^i_j = w_j, \ j \in \mathcal{N}_i, \ i \in \mathcal{V} \tag{23}
\]

which can be written in a more compact form as

\[
x^a_i = z^a_i, \ u^a_i = w^a_i, \ i \in \mathcal{V} \tag{24}
\]

with \( z^a_{i,k} = [\{z_{j,k}\}_{j \in \mathcal{N}_i}] \in \mathbb{R}^{p_i} \) and \( w^a_{i,k} = [\{w_{j,k}\}_{j \in \mathcal{N}_i}] \in \mathbb{R}^{q_i} \). Let us also introduce the augmented dynamics \( x^a_{i,k+1} = f^a(x^a_{i,k}, u^a_{i,k}) \) and constraints \( b^a_{i,k}(u^a_{i,k}) \leq 0, \ g^a_{i,k}(x^a_{i,k}) \leq 0 \), accordingly. Finally, we suggest the new local cost functions:

\[
J^a_i(x^a_i, u^a_i) = \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} J_j(x^j_j, u^j_j) \tag{25}
\]

for every agent \( i \in \mathcal{V} \). Therefore, Problem 1 can be transformed to the following equivalent form.

**Problem 2 (Multiagent Optimal Control Problem II):** Find the optimal control sequences \( u^a_i, \quad \forall i \in \mathcal{V} \), such that

\[
\{u^a_i\}_{i \in \mathcal{V}} = \arg \min_{\{u^a_i\}_{i \in \mathcal{V}}} \sum_{i=1}^{M} J^a_i(x^a_i, u^a_i)
\]

s.t. \( x^a_{i,k+1} = f^a_i(x^a_{i,k}, u^a_{i,k}), \ x^a_{i,0} \) given

\[
b^a_{i,k}(u^a_{i,k}) \leq 0, \ g^a_{i,k}(x^a_{i,k}) \leq 0, \ h^a_{i,k}(x^a_{i,k}) \leq 0
\]

\[
x^a_i = z^a_i, \ u^a_i = w^a_i, \ i \in \mathcal{V}.
\]

Note that in (25), each \( J_j \) is multiplied with a factor \( 1/|\mathcal{P}_j| \) so that the cost functions in Problems 1 and 2 are equivalent.

B. Method Derivation

Subsequently, the derivation of the ND-DDP method is presented. Let us start with rewriting Problem 2 by replacing part of the constraints with their indicator functions as follows:

\[
\min \sum_{i=1}^{M} J^a_i(x^a_i, u^a_i) + \mathcal{I}_{F_i}(x^a_i, u^a_i) + \mathcal{I}_{B_i}(u^a_i)
\]

\[
+ \mathcal{I}_{G_i}(x^a_i) + \mathcal{I}_{H_i}(x^a_i)
\]

s.t. \( x^a_i = z^a_i, u^a_i = w^a_i, \ i \in \mathcal{V}. \tag{26} \]

The AL for problem (26) can be formulated as

\[
\mathcal{L} = \sum_{i=1}^{M} J^a_i(x^a_i, u^a_i) + \mathcal{I}_{F_i}(x^a_i, u^a_i) + \mathcal{I}_{B_i}(u^a_i)
\]

\[
+ \mathcal{I}_{G_i}(x^a_i) + \lambda^T_i(x^a_i - z^a_i) + y^T_i(u^a_i - w^a_i)
\]

\[
+ \mu_i \|x^a_i - z^a_i\|^2 + \frac{\mu_i}{2} \|u^a_i - w^a_i\|^2 \tag{27}
\]

where \( \lambda_i, y_i \) are the corresponding dual variables of the consensus constraints and \( \rho, \mu > 0 \) are penalty parameters. Next, the ADMM update rules are derived. In the following, ADMM iterations are denoted with \( n \).

**Optimization step 1. Local AL-DDP Updates:** In the first block of updates, the AL (27) is minimized w.r.t. the local variables \( x^a_i, u^a_i \), i.e.,

\[
\{x^a_i, u^a_i\}^{n+1} = \arg \min_{x^a_i, u^a_i} \mathcal{L}(x^a_i, u^a_i, z^a, w^a, \lambda^0_i, y^0_i)
\]
for all agents $i \in \mathcal{V}$. This results to the following $M$ subproblems that can be solved in parallel from all agents

$$\{x^i_t, u^i_t\}^{n+1} = \arg \min_{x^i_{t+1}, u^i_{t+1}} \sum_{k=0}^{K-1} [\hat{\ell}_i(x^i_{t,k}, u^i_{t,k})] + \hat{\phi}_i(x^i_{t,K})$$

s.t. $x^i_{t+1,k} = f^i_{t,k}(x^i_{t,k}, u^i_{t,k})$, $x^i_{t,0} :$ given

$$b^i_{t,k}(u^i_{t,k}) \leq 0, \quad g^i_{t,k}(x^i_{t,k}) \leq 0, \quad h^i_{t,k}(x^i_{t,k}) \leq 0 \quad (28)$$

with the running and terminal costs being

$$\hat{\ell}_i(x^i_{t,k}, u^i_{t,k}) = \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \ell_j(x^i_{t,k}, u^i_{t,k})$$

$$+ \frac{\rho}{2} \left\| x^i_{t,k} - z^a_{i,k} + \frac{\lambda_{i,k}}{\rho} \right\|_2^2$$

$$+ \frac{\mu}{2} \left\| u^i_{t,k} - w^a_{i,k} + \frac{y_{i,k}}{\mu} \right\|_2^2$$

$$\hat{\phi}_i(x^i_{t,K}) = \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \phi_j(x^i_{t,K})$$

$$+ \frac{\rho}{2} \left\| x^i_{t,K} - z^a_{i,K} + \frac{\lambda_{i,K}}{\rho} \right\|_2^2,$$

Each of these subproblems is solved by incorporating the local constraints into the cost through an AL approach as follows:

$$\{x^i_t, u^i_t\}^{n+1} = \arg \min_{x^i_{t+1}, u^i_{t+1}} \sum_{k=0}^{K-1} [\hat{\ell}_i(x^i_{t,k}, u^i_{t,k})] + \hat{\phi}_i(x^i_{t,K})$$

$$+ \sum_{k=0}^{K} C_{i,k} x^i_{t,k,}, u^i_{t,k})$$

s.t. $x^i_{t+1,k} = f^i_{t,k}(x^i_{t,k}, u^i_{t,k})$, $x^i_{t,0} :$ given \hspace{1cm} (29)

where

$$C_{i,k}(x^i_{t,k}, u^i_{t,k}) = P(w_{i,k}, \beta_{i,k}, s^a_{i,k}(x^i_{t,k}, u^i_{t,k}))$$

$$s^a_{i,k}(x^i_{t,k}, u^i_{t,k}) = [b^a_{i,k}(u^i_{t,k}); g^a_{i,k}(x^i_{t,k}); h^a_{i,k}(x^i_{t,k})]$$

and $w_{i,k}, \beta_{i,k}$ are the Lagrange multipliers and penalty parameters for the constraint $s^a_{i,k}(x^i_{t,k}, u^i_{t,k}) \leq 0$, respectively. Details on the form of $P(\cdot)$ and on the updates of $w_{i,k}, \beta_{i,k}$ are provided in Appendix A. During each local AL iteration $l = 1, \ldots, L$, problem (29) is solved with DDP. The backward pass rules for DDP will obtain the following form:

$$Q_1 x^i_{t,k} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \ell_j \right)_{x^i_{t,k}} + \rho I + C x^i_{t,k}$$

$$+ f^a_{t} V x^i_{t,k} + 1 f^a_{u^i_{t,k}}$$

$$Q_1 u^i_{t,k} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \ell_j \right)_{u^i_{t,k}} + f^a_{u^i_{t,k}} V x^i_{t,k} + 1 f^a_{u^i_{t,k}}$$

\textbf{Algorithm 1: Nested Distributed DDP (ND-DDP).}

1. $x^i_t, u^i_t \leftarrow$ Solve single-agent problems in parallel $\forall i \in \mathcal{V}$.
2. Each agent $i \in \mathcal{V}$ receives $x^j_t, u^j_t$ from all $j \in \mathcal{N}_i \setminus \{i\}$.
3. Initialize: $x^i_t \leftarrow \{x^j_t\}_{j \in \mathcal{N}_i \setminus \{i\}}, u^i_t \leftarrow \{u^j_t\}_{j \in \mathcal{N}_i \setminus \{i\}},

$$z^i_t \leftarrow x^i_t, w^i_t \leftarrow u^i_t, \lambda_t \leftarrow 0, y_t \leftarrow 0.$$

4. while $t \leq N $ do
5. while $l \leq L$ do (in parallel $\forall i \in \mathcal{V}$)
6. $x^i_{t+1}, u^i_{t+1} \leftarrow$ Solve (29) in parallel $\forall i \in \mathcal{V}$.
7. $w_{i,k}, \beta_{i,k} \leftarrow$ Update in parallel $\forall i \in \mathcal{V}, \forall k$.
8. $[0, K - 1]$.
9. if $||s^a_{i,k}||_2 \leq \epsilon_{AL}$ then
10. break
11. Each agent $i \in \mathcal{V}$ receives $x^j_t, u^j_t$ from all $j \in \mathcal{P}_i \setminus \{i\}$.
12. $z_t, u_t \leftarrow$ Update with (30a), (30b) in parallel $\forall i \in \mathcal{V}$.
13. Each agent $i \in \mathcal{V}$ receives $z_j, w_j$ from all $j \in \mathcal{N}_i \setminus \{i\}$.
14. $\lambda_t, y_t \leftarrow$ Update with (31a), (31b) in parallel $\forall i \in \mathcal{V}$.

$$Q_{x^i_{t,K} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \ell_j \right)_{x^i_{t,K}}} + \rho (x^i_{t,K} - z^a_{i,K} + \frac{\lambda_{i,K}}{\rho})^2$$

$$+ C x^i_{t,K} + f^a_{x^i_{t,K}} V x^i_{t,K+1} + 1 f^a_{u^i_{t,K}}$$

$$Q_{u^i_{t,K} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \ell_j \right)_{u^i_{t,K}}} + \mu (u^i_{t,K} - w^a_{i,K}) + y^i_{t,K}$$

where for simplicity, only the first-order dynamics expansion is considered. The terminal conditions for the value functions and their derivatives will be given by

$$V_{i,K} = \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \phi_j(x^i_{t,K}) + \frac{\rho}{2} ||x^i_{t,K} - z^a_{i,K} + \frac{\lambda_{i,K}}{\rho}||_2^2$$

$$+ C_{i,K}$$

$$V_{x^i_{t,K}} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \phi_j(x^i_{t,K}) \right)_{x^i_{t,K}} + \rho (x^i_{t,K} - z^a_{i,K})$$

$$+ \lambda_{i,K} + C x^i_{t,K}$$

$$V_{u^i_{t,K}} = \left( \sum_{j \in \mathcal{N}_i} \frac{1}{|\mathcal{P}_j|} \phi_j(x^i_{t,K}) \right)_{u^i_{t,K}} + \rho I + C x^i_{t,K}.$$

\textbf{Remark 1:} The new local problems (29) include four significant modifications compared to their unconstrained single-agent counterparts. First, each agent optimizes for its augmented state
and control, which allows for handling interagent constraints—from their own perspective. Second, all agents partially take into account the objectives of their neighbors. Third, all neighborhood constraints are incorporated through the local AL for each agent. Finally, the new costs include extra terms that encourage a consensus between local and global variables, and therefore, a consensus between all agents.

**Optimization Step 2. Global Updates:** In the second block, the global variables \( z, w \) are updated, i.e.,

\[
\{ z, w \}^{n+1} = \arg \min \mathcal{L}(x_i^{n+1}, u_i^{n+1}, z, w, \lambda_i, y_i)
\]

which leads to

\[
\{ z, w \}^{n+1} = \arg \min \sum_{i=1}^{M} \sum_{j \in \mathcal{N}_i} \frac{\rho}{2} \| x_j - z_j \|^2 + \frac{\mu}{2} \| u_j - w_j \|^2 - \lambda_j^T z_j - y_j^T w_j,
\]

This minimization can be decomposed for all \( z_i, w_i, i \in \mathcal{V} \), leading to the following update rules:

\[
\begin{align}
  z_i^{n+1} &= \frac{1}{|P_i|} \sum_{j \in P_i} x_j^{n+1} + \lambda_i^{n+1} + \frac{1}{\rho} y_i^{n+1} \quad (30a) \\
  w_i^{n+1} &= \frac{1}{|P_i|} \sum_{j \in P_i} u_j^{n+1} + \frac{1}{\mu} y_i^{n+1}. \quad (30b)
\end{align}
\]

For \( n > 0 \), the parts involving the dual variables in (30), will become zero with a similar argument as in [44, Sec. 7.2]. Therefore, the global updates are essentially taking an average of all variables (actual or copy ones) that refer to agent \( i \). Finally, the dual variables are updated as follows:

\[
\begin{align}
  \lambda_i^{n+1} &= \lambda_i^n + \rho (x_i^{n+1} - x_i^n), \quad (31a) \\
  y_i^{n+1} &= y_i^n + \mu (u_i^{n+1} - w_i^n). \quad (31b)
\end{align}
\]

**Algorithm**

The ND-DDP algorithm is presented in Algorithm 1. To warm start the variables (Line 1), each agent \( i \in \mathcal{V} \) first obtains \( x_i, u_i \) through solving once with DDP their unconstrained single-agent problems, which only take into account the dynamics constraints(12). Next, every agent \( j \in \mathcal{N}_i \setminus \{i\} \) sends \( x_j, u_j \) to agent \( i \) (Line 2). These are used by each agent \( i \) to initialize \( x_i^n, u_i^n, z_i^n, \) and \( w_i^n \) (Line 3). Subsequently, the iterative ADMM algorithm starts. In Lines 5–10, \( x_i^n \) and \( u_i^n \) are obtained by solving (28) with AL-DDP in parallel for all agents. This involves \( L \) loops, wherein \( x_i^n, u_i^n \) (Line 6) and \( w_{i,k}, \beta_{i,k} \) (Line 7) are updated iteratively. The loop terminates early if the residuals of the local neighborhood constraints get below some threshold, i.e., \( \| s_i^{e_{i,k}} \|_2 \leq \epsilon_{AL} \). After that, each agent \( j \in \mathcal{P}_i \setminus \{i\} \) sends \( x_j, u_j \) to agent \( i \) (Line 11), so that the latter is able to perform the global updates (Line 12) using (30). Next, every agent \( j \in \mathcal{N}_i \setminus \{i\} \) sends \( z_j, w_j \) to agent \( i \), so that the latter can construct \( z_i^n, w_i^n \) (Line 13). Thus, every agent \( i \) can now perform its dual updates (Line 14) with (31). This iterative procedure (Lines 4–14) continues until \( n \) reaches to the maximum number of ADMM iterations \( N \).

**Remark 2:** All computations (Lines 1, 5–10, 12, 14) can be performed in parallel by every agent \( i \). Furthermore, all necessary communication steps (Lines 2, 11, 13) only take place in a neighborhood level. These two attributes characterize the fully decentralized nature of ND-DDP from both computational and communication aspects.

**Remark 3:** It is possible to use a termination criterion that would check whether the ADMM primal and dual residuals get below some threshold [44, Sec. 3.3]. Nevertheless, this would require collecting information from all agents at every ADMM iteration, thus violating the fully distributed form of the algorithm. For this reason, we empirically set a maximum number of iterations \( N \) that leads to sufficient convergence.

**Remark 4 (Computational Complexity of ND-DDP):** The most computationally demanding part of ND-DDP are the local AD-DDP updates (Step 1). Let us denote the DDP iterations with \( D \). The computational bottleneck of the DDP algorithm itself is the matrix inversion \( Q_{n,m,k}^{-1} \) required for (7), which is performed \( K \) times per DDP iteration. Therefore, ND-DDP has the following computational complexity:

\[
O \left( N \cdot L \cdot D \cdot K \cdot \tilde{q}_i^3 \right). \quad (32)
\]

Note that applying AL-DDP directly on Problem 1 in a centralized fashion would lead to the following computational complexity

\[
O \left( L \cdot D \cdot K \cdot (Mq_i^3) \right) \quad (33)
\]

since the matrix inversion in (7) would have the dimensionality of the concatenated control vector of all agents. Thus, it is clear that ND-DDP can achieve dramatic computational gains against centralized AL-DDP as the number of agents \( M \) increases.

**Remark 5:** Any other constrained DDP method such as [34, 35, 36, 37, 38] could also be used instead of the AL-DDP combination (Lines 5–10) for solving problems (28) within ND-DDP.

**V. MERGED DISTRIBUTED DDP**

In the second proposed architecture, we wish to take advantage of the fact that ADMM can also be used for handling the neighborhood constraints locally rather than only the consensus ones. This would lead into “merging” the consensus and local constraints levels of ND-DDP into a single level (see Fig. 3). For this reason, we label this framework as MD-DDP.

**A. Problem Transformation**

In order to handle the local state and control constraints with ADMM, it is necessary to first introduce the “safe” copy

![Fig. 3. MD-DDP (“merged”) architecture. Level 1: ADMM for consensus and local constraints; Level 2: DDP.](image-url)
variables $\tilde{x}_{i,k} \in \mathbb{R}^p$, $\tilde{u}_{i,k} \in \mathbb{R}^q$, $i \in \mathcal{V}$. These variables must satisfy the local single-agent constraints, i.e., $b_{i,k}(\tilde{u}_{i,k}) \leq 0$ and $g_{i,k}(\tilde{x}_{i,k}) \leq 0$, while of course being in consensus with the actual states and controls

$$\tilde{x}_{i,k} = x_{i,k}, \quad \tilde{u}_{i,k} = u_{i,k}, \quad i \in \mathcal{V}. \quad (34)$$

Moreover, each agent will also contain the following safe copy variables for its neighbors, $\tilde{x}^a_{j,k} \in \mathbb{R}^p_j$, $j \in \mathcal{N}_i \setminus \{i\}, \quad i \in \mathcal{V}$. Thus, in a similar manner as in Section IV, we can introduce the augmented “safe” states as follows:

$$\tilde{x}^a_{i,k} = \{[\tilde{x}^a_{j,k}]_{j \in \mathcal{N}_i}\} \in \mathbb{R}^p_i, \quad i \in \mathcal{V} \quad (35)$$

for which we impose that $h_{a,k}(\tilde{x}^a_{i,k}) \leq 0$. The trajectories $\tilde{x}_i, \tilde{x}^a_j, \tilde{x}^a_i$ are defined accordingly. Finally, we define a global state $z_k$ as in (21) and enforce the consensus constraints

$$\tilde{x}^a_i = z^a_i, \quad i \in \mathcal{V}. \quad (36)$$

As a result, we can formulate the following problem, which is equivalent to Problem 1.

**Problem 3 (Multiagent Optimal Control Problem III):** Find the optimal control sequences $u^*_i, \forall i \in \mathcal{V}$, such that

$$\left\{u^*_i\right\}_{i \in \mathcal{V}} = \arg \min \sum_{i=1}^{M} J_i(x_i, u_i)$$

s.t. $x_{i,k+1} = f_i(x_{i,k}, u_{i,k}), \quad x_{i,0}: \text{given}$

$\begin{align*}
& b_{i,k}(\tilde{u}_{i,k}) \leq 0, \quad g_{i,k}(\tilde{x}_{i,k}) \leq 0, \quad h_{a,k}(\tilde{x}^a_{i,k}) \leq 0, \\
& u_i = \tilde{u}_i, \quad x_i = \tilde{x}_i, \quad \tilde{x}^a_i = z^a_i, \quad i \in \mathcal{V}. \quad (37)
\end{align*}$

**B. Method Derivation**

The derivation of the MD-DDP updates follows. First, let us restate Problem 3 as

$$\sum_{i=1}^{M} J_i(x_i, u_i) + \mathcal{I}_f(x_i, u_i) + \mathcal{I}_b(\tilde{u}_i)$$

$$+ \mathcal{I}_g(x_i) + \mathcal{I}_h(\tilde{x}^a_i)$$

s.t. $u_i = \hat{u}_i, \quad x_i = \tilde{x}_i, \quad \tilde{x}^a_i = z^a_i, \quad i \in \mathcal{V}.$

For this problem, the AL can be written as

$$\begin{align*}
\mathcal{L} &= \sum_{i=1}^{M} J_i(x_i, u_i) + \mathcal{I}_f(x_i, u_i) + \mathcal{I}_b(\hat{u}_i) + \mathcal{I}_g(\tilde{x}_i) \\
& + \mathcal{I}_h(\tilde{x}^a_i) + \xi^T_i(u_i - \hat{u}_i) + \lambda_i^T(x_i - \tilde{x}_i) \\
& + y_i^T(\tilde{x}^a_i - z^a_i) + \frac{\tau}{2}||u_i - \hat{u}_i||^2 + \frac{\rho}{2}||x_i - \tilde{x}_i||^2 \\
& + \frac{\mu}{2}||\tilde{x}^a_i - z^a_i||^2. \quad (38)
\end{align*}$$

**Optimization Step 1. Local DDP Updates:** In the first block of updates, we minimize the AL w.r.t. the local variables $x_i, u_i$, i.e.,

$$\{x_i, u_i\}^{n+1} = \arg \min \mathcal{L}(x_i, u_i, \tilde{x}^a_i, \hat{u}_i, z^n, \xi^n, \lambda^n, y^n)$$

for all agents $i \in \mathcal{V}$. This results to the following $M$ subproblems:

$$\{x_i, u_i\}^{n+1} = \arg \min \sum_{k=0}^{K-1} \left[ \ell_i(x_{i,k}, u_{i,k}) + \hat{\phi}_i(x_{i,K}) \right]$$

s.t. $x_{i,k+1} = f_i(x_{i,k}, u_{i,k}), \quad x_{i,0}: \text{given} \quad (39)$

with

$$\hat{\phi}_i(x_{i,K}) = \phi_i(x_{i,K}) + \frac{\rho}{2}||x_{i,K} - \tilde{x}_{i,K} + \frac{\lambda_{i,K}}{\rho}||^2$$

$$\hat{\phi}_i(x_{i,K}) = \phi_i(x_{i,K}) + \frac{\rho}{2}||x_{i,K} - \tilde{x}_{i,K} + \frac{\lambda_{i,K}}{\rho}||^2.$$

These problems are solved in parallel by every agent $i \in \mathcal{V}$, with DDP. The backward pass rules will obtain the following form:

$$Q_{x_i x_i,k} = \ell_{x_i x_i} + \rho I + f^T_{x_i} V_{x_i x_i,k+1} f_{x_i}$$

$$Q_{x_i u_i,k} = \ell_{x_i u_i} + f^T_{u_i} V_{x_i x_i,k+1} f_{u_i}$$

$$Q_{u_i u_i,k} = \ell_{u_i u_i} + \tau I + f^T_{u_i} V_{x_i x_i,k+1} f_{u_i}$$

$$Q_{x_i u_i,k} = \ell_{x_i u_i} + \rho(x_{i,k} - \tilde{x}_{i,k}) + \lambda_{i,k} + f_{x_i} V_{x_i x_i,k+1}$$

$$Q_{u_i u_i,k} = \ell_{u_i u_i} + \tau(u_{i,k} - \tilde{u}_{i,k}) + \xi_{i,k} + f_{u_i} V_{x_i x_i,k+1}$$

where only the first-order dynamics approximation is considered for brevity. The terminal conditions for the value functions and their derivatives will be

$$V_{x_i,x_i,K} = \phi_i(x_{i,K}) + \frac{\rho}{2}||x_{i,K} - \tilde{x}_{i,K} + \frac{\lambda_{i,K}}{\rho}||^2$$

$$V_{x_i,x_i,K} = \phi_i(x_{i,K}) + \rho(x_{i,K} - \tilde{x}_{i,K}) + \lambda_{i,K}$$

$$V_{x_i,x_i,K} = \phi_i(x_{i,K}) + \rho I.$$

**Optimization Step 2. Local Safe Updates:** The second block yields the following update rules:

$$\{\tilde{x}^a_i, \hat{u}_i\}^{n+1} = \arg \min \mathcal{L}(\tilde{x}^a_{i,n+1}, \hat{u}_{i,n+1}, \tilde{x}^a_i, \hat{u}_i, z^n, \xi^n, \lambda^n, y^n)$$

which leads to the following $M$ (for every agent $i = 1, \ldots, M$) state subproblems

$$\tilde{x}^a_{i,n+1} = \arg \min \frac{\rho}{2}||x_i - \tilde{x}_i + \frac{\lambda_{i}}{\rho}||^2 + \frac{\mu}{2}||\tilde{x}^a_i - z^a_i + \frac{y_i}{\mu}||^2$$

s.t. $g_{i,k}(\tilde{x}_{i,k}) \leq 0, \quad h_{a,k}(\tilde{x}^a_{i,k}) \leq 0, \quad k \in [0, K] \quad (40)$

and $M$ control subproblems

$$\hat{u}^{n+1}_i = \arg \min \frac{\tau}{2}||u_i - \tilde{u}_i + \frac{\xi_i}{\tau}||^2$$

s.t. $b_{i,k}(\hat{u}_{i,k}) \leq 0, \quad k \in [0, K - 1]. \quad (41)$

Note that each agent’s state subproblem (40) can be further decomposed into $K + 1$ smaller subproblems (for each time
Algorithm 2: Merged Distributed DDP (MD-DDP).

1: \( x_i^n, u_i^n \leftarrow \text{Solve single-agent problems in parallel} \forall i \in V \).
2: Each agent \( i \in V \) receives \( x_{j}^{n+1} \) from all \( j \in N_i \setminus \{i\} \).
3: Initialize: \( x_i \leftarrow x_i^n, u_i \leftarrow u_i^n, \tilde{x}_i \leftarrow \{x_j^n\}_{j \in N_i} \).
4: while \( n \leq N \) do
5: \( x_i, u_i \leftarrow \text{Solve (39) in parallel} \forall i \in V \).
6: \( \tilde{x}_i \leftarrow \text{Solve (42) in parallel} \forall i \in V, \forall k \in [0, K]. \)
7: \( u_i \leftarrow \text{Solve (43) in parallel} \forall i \in V, \forall k \in [0, K - 1]. \)
8: Each agent \( i \in V \) receives \( \tilde{x}_j \) from all \( j \in N_i \setminus \{i\} \).
9: \( z_i \leftarrow \text{Update with (45) in parallel} \forall i \in V. \)
10: Each agent \( i \in V \) receives \( z_j \) from all \( j \in N_i \setminus \{i\} \).
11: \( \xi_i, \lambda_i, y_i \leftarrow \text{Update (46a)-(46c)} \) in parallel \( \forall i \in V. \)

In instant \( k = 0, \ldots, K \), i.e.,
\[
\tilde{x}_{i,k}^{n+1} = \arg \min_{\tilde{x}_{i,k}} \frac{1}{\rho} \left\| x_{i,k} - \tilde{x}_{i,k} + \frac{\lambda_{i,k}}{\rho} \right\|^2_2 + \frac{\mu}{2} \left\| \tilde{x}_{i,k} - z_{i,k} + \frac{u_{i,k}}{\mu} \right\|^2_2
\]
s.t. \( g_{i,k}(\tilde{x}_{i,k}) \leq 0, h_{i,k}(\tilde{x}_{i,k}) \leq 0 \) (42)
that can be solved in parallel as well. The same holds for the control subproblems, which can be decomposed into the following \( K \) subproblems (for \( k = 0, \ldots, K - 1 \)):
\[
\tilde{u}_{i,k}^{n+1} = \arg \min_{\tilde{u}_{i,k}} \left( \frac{\tau}{2} \left\| u_{i,k} - \tilde{u}_{i,k} + \frac{\xi_{i,k}}{\tau} \right\|^2_2 \right)
\]
s.t. \( b_{i,k}(\tilde{u}_{i,k}) \leq 0. \) (43)
Moreover, note that (42) and (43) are actually projection steps that admit trivial solutions in the case of box constraints. For example, if we have \( u_{i,\min} \leq \tilde{u}_{i,k} \leq u_{i,\max} \), then (43) yields
\[
\tilde{u}_{i,k}^{n+1} = \Pi_{[u_{i,\min}, u_{i,\max}]}(u_{i,k} + \xi_{i,k}/\tau) \quad (44)
\]
which can be computed by clamping all elements of \( u_{i,k} + \xi_{i,k}/\tau \) so that they are within \([u_{i,\min}, u_{i,\max}].\)

Remark 6: It follows that Step 2 of MD-DDP is a highly parallelizable step, since it can be decomposed w.r.t. i) all agents, ii) states and controls and iii) all time instants. Therefore, it results into \( M(2K + 1) \) low-dimensional subproblems that can be solved in parallel.

Optimization Step 3. Global Updates: Similarly with Step 2 of ND-DDP, the global updates will be given by
\[
z_i^{n+1} = \frac{1}{|P_i|} \sum_{j \in P_i} \tilde{x}_{j,k}^{n+1} + \frac{1}{\mu} y_i^{n+1}. \quad (45)
\]
Finally, the dual updates are provided by
\[
\xi_i^{n+1} = \xi_i^n + \tau (u_i^{n+1} - \tilde{u}_i^{n+1}) \quad (46a)
\]
\[
\lambda_i^{n+1} = \lambda_i^n + \rho (x_i^{n+1} - \tilde{x}_i^{n+1}) \quad (46b)
\]
\[
y_i^{n+1} = y_i^n + \mu (\tilde{x}_i^{n+1} - z_i^{n+1}) \quad (46c)
\]

C. Algorithm

The MD-DDP algorithm is illustrated in Algorithm 2. As in ND-DDP, the single-agent unconstrained problems are initially solved once (Line 1), so that \( x_i, u_i, \tilde{x}_i, u_i^n, z_i^n \) are warmstarted (Line 3). During every ADMM iteration, all agents first solve problems (39) in parallel with DDP, to obtain \( x_i, u_i \) (Line 5). Subsequently, problems (42) and (43) are solved in parallel for all agents and all time instants (Lines 6, 7). Afterwards, every agent \( i \in V \) receives \( \tilde{x}_i \) from all \( j \in N_i \setminus \{i\} \) (Line 8), so that the global updates (45) are executed (Line 9). Finally, each agent \( i \) gets \( z_j \) from all \( j \in N_i \setminus \{i\} \) (Line 10), so that the variables \( z_i^n \) are constructed and the dual updates can be performed (Line 11). Lines 5–11 repeat until \( n \) reaches to \( N \).

Remark 7: As with ND-DDP, the MD-DDP algorithm is fully decentralized since all computations can be performed in parallel among all agents (Lines 1, 5–7, 9, 11), while the required communication steps (Lines 2, 8, 10) take place in a neighborhood level.

Remark 8 (Computational Complexity of MD-DDP): Using a similar justification as in Remark 4, the computational complexity of MD-DDP is given by
\[
O(N \cdot D \cdot K \cdot q^3). \quad (47)
\]
Note that this is a major computational improvement even compared to ND-DDP, since the AL loop has been eliminated and the DDP subproblems only have a single-agent dimensionality, i.e., the matrix inversion in (7) has a \( O(q^3) \) cost.

VI. ARCHITECTURES IMPROVEMENTS AND DETAILS

In this section, we propose two improvements for enhancing the performance of ND-DDP and MD-DDP. First, we show how Nesterov acceleration can be incorporated through the ADMM updates to accelerate the convergence of the algorithms. Second, we propose a decentralized “agent-specific” scheme for adapting the ADMM penalty parameters that is suitable for multiagent optimal control. For the sake of brevity, both are being presented only in the context of MD-DDP. Further details on the algorithms are also provided.

A. Nesterov Acceleration

A Nesterov accelerated version of MD-DDP is presented here. For more details on ADMM with Nesterov acceleration, the reader is referred to [59], [60]. Let us introduce the Nesterov duplicate variables \( \tilde{x}_i, \tilde{u}_i, \tilde{\xi}_i, \tilde{\lambda}_i, \) and \( \tilde{y}_i \). The updates of the modified MD-DDP algorithm are carried out as detailed below. In Step 1 (local DDP updates), the variables \( x_i, u_i \) are updated through
\[
\{x_i, u_i\}_i^{n+1} = \arg \min L(x_i, u_i, \tilde{x}_i^n, \tilde{u}_i^n, \tilde{\xi}_i^n, \tilde{\lambda}_i^n, \tilde{y}_i^n)
\]
which leads to problems (39), but with \( \tilde{x}_i, \tilde{u}_i, \tilde{\xi}_i, \tilde{\lambda}_i, \) and \( \tilde{y}_i \) in place of \( x_i, u_i, \lambda_i, \xi_i, \) respectively. Step 2 (local safe updates) yields the following updates for \( \tilde{x}_i, \tilde{u}_i \):
\[
\{\tilde{x}_i, \tilde{u}_i\}_i^{n+1} = \arg \min L(\tilde{x}_i^{n+1}, \tilde{u}_i^{n+1}, \tilde{x}_i, \tilde{u}_i, \tilde{\xi}_i^n, \tilde{\lambda}_i^n, \tilde{y}_i^n)
\]
which results to (42) and (43) using \( \tilde{z}_i^{n+1}, \tilde{\xi}_i, \tilde{\lambda}_i, \tilde{y}_i, \) instead of \( z_i^{n+1}, \xi_i, \lambda_i, y_i \), respectively. Subsequently, Step 3
(Global updates) will have the following form:
\[
\bar{z}_i^{n+1} = \frac{1}{|P_i|} \sum_{j \in P_i} \bar{x}_j^{n+1} + \frac{1}{\mu} \bar{y}_i^n. \tag{48}
\]

The dual updates are provided by
\[
\xi_i^{n+1} = \xi_i^n + \tau (u_i^{n+1} - \bar{u}_i^{n+1}) \tag{49a}
\]
\[
\lambda_i^{n+1} = \lambda_i^n + \rho (z_i^{n+1} - \bar{z}_i^{n+1}) \tag{49b}
\]
\[
\bar{y}_i^{n+1} = \bar{y}_i^n + \mu (\bar{z}_i^{n+1} - \bar{x}_i^{n+1}). \tag{49c}
\]

Finally, the Nesterov duplicate variables are updated as follows:
\[
\bar{x}_i^{n+1} = \bar{x}_i^{n+1} + \gamma_n (\bar{x}_i^{n+1} - \bar{x}_i^n) \tag{50a}
\]
\[
\bar{u}_i^{n+1} = \bar{u}_i^{n+1} + \gamma_n (\bar{u}_i^{n+1} - \bar{u}_i^n) \tag{50b}
\]
\[
\bar{z}_i^{n+1} = \bar{z}_i^{n+1} + \gamma_n (\bar{z}_i^{n+1} - \bar{z}_i^n) \tag{50c}
\]
\[
\xi_i^{n+1} = \xi_i^n + \gamma_n (\xi_i^n - \xi_i^n) \tag{50d}
\]
\[
\lambda_i^{n+1} = \lambda_i^n + \gamma_n (\lambda_i^n - \lambda_i^n) \tag{50e}
\]
\[
\bar{y}_i^{n+1} = \bar{y}_i^{n+1} + \gamma_n (\bar{y}_i^{n+1} - \bar{y}_i^n) \tag{50f}
\]

where \(\gamma_n = \eta \frac{\alpha_n - 1}{\alpha_n + 1}, \{\alpha_n\}_{n=0,1,...} \) is the Nesterov sequence
\[
\alpha_n + 1 = 1 + \sqrt{4 \alpha_n^2 + 1}, \quad \alpha_1 = 1
\]
and \(\eta \in [0, 1)\) is a tuning parameter. For \(\eta = 0\), the algorithm collapses to vanilla MD-DDP.

B. Decentralized Penalty Parameters Adaptation

Proper selection of the penalty parameters in ADMM algorithms is significant since it affects how fast they will converge to a satisfying solution, i.e., the primal and dual residuals will reach below some sufficient thresholds \([44]\). In general, these parameters are treated as tuning parameters, although several adaptation schemes have been proposed in the literature, such as \([61, 62, 63, 64]\). Most of them rely on steering the total primal and dual residuals ratio to some desired value \([61, 62]\), since high or low values of the parameters prioritize the reduction of the primal or dual residuals, respectively. Of course, computing the total residuals of the global problem would require a central node, sacrificing the fully decentralized form of ND-DDP and MD-DDP. In \([63]\), the residual balancing idea is extended by using different penalty parameters per node/agent.

Our observations have shown that schemes of this nature can be particularly useful in optimal control for multiagent systems, while also admitting an intuitive interpretation. In fact, we take this idea one step further and propose (in the context of MD-DDP) that each agent contains the following diagonal penalty parameter matrices
\[
T_i \in \mathbb{R}^{q_i \times q_i}, \quad P_i \in \mathbb{R}^{p_i \times p_i}, \quad M_i \in \mathbb{R}^{\bar{q}_i \times \bar{q}_i}, \quad i \in \mathcal{V} \tag{51}
\]
with every diagonal element corresponding to a particular control/state component. The intuition here is that not only each agent should be penalized differently based on whether its local constraints are satisfied or not, but moreover, each control/state component should also be penalized separately, which is crucial in the case where the original costs \((14)\) assign significantly different weights to these components, so the penalty parameters should be adapted to such discrepancies.

The resulting modified updates for MD-DDP are provided in Appendix B. At each ADMM iteration, the penalty parameter matrices are updated as follows:
\[
T_i^{n+1} = a_{b,1}^{n+1} T_i^0 \tag{52a}
\]
\[
P_i^{n+1} = a_{b,1}^{n+1} P_i^0 \tag{52b}
\]
\[
M_i^{n+1} = a_{b,1}^{n+1} M_i^0 \tag{52c}
\]
where \(T_i^0, P_i^0, M_i^0\) are their initially assigned values. The update rules for the parameters \(a_{b,1}^{n+1}, b = 1, 2, 3\), depend on the corresponding primal and dual residuals ratios, with detailed expressions provided in Appendix C.

Of particular interest is the quite common case, where the costs \((14)\) are quadratic, i.e.,
\[
J_i = \sum_{k=0}^{K-1} \left( [x_{i,k} - x_i^f]^T Q_i (x_{i,k} - x_i^f) + u_{i,k}^T R_i u_{i,k} \right)
+ [x_{i,k} - x_i^f]^T Q_i (x_{i,k} - x_i^f) \tag{53}
\]
with \(Q_i, R_i\) being diagonal matrices and \(x_i^f\) being the target state of the \(i\)th agent. In this case, a well-suited initialization is
\[
T_i^0 = c_1 \cdot R_i, \quad P_i^0 = c_2 \cdot Q_i, \quad M_i^0 = c_3 \cdot \text{bdiag}\{Q_j \mid j \in \mathcal{N}_i\},
\]
where \(c_1, c_2, c_3 > 0\) with reasonable values, say 0.1 to 10. Choosing values \(c_1, c_2, c_3 > 1\) would assign more importance to consensus in the MD-DDP updates (see Appendix B), while the opposite would assign more importance to the original costs. The intuition behind this choice is that each state/control component of each agent should be penalized by a symmetric amount as in the original costs. Subsequently, depending on which constraints are violated or not, the updates \((52)\) will lead the penalty parameters to appropriate values, while still respecting the original relative weighting that was assigned to each state/control component by the cost matrices \(Q_i, R_i\). It is straightforward to apply the same ideas in ND-DDP as well, by replacing the parameters \(\rho\) and \(\mu\) in Section IV, with matrices \(P_i \in \mathbb{R}^{p_i \times p_i}\) and \(M_i \in \mathbb{R}^{\bar{q}_i \times \bar{q}_i}\) for every agent \(i\).

C. Convergence

DDP is known to admit a quadratic convergence rate to a locally optimal solution \([29, 30]\). In addition, convergence guarantees for ADMM are well-established in convex optimization problems \([44]\). While convergence results on problems with nonconvex constraints are limited in the literature and require significant modifications that reduce computational efficiency \([52, 65, 66]\), extensive computational experience has shown that ADMM works well in practice for nonconvex problems \([67, 68, 69, 70, 71, 72, 73]\). In fact, after thorough testing, no divergence cases have been observed for both vanilla ND-DDP and MD-DDP. For their Nesterov accelerated versions, a sufficient tuning of parameter \(\eta\) is necessary to ensure that the algorithms will not diverge \([59]\).
\subsection{DDP Details}

The performance of DDP can be further improved with two main modifications, which we adopt in the proposed frameworks. First, during the backward pass of DDP, we perform a sufficient regularization on the $Q_{u,u}$ matrix such that it is ensured that it is a positive definite matrix using the adaptation rule proposed in \cite{29}. Second, at every DDP forward pass, we use the following modified version of (7):

$$\delta u_k = \alpha k_k + K_k \delta x_k$$ \hspace{1cm} (54)

where a line search is performed to find the optimal $\alpha$ that leads to the highest cost reduction \cite{23}. In all cases, DDP is warmstarted with the previous solution of each agent.

\section{Simulation Results}

In this section, the efficacy of the proposed methods is verified through extensive simulation results. We start by demonstrating their performance in various challenging multivehicle problems and gradually increase to large-scale scenarios with thousands of vehicles. Subsequently, the capability of the algorithms to handle more complex dynamics in 3-D space is illustrated by successfully testing them in multi-UAV control problems with up to hundreds of drones. An ablative analysis which shows how the improvements proposed in Section VI can enhance performance is provided afterwards. Finally, the superior scalability of ND-DDP and MD-DDP against popular multiagent optimal control alternatives, such as centralized/decentralized SQP and centralized/semicentralized DDP is highlighted for large-scale problems. In all results, only the first-order expansions of the dynamics are used. For all tasks, the results of both MD-DDP and ND-DDP are included in the supplementary video. In this article, due to space limitations, only snapshots using MD-DDP are presented.

\subsection{Multivehicle Control}

We consider a problem setup where each agent $i$ has Dubin’s car dynamics with state $x_{i,k} = [x_{i,k} \ y_{i,k} \ \theta_{i,k} \ v_{i,k}]^T \in \mathbb{R}^4$ and control input $u_{i,k} = [\alpha_{i,k} \ \omega_{i,k}]^T \in \mathbb{R}^2$, where $(x_{i,k}, y_{i,k})$ is the 2-D position, $\theta_{i,k}$ is the angle, $v_{i,k}$, $\omega_{i,k}$ are the linear and angular velocities and $\alpha_{i,k}$ is the linear acceleration of vehicle $i$ at time instant $k$. For all tasks, we use time step $dt = 0.02$ s and time horizon $K = 200$, unless specified otherwise. Each agent’s cost is of the form (53) with $Q_i = \text{diag}(30, 30, 0, 6)$, $R_i = \text{diag}(0.5, 0.5)$ and $P_i = \text{diag}(100, 100, 0, 0)$. All cars are subject to the following box control constraints:

$$-a_{\text{max}} \leq a_{i,k} \leq a_{\text{max}}, \ -\omega_{\text{max}} \leq \omega_{i,k} \leq \omega_{\text{max}}$$ \hspace{1cm} (55)

with $a_{\text{max}} = 10 \text{ m/s}^2$ and $\omega_{\text{max}} = 30^\circ / \text{s}$. The following box state constraints must also be satisfied:

$$x_{\text{min}} \leq x_{i,k} \leq x_{\text{max}}, \ y_{\text{min}} \leq y_{i,k} \leq y_{\text{max}}$$

$$-v_{\text{max}} \leq v_{i,k} \leq v_{\text{max}}$$ \hspace{1cm} (56)

where $x_{\text{min/max}}$, $y_{\text{min/max}}$ are the field bounds for each task and $v_{\text{max}} = 10 \text{ m/s}$. Furthermore, all vehicles are subject to the obstacle avoidance constraints

$$\|p_{i,k} - p_\text{o}\|_2 \geq r_\text{o} + d_\text{a}, \ \text{for all } i \in \mathcal{V} \hspace{1cm} (58)$$

where $p_{i,k} = [x_{i,k} \ y_{i,k}]$, while $p_\text{o}$, $r_\text{o}$, and $d_\text{a}$ are the position, radius, and desired minimum distance from obstacle $o \in \mathcal{O}$, and $\mathcal{O}$ is the set of all obstacles. For all obstacles, we set $d_\text{a} = 0.3 \text{ m}$. Lastly, the following interagent collision avoidance and connectivity maintenance constraints are also enforced between each vehicle $i$ and its neighbors

$$\|p_{i,k} - p_{j,k}\|_2 \geq d_{\text{col}}, \ \text{for all } j \in \mathcal{N}_i \hspace{1cm} (59)$$

$$\|p_{i,k} - p_{j,k}\|_2 \leq d_{\text{con}}, \ \text{for all } j \in \mathcal{N}_i \hspace{1cm} (60)$$

with $d_{\text{col}} = 0.3 \text{ m}$ and $d_{\text{con}} = 2.0 \text{ m}$. While constraints (59) ensure that the cars will not collide with each other, the ones in (60) force neighboring cars to stay within a close distance. Note that (58)–(60) can be handled directly through the local ALs in ND-DDP. For MD-DDP, we opt to linearize them \cite[Sec. III-A]{74} at every ADMM iteration $n$, around the trajectories $x^\ast_{i,n}$ obtained from Step 1. Hence, problems (42) will be small-dimensional QPs that can be solved very fast—especially considering Remark 6. An additional communication step will be needed in MD-DDP between Steps 1 and 2 where every agent $i$ must send $x^\ast_{i,n}$ to agents $j \in \mathcal{P}_i \{i\}$, so that subsequently, each agent $i$ linearizes the constraints (59) and (60) around the trajectories $x^\ast_{i,n}$, $j \in \mathcal{N}_i$. In Sections VII-A and VII-B, we use the vanilla versions of ND-DDP and MD-DDP with constant agent-specific penalty parameter matrices—but without parameter adaptation or Nesterov acceleration. For ND-DDP, we set $M_i = 2 \cdot \text{bdiag}([R_i]_{j \in \mathcal{N}_i})$, $P_i = 8 \cdot \text{bdiag}([Q_j]_{j \in \mathcal{N}_i})$ and for MD-DDP, we assign $T_i = 2 \cdot R_i$, $P_i = 8 \cdot Q_i$, $M_i = 8 \cdot \text{bdiag}([Q_j]_{j \in \mathcal{N}_i})$ for every vehicle. The maximum number of ADMM iterations is set to $N = 50$ for ND-DDP and $N = 200$ for MD-DDP. In all experiments, the neighborhood sets are selected with a closest distance criterion based on the initial positions of the agents.

In the first task (see Fig. 4), four groups of four cars are initialized with velocities $v_{i,0} = 3 \text{ m/s}$, while moving toward an intersection with a high chance of colliding. Except for avoiding collisions with all other cars (\mathcal{N}_i = \mathcal{V}) and reaching their targets, the vehicles are also required to remain within their lanes. Since all cars are neighbors here, constraints (60) can be omitted. Fig. 4 shows six snapshots of the vehicles moving using the MD-DDP optimal solutions. All cars are able to reach their goals while maintaining their safety. Note that in cases where the neighborhood size is close to the total number of agents, the computational benefit of ND-DDP against centralized AL-DDP decreases. On the contrary, MD-DDP is immune to such choices, since the local DDP problems in Step 1 always maintain a single-agent dimensionality, irrespective of the neighborhood size (see Remark 8).

The second task includes a team of 16 vehicles that is required to surpass a cluster of obstacles while staying close to each other so that communication is maintained. The neighborhood size for each car is set to $|\mathcal{N}_i| = 9$. As illustrated in Fig. 5, the cars are able to safely reach to their target positions while not colliding and maintaining communication.
Fig. 4. Multivehicle intersection task with MD-DDP including 16 cars: Snapshots at different time instants. Each “x” marker indicates the target of the car with the same color. The black lines indicate the lane bounds of each team of cars.

Fig. 5. Multivehicle “communication maintenance” task with MD-DDP (16 cars). Snapshots at different time instants.

In the next task (see Fig. 6), 40 cars are initialized in a circle formation. Their goal is to swap positions with the diametrically opposite ones while avoiding each other and three unsymmetrical obstacles at the center. We set $|N_i| = 5$ for all cars. The optimal trajectories acquired with MD-DDP are shown in Fig. 6. All cars successfully rotate around the obstacles and reach their targets while staying safe.

The capabilities of the methods are further demonstrated in a problem where a team of 70 cars has to pass through a narrow “bottleneck” while avoiding collisions in order to reach their targets. Fig. 7 illustrates how the cars are able to safely complete this task using MD-DDP. Neighborhoods of size of $|N_i| = 9$ are used here.

Finally, to exhibit the scalability of both frameworks to large-scale problems, we consider a task where a team of vehicles has to move from one square grid to another while again avoiding collisions with each other and multiple obstacles. Fig. 8 shows a scenario where 1024 cars successfully complete the task with MD-DDP. The supplementary video includes results with 256 cars using ND-DDP and with up to 4096 cars using MD-DDP. The 256 vehicles case includes 1024 states and 512 control inputs. With time horizon $K = 200$, this is a problem with 307,200 optimization variables in total. The 4096 vehicles problem that MD-DDP is able to solve, includes 16,384 states and 8,192 controls, which using a time horizon $K = 800$, results to a 19,660,800-dimensional optimization problem. To the best of authors’ knowledge, ND-DDP and MD-DDP are the first decentralized DDP-based methods to exhibit such a scalability for large-scale multirobot control.
B. Multi-UAV Control

Next, the proposed algorithms are tested in multi-UAV problems that involve more complex dynamics and a 3-D environment. Each drone $i$ has a state $x_{i,k} = [p_{i,k}; v_{i,k}; \eta_{i,k}; \nu_{i,k}] \in \mathbb{R}^{12}$ and control input $u_{i,k} = [F_{i,k}^{(1)}; F_{i,k}^{(2)}; F_{i,k}^{(3)}; F_{i,k}^{(4)}] \in \mathbb{R}^{4}$, where $p_{i,k} \in \mathbb{R}^{3}$ is the center of mass absolute linear position, $v_{i,k} \in \mathbb{R}^{3}$ are the linear velocities, $\eta_{i,k} \in \mathbb{R}^{3}$ are the Euler angles, $\nu_{i,k} \in \mathbb{R}^{3}$ are the angular velocities, and $F_{i,k}^{(c)}$, $c \in [1, 4]$ is the thrust force of the $c$th rotor. The drones dynamics and parameters can be found in [75]. The discrete dynamics are obtained through Euler discretization with time step $dt = 0.02$ s. Each drone has a quadratic cost (53) with $Q_i = \text{diag}(150, 150, 150, 50, \ldots, 50)$, $R_i = \text{diag}(1, \ldots, 1)$, and $Q_i^f = Q_i$. The following thrust forces limits must be satisfied:

$$0 \leq F_{i,k}^{(c)} \leq F_{\text{max}}, \ c \in [1, 4]$$

with $F_{\text{max}} = 30$ N. Position constraints similar to (56), are imposed in 3-D so that the drones remain inbound. Collision avoidance (59) and connectivity maintenance constraints (60) must also be satisfied with $d_{\text{col}} = 0.5$ m and $d_{\text{con}} = 2.0$ m. The constraints are handled by each method as in Section VII-A and the drones are always initialized at hovering state. The same amounts of iterations $N$ as in Section VII-A are used. Finally, neighbors are selected with a closest distance criterion.

The first task (see Fig. 9) requires 12 drones to reach their targets while passing through the green “gate.” Given a time horizon $K = 250$, the additional constraint is given by

$$y_{\text{gate}}^l \leq y_{i,k} \leq y_{\text{gate}}^h, \ k \in [k_1, k_2]$$

with $y_{\text{gate}}^l = -1.0$ m, $y_{\text{gate}}^h = 1.0$ m, $z_{\text{gate}}^l = -0.5$ m, $z_{\text{gate}}^h = 0.5$ m, $k_1 = 30$, and $k_2 = 100$. Each drone has a neighborhood of size $|N_i| = 6$. As illustrated in Fig. 9, with MD-DDP all drones reach their goals while passing through the gate and avoiding collisions. In the supplementary video, results for both MD-DDP and ND-DDP are provided.

Next, a task where a large-scale team of drones must move from an initial formation to a target one, is presented. Except for avoiding each other, the drones must also avoid spherical obstacles, which is enforced with constraints (58) in 3-D. We set $|N_i| = 9$. In Fig. 10, a task with 64 drones using MD-DDP is shown, where all drones successfully reach their targets while staying safe. The video includes results with 64 drones using ND-DDP and with 64 and 256 drones using MD-DDP.
C. Ablative Analysis

Here, we show how the improvements proposed in Section VI (Nesterov acceleration and decentralized penalty parameters adaptation), can increase the performance of the algorithms. For brevity, only a comparison for MD-DDP is presented, as the same patterns are observed for ND-DDP as well. The 256 cars formation task is used for all tests. Since we wish to investigate whether the improvements could allow for earlier termination, the algorithms are no longer terminated at maximum ADMM iterations, but once the total primal and dual residuals norms reach below the following thresholds:

\[ \| r_{\text{pri},b,\text{total}} \|_2 \leq \epsilon_{\text{pri},b}, \quad \| r_{\text{dual},b,\text{total}} \|_2 \leq \epsilon_{\text{dual},b}, \quad b = 1, 2, 3 \]  

(63)

where \( r_{\text{pri},b,\text{total}} = [r_{\text{pri},b,1}; \ldots; r_{\text{pri},b,M}] \), \( r_{\text{dual},b,\text{total}} = [r_{\text{dual},b,1}; \ldots; r_{\text{dual},b,M}] \). The expressions for all “per-agent” residuals \( r_{\text{pri},b,i} \), \( r_{\text{dual},b,i} \), \( i \in [1, M] \), are provided in Appendix C. The threshold values are set to \( \epsilon_{\text{pri},1} = 5, \epsilon_{\text{pri},2,3} = 10 \) and \( \epsilon_{\text{dual},1} = 50, \epsilon_{\text{dual},2,3} = 10^3 \).

Initially, a comparison between vanilla and Nesterov accelerated MD-DDP is presented. Table I shows the amount of ADMM iterations required for the criteria (63) to be met, for different values of \( \eta \). For the accelerated algorithm to achieve a computational benefit, the parameter \( \eta \) must be within the region \([0.05, 0.35]\). The iterations percentage decrease varies from \(-3.9\%\) to \(-20.5\%\), with the largest reduction observed for \( \eta = 0.2 \). Therefore, the results show that Nesterov acceleration can indeed improve performance, with the appropriate tuning of parameter \( \eta \).

Subsequently, the advantages of the proposed decentralized penalty parameter adaptation scheme are illustrated. MD-DDP using the proposed scheme is compared against MD-DDP without adaptation and with a centralized adaptation scheme.
as in [44, Sec. 3.4.1] using the total residuals norms of the global problem $\| r_{pri} \|_2, \| r_{dual} \|_2$ in the criteria. We use $\chi_{incr} = \chi_{decr} = 2$, $\sigma_{incr} = \sigma_{decr} = 1/200$, $\sigma_{incr} = 1/20$, $\sigma_{decr} = 1/50$, and $\sigma_{decr} = 1/5$ for both the centralized and decentralized schemes. To verify the adaptation capabilities of the proposed approach, we initialize the penalty parameter matrices with $T^0_i = R_i$, $P^0_i = Q_i$, $M^0_i = \text{bdiag}(\{ Q_i \}_{j \in N_i})$, which are substantially different than the values used in Section VII-A after proper tuning. Table II shows the required ADMM iterations until convergence for each case, while also varying how frequently we perform an adaptation, i.e., $n_{adapt}$. The results indicate that both the centralized and decentralized schemes will adapt the parameters such that convergence is achieved faster than without adaptation. The best performance is achieved using the decentralized scheme with $n_{adapt} = 10$, while in all cases, it performs either better or equally well with the centralized one. Therefore, the proposed scheme not only maintains the decentralized nature of the algorithms, but also demonstrates a favorable performance against the equivalent centralized one.

![Fig. 10. Multi-UAV formation task with MD-DDP including 64 drones: Snapshots at different time instants.](image-url)
D. Scalability Comparison With Other Methods

Next, the scalability of ND-DDP and MD-DDP is compared against centralized DDP [38], semicentralized DDP [54], and centralized/decentralized SQP [10]. All simulations were performed in MATLAB R2021b using a laptop computer with an 11th Gen Intel(R) Core(TM) i7-11800H @ 2.30 GHz and a 32 GB RAM memory. For the SQP methods, the NLP solver fmincon of the MATLAB Optimization Toolbox is used. In centralized DDP and SQP, Problem 1 is directly provided to the solvers. For decentralized SQP, we solve the Step 1 problems of ND-DDP with SQP instead of AL-DDP. The computational times for decentralized methods are measured by considering the “slowest” agent at every step. ND-DDP, semicentralized DDP and decentralized SQP are terminated after $N = 50$ ADMM iterations and MD-DDP after $N = 200$ iterations.

All algorithms were tested on the multivehicle formation task for an increasing number of agents $M$. The computational times of all methods are displayed in Table III. For $M = 2, 4, 8$, we used $|N_i| = 2, 3, 5$, respectively, while for $M \geq 16$, we set $|N_i| = 9$. As $M$ increases, MD-DDP and ND-DDP demonstrate a superior scalability against the other methods. As predicted by its computational complexity (Remark 8), the computational demands of MD-DDP do not increase significantly as $M$ grows. The same applies for ND-DDP once the neighborhood size $|N_i|$ (and thus $q_i$) remains fixed. The SQP methods present significantly higher computational demands, which is mainly attributed to the fact that all states/controls are stacked into one high-dimensional vector for the entire time horizon $K$. On the other hand, DDP scales linearly w.r.t. $K$, which explains its favorable performance for long-time horizons. Nevertheless, centralized AL-DDP still demonstrates an inferior scalability compared to ND-DDP and MD-DDP, since it has a cubic complexity in $M$ (see Remark 4). In addition, superior scalability compared to a previous (semicentralized) distributed DDP approach [54] is also shown. This stems from the fact that in the latter method, the updates in the second ADMM block cannot be distributed computationally among the agents as they address the global problem including all agents. This leads to more computationally demanding optimization subproblems as the scale of the multiagent system increases. Furthermore, note that semicentralized DDP requires the communication of all agents with a central node during every ADMM iteration—and thus cannot be considered as fully decentralized. Finally, note that the Step 2 computations in MD-DDP were performed sequentially here (and not in parallel; see Remark 6), so the capabilities of the method were not fully exploited.

E. Limitations

Although the proposed algorithms have demonstrated substantial success and applicability for a large variety of multiagent problems, we also note limitations of the current frameworks that are to be addressed in future work. First, despite the fact that ND-DDP and MD-DDP greatly outperform the SQP methods in computational efficiency, we have observed that decentralized SQP is more effective in generating feasible trajectories as the difficulty/complexity of the tasks increases. This is due to the fact that SQP handles the local constraints as hard ones—in contrast with ND-DDP and MD-DDP where these constraints are soft—thus facilitating reaching to a consensus. Second, as shown in Remarks 4 and 8, the computational complexity of ND-DDP and MD-DDP depends on the control dimension of the local problems. Therefore, if the local problems—and thus, the matrix inversions $Q_{\omega_i,k}^{-1}$ required for (7)—are high dimensional, then computational demands will increase. To address this limitation, we wish to also explore using first-order local trajectory optimizers in future work. Finally, the proposed methods currently rely on the assumption that neighborhoods are fixed throughout the time horizon. In practice, such an assumption might require predicting, which agents would be subject to collisions, losing communication, etc. In the future, we wish to extend ND-DDP and MD-DDP in a model predictive control (MPC) setup, which would allow the algorithms to account for time-varying neighborhoods and more dynamic environments.

VIII. HARDWARE EXPERIMENTS

To illustrate their applicability on real systems, ND-DDP and MD-DDP were employed on the Robotarium platform [56] for controlling a multirobot team. All robots have unicycle dynamics with states $x_{i,k} = [x_{i,k}; y_{i,k}; \theta_{i,k}] \in \mathbb{R}^3$ and control inputs $u_{i,k} = [v_{i,k}; \omega_{i,k}] \in \mathbb{R}^2$, where $(x_{i,k}, y_{i,k})$ is the 2-D position, $\theta_{i,k}$ is the angle and $v_{i,k}$, $\omega_{i,k}$ are the linear and angular velocities of the $i$th robot at time $k$. The time step and time horizon are set to $dt = 0.033$ s and $K = 900$. Constraints on the controls of the robots appear through bounding their wheel speeds

$$-d_{\text{max}} \leq Cu_i \leq d_{\text{max}}$$

with

$$C = \frac{1}{2R} \begin{bmatrix} 2 & L \\ 2 & -L \end{bmatrix}, \quad d_{\text{max}} = \begin{bmatrix} v_{\text{wheel, max}} \\ v_{\text{wheel, max}} \end{bmatrix}$$

| Method        | $M = 2$ | $M = 4$ | $M = 8$ | $M = 16$ | $M = 32$ | $M = 64$ | $M = 256$ | $M = 1024$ | $M = 4096$ |
|---------------|---------|---------|---------|----------|----------|----------|-----------|------------|-----------|
| ND-DDP (Proposed) | 36s     | 1m 11s | 2m 58s | 6m 4s   | 7m 33s   | 8m 18s   | 10m 38s  | -          | -          |
| MD-DDP (Proposed) | 40s     | 48s    | 1m 15s | 1m 41s  | 1m 49s   | 1m 56s   | 2m 2e    | 2m 24s    | 2m 46s    |
| Semi-centralized DDP | 53s     | 1m 41s | 4m 32s | 8m 56s  | 18m 21s  | 37m 4s   | 2h 42m   | -          | -          |
| Centralized AL-DDP | 11s     | 34s    | 2m 3s  | 5m 2s   | 25m 56s  | 2h 47m   | -         | -          | -          |
| Decentralized SQP | 8m 28s | 21m 51s | 42m 37s | 1h 47m | -         | -         | -         | -          | -          |
| Centralized SQP | 2m 8s  | 7m 30s | 31m 45s | 2h 32m | -         | -         | -         | -          | -          |

Optimal performance is shown with bold font.
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where $R = 0.016\ m$ and $L = 0.11\ m$ are the wheel radius and axle length of each robot, respectively, while $v_{\text{wheel, max}} = 12.5\ \text{rad/s}$ is the maximum wheel speed. Moreover, the robots are subject to the collision avoidance and connectivity maintenance constraints (58)–(60) with $d_o = 0.15\ m$, $d_{\text{col}} = 0.2\ m$ and $d_{\text{con}} = 0.5\ m$. Each robot’s cost is quadratic as in (53) with $Q_i = \text{diag}(100, 100, 0)$, $R_i = \text{diag}(100, 10)$, and $Q_{fi}^i = \text{diag}(300, 300, 30)$. To enhance the robustness of the proposed methods against model uncertainty, we utilize the feedback terms provided by DDP and apply the following closed-loop policies:

$$u_{i,k} = u^*_{i,k} + K_{i,k}(x^\text{meas}_{i,k} - x^*_{i,k})$$

(66)

where $x^*_i,k$, $u^*_i,k$ are the computed optimal states and controls, $x^\text{meas}_{i,k}$ are the measured states and $K_{i,k}$ are the computed feedback gains of the $i$th robot for time $k$. The methods are tested for the same tasks as in Section VII-A. Results for both ND-DDP and MD-DDP are provided in the supplementary video, while the figures displayed in this article correspond to the latter.

The first task that is presented is the “circle swapping” one with 12 robots and three unsymmetrical obstacles in the center (see Fig. 11). All robots successfully reach to their targets while avoiding collisions with each other and the obstacles. In Fig. 12, the experiment is repeated using the open-loop policies $u_{i,k} = u^*_{i,k}$, instead of the closed-loop ones (66). Without any use of feedback, the robots are unable to follow their optimal state trajectories, which leads to unsafe behavior as collisions occur. This highlights the advantage of DDP methods for providing feedback control policies explicitly, in addition to the optimal control and state sequences.

Subsequently, we demonstrate 8 robots performing the “intersection” task. As shown in Fig. 13, the robots successfully cross the intersection while staying safe and within their lanes. Next, 6 robots are required to complete the communication maintenance” task. As illustrated in Fig. 14, all robots are able to reach to their targets while staying close to each other and avoiding collisions. In Fig. 15, the “bottleneck” task with 8 robots is presented. The robots are able to pass through the gap...
while avoiding collisions and reach to their goals. Finally, a formation task with 20 robots (maximum available number of robots in the Robotarium) is also shown in Fig. 16. All robots are able to reach their desired targets while avoiding the obstacles and each other.

IX. CONCLUSION

In this article, we propose two fully distributed DDP methods based on ADMM. The first one, ND-DDP, is a three-level architecture that utilizes ADMM for consensus, an AL approach for local constraints and DDP as the local trajectory optimizer. The second one, MD-DDP, is a two-level framework that merges the consensus and local constraints levels by treating them both with ADMM, to further improve computational efficiency.

Both methods are successfully tested in simulation on a wide variety of multicar and multi-UAV control problems. To the best of authors’ knowledge, ND-DDP and MD-DDP are the first fully decentralized DDP methods that exhibit a scalability to multirobot systems of such a large scale. We also showcase the applicability of the algorithms on hardware systems by successfully employing them on a multirobot platform.

Future directions include further theoretical and algorithmic investigations on the two methods. From a theoretical perspective, we wish to establish conditions for the convergence of both schemes. On the algorithmic side, both architectures can be extended to the cases where uncertainty is represented using Gaussian processes [76] or generalized polynomial chaos theory [77], [78]. Such extensions will result into a new set of distributed optimization algorithms that are capable of handling epistemic
and aleatoric uncertainty. Another interesting direction could incorporate a mini-max differential game theoretic formulation of DDP [79], to address disturbances with an adversarial nature. In addition, generalizations of DDP, such as maximum entropy DDP [80] and parameterized DDP [81] can further expand the capabilities of the ND-DDP and MD-DDP architectures, in terms of avoiding local minima and handling parametric uncertainty, respectively. Finally, to further increase the applicability of the methods, we aspire to investigate their application in an MPC setting to account for time-varying neighborhoods and more dynamic environments.

**Appendix A**

**Local AL-DDP Updates in ND-DDP**

Additional details about the local AL-DDP updates in ND-DDP are given here. Each term  \( C_{i,k}(x_{i,k}^n, u_{i,k}^n) \) is of the form

\[
C_{i,k}(x_{i,k}^n, u_{i,k}^n) = \sum_g P \left( w_{g,i}, \beta_{g,i}, s_{i,k}^g(x_{i,k}^n, u_{i,k}^n) \right)
\]  

(67)

where \( g \) is the index of the \( g \)th component of the constraint \( s_{i,k}^g(x_{i,k}^n, u_{i,k}^n) \leq 0 \). The function \( P \) is selected to be

\[
P = \frac{(w_{g,i})^2}{\beta_{g,i}} \frac{\beta_{g,i}}{w_{g,i}} s_{i,k}^g(x_{i,k}^n, u_{i,k}^n)
\]  

(68)

where the function \( \phi(t) \) is a smooth approximation to the Powell Hestenes–Rockafellar method [82] given by

\[
\phi(t) = \begin{cases} 
\frac{1}{2} t^2 + t, & \text{if } t \geq -\frac{1}{4} \\
-\frac{1}{4} \log(-2t), & \text{otherwise.}
\end{cases}
\]  

(69)

The variables \( w_{g,i} \) and parameters \( \beta_{g,i} \) are updated with

\[
w_{g,i}^{t+1} = w_{g,i}^t \phi \left( \frac{\beta_{g,i}}{w_{g,i}} s_{i,k}^g(x_{i,k}^n, u_{i,k}^n) \right)
\]  

(70)

and \( \beta_{g,i}^{t+1} = \beta_{g,i}^{t+1} \beta_{g,i}^t \) where \( \beta_{g,i} \) is a positive constant. For \( \beta_{g,i}^t > 1 \) if sufficient improvement on the constraint satisfaction has been achieved and \( \beta_{g,i}^t < 1 \) otherwise.

**Appendix B**

**MD-DDP Updates With Decentralized Penalty Parameter Adaptation**

Here, we provide the MD-DDP updates when the penalty parameter adaptation proposed in Section VI-B is used. The Step 1 DDP updates will be given by (39), but with costs

\[
\dot{\ell}_{i,k}(x_{i,k}, u_{i,k}) = \ell_{i,k}(x_{i,k}, u_{i,k}) + \frac{1}{2} \| x_{i,k} - \tilde{x}_{i,k} \|^2_{P_i} + \lambda_{i,k}^T x_{i,k} + \frac{1}{2} \| u_{i,k} - \tilde{u}_{i,k} \|^2_{T_i} + \xi_{i,k}^T u_{i,k}
\]  

\[
\dot{\phi}_{i}(x_{i,K}) = \phi_{i}(x_{i,K}) + \frac{1}{2} \| x_{i,K} - \tilde{x}_{i,K} \|^2_{P_i} + \lambda_{i,K}^T x_{i,K}
\]  

(71)

while the safe control updates will take the following form:

\[
\tilde{u}_{i,k}^{n+1} = \arg \min \frac{1}{2} \| u_{i,k} - \tilde{u}_{i,k} \|^2_{T_i} - \xi_{i,k}^T u_{i,k}
\]  

(72)

The Step 3 global updates will be given by

\[
z_{i,k}^{n+1} = \left( \sum_{j \in P_i} M_j \right)^{-1} \sum_{j \in P_i} M_j \tilde{x}_{j,k}^{n+1}.
\]  

(73)

Finally, the dual updates will be

\[
\xi_{i,k}^{n+1} = \xi_{i,k}^n + T_i \left( u_{i,k}^{n+1} - \tilde{u}_{i,k}^{n+1} \right)
\]  

(74)

\[
\lambda_{i,k}^{n+1} = \lambda_{i,k}^n + P_i \left( x_{i,k}^{n+1} - \tilde{x}_{i,k}^{n+1} \right)
\]  

(75)

\[
y_{i,k}^{n+1} = y_{i,k}^n + M_i \left( \tilde{x}_{i,k}^{n+1} - x_{i,k}^{n+1} \right)
\]  

(76)

For \( T_i = \text{diag}(\tau_1, \ldots, \tau) \), \( P_i = \text{diag}(\rho_1, \ldots, \rho) \), and \( M_i = \text{diag}(\mu_i, \ldots, \mu) \), the vanilla MD-DDP updates are recovered.

**Appendix C**

**Penalty Parameters Adaptation Details**

Detailed expressions for the adaptation rules of the scheme presented in Section VI-B are provided here. First, the “per-agent” primal and dual residuals of the MD-DDP algorithm at iteration \( n \) are given by

\[
r_{i,k}^{\text{pri},n} = u_{i,k}^n - \tilde{u}_{i,k}^n \quad r_{i,k}^{\text{dual},n} = T_i \left( u_{i,k}^n - \tilde{u}_{i,k}^n \right)
\]  

(77)

where \( T_i = \text{diag}(T_1, \ldots, T_n) \in \mathbb{R}^{K_i \times K_i} \), \( P_i = \text{diag}(P_1, \ldots, P_n) \in \mathbb{R}^{(K+1) K_i \times (K+1) K_i} \), and \( M_i = \text{diag}(M_1, \ldots, M_n) \in \mathbb{R}^{(K+1) K_i \times (K+1) K_i} \). For a detailed explanation on how such expressions are derived for ADMM methods, see [44, Sec. 3.3]. Given the residuals, we provide the following update rules:

\[
a_{i,b}^{n+1} = \begin{cases} 
\chi_{\text{incr}} a_{i,b}^n & \text{if } \| r_{i,b}^{\text{pri},n} \|_2 > \sigma_{b,i}^{\text{incr}} \| r_{i,b}^{\text{dual},n} \|_2 \\
\chi_{\text{decr}} a_{i,b}^n & \text{if } \| r_{i,b}^{\text{pri},n} \|_2 < \sigma_{b,i}^{\text{decr}} \| r_{i,b}^{\text{dual},n} \|_2 \\
\text{otherwise}
\end{cases}
\]  

(77)

for \( b = 1, 2, 3 \) with \( \chi_{\text{incr}} > \sigma_{b,i}^{\text{incr}} > \sigma_{b,i}^{\text{decr}} > 0 \), \( \chi_{\text{incr}} > 1 \), and \( \chi_{\text{decr}} > 1 \). Lower and upper bounds \( a_{i,b,\text{min}}^n \leq a_{i,b}\leq a_{i,b,\text{max}} \forall b \in \{1, 2, 3\} \) can also be specified. The rules are of similar form with [44, Sec. 3.4.1], [62] but in a “per-agent” format.
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