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We study quantum corrections to hypersurfaces of dimension $d + 1 > 2$ embedded in generic higher-dimensional spacetimes. Manifest covariance is maintained throughout the analysis and our methods are valid for arbitrary co-dimension and arbitrary bulk metric. A variety of theories which are prominent in the modern amplitude literature arise as special limits: the scalar sector of Dirac-Born-Infeld theories and their multi-field variants, as well as generic non-linear sigma models and extensions thereof. Our explicit one-loop results unite the leading corrections of all such models under a single umbrella. In contrast to naive computations which generate effective actions that appear to violate the non-linear symmetries of their classical counterparts, our efficient methods maintain manifest covariance at all stages and make the symmetry properties of the quantum action clear. We provide an explicit comparison between our compact construction and other approaches and demonstrate the ultimate physical equivalence between the superficially different results.
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1 Introduction

Brane actions describe the dynamics of hypersurfaces embedded into larger-dimensional spacetimes. These objects appear in many different contexts, such as in the study of thin films and soap bubbles [1], inflationary model-building [2, 3], as fundamental elements of string theory [4], and the celebrated AdS/CFT correspondence [5]. In a quantum mechanical setting, the $S$-matrix amplitudes associated to various brane models of the types we will consider are distinguished in the space of all quantum field theories. For instance, the scalar Dirac-Born-Infeld (DBI) theory and the non-linear sigma model (NLSM) both arise as special limits of the classical action we consider in the following. As is well known, DBI and NLSM amplitudes display many special properties, as they:

- Are constructible via soft-bootstrap methods, due to their “exceptional” soft-scaling behavior [6–9]
- Exhibit non-trivial single- and double-soft limits inherited from non-linear symmetries [10–21]
- Belong to the handful of theories which appear in double-copy relations [22]
- Admit CHY representations [23, 24]

The preceding references are only a partial list and many straddle the different categories above.

In this paper, we study quantum corrections to generic brane models, starting from the universal action which describes the brane bending modes of generic hypersurfaces. Our methods apply to any system of spacetime dimension $d + 1 > 2$. In particular, the co-dimension of the system and the bulk metric with which the higher-dimensional spacetime is endowed are both left entirely arbitrary in our analysis. By taking various limits, our general results smoothly interpolate between a variety of models which appear in the modern amplitudes literature, such as DBI and the NLSM, and one of our central results is the compact and manifestly covariant functional determinant (3.19) which encodes all one-loop corrections for the systems of interest. Explicit formulas for the corresponding logarithmic divergences in $d + 1 = 4, 6$ are given for various cases.

A technical aspect of the analysis is that naive one-loop computations of the quantum effective action will give results that do not respect the symmetries of the universal brane action. It is well-known that this can occur when the symmetries of the original system are non-linear [25–27], as is the case for generic brane systems. In order to yield manifestly invariant results, we borrow techniques from non-Abelian gauge theory [28] and NLSM analyses [29, 30] which were specifically developed to address this issue and we develop a covariant perturbation theory which utilizes the natural geometry of hypersurfaces. We then use the covariant heat kernel techniques reviewed in [31] to compute explicit expressions for the corresponding one-loop, logarithmic divergences in various cases. Working in the limited context of a single DBI scalar, we explicitly compare and contrast the results of the covariant and non-covariant computations, emphasize the efficiency and elegance of the covariant method, and demonstrate their ultimate physical equivalence.

An Example: The universal action for a DBI scalar field is commonly written as

$$S_{\text{DBI}} = - \int d^{d+1} x \sqrt{1 + (\partial \phi)^2} \approx \int d^{d+1} x \left( -1 - \frac{1}{2} (\partial \phi)^2 + \frac{1}{8} (\partial \phi)^4 + ... \right). \quad (1.1)$$
The structure of the action is protected by the following non-linear symmetry transformation:

\[ \delta_{\text{DBI}} \phi = b^\mu (x_\mu + \phi \partial_\mu \phi) \quad (1.2) \]

where \( b^\mu \) is a constant, infinitesimal parameter. When one-loop corrections to the corresponding quantum effective action, \( \Gamma[\phi] \), are computed starting from the action as written in (1.1) (by using, e.g., Feynman diagrams or heat kernel methods), it is found that the divergent structures do not respect the symmetry (1.2). For instance, in \( d + 1 = 4 \) the leading, off-shell divergences are \( O(\phi^4) \):

\[
\Gamma[\phi] \supset \frac{1}{30(4\pi)^2} \int d^4 x \left[ - \phi^\mu \phi^\nu \phi^{\alpha \beta} \phi_{\mu \nu \beta} + \frac{1}{2} \phi^\mu \phi^\nu \phi^{\alpha \beta} \phi_{\mu \nu \beta} - \frac{47}{4} \phi^{\mu \nu} \phi^{\alpha \beta} \phi_{\mu \nu \beta} - \frac{11}{4} \phi^\mu \phi^\nu \phi^{\alpha \beta} \phi_{\mu \nu \beta} + \ldots \right], \quad (1.3)
\]

where \( \ldots \) contains terms with two derivatives on each \( \phi \) (see (4.7) for the full expression) and \( \phi_{\mu \nu} \equiv \partial_\mu \partial_\nu \phi \). DBI invariance demands that (1.3) be symmetric under the field-independent part of (1.2), \( \phi \rightarrow \phi + b^\mu x_\mu \), and it is straightforward to check that this test fails. An extensive discussion of this system is continued in Sec. 4.

The naive computation sketched above is clearly unsatisfactory. For one, the loss of manifest DBI invariance leads to an unwanted (and unnecessary, as we will show) proliferation of divergent structures. For instance, the one-loop computation generates divergences \( \propto \partial^8 \phi^4 \), schematically, and there exist a plethora of independent operators of this general form, only a small subset of which could have arisen from operators invariant under (1.2). The gap in this counting grows as one goes higher in fields and/or loops. Additionally, DBI is but one example in a family of closely-related, “exceptional” scalar theories whose forms are dictated by non-linear symmetries. One expects similar issues to arise for other models in this class and a conventional renormalization program would require treating each theory and its attendant, messy divergences on a case-by-case basis.

In this work, we have overcome these concerns by uniting a wide variety of theories under a single geometric framework and utilizing a scheme which manifestly preserves all relevant symmetries. For instance, we provide in equation (3.22) an explicit, symmetry-preserving master formula for the one-loop divergences arising in any \( d + 1 = 4 \) dimensional scalar field theory with non-linear symmetries that can be realized via a conventional brane construction.

**Outline:** In Sec. 2 we briefly review the construction of brane actions and discuss their quantum corrections in general terms. Sec. 3 is devoted to the general analysis of loop-corrections to brane systems and contains our main results, while Sec. 4 highlights the advantages of our method over naive approaches. In Sec. 5 we discuss various limits of our general results, including DBI and NLSM, and perform multiple non-trivial checks on our formulas. In Sec. 6 we conclude. Our conventions can be found in App. A, while the remaining appendices contain reviews of relevant topics and details of various computations discussed in the main body of the paper.

## 2 Branes and Loops

In this section we briefly review the construction of brane actions, the ingredients needed for computing their loop corrections, and the subtleties which can arise in such calculations.
2.1 Brane Actions and the Universal Term

The position of a $(d+1)$-dimensional brane in some larger $(D+1)$-dimensional spacetime can be described with the help of embedding functions $X^A(x^\mu)$, $A \in \{0, \ldots, D\}$, $\mu \in \{0, \ldots, d\}$ which associate each point on the brane, $x^\mu$, to a point in the larger spacetime, $X^A$. We will denote the brane by $M_{d+1}$ and the bulk by $M_{D+1}$, so that the $X^A$ are maps $X^A : M_{d+1} \rightarrow M_{D+1}$. In a string theory context, such objects are referred to as D$p$-branes, where $p = d$.

If $M_{D+1}$ is endowed with a metric $\mathcal{G}_{AB}$, the embedding functions induce a natural metric $g_{\mu\nu}$ on $M_{d+1}$ via the pullback:

$$g_{\mu\nu}(x) = \frac{\partial X^A}{\partial x^\mu} \frac{\partial X^B}{\partial x^\nu} \mathcal{G}_{AB}(X).$$

(2.1)

Associated to $g_{\mu\nu}$ and $\mathcal{G}_{AB}$ are the Riemann curvature tensors $R_{\mu\nu\rho\sigma}$ and $\mathcal{R}_{ABCD}$, respectively. The factors $\frac{\partial X^A}{\partial x^\mu}$ also define $(d+1)$ bulk vectors $e_\mu = e^A_\mu \frac{\partial}{\partial X^A}$ which are tangent to $M_{d+1}$. Orthogonal to the $e_\mu$ are $(D-d)$ normal vectors whose derivative along the brane determine the $(D-d)$ independent extrinsic curvature tensors $K_{\mu\nu}^A$. The preceding ingredients transform covariantly under both brane and bulk diffeomorphisms and there exists a covariant derivative on the brane $\nabla_\mu$ which respects both such transformations. For more on the geometry of generic hypersurfaces, see App. B.

Invariant actions describing brane dynamics are built from diffeomorphism invariant combinations of the natural geometric building blocks:

$$S = \int d^{d+1}x \sqrt{-g} \mathcal{L} (g_{\mu\nu}, R_{\mu\nu\rho\sigma}, \mathcal{D}_\mu, e^A_\mu, K_{\mu\nu}^A, \mathcal{G}_{AB}, \mathcal{R}_{ABCD}, \nabla_A),$$

(2.2)

with all indices contracted in the natural manner and all bulk quantities are pulled back to $M_{d+1}$. The dynamical degrees of freedom in the preceding actions are the $D+1$ functions $X^A(x^\mu)$. Bulk diffeomorphisms simply correspond to field-redefinitions of the $X^A$’s, from this point of view, while brane diffeomorphisms are true gauge symmetries. It is common in the literature to use this gauge freedom to fix “unitary gauge” in which the first $d+1$ $X^A$’s are locked to the brane coordinates, $X^\mu(x) = x^\mu$, while the remaining fields are dynamical, $X^a = \phi^a, a \in \{d+1, \ldots, D\}$. Any isometries of the bulk metric $\mathcal{G}_{AB}$ turn into global symmetries of the action (2.2). The $\phi^a$ degrees of freedom are sometimes referred to as “branons” in the literature, as in [32–34]. While more general high-energy studies of branes often include couplings to additional fields, such as the dilaton or various gauge bosons, in the present work we exclusively focus on actions which describe the brane’s translational degrees of freedom.

The universal term in the brane action is simply the lowest dimension operator contained in (2.2), which is the volume element contribution

$$S_{\text{universal}} \equiv - \int d^{d+1}x \sqrt{-g} = - \int d^{d+1}x \sqrt{-\det (\partial_\mu X^A \partial_\nu X^B \mathcal{G}_{AB}(X))}.$$

(2.3)

The remainder of this paper is devoted to studying one-loop corrections to the action (2.3).

---

1Dimensionally, a $\sim \Lambda^{d+1}$ prefactor should be included in $S_{\text{universal}}$. We set this scale to unity here and in analogous actions below for clarity of presentation. It is trivial to restore such factors in later expressions.
2.2 Divergences, Field Variables, and the Quantum Effective Action

Our goal is to compute the quantum corrections to the universal brane action (2.3), focusing on one-loop results, at present. Ideally, the output of any such computation would be valid for arbitrary choices of bulk-metric $G_{AB}$ and bulk dimension $D+1$ and maintain manifest covariance with respect both brane and bulk diffeomorphisms. While the standard lore is that the divergences respect all symmetries of the underlying action $S$, this statement is not without its subtleties, as we address in following sections.

The framework we find most useful for computing the divergences is the quantum effective action.

Given an action $S[\phi]$ depending on some set of fields $\phi$, one probe of the quantum properties of the system is the quantum effective action $\Gamma[\phi]$ which can be defined through the path integral as

$$\exp (i\Gamma[\phi]) = \int_{1PI} D\phi \exp (iS[\phi + \varphi]) ,$$

schematically, where the subscript on the integral indicates that when computing $\Gamma[\phi]$ diagrammatically, only diagrams which are 1-particle-irreducible (1PI) in $\varphi$-lines are included in the sum [28]. When $S[\phi]$ enjoys gauge symmetries, additional gauge-fixing and ghost-terms are required for a proper definition of (2.4), as usual.

In the one-loop approximation, (2.4) simplifies to

$$\exp (i\Gamma[\phi]) \approx \exp \left( iS[\phi] - \frac{c}{2} \text{Tr} \ln \left( \frac{\delta^2 S[\phi + \varphi]}{\delta \varphi(x) \delta \varphi(y)} \big|_{\varphi=0} \right) + \ldots \right)$$

$$= \exp \left( iS[\phi] + i\Gamma_1[\phi] + \ldots \right)$$

(2.5)

where $c$ is a number which depends on the nature of the fields $\phi$. While the preceding expression for $\Gamma[\phi]$ is valid regardless of whether $\phi$ extremizes $\Gamma[\phi]$, we will restrict the following calculations to the case where $\phi$ is a saddle point of the action $S[\phi]$. In addition to being technically advantageous to impose this condition, it is only the on-shell value of $\Gamma[\phi]$ which is physical. For instance, $S$-matrix amplitudes and tunneling rates follow from on-shell computations using $\Gamma[\phi]$ and in gauge-theory contexts, $\Gamma[\phi]$ is only gauge-independent when evaluated on-shell; see, e.g., [35–43]. At one-loop order it is sufficient to use the tree-level on-shell conditions in both terms in (2.5), since the tree-level solution already extremizes $S[\phi]$.

The form of $\Gamma_1[\phi]$ is in general sensitive to the details of the calculation. Gauge choices, field parameterizations, and regularization procedures can each affect its functional form. In particular, divergent terms in $\Gamma_1[\phi]$ are not guaranteed to respect any non-linear symmetries that $S[\phi]$ may enjoy [26, 27]. This fact is familiar from the study of NLSMs, for instance, where wisely chosen computational schemes are required to keep all symmetries manifest [25, 30, 44, 45]. However, since the underlying physics cannot depend on the preceding choices, all possible answers must somehow be physically equivalent. Concentrating on the divergent pieces of $\Gamma_1[\phi]$, one expects that

\footnote{For notational simplicity, we use $\phi$ to denote the fields appearing in both the classical and quantum effective actions, despite the fact that these are logically distinct quantities.}

\footnote{The essential point is that $\Gamma[\phi]$ is only guaranteed to share the symmetries of the original problem when they act on $\phi$ in a linear manner and so a wise scheme will use field variables which have this property. More precisely, if one can choose the fluctuation field $\varphi$ appearing in (2.4) such that its transformation is linear, then the corresponding $\Gamma[\phi]$ will share the symmetries of $S[\phi]$. This is one of the central properties of the background-field-method [28].}
any required counterterms which appear to break the original symmetries of the problem must be related to a manifestly symmetric divergence after the use of field-redefinitions (equivalent to the use of on-shell conditions in $\Gamma_1[\phi]$) and integrations-by-parts, since the effect of such counterterms on $S$-matrix elements is insensitive to these operations. We demonstrate this phenomenon explicitly in a concrete example in Sec. 4. In the following section, we realize the goal stated in the beginning of this section by setting up a covariant form of brane perturbation theory and writing the corresponding functional determinant whose form manifestly respects all symmetries of the universal brane action and encodes all one-loop corrections to the system.

3 Covariant Computations: Generic Branes

In this section, we develop the covariant perturbation theory appropriate for computing quantum corrections to brane actions via the background-field-method [28], including appropriate gauge-fixing terms. The culmination of these efforts is the compact functional determinant (3.19). The methods we use are familiar from the string theory literature [30, 44, 45]. However, because we only consider the cases where $d + 1 > 2$, Weyl invariance is lost and the present analysis differs from classic string theory scenarios.

3.1 Nambu-Goto and Polyakov Actions

The square-root in the universal, Nambu-Goto action (2.3) can be avoided by integrating in an auxiliary metric $g_{\mu\nu}$, which results in the Polyakov action

$$S_{\text{Poly}}[g, X] = \int d^{d+1}x \sqrt{-g} \left( -\frac{1}{2} g^{\mu\nu} \partial_\mu X^A \partial_\nu X^B G_{AB}(X) + \frac{(d-1)}{2} \right).$$

(3.1)

In the following, we present in detail the one-loop calculation arising from (3.1). We have also carried out the computation starting from the original action (2.3), which we comment on in Sec. 3.3. It turns out that Polyakov form of the action does not prove particularly advantageous for our computation, as we comment on in Sec. 3.3.

In (3.1), the $g$ and $X$ equations of motion set

$$g_{\mu\nu} = \partial_\mu X^A \partial_\nu X^B G_{AB}(X)$$

$$0 = \nabla^\mu \nabla_\mu X^A + \nabla_\mu X^B \nabla^\mu X^C \Gamma^{B}_{BC} = D^\mu e_\mu^A = - K_{\mu}^A, $$

(3.2)

where $\nabla_\mu$ is the brane-covariant derivative with respect to $g_{\mu\nu}$, $D_\mu$ is covariant with respect to diffeomorphisms of both the bulk and brane (B.9), and all other ingredients are addressed in Sec. 2.1 and/or in App. B. The on-shell conditions (3.2) will be used to simplify the computation of the one-loop functional determinant.

3.2 The 1PI Computation: Polyakov Action

We now carry out the one-loop computation described in Sec. 2.2 for the Polyakov action (3.1).
3.2.1 Field Variables

Though physical observables are insensitive to the choice of field variables and regularization procedure, some options are nevertheless wiser than others. For the case of brane actions depending on fields $X^A$ which represent bulk coordinates, the naive way to introduce fluctuations $\chi^A$ for the background-field-method computation of Sec. 2.2 is to simply shift $X^A \rightarrow X^A + \chi^A$ in (3.1). However, because the $\chi^A$ introduced in this manner are not proper tensors, this choice breaks manifest covariance. A more elegant choice is to introduce $\chi^A$ by using normal coordinates around the point $X^A$ in which case the $\chi^A$'s can be taken as tangent vectors to geodesics emanating from $X^A$ [29, 30, 45] and are thus properly tensorial. From the point of view of the quantum computation, this field choice realizes the goal explained in Foot. 3 and ensures the covariance of the quantum effective action. The explicit construction is reviewed in App. C and the resulting terms which are quadratic in fluctuations are

$$S_{\text{Poly}}^{(2)} = \int d^{d+1}x \sqrt{-g} \left( -\frac{1}{2} D^\mu \chi^A D_\mu \chi_A + \frac{1}{2} R_{ABCD} \chi^A \chi^C e_\mu^B e^\mu_D - \frac{1}{2} h e^\mu A D_\mu \chi_A - \frac{1}{4} h_{\mu\nu} h^{\mu\nu} + \frac{1}{8} h^2 + e^\mu A h_{\mu\alpha} D^\alpha \chi_A \right), \quad (3.3)$$

where fluctuations of $g_{\mu\nu}$, denoted by $h_{\mu\nu}$, were introduced by sending $g_{\mu\nu} \rightarrow g_{\mu\nu} + h_{\mu\nu}$. The on-shell conditions on background fields (3.2) were also imposed above. The action (3.3) manifestly respects all expected symmetries which act on the fields in the natural manner.

3.2.2 The Functional Determinant

The one-loop correction $\Gamma_1[g, X]$ then arises from the functional determinant

$$\Gamma_1[g, X] = \frac{i}{2} \ln \text{Det} \left( \frac{\delta^2 S'}{\delta \phi(x) \delta \phi(y)} \right) + \text{ghost - determinants} \quad (3.4)$$

where $S'_{\text{Poly}} = S_{\text{Poly}}^{(2)} + S_{\text{GF}}$ with $S_{\text{Poly}}^{(2)}$ as in (3.3) and $S_{\text{GF}}$ a gauge-fixing term (discussed below), where the final piece above comes from the usual FP ghosts, and where we have defined

$$\frac{\delta^2 S_{\text{Poly}}'}{\delta \phi(x) \delta \phi(y)} = \begin{pmatrix} \delta^2 S_{\text{Poly}}' & \delta^2 S_{\text{Poly}}' \\ \delta h^{\alpha (x)}(x) \delta h^{\beta (y)}(y) & \delta h^{\alpha (x)}(x) \delta h^{\beta (y)}(y) \end{pmatrix}. \quad (3.5)$$

Variational derivatives such as $\frac{\delta^2 S_{\text{Poly}}'}{\delta \phi(x) \delta \phi(y)}$ are defined so that $x$-variation is taken first so that $\frac{\delta^2 S_{\text{Poly}}'}{\delta \phi(x) \delta \phi(y)}$ naturally acts to the right on a $y$-valued object. The $S_{\text{Poly}}^{(2)}$-dependent parts of (3.5) are

$$\frac{\delta S_{\text{Poly}}^{(2)}}{\delta \phi(x) \delta \phi(y)} = \begin{pmatrix} \frac{1}{2} g_{\alpha\beta} g_{\mu\nu} - \frac{1}{2} g_{\alpha}(\mu) g_{\beta(\nu)} \beta & -\frac{1}{2} e^\mu_B g^{\alpha}_B D_\mu + e^\alpha_{(\alpha} B D_{\beta)} \\ \frac{1}{2} e_{\alpha A} g_{\mu\nu} D^\alpha + K_{\mu\nu A} - 2 e_{\alpha A} g_{\mu(\nu} g_A^{\alpha(} (\mu) D_{\nu)} & \mathcal{G}_{AB} D^2 + e_c^\alpha e^{\alpha D} R_{ACBD} \end{pmatrix}.$$

where the tree-level on-shell conditions $K_{\mu\nu A} = 0$ were used to simplify and the $\sqrt{-g} \delta^{d+1}(x - y)$ factor was left implicit.
Let us define $G_{\mu\nu\alpha\beta}(x, y)$ to be the inverse of $\frac{\delta^2 S_{\text{Poly}}}{\delta h^{\alpha\beta}(x) \delta h^{\mu\nu}(y)}$:

$$
\int d^{d+1} z \frac{\delta^2 S_{\text{Poly}}}{\delta h^{\alpha\beta}(x) \delta h^{\mu\nu}(z)} G^{\mu\nu\rho\sigma}(z, y) = \delta^{(\rho \sigma)}(\alpha \beta) \delta^{d+1}(x - y),
$$

(3.6)

it is then useful to insert 1 into the determinant in the (schematic) form

$$
1 = \begin{pmatrix} \frac{\delta^2 S'}{\delta h^2} & 0 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} G & 0 \\ 0 & 1 \end{pmatrix},
$$

(3.7)

after which the determinant usefully factorizes as

$$
\text{Det} \left( \frac{\delta^2 S'}{\delta \phi(x) \delta \phi(y)} \right) = \text{Det} \left( \frac{\delta^2 S'}{\delta h^2} \right) \times \text{Det} \left( \frac{\delta^2 S'}{\delta \chi^2} - \frac{\delta^2 S_{\text{Poly}}}{\delta \chi \delta h} G \frac{\delta^2 S_{\text{Poly}}}{\delta h \delta \chi} \right),
$$

(3.8)

with proper index placements and arguments left implicit.

Note that $\frac{\delta^2 S_{\text{Poly}}^{(2)}}{\delta h^2}$ is local in position space. If we choose our gauge fixing term such that $S_{\text{GF}}$ does not involve derivatives of $h_{\mu\nu}$, then $\frac{\delta^2 S_{\text{Poly}}}{\delta h^2}$ will also be local in position space and the contribution of this term in the action will be

$$
\Gamma_1 \supset \frac{i}{2} \text{Tr} \ln \left( \frac{\delta^2 S'}{\delta h^2} \right) \propto \delta^{d+1}(0),
$$

(3.9)

which is vanishing in any scale-free regularization scheme, which we assume throughout. The vanishing of $\delta^{d+1}(0)$ is used repeatedly below. If we further assume that $S_{\text{GF}}$ is entirely independent of $h_{\mu\nu}$, then the propagator in (3.6) can be explicitly computed from $S_{\text{Poly}}^{(2)}$ alone,

$$
G_{\alpha\beta\rho\sigma}(x, y) = \frac{1}{\sqrt{-g}} \left( -2g_{(\rho\sigma)}g_{\beta\gamma} + \frac{2}{d-1} g_{\alpha\beta} g_{\rho\sigma} \right) \delta^{d+1}(x - y),
$$

(3.10)

and the final factor in (3.8) becomes

$$
\text{Det} \left( \frac{\delta^2 S_{\text{Poly}}}{\delta \chi^2} - \frac{\delta^2 S_{\text{Poly}}}{\delta \chi \delta h} G \frac{\delta^2 S_{\text{Poly}}}{\delta h \delta \chi} \right)
= \text{Det} \left( P_{\perp} D^2 + 2K_{\alpha\beta} e^{\alpha\beta} D^\beta - P_{\parallel} P D^E R_{CDEB} CDEB + \frac{\delta^2 S_{\text{GF}}}{\delta \chi A \delta \chi B} \right),
$$

(3.11)

where $P_{\perp}$ and $P_{\parallel}$ are projectors onto the spaces normal and tangent to the brane reviewed in App. B:

$$
P_{\perp}^{AB} = G^{AB} - e^{\mu A} e_{\mu} B, \quad P_{\parallel}^{AB} = e^{\mu A} e_{\mu} B.
$$

(3.12)
3.2.3 Projections and Gauge-Fixing

It is then convenient to project (3.11) by inserting \( 1 = \mathcal{P}_\perp + \mathcal{P}_\parallel \) and separating the argument of (3.11) into its various distinct components. Using the shorthand \( \mathcal{O} + \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \) for the operator in (3.11) and noting that \( \mathcal{P}_\parallel \cdot \mathcal{O} = 0 \), due to the explicit \( \mathcal{P}_\perp \) projectors and the fact that \( K_{\mu \nu}^A \) is normal to the brane, (3.11) is equivalently written as

\[
\text{Det} \left( \mathcal{O} + \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \right) = \text{Det} \left( \mathcal{P}_\parallel \cdot \left( \mathcal{O} + \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \right) \cdot \mathcal{P}_\parallel \right) \cdot \text{Det} \left( \mathcal{P}_\perp \cdot \left( \mathcal{O} + \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \right) \cdot \mathcal{P}_\perp \right). \tag{3.13}
\]

The above suggests that it is wise to choose a gauge-fixing term which obeys \( \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \cdot \mathcal{P}_\perp = 0 \), since such a choice factorizes the preceding determinant:

\[
\frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \cdot \mathcal{P}_\perp = 0 \implies \text{Det} \left( \mathcal{O} + \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \right) = \text{Det} \left( \mathcal{P}_\parallel \cdot \frac{\delta^2 S_{\text{GF}}}{\delta \chi^2} \cdot \mathcal{P}_\parallel \right) \times \text{Det} \left( \mathcal{P}_\perp \cdot \mathcal{O} \cdot \mathcal{P}_\perp \right). \tag{3.14}
\]

The following gauge-fixing function \( G_{\mu}(\chi, X) \) realizes this goal while simultaneously preserving manifest covariance:

\[
G_{\mu} = \chi_A \nabla_\mu X^A \implies S_{\text{GF}} = \int d^{d+1}x \sqrt{-g} \frac{1}{2\xi} \left( \chi \cdot \nabla_\mu X \right) \left( \chi \cdot \nabla^\mu X \right)
\]

\[
= \frac{1}{\sqrt{-g}} \frac{\delta^2 S_{\text{GF}}}{\delta \chi^A \delta \chi^B} = \frac{1}{\xi} \mathcal{P}_{\parallel}^{AB}. \tag{3.15}
\]

The gauge-fixing term in (3.15) is additionally convenient as its one-loop contributions to the 1PI action are completely trivial when a scale-free regularization scheme is used. The first factor in (3.14) produces a term

\[
\Gamma \supset -i \text{Tr} \ln \frac{1}{\xi} \mathcal{P}_\parallel,
\]

and since \( \mathcal{P}_\parallel \) is a diagonal operator in position space, the above is \( \propto \delta^{d+1}(0) \) and hence trivial for aforementioned reasons. The FP determinant associated to (3.15) contributes trivially along the same lines

\[
\Gamma \supset -i \text{Tr} \ln \partial_\mu (\chi + X) \cdot \partial_\nu X \propto \delta^{d+1}(0) \rightarrow 0. \tag{3.17}
\]

3.2.4 Final Form

Therefore, the only surviving contribution to the one-loop effective action is

\[
\Gamma_1 = \frac{i}{2} \text{Tr} \ln \left[ \mathcal{P}_\perp^{A \gamma} \left( \mathcal{P}_\perp^{Y Z} \mathcal{D}^2 + 2K_{\alpha \beta}^{\gamma} \gamma^\alpha \mathcal{D}^\beta - \mathcal{P}_\parallel^{Y U} \mathcal{P}_\parallel^{V W} R_{U V W}^Z \right) \mathcal{P}_\perp^{Z B} \right]. \tag{3.18}
\]
The trace is taken over the space of tensors normal to the brane and the above can be more naturally written in terms of the covariant derivative which maps normal tensors to normal tensors: $D_\perp \equiv \mathcal{P}_\perp \cdot D \cdot \mathcal{P}_\perp$, schematically; see (B.13). After translation, we find

$$\Gamma_1 = \frac{i}{2} \text{Tr} \ln \left( \mathcal{P}_\perp^{AB} D_\perp^2 + K_{\alpha\beta}^A K^{\alpha\beta B} - \mathcal{P}_\perp^{AY} R_{YVWX} \mathcal{P}_\parallel^{WV} \mathcal{P}_\perp^{XB} \right).$$

(3.19)

Since the number of physical degrees of freedom is given by the co-dimension of the brane, $D - d$, it is pleasing that the ultimate functional trace is over a subspace of the same dimensionality: $\text{tr} \mathcal{P}_\perp^{AB} = D - d$. Functional traces of precisely the above form are well-studied and the logarithmically divergent terms are known in various dimensions; see, e.g., [31, 46, 47] and App. D for a review.

3.3 Nambu-Goto vs. Polyakov

Starting with the Polyakov form of the action was not necessary or even necessarily helpful for this calculation. If we had started with the square-root form of the action (2.3) and introduced $\chi$ by shifting $g_{\mu\nu} = \partial_\mu X^A \partial_\nu X^B G_{AB}$ by $g_{\mu\nu} \rightarrow g_{\mu\nu} + h_{\mu\nu}$ with

$$h_{\mu\nu} = 2 D_{(\mu} \chi^A e_{\nu)} A + D_\mu \chi^A D_\nu \chi A - \mathcal{R}_{ABCD} e_\mu^A e_\nu^C \chi^B \chi^D,$$

(3.20)

as follows from (C.10), and added the gauge-fixing term (3.15) to the action, a straightforward calculation shows that we would have arrived at precisely the same ultimate result (3.19) without the need for introducing an independent $g_{\mu\nu}$ field. The calculation started with the Polyakov action (3.1) was presented in order to make better contact with standard string theory methods. It is possible that the Polyakov-like form of the action would prove more advantageous when studying actions beyond the universal form (2.3) or when computing to higher-orders in loops.

3.4 Explicit Results

We can compute the logarithmic divergences arising from (3.19) using the well-known heat kernel results reviewed in App. D. Using dimensional regularization in $d + 1 - 2\varepsilon$ dimensions, one-loop divergences occur when $d + 1 = 2n$, $n \in \mathbb{Z}$ and are given by (D.11)

$$\text{Tr} \ln \mathcal{O} \supset -\frac{1}{\varepsilon} \frac{i}{(4\pi)^n} \int d^{2n}x \sqrt{-g(x)} \text{ tr } [a_n(x)],$$

(3.21)

where the $a_n$’s are the Seeley-DeWitt coefficients associated to the operator appearing in (3.19) and which are reviewed in App. D.

3.4.1 General Formula $d + 1 = 4$

When $d + 1 = 4$, we find that after using the Gauss-Codazzi relations (B.15) to remove all instances of the brane Riemann curvature $R_{\mu\nu\rho\sigma}$, the coefficient which controls the divergence is

$$\text{tr } [a_2] = \left( \frac{3 - D}{60} \right) \langle K^A_B A^B \rangle + \left( \frac{18 - D}{45} \right) \langle K^{[AB]}_{AB} \rangle$$

$$+ \left( \frac{31 + 3D}{120} \right) \langle K^A_A \rangle \langle K^B_B \rangle - \left( \frac{42 + D}{45} \right) \langle K^A_A \rangle \langle K^B_B \rangle.$$
\[-\frac{1}{3} e^{\alpha A} e^{\beta B} K_{\alpha} \gamma C K_{\beta \gamma}^{D} \mathcal{R}_{ABCD} + \frac{1}{45} (-3 + D) e^{\alpha A} e^{\beta B} e^{\gamma C} e^{\delta D} K_{\alpha \beta}^{E} K_{\gamma \delta}^{E} \mathcal{R}_{ABCD} + \frac{1}{90} (-3 + D) e^{\alpha A} e^{\beta B} K_{\alpha} \gamma C K_{\beta \gamma}^{C} \mathcal{P}^{DE} \mathcal{R}_{ABCD} + \frac{1}{6} (9 - D) (\mathcal{K}_{A}^{C}) \mathcal{P}^{CD} \mathcal{P}^{DE} \mathcal{R}_{ABCD} + \frac{1}{36} (9 - D) (\mathcal{K}_{A}^{C}) \mathcal{P}^{CD} \mathcal{P}^{DE} \mathcal{R}_{ABCD} - \frac{1}{12} \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{P}^{EF} \mathcal{P}^{GH} \mathcal{R}_{ABCD} \mathcal{R}_{EFGH} + \frac{1}{180} (3 - D) \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{P}^{EF} \mathcal{P}^{GH} \mathcal{R}_{ABCD} \mathcal{R}_{EFGH} + \frac{1}{6} \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{P}^{EF} \mathcal{P}^{GH} \mathcal{R}_{ABCD} \mathcal{R}_{EFGH} + \frac{1}{6} \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{P}^{EF} \mathcal{R}_{ABCD} \mathcal{R}_{EFGH} + \frac{1}{36} (9 - D) (\mathcal{K}_{A}^{C}) \mathcal{P}^{CD} \mathcal{P}^{DE} \mathcal{R}_{ABCD} + \frac{1}{6} (3 - D) \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{R}_{ABCD} + \frac{1}{30} (3 - D) \mathcal{P}^{AB} \mathcal{P}^{CD} \mathcal{R}_{ABCD}) \right]

where we used the condensed notation $\langle \mathcal{K}_{ABC} \rangle \equiv K_{\mu}^{A} K_{\nu}^{B} K_{\rho}^{C}$ and similar for traces over spacetime indices of extrinsic curvatures where possible.

### 3.4.2 Flat Bulk Formula $d + 1 = 6$

When $d + 1 = 6$, an expression similar to (3.22) may be derived for the general case, but due to its length we will not reproduce it here. In the simplified case where the bulk is flat, $\mathcal{R}_{ABCD} = 0$, relevant to the DBI and multi-field DBI [48] scenarios, the expressions are more manageable and the result can be written in terms of the following basis:

$$
\text{tr} [a_{3}] = a_{1} \langle \mathcal{K}_{ABA}^{B} C_{C} \rangle + a_{2} \langle \mathcal{K}_{ABA}^{B} C_{C} \rangle + a_{3} \langle \mathcal{K}_{ABC}^{C} \rangle + a_{4} \langle \mathcal{K}_{AB}^{AB} C_{ABC} \rangle + a_{5} \langle \mathcal{K}_{ABC}^{C} \rangle + b_{1} \langle \mathcal{K}_{ABC}^{C} \rangle + b_{2} \langle \mathcal{K}_{ABC}^{C} \rangle + b_{3} \langle \mathcal{K}_{ABC}^{C} \rangle + b_{4} \langle \mathcal{K}_{ABC}^{C} \rangle + b_{5} \langle \mathcal{K}_{ABC}^{C} \rangle + c_{1} \langle \mathcal{K}_{ABC}^{C} \rangle + c_{2} \langle \mathcal{K}_{ABC}^{C} \rangle + c_{3} \langle \mathcal{K}_{ABC}^{C} \rangle + d_{1} \langle \mathcal{K}_{ABC}^{C} \rangle + d_{2} \langle \mathcal{K}_{ABC}^{C} \rangle + d_{3} \langle \mathcal{K}_{ABC}^{C} \rangle + (\text{total derivatives}) \right]

\text{tr} [a_{3}]

where the set of total derivatives includes the dimension $d + 1 = 6$ topological term (E.1) and we employed the same condensed notation representing traces as was used in (3.22). The explicit
results of the computation give:

\[
\begin{pmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4 \\
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_5 \\
c_1 \\
c_2 \\
c_3 \\
c_4 \\
d_1 \\
d_2 \\
d_3
\end{pmatrix}
= \begin{pmatrix}
\frac{23D-325}{9400} \\
\frac{105725-523D}{9400} \\
\frac{89D-57775}{31500} \\
\frac{2(24D-8975)}{7875} \\
\frac{-2D-2125}{7875} \\
\frac{8D+65}{14175} \\
\frac{31D+30925}{47250} \\
\frac{41D-5275}{6750} \\
\frac{34675-89D}{47250} \\
\frac{113D-2077}{3780} \\
\frac{377-87D}{4500} \\
\frac{47275-89D}{4500} \\
\frac{94500}{15750} \\
\frac{261D-3650}{15750} \\
\frac{13D+145}{2100} \\
\frac{26}{15} \\
\frac{D+205}{625}
\end{pmatrix}
\]

(3.24)

A perturbative check of this result is discussed in Sec. 5.1.

4 Non-Covariant Calculations: DBI Example

In this section we perform a naive, one-loop computation of (2.5) using heat-kernel methods for the concrete case of co-dimension-1 Dirac-Born-Infeld (DBI) in \(d + 1 = 4\) in order to demonstrate the disadvantages of non-covariant approaches to the problem in comparison to the covariant analysis of Sec. 3. The analogous \(d + 1 = 6\) computation is discussed in App. E.

4.1 DBI Review

DBI describes\(^4\) the co-dimension-1 limit of (2.3) in which the bulk spacetime is flat: \(D = d + 1\) and \(\mathcal{G}_{AB} = \eta_{AB}\). The DBI effective field theory (EFT) possesses a host of remarkable properties. Its amplitudes have exceptional soft-limit behavior \([6, 7, 11, 13, 14, 20]\) and are one of the distinguished theories which arise in double-copy constructions (see \([22]\) for a review). Interesting perspectives on their symmetry properties can be found in \([49–51]\) and some phenomenological features are

\(^4\)The usage of “DBI” varies throughout the literature and elsewhere it can refer to generalized versions of (2.3) where additional fields appear in the determinant, for instance. Our usage of DBI strictly refers to the model (4.3).
discussed in [21, 52]. The DBI literature is vast and the preceding works represent only a select fraction of the whole.

After fixing unitary gauge, $X^A(x) = (x^\mu, \phi)$, the various geometric ingredients discussed in Sec. 2.1 become

$$
g_{\mu\nu} = \eta_{\mu\nu} + \partial_\mu \phi \partial_\nu \phi , \quad g^{\mu\nu} = \eta^{\mu\nu} - \gamma^2 \partial^\mu \phi \partial^\nu \phi , \quad \sqrt{-g} = \gamma^{-1}$$

$$K_{\mu\nu} = -\gamma \partial_\mu \partial_\nu \phi , \quad \gamma \equiv (1 + (\partial \phi)^2)^{-1/2} ,$$

where here and below $(\partial \phi)^2 \equiv \eta_{\mu\nu} \partial^\mu \phi \partial^\nu \phi$. The Gauss-Codazzi relations (B.15) further determine that

$$R[g]_{\mu\nu\rho\sigma} = K_{\mu\rho}K_{\nu\sigma} - K_{\mu\sigma}K_{\nu\rho} , \quad \nabla_\mu K_{\nu\rho} = \nabla_\nu K_{\mu\rho} ,$$

where $\nabla_\mu$ is the covariant derivative with respect to the DBI metric in (4.1). See [52–54], for instance, for expanded discussions of the geometry of DBI.

The universal part of the action (2.3) is

$$S_{\text{DBI}} \equiv - \int d^{d+1}x \sqrt{1 + (\partial \phi)^2}$$

$$\approx - \int d^{d+1}x \left( 1 + \frac{1}{2} (\partial \phi)^2 - \frac{(\partial \phi)^4}{8} + \frac{(\partial \phi)^6}{16} + \ldots \right) .$$

The above action inherits the $\text{ISO}(d+1,1)$ symmetries of the bulk $\eta_{AB}$ metric which act on the $X^A$’s in the usual, linear manner: $\delta X^A \rightarrow \omega^A B X^B + \epsilon^A$. After fixing unitary gauge, however, the realization becomes non-linear on $\phi$ as the symmetries of the gauge-fixed action arise as those combinations of $X^A$ transformations and brane diffeomorphism which preserve the gauge condition $X^\mu = x^\mu$; see, e.g., [52] for a longer discussion. While a $\text{ISO}(d,1)$ subgroup acts on the field as $\phi(x^\mu) \rightarrow \phi(x^\mu + \omega^\mu \nu x^\nu + \epsilon^\mu)$, the remaining symmetries of (4.3) are

$$\delta_{\text{DBI}} \phi(x) = c + b^\mu (x_\mu + \phi \partial_\mu \phi) ,$$

where $c$ and $b^\mu$ are constants. Under (4.4), $g_{\mu\nu}$ transforms under a diffeomorphism:

$$\delta g_{\mu\nu} = \mathcal{L}_\xi g_{\mu\nu} = 2 \nabla_{(\mu} \xi_{\nu)} , \quad \xi_\mu = g_{\mu\nu} b^\nu \phi ,$$

and $K_{\mu\nu}$ transforms similarly. The non-linear symmetries (4.4) fix the entire structure of (4.3), determining all relative coefficients in the expansion. The equation of motion can be written as

$$\frac{\delta S_{\text{DBI}}}{\delta \phi(x)} = -K = \frac{1}{\gamma} \Box \phi ,$$

where $K = K^\mu_\mu$ and $\Box$ the Laplacian for the DBI metric (4.6). The vacuum solution to (4.3) is $\phi = \text{constant}$, corresponding to a flat $g_{\mu\nu} = \eta_{\mu\nu}$ brane, and this configuration can be viewed as an instance of spontaneous symmetry breaking with pattern $\text{ISO}(d+1,1) \rightarrow \text{ISO}(d,1)$. Analyses of this symmetry breaking pattern in which (4.3) arises from a coset construction can be found in [55, 56], for instance.
4.2 One-Loop Corrections to DBI (Naive)

Now consider the one-loop corrections to the DBI action as computed via (2.5). If the divergences respect the DBI symmetries, then \( \Gamma_1 \) can be written as a function of the extrinsic curvature of \( K_{\mu\nu} \) and covariant derivatives thereof alone. We will see that when \( \Gamma_1 \) is computed in the present field variables, this expectation is not manifestly realized. As discussed previously, this stems directly from our choice of field variables for which the DBI symmetries act non-linearly (4.4). However, we will also show that the divergence contains the same physical content as the manifestly invariant expressions in (3.22), as anticipated by the discussion in Sec. 2.2. The following computation was considered in [57] and below we present additional details of the calculation. We first discuss the computation of the \( \mathcal{O}(\phi^4) \) terms in \( \Gamma_1[\phi] \) via traditional Feynman diagram methods and then move on to an all-orders-in-\( \phi \) computation via a naive heat kernel application.

**Feynman diagrams:** At low orders in \( \phi \), it is feasible to compute \( \Gamma_1[\phi] \) through standard Feynman methods and the result at \( \mathcal{O}(\phi^4) \) is

\[
\Gamma_1 \supset \frac{1}{30(4\pi)^2} \int \mathcal{D}^4 x \left[ \phi^\mu \phi^\nu \phi^\beta \phi^\alpha \phi^{\alpha \nu} - \frac{47}{8} \phi^\mu \phi^{\alpha \beta} \phi^{\nu \beta} - \phi^\mu \phi^{\alpha \beta} \phi^{\gamma \beta} - \frac{1}{4} \phi^\mu \phi^{\nu \beta} \phi^{\nu \beta} \phi^\alpha \right]
\]

where \( \phi_{\mu \nu \ldots} \equiv \partial_\mu \ldots \partial_\nu \phi \) as before and \( \eta_{\mu \nu} \) was used in all contractions. It is straightforward to verify that the above divergence does not correspond to any DBI-invariant counterterm. While one can in principle also compute at higher orders in \( \phi \) with Feynman diagrams, such calculations quickly become burdensome, so we next turn to the heat kernel.

**Heat kernel:** In order to compute \( \Gamma[\phi] \) via (2.5), we compute the \( \mathcal{O}(\phi^2) \) terms in \( S_{\text{DBI}}[\phi + \varphi] \):

\[
S_{\text{DBI}}[\phi + \varphi] = -\frac{1}{2} \int \mathcal{D}^{d+1} x \left( \sqrt{-\tilde{g}} \tilde{g}^{\mu \nu} \partial_\mu \varphi \partial_\nu \varphi \right) + \ldots ,
\]

where the effective metric \( \tilde{g}_{\mu \nu} \) is conformally related to the induced DBI metric (4.1):

\[
\tilde{g}_{\mu \nu} = \Omega^2 g_{\mu \nu} , \quad \Omega \equiv \gamma^{\frac{d-4}{4}} .
\]

The one-loop correction to the effective action is then given by

\[
\Gamma_1[\phi] = \frac{i}{2} \text{Tr} \ln \tilde{\Box} ,
\]

with \( \tilde{\Box} \) the Laplacian associated to \( \tilde{g}_{\mu \nu}(\phi) \) and the above can be computed through standard heat kernel methods.

Given two metrics \( \tilde{g}_{\mu \nu} \) and \( g_{\mu \nu} \) related as in (4.9), the action of their respective Laplacians on a scalar quantity \( S(x) \) are related through

\[
\tilde{\Box} S = \Omega^{-2} \Box S + (d - 1) \Omega^{-3} \nabla_\mu \Omega \nabla^\mu S ,
\]

and hence

\[
\text{Tr} \ln \tilde{\Box} = \text{Tr} \ln \Omega^{-2} + \text{Tr} \ln \left( \Box + (d - 1) \Omega^{-1} \nabla_\mu \Omega \nabla^\mu \right) .
\]
The $\text{Tr} \ln \Omega^{-2}$ term is proportional to $\delta^{d+1}(0)$ which is vanishing in our scale-free regularization scheme. The final term in the remaining trace is not a DBI-covariant operator, as can be checked by computing

$$
\delta_{\text{DBI}} \Omega^{-1} \nabla_\mu \Omega - \mathcal{L}_\xi \Omega^{-1} \nabla_\mu \Omega = -\frac{2}{(d-1)} b^\alpha \partial_\alpha \partial_\mu \phi \neq 0.
$$

(4.13)

with $\delta_{\text{DBI}}$ and $\xi^\mu$ as in (4.4) and (4.5), respectively. Therefore, (4.12) will not generate DBI-invariant operators as it corresponds to the functional determinant of a non-DBI-covariant operator.

Below, we verify this claim explicitly by computing the logarithmic divergences in (4.12) in $d + 1 = 4$ dimensions and confirm that the result is not DBI-invariant. In App. E, we perform the analogous computation in $d + 1 = 6$. The logarithmically divergent terms arising from (4.12) in $d + 1 = 4$ are given by\(^5\) (D.11):

\[
\left( \text{Tr} \ln \xi \right)_{\text{log-div}} = -\frac{i}{\varepsilon (4\pi)^2} \int d^4x \sqrt{-\bar{g}} [a_2(x)] = -\frac{i}{\varepsilon (4\pi)^2} \int d^4x \sqrt{-\bar{g}} \left( \frac{1}{30} \bar{R} + \frac{1}{180} \bar{R}_{\mu \nu \rho \sigma} \bar{R}^{\mu \nu \rho \sigma} - \frac{1}{180} \bar{R}_{\mu \nu} \bar{R}^{\mu \nu} + \frac{1}{72} \bar{\Omega}^2 \right),
\]

(4.14)

where $[a_2(x)]$ is the second Seeley-DeWitt coefficient (D.12). Evaluating (4.14) for the metric (4.9) and rephrasing the result in terms $g_{\mu \nu}$, its associated curvature, and covariant derivative, we ultimately find

\[
\sqrt{-\bar{g}} [a_2(x)] = \sqrt{-g} \left( -\frac{1}{180} R_{\alpha \beta} R^{\alpha \beta} + \frac{1}{72} R^2 + \frac{1}{180} R_{\alpha \beta \gamma \delta} R^{\alpha \beta \gamma \delta} + \frac{1}{30} \nabla_\alpha \nabla^\alpha R - \frac{2 R \nabla_\alpha \nabla^\alpha \gamma}{9 \gamma} - \frac{\nabla_\alpha \gamma \nabla^\alpha \gamma R}{15 \gamma} + \frac{R \nabla_\alpha \gamma \nabla^\alpha \gamma}{18 \gamma^2} + \frac{97 \nabla_\alpha \gamma \nabla_\beta \nabla^\alpha \gamma \nabla_\beta \nabla^\beta \gamma}{90 \gamma^2} \\
- \frac{53 \nabla_\alpha \gamma \nabla^\alpha \gamma \nabla_\beta \nabla^\beta \gamma}{45 \gamma^3} + \frac{4 \nabla_\alpha \gamma \nabla_\beta \nabla^\beta \nabla_\alpha \gamma}{5 \gamma^2} - \frac{\nabla_\beta \nabla^\beta \nabla_\alpha \nabla^\alpha \gamma}{5 \gamma} - \frac{34 R_{\alpha \beta} \nabla_\alpha \gamma \nabla^\beta \gamma}{45 \gamma^2} + \frac{\nabla_\alpha \gamma \nabla^\alpha \gamma \nabla_\beta \nabla^\beta \gamma}{15 \gamma^4} - \frac{4 \nabla_\alpha \gamma \nabla_\beta \nabla_\alpha \nabla^\beta \gamma}{45 \gamma^3} \\
- \frac{R_{\alpha \beta} \nabla^\beta \nabla_\alpha \gamma}{45 \gamma} + \frac{\nabla_\beta \nabla_\alpha \gamma \nabla^\beta \nabla^\alpha \gamma}{45 \gamma^2} \right),
\]

(4.15)

where the $\nabla_\gamma$’s are again the covariant derivatives with respect to the metric in (4.1) and above they act on $\gamma$ as though it were a scalar. No on-shell conditions or integrations by parts were used in evaluating (4.15); it is a fully off-shell expression. The result (4.15) is not DBI-invariant since $\gamma = 1/\sqrt{-g}$; in fact, does not transform as a scalar under (4.4).

However, while the unadulterated form of (4.15) does not obey the symmetries (4.4), it is possible to massage the result into a DBI-symmetric form through the addition of non-DBI-symmetric total derivatives and the use of the tree-level equations of motion. Specifically, after exhaustively adding all possible total-derivatives with the correct dimensions to the action with arbitrary coefficients,

\(^5\)The Fadeev-Popov contributions which come from fixing unitary gauge can easily shown to be $\propto \delta^{d+1}(0)$ and hence trivial.
using the Gauss-Codazzi relations (B.15) to trade Riemann curvatures for extrinsic curvatures, the on-shell condition $K = 0$, and the identities
\[
\nabla_\mu \nabla_\nu \phi = -\frac{1}{\gamma} K_{\mu \nu} , \quad \nabla_\mu \gamma = K^\nu_{\mu} \nabla_\nu \phi , \quad \nabla_\mu K^{\nu}_{\mu} = \nabla^\nu K ,
\]
onc{4.16}
one finds that it is possible to dramatically simplify (4.15) to the form
\[
\sqrt{-g} [a_2(x)] \bigg|_{\text{on-shell}} = \sqrt{-g} \frac{7}{10} \langle K^4 \rangle + (\text{total derivatives}) ,
\]
incondensed trace notation: $\langle K^3 \rangle \equiv K^\mu_{\mu} K^\nu_{\nu} K^\rho_{\rho} K^\mu_{\mu}$ and similar. The result (4.17) precisely agrees with the DBI limit of the general formula (3.22); see Sec. 5.1. The total derivatives added to the action in order to simplify were $\mathcal{L}_{\text{TD}} = \nabla_\alpha J^\alpha = \frac{43}{90} \mathcal{L}^{(4)}_{\text{GB}}[g]$ where
\[
J^\alpha = -\frac{1}{3} K^\beta \gamma \nabla^\alpha K_{\beta \gamma} + \frac{29 K^\alpha_{\beta} K^\lambda_{\lambda} K^\beta_{\gamma} \nabla^\gamma \phi}{90 \gamma} - \frac{K^\beta \gamma \nabla^\alpha K^\lambda_{\lambda} \nabla^\beta \phi \nabla^\gamma \phi}{45 \gamma^2} + \frac{K^\alpha_{\beta} K^\lambda_{\lambda} \nabla^\beta \phi \nabla^\gamma \phi}{45 \gamma^3} \nabla \nabla \ln \gamma - \frac{29}{90} \nabla^\alpha \ln \gamma \nabla \ln \gamma + \frac{1}{45} \nabla \nabla \ln \gamma - \frac{29}{90} \nabla^\alpha \ln \gamma (\nabla \ln \gamma)^2 ,
\]
onc{4.18}
with equality holding on-shell, and where $\mathcal{L}^{(4)}_{\text{GB}}$ is the dimension $d+1 = 4$ topological Gauss-Bonnet term, explicitly given by
\[
\mathcal{L}_{\text{GB}}[g] \equiv -\frac{1}{4} \epsilon^{\mu \rho \sigma \lambda} \epsilon_{\alpha \beta \gamma \lambda} R_{\mu \nu \alpha \beta} R_{\rho \sigma \gamma \lambda} = R^2_{\mu \nu \rho \sigma} - 4 R^2_{\mu \nu} + R^2 ,
\]
onc{4.19}
for a metric $g_{\mu \nu}$. Equivalently, the contact amplitudes computed from (4.15) and (4.17) agree and it therefore follows that in an $S$-matrix element, the counterterm needed to subtract the divergence expressed in (4.15) is physically equivalent to the much simpler (4.17). This can be explicitly seen from the $\mathcal{O}(\phi^4)$ terms computed with Feynman diagrams in (4.7) which contribute to the four-point, on-shell amplitude\footnote{One might raise the point that a traditional, on-shell, one-loop, 4-pt amplitude computed with Feynman diagrams can also be used to determine the logarithmic divergence for the theory (4.3) by matching to the quartic terms arising from the unique on-shell counterterm $\sim \langle K^4 \rangle$. In this method, no symmetry-breaking expressions analogous to (4.15) are ever encountered. While this is true, there also exist disadvantages to such an amplitude-based calculation relative to the heat kernel based approach. In the present example, one might wish to additionally compute the one-loop 6-pt, 8-point, etc. amplitudes in order to confirm that the divergences in these cases are consistent with the full non-linear structure of the $\sim \langle K^4 \rangle$ counterterm, for instance, and the complexity of these computations grows with valence; see [14] for the 4- and 6-point computations. More generally, DBI is the simplest model of the many possible brane theories and increasing the brane dimension, co-dimension, and including non-trivial bulk curvature are all features which complicate the calculations and increase the number of amplitudes needed to determine the counterterms. In contrast, our computations cover all of these extensions simultaneously and automatically ensure the proper non-linear structure. These are simply the same reasons why analogous methods [90, 44, 45, 58-64] are celebrated in a NLSM context.} as
\[
A_4 \supset \frac{7}{10240 \pi^2 \varepsilon} (s^4 + t^4 + u^4) ,
\]
onc{4.20}
in agreement with [14]. This contribution is also produced by the off-shell-inequivalent term
\[
\Gamma_{1}^{\text{on-shell}}[\phi] = \frac{1}{2} \left( \frac{1}{4\pi \varepsilon} \right)^2 \int d^4x \frac{7}{10} \phi^\mu \phi^\nu \phi^\alpha \phi^\beta \phi^\mu,
\]
which are precisely the $\mathcal{O}(\phi^4)$ divergences corresponding to (4.17). An analogue of this procedure for the case of a four-dimensional non-linear sigma model can be found in [58].

The manipulations leading from (4.15) to (4.17) were essentially an extensive exercise in guess-and-check. While the $d + 1 = 4, 6$ DBI computations were manageable with extensive use of Mathematica and xAct/xTensor [65, 66], we note that DBI is only the simplest of all possible brane models: the hypersurface is co-dimension-1 and the bulk metric is flat. We expect that extending the preceding method to higher-co-dimension cases with non-trivial bulk metrics would quickly be found to be infeasible and generically inferior to the covariant methods of Sec. 3, as the $d + 1 = 6$ case in App. E already makes abundantly clear.

We close this section by noting that the second form of the total-derivative current in (4.18) is intriguing. We are capturing only the logarithmic divergences above via the naive application of the heat kernel formulas of App. D and perhaps there exists a more refined method by which the $\sim \nabla^\# \ln \gamma$ factors would naturally arise, even when computing using the naive variables chosen above. Studying power-divergences in the DBI model provides further interesting findings along these lines. The $d + 1 = 4$ quadratic divergences would necessarily be of the form
\[
(\operatorname{Tr} \ln \Box)_{\Lambda^2 - \text{div}} \sim \tilde{\Lambda}^2 \int d^4x \sqrt{-\tilde{g}} \tilde{R},
\]
for some energy scale $\tilde{\Lambda}$ and the above is not DBI-covariant. However, if it were possible to manipulate the calculation by pulling $\tilde{\Lambda}$ inside the integral and scaling $\tilde{\Lambda} \rightarrow \Lambda \Omega(x)^{-2}$ with $\Omega(x)$ the conformal factor in (4.9), then DBI-covariance would be restored, since
\[
\Omega(x)^{-2} \sqrt{-\tilde{g}} \tilde{R} = 5 \sqrt{-g} K^2_{\mu\nu}.
\]
Similar results hold for power-divergences in $d+1 = 6$. It seems plausible that similar manipulations would work for logarithmically divergent terms, but we leave further exploration of this question to future work.

5 Applications

In this section, we discuss a selection of models for which the results of Sec. 3 are relevant.

5.1 DBI

The DBI limit (4.3) is the simplest scenario, as discussed in the preceding section. This system is co-dimension-1, meaning $D = d + 1$, and hence any terms in (3.22) or (3.23) involving anti-symmetrization over the bulk indices of $K_{\mu\nu}^A$ factors identically vanish. Since the bulk curvature is also trivial, $\mathcal{R}_{ABCD} = 0$, very few terms remain. We find

- When $d + 1 = 4$:

\[
\text{tr} [a_2(x)] = \frac{7}{10} \langle K^4 \rangle + \text{(total derivatives)},
\]

(5.1)
where the Gauss-Bonnet term \((4.19)\) was used to remove the combination \(\sim (K_{\mu\nu}K^{\mu\nu})^2\) and where \(\langle \cdot \rangle\) is the same shorthand for spacetime traces used \((4.17)\). When expressed in the typical, unitary gauge form reviewed in Sec. 4.1, the corresponding divergence in \(\Gamma[\phi]\) is:

\[
\Gamma[\phi] \supset \frac{7}{320\pi^2} \int d^4x \left( 3\langle \Phi^4 \rangle - 4\gamma^5 \langle \partial\phi \cdot \Phi^4 \cdot \partial\phi \rangle + 2\gamma^7 \langle \partial\phi \cdot \Phi^2 \cdot \partial\phi \rangle^2 + 4\gamma^7 \langle \partial\phi \cdot \Phi \cdot \partial\phi \rangle \langle \partial\phi \cdot \Phi^3 \cdot \partial\phi \rangle - 4\gamma^9 \langle \partial\phi \cdot \Phi^2 \cdot \partial\phi \rangle^2 \langle \partial\phi \cdot \Phi \cdot \partial\phi \rangle + \gamma^{11} \langle \partial\phi \cdot \Phi \cdot \partial\phi \rangle^4 \right),
\]

\((5.2)\)

where \(\gamma\) is defined in \((4.1)\), \(\Phi \equiv \partial_\mu \partial_\nu \phi\), and \(\langle \cdot \rangle\) is shorthand for spacetime contractions via \(\eta^{\mu\nu}\), e.g., \(\langle \Phi^2 \rangle \equiv \eta^{\mu\nu} \eta^{\alpha\beta} \partial_\mu \partial_\alpha \phi \partial_\nu \partial_\beta \phi\) and \(\langle \partial\phi \cdot \Phi \cdot \partial\phi \rangle \equiv \eta^{\mu\nu} \eta^{\alpha\beta} \partial_\mu \phi \partial_\nu \partial_\alpha \phi \partial_\beta \phi\).

- When \(d + 1 = 6\):

\[
\text{tr}[a_3(x)] \bigg|_{D=6} = -\frac{187}{9450} \langle K^6 \rangle + \frac{113}{14175} \langle K^3 \rangle^2 - \frac{5}{1512} \langle K^2 \rangle^3 + \frac{223}{2100} \langle K^2 \rangle \nabla_\varepsilon K \gamma^\delta \nabla_\varepsilon \nabla_\gamma^\delta + \text{(total derivatives)},
\]

\((5.3)\)

and we will not reproduce the unitary gauge form of the above for brevity.

As mentioned in Sec. 4, the logarithmic divergences which follow from \((D.11)\) are in perfect agreement with the \(d + 1 = 4\) result \((4.17)\) and the (extremely cumbersome) \(d + 1 = 6\) computation outlined in App. E. The divergences for the multi-field DBI case studied, for instance, in \([48]\), can also easily be read off from our general formulas. As a check of the \(d + 1 = 6\) formula \((3.23)\), we have verified that the corresponding divergences generated in the four-point amplitude \(A_1\) precisely agree with those arising from a standard Feynman diagram calculation for a co-dimension-\(N\) DBI system for arbitrary \(N\).

### 5.2 Product Manifolds, Non-Linear Sigma Models, and their Extensions

The universal action \((2.3)\) for a generic bulk metric \(G_{AB}\) may not permit flat vacua where \(g_{\mu\nu} = \eta_{\mu\nu}\). A class of special bulk manifolds which do permit such solutions are product manifolds of the form \(\mathcal{M}_{D+1} = \mathcal{M}_{d+1} \times \Sigma_{D-d}\), where \(\mathcal{M}_{d+1}\) is \((d+1)\)-dimensional Minkowski space and \(\Sigma\) is some \((D-d)\)-dimensional manifold.

Let us consider a \((d+1)\)-dimensional brane embedded in such a bulk and split the bulk \(X^A\) coordinate as \(X^A = (X^\mu, \phi^a), \mu \in \{0, \ldots, d\}\) and \(a \in \{d+1, \ldots, D\}\). By assumption, the bulk line element can be written in the form

\[
d^2 s^2_{D+1} = \eta_{\mu\nu} dX^\mu dX^\nu + g_{ab}(\phi) d\phi^a d\phi^b,
\]

\((5.4)\)

and working in unitary gauge, \(X^\mu = x^\mu\), the induced metric is

\[
g_{\mu\nu}(x) = \eta_{\mu\nu} + g_{ab}(\phi(x)) \partial_\mu \phi^a(x) \partial_\nu \phi^b(x).
\]

\((5.5)\)

The universal action is then

\[
S_{\text{universal}} = -\int d^{d+1}x \sqrt{-\text{det} (\eta_{\mu\nu} + g_{ab}(\phi) \partial_\mu \phi^a \partial_\nu \phi^b)}
\approx -\int d^{d+1}x \left( \frac{1}{2} \partial_\mu \phi \cdot \partial^\mu \phi - \frac{1}{4} (\partial_\mu \phi \cdot \partial_\nu \phi)(\partial^\mu \phi \cdot \partial^\nu \phi) + \frac{1}{8} (\partial_\mu \phi \cdot \partial^\mu \phi)^2 + \ldots \right),
\]

\((5.6)\)
where Greek indices were raised and lowered with $\eta^{\mu\nu}$ and we used the shorthand $\partial_\mu \phi \cdot \partial_\nu \phi \equiv g_{ab} \partial_\mu \phi^a \partial_\nu \phi^b$ in the second line. Further comments on the functional form of the action (5.6) can be found in the conclusions, Sec. 6.

The action (5.6) is intimately related to the non-linear sigma model (NLSM) and extensions thereof. As is well known, the universal term for generic NLSMs which describe the Goldstone fields arising from spontaneous symmetry breaking takes on the form [67, 68]

$$S_{\text{NLSM}} = -\frac{1}{2} \int d^{d+1}x g_{ab}(\phi) \partial_\mu \phi^a \cdot \partial_\nu \phi^b$$

(5.7)

where the field-space metric $g_{ab}$ arises from a coset analysis\(^7\). For instance, for the symmetry breaking pattern $SO(N+1) \rightarrow SO(N)$ the action takes on the above form with $g_{ab}$ the metric on the $N$-sphere. The square-root structure in (5.6) is also closely related to the scalar sector of the “extended Dirac-Born-Infeld” theory which was first discussed in [23] and has recently appeared in [69].

As an initial check on our $d+1 = 4$ dimensional result (3.22), we can evaluate the corresponding logarithmic divergence in the limit where (5.6) reduces to the NLSM and verify that it reproduces the well-known divergences of this latter model. The NLSM regime is isolated by introducing a formal counting parameter $\lambda$ and taking the following limit

$$\lim_{\lambda \rightarrow 0} -\frac{1}{\lambda} \int d^{d+1}x \sqrt{1 + \lambda g_{ab}(\phi) \partial_\mu \phi^a \cdot \partial_\nu \phi^b} = S_{\text{NLSM}},$$

(5.8)

which holds up to a divergent, but field-independent term. One-loop divergences to the action (5.7) are well-studied [58–63] and generate the following on-shell divergence [64]:

$$\Gamma_1^{\text{NLSM}} \supset \frac{1}{\varepsilon (2\pi)^2} \int d^4x \left( \frac{1}{2} R^{abef} R^{e_d f} - \frac{1}{12} R^{acef} R^{bd} e^f \right) \left( \partial_\phi^a \cdot \partial_\phi^b \right) \left( \partial_\phi^c \cdot \partial_\phi^d \right),$$

(5.9)

in our conventions. Inserting the counting parameter $\lambda$ in front of $g_{ab}$ as in (5.8), it is straightforward to show that one can effectively replace the various geometric ingredients as

$$g_{\mu\nu} \rightarrow \eta_{\mu\nu}, \quad g^{\mu\nu} \rightarrow \eta^{\mu\nu}, \quad P^{AB} \rightarrow \partial X^A \cdot \partial X^B, \quad P^{AB} \rightarrow \lambda^{-1} e^{ab}, \quad e^{\alpha A} \rightarrow \partial^\alpha \phi^a, \quad R_{ABCD} \rightarrow \lambda R_{abcd}, \quad K^A_{\mu\nu} \rightarrow -\partial_\mu \partial_\nu \phi^a$$

(5.10)

at leading order in the limit. Making the above substitutions in (3.22), the only terms which scale as $O(\lambda^0)$ are

$$\text{tr} \left[ a_2 \right] \supset -\frac{1}{12} P^{AB} P^{CD} P^{EF} P^{GH} R_{ACEG} R_{BDFH} + \frac{1}{2} P^{AB} P^{CD} P^{EF} P^{GH} R_{AECF} R_{BGDH} + \mathcal{O}(\lambda)$$

\(^7\)Often, this action is expressed in the form $\mathcal{L}_{\text{NLSM}} \sim \text{tr} \left[ \partial_\mu U^T \partial^\mu U \right]$ where $U = e^{i\pi(x)} \bar{Z}$ are coset elements in $G/H$ for a breaking pattern $G \rightarrow H$, $\pi(x)$ are the Goldstone modes, and $Z$’s are group generators.

\(^8\)The action (5.17) in [23] reduces to (5.6) after rescaling their lagrangian by an overall factor of $\lambda^2$, sending $\ell \rightarrow \lambda$ and $\Phi \rightarrow \Phi/\lambda$, and then taking $\lambda \rightarrow 0$. 
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\[
= \left( \frac{1}{2} R_{a b c f}^e R_c^e d^f - \frac{1}{12} R_{a b c f} R_{d b c f} \right) \left( \partial \phi^a \cdot \partial \phi^b \right) \left( \partial \phi^c \cdot \partial \phi^d \right) + \text{total derivatives}, \quad (5.11)
\]
and extracting the corresponding logarithmic divergence using (D.11) and comparing to (5.9), we find perfect agreement.

Our full result (3.22) contains the generalization of the NLSM result (5.9) to its brane-world extension (5.6), when (3.22) is evaluated for the system (5.4). The following results are useful for expressing (3.22) in terms of the natural geometry of (5.4):

- Fixing unitary gauge uses all of the brane diffeomorphism freedom, but the gauge-fixed action is still covariant under field-redefinitions of the \( \phi^a \) amongst themselves. For this reason, it is useful to define covariant derivatives of tensors \( T^{a \cdots} \) whose \( a \)-type indices transform covariantly under such redefinitions (an example of which is \( \partial_\mu \phi^a \)) via

\[
D_\mu T^{a \cdots} = \partial_\mu T^{a \cdots} + \Gamma_a^{bc} T^{c \cdots} \partial_\mu \phi^b + \ldots, \quad (5.12)
\]

where \( \Gamma_a^{bc} \) is the Christoffel symbol associated to \( g_{\mu \nu} \), in analogy to (B.9).

- The Christoffel symbol \( \Gamma^{a}_{\mu \nu} \) associated to \( g_{\mu \nu} \) is

\[
\Gamma_{\mu \nu}^a = g^{a \rho} g_{\alpha \nu} \partial_\alpha \phi^\rho \partial_\mu \phi^\alpha, \quad (5.13)
\]

- The extrinsic curvature is

\[
K_{\mu \nu} A = - \left( D_\mu \partial_\nu \phi^\alpha - g^{a \rho} g_{\rho \nu} D_\mu \partial_\nu \phi^b \partial_\rho \phi^a \partial_\alpha \phi^\rho \right) \delta_a^A + g^{a \rho} g_{\alpha \nu} \partial_\mu \phi^b \partial_\nu \phi^\rho \delta_a^A \quad (5.14)
\]

- The inverse induced metric \( g^{\mu \nu} \) is

\[
g^{\mu \nu} = \eta^{\mu \nu} - h_{ab} \partial_\mu \phi^a \partial_\nu \phi^b, \quad h_{ab} = \left( g^{\mu \nu} + \partial_\mu \phi^a \partial_\nu \phi^a \right)^{-1} \quad (5.15)
\]

- Both \( \Gamma_{\mu \nu}^a \) and \( R_{ABCD} \) computed from \( G_{AB} \) are vanishing unless all indices take on values corresponding to directions along the \( \phi^a \)'s. That is, only components of the form \( \Gamma_{\mu \nu}^a \) and \( R_{\mu \nu ab} \) are non-vanishing and are simply those calculated from \( g_{ab} \). The projectors onto the space parallel to the brane takes on the form

\[
P_{\mu \nu} = \delta_{\mu \nu} e_{A} e_{B} = \left( g_{\mu \nu} \partial_{a} \phi^{a} g_{\alpha \beta} \partial_{\alpha} \phi^{a} \partial_{\beta} \phi^{b} \right), \quad (5.16)
\]

meaning that contractions between \( P_{\mu \nu} \) and \( R_{ABCD} \) factors can be expressed as contractions of \( \partial_\mu \phi^a \) factors with \( R_{abcd} \) and \( g_{\mu \nu} \). Similar remarks hold for \( P_{\mu \nu} \) and \( R_{ABCD} \).

Explicit formulas for the scenario in which \( \Sigma_{D-4} \) is an \( N \)-sphere, \( S_N \) and \( d + 1 = 4 \), are provided in App. F and we close this section by comparing the logarithmic divergences arising from our general result (3.19) to those from the corresponding lowest-order Feynman diagram calculation. When \( \Sigma_{D-4} = S_N \), the relevant geometric quantities are

\[
g_{ab}(\phi) = \delta_{ab} + \frac{\phi_a \phi_b}{L^2 - \phi_c \phi^c \delta_{cd}}, \quad \bar{g}^{ab}(\phi) = \delta_{ab} - \frac{\phi_a \phi_b}{L^2}, \quad R_{abcd} = \frac{1}{L^2} (g_{ac} g_{bd} - g_{ad} g_{bc}), \quad (5.17)
\]
where \( L \) is the radius of \( S_N \). Up to \( \mathcal{O}(\phi^4) \), the universal lagrangian is

\[
\mathcal{L}_{\text{universal}} \approx -\frac{1}{2} \partial_{\mu} \phi_a \partial^{\mu} \phi_a - \frac{\phi^a \phi^b \partial_{\mu} \phi_a \partial^{\mu} \phi_b}{2L^2} + \frac{1}{2} \partial_{\mu} \phi_b \partial^{\mu} \phi_a \partial_{\nu} \phi^b \partial^{\nu} \phi_a - \frac{1}{3} \partial_{\mu} \phi_a \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_b , \quad (5.18)
\]

where Greek and Latin indices were raised and lowered with \( \eta_{\mu\nu} \) and \( \delta_{ab} \). Computing the corresponding four-point amplitude is straightforward. The tree-level result is

\[
\mathcal{A}_{4}^{\text{tree}} = \left( \frac{t^2 + u^2 - s^2}{4} - \frac{t + u}{L^2} \right) \delta^{ab} \delta^{cd} + \left( \frac{u^2 + s^2 - t^2}{4} - \frac{u + s}{L^2} \right) \delta^{ac} \delta^{bd} + \left( \frac{s^2 + t^2 - u^2}{4} - \frac{s + t}{L^2} \right) \delta^{ad} \delta^{bc} \quad (5.19)
\]

where particles \( a, b, c, d \) were assigned momenta \( p_1, p_2, p_3, p_4 \), respectively, and the \( \mathcal{O}(L^{-2}) \) terms are the ordinary NLSM result. A standard Feynman computation gives the following one-loop divergences

\[
\mathcal{A}_{4}^{\text{1-loop}} \supset \frac{1}{96(4\pi)^2} \varepsilon^{ab} \varepsilon^{cd} \left( \frac{7}{8} s^4 N + s^3 \left( \frac{7}{8} t (50 + N) + \frac{88 - 8N}{L^2} \right) \right) + s^2 \left( \frac{7}{8} t^2 (90 + N) + \frac{80(-5 + 3N)}{L^4} + \frac{16st (2L^2 t + 5) + 4}{L^4} \right) + 16t^2 \left( t^2 + \frac{4}{L^4} \right) + \text{permutations} , \quad (5.20)
\]

where only the pole terms were displayed. From the results of App. F, the \( \mathcal{O}(\phi^4) \) parts of the predicted counterterm are

\[
\Gamma_1 \supset \frac{1}{720(4\pi)^2} \varepsilon \int d^4 x \left( \frac{240}{L^4} \partial_{\mu} \phi_b \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_a + \frac{60(-7 + 3N)}{L^4} \partial_{\mu} \phi_a \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_b \right) + \frac{120}{L^4} \partial_{\mu} \phi_a \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_b - \frac{360}{L^2} \partial_{\mu} \phi^b \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_a - \frac{60(-7 + N)}{L^2} \partial_{\mu} \phi_a \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_b \right) - 2(30 + N) \partial_{\mu} \phi^b \partial^{\mu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_a + (60 - 4N) \partial^{\nu} \phi^a \partial_{\mu} \phi^b \partial_{\nu} \phi^b \partial_{\nu} \phi^a + 5(N - 12) \partial_{\nu} \phi^a \partial_{\mu} \phi^b \partial^{\nu} \phi^a + 5(45 + N) \partial_{\nu} \phi^b \partial^{\nu} \phi^a \partial_{\nu} \phi^b \partial^{\nu} \phi_a \right) , \quad (5.21)
\]

where Greek and Latin indices were once again raised and lowered with \( \eta_{\mu\nu} \) and \( \delta_{ab} \). The contact amplitude \( \mathcal{A}_4 \) computed from (5.21) exactly reproduces (5.20), providing another non-trivial check of our general results.

### 5.3 Conformal Galileons/DBI

While the universal action (2.3) does not always admit flat vacua, \( g_{\mu\nu} = \eta_{\mu\nu} \), in special cases it may be possible to add a *lower-derivative* term to the action, such that the total system *does* permit such flat solutions.
An important example is the case of a four-dimensional brane embedded in \( AdS_5 \), which provides a non-linear realization of the conformal group. This model appears in a variety of contexts, e.g., \([2, 3, 5, 14, 70–73]\). The universal action for this theory, sometimes referred to as the conformal DBI or conformal galileon model, can be written in the form

\[
S_{\text{universal}} = - \int d^4x \, e^{-4\phi/L} \sqrt{1 + e^{2\phi/L} (\partial \phi)^2} ,
\]  

where \( L \) is the \( AdS_5 \) radius and we specialized to unitary gauge: \( X^\mu = x^\mu, \, X^5 = \phi(x) \). A \( \phi = \) constant configuration corresponds to a flat Minkowski configuration, but this is not a solution of the above.

A lower-derivative term which obeys the \( AdS_5 \) symmetries is

\[
S_W = \int d^4x \, e^{-4\phi/L}
\]  

and the combined \( S_{\text{universal}} + S_W \) action allows for flat vacua. The operator (5.23) is Wess-Zumino (WZ) term which changes by a total derivative under the \( AdS_5 \) isometries. In a string theory context, where (5.23) is sometimes called a Chern-Simons term, it arises through the electric coupling of the brane to a four-form gauge field. The fact that it allows for flat vacua corresponds to the so-called “no-force” constraint; see \([74–76]\). The operator has a geometric interpretation as the bulk volume bounded by a flat \( \phi = \) constant surface and a non-trivial surface defined by \( \phi(x) \)

\[
S_W \sim \int_{\phi=\phi(x)} d^5X \sqrt{-G} ,
\]

meaning that (5.23) is of the typical WZ form; compare to \([77]\).

The heat-kernel analysis leading to (3.19) does not directly apply to the full action \( S_{\text{universal}} + S_W \), though it should still capture a subset of the divergences of this combined system. Incorporating the effect of the WZ term into the functional determinant is left to future work. While it is not possible to express (5.23) itself in terms of natural geometric quantities defined on the embedded hypersurface, we expect that the normal-coordinate perturbations thereof will have such a representation, along the lines of what is found for the WZ terms for standard NLSMs \([45, 78]\) where the WZ operators can be interpreted as the existence of torsion \([79, 80]\) on the NLSM manifold.

6 Conclusions

In this work we have developed a formalism for deriving manifestly covariant quantum corrections for a generic class of brane systems in dimensions \( d + 1 > 2 \). Included among this class are Dirac-Born-Infeld scalar theories, non-linear sigma models, and various generalizations thereof, which are associated to amplitudes which have special standing in various lines of modern \( S \)-matrix research \([6–9, 11–23, 69]\). We developed a covariant form of perturbation theory using the natural geometric ingredients which describe hypersurfaces and their perturbations. One-loop results were our primary focus and one of our main results is the compact, covariant functional determinant (3.19) which controls all one-loop corrections for systems of arbitrary co-dimension and arbitrary
bulk metric. The general form of the corresponding logarithmic divergences in $d + 1 = 4$ are controlled by the explicit expression (3.22) and those for a limiting case in $d + 1 = 6$ can be found in (3.23). Our techniques carry significant advantages relative to naive approaches to the computation of the quantum effective action, as the latter can generate divergences which do not respect the symmetries of the original system: explicit examples of this phenomenon can be seen in Sec. 4 and App. E.

Natural extensions of the present work include the following:

- We have only focused on the brane’s own degrees of freedom which describe its motion in the higher-dimensional bulk spacetime, as described by (2.3). It is common to include couplings of gauge-bosons and other fields to the hypersurface in more general brane models and accounting for their effects\(^9\) would extend the applicability of our methods.

- It would be worthwhile to extend this work to higher-loop order. In particular, when $d + 1$ is odd, the first logarithmic divergences only occur at two-loops. There is no in-principle obstruction to such computations and the covariant perturbation theory and gauge-fixing procedure we have developed are perfectly amenable to such higher-order computations. In the present work, we have used the on-shell equations of motion to simplify the computation, whereas higher-loop calculations would require working off-shell. The case of $d + 1 = 3$ is particularly interesting, as shift-symmetric scalars can be dualized to 1-form gauge fields, resulting in Born-Infeld-Electrodynamics-like theories\(^10\).

- The square-root form of the product-space, gauge-fixed action (5.6) is somewhat puzzling as it is not typically fixed by global symmetries\(^11\). Clearly, in the general case this structure must be understood as deriving from the fact that these theories also admit a geometric, diffeomorphism-invariant description. This situation appears analogous to Born-Infeld Electrodynamics in which the action of a $U(1)$ gauge field is given by $\mathcal{L} \sim \sqrt{-\det(\eta_{\mu\nu} + F_{\mu\nu})}$, despite the lack of any non-linear symmetry for $A_\mu$ to enforce this structure\(^[8, 84]\). Born-Infeld is exceptional in the space of vector EFTs due to its enhanced soft-limits\(^[85]\) and it would be interesting to check whether (5.6) is similarly exceptional in the space of multi-flavor scalar EFTs.

- As discussed in Sec. 5.3, Wess-Zumino or Chern-Simons terms can play an important role in particular brane models and amending our construction to accommodate such terms is a non-trivial and important goal.

- There exist scalar theories which admit a more-involved geometric interpretation to which our methods do not immediately apply, namely the special galileons\(^[86, 87]\). Some comments on these theories can be found in App. G. It would be interesting to more fully explore these systems along the lines emphasized in the present paper.

- Effective field theories with one or more light scalar degrees of freedom are used routinely in cosmology, for instance to describe dark energy in the late Universe, inflation in the early Universe, or modifications from General Relativity in strong gravity regimes. In order to

\(^9\)A study of one-loop corrections to specific brane models with additional fields can be found in \([81–83]\).

\(^10\)See \([83]\) for a recent amplitude-based study of related models.

\(^11\)Apart from the special DBI $g_{ab}(\phi) \longrightarrow \delta_{ab}$ limit in which case it is fixed by (4.4).
manage the number of free Wilson coefficients, and to ensure that their tuning is radiatively stable, a large number of these scalar field models are endowed with a non-linearly realised symmetry. Since our general result for the one-loop effective action can be applied to any (multi-)scalar field theory which possesses any of a large class of braneworld non-linearly symmetries, we expect that our findings will find fruitful applications in such studies.

We leave such explorations for the future.
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A Conventions

We use mostly plus signature and our curvature conventions are $R^\rho_{\sigma\mu\nu} = \partial_\mu \Gamma^\rho_{\sigma\nu} + \ldots$, $R_{\mu\nu} = R^\rho_{\mu\rho\nu}$, and $\bar{R} = R^\mu_\mu$. We work in $d+1$ spacetime dimensions when possible. Our conventions for describing hypersurface embeddings are described in detail in App. B. Fourier conventions: $f(k) = \int d^{d+1}x e^{-ik\cdot x} f(x)$, $f(x) = \int d^{d+1}\tilde{k} e^{ik\cdot x} f(k)$, where $\tilde{k} \equiv k/(2\pi)$ and $\delta^{d+1}(k) = (2\pi)^{d+1}\delta^{d+1}(k)$ were defined to minimize explicit $(2\pi)$-factors. Symmetrization and anti-symmetrization is defined with a $1/n!$, e.g., $T(\mu\nu) = \frac{1}{2!}(T_{\mu\nu} + T_{\nu\mu})$. Scattering amplitudes for $n$ particles $A_n$ are defined through

$$\langle k_1 \ldots | T | p_1 \ldots \rangle \equiv \delta^{d+1} \left( \sum k - \sum p \right) A_n(p_1, \ldots ; k_1, \ldots)$$

where $S \equiv 1 + iT$ is the usual $S$-matrix operator. Mandelstam conventions are $s = -(p_1 + p_2)^2$, $t = -(p_1 + p_3)^2$ and $u = -(p_1 + p_4)^2$. When computing in dimensional regularization, we will use $-2\varepsilon$ to denote the deviation from integer dimensions, e.g., we shift $d+1 \rightarrow d+1 - 2\varepsilon$ with $d \in \mathbb{Z}$. Heat kernel calculations generally depend on both matrix and functional determinants or traces. In such contexts, we use Det to denote the combination of a matrix and a functional determinant, while det is reserved for purely functional determinants. Similar conventions are used for traces: Tr vs tr and delta-function factors are left implicit in all such functional determinants and traces. The notation $[A(x)] = \lim_{x' \rightarrow x} A(x, x')$ to denote coincidence limits.

B Hypersurfaces

A review of the relevant geometry needed to describe higher-co-dimension hypersurfaces. Appendix A of [48] has a more extensive discussion, which we partially follow here.

B.1 Embedding Functions and Terminology

A $(d+1)$-dimensional submanifold $M_{d+1}$ embedded within a $(D+1)$-dimensional manifold $M_{D+1}$ can be specified via embedding functions $X^A(x^\mu), A \in \{0, \ldots, D\}$ and $\mu \in \{0, \ldots, d\}$, where $X^A$
and \( x^\mu \) are coordinates on \( \mathcal{M}_{D+1} \) and \( M_{d+1} \), respectively. The manifold \( M_{d+1} \) is said to be of co-dimension-(\( D - d \)). Throughout this paper, we will refer to \( M_{d+1} \) and the brane and \( \mathcal{M}_{D+1} \) as the bulk.

**B.2 Tangent Vectors, Normal Vectors, Projectors, and Extrinsic Curvatures**

The embedding functions directly define the \((d + 1)\) independent tangent vectors to \( M_{d+1} \) whose bulk components are given by

\[
e_\mu = \partial_\mu X^A(x) \partial_A.
\]

(B.1)

Orthogonal to these are \( D - d \) normal vectors \( n^A_i \), where \( i \in \{d + 1, \ldots, D\} \) labels the various normal vectors. If \( \mathcal{M}_{D+1} \) is equipped with a metric \( \mathcal{G}_{AB} \), then the induced metric on \( M_{d+1} \) is defined to be

\[
g_{\mu\nu} \equiv e_\mu^A e_\nu^B \mathcal{G}_{AB}.
\]

(B.2)

These ingredients can be taken to obey

\[
n^A_i e_\mu^A = 0 \quad n^A_i n_{A_j} = \delta_{ij},
\]

(B.3)

where all \( A, B, \ldots \) indices are raised and lowered with \( \mathcal{G}_{AB} \) and we assume throughout that the directions normal to the brane are spacelike.

All tensors on \( \mathcal{M}_{D+1} \) can then have their components projected onto the tangent and normal directions to \( M_{d+1} \). The projector onto the tangent directions is

\[
\mathcal{P}_{\parallel}^A{}_{B} \equiv \epsilon^{\mu A} e_{\mu B} = \delta^A_B - n^A_i n_B^i,
\]

(B.4)

where \( g_{\mu\nu}, \mathcal{G}_{AB}, \) and \( \delta_{ij} \) are used to raise and lower the appropriate indices. The projector onto the normal directions is the complement to the above:

\[
\mathcal{P}_{\perp}^A{}_{B} \equiv \delta^A_B - \mathcal{P}_{\parallel}^A{}_{B} = \delta^A_B - \epsilon^{\mu A} e_{\mu B} = n^A_i n_B^i.
\]

(B.5)

Associated to each normal vector \( n^A_i \) is an extrinsic curvature \( K^i_{\mu\nu} \) symmetric under \( \mu \leftrightarrow \nu \) whose form and properties are:

\[
K^i_{\mu\nu} = e_\mu^B e_\nu^A \nabla_B n^i_A = -n^i_A e_\mu^B \nabla_B e_\nu^A = \frac{1}{2} e_\mu^A e_\nu^B \mathcal{L}_{n_i} \mathcal{G}_{AB}, \quad K^i_{\mu\mu} = \nabla_A n^A_i.
\]

(B.6)

It is useful to define the following combination in order to avoid explicit appearances of the \( i \) labels:

\[
K^A_{\mu\nu} \equiv K^i_{\mu\nu} n^A_i,
\]

(B.7)

from which it follows that \( e_{\alpha A} K^A_{\mu\nu} = 0 \).
B.3 Covariant Derivatives

The tangent vectors $e^A_\mu$ transform covariantly under both bulk and brane diffeomorphisms:

$$e^A_\mu(X(x)) \rightarrow \frac{\partial x^\nu}{\partial y^\mu} \frac{\partial Y^A_B}{\partial X^B} e^B_\nu(Y(y)),$$  \hspace{1cm} (B.8)

under $X^A \rightarrow Y^A$ and $x^\mu \rightarrow y^\mu$. Given a generic tensor $T^{Aa\ldots}$ which transforms covariantly under such diffeomorphisms, the covariant derivative of such tensors along the brane is given by

$$\mathcal{D}_\mu T^{Aa\ldots} = \partial_\mu T^{Aa\ldots} + \Gamma^A_{BC} T^{Ca\ldots} \partial_\mu X^B + \Gamma^{a\mu}_\nu T^{A\nu} + \ldots$$  \hspace{1cm} (B.9)

where $\Gamma^A_{BC}$ and $\Gamma^{a\mu}_\nu$ are computed from $G_{AB}$ and $g_{\mu\nu}$, respectively, and the commutator gives

$$[\mathcal{D}_\mu, \mathcal{D}_\nu] T^{Aa\ldots} = R^a_{\sigma\mu\nu} T^{A\sigma\ldots} + R^A_{B\sigma\nu} X^C T^{B\sigma\ldots} + \ldots$$  \hspace{1cm} (B.10)

where the curvatures corresponding to $g_{\mu\nu}$ and $G_{AB}$ are denoted by $R^{\mu\nu\rho\sigma}$ and $R^{ABCD}$, respectively.

The covariant derivative $\mathcal{D}_\mu$ of the tangent vectors $e^A_\mu$ determine the extrinsic curvature tensors (B.6). This follows from the Gauss-Weingarten relations, in which one projects $e^B_\mu \nabla_B e^A_\nu$ onto its tangent and orthogonal pieces, with the result:

$$e^B_\mu \nabla_B e^A_\nu = P_{\parallel}^A C e^B_\mu \nabla_B e^C_\nu + P_{\perp}^A C e^B_\mu \nabla_B e^C_\nu$$

$$= \Gamma^A_{B\mu\nu} e^A_\nu - K^A_{\mu\nu}$$  \hspace{1cm} (B.11)

where $\Gamma^A_{B\mu\nu}$ is the standard Christoffel symbol associated to $g_{\mu\nu}$. Rearranging the above and comparing to (B.9) implies

$$\mathcal{D}_\mu e^A_\nu = -K^A_{\mu\nu}$$

$$\Rightarrow \mathcal{D}_\mu P_{\parallel}^A = -2K^A_{\mu\nu} e^A_B$$

$$\Rightarrow \mathcal{D}_\mu P_{\perp}^A = 2K^A_{\mu\nu} e^A_B.$$  \hspace{1cm} (B.12)

It is additionally useful to define the covariant derivatives $\mathcal{D}_{\mu}^\perp$ and $\mathcal{D}_{\mu}^\parallel$ via

$$\mathcal{D}_{\mu}^\perp = P_{\perp} \cdot \mathcal{D}_{\mu} \cdot P_{\perp}, \quad \mathcal{D}_{\mu}^\parallel = P_{\parallel} \cdot \mathcal{D}_{\mu} \cdot P_{\parallel},$$  \hspace{1cm} (B.13)

schematically, which naturally act on the spaces of normal and tangent tensors, respectively. The former derivative is of particular importance in this paper and we will require the commutator of $\mathcal{D}_{\mu}^\perp$ on a vector $\phi^A$ normal to $M_{d+1}$, such that $P_{\perp}^A B \phi_B = \phi^A$:

$$[\mathcal{D}_{\mu}^\perp, \mathcal{D}_{\nu}^\perp] \phi^A = P_{\perp}^A B R_{BCDE} \phi^C e^D_\mu e^E_\nu + 2K^A_{\mu\nu} K^B_{\nu\alpha} B \phi^B.$$  \hspace{1cm} (B.14)

B.4 Gauss-Codazzi Relations

The Gauss-Codazzi relations express various projections of the bulk Riemann tensor $R_{ABCD}$ in terms quantities defined on the brane $M_{d+1}$, namely the brane curvature $R^{\mu\nu\rho\sigma}_{AB}$ and the extrinsic curvatures $K^{A}_{\mu\nu}$ (B.6). One such relation follows from combining (B.10) and (B.12) to find

$$2D_{[\mu} D_{\nu]} e^A_\mu = -2D_{[\mu} K_{\nu]} e^A_\mu.$$
\[ R_{\mu \nu \rho \sigma} = R_{ABCD} e_\mu^A e_\nu^B e_\rho^C e_\sigma^D . \]  
(B.15)

Contracting with \( e_\nu^A \) gives an expression for the induced Riemann tensor on \( M_{d+1} \)

\[ R_{\mu \nu} = R_{ABCD} e_\mu^A e_\nu^B \]  
(B.16)

where \( e_\alpha^A K_\alpha^\mu A = 0 \) was used. Projecting onto the normal directions instead gives

\[ -2 D_\perp K^{\mu A} = P_\perp R_{BCDE} e_\mu^C e_\rho^D e_\sigma^E . \]  
(B.17)

\section{C Normal Coordinates}

For the background-field method calculation considered in this paper, we are interested in taking the induced metric

\[ \partial_\mu X^A \partial_\nu X^B G_{AB}(X) \]  
which appears in, e.g., the Polyakov action (3.1) and creating a perturbed version, denoted here by \( \gamma_{\mu \nu} \), by introducing a set of fluctuations \( \delta X^A \) about the \( X^A \). The fluctuations are to be path-integrated over to generate the quantum effective action \( \Gamma[X] \),

\[ e^{i\Gamma[X]} = \int D\delta X \ e^{iS[X,\delta X]} , \]  
(C.1)

schematically.

If we were to introduce the \( \delta X^A \) in the naive way by replacing \( X^A \rightarrow X^A + \delta X^A \) and working with

\[ \gamma_{\mu \nu}^{\text{naive}}(X, \delta X) = \partial_\mu (X^A + \delta X^A) \partial_\nu (X^B + \delta X^B) G_{AB}(X + \delta X) , \]  
(C.2)

the resulting calculations would be cumbersome because the \( \delta X^A \)'s are not proper bulk tensors and the expansion would not be manifestly covariant. A more clever expansion involves the use of normal coordinates around the point \( X^A \) in which the directions and magnitudes of geodesics\(^{12}\) emanating from \( X^A \) are used in place of the \( \delta X^A \)'s. Specifically, we can switch from \( \delta X^A \rightarrow \chi^A \) with \( \chi^A \) a true tensor by letting

\[ \chi^A \equiv -\sigma^A(X, X + \delta X) . \]  
(C.3)

Above, \( \sigma(X_1, X_2) \) is the geodesic interval for the spacetime (see App. D) and \( \sigma^A \ldots A'(X_1, X_2) = \nabla^A(X_1) \ldots \nabla^{A'}(X_2) \ldots \sigma(X_1, X_2) \). Given the geodesic connecting \( X \) and \( X + \delta X \), the direction of \( \chi^A \) corresponds to the tangent vector of this geodesic at the point \( X \) and the magnitude of \( \chi^A \) is a measure of the separation of the two points, i.e., the size of \( \delta X \). We follow [88] when quoting various properties of \( \sigma \) below.

Letting \( X_1 = X \) and \( X_2 = X + \delta X \), we start the analysis of the induced metric by first introducing \( x \)-dependence into (C.3) as it appears when considering hypersurface embeddings into the bulk spacetime:

\[ \chi^A(x) = -\sigma^A(X_1(x), X_2(x)) . \]  
(C.4)

\(^{12}\)The following is equivalent to the procedure used in [30, 45], for instance, to address the same problem, though the derivations are different.
Taking a derivative and using (C.3) yields
\[
\partial_{\mu} \chi^A(x) = -\partial_{\mu} X'_2(x) \sigma^{A_A'}(X_1, X_2) - \partial_{\mu} (X'_1) (\sigma^B_A(X_1, X_2) + \Gamma^A_{BC} \chi^C).
\] (C.5)
In the near coincident limit where \(X_1 \approx X_2\), \(\sigma^A_B(X_1, X_2)\) can be expanded as
\[
\sigma^A_B(X_1, X_2) \approx \delta^A_B - \frac{1}{3} R^A_{CBD} \sigma^C \sigma^D + O(\sigma^3),
\] (C.6)
which allows us to rearrange the preceding result as
\[
\partial_{\mu} X'_2(x) \sigma^{A_A'}(X_1, X_2) = \partial_{\mu} X'_1 + D_{\mu} \chi^A - \frac{1}{3} R^A_{CBD} \chi^C \partial_{\mu} X^B + O(\chi^3),
\] (C.7)
where \(D_{\mu}\) is the brane derivative which is covariant under both brane and bulk diffeomorphisms, as defined in App. B.

Next, we also use the fact that at coincidence
\[
\sigma^{A_A'}(X_1, X_2) = -G^B_{A_A'}(X_1, X_2) \left( \delta^A_B + \frac{1}{6} R^A_{CBD} (X_1) \sigma^C \sigma^D + O(\sigma^3) \right),
\] (C.8)
where \(G_{BA'}(X_1, X_2)\) is the parallel propagator, as defined in [88], to note that
\[
\partial_{\mu} X'_1(x) \sigma^{A_A'} \partial_{\nu} X'_2(x) \sigma^B_{B'}(x) \times \left( G_{AB}(X_1) - \frac{1}{3} R_{ACBD}(X_1) \sigma^C \sigma^D \right)
\]
\[
= \partial_{\mu} X'_2(x) \partial_{\nu} X'_2(x) G_{A'B'}(X_2) + O(\sigma^3),
\] (C.9)
where \(G_{C_A}(X_1, X_2) G^D_{B'}(X_1, X_2) G_{CD}(X_1) = G_{A'B'}(X_2)\) was used. After replacing \(X_2 \rightarrow X + \delta X\) and removing the primes, the final line above is found to be precisely \(\gamma^{\text{naive}}_{\mu \nu}(X, \delta X)\) (C.2).

Finally, using (C.7) in (C.9) we find the equivalent, covariant expression of interest:
\[
\gamma^{\text{naive}}_{\mu \nu}(X, \delta X) = \partial_{\mu} X^A \partial_{\nu} X^B G_{AB}(X) + 2 D_{\mu} \chi^A \partial_{\nu} X^B G_{AB}(X)
\]
\[
+ D_{\mu} \chi^A D_{\nu} \chi^B G_{AB}(X) - R_{ABCD}(X) \partial_{\mu} X^A \chi^B \partial_{\nu} X^C \chi^D + O(\chi^3)
\]
\[
\equiv \gamma_{\mu \nu}(X, \chi).
\] (C.10)

For instance, the \(O(\chi^2)\) terms in the perturbed Polyakov action in (3.3) come from expanding out
\[
S_{\text{Poly}} = \int d^{d+1}x \sqrt{-g} \left(-\frac{1}{2} g^{\mu \nu} \gamma_{\mu \nu}(X, \chi) + \frac{(d - 1)}{2} \right).
\] (C.11)

D Covariant Heat Kernel Methods

The functional determinants which arise in one-loop computations can be efficiently computed through the use of covariant heat kernel methods. We review the construction here, following [31]. See, e.g., [46, 47, 89] for alternative presentations.
D.1 General Scenario

Functional determinants arise from elementary gaussian integrals:

$$\int \mathcal{D}\phi \exp \left[ i\phi \cdot \mathcal{O} \cdot \phi \right] = \exp \left[ -\frac{c}{2} \ln \text{Det } \mathcal{O} \right] = \exp \left[ -\frac{c}{2} \text{Tr } \ln \mathcal{O} \right], \quad (D.1)$$

where \( \mathcal{O} \) is some differential operator of interest, the constant is given by \( c = 1 \) \((c = -1) \) for bosons (fermions), and overall normalizations and relevant indices were omitted. Heat kernel methods start by representing the functional trace as an integral\(^{13}\)

$$\text{Tr } \ln \mathcal{O} = - \int_0^\infty \frac{ds}{s} \int d^{d+1}x \text{ tr } \langle x|e^{is\mathcal{O}}|x\rangle, \quad (D.2)$$

where Tr indicates both a functional trace and a trace over whatever indices are associated with \( \mathcal{O} \), while tr is only a trace in the latter sense. The states \( |x\rangle \) carry any indices associated with \( \mathcal{O} \), suppressed above.

The utility of this construction is that we can compute \( \langle x|e^{is\mathcal{O}}|x'\rangle \) by first considering the off-diagonal matrix element \( \langle x|e^{is\mathcal{O}}|x'\rangle \) which can be interpreted as the quantum-mechanical amplitude to go from \( x' \rightarrow x \) in “time”\(^{14}\) \( s \) under the influence of Hamiltonian \( H = -\mathcal{O} \). Writing \( \langle x|e^{is\mathcal{O}}|x'\rangle \equiv \langle x|x'; s \rangle \), this matrix element obeys an effective Schrödinger equation\(^{15}\)

$$i\partial_x \langle x|x'; s \rangle = -\mathcal{O}_x \langle x|x'; s \rangle. \quad (D.3)$$

In typical cases, one can then use the above to solve for the coincident limit result \( \lim_{x' \rightarrow x} \langle x|x'; s \rangle \) in a power-series expansion in \( s \), and the \( \mathcal{O}(s^0) \) term in the series determines the logarithmically divergent contribution to \( (D.2) \), due to the \( s \rightarrow 0 \) end of the integral, which is often the quantity of interest.

D.2 Canonical Scenario

We now restrict our attention to the canonical scenario in which the operator \( \mathcal{O} \) takes on the form

$$\mathcal{O} \rightarrow \mathcal{D}^2 + \mathcal{U}^{AB}, \quad (D.4)$$

where \( A, B \) are some set of indices, \( \mathcal{U}^{AB} \) is a symmetric matrix constructed from local fields, and \( \mathcal{D} \) is a covariant derivative whose internal indices are suppressed. For simplicity, we also restrict the following discussion to the case where \( \mathcal{O} \) acts on fields with a single vector index, but generalizations are straightforward. We denote the commutator of \( \mathcal{D}_\mu \) on a generic tensor field \( T^{Aa...} \) by

$$[\mathcal{D}_\mu, \mathcal{D}_\nu] T^{Aa...} \equiv R^{\alpha}_{\beta\mu\nu} T^{Aa...} + F_{\mu\nu}^{\alpha} B^{B\alpha...} + \ldots \quad (D.5)$$

\(^{13}\)Only the \( s \rightarrow 0 \) end of the integral contributes after a proper \( \iota \rho \) prescription and \( (D.2) \) holds up to divergent terms independent of \( \mathcal{O} \). Similarly, one has \( \frac{1}{s^{\alpha}} = \frac{1}{\sqrt{-\mathcal{O}}} \int_0^\infty ds s^{\alpha-1} e^{-is\mathcal{O}} \).

\(^{14}\)This \( s \) does not typically have units of time.

\(^{15}\)An explicit, simple example: when \( \mathcal{O} = \partial^2 \), we have \( \langle x|x'\rangle = \delta^{d+1}(x - x') \) and \( \langle x|\partial^2|x'\rangle = \partial^2 \delta^{d+1}(x - x') \). The Schrödinger equation then comes from \( i\partial_x \langle x|e^{i\partial^2}|x'\rangle = -\langle x|\partial^2 e^{i\partial^2}|x'\rangle = -\int d^{d+1}y \langle x|\partial^2|y\rangle \langle y|e^{i\partial^2}|x'\rangle = -\int d^{d+1}y \partial^2 \delta^{d+1}(x - y) \langle y|e^{i\partial^2}|x'\rangle = -\partial^2 \left( \int d^{d+1}y \delta^{d+1}(x - y) \langle y|e^{i\partial^2}|x'\rangle \right) = -\partial^2 \langle x|e^{i\partial^2}|x'\rangle \).
where \( \mathcal{F}_{\mu\nu(AB)} = \mathcal{F}_{(\mu\nu)AB} = 0 \). The effective Schrödinger equation is then
\[
i\partial_s \langle x, A|x', Z'; s \rangle = - (D^2 + U^{AB}) \langle x, B|x', Z'; s \rangle \,,
\]
where \( A, Z' \) are internal indices and the operator only acts on unprimed indices and coordinates.

The Schrödinger equation can then be solved by employing the ansatz [31]
\[
\langle x, A|x', Z'; s \rangle \equiv i \frac{\sqrt{-\det(-\sigma_{\mu\nu}(x, x'))}}{(4\pi is)^{(d+1)/2}} \exp \left( \frac{is(x, x')}{2s} \right) \sum_{n=0}^{\infty} (is)^n a^n_{AZ'}(x, x') \, ,
\]
which reduces (D.6) to a set of simple recursion relations for the \( a_n \)'s. Above, \( \sigma(x, x') \) is the world function which characterizes the geodesic distance between two points \( x \) and \( x' \) on a given manifold and \( \sigma_{\mu_1\ldots\mu_n\nu_1'\ldots\nu_n'}(x, x') \equiv \nabla_{\mu_1} \ldots \nabla_{\mu_n} \nabla_{\nu_1'} \ldots \nabla_{\nu_n'} \sigma(x, x') \). One method for computing \( \sigma(x, x') \) is to consider the action
\[
S[y^\mu] = \int dt \frac{1}{4} g_{\mu\nu}(y) \frac{dy^\mu}{dt} \frac{dy^\nu}{dt} \, ,
\]
whose equation of motion is simply the geodesic equation. The on-shell value of the action then determines \( \sigma(x, x') \) via
\[
S[x^\mu]_{\text{on-shell}} \equiv \frac{\sigma(x, x')}{2s} \, ,
\]
where the action is evaluated the geodesic \( y^\mu(t) \) satisfying \( y^\mu(0) = x^\mu \) and \( y^\mu(s) = x'^\mu \). The \( \sim e^{is} \) factor in the ansatz (D.7) can be roughly understood as arising from the point-particle’s action’s (D.8) contribution to \( \langle x|x'; s \rangle \sim \int Dx e^{is} \), morally speaking. A detailed review of the world functions and related geometric quantities can be found in [88]. For a review focused on heat kernel applications, see [89].

The recursion relations stemming from using (D.7) in (D.6) are to be solved subject to
\[
\lim_{x' \to x} a^0_{AZ'}(x, x') = g^{AZ} \, ,
\]
where \( g^{AZ} \) is the field-space metric which is compatible with the covariant derivative \( D \). This condition is necessary to reproduce the known short-distance behavior of the propagator. The construction is well-reviewed in the references listed at the beginning of this appendix and we focus only on the ultimate results in the below.

We focus on the logarithmically divergent terms in the trace, which only occur in even dimensions where \( d + 1 = 2n, n \in \mathbb{Z} \). In the dimensional regularization scheme used in [90, 91] and reviewed in [31], only the term \( \propto s^0 \) in (D.7) contributes and working in \( d + 1 - 2\epsilon \) dimensions, the logarithmically divergent piece is captured by a pole in \( \epsilon \), as usual:
\[
\text{Tr} \ln(D^2 + U) \supset -\frac{1}{\epsilon} \frac{i}{(4\pi)^2} \int d^{d+1} x \sqrt{-g} \, \text{tr} [a_n(x)] \, ,
\]
where we used the notation \( [A(x)] = \lim_{x' \to x} A(x, x') \) to denote coincidence limits and \( g^{AZ} \) to perform the trace over indices. Repeating standard calculations in our conventions, we find the following results for various low dimensional cases:
\[
\text{tr} [a_1(x)] = \frac{NR}{6} + U
\]
\[ \{a_2(x)\} = \frac{1}{2} U_{AB} U^{AB} - \frac{1}{180} N R_{\alpha \beta} R^{\alpha \beta} + \frac{1}{6} U R + \frac{1}{72} N R^2 + \frac{1}{180} N R_{\alpha \beta \gamma \delta} R^{\alpha \beta \gamma \delta} - \frac{1}{12} F_{\beta \alpha BA} F^{\beta \alpha BA} + \frac{1}{6} D^2 U + \frac{1}{30} N D^2 R \]

\[ \{a_3(x)\} = \frac{1}{6} U_A C U_B U^{BC} - \frac{1}{180} U R_{\alpha \beta} R^{\alpha \beta} + \frac{1}{5670} N R_{\alpha} \gamma R^{\alpha \beta} R_{\beta \gamma} + \frac{1}{12} U_{AB} U^{AB} R - \frac{1}{1080} U R_{\alpha \beta} R^{\alpha \beta} R + \frac{1}{72} U R^2 + \frac{1}{1296} N R^3 - \frac{1}{1890} N R_{\alpha \beta} R^{\alpha \beta} R_{\alpha \beta \delta} + \frac{1}{1890} U R_{\alpha \beta} D \alpha R^{\alpha \beta} - \frac{1}{12} U^\alpha F_{\beta \alpha \alpha} F^{\beta \alpha} \sigma - \frac{1}{72} R F_{\beta \alpha BA} F^{\beta \alpha BA} + \frac{1}{90} D_{\alpha} U_{AB} D^{\alpha} U_{AB} + \frac{1}{36} U R D^2 U + \frac{1}{30} U D^2 R + \frac{1}{180} N R D^2 R + \frac{1}{12} D_{\alpha} U_{AB} D^{\alpha} U_{AB} + \frac{1}{30} D_{\alpha} U D^2 U + \frac{17}{5040} N D_{\alpha} R D^{\alpha} R + \frac{1}{90} R^{\alpha \beta} D_{\beta} D_{\alpha} U + \frac{1}{60} D^4 U + \frac{1}{280} N D^4 R + \frac{1}{420} N R_{\alpha \beta} D^4 R + \frac{1}{180} D_{\alpha} F_{\beta \gamma}^{\beta \gamma} D_{\alpha} F_{\gamma}^{\beta \gamma} \]

\[ \quad \equiv - \frac{1}{6} \epsilon^{\mu \nu \rho \sigma \theta} \epsilon_{\alpha \beta \kappa \lambda \delta \zeta} R_{\mu \nu \alpha \beta} R_{\rho \sigma \kappa \lambda} R_{\tau \theta \delta \zeta} \]

\[ \quad = 64 R_{\alpha}^{\gamma} R^{\alpha \beta} R_{\beta \gamma} - 16 R_{\alpha \beta} R^{\alpha \beta} R + \frac{4}{3} R^3 + 32 R^{\alpha \beta} R_{\alpha \beta \gamma} + 4 R R_{\alpha \beta \gamma} R^{\alpha \beta \gamma} + \frac{32}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta} R_{\beta \gamma} + \frac{16}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta \gamma} R_{\gamma \delta} + \frac{16}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta \gamma} R_{\gamma \delta} \]

where \( N = g_{A A} \) is the dimensionality of the vector space and \( U \equiv U^A \). The Bianchi identities \( R_{[\mu \nu \rho \sigma]} = D_{[\mu} R_{\nu \rho] \sigma] + D_{[\mu} F_{\nu \rho] \sigma] = 0 \) were used to simplify, but no integrations by parts were performed.

### E Naive DBI Calculation in \( d + 1 = 6 \)

The computation of (4.12) when \( d + 1 = 6 \) proceeds similarly to the \( d + 1 = 4 \) case. The steps are simply longer and more burdensome, so we have relegated them to this appendix.

The logarithmically divergent terms arising from (4.12) are given by (D.11) and (D.12). After removing various total derivatives and using the dimension \( d + 1 = 6 \) topological Gauss-Bonnet term \( L_{GB} \), explicitly given by

\[ L^{(6)}_{GB}[g] \equiv - \frac{1}{6} \epsilon^{\mu \nu \rho \sigma \theta} \epsilon_{\alpha \beta \kappa \lambda \delta \zeta} R_{\mu \nu \alpha \beta} R_{\rho \sigma \kappa \lambda} R_{\tau \theta \delta \zeta} \]

\[ = \frac{64}{3} R_{\alpha}^{\gamma} R^{\alpha \beta} R_{\beta \gamma} - 16 R_{\alpha \beta} R^{\alpha \beta} R + \frac{4}{3} R^3 + 32 R^{\alpha \beta} R_{\alpha \beta \gamma} + 4 R R_{\alpha \beta \gamma} R^{\alpha \beta \gamma} + \frac{32}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta} R_{\beta \gamma} + \frac{16}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta \gamma} R_{\gamma \delta} + \frac{16}{3} R_{\alpha}^{\varepsilon} R^{\alpha \beta \gamma} R_{\gamma \delta} \]
we find

\[
\int \frac{d^6x}{\sqrt{-g}} \left[ a_3(x) \right] = \int \frac{d^6x}{\sqrt{-g}} \left( -\frac{1}{378} R_\alpha^\zeta R^\alpha_\beta R^\beta_\zeta + \frac{1}{1440} R^3 - \frac{1}{1260} R^\alpha_\beta R^\beta_\delta R^\delta_\zeta + \frac{1}{1440} R R_\alpha_\beta_\delta_\epsilon R^\alpha_\beta_\delta_\epsilon \right. \\
\left. + \frac{1}{504} R^\alpha_\beta R^\delta_\epsilon R^\epsilon_\zeta R^\beta_\delta + \frac{1}{5120} R^\alpha_\beta_\epsilon R^\epsilon_\zeta R^\zeta_\delta R^\delta_\epsilon + \frac{R^\beta_\delta R^\epsilon_\zeta R^\epsilon_\delta R^\zeta_\alpha}{210} - \frac{R^\alpha_\beta R^\gamma_\delta R^\delta_\epsilon R^\epsilon_\gamma}{96} \right) + \sum_{\alpha \beta \gamma \delta \epsilon \zeta} \int \frac{d^6x}{\sqrt{-g}} \left( \text{terms involving } R_{\alpha \beta \gamma \delta \epsilon \zeta} \right)
\]
where

\[ \sqrt{-g} [a_3(x)] = \sqrt{-g} \left( -\frac{187}{9450} \langle K^6 \rangle + \frac{113}{14175} \langle K^3 \rangle^2 - \frac{5}{1512} \langle K^2 \rangle^3 + \frac{223}{2100} \langle K^2 \rangle \nabla_\gamma K_{\delta \gamma} \nabla^\delta K^\gamma + \text{total derivatives} \right), \tag{E.3} \]

in the condensed notation of App. A. The total derivatives added to the action in order to simplify were \( \mathcal{L}_{TD} = \nabla_\alpha J^\alpha + \frac{10729}{10884000} \mathcal{L}_{GB}^{(6)}[g] \) where

\[
J^\alpha = \frac{23}{2100} K_\beta K^\beta K_\gamma K_\delta \nabla^\alpha K_{\delta \gamma} + \frac{223}{2100} K_\beta K^\beta K_\gamma K_{\delta \gamma} \nabla^\alpha K_{\delta \epsilon} + \frac{619}{181400} K_\alpha \beta K_\gamma \epsilon K^\gamma \delta \nabla^\beta \nabla_\delta K_{\epsilon \delta} \\
+ \frac{44 K_\alpha \gamma K_\delta K^\delta K_\epsilon K_\gamma K_\delta \nabla^\beta K_{\epsilon \delta} + 115 K_\alpha \beta K_\epsilon K^\epsilon K_\gamma \delta K_\delta \epsilon \nabla^\beta \nabla_\phi + 283 K_\alpha \gamma K_\beta \gamma K_\delta \epsilon K^\delta K_\epsilon \gamma \nabla^\beta K_{\epsilon \delta} + 701 K_\epsilon \gamma \nabla^\delta \nabla_\beta K_{\gamma \delta} \nabla^\beta K_{\epsilon \delta} \\
+ \frac{K_\alpha \gamma K_\beta \gamma K_\delta \epsilon K_\gamma K_\delta \nabla^\beta \phi}{1890 \gamma} + 19853 K_\alpha \beta K_\gamma \delta K^\gamma \beta \nabla_\epsilon K_{\delta \epsilon} + 72576 \gamma \\
- \frac{1}{100} K_\alpha \beta K_\gamma \epsilon K^\gamma \delta \nabla^\beta K_{\delta \gamma} \nabla_\epsilon K_{\delta \epsilon} + \frac{7 K_\beta \gamma \nabla_\alpha K_{\delta \epsilon} \nabla^\delta \beta \phi \nabla_\gamma K_{\delta \epsilon} + 913 K_\alpha \gamma \nabla_\beta K_{\delta \epsilon} \nabla^\beta \phi \nabla_\gamma K_{\delta \epsilon} + 181440 \gamma}{42 \gamma^2}
\]
\[+ \frac{4369 K^\beta_\gamma K^\epsilon_\epsilon K^\alpha_\alpha K^\delta_\delta \nabla^\alpha \nabla^\beta \phi \nabla^\gamma \phi}{181440 \gamma^2} - \frac{7 K^\beta_\beta K^\alpha_\alpha K^\epsilon_\epsilon \nabla^\alpha \nabla^\beta \phi \nabla^\gamma \phi}{51840 \gamma^2}
\]
\[+ \frac{\nabla^\alpha \nabla_\gamma K^\beta_\delta \nabla^\beta_\beta \phi \nabla_\gamma \phi}{210 \gamma^2} - \frac{149 K^\alpha_\alpha K^\beta_\epsilon K^\epsilon_\gamma \nabla^\beta \phi \nabla_\gamma \phi K^\delta_\delta K^\gamma_\gamma}{45360 \gamma^2}
\]
\[- K^\alpha_\alpha K^\beta_\epsilon K^\epsilon_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi - \frac{177 K^\alpha_\beta K^\beta_\epsilon K^\epsilon_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi K^\delta_\delta K^\gamma_\gamma}{362880 \gamma^2}
\]
\[+ \frac{149 K^\alpha_\alpha K^\beta_\epsilon K^\epsilon_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi K^\delta_\delta K^\gamma_\gamma}{45360 \gamma^2} - \frac{7 K^\gamma_\alpha \nabla^\alpha \nabla_\beta K^\beta_\beta K^\epsilon_\epsilon \nabla^\beta_\beta \phi \nabla_\gamma K^\gamma_\gamma}{25920 \gamma} + \frac{K^\alpha_\beta K^\alpha_\epsilon K^\epsilon_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi K^\delta_\delta K^\gamma_\gamma}{210 \gamma^2}
\]
\[+ \frac{K^{\alpha}_\beta K^{\alpha}_\gamma K^{\epsilon}_\epsilon K^{\delta}_\delta \nabla^\beta_\beta \phi \nabla_\gamma \phi K^{\epsilon}_\epsilon K^{\delta}_\delta}{42 \gamma^2} - \frac{7 K^\alpha_\beta K^\epsilon_\epsilon K^\beta_\beta K^{\epsilon}_\epsilon \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{25920 \gamma^3} - \frac{499 K^\alpha_\beta K^\epsilon_\epsilon K^\beta_\beta K^{\epsilon}_\epsilon K^{\eta}_\eta \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{90720 \gamma^3}
\]
\[- 2 K^\beta_\beta K^{\gamma}_\gamma \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{105 \gamma^3} - \frac{83 K^\beta_\beta K^{\gamma}_\gamma \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{6480 \gamma^3} + \frac{149 K^\alpha_\beta K^\epsilon_\epsilon K^\beta_\beta K^{\gamma}_\gamma \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{90720 \gamma^3} - \frac{7 K^\alpha_\beta K^\epsilon_\epsilon K^\beta_\beta K^{\gamma}_\gamma \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{51840 \gamma}
\]
\[+ \frac{3173 K^\beta_\beta K^{\epsilon}_\epsilon K^{\delta}_\delta \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{60480 \gamma^4} - \frac{3173 K^\alpha_\beta K^\gamma_\gamma K^{\epsilon}_\epsilon K^{\delta}_\delta \nabla^\alpha \nabla_\delta K^{\epsilon}_\epsilon K^{\gamma}_\gamma \nabla^\beta_\beta \phi \nabla_\gamma \phi \nabla^\delta_\delta \phi}{120960 \gamma^5}
\]
\[(E.4)\]

The total derivative current above can also be phrased in terms of covariant derivative of \(\ln \gamma\), as in (4.18).

**F Divergences for \(M_{D+1} = M_4 \times S_N\)**

In this appendix, we collect the lengthy expression which contains the one-loop, logarithmic divergences for branes embedded in the product manifold \(M_{D+1} = M_4 \times S_N\) where \(M_4\) is \(d + 1 = 4\) dimensional Minkowski space. This computation corresponds to the scenario in Sec. 5.2 and the relevant geometry for \(S_N\) is given in (5.17).

The result is that the trace of the second Seeley-DeWitt coefficient which determines the \(d + 1 = 4\) dimensional logarithmic divergence via (D.11) is:

\[
\text{tr} \left[ a_2 \right] = \frac{2 \phi\alpha^f \phi_{\beta f} \phi^{\beta f}}{3L^4} + \frac{-7 + 3N}{6L^4} \phi\alpha^f \phi_{\beta f} \phi^{\beta f} - \frac{4 \phi\alpha^f \phi_{\beta f} \phi^{\beta f}}{3L^4} + \frac{-15 + N}{6L^4} \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f} + \frac{-7 + N}{6L^4} \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}
\]
\[- \frac{(-40 + N) \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}}{60L^4} + \frac{(-25 + N) \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}}{30L^4} - \frac{(-12 + N) \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}}{72L^4} + \frac{\phi\alpha^f \phi^{\beta f} \phi_{\alpha f} \phi_{\beta f} \phi_{\gamma g} \phi_{\delta f}}{45L^2} + \frac{\phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}}{L^2} - \frac{(-7 + N) \phi\alpha^f \phi_{\beta f} \phi^{\beta f} \phi_{\gamma g} \phi_{\delta f}}{6L^2}
\]
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with brevity we defined

\[ \phi_\mu^a \equiv \partial_\mu \phi^a , \quad \phi_{\mu \nu}^a \equiv D_\mu \partial_\nu \phi^a , \]  

where for brevity we defined

\[ \phi_\mu^a = \partial_\mu \phi^a, \quad \phi_{\mu \nu}^a = D_\mu \partial_\nu \phi^a, \]  

with \( D_\mu \) defined in (5.12) and all Greek and Latin indices were raised and lowered\(^{16}\) with \( g_{\mu \nu} \) and \( g_{ab} \), respectively.

### G Quantum corrections for the Special Galileon

In the main text we have focused on computing (one-loop) quantum corrections for generic brane setups which allowed us to gain new insights into quantum corrections of lower-dimensional scalar

\(^{16}\)\( D_\mu \) is not compatible with \( g_{\mu \nu} \) and \( \partial_\mu \) is not compatible with \( g_{ab} \) and our raising and lowering conventions correspond to putting all metric factors outside of all derivatives. Index placement is simply a form of shorthand here. For instance, \( \phi_{\mu \nu}^a \) stands for \( g^{\alpha \gamma} g_{ab} D_\mu \partial_\nu \phi^b \), which is not equal to, say, \( D_\mu (g^{\alpha \gamma} \partial_\alpha (g_{ab} \phi^b)) \).
field theories that non-linearly realise symmetries of the higher-dimensional setup. While theories such as DBI and NLSM can be obtained as limiting cases of this general scenario, this is not true for all exceptional scalar theories. In particular, while there does exist a geometric interpretation of the special galileon [86], it requires ingredients beyond those considered in the present work.

In this appendix, we consider loop corrections to the special galileon and analyze the results along similar lines to those considered in the main text. An extensive study of the quantum corrections to the special galileon can be found in [87] and the following results can also be found in that work. Below we are simply interested in understanding aspects of the special galileon in the context of the present paper’s focus.

The Special Galileon: The special galileon [92] is given by the following action

\[ S = \int d^4 x \left[ -\frac{1}{2} \pi \Box \pi + \frac{1}{\Lambda_3} \pi \epsilon^{\mu \nu \rho \sigma} \epsilon_{\alpha \beta \gamma} \pi_{\mu \alpha} \pi_{\nu \beta} \pi_{\rho \gamma} \right], \quad (G.1) \]

where \( \pi \) is a scalar field, \( \pi_{\mu \alpha} \equiv \partial_\mu \partial_\alpha \pi \), we work in Euclidean signature, and \( \Lambda_3 \) is the strong coupling scale of the theory (any would-be dimensionless coefficient of the quartic interaction has been absorbed into \( \Lambda_3 \)). In addition to the standard galileon symmetries, under which \( \pi \rightarrow \pi + c + b_\mu x^\mu \) with \( c, b^\mu \) constant, the theory then obeys the following enhanced symmetry \[ \pi \rightarrow \pi + s_{\mu \nu} \left[ x^\mu x^\nu + \frac{24}{\Lambda_3^3} \pi^\mu \pi^\nu \right], \quad (G.2) \]

where \( s_{\mu \nu} \) is a constant, traceless, and infinitesimal matrix. The lagrangian \( (G.1) \) changes by a total derivative under \( (G.2) \).

One-loop divergences I: Following the approach of [97, 98] we may then straightforwardly compute (one-loop) quantum corrections for the Special Galileon. In the notation of [98], which is only used in this appendix, the key ingredients for this computation are the inverse effective metric \( M \) and the effective potential \( U \). These satisfy

\[ M^{\mu \nu} = \delta^{\mu \nu} - \frac{12}{\Lambda_3^6} \epsilon^{\mu \nu \rho \sigma} \epsilon_{\alpha \beta \gamma} \pi_{\alpha \beta} \pi_{\rho \gamma}, \quad \quad U = \nabla_\nu L^\nu + L_\nu L^\nu, \quad \text{where} \quad L^\rho = \frac{1}{2} M^{\mu \nu} \Gamma^\rho_{\mu \nu}. \quad (G.3) \]

Note that the covariant derivative and connection \( \Gamma \) are defined with respect to the effective metric \( M \). All indices in \( (G.3) \) and \( (G.4) \) are raised and lowered with respect to this effective metric and, in \( (G.4) \), curvature tensors are evaluated for \( M \) as well. Using heat-kernel techniques, the quantum corrections to the Special Galileon at one-loop order can then be expressed in a closed form in terms of geometrical curvature invariants of the effective metric \( M_{\mu \nu} \) and the potential \( U \) [97, 98]

\[ \Gamma^{\text{div}}_1 = -\frac{1}{4 \pi} \frac{1}{(4 \pi)^2} \int_M d^4 x \sqrt{M} \left\{ \frac{R_{\mu \nu} R^{\mu \nu}}{30} + \frac{R^2}{60} - \frac{R U}{3} + U^2 \right\}. \quad (G.4) \]

Note that we assume we are working in four dimensions, so have dropped an additional contribution of Gauss-Bonnet form (which therefore vanishes in four dimensions, up to total derivatives). As a
concrete example, let us focus on the 4-point function evaluated in this way. We find

$$\Gamma_{1,4}^{\text{div}} = \frac{6}{5} \frac{1}{(4\pi)^2} \frac{1}{\Lambda_3^2} \int \frac{d^4 x}{(2\pi)^4} \left[ 8\pi^\alpha \pi^\beta \pi^\gamma \pi^\delta \pi^\rho - 2\pi^\alpha \pi^\beta \pi^\gamma \pi^\delta \pi^\rho + 4\pi^\alpha \pi^\beta \pi^\gamma \pi^\delta \pi^\rho \right]$$

where indices are raised and lowered with a flat Euclidean metric again and the second subscript in $\Gamma$ indicates the order in fields. While this can be simplified further via integrating-by-parts, the form given makes the galileon $\pi \to \pi + c + b_\mu x^\mu$ symmetry of the four point function manifest (every field enters with at least two derivatives). However, while the 4-point function (and the one-loop corrections computed in this way in general) are manifestly invariant under this linear symmetry, they are not invariant under the non-linear special galileon symmetry. That this is the result of the above ‘naive’ and off-shell calculation is of course not a surprise in light of the discussion in the main text and mirrors the analogous result for DBI.

**On-shell equivalence I:** Just as for DBI, we expect to be able to obtain an on-shell version of (G.4) that manifestly respects the special galileon symmetry. Again focusing on the 4-point function (G.5) as an example, consider the corresponding 2 $\to$ 2 scattering amplitude, which satisfies

$$A_{2\to2} = \frac{6}{5} \frac{1}{(4\pi)^2} \frac{1}{\Lambda_3^2} \left( s + t + u \right)^3.$$  

(G.6)

where we have used massless on-shell kinematics: $s + t + u = 0$. Instead of directly manipulating (G.5), we can use this result to identify an on-shell form of the four-point function, which yields the same amplitude and is therefore (physically) equivalent. Using this we can find the following on-shell equivalent expression for the 4-point function

$$\Gamma_{1,4}^{\text{div}}[\pi_\alpha] = \frac{24}{5} \frac{1}{(4\pi)^2} \frac{1}{\Lambda_3^2} \int \frac{d^4 x}{(2\pi)^4} \pi^\alpha \pi^\beta \pi^\gamma \pi^\delta \pi^\rho \left( \pi^\delta \pi^\gamma \pi^\rho \pi^\delta \pi^\rho - \pi^\alpha \pi^\beta \pi^\gamma \pi^\delta \pi^\rho \right).$$  

(G.7)

Note that this is of the form $(\partial^\beta \pi)^a$, so trivially invariant under the ‘lowering’ $s_{\mu\nu} x^\mu x^\nu$ part of the Special Galilean transformation (G.2).

**One-loop divergences II:** We now compare the above ‘naive’ calculation with the result of [87], which uses the equations of motion to write the one-loop effective action in a symmetry invariant way from the start. A key realization of [87] is that when the on-shell conditions are imposed in the background field method, the effective metric for fluctuations reduces to the form

$$g_{\mu\nu} = \delta_{\mu\nu} + \frac{1}{\alpha^2} \pi^\beta \pi^\beta \ , \quad \alpha^2 \equiv \Lambda_3^6 / 24.$$  

(G.8)
and the above is known to be special-galileon-covariant \cite{86, 99}. This is a special phenomenon: no similar on-shell simplifications occur at the level of the fluctuation metric for DBI, for instance. In four dimensions, the on-shell one-loop effective action can be written as (D.12) \cite{57, 87, 100, 101}:

\[
\Gamma_1^{\text{div}}[\pi_{\text{cl}}] = -\frac{1}{120 (4\pi)^2 \varepsilon} \int d^4 x \sqrt{g} \left[ R_{\mu\nu} R^{\mu\nu} + \frac{1}{2} R^2 \right],
\]

where indices are raised and lowered with the special galileon effective metric \( g_{\mu\nu} \) (G.8) and curvature tensors are evaluated for that effective metric. This result is invariant under the special galileon symmetry\(^{19}\) by construction. Evaluating the resulting 4-point function for comparison with the previous ‘naive’ calculation, we find

\[
\Gamma_{1,4}^{\text{div}}[\pi_{\text{cl}}] = -\frac{1}{120 \alpha^4 (4\pi)^2 \varepsilon} \int d^4 x \left[ \pi_\alpha^\beta \pi_\alpha^\gamma \pi_\beta^\sigma \pi_\delta^\rho - 2 \pi_\alpha^\gamma \pi_\beta^\sigma \pi_\gamma^\delta \pi_\delta^\rho + \frac{1}{2} \pi_\alpha^\beta \pi_\alpha^\gamma \pi_\alpha^\delta \pi_\delta^\rho \pi_\delta^\sigma \pi_\delta^\rho \right].
\]

Just as for (G.7), the \((\partial^3 \pi)^n\) form of this expression yields trivial invariance under the ‘lowering’ \( s_{\mu\nu} x^\mu x^\nu \) part of the Special Galilean transformation (G.2).

**On-shell equivalence II:** Computing the contact contribution of (G.10) to \( A_{2\rightarrow 2} \), it is readily verified that the result is (G.6) and hence the preceding action is on-shell equivalent to (G.5). This establishes the on-shell equivalence between the three formulations of \( \Gamma_{1,4} \): (G.5), (G.7) and (G.10).

**Discussion:** The special galileon example reiterates and extends several points discussed in the main text. The presence of a non-linear symmetry means that a naive calculation of the off-shell one-loop effective action yields a result that does not respect this symmetry. However, just as for DBI, going on-shell one can recover a manifestly symmetric physical result, both via the brute force method outlined above as well as via the more elegant formulation of \cite{87}. While ultimately results obtained in these different ways are physically equivalent, this outlines several ways the computation can proceed and invariance of the physical result under a non-linear symmetry of the system can be made manifest. The geometric construction of the special galileon \cite{86} involves complex bulk spacetimes and Kähler forms, which is the reason why they fail to be captured by our methods. It would be worthwhile to explore whether other interesting models of a similar origin exist and, if so, how to extend our present construction to include such additional ingredients.
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