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Abstract
When using machine learning techniques in decision-making processes, the interpretability of the models is important. Shapley additive explanation (SHAP) is one of the most promising interpretation methods for machine learning models. Interaction effects occur when the effect of one variable depends on the value of another variable. Even if each variable has little effect on the outcome, its combination can have an unexpectedly large impact on the outcome. Understanding interactions is important for understanding machine learning models; however, naive SHAP analysis cannot distinguish between the main effect and interaction effects. In this paper, we introduce the Shapley-Taylor index as an interpretation method for machine learning models using SHAP considering interaction effects. We apply the method to the cancer cohort data of Kyushu University Hospital (N=29,080) to analyze what combination of factors contributes to the risk of colon cancer.

1. Introduction
In recent years, remarkable breakthroughs have been achieved in machine learning technology, as typified by deep neural networks. Such technologies are expected to be used for decision-making in medical fields. In decision-making, it is essential to recognize why decisions are made. Although complex machine learning models such as deep learning and ensemble models can achieve high accuracy, they are more difficult to interpret than simple models such as linear models. SHAP (SHapley Additive exPlanation) (Lundberg & Lee, 2017) is a method for interpreting the results of machine learning by computing the contribution of each feature. SHAP enables us to illustrate nonlinear relationships between features and the outcome. SHAP is also highly compatible with linear models and the derivative of the SHAP value corresponds to the regression coefficient of the linear model.

An interaction effect occurs when the impact of one feature depends on another feature. Even if each variable has little or no effect on the outcome, its combination can have an unexpectedly large impact on the outcome. For example, potassium supplements and ACE inhibitors are safe alone; however, their combined use can cause hyperkalemia by drug interaction.

Understanding interactions is important for understanding machine learning models; however, naive SHAP analyses can only evaluate which features are important and cannot evaluate the effects of the main effect and interactions separately.

In this paper, we introduce the Shapley-Taylor index, proposed by Sundararajan et al., as a method for interpreting machine learning models. The index can separate the SHAP value into the effects of single features and the interactions. The method is applied to the cancer cohort data of Kyushu University Hospital (N=29,080) to analyze what combination of factors contributes to the risk of colon cancer.

2. Background
2.1. Shapley Additive Explanation
SHapley Additive exPlanation (SHAP) (Lundberg & Lee, 2017) is a method for interpreting the results of machine learning by computing the contribution of each feature and represents the outcome of patient-\(j\): \(f(x^{(j)})\) as the sum of each features-\(i\)’s contribution \(\phi_i(x^{(j)})\).

\[
f(x^{(j)}) = \phi_0 + \sum_{i=1}^{K} \phi_i(x^{(j)}_i)
\]

\[
\phi_0 = \frac{1}{N} \sum_{j=1}^{N} f(x^{(j)})
\]

¹Faculty of Advanced Science and Technology, Kumamoto University, Kumamoto, Japan
²Fukuoka Health Promotion Support Center, Fukuoka, Japan
³Kyushu University Hospital, Fukuoka, Japan. Correspondence to: Yasunobu Nohara <nohara@cs.kumamoto-u.ac.jp>.

Workshop on Interpretable ML in Healthcare at International Conference on Machine Learning (ICML). Copyright 2022 by the author(s).
The respective contributions of each feature
Torres et al., 2021; Inoguchi et al., 2021)
The Shapley values can be calculated as long as the function
The Shapley value is a fair profit allocation among many
value for $g$
$f$
$F$
as the following equation.
model is exactly the same as that of this definition.
of the beta coefficients
et al., 2022). The ranking result sorted by the absolute value
plied machine learning algorithms for medical data analysis
tree frameworks like XGBoost (Chen & Guestrin, 2016)
2020). This algorithm is integrated into major ensemble
decision trees and ensemble trees model (Lundberg et al.,
Lundberg et al. proposed a polynomial-time algorithm for
exponentially with the number of features
linearity, and null player.
The computation time of naive SHAP calculations increases
exponentially with the number of features $K$; however,
Lundberg et al. proposed a polynomial-time algorithm for
decision trees and ensemble trees model (Lundberg et al.,
2020). This algorithm is integrated into major ensemble
tree frameworks like XGBoost (Chen & Guestrin, 2016)
and LightGBM (Ke et al., 2017). Several studies have
applied machine learning algorithms for medical data analysis
and interpreted by SHAP (Lundberg et al., 2020; Moncada-
Torres et al., 2021; Inoguchi et al., 2021)
Notara et al. proposed using the variance (L2-norm) of the
SHAP value for measuring variable importance (Nohara et al.,
2022). The ranking result sorted by the absolute value
of the beta coefficients $\beta_i$ in the generalized linear regression
model is exactly the same as that of this definition.

In order to understand what the SHAP value means, we
suppose the three-variable function $F(x, y, z)$ is expressed
as the following equation.

$$F(x, y, z) = f_x(x) + f_y(y) + f_z(z) + g_{xy}(x,y) + g_{xz}(x,z)$$

, where $f(x)$ is the main effect term for the feature $x$ and
$g(x,y)$ is the interaction term of features $x$ and $y$.
The respective contributions of each feature $x$, $y$, and $z$ in
this function are as follows:

$$\phi(x) = f_x(x) + \frac{g_{xy}(x,y) + g_{xz}(x,z)}{2}$$

$$\phi(y) = f_y(y) + \frac{g_{xy}(x,y)}{2}$$

$$\phi(z) = f_z(z) + \frac{g_{xz}(x,z)}{2}$$

$$F(x, y, z) = \phi(x) + \phi(y) + \phi(z)$$

In other words, the SHAP value of the feature evaluates the sum
of the main effect term of the feature and the interactions
between the feature and others. Therefore, we can
evaluate which features are important; however, we cannot
distinguish whether the main effect term is affecting the
outcome or interactions are affecting the outcome.

2.2. Shapley-Taylor index

The Shapley-Taylor index is an extended version of the
Shapley value (Sundararajan et al., 2020) and decomposes
the SHAP value $\Phi(x_i)$ into the main term $\Phi(x_i, x_i)$ and
interaction terms $\Phi(x_i, x_j)$ as the following equation:

$$\Phi(x_i) = \Phi(x_i, x_i) + \frac{1}{2} \sum_{j \neq i} \Phi(x_i, x_j)$$

An interaction effect terms $\Phi(x_i, x_j)$ is defined as follows:

$$\Phi(x_i, x_j) = \sum_{S \subseteq \{1, \ldots, K\}/\{i,j\}} \frac{2 \cdot |S|!(K - |S| - 1)!}{K!} [f_x(S \cup \{i,j\}) - f_x(S \cup \{i\}) - f_x(S \cup \{j\}) + f_x(S)]$$

A main effect terms $\Phi(x_i, x_i)$ is defined using the interaction
terms $\Phi(x_i, x_j)$ and the Shapley values $\Phi(x_i)$.

$$\Phi(x_i, x_i) = \Phi(x_i) - \frac{1}{2} \sum_{j \neq i} \Phi(x_i, x_j)$$

Using the Shapley-Taylor index, the three-variable function
$F(x, y, z)$ in Eq. 5 is evaluated as $\Phi_{x,x} = f(x)$, $\Phi_{x,y} = g(x,y)$ and $\Phi_{x,z} = g(x,z)$. The Shapley-Taylor index
enables to evaluate the effect of the main effect term and the
interaction terms separately.

The Shapley interaction value (Lundberg et al., 2020) is
similar to the Shapley-Taylor index; however, the Shapley
interaction value cannot separate interactions clearly, i.e
$\Phi_{x,x} \neq f(x)$, $\Phi_{x,y} \neq g(x,y)$ and $\Phi_{x,z} \neq g(x,z)$.
3. Experiments

We introduce a method for interpreting machine learning models by separating the effects of single features on outcomes from the interactions among features. The method is applied to the cancer cohort data of Kyushu University Hospital (N=29,080) to analyze what combination of factors contributes to the risk of colon cancer.

3.1. Study subjects

We obtained data from the electronic medical record (EMR) system at Kyushu University Hospital (Japan) for 311,391 patients between January 1st, 2008 and December 31th, 2017. This practical care information included age, sex, height, weight, smoking status, diagnoses [International Classification of Disease version 10 (ICD-10) codes], laboratory test results, and details of prescription medications. Eligible patients were 20 to 69 years old (n = 203,104) and had recorded serum bilirubin levels (n = 108,014). In addition, the patients, who had a history of admission and were followed up for over 1 year, were included in the analysis to increase the accuracy of their information (n = 41,415). Patients were excluded if they had a previous history of cancers or had ICD-10 codes corresponding to liver cirrhosis or hemolytic anemia or had other hepatobiliary diseases with abnormal liver enzyme levels. Cancer cases diagnosed within 1 year from recruitment into the study were excluded to minimize potential reverse causality. In addition, patients with serum bilirubin levels over 2.0 mg/dL were excluded because those patients may have had unidentified pathological conditions affecting serum bilirubin levels, although some of them had hereditary hyperbilirubinemia, such as Gilbert's syndrome. Finally, a total of 29,080 subjects (12,946 men and 16,134 women) were eligible for inclusion in the analysis (Inoguchi et al., 2021). Table 1 shows the baseline characteristics of the study subjects. The median age was 52 years old, and the median follow-up time was 4.7 years. There were 315 colon (173 men, 142 women) cases in this study.

|                  | TOTAL | MAN   | WOMEN |
|------------------|-------|-------|--------|
| FAVOR [YEARS]    | 4.7   | 4.6   | 4.8    |
| (2.4-7.9)        | (2.3-7.7) | (2.5-8.0) |
| AGE              | 52    | 55    | 49     |
| (37-62)          | (42-63) | (34-60) |
| BMI [KG/M2]      | 23.0  | 23.7  | 22.4   |
| (23.0-23.7)      | (23.7-23.4) | (22.4-22.0) |
| SMOKING          | 0.65  | 0.70  | 0.60   |
| (0.50-0.82)      | (0.54-0.90) | (0.50-0.80) |
| SMOKING          | 8301  | 6021  | 2280   |
| (32%)            | (52%) | (16%) |
| DIABETES         | 5120  | 2958  | 2162   |
| (18%)            | (23%) | (13%) |

3.2. Analysis Method

A survival time analysis using the Cox proportional hazards model was conducted with the seven baseline characteristics as features and the development of colon cancer as the outcome. In general, logistic regression is often applied as the baseline hazard function in the Cox proportional hazards model; however, the Gradient Boosting Decision Tree (GBDT), a typical machine learning model method, was applied in this analysis. The baseline hazard function generated by the GBDT is analyzed by SHAP to determine what combination of baseline characteristics contributes to the development of colon cancer.

4. Results

4.1. Results by existing method

To validate the predictive accuracy of the predictor, we drew a time-dependent ROC of the prediction model and found the 10-year average of its cross-validation AUC was 0.661. Figure 1 shows SHapley Additive exPlanation (SHAP) summary plots for colon cancer. In the plot, features are sorted by their importance and stacked vertically. Each row plot is a summary of the SHAP dependence plot of each feature \( X_i \). Each dot represents a patient’s SHAP value \( \phi(x_{i,j}) \) plotted horizontally. Each dot is colored by the value of the feature, from low (blue) to high (red). Black dots represent missing values. If red points are plotted at the lower side and blue dots are plotted at the higher side, then the risk becomes higher as the value increases. Since a SHAP summary plot shows the importance of feature values and an abstract of the SHAP dependence plot, it is useful for overviewing the SHAP analysis.

Figure 1 is a SHAP summary plots for colon cancer risk against serum bilirubin levels and shows the SHAP value de-
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Figure 2. SHAP dependence plots for colon cancer risk against serum bilirubin levels. SHAP values are shown on the y-axis.

creases significantly when bilirubin is larger than 1.2 mg/dl. This indicates that bilirubin 1.2 mg/dl is the threshold for decreasing the risk of developing colon cancer. One of the possible causes is as follows. Cancer-associated infections, smoking, obesity, diabetes, ionizing and ultraviolet radiation, and air pollution are established risk factors for cancer development. All of these factors are likely to be associated with increased reactive oxygen species (ROS) production in humans. Increased ROS production has been hypothesized to damage DNA, proteins, and lipids, and thus initiate or promote cancer development. Since bilirubin is a strong endogenous antioxidant, higher serum bilirubin levels reduce the cancer risk through decreasing of ROS production (Inoguchi et al., 2021).

In the SHAP Dependence Plot in Figure 1, SHAP values are distributed widely for the same bilirubin value (e.g., SHAP values are distributed widely from -0.4 to -0.2 when bilirubin is 1.2). This is caused by an interaction between bilirubin and other features.

4.2. Results by our method

The Shapley-Taylor Index was used to extract main effects and interactions separately and their importance are evaluated using the standard deviation of the SHAP value (Nohara et al., 2022). Table 2 shows the 10 most important features for developing colon cancer.

If we focus only on the main effect of features, the important features are age, bilirubin, triglycerides, BMI, and smoking history, in descending order. This result is consistent with the ranking of the existing method in Figure 1.

Figure 3 is a SHAP dependence plot for colon cancer risk evaluating the main effect of serum bilirubin levels and shows the SHAP value decreases significantly when bilirubin is larger than 1.2 mg/dl. This shape is very similar to SHAP Dependence Plot in Figure 2; however, SHAP values are not distributed widely for the same bilirubin value (e.g., all SHAP values are almost -0.3 when bilirubin is 1.2). This is caused by eliminating the interaction between bilirubin and other features from the SHAP value of bilirubin.

Figure 4 shows the SHAP dependence plots evaluating the interaction effect of serum bilirubin levels and ages. In the group of 20s, we found the interaction effect rises significantly when bilirubin exceeds 1.2 mg/dl, while those in their 50s and 60s show a slight decrease in the interaction value when bilirubin exceeds 1.2 mg/dl.

Figure 5 shows the SHAP dependence plots evaluating the main and interaction effects of serum bilirubin levels and ages. For the 20s, when bilirubin exceeds 1.2 mg/dl, the decrease in the main effect of bilirubin cancels out the increase in the interaction effect, and the sum of their SHAP values does not change significantly. On the other hand, for the 30s and older, the decrease in the main effect of bilirubin

Table 2. Importance of main and interaction effect terms for colon cancer

| RANK | FEATURE1 | FEATURE2 | IMPORTANCE |
|------|----------|----------|------------|
| 1    | AGE      | AGE      | 0.763      |
| 2    | BILIRUBIN| BILIRUBIN| 0.115      |
| 3    | TG       | TG       | 0.097      |
| 4    | TG       | AGE      | 0.083      |
| 5    | BMI      | AGE      | 0.074      |
| 6    | BMI      | AGE      | 0.064      |
| 7    | SMOKING  | SMOKING  | 0.061      |
| 8    | SEX      | SEX      | 0.054      |
| 9    | BILIRUBIN| AGE      | 0.044      |
| 10   | DM       | DM       | 0.033      |
outweighed the increase in the interaction effect, and the sum of their SHAP values decreased when bilirubin exceeds 1.2 mg/dl. Since the interaction effect is getting smaller with older age, high bilirubin levels decrease the risk of colon cancer, especially for the elderly. This is because there is much room for risk reduction for the elderly since their risk is larger than that of the young generation. Therefore, high bilirubin levels effectively work for prevention of the cancer, especially for the elderly.

5. Conclusion

In this paper, we introduced the Shapley-Taylor index as a method for interpreting machine learning models. The index separates the SHAP value into the effects of single features and the interactions. The method is applied to the cancer cohort data of Kyushu University Hospital (N=29,080) to analyze what combination of factors contributes to the risk of colon cancer. We found high bilirubin levels effectively work for prevention of the colon cancer, especially for the elderly.
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