Remote monitoring devices, which can be worn or implanted, have enabled a more effective healthcare for patients with periodic heart arrhythmia due to their ability to constantly monitor heart activity. However, these devices record considerable amounts of electrocardiogram (ECG) data that needs to be interpreted by physicians. Therefore, there is a growing need to develop reliable methods for automatic ECG interpretation to assist the physicians. Here, we use deep convolutional neural networks (CNN) to classify raw ECG recordings. However, training CNNs for ECG classification often requires a large number of annotated samples, which are expensive to acquire. In this work, we tackle this problem by using transfer learning. First, we pretrain CNNs on the largest public data set of continuous raw ECG signals. Next, we finetune the networks on a small data set for classification of Atrial Fibrillation, which is the most common heart arrhythmia. We show that pretraining improves the performance of CNNs on the target task by up to 6.57%, effectively reducing the number of annotations required to achieve the same performance as CNNs that are not pretrained. We investigate both supervised as well as unsupervised pretraining approaches, which we believe will increase in relevance, since they do not rely on the expensive ECG annotations. The code is available on GitHub at https://github.com/kweimann/ecg-transfer-learning.
criterion that selects the most useful examples for improving the model. These examples are given to the experts for labeling and after that the model is retrained. Thus, the number of training samples necessary to maintain high discriminative capabilities is minimized. Nevertheless, the need for manual labeling persists, albeit to a lesser extent. At the same time, semi-supervised learning combines small amounts of labeled data with a large amount of unlabeled data to improve the learning accuracy, e.g. by learning unsupervised representations of the data or feature extractors that improve the downstream (target) task. Finally, transfer learning focuses on gathering knowledge by solving one problem and applying it to a related problem in the same domain. In computer vision, most state-of-the-art classification algorithms rely on supervised pretraining that roughly follows the same procedure: first pretrain a convolutional neural network on a large labeled data set (e.g. ImageNet), then finetune the network on a smaller target data set.

In this work, we use transfer learning to improve ECG classifiers (Fig. 1). First, we pretrain deep convolutional neural networks (CNN) on the Icentia11K data set. To that end, we define several pretraining tasks that utilize either labeled or unlabeled data. Next, we finetune the pretrained CNNs on the PhysioNet/CinC Challenge 2017 data set to classify Atrial Fibrillation (AF). AF is the most common heart arrhythmia characterized by an irregular heart rhythm that is caused by a chaotic propagation of electrical impulses in the atria. AF can lead to serious complications such as heart disease, heart failure, or blood clots that can travel to the brain and cause a stroke.

Our main contribution is a successful large-scale pretraining of CNNs on the largest public ECG data set to date. By pretraining CNNs, we improve their performance on the target task and effectively reduce the number of expensive annotations required to achieve the same performance level as CNNs that are not pretrained. Our pretraining methods are robust to changes in the properties of ECG signals and can be applied to different models and data sets. Notably, we show how a CNN, which was pretrained on single lead ECG data, can be finetuned on 12 lead ECG data. Further, we show how contrastive pretraining, which is an unsupervised representation learning technique, can improve the performance of CNNs on the target task. Contrastive learning has been extensively researched in computer vision, leading to many state-of-the-art results in transfer learning. However, applications to ECG data are not common. Finally, our pretraining tasks include heart rate classification, whose labels require no manual intervention to create. To the best of our knowledge, this task has not been previously used for pretraining.

Related work
Automatic ECG interpretation using deep learning has attracted a lot of attention in the recent years. A good overview of the current state of deep learning methods for processing ECG data can be found in Faust et al. and Hong et al. Here, we only discuss the publications that are most relevant to our work. Furthermore, we briefly compare these publications with our work.

Figure 1. Visualization of transfer learning in this work. The process is divided into 3 steps: (1) deep convolutional neural network (CNN) is pretrained on the Icentia11K data set for a selected pretraining objective, e.g. classification of heart rate; (2) the pretrained weights are used as initial weights of a new CNN; (3) this CNN is finetuned on the PhysioNet/CinC Challenge 2017 data set to classify Atrial Fibrillation (AF).
**ECG classification.** Most ECG classification methods for disease detection can be categorized as either heartbeat\(^1\) or heart arrhythmia classification\(^2\) based on some form of ECG signal as the input to a neural network. The input is usually a 1-dimensional raw ECG signal\(^2\) and less commonly a 2d image of the signal\(^2\) (e.g. by plotting a grayscale image of the signal), or a spectrogram of the signal\(^2\). Here, we follow the trend of training 1d convolutional neural networks (CNN), in particular residual networks\(^21,22\), on raw ECG signals for heart arrhythmia classification. In addition to that, we employ an attention model based on the Transformer architecture\(^23\) for summarizing features from short ECG frames in one of the pretraining tasks. Although attention models were originally used in natural language processing\(^4,24\), they also found application in the domain of ECG interpretation\(^9\). Furthermore, in this work we focus on ECG data collected by remote monitoring devices that are typically less informative than clinical devices, e.g. due to a smaller number of leads. Nonetheless, remote monitoring devices, such as wristbands, are becoming increasingly common, facilitating collection of large ECG databases. As a consequence, a lot of work has been devoted to automatic interpretation of this kind of data. However, existing large ECG databases remain mostly inaccessible to the general public, thus a lot of research is done using relatively small public data sets, for instance PhysioNet/CinC Challenge 2017\(^7,8\) data set, which is used for AF classification\(^4,20,26\). In this work, we measure the performance of our pretraining methods on the PhysioNet/CinC Challenge 2017 data set.

**Transfer learning.** Although most studies focus on classification of arrhythmia on a data set annotated for that purpose, there are some publications that use transfer learning to share knowledge between related tasks, effectively utilizing the commonalities between different ECG conditions. For instance, Kachuee et al.\(^27\) for that purpose, there are some publications that use transfer learning to share knowledge between related tasks, effectively utilizing the commonalities between different ECG conditions. For instance, Kachuee et al.\(^27\) presented a method for ECG heartbeat classification based on transferable representations using 1-dimensional residual networks. Here, we deal with ECG frames much longer than a heartbeat, which we use to classify heart arrhythmia. More recently, Strodthoff et al.\(^28\) used transfer learning on public ECG data sets to classify heart arrhythmia. Similar to their work, we finetune the pretrained networks to classify heart arrhythmia, however, we use a much larger upstream data set for pretraining and investigate several pretraining tasks. There are also studies\(^29,30\) of transfer learning from 2-dimensional deep CNN features trained on ImageNet\(^6\), a data set often used for pretraining computer vision models. In contrast to these studies, we focus exclusively on transferable ECG representations, not transferable image representations.

**Representation learning.** Machine learning research in healthcare is often limited by the lack of large annotated data sets. The performance of existing solutions for supervised tasks can be improved by learning unsupervised representations as part of a multi-stage training process. Using such representations may also help discriminative models to generalize better to unseen data, which often proves to be a serious issue. To that end, there are several studies which explore encoder-decoder architectures in order to learn unsupervised representations. In particular, Rahhal et al.\(^31\) and Xia et al.\(^32\) train stacked denoising autoencoders to reconstruct ECG heartbeats. Tan et al.\(^5\) reconstruct slightly longer ECG frames using a simple autoencoder, and Rajan et al.\(^33\) train an encoder-decoder network composed of RNNs (also referred to as Seq2Seq model) to reconstruct missing channels from a short ECG frame. In all of the above examples, the latent space learned by the generative model is exploited by training a classifier on top of it. However, generative models taught to reconstruct the input often fail to extract context information which may be useful for the downstream (target) task\(^34\). Therefore, in our work, we utilize the Contrastive Predictive Coding approach\(^34\) that learns to infer global structure in the signal, rather than only model complex local relationships.

**Method: transfer learning for ECG classification**

Transfer learning applies knowledge obtained by solving one problem to a different but related problem. The general procedure for transfer learning is to first pretrain a deep neural network (DNN) on a large data set (i.e. upstream data set), then finetune the DNN on a much smaller target data set (i.e. downstream data set). Pretraining provides us with a way to find good initial weights that improve the learning of the target task thanks to some already acquired knowledge in the task domain. In particular, we hope that the pretrained DNNs will generalize better to unseen data after encountering a wide variety of ECG signals during pretraining.

In this work, we first pretrain deep convolutional neural networks (CNN) on the Icentia11K data set, which is the largest public ECG data set to date. To that end, we have defined several pretraining tasks that we will investigate. Next, we finetune the pretrained CNNs for classification of Atrial Fibrillation on a data set released as part of the PhysioNet Computing in Cardiology Challenge 2017\(^7,8\), which we refer to as the PhysioNet/CinC Challenge 2017 data set. In the following subsections, we describe in detail our approach to transfer learning for ECG data and introduce the data sets that the CNNs are trained on.

**Pretraining.** We pretrain CNNs on Icentia11K, which contains ECG data from 11,000 patients. The average age patient is about 60 years old and exhibits some form of heart arrhythmia. As a consequence, the data set is not a representative sample of the population. Each patient wore a CardioSTAT device for a period of up to two weeks. The recorded data is a raw ECG signal sampled at 250 Hz in a modified lead I position. Beside recording the ECG signal, the device performs automatic beat detection. The beat labels are verified by a specialist who also labels the heart rhythm in a full disclosure analysis, i.e. whole recording is examined. Both beat and rhythm labels are assigned to positions in the signal at irregular intervals. The data set is a collection of up to 50 segments of continuous ECG signal sampled from every patient. We reserve segments from 5% of patients for validation, and use the remaining segments for training. To put things into perspective, the data set contains over 630,000 h of ECG signal with over 2,700,000,000 labeled beats.
During pretraining, we collect mini-batches by sampling short ECG frames from randomly chosen patients. We consider an ECG frame to be a fragment of the continuous ECG signal that is less than a minute long. We standardize each frame using mean and standard deviation computed over the entire data set. On average, we sample 4096 ECG frames per patient, which amounts to 42.8 million training samples over the course of pretraining. Every couple thousand training steps, we save the weights of the CNN in a checkpoint. Once the pretraining is finished, we revert the model to the checkpoint, at which the model had the highest validation accuracy. Below, we describe how we design the tasks for pretraining a CNN on the Icentia11K data set.

**Beat classification.** CNN predicts the presence of an abnormal beat in a short ECG frame. For each frame, we look for the occurrence of either premature atrial contractions (PAC), premature ventricular contractions (PVC), or aberration. If no abnormality is found, the frame is labeled as normal beat. In rare cases of multiple abnormal beats within a single frame, we select the most frequent beat type for the label.

**Rhythm classification.** CNN predicts the heart rhythm from a short ECG frame. For each frame, we look at the duration of every rhythm to determine the label. Specifically, we pick the longest of the rhythms, while prioritizing Atrial Fibrillation (AFib) and Atrial Flutter (AFlut). This means that we first select the longer among AFib and AFlut if they are present, otherwise the longest of the remaining rhythms, i.e. normal sinus rhythm or noise.

**Heart rate classification.** CNN predicts the heart rate from a short ECG frame. In contrast to beat and rhythm classification, where labels are in part created by specialists, the labels for this task are generated automatically, i.e. without human intervention. For each frame, we first find the indices of heartbeats (this can be done using a QRS detection algorithm) and estimate the number of beats per minute (BPM) based on the interbeat intervals. Next, we assign a class based on BPM: Bradycardia (<60 BPM), Tachycardia (>100 BPM), Normal (60–100 BPM) and Noise in case of a failure to detect any heartbeats. Additionally, when generating the label, we always temporarily extend the size of the frame by 1 s at both ends. We consider this as a way to improve the quality of labels, especially when the frames are very short, which can make the labeling process more susceptible to variations in the heart rate. Note that since the labels are generated based on an ECG frame that is longer than the actual input seen by the model, it is likely that some examples cannot be correctly classified due to missing information in the input.

**Future prediction.** The model predicts the future ECG signal based on a present ECG signal. This is a type of unsupervised representation learning, which is our adaptation of Contrastive Predictive Coding (CPC) to ECG data. For each ECG frame, we collect a number of consecutive frames, which together are referred to as the context (present). The future is an ECG frame collected at some distance from the context. The distance is measured in the number of frames that lie between the context and the future and we refer to it as the offset. Instead of predicting the future frame directly using a generative model, the context and the future are encoded into vector representations in a way that maximally preserves the mutual information between them. By maximizing the mutual information, the model learns to extract the underlying latent variables, which are shared by the context and the future. This is achieved by optimizing a loss based on Noise Contrastive Estimation. Given an encoding of the context and encodings of many potential future frames, the model predicts which future frame is correct, i.e. it picks the positive sample among many negative samples, which are sampled from the data set. Intuitively, when predicting further into the future, the model learns to infer more global structure shared by the context and the future frame. At the same time, the model discards low-level information and noise that is more local.

**Finetuning.** We finetune the pretrained CNNs on the PhysioNet/CinC Challenge 2017 data set, which was collected to encourage the development of methods to classify heart arrhythmia from short ECG recordings. The data set consists of 8528 labeled episodes which were recorded by AliveCor devices. Each recording contains a short (9−60 s) single ECG lead sampled at 300 Hz that belongs to one of the following classes: AF, Normal, Other or Noise (too noisy to classify).

We preprocess each recording by first standardizing the signal using mean and standard deviation computed over the entire data set, then downsampling the signal from 300 to 250 Hz to match the sampling frequency of Icentia11K. Additionally, we pad some recordings with zeros in order to have an uniform signal length of 60 s. Before training, we randomly split the data set into train, test and validation sets at 75%, 20% and 5% of recording duration. We then downsample the signal from 300 to 250 Hz to match the sampling frequency of Icentia11K. Additionally, we pad some recordings with zeros in order to have an uniform signal length of 60 s. Before training, we randomly split the data set into train, test and validation sets at 75%, 20% and 5% of recordings respectively, while maintaining the class ratio in each set. Note that we do not use the hidden test set from the challenge as it remains inaccessible to the public.

Before finetuning a CNN, we replace its output layer (i.e. classification layer) with a fully connected layer whose weights are randomly initialized and whose outputs match the classes of the PhysioNet/CinC Challenge 2017 data set. The CNNs are trained end-to-end (we do not freeze any pretrained weights) for up to 200 epochs. If the training accuracy does not improve for 50 epochs, the training is interrupted. Usually, the network achieves near 100% accuracy on the train set in a short time. As a consequence, the actual number of epochs is less than 200.

During finetuning, we record the macro $F_1$ score, which is used as a metric in the PhysioNet/CinC Challenge 2017, on the validation set after each epoch. After the training is finished, we revert the weights of the network to the checkpoint at which the model had the highest macro $F_1$ score on the validation set. Finally, we record the macro $F_1$ score achieved by the finetuned CNN on the test set.

In order to evaluate a pretraining method, we repeat the described finetuning procedure 10 times. Each time, we draw new train and validation sets from the pool of 80% recordings, adjust the output layer, finetune the model and finally record the macro $F_1$ score on the test set. We measure the performance of a pretraining method.
based on the statistics gathered from these 10 runs. Specifically, we report the average of macro $F_1$ scores on the test set after 10 runs as well as the standard deviation.

**The model architecture.** Throughout this work, we use residual networks\(^{21}\) for ECG classification. In the following paragraphs, we describe the architecture of residual networks and the architecture of our future prediction framework.

**Convolutional neural network.** We use ResNet-18v2\(^{22}\) as the baseline CNN. Architecturally, our networks follow the design of the improved residual networks proposed by He et al.\(^{22}\) with some small adjustments. Due to the dimensionality of the input (i.e. ECG data is 1-dimensional), we replace the 2-dimensional convolutional layers with their 1-dimensional counterparts. Furthermore, we use larger filter sizes, i.e. 7, 5, 5, and 3 at each stage respectively, which we have observed to outperform the suggested smaller $3 \times 3$ filters. The remaining architectural decisions and hyperparameters, including the weight initialization scheme, are the same as in He et al.\(^{22}\).

**Future prediction framework.** The framework for Contrastive Predictive Coding\(^{34}\) consists of two models that are trained jointly: an encoder model that encodes the ECG frames and an autoregressive model that summarizes the encoded context frames into a single vector representation of the context (Fig. 2). For the encoder $E$, we use the ResNet-18v2 described above. Since we are interested in extracting features from the ECG frames, rather than classifying them, we remove the output (classification) layer from the model, leaving global average pooling as the final layer. We denote the encoded future frames as feature vectors $h_i$. The encoded context frames are passed to an attention pooling\(^{37}\) module, which represents the autoregressive model. Attention pooling consists of Transformer\(^{23}\) layers with the self-attention mechanism. The module receives the encoded context frames preceded by a learnable vector $c_0$ that represents the token embedding of the pooled context. We use the output corresponding to the input $c_0$ as the pooled context vector $c$ and discard the remaining outputs. By using the Transformer as a pooling operation, we allow the model to learn the type of pooling that is best suited for the task, as opposed to using a predefined operation, e.g. max pooling or average pooling. The resulting context vector $c$ is used in a dot product to compute the similarity with each encoded future frame $h_i$. Finally, the similarity scores are passed to a softmax layer that allows the outputs of the framework to be interpreted as the probability of a future frame being the positive sample.

The entire framework is trained end-to-end with gradients backpropagated from the cross-entropy loss of classifying the positive sample correctly. Architecturally, the Transformer layers in the attention pooling module are consistent with the Encoder layers proposed by Vaswani et al.\(^{23}\) Similar to the attention pooling in Trinh et al.\(^{37}\), we decrease the size of the original Transformer by using the following hyperparameters: $N = 3$ Transformer layers, $d_{model} = 512$ model dimensionality, $h = 8$ attention heads, $d_{ff} = 2 \cdot d_{model} = 1024$ inner dimensionality.

Figure 2. Architecture of the future prediction framework. The model predicts the correct future frame among negative samples (right) based on the present frames (left). Encoder $E$ extracts features from ECG frames, producing a feature vector for each frame. Attention pooling summarizes feature vectors into a single context vector $c$ describing the present. A dot product between $c$ and frame encodings $h_i$ gives the similarity between the context and future frames. The entire model is trained end-to-end with gradients backpropagated from the cross-entropy loss of classifying the future frame correctly.
and no dropout (refer to Vaswani et al. for more information on the hyperparameters). Compared to other pretraining methods, the future prediction framework requires more parameters to be trained. Furthermore, due to the way this task is structured, the residual network learns from more ECG frames in a single pass. Consequently, we observe longer training times for this type of pretraining.

Training. Since we are able to represent every task as a classification problem, in each task we minimize the categorical cross-entropy loss. All models are trained with Adam optimizer that is initialized with the default hyperparameters. Furthermore, we use different batch sizes depending on the number of trainable parameters and the available memory on the GPU cards. As a rule of thumb, we try to pick a batch size that allows us to use as much of the GPU memory as possible. All models are trained on Nvidia Tesla P100 GPUs.

Experiments and results
We now analyze the effectiveness of pretraining with respect to the performance on the downstream task. In other words, we measure how much does the pretraining improve the macro $F_1$ score on our test set for the PhysioNet/CinC Challenge 2017. To that end, we conduct a series of experiments that test the efficacy of pretraining in different settings. We compare the pretraining methods with random weight initialization, which we consider as the baseline method. First, we investigate several configurations (i.e. a set of hyperparameters) of each pretraining method to determine which configuration is best suited for the downstream task. Further, we explore how the size of the downstream data set affects the performance of pretraining methods. Next, we change the sampling frequency of the downstream data set to evaluate how well the pretrained networks generalize to ECG data with different properties. In a further experiment, we investigate how changing the depth of the residual network affects the performance of pretraining methods. Finally, we explore how well the pretrained networks perform on other downstream data sets.

Hyperparameters of pretraining methods. The hyperparameters of pretraining methods are parameters that control the pretraining process. They determine the shape of the input (e.g. the size of ECG frame) and the properties of the task (e.g. the offset or the number of negative samples control the difficulty of the future prediction task), thus they have an indirect impact on what features the network will learn to extract. We first investigate different sets of hyperparameters of each pretraining task, which we refer to as configurations, in order to discover which configurations perform well on the downstream task, i.e. AF classification.

Table 1 compares different configurations of the pretraining methods. In the classification tasks, we explore 3 different sizes of ECG frames. In the future prediction task, we examine different combinations of the context size, number of negative samples and offset. We compare the configurations based on the average macro $F_1$ score for each class: normal ($F_{1n}$), AF ($F_{1a}$), other ($F_{1o}$) and noisy ($F_{1p}$).

| Pretraining method | Frame | $F_1$ | $F_{1n}$ | $F_{1a}$ | $F_{1o}$ | $F_{1p}$ |
|--------------------|-------|-------|---------|---------|---------|---------|
| None (random weight initialization) | 512 | .731 (± .019) | .989 (± .005) | .711 (± .027) | .701 (± .017) | .613 (± .062) |
| Beat classification | 512 | .769 (± .011) | .911 (± .010) | .760 (± .018) | .758 (± .016) | .647 (± .022) |
| | 2048 | .779 (± .014) | .915 (± .007) | .777 (± .014) | .763 (± .014) | .661 (± .040) |
| | 4096 | .768 (± .010) | .908 (± .009) | .764 (± .021) | .754 (± .015) | .646 (± .025) |
| Rhythm classification | 512 | .742 (± .017) | .896 (± .007) | .721 (± .026) | .716 (± .032) | .636 (± .045) |
| | 2048 | .767 (± .012) | .908 (± .004) | .753 (± .020) | .745 (± .018) | .660 (± .026) |
| | 4096 | .755 (± .005) | .903 (± .008) | .745 (± .022) | .735 (± .012) | .635 (± .017) |
| Heart rate classification | 512 | .766 (± .011) | .915 (± .004) | .759 (± .019) | .756 (± .015) | .655 (± .029) |
| | 2048 | .753 (± .013) | .910 (± .005) | .743 (± .037) | .738 (± .011) | .619 (± .039) |
| | 4096 | .751 (± .010) | .909 (± .006) | .744 (± .019) | .739 (± .016) | .611 (± .025) |

Table 1. Comparison of different configurations of the pretraining methods. For each method, we report the average macro $F_1$ score (and the standard deviation) on our test set for the PhysioNet/CinC Challenge 2017. Additionally, we report the average $F_1$ score for each class: normal ($F_{1n}$), AF ($F_{1a}$), other ($F_{1o}$) and noisy ($F_{1p}$). $Frame$ refers to the length of an ECG frame, $context$ to the number of frames in the context, $ns$ to the number of negative samples and $offset$ to the distance between the context and the future frame measured in frames. All pretraining methods outperform random weight initialization in predicting every class.
and about 2 s for the heart rate classification. We suspect that during finetuning, the network focuses more on local patterns over long-term dependencies in the data. The small frame size is especially interesting in case of the heart rate pretraining due to the way how the labels are generated. Recall that for a frame size of about 2 s we generate the label from a 4 s window centered on that frame. Therefore, the network must cope with a lot of missing information when classifying the frames. Regarding future prediction, increasing the difficulty of the task by setting a larger offset and adding more negative samples seems to produce inconclusive results with respect to any improvement of performance. For the remainder of the paper, when discussing a particular pretraining method, we will be referring to its best configuration.

We now take a closer look at the validation performance in terms of $F_1$ of each pretraining method during finetuning (Fig. 3). Pretrained networks achieve a high validation $F_1$ within just several epochs, whereas their randomly initialized counterparts take longer to converge to a stable validation $F_1$. Furthermore, pretrained networks consistently show better validation performance than randomly initialized networks over the course of finetuning. Evidently, pretraining not only improves the performance, but also accelerates the training.

Size of the downstream data set. So far we evaluated our pretraining methods on a medium sized ($n = 8528$) ECG data set. Now, we investigate the extent of pretraining’s effectiveness when finetuning on data sets of different sizes. To that end, we finetune the networks only on a subset of the PhysioNet/CinC Challenge 2017 data set. Recall that the original data split was: 75% train, 5% validation and 20% test. In the following experiment, we maintain the test and validation sets, and only reduce the size of the train set to 50% and 25% of the entire data set.

Table 2 reports the average macro $F_1$ score of each pretraining method on the downstream test set, depending on the size of the downstream train set. For beat and heart rate classification, the performance improvement over
works perform on ECG data sampled at a frequency different than during pretraining. This is of particular inter-
properties of the device that records the ECG. Therefore, transfer learning approaches for ECG data should ide-
phases of the deeper ResNet-50v2 due to a high model complexity. Since the bottleneck architecture increases the
parameters of the network remain the same. Notably, in the future prediction task, we pretrain only the first 3
the baseline (i.e. random weight initialization) grows when the data set size decreases. For rhythm classification
and future prediction, the performance improvement remains similar across various data set sizes. The narrow-
ing of the performance gap could suggest that once the data set is big enough, pretraining becomes redundant.
Notably, if a residual network pretrained for beat classification is finetuned on only 25% of train data, it still
performs better than its randomly initialized counterpart trained on 75% of data. This shows that pretraining
allows models to be trained on less data and still achieve the same degree of performance as the same models
that are not pretrained.

### Sampling frequency of ECG signal.
ECG databases vary in the characteristics of the ECG signal such as length, number of leads, sampling frequency, or processing artefacts. These differences arise mostly from the properties of the device that records the ECG. Therefore, transfer learning approaches for ECG data should ideally be unaffected by the variations between signals. In this section, we investigate how well the pretrained networks perform on ECG data sampled at a frequency different than during pretraining. This is of particular interest to us, because we reduce the sampling frequency of the downstream data set to match that of the upstream data set. This results in a data loss that could lead to a degradation of performance. For this reason, by trying different sampling frequencies, we want to eliminate the possibility that downsampling causes the performance to decrease more than the pretrained does to increase it. Note that we maintain the same relative input length, i.e. about 60 s, across different sampling frequencies, zero-padding the input where necessary.

Table 3 reports the average macro $F_1$ score of each pretraining method on the downstream test set, depend-
ing on the sampling frequency (Hz) of the downstream data set. For each method, we report the average macro $F_1$ score (and the standard deviation) on our test set for the PhysioNet/CinC Challenge 2017\textsuperscript{2,8}. Note that all networks are pretrained on ECG data sampled at 250 Hz, regardless of the sampling frequency during finetuning. Pretraining is beneficial even if networks are not specifically trained to deal with ECG data sampled at different frequencies.

### Architecture of the residual network.
Due to the ever-increasing amounts of data and computing power that are available for training, deep learning models have grown in size to accommodate more knowledge and improve the performance. In light of this trend, ResNet-18v2, which is our baseline model, can be considered a “shallow” network. Compared to other residual networks, ResNet-18v2 has a small number of layers and parameters. Therefore, we now increase the size of the model. Specifically, we employ two new architectures: ResNet-34v2\textsuperscript{22} and ResNet-50v2\textsuperscript{22}, which replaces standard residual blocks with bottleneck blocks. Other hyperparameters of the network remain the same. Notably, in the future prediction task, we pretrain only the first 3 stages of the deeper ResNet-50v2 due to a high model complexity. Since the bottleneck architecture increases the

| Pretraining method          | 128 Hz | 250 Hz (Icentia11K) | 300 Hz (PhysioNet) |
|----------------------------|--------|---------------------|-------------------|
| None (random weight init.) | .701 (± .017) | .731 (± .019) | .715 (± .023) |
| Beat classification        | .779 (± .012) | .779 (± .014) | .770 (± .011) |
| Rhythm classification      | .748 (± .012) | .767 (± .012) | .747 (± .017) |
| Heart rate classification  | .761 (± .011) | .766 (± .011) | .767 (± .010) |
| Future prediction          | .747 (± .008) | .758 (± .013) | .734 (± .016) |

Table 2. Comparison of the pretraining methods depending on the size of the downstream train set. For each method, we report the average macro $F_1$ score (and the standard deviation) on our test set for the PhysioNet/CinC Challenge 2017\textsuperscript{2,8}. We examine 3 sizes of the train set as a proportion of the entire data set: 25%, 50% and 75% (original split). Pretraining allows models to be trained on less data and still achieve the same degree of performance as the same models that are not pretrained.

| Pretraining method          | 25% train | 50% train | 75% train |
|----------------------------|------------|-----------|-----------|
| None (random weight init.) | .670 (± .013) | .712 (± .010) | .731 (± .019) |
| Beat classification        | .739 (± .014) | .763 (± .011) | .779 (± .014) |
| Rhythm classification      | .707 (± .018) | .727 (± .028) | .767 (± .012) |
| Heart rate classification  | .722 (± .010) | .749 (± .018) | .766 (± .011) |
| Future prediction          | .694 (± .014) | .734 (± .011) | .758 (± .013) |

Table 3. Comparison of the pretraining methods depending on the sampling frequency (Hz) of the downstream data set. For each method, we report the average macro $F_1$ score (and the standard deviation) on our test set for the PhysioNet/CinC Challenge 2017\textsuperscript{2,8}. Note that all networks are pretrained on ECG data sampled at 250 Hz, regardless of the sampling frequency during finetuning. Pretraining is beneficial even if networks are not specifically trained to deal with ECG data sampled at different frequencies.
F<sub>max</sub> was particularly noticeable in case of future prediction, whose model complexity is higher than any other method. For the deeper models, which leads us to believe that we may have finished pretraining too soon. This increased, the number of pretraining steps remained the same. During pretraining, we recorded lower validation and ResNet-50v2 overfits to the training data. It should be noted that while the number of trainable parameters no pretraining: −7.33% for random weight initialization versus −2.39% for beat classification. We suspect that classification, 0.65% for heart rate classification and 0.40% for future prediction. However, further increase in the method: 4.51% increase for random weight initialization, 1.93% for beat classification, 1.04% for rhythm classification on the architecture of the model. Employing ResNet-34v2 improves the performance of every pretraining method. We suspect that ResNet-34v2 lies in a sweet spot between model complexity and performance, whereas ResNet-18v2 underfits and ResNet-50v2 overfits to the training data. *Due to a spike in number of output channels by 4 times, the dimensionality of the attention pooling module (i.e. d<sub>model</sub>) increases by the same amount, which leads to a significant increase in the number of trainable parameters.

Table 4 reports the average macro F<sub>1</sub> score of each pretraining method on the downstream test set, depending on the architecture of the model. Employing ResNet-34v2 improves the performance of every pretraining method: 4.51% increase for random weight initialization, 1.93% for beat classification, 1.04% for rhythm classification, 0.65% for heart rate classification and 0.40% for future prediction. However, further increase in the complexity from using ResNet-50v2 leads to a decline in performance. The decline is much more steep in case of no pretraining: –7.33% for random weight initialization versus –2.39% for beat classification. We suspect that ResNet-34v2 lies in a sweet spot between model complexity and performance, whereas ResNet-18v2 underfits and ResNet-50v2 overfits to the training data. It should be noted that while the number of trainable parameters increased, the number of pretraining steps remained the same. During pretraining, we recorded lower validation performance for the deeper models, which leads us to believe that we may have finished pretraining too soon. This was particularly noticeable in case of future prediction, whose model complexity is higher than any other method.

**Downstream data set.** A desirable property of pretrained networks is that they can be finetuned to not one but a number of related tasks. Therefore, we now investigate how well our pretraining methods apply to different downstream (target) data sets, i.e. how generalizable the pretrained feature extractors are. To that end, we choose two new downstream data sets: the PTB-XL database<sup>8,28</sup> and a data set released for the 1st China Physiological Signal Challenge 2017<sup>7,8</sup>. Employing the ResNet-34v2 improves the performance of every pretraining method. We suspect that ResNet-34v2 lies in a sweet spot between model complexity and performance, whereas ResNet-18v2 underfits and ResNet-50v2 overfits to the training data.

| Downstream data set          | ResNet-18v2 | ResNet-34v2 | ResNet-50v2 |
|-----------------------------|-------------|-------------|-------------|
| Beat classification         | .779 (± .014) | .794 (± .018) | .775 (± .015) |
| Rhythm classification       | .767 (± .012) | .775 (± .020) | .760 (± .008) |
| Heart rate classification   | .766 (± .011) | .771 (± .008) | .761 (± .019) |
| Future prediction           | .758 (± .013) | .761 (± .014) | .743* (± .010) |

We evaluate the performance of our pretrained methods on the respective test sets using 4 new metrics. Following Strothoff et al.<sup>24</sup>, we compute the averaged class-wise AUC (abbreviated as AUC) and a sample-centric F<sub>max</sub> that summarizes a threshold dependent F<sub>1</sub> score by single number, which is the maximum F<sub>1</sub> score found in contrast to the PhysioNet/CinC Challenge 2017 data set used so far, which contains 1-lead ECG recordings, the aforementioned new data sets comprise 12-lead ECG recordings. As a consequence, the pretrained models, which also expect a single lead ECG recording, must be adjusted to accommodate this new data format. Recall that residual networks begin with a convolutional layer that expects a variable-length input signal with a fixed number of input channels, in our case one channel. In order to increase the number of input channels, while maintaining the same output dimensions, we simply duplicate the learned filters for each additional channel and scale all weights in the layer by multiplying them by the ratio of the original to adjusted input channels, in our case \(\frac{1}{12}\). In doing so, we hope that the learned feature extractors will generalize to other ECG channels.

We use the pretrained ResNet-34v2, and similarly to the previous experiments, we first finetune each model 10 times, then average the performance on the test set. In case of the ICBEB2018 data set, we additionally resample the train and validation set from the pool of 80% recordings before finetuning a model. Since we deal with multi-label classification tasks (i.e. multiple labels can be assigned to a single instance), we change the activation function of the output of residual network to sigmoid and train the model with binary cross-entropy loss. When testing, we use model weights from the epoch where the model achieved best validation loss.

We evaluate the performance of our pretrained methods on the respective test sets using 4 new metrics.
by varying the decision threshold. Further, we employ two metrics used in the PhysioNet/CinC Challenge 2020: a general class-weighted F-score $F_{\beta=2}$ and a generalization of the Jaccard measure $G_{\beta=2}$. We convert the output probabilities to binary decision using a threshold found independently for each metric on the train set.

Table 5 reports the average performance of each pretraining method on the two new downstream test sets. Since the ranking of methods is the same independent of the performance metric, we focus on AUC when presenting the results. We note performance improvements on both data sets from the pretraining. For PTB-XL, the relative increase in AUC presented the results. We note performance improvements on both data sets from the pretraining. For PTB-XL, the relative increase in AUC compared to the baseline (i.e. random weight initialization) is 2.12% for beat classification, 1.70% for rhythm classification, 2.44% for heart rate classification and 1.38% for future prediction. For ICBEB2018, we observe a smaller performance improvement and even a decline in case of heart rate classification: 0.73% for beat classification, 0.21% for rhythm classification, −0.31% for heart rate classification and 0.10% for future prediction.

### Discussion

Transfer learning proves to be a valuable technique to deal with an inadequate amount of annotated data that plagues models trained to classify ECG recordings. In this work, we showed that pretraining convolutional neural networks (CNN) on a large ECG database and subsequently finetuning them on a much smaller ECG data set considerably improves the performance on the target task, effectively reducing the number of expensive annotations required to achieve the same performance level as CNNs that are not pretrained. We suspect that the additional data diversity experienced during the pretraining stage contributes to networks’ ability to generalize to unseen data after the finetuning stage. Furthermore, we conducted a series of experiments that test the robustness of pretraining. Specifically, we used the pretraining methods on: different models (various residual network architectures), different qualities of ECG data (simulated by changing the sampling frequency), different data set sizes and finally different downstream data sets. In all experiments, the pretrained networks performed better on the target task than the randomly initialized networks, as shown by several performance metrics. We believe that collecting a massive ECG database that reflects the heterogeneity of ECG data would facilitate the pretraining of large networks that can be finetuned to a variety of ECG related tasks, much like CNNs pretrained on ImageNet are often used in various computer vision tasks.

ECG annotations are often expensive to acquire, which limits the size of many ECG data sets. For this reason, we also explored unsupervised and self-supervised (i.e. labels are generated automatically) pretraining in the ECG domain. Similar to the more common supervised pretraining, CNNs pretrained in an unsupervised and self-supervised manner perform better than CNNs that were not pretrained and sometimes they even match the performance of supervised pretraining. Nonetheless, supervised pretraining remains a better choice if the labels are available.

The performance of pretraining methods depends on how the pretraining task is modelled as evidenced by the small hyperparameter study. Intuitively, the way a pretraining task is defined and modelled has a direct impact on what the model learns, such that if the upstream and downstream tasks do not share many commonalities, then the pretrained feature extractors may turn out to not be of much use for the downstream task. Notably, this also applies to the way we choose the labels in the classification tasks, which is a part of the task definition that we have not investigated in this work.

Lastly, we want to briefly address some difficulties that we have encountered and insights related to the pretraining. We have pretrained the CNNs on just a small fraction of the upstream data set, i.e. less than 20%. Furthermore, we did not observe plateauing loss, which leads us to believe that we could have pretrained longer. Further, we noticed that certain configurations of the future prediction framework fail to converge. This occurred when the task became too difficult due to a large offset or a large number of negative samples. We think that future research should be directed towards studying different techniques for unsupervised or self-supervised pretraining, because these methods do not rely on human annotations that can be very expensive to acquire for ECG data.

| Pretraining method | PTB-XL | ICBEB2018 |
|--------------------|--------|-----------|
|                    | AUC    | $F_{\max}$ | AUC    | $F_{\max}$ | $F_{\beta=2}$ | $G_{\beta=2}$ |
| None (random weight initialization) | 0.942 (± 0.016) | 0.918 (± 0.004) | 0.954 (± 0.008) | 0.833 (± 0.017) | 0.787 (± 0.025) | 0.553 (± 0.028) |
| Beat classification | 0.962 (± 0.006) | 0.926 (± 0.004) | 0.961 (± 0.004) | 0.854 (± 0.005) | 0.814 (± 0.008) | 0.591 (± 0.012) |
| Rhythm classification | 0.958 (± 0.013) | 0.922 (± 0.006) | 0.956 (± 0.006) | 0.848 (± 0.012) | 0.807 (± 0.016) | 0.575 (± 0.023) |
| Heart rate classification | 0.965 (± 0.003) | 0.923 (± 0.003) | 0.951 (± 0.006) | 0.833 (± 0.012) | 0.790 (± 0.013) | 0.558 (± 0.018) |
| Future prediction | 0.955 (± 0.004) | 0.920 (± 0.003) | 0.955 (± 0.005) | 0.844 (± 0.011) | 0.802 (± 0.017) | 0.572 (± 0.021) |
| Related work | Strodthoff et al. | 0.957 (± 0.015) | 0.917 (± 0.008) | 0.974 (± 0.005) | 0.855 (± 0.020) | 0.819 (± 0.028) | 0.602 (± 0.044) |
Conclusion

In this work, we used transfer learning to improve convolutional neural networks (CNN) trained to classify heart rhythm from a short ECG recording. First, we pretrained CNNs on a large data set of continuous raw ECG signals. Next, we finetuned the networks on a small data set for classification of Atrial Fibrillation (AF). We showed that pretraining CNNs improves the performance on the target task, i.e. AF classification, by up to 6.57%, effectively reducing the number of annotations required to achieve the same performance as CNNs that are not pretrained. Furthermore, we showed that unsupervised pretraining on ECG data is a viable method for improving the performance on the target task, albeit to a lesser extent than supervised pretraining. Nonetheless, we believe that unsupervised pretraining will become more relevant since it does not rely on annotations, which are expensive to acquire for ECG data.

Received: 19 August 2020; Accepted: 12 February 2021
Published online: 04 March 2021

References

1. Tawfik, D. S. et al. Physician burnout, well-being, and work unit safety grades in relationship to reported medical errors. Mayo Clin. Proc. 93, 1571–1580 (2018).
2. West, C. P., Tan, A. D., Habermann, T. M., Sloan, J. A. & Shanafelt, T. D. Association of resident fatigue and distress with perceived medical errors. JAMA 302, 1294–1300. https://doi.org/10.1001/jama.2009.1389 (2009).
3. Grill, J.-B. Limited Channel ECG (2019). arXiv:2004.13701.
4. Tawfik, D. S. et al. Deep learning approach for active classification of electrocardiogram signals. IEEE Access 6, 16529–16538 (2018).
5. Rajan, D., Beymer, D., & Narayan, G. Generalization Studies of Neural Network Models for Cardiac Disease Detection Using Limited Channel ECG (2019). arXiv:1901.03295.
6. Salem, M., Taheri, S., & Shiu-Yuan, J. ECG Arrhythmia Classification Using Transfer Learning from 2-Dimensional Deep CNN Features (2018). arXiv:1812.04693.
7. van den Oord, A., Li, Y., & Vinyals, O. Representation Learning with Contrastive Predictive Coding (2019). arXiv:1807.03788.
8. Pan, J. & Tompkins, W. J. A Real-Time QRS Detection Algorithm. IEEE Trans. Biomed. Eng. 32, 230–236 (1985).
9. Gutmann, M. & Hyvärinen, A. Noise-contrastive estimation: a new estimation principle for unnormalized statistical models. in Teh, Y. W. & Titterington, M. (eds.) Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics, vol. 9 of Proceedings of Machine Learning Research, 297–304 (PMLR, Chia Laguna Resort, Sardinia, Italy, 2010).
37. Trinh, T. H., Luong, M. T., & Le, Q. V. Selfie: Self-Supervised Pretraining for Image Embedding (2019). arXiv:1906.02940.
38. Kingma, D. P., & Ba, J. A Method for Stochastic Optimization (Adam, 2017). arXiv:1412.6980.
39. Liu, F. et al. An open access database for evaluating the algorithms of electrocardiogram rhythm and morphology abnormality detection. J. Med. Imaging Health Inf. 8, 1368–1373. https://doi.org/10.1166/jmihi.2018.2442 (2018).
40. Perez Alday, E. A. et al. Classification of 12-lead ECGs: The PhysioNet—Computing in Cardiology Challenge. https://doi.org/10.13026/F4AB-0814 (2020).

Acknowledgements
This work was supported by the German Ministry for Education and Research (BMBF) as Berlin Big Data Center (01IS14013A) and the Berlin Center for Machine Learning (01IS18037I) and within the Forschungscampus MODAL (project grant 3FO18501).

Author contributions
All authors participated in the conception and design of the study. K.W. implemented and performed the experiments. T.O.F.C. supervised the project and secured the funding. K.W. drafted the manuscript. All authors were involved in its revision. All authors read and approved the final manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to K.W.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021