Abstract

The Skinned Multi-Person Linear (SMPL) model represents human bodies by mapping pose and shape parameters to body meshes. However, not all pose and shape parameter values yield physically-plausible or even realistic body meshes. In other words, SMPL is under-constrained and may yield invalid results.

We propose learning a prior that restricts the SMPL parameters to values that produce realistic poses via adversarial training. We show that our learned prior covers the diversity of the real-data distribution, facilitates optimization for 3D reconstruction from 2D keypoints, and yields better pose estimates when used for regression from images. For all these tasks, it outperforms the state-of-the-art VAE-based approach to constraining the SMPL parameters. The code will be made available at https://github.com/cvlab-epfl/adv_param_pose_prior.

1. Introduction

The SMPL model [17] is now widely used to parameterize body poses and shapes [15, 21]. However, it offers no guarantee to produce realistic human bodies when random values are passed as its inputs. This complicates its usage within an optimization, regression, or generative frameworks, where it is desirable that any sample drawn be plausible.

To mitigate this issue, several approaches have been used. In [2], this is addressed by introducing a Gaussian Mixture Model (GMM) learned on the SMPL pose. Unfortunately, due to its unbounded nature, it still allows poses far away from any training example and potentially unrealistic. In SMPL-X [22], a Variational Autoencoder (VAE) is used instead to learn a low-dimensional representation of the SMPL parameters. This choice was motivated by the ability of VAEs to model the distribution of valid data samples in the latent space as a multivariate Gaussian, which was shown to better approximate the data distribution than classical models, such as GMMs, while also facilitating sampling at test time. In both approaches, the learned prior is then used together with other losses in an optimization-based framework that aims at finding plausible human meshes. Unfortunately, VAEs have drawbacks. First, their learned prior tends to be mean-centered and to discard part of the original data distribution that are far away from it. Furthermore, its Gaussian prior is unbounded, like that of GMMs. Hence, one can also sample latent values far away from any in the training set and produce unrealistic bodies. Adversarial training has been used to bound the parameter prediction of SMPL in regression-based frameworks [5, 11]. However, this requires balancing the adversarial loss with other losses. More importantly, no explicit prior has been learned in such cases, as this training needs to be repeated for each new task.

In short, these approaches make it necessary to balance different losses and do not bound the inputs of the SMPL model. In contrast, we aim at learning a prior, that once learned can be used in an optimization or learning-based frameworks, without the requirement of enforcing constraints on it. In other words, the learned prior should be integrated as part of the SMPL model and the model can be optimized only on the target loss, where the learned prior is not added as an extra constraint. To this end, we learn an explicit prior, that constrains the input of the SMPL model to be realistic poses via adversarial training. This has to be done only once and independently of the target application so that no further adversarial training is needed. Hence, it does not require balancing multiple losses in the downstream tasks.

Furthermore, one can use a bounded distribution, such as
uniform or spherical ones, in the input space of the learned prior, which facilitates plausible sample generation and also its integration in regression frameworks, as by limiting the output of the preceding component that is passed as input to the learned prior, one is always guaranteed to have a plausible human representation. Once trained, our model can be used in many different settings without further retraining as shown in Fig. 1. We introduce GAN-based pose prior learning technique that consistently outperforms the VAE-based state-of-the-art approach for both optimization- and regression-based approaches to human body pose recovery [22]. Also, we make a comparison between different choices of latent spaces, out of which the spherical one brings the most benefit.

2. Related Work

2.1. Body Representation

There have been many attempts at modeling the human body. The earliest ones split the body into several simpler shapes and combine them into a unified model. The introduction of several datasets consisting of diverse body scans [25] has ushered the age of learnable body models. The SMPL body model [17] constitutes one of the most successful and easy-to-use models. It uses a combination of PCA coefficients to model the shape and a regressor that poses the body from the joints angles. Several extensions have since then been proposed. SMPL-H [26] includes a more detailed hand model, thus removing one of the limitations of the original model. More recently, SMPL-X [22], adds facial expressions to the previous models. Instead of using a mesh representation, NASA [4] encodes the human body as a signed distance function. Instead of learning an explicit prior, [24] first predicts the 3D pose and then constrains it using physics-based optimization. This must be done for every video, rather than being a part of a prior integrated into a model. The “LIMP” model [3] has been proposed and evaluated directly on meshes, while we learn a prior for SMPL input parameters. In this paper we focus only on SMPL as it is widely used in the community. Here, we focus on the SMPL model as we are interested in modeling the human body itself, and favor a mesh representation, which inherently provides correspondences across, e.g., video frames.

2.2. SMPL Parameter Estimation

Since the introduction of the SMPL body model, many approaches have aimed to estimate the SMPL parameters given either an image [5,9,11,23], some labels, such as 2D or 3D pose [1,2,22], or body silhouettes [14]. Depending on whether they are optimization- or regression-based, they can be divided into three categories.

Optimization Models. The first category consists of optimizing the SMPL parameters so as to minimize an objective function defined in terms of different pose or image descriptors. Such descriptors can be 2D and/or 3D joint locations [1,2,22], silhouettes [14], or dense correspondences [7]. SMPLify [2] constitutes one of the first such methods. It uses a GMM to model the pose space and optimizes the SMPL parameters so as to match 2D joint loca-
tions. The unboundedness of the GMM prior may result in the optimization producing unrealistic poses. In [22], the GMM is replaced by a VAE to model the pose space distribution. While a VAE can model more complicated distributions than a GMM, it remains unbounded. Furthermore, the mean-centered nature of VAEs makes it cover the original data distribution only partially, because it poorly represents data samples away from its distribution’s means. As we will show later, our approach learns a better and smoother coverage of the data while addressing the unbounded nature of these approaches. In [28], a normalizing flow (NF) is used to model a body prior. The mapping from the latent distribution to the SMPL pose is invertible by construction, which makes it suitable for weakly- or self-supervised optimization. On the other hand, our generative model does not have any constraints on the architecture and the training procedure is less demanding. Moreover, this NF model [28] explores only a Gaussian distribution in the latent space, while our approach is distribution-agnostic, as we show in the experiments.

**Regression Models.** The second category consists of directly regressing the SMPL parameters given an input image. Human Mesh Recovery (HMR) [11] is one of the initial methods that applies such a technique using deep neural networks. Since then it has been used in several other works, such as [5, 9, 23]. These methods minimize an adversarial prior together with other target losses. Therefore, the resulting representation is only usable within the learned model, since no explicit prior is learned. By contrast, we learn an explicit bounded prior, which needs to be trained only once. Then, the weights of this learned prior can be frozen and it can be used in any regression approach by mapping a feature space to the learned prior latent space.

**Combined Models.** The two previous categories are compatible with each other and can be used together. SPIN [13] mixes the two by fine-tuning the regression estimate with an optimization procedure. EFT [10] takes the pretrained regression network of [13] and uses its weights as an implicit body prior. It fine-tunes the weights of the network for every sample in a weakly-annotated dataset to obtain the body parameters. Although we demonstrate our method separately on optimization and regression-based tasks, it can be used in the combined approach, as these models merge the individual components from optimization and regression-based approaches.

### 3. Method

To constrain the SMPL poses we rely on a GAN approach [6]. It involves two competing networks, a generator \( \mathcal{G} \) and a discriminator \( \mathcal{D} \). The generator samples vectors \( z \), known as latent vectors, from a set \( \mathbb{P}_z \subseteq \mathbb{R}^d \) and generates a SMPL pose vector \( \Theta = \mathcal{G}(z) \), which can be passed to the SMPL decoder \( \phi \) to generate a body mesh \( B = \phi((z), \beta) \), where \( \beta \) denotes the SMPL body shape parameters. The task of the discriminator is to distinguish poses generated in this manner from those of a large dataset of poses known to be realistic. By contrast, the generator is trained to produce poses that fool the discriminator. This process is shown in Fig. 1 (A).

**Constraining shape and pose.** Training our models, we leave the SMPL shape parameters \( \beta \) untouched to be able to compare with other models, i.e. VPoser [22], as they only learn a prior for pose. Moreover, the shape part of the model is already data-driven (with PCA). However, the PCA weights for the shape are also unbounded by the model and eliminating this problem is also worth further research. We trained a model in such combined fashion, more information on this can be found in the supplementary material.

#### 3.1. Distribution over Latent Vectors

GAN-based approaches [12, 20, 27] have used several types of distributions from which to draw their latent vectors, including Gaussian, Uniform, and Spherical distributions. To test all three, we learn three different sets of latent vectors:

- **GAN-N:** \( z_N \sim \mathcal{N}(0, \mathcal{I}_d) \subseteq \mathbb{R}^d \) (Normal)
- **GAN-U:** \( z_U \sim \mathcal{U}([-1, 1]^d) \subseteq \mathbb{R}^d \) (Uniform)
- **GAN-S:** \( z_S \sim \mathcal{S} \subseteq \mathbb{R}^d \) (Spherical)

where the spherical vectors are sampled by drawing vectors \( z_N \) from a normal distribution and computing \( z_S := \frac{z_N}{\|z_N\|} \).

The unbounded nature of the Gaussian distribution \( \mathcal{N}(0, \mathcal{I}) \) prevents sampling from rare modes and may make the resulting prior suffer from the same drawbacks as GMMs and VAEs when used in regression tasks. While the Uniform distribution does not have such a limitation, it imposes artificial bounds \([-1, 1]^d\) that do not have a clear meaning in the output pose space. Intuitively, because one can smoothly move from one pose to another, we would rather expect a latent pose space to be continuous, without strict boundaries as the uniform space. The desirable properties of the latent space, such as continuity and boundedness are all inherent to the Spherical distribution. Our experiments show that, in practice, it does indeed tend to perform better than the others.

#### 3.2. Training

We define the generator \( \mathcal{G} \) in our GAN architecture to have the same structure as the decoder of the VAE in VPoser [22]. As for our discriminator \( \mathcal{D} \), we base our structure on that of the HMR approach [11], using \( K + 1 \) discriminators, one for each joint angle and one for the whole set of pose parameters.
As can be seen in Fig. 1 (A), we draw samples from the latent space \( \mathbb{P}_z \) and train the generator to map them to the SMPL pose space. The discriminators are trained to distinguish the SMPL pose vectors \( \Theta \), obtained by a real pose dataset, from the ones produced by the generator \( \hat{\Theta} \). The training loss function, aiming to balance the two opposing goals of the generator and discriminator, can thus be expressed as

\[
\min_{\mathcal{G}} \max_{\mathcal{D}} \mathcal{L}(\mathcal{G}, \mathcal{D}) = \mathbb{E}_x[\log \mathcal{D}(\Theta)] + \mathbb{E}_{z \sim \mathbb{P}_z}[\log(1 - \mathcal{D}(\mathcal{G}(z))].
\]  

When training image-generating GANs, the usual practice is to take the ratio of training steps for \( \mathcal{G} \) and \( \mathcal{D} \) to be 10:1 because the former requires more updates to produce realistic “fake” samples. In our setting the competing models have similar capacities. Hence, using that ratio yields a severe mode collapse. Thus, we update the discriminator \( \mathcal{D} \) \( K \) times for every update of the generator.

We train the model using the common splits of the AMASS dataset [19], following the procedure for VPose in SMPL-X [22]. As AMASS provides SMPL-H parameters [26], the body pose is a bit different from the original SMPL one; it only contains \( K = 21 \) joint angles, with 2 angles from SMPL having been moved to SMPL-H “hands” articulations.

### 3.3. Using the Generator as a Universal Prior

Being trained once, our generative model can be used in many applications. We introduce some of them here and present the results in the following section.

#### Interpolation in Latent Space.

One way to gauge the quality of a latent representation is to check how smooth the interpolation from one latent vector to another is. Ideally, the transition should vary equally in each step from the source to the target samples, rather than most of the transformation occurring in only a few steps. To check this, we randomly select \( N \) samples \( \{B_1^t, ..., B_N^t\} \) from the test set and optimize (similar to the paragraph below) for every body \( B_i^t \) the corresponding latent vector \( z_i^t \) that yields the closest mesh \( \hat{B}_i^t = \phi(G(z_i^t), \beta) \). For each pair of such latent vectors, we construct an interpolation sequence \( \{z_0, z_1, ..., z_T\} \) and \( \{B_0, B_1, ..., B_T\} \) using either linear interpolation

\[
z_i^t = (1 - t/T)z_0^t + t/Tz_T^t
\]  

for GAN-N and GAN-U, or spherical interpolation

\[
z_i^t = \frac{\sin \left((1 - t/T)\theta\right)}{\sin \theta} z_0^t + \frac{\sin \left(t/T\theta\right)}{\sin \theta} z_T^t
\]  

for GAN-S, with \( B_i^t = \phi(G(z_i^t), \beta) \), and \( \theta \) representing the angular distance between two points \( z_0^t \) and \( z_T^t \) on a sphere.

We discuss spherical interpolation (SLERP) in more detail, including the proof of Eq. 3 for high dimensions, in the supplementary material. Ideally, the samples \( B_{t-1} \) and \( B_{t+1} \) should be roughly equidistant from \( B_t \), indicating smooth transitions. The per-vertex mesh distance is computed as follows:

\[
d(B^r_t, B^l_t) = \frac{1}{N_{verts}} \sum_{v=1}^{N_{verts}} \|B^r_v - B^l_v\|_2, \]  

where \( v \) sums over the vertices. The sampling process is depicted in Fig. 1 (B).

#### Optimization from Keypoints.

Given the 2D joint targets \( \mathcal{Y} \) obtained from a monocular observation and assuming neutral SMPL shape parameters \( \beta = 0 \), our goal is to find the SMPL pose parameters \( \hat{\Theta} \) that produce the target \( \mathcal{Y} \) using the SMPL model \( \phi \), which translates from SMPL space \( (\Theta, \beta) \) to the space of body meshes \( B \). Fig. 1 (C) describes the idea. The recovered mesh can be projected to 2D joints using camera parameters, i.e., \( \Pi(\phi(\hat{\Theta}, \beta)) = \mathcal{Y} \), where \( \Pi \) is the camera projection function. To find the optimal SMPL parameters, one can minimize \( L(\Pi(\phi(\hat{\Theta}, \beta)), \mathcal{Y}) \), where \( L \) is a loss function such as the L2 distance between the 2D mesh joints and the corresponding target joints.

To better constrain the pose output by SMPL, we make use of our pose prior. That is, instead of directly optimizing \( \hat{\Theta} \), we optimize a vector \( z \) in the GAN’s latent space and obtain the corresponding \( \hat{\Theta} \) by feeding \( z \) to the generator \( \mathcal{G} \). Altogether, we therefore solve the optimization problem

\[
\min_{z} \|\Pi(\phi(G(z), \beta)) - \mathcal{Y}\|^2_2.
\]  

#### Image-to-Mesh Regression.

Our GAN models can also be used as drop-in priors to improve existing pretrained image-to-mesh algorithms [10,11,13]. To demonstrate this, we start from the model of [10], whose architecture is a Resnet50 model based on the one of [11]. It is pretrained on pseudo ground-truth COCO [16] dataset obtained by [10]. We then inject our model into it as shown in Fig. 1 (D). More specifically, we introduce an additional MLP \( \mathcal{F} \) that maps intermediate features of Resnet50 to a latent vector \( z \) of the pre-trained SMPL prior, which then can be mapped by \( \mathcal{G}(z) \) into the pose vector \( \Theta \) of SMPL. One can then decode pose parameters \( \Theta \) into a human mesh \( B \) using the SMPL model \( \phi \). In turn, \( \mathcal{F} \) can be used in conjunction with the pre-trained SMPL prior \( G \) and the SMPL decoder \( \phi \) to reconstruct a complete body mesh, which can then be compared to the ground-truth targets. We used this process to train only the \( \mathcal{F} \) in an end-to-end setup and obtain the corresponding body mesh \( B \).

### 4. Experiments

We now compare the three versions of our approach to sampling the latent vectors, GAN-N, GAN-U, and GAN-S,
We then repeat this operation for $10k$ bodies randomly sampled from either the training or test set. We report the mean, variance and median of the resulting distances in Table 1. In Fig. 2a, we plot the cumulative distribution $\mathcal{F}(d < \epsilon)$ given the values $d(B^t, B^t')$ for each training sample. Note that all versions of our approach deliver consistently higher values than the VPoser [22], indicating that our models better cover the entire distribution.

In Fig. 3, we show the t-SNE projection [18] of the resulting SMPL $\Theta^*$ pose vectors superposed on the $\Theta^t$ vectors that were used to generate the training examples. All GANs cover the space spanned by the training examples more completely than VPoser, which is consistent with the previous result. In other words, our learned prior can represent more diverse poses than the other ones.

We provide more Recall experiments for various sampling strategies in the supplementary material.

**Precision.** Our approach to computing precision mirrors the one we used for recall. We randomly generate $10k$ latent points $z'$ from every model, and for each sample $B^t = \phi(G(z), \beta)$, with a fixed $\beta$, look in the training or test datasets for the nearest neighbor in terms of the distance given in Eq. 4. If the latent representation only produces poses similar to those seen in training, this distance should be consistently small.

As shown in Fig. 2b, GAN models tend to produce meshes that are far away from the training distribution than the VAE model. This could be interpreted as a failure to produce realistic poses. However, these unseen samples correspond to plausible bodies. They are nothing but the result of semantic interpolation that GANs implicitly learn from the data. In Fig. 4, we show the worst 10 samples based on the distance metric of Eq. 4 and their nearest neighbors from the training set. Note that all of these samples look realistic even though they are far from the closest neighbor in the dataset. This indicates that our generators are able to produce novel samples that were not observed in the training set, however, this is more observed in GAN-S and GAN-U compared to GAN-N, as GAN-N generates samples closer to its mean, hence deviating less to more diverse poses.

### 4.2. Interpolation in Latent Space

To evaluate our model on the first application described in Section 3.3 and in Fig. 1 (b), we randomly select $N = 128$ samples $\{B_1^t, \ldots, B_N^t\}$ from the test set, and, for each pair, we construct the corresponding interpolation sequence $\{z_0^t, z_1^t, \ldots, z_T^t\}$ and $\{B_0^t, B_1^t, \ldots, B_T^t\}$. We use the mean per-vertex position error (Eq. 4) between body meshes $B_i$ and $B_j$ and compute pairwise distances between their body meshes by $\Delta(B_i, B_j)$, which we represent by $\Delta_{ij}$.

The minimal transformation $\Delta_{ij}$ between every consec-

|                   | Train set | Test set |
|-------------------|-----------|----------|
| $\mu \pm \sigma$ | median    | $\mu \pm \sigma$ | median |
| GAN-S (Ours)      | 4.0±1.9   | 6.3±2.6  |
| GAN-U (Ours)      | 3.9±1.9   | 6.2±2.5  |
| GAN-N (Ours)      | 4.0±1.9   | 6.2±2.5  |
| VPoser [22]       | 5.2±3.2   | 6.3±4.0  |

with the VPoser VAE-based approach of SMPL-X [22] and the NF model of [28].

### 4.1. Dataset Coverage

![Figure 2](image2.png)

(a) Recall. “Do real samples live in latent spaces?”

(b) Precision. “How close are fake samples to real?”

Figure 2. Empirical estimation of data coverage of generative models for both Recall (a) and Precision (b). Experiments with data from the Train set are drawn with solid lines, and from the Test set with dashed lines. Higher means better in all charts.

An ideal latent representation should cover the whole space of realistic human poses and nothing else. In other words, it should have good Recall and Precision. By recall, we mean that all samples in the training set should be well approximated by poses our model generates. By precision, we mean that these generated poses should never deviate too far from the training set. While recall indicates how well the generated samples cover the dataset distribution, precision indicates how realistic the generated samples are. We define these metrics as follows.

**Recall.** To evaluate recall, we use our pose generator to produce SMPL poses and take the shape parameters to be a zero vector, which yields a neutral body shape. Hence, for all models we produce a body mesh $B = \phi(G(z), \beta)$ given a sampled latent vector $z$ and a fixed $\beta$. We first generate $6M$ samples from the pose generator of each model. Then, given a ground-truth body $B^t$ from either the training or test set, we select the generated body $B^t = \phi(G(z'), \beta)$ with minimum vertex-to-vertex distance Eq. 4.
Figure 3. t-SNE projections of “real” samples from the training set and of “fakes” generated by GAN-S (a), GAN-U (b), GAN-N (c) and VPoser [22] (d) models.

Figure 4. “Worst” samples according to the precision metric In Figure 2b. For each GAN model we show 10 samples with the largest distance to the first nearest neighbor (1NN) in the training set, ordered from the worst sample on the right. Generated samples themselves are absolutely plausible human bodies, despite being away from training samples. Note that in GAN-S and GAN-U these samples are further away from 1NN compared to GAN-N.

The transformation $\Delta_{ij}$ of every sequence by the expected average transformation $\Delta_{ij}$, yielding $\Delta_{ij}$, which should be 1 in the minimal case. Note, however, that such an ideal case can typically only be achieved by going through physically-impossible poses, for
instance by shrinking the arms to go from a body with arms up to one with arms down. Hence, actual transformations will typically obtain values higher than 1, but a good latent space should nonetheless yield values as constant as possible throughout the entire interpolation steps, indicating a smooth gradual transition.

We illustrate the behavior of different models in Fig. 5, where we average the consecutive interpolation distances $\Delta_{ij}$ across all pairs. The closer the curve is to being horizontal, the smoother is the interpolation. The VPoser [22] curve indicates that interpolation with this model is subject to the code or the weights.

In Table 2, we report the mean, variance and median of the ratios $R_{ij}$ in Table 2. These results confirm our previous conclusions: GAN-S yields the smoothest interpolations, closely followed by GAN-U. In Fig. 6 we show interpolation between two pairs of samples for different models.

We provide more ablation on interpolation experiments in the supplementary material.

### 4.3. Mesh Optimization from 2D Joints

We now turn to the optimization application discussed in Section 3.3 and in Fig. 1 (C). Given the 2D joint locations, the optimal latent vector can be found using an iterative optimization algorithms. In our experiments, we use L-BFGS-B for all models. For GAN-S and GAN-U, we renormalize the estimated $z$ given their input bound at each optimization step. Projecting the 3D body joints to the observed 2D joints on the image via the camera project $\Pi$ requires access to the camera parameters and the body orientations. We obtain them in the same way as in [2].

In Table 3, we report the 3D pose errors (after rigid alignment) obtained by recovering the SMPL parameters $\Theta$ from 2D joints for the H3.6M dataset [8], following Protocol 2. Note that GAN-S again yields the best results for this application, this time closely followed by GAN-N. By contrast, GAN-U yields a higher error, indicating its input bounds makes it less suitable for the optimization-based tasks. To compare against the the NF model [28], we trained a Real-NVP version of it ourselves because we did not have access to the code or the weights.

### 4.4. Image to Mesh Regression

We train the approach to body regression from an image introduced in Section 3.3 and in Fig. 1 (D) for the three versions of our approach and for VPoser [22]. We report accuracy results on test data in Table 4 in terms of 3D pose error of the recovered bodies after Procrustes alignment (P-
Figure 6. Examples of interpolations for different generative models. All GAN models provide smooth (yet semantically very different) interpolations, while VPoser [22] sticks at one pose for most of the path and “jumps” into the ending pose. More examples can be found in the supplementary material.

MPJPE), according to Protocol 2 of [8]. Once again GAN-S performs the best, with GAN-U and GAN-N outperforming VPoser. Our models deliver better accuracy than [10], even though its accuracy is reported for pre-trained models.

4.5. Limitations

Using our GAN priors, the diversity of their learned distributions is limited by their training sets, which might not be diverse enough for downstream tasks. This is, however, similar to any other model that learns a distribution such as VPoser or HMR, which is also limited by its training distribution.

5. Conclusion

In this paper we proposed a simple yet effective prior for SMPL model to bound it to realistic human poses. We show that the learned prior can cover the diversity of the training distribution, while also being capable of generating novel unseen samples. Further, we demonstrate the advantage of learning such a prior in generation, optimization, and regression based frameworks, where the learned prior can be trained once and for all, then used in any downstream task without requiring to balance different losses. Our results show that using a spherical distribution for the learned prior leads to smoother transition in the generated samples from the latent space, while also yielding more accurate results for optimization- and regression-based tasks, indicating this prior is better suited for learning human poses.
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