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1. Introduction

In this work, we develop a new Monte Carlo technique to sample from a given target distribution \(\pi\) on some general state space \((\mathcal{E}, \mathcal{E})\). Our construction is based on Kac’s theorem, which is a fundamental result in Markov chain theory. More precisely, let \(P\) be some Markov kernel leaving \(\pi\) invariant and \(C \in \mathcal{E}\) some measurable set. Moreover, for every \(x \in \mathcal{E}\), let \(P_x\) be the law of the canonical Markov chain \((X_n)_{n \in \mathbb{N}}\) on \((\mathcal{E}, \mathcal{E})\) with kernel \(P\) and such that \(X_0 = x\), and denote by \(E_x\) the corresponding expectation. Under some conditions on \(P\) and \(C\), Kac’s theorem states that for every bounded Borel-measurable function \(h\) on \((\mathcal{E}, \mathcal{E})\), the Lebesgue integral of \(h\) with respect to \(\pi\), denoted by \(\pi(h)\), can be expressed as

\[
\pi(h) = \pi(C) \int \pi_C(dx) E_x \left[ \sum_{k=0}^{\sigma_C-1} h(X_k) \right], \tag{1.1}
\]
where \( \sigma_C = \inf\{k > 0 : X_k \in C\} \) is the first return time to \( C \) and \( \pi_C := \pi(\cdot \cap C)/\pi(C) \) is the (normalized) restriction of \( \pi \) to \( C \) (see Theorem 2.1 below). Here we have assumed that \( \pi(C) > 0 \). A remarkable feature of Kac’s formula is that it characterizes completely \( \pi \) by \( \pi(C), \pi_C \) and \( P \). In particular, there is a large flexibility in the choice of these three elements. In the light of (1.1), a possible strategy for estimating \( \pi(h) \) is to produce i.i.d. draws \( (X_h^i)_{i=1}^N \) from \( \pi_C \) and let each draw \( X_0^i \) initialize a Markov chain \( (X_t^i)_{i \in \mathbb{N}} \) evolving according to \( P \); once the chain returns to \( C \), i.e., after \( \sigma^i_C \) time steps, it is killed and the last state is discarded. By (1.1), the independent Markovian trajectories \( (X^i_k)_{k=0}^{\sigma^i_C-1}, i \in \{1, \ldots, N\} \), produced in this manner can be used to form a consistent estimator \( \sum_{i=1}^N \sum_{k=0}^{\sigma^i_C-1} h(X^i_k)/\sum_{i=1}^N \sigma^i_C \) of \( \pi(h) \). More generally, instead of sampling i.i.d draws from \( \pi_C \), we may generate \( (X_h^i)_{i \in \mathbb{N}} \) by simulating a Markov chain evolving on \( C \) according to some Markov kernel \( Q \) leaving \( \pi_C \) invariant. Then, as before, we let each state \( X_0^i \) initialize a Markovian excursion \( (X^i_k)_{k=0}^{\sigma^i_C-1} \) evolving according to \( P \). After this, the—now dependent—trajectories \( (X^i_k)_{k=0}^{\sigma^i_C-1}, i \in \mathbb{N} \), can be used to form an estimator of \( \pi(h) \) as previously. Now, concatenate the produced trajectories into a single sequence and denote by \( Y_n \) the \( (n + 1) \)th element of this sequence (or, formally, for every \( n \in \mathbb{N} \), let \( i(n) := \sup\{i \in \mathbb{N} : \sum_{k=0}^{i(n)} \sigma^i_C \leq n\} \), \( k(n) := n - \sum_{i=1}^{i(n)} \sigma^i_C \) and set \( Y_n := X^i(k(n)) \). The resulting process \( (Y_n)_{n \in \mathbb{N}} \), which we will refer to as the Kick-Kac teleportation (KKT) process and define carefully in Section 3, is non-Markovian and evolves by moving—or, teleporting—across \( C \) according to \( Q \) and excursing the space outside \( C \) according to \( P \). After each \( Q \) transition, an excursion according to \( P \) is initiated; once the excursion returns to \( C \), its last state is discarded, and a new teleportative move according to \( Q \), picking up the end state of the previous teleportation, takes place, generating the new state of the process. When the density of \( \pi \) is known up to a normalizing constant, so is the density of \( \pi_C \), which provides a variety of possible choices of \( Q \), including the plethora of Markov chain Monte Carlo (MCMC) kernels, such as those of Metropolis–Hastings (MH) type [23, 13, 33]. Moreover, with an appropriate choice of \( C \), rejection sampling can be implemented to generate i.i.d. draws from \( \pi_C \); in that case, \( Q(x, \cdot) = \pi_C \) for all \( x \in C \), yielding a process lacking long-term memory.

The KKT sampling method that we propose has particular relevance to target distributions with multiple, isolated modes. Standard MCMC methods, such as the random-walk Metropolis (RWM) algorithm, the Metropolis-adjusted Langevin algorithm (MALA) [31] or the Hamiltonian Monte Carlo (HMC) method [28], generally exhibit poor performance when applied to such models due to difficulties in crossing low-probability barriers. Still, since such models arise in many applications [18, 10, 16], plenty of variations on the MCMC technology have been proposed to address this issue. The literature on this topic is extensive, why we here only provide a brief introduction to place our work into a context. A first family of methods is based on tempering strategies [12, 25, 27] and a second one on optimization methods trying first to identify the modes of the target distribution before applying adaptive MCMC techniques [1, 19]. Finally, exploratory schemes have been suggested in [36, 4]. In contrast to these works, our methodology belongs to a class of ‘resurrected’ or ‘regenerative’ processes, which return to a certain part of the state space once being killed [14, 15, 26]. In many cases, these processes have been
constructed with the aim of coupling from the past and perfect simulation [29, 11]. Among existing methods, we found that the hybrid kernel approach introduced in [6] is the one that is most closely related to the KKT sampler proposed by us, and a detailed comparison is given in Section 4.2 below. Using regeneration strategies for designing efficient Monte Carlo samplers is still the subject of active research; see [17, 20, 35] for some recent work in this direction. In the case where \( \pi \) is multi-modal, the KKT process provides, especially in its most general form—the general KKT process—, a very generic framework. Using the teleportation-based sampling procedure described above, multi-modality can be straightforwardly handled by letting \( \mathcal{C} \) be a low-probability region surrounding the modes of the target and \( P \) some MCMC kernel used to explore locally the modes. For instance, \( \mathcal{C} \) can be defined as a level set of the target density (up to a constant of proportionality). Parameterized appropriately, the KKT process can be made to transit with ease across regions of the state space where the ergodic properties of the kernel \( P \) are poor, de-correlating significantly the produced samples. However, although we provide, in Section 5, a couple of numerical examples that well illustrate the potential of the proposed sampling methodology, a more far-reaching exploration of different ways of designing the set \( \mathcal{C} \) and the kernel \( Q \) is beyond the scope of the present paper and left as future research.

In the present paper, which provides a basis for further methodological innovation, we

- provide, under mild assumptions, a novel and concise proof of Kac’s theorem (1.1) as well as a generalized version of the same identity where \( \pi_{\mathcal{C}} \) is replaced by a general probability distribution \( \tilde{\pi} \) on \((\mathcal{E}, \mathcal{E})\) such that \( \tilde{\pi} \) is absolutely continuous with respect to \( \pi \) with a \( \pi \)-a.s. bounded density \( d\tilde{\pi}/d\pi \). These results are of independent interest.
- use Kac’s theorem to construct an increasingly general KKT process framework and provide a rigorous analysis of its theoretical properties.
- show that our methodology extends the classical MCMC framework in the sense that the general KKT process covers the MH algorithm as a special case.
- illustrate, in a simulation study, the potential of the proposed KKT sampler.

**Outline of the paper and the results**

As a preparation for coming developments, we first provide, in Section 2, our new proof of Kac’s theorem (1.1) under the mild assumption that \( \mathcal{C} \) is \( \pi \)-accessible (Theorem 2.1). Moreover, as established by Corollary 2.6, in the case where \( \pi \) is the unique invariant distribution of \( P \), Kac’s theorem holds true for any set \( \mathcal{C} \in \mathcal{E} \) such that \( \pi(\mathcal{C}) > 0 \).

In the first part of Section 3 we examine the KKT process in the memoryless case where \( Q(x, \cdot) = \pi_{\mathcal{C}} \) for all \( x \in \mathcal{C} \). In this case, the KKT process \( (Y_n)_{n \in \mathbb{N}} \) is a Markov chain, and we establish that it allows the target \( \pi \) of interest as an invariant distribution. In addition, we provide necessary and sufficient conditions for the process to be \( \pi \)-reversible (Proposition 3.1), conditions that are not satisfied in general.

In the second part of Section 3 we turn to a general \( Q \) leaving \( \pi_{\mathcal{C}} \) invariant,
and define the KKT process \((Y_n)_{n \in \mathbb{N}}\) via an additional, auxiliary \(C\)-valued process \((Z_n)_{n \in \mathbb{N}}\) defining the states of \((Y_n)_{n \in \mathbb{N}}\) inside \(C\). In this construction (which is detailed in Algorithm 2), the bivariate process \((Y_n, Z_n)_{n \in \mathbb{N}}\) is a Markov chain on the extended state space \(\mathbb{E} \times C\) with invariant probability measure \(\hat{\pi}\) admitting \(\pi\) as a marginal with respect to the first argument (Proposition 3.2). Moreover, if \(\pi\) and \(\pi_C\) are the unique invariant probability measures for \(P\) and \(Q\), respectively, then \(\hat{\pi}\) is the unique invariant probability measure for the process \((Y_n, Z_n)_{n \in \mathbb{N}}\) (Proposition 3.3). Then, under the assumption that \(\hat{\pi}\) is the unique invariant probability measure, we show that \((Y_n, Z_n)_{n \in \mathbb{N}}\) satisfies a law of large numbers with respect to \(\hat{\pi}\) if and only if the durations of the excursions from \(C\) are a.s. finite and \(Q\) satisfies a law of large numbers (Theorem 3.4).

In order to complete the analysis of the KKT process, we also show that \((Y_n, Z_n)_{n \in \mathbb{N}}\) is geometrically ergodic (with respect to \(\hat{\pi}\)) if \(Q\) is geometrically ergodic (with respect to \(\pi_C\)) and \(P\) exhibits geometric drift toward \(C\) (Theorem 3.8). We show that the latter automatically holds in the special case where the complement of \(C\) is compact and \(P\) is either an MH or a Feller kernel. Importantly, \(P\) is not required to be geometrically ergodic, which supports the idea underpinning the construction, namely that the mixing of a Markov chain evolving according to \(P\) can be drastically improved by changing the dynamics of the chain in regions of bad mixing.

In Section 4, we present the generalization of Kac’s theorem described above (Proposition 4.1) and use this result to construct a general KKT process which can be shown to cover the classical MH algorithm as well as the hybrid kernel of [6] as special cases.

The proposed sampling technology is illustrated numerically in Section 5, where the KKT sampler is benchmarked successfully against some existing advanced MCMC algorithms.

Finally, to facilitate reading, the notation used in this paper is collected in Appendix A and some technical results and proofs are postponed to Appendix B.

2. Kac’s formula

As explained above, the teleportation process introduced in Section 3 is based on Kac’s theorem. Due to its importance to the construction of the teleportation process, we restate, after the introduction of adequate notation, this result and provide general assumptions under which the theorem holds true. In addition, we provide an effective and, up to our knowledge, novel proof.

Let \((\mathbb{E}, \mathcal{E})\) be some measurable space and denote by \(M(\mathcal{E})\) and \(M_1(\mathcal{E})\) the sets of \(\sigma\)-finite nonnegative measures and probability measures, respectively, on \((\mathbb{E}, \mathcal{E})\). In addition, we denote by \(F_b(\mathcal{E})\) and \(F_+(\mathcal{E})\) the sets of bounded and nonnegative \(\mathbb{E}/\mathcal{B}(\mathbb{R})\)-measurable functions, respectively. Furthermore, let \((\mathbb{E}^\mathbb{N}, \mathcal{E}^\otimes \mathbb{N})\) be the associated canonical space and denote by \((X_n)_{n \in \mathbb{N}}\) the corresponding coordinate process. For every initial distribution \(\mu \in M_1(\mathcal{E})\) and Markov kernel \(P\) on \(\mathbb{E} \times \mathcal{E}\) we let \(\mathbb{P}_\mu\) be the probability measure on \((\mathbb{E}^\mathbb{N}, \mathcal{E}^\otimes \mathbb{N})\) induced by \(P\) and \(\mu\) and denote by \(\mathbb{E}_\mu\) the corresponding expectation. As usual, the shift operator is the transformation on \(\mathbb{E}^\mathbb{N}\) given by \(\theta : (\omega_1, \omega_2, \ldots) \mapsto (\omega_2, \omega_3, \ldots)\). If \(\pi\) is an invariant probability measure
for $P$, i.e. $\pi P = \pi$, then by the Markov property, for every $A \in \mathcal{E}^\otimes \mathbb{N}$,

$$E_\pi[\mathbb{1}_A \circ \theta] = E_\pi[\mathbb{1}_A], \tag{2.1}$$

which implies that $P_\pi \circ \theta^{-1} = P_\pi$; in other words, $(E^N, \mathcal{E}^\otimes \mathbb{N}, P_\pi, \theta)$ is a measure-preserving dynamical system. Moreover, for every $C \in \mathcal{E}$ we define recursively

$$\sigma_C^k := \inf\{k > \sigma_C^{k-1} : X_k \in C\}, \quad k \in \mathbb{N}^*, \tag{2.2}$$

with $\sigma_C^0 := 0$. Note that $\sigma_C := \sigma_C^1$ is the return time to the set $C$. In the following we say that $C \in \mathcal{E}$ is $\pi$-accessible if $\sigma_C^k < \infty$ for $\pi$-almost all $x \in E$. Moreover, we simply say that $C$ is accessible if $\sigma_C^k < \infty > 0$ for all $x \in \mathcal{E}$.

We have now all the notation required for the statement of Kac’s theorem.

**Theorem 2.1** (Kac’s theorem). Let $P$ be a Markov kernel on $E \times \mathcal{E}$ with invariant probability measure $\pi$. Then for every $\pi$-accessible set $C \in \mathcal{E}$ it holds that

$$\pi = \pi^0_C = \pi^1_C, \tag{2.3}$$

where the measures $\pi^0_C$ and $\pi^1_C$ are defined by, for $f \in F_+(\mathcal{E})$,

$$\pi^0_C(f) := \int_C \pi(dx) E_x \left[ \sum_{k=0}^{\sigma_C-1} f(X_k) \right], \quad \pi^1_C(f) := \int_C \pi(dx) E_x \left[ \sum_{k=1}^{\sigma_C} f(X_k) \right]. \tag{2.4}$$

Even though the conclusion of Theorem 2.1 is the same as that of [24, Theorem 10.4.9], these results are obtained under different assumptions. Indeed, [24, Theorem 10.4.9] requires the Markov kernel $P$ to be recurrent and irreducible, properties that are not assumed in Theorem 2.1. It can also be noted that [8, Theorem 3.6.5] provides another statement of Kac’s theorem which is expressed in terms of subinvariant measures (instead of invariant probability measures). Consequently, in [8], the identity (2.3) holds under the assumptions that (i) $C$ is $\pi$-accessible and (ii) $P_\pi(\sigma_C < \infty) = 1$ for $\pi$-almost all $x \in C$, whereas, as we will see in Lemma 2.2 below, it turns out that that (ii) is already implied by (i) in the particular case of invariant probability measures. This allows the proof of (2.3) to be neatly simplified.

We provide here an intermediate result which will be used in the proof of Theorem 2.1.

**Lemma 2.2.** Let $P$ be a Markov kernel on $E \times \mathcal{E}$ with invariant probability measure $\pi$. Then $C \in \mathcal{E}$ is $\pi$-accessible if and only if $P_\pi(\sigma_C < \infty) = 1$ for $\pi$-almost all $x \in \mathcal{E}$.

**Proof.** Assume that $C$ is $\pi$-accessible and set $A := \{ \sigma_C < \infty \} \subset \{ \sigma_C < \infty \}$. Since $\{ \sigma_C \circ \theta < \infty \} \subset \{ \sigma_C < \infty \}$, it holds that $\mathbb{1}_A \circ \theta \leq \mathbb{1}_A$. Combining this with (2.1) yields $\mathbb{1}_A \circ \theta = \mathbb{1}_A$, $P_\pi$-a.s., i.e., $\mathbb{1}_A$ is $P_\pi$-a.s. an invariant random variable for the dynamical system $(E^N, \mathcal{E}^\otimes \mathbb{N}, P_\pi, \theta)$. By [24, Theorem 17.1.1], $P_{X_0}(A) = \mathbb{1}_A$, $P_\pi$-a.s. Since $C$ is $\pi$-accessible by assumption, it holds that $P_\pi(A) > 0$ for $\pi$-almost all $x \in E$; thus, we obtain

$$1 = \int E_\pi[\mathbb{1}_{\{P_\pi(A) > 0\}}] = P_\pi(P_{X_0}(A) > 0) = P_\pi(\mathbb{1}_A > 0) = P_\pi(A) = P_\pi(\sigma_C < \infty).$$

Consequently,

$$0 = 1 - P_\pi(\sigma_C < \infty) = \int E_\pi(1 - P_\pi(\sigma_C < \infty)).$$
from which we finally conclude that \( P_x(\sigma_C < \infty) = 1 \) for \( \pi \)-almost all \( x \in E \). The converse is obvious.

**Proof of Theorem 2.1.** By the last-exit decomposition and the Markov property we have for all \( f \in F_+(E) \cap F_0(E) \) and \( n \in \mathbb{N}^* \),

\[
\pi(f) = \sum_{\ell=1}^{n} \mathbb{E}_x \left[ f(X_n) \mathbb{1}_C(X_{\ell}) \prod_{k=\ell+1}^{n} \mathbb{1}_C(X_k) \right] + \mathbb{E}_x[f(X_n)\mathbb{1}_{\{\sigma_C > n\}}]
\]

\[
= \sum_{\ell=1}^{n} \mathbb{E}_x \mathbb{1}_C(X_{\ell}) \mathbb{E}_{X_{\ell}} \left[ f(X_{n-\ell}) \prod_{k=1}^{n-\ell} \mathbb{1}_C(X_k) \right] + \mathbb{E}_x[f(X_n)\mathbb{1}_{\{\sigma_C > n\}}].
\]

Noting that \( \pi \) is invariant and setting \( k = n - \ell \), we get

\[
\pi(f) = \sum_{k=0}^{n-1} \int_C \pi(dx) \mathbb{E}_x[f(X_k)\mathbb{1}_{\{\sigma_C > k\}}] + \mathbb{E}_x[f(X_n)\mathbb{1}_{\{\sigma_C > n\}}]
\]

\[
= \int_C \pi(dx) \mathbb{E}_x \left[ \sum_{k=0}^{(n-1)\wedge(\sigma_C-1)} f(X_k) \right] + \mathbb{E}_x[f(X_n)\mathbb{1}_{\{\sigma_C > n\}}]. \quad (2.5)
\]

We now let \( n \to \infty \) in (2.5). Since \( f \) is bounded and \( P_\pi(\sigma_C = \infty) = 0 \) by Lemma 2.2, the dominated convergence theorem implies that the second term on the right-hand side of (2.5) tends to zero. Moreover, by applying the monotone convergence theorem to the first term, we obtain that \( \pi = \pi_C^\circ \). Finally, this implies the last equality of (2.3), since by the Markov property, \( \pi_C^\circ = \pi_0^B P = \pi P = \pi \). \( \square \)

**Remark 2.3.** If \( C \in E \) is arbitrary (and not necessarily \( \pi \)-accessible), then by (2.5),

\[
\pi(f) \geq \int_C \pi(dx) \mathbb{E}_x \left[ \sum_{k=0}^{(n-1)\wedge(\sigma_C-1)} f(X_k) \right] \text{ for every } f \in F_+(E).
\]

Thus, the monotone convergence theorem implies that

\[
\pi(f) \geq \lim_{n \to \infty} \int_C \pi(dx) \mathbb{E}_x \left[ \sum_{k=0}^{(n-1)\wedge(\sigma_C-1)} f(X_k) \right] = \int_C \pi(dx) \mathbb{E}_x \left[ \sum_{k=0}^{\sigma_C-1} f(X_k) \right].
\]

**Remark 2.4.** If \( C \in E \) is \( \pi \)-accessible, then Theorem 2.1 implies that \( \pi(C) > 0 \); indeed, otherwise \( \pi_C^\circ \), and hence \( \pi \), would be the null measure, which is not possible.

To apply Theorem 2.1, we need to check that \( C \) is \( \pi \)-accessible. If the Markov kernel \( P \) has a unique invariant probability measure \( \pi \), it turns out that this condition can be simplified.

**Lemma 2.5.** Let \( P \) be a Markov kernel on \( E \times E \) with a unique invariant probability measure \( \pi \). Then every set \( C \in E \) such that \( \pi(C) > 0 \) is \( \pi \)-accessible.

Before proving Lemma 2.5, we combine it with Theorem 2.1 to obtain the following corollary, which allows Kac’s theorem to be applied to every set \( C \in E \) such that \( \pi(C) > 0 \).

**Corollary 2.6.** Let \( P \) be a Markov kernel on \( E \times E \) with a unique invariant probability measure \( \pi \). Then for all \( C \in E \) such that \( \pi(C) > 0 \), \( \pi = \pi_0^B = \pi_1^C \), where the measures \( \pi_0^C \) and \( \pi_1^C \) are defined in (2.4).
Proof of Lemma 2.5. Let $C \in \mathcal{E}$ be such that $\pi(C) > 0$. Since $P$ has a unique invariant probability measure, [8, Theorem 5.2.6] implies that the associated dynamical system is ergodic. Therefore, by the Birkhoff ergodic theorem,

$$\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} 1_{C}(X_k) = \pi(C) > 0, \quad \mathbb{P}_\pi\text{-a.s.}$$

Thus, $\mathbb{P}_\pi(\sigma_C < \infty) = 1$, implying that $\mathbb{P}_x(\sigma_C < \infty) = 1 > 0$ for $\pi$-almost all $x \in \mathcal{E}$. This shows that $C$ is $\pi$-accessible. \hfill \Box

3. The Kick-Kac teleportation process

Given $\pi \in \mathcal{M}_1(\mathcal{E})$, we will now use Kac’s theorem (Theorem 2.1) to construct a stochastic process targeting $\pi$. In the following we let $P$ be some $\pi$-invariant Markov kernel on $\mathcal{E} \times \mathcal{E}$; this kernel will be referred to as the base kernel.

3.1. The memoryless Kick-Kac teleportation process

As we saw in the previous section, the following assumption guarantees that Kac’s theorem (Theorem 2.1) applies.

(A1) The Markov kernel $P$ allows an invariant probability measure $\pi$ such that $C$ is $\pi$-accessible.

As shown by Lemma 2.5, (A1) is satisfied if $\pi$ is the unique invariant probability measure of $P$ and $\pi(C) > 0$.

Under (A1), the probability measure

$$\pi_C : \mathcal{E} \ni A \mapsto \pi(A \cap C)/\pi(C)$$

is well defined in the light of Remark 2.4 and provides the conditional probabilities of $\pi$ given $C$. Note that (2.3)–(2.4) express the invariant probability measure $\pi$ in terms of its restriction to the set $C$ only. This remarkable fact is underpinning the construction of the memoryless Kick-Kac teleportation (KKT) process, whose evolution is described by Algorithm 1. In words, the memoryless KKT process evolves by proposing a candidate according to the Markov kernel $P$. If the candidate falls into the region $C$, it is discarded and the next state is drawn exactly from $\pi_C$, independently of the past (in this sense, the process is memoryless); otherwise, if the candidate falls outside $C$, it is accepted as the new state of the process.

Of course, the construction requires the set $C$ to be chosen in such a way that exact sampling from $\pi_C$ is feasible. A natural approach is based on the accept-reject algorithm. More precisely, assume that the probability measure $\pi$ is absolutely continuous with respect to some $\sigma$-finite measure $\nu$ and denote by $p_\pi$ a version of its Radon–Nikodym derivative with respect to $\nu$. In addition, let $q : \mathcal{E} \to \mathbb{R}_+$ be another probability density function with respect to $\nu$, serving as instrumental density, and assume that $C \subset \{x \in \mathcal{E} : p_\pi(x) \leq \epsilon q(x)\}$. Then, as $\pi_C$ admits a density proportional to $1_C p_\pi$ with respect to $\nu$ and $1_C(x) p_\pi(x) \leq \epsilon q(x)$ for every $x \in \mathcal{E}$, the accept-reject method can be applied to obtain i.i.d. samples from $\pi_C$. 

/Boost your favorite MCMC sampler using Kac’s theorem: the KKT algorithm
Algorithm 1 The memoryless Kick-Kac teleportation process

1: Initialization: draw $Y_0$
2: for $k \leftarrow 1$ to $n$ do
3: \hspace{1em} draw $Y_k \sim P(Y_{k-1}, \cdot)$
4: \hspace{1em} if $Y_k \notin \mathcal{C}$ then
5: \hspace{2em} set $Y_k \leftarrow Y_k^*$
6: \hspace{1em} else
7: \hspace{2em} draw $Y_k \sim \pi_{\mathcal{C}}$
8: \hspace{1em} end if
9: \hspace{1em} end for

provided that the ratio $\mathbb{1}\mathcal{C}(x)p_{\pi}(x)/[\epsilon q(x)]$ is computable for all $x \in \mathcal{E}$ such that $q(x) > 0$.

The Markov transition kernel $S$ on $\mathcal{E} \times \mathcal{E}$ associated with the Markov chain \((Y_n)_{n \in \mathbb{N}}\) is given by

$$Sh(y) := \int_{\mathcal{C}} P(y, dy') h(y') + P(y, C)\pi_{\mathcal{C}}(h), \quad (y, h) \in \mathcal{E} \times \mathbb{F}_+(\mathcal{E}).$$

Since $\pi$ is invariant for $P$, it holds that

$$\pi Sh = \pi P(\mathbb{1}\mathcal{C}, h) + \pi P(C)\pi_{\mathcal{C}}(h) = \pi(\mathbb{1}\mathcal{C}, h) + \pi(C)h = \pi(h),$$

which means that $\pi$ is also invariant for $S$ (some kernel notation, such as $Sh$ and $\pi S$ above, that will be used in the rest of the paper is provided in Appendix A).

We now address the $\pi$-reversibility of $S$. In the following, we let $\pi \otimes P$ be the probability measure in $\mathbb{M}_1(\mathcal{E}^{\otimes 2})$ defined by $\pi \otimes P(A) := \int \mathbb{1}_A(x, y) \pi(dx) P(x, dy)$, $A \in \mathcal{E}^{\otimes 2}$. Note that with this notation, $P$ is reversible with respect to $\pi$ if and only if for every $A \in \mathcal{E}$ and $B \in \mathcal{E}$, $\pi \otimes P(A \times B) = \pi \otimes P(B \times A)$. In addition, for any given $D \in \mathcal{E}$, let $\mathcal{E}_D := \{D \cap A : A \in \mathcal{E}\}$ be the trace $\sigma$-field of $\mathcal{E}$ on $D$ and denote, for any measure $\nu \in \mathbb{M}_1(\mathcal{E})$, by $\nu|_D$ the restriction of $\nu$ to $\mathcal{E}_D$.

Proposition 3.1. Assume (A1) and that $\mathcal{E}_\mathcal{C}$ is countably generated. Then $S$ is $\pi$-reversible if and only if the following two conditions are satisfied.

(a) For every $A \in \mathcal{E}_\mathcal{C}^{\otimes 2}$,

$$\iint \mathbb{1}_A(x, y) \pi(dx, dy) P(x, dy) = \iint \mathbb{1}_A(y, x) \pi(dx) P(x, dy).$$

(b) There exists $\mu \in \mathbb{M}(\mathcal{E}_\mathcal{C})$ such that $P(y, \cdot)|_{\mathcal{C}} = \mu$ for $\pi$-almost all $y \in \mathcal{C}$.

The proof of Proposition 3.1 is given in Appendix B.1.

In the light of Proposition 3.1, we may expect $S$ to be non-reversible in general; indeed, even if $P$ is $\pi$-reversible (implying (a)), condition (b) will typically not be satisfied. Some classes of MCMC methods based on non-reversible kernels have been shown to exhibit favorable convergence properties compared to standard reversible methods. For instance, [7] carries through a detailed study of a particular type of lifted Markov chains, and shows theoretically and numerically that this class of MCMC algorithms provides better accuracy than standard reversible ones. In addition, by extending results in [34], [2] establishes that non-reversible MCMC algorithms most often lead to improved asymptotic variance in the case where a
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central limit theorem holds. However, whereas the non-reversibility of the memoryless KKT algorithm is encouraging, the requirement of exact sampling from $\pi_C$ may limit the choice of the set $C$. In the next section we will show how this drawback can be circumvented by including an additional Markov transition kernel into the construction.

3.2. The Kick-Kac teleportation process

To avoid exact sampling from the conditional probability measure $\pi_C$ defined by (3.1), we now provide an alternative to the memoryless KKT process. The process that we will construct includes another level of transitions according to some Markov kernel $Q$ on $C \times E_C$ which will be referred to as the teleportation kernel and will be supposed to satisfy the following condition.

(A2) The Markov transition kernel $Q$ on $C \times E_C$ allows $\pi_C$ as invariant probability measure.

The output $(Y_k)_{k \in \mathbb{N}}$ of Algorithm 2, in which the exact sampling from $\pi_C$ in Algorithm 1 is replaced by Markovian moves according to $Q$, will be referred to as the Kick-Kack teleportation (KKT) process in the sequel. In Algorithm 2, a candidate is proposed according to the kernel $P$. If it falls outside $C$, the candidate is accepted as the new state of the process. On the other hand, if the candidate falls into the critical region $C$, it is discarded, and a new state of the process is generated through a transition according to $Q$, starting off from the last state in $C$ in the past history of the process. In the case where $C$ is a region where the ergodic behavior of $P$ is poor, the KKT process simply replaces transitions according to $P$ across $C$ by transitions according to the kernel $Q$, which is tailor-made to target efficiently $\pi_C$.

Algorithm 2 The Kick-Kac teleportation (KKT) process

1: Initialization: draw $(Y_0, Z_0)$
2: for $k \leftarrow 1$ to $n$ do
3: \quad $\ast Y_k \sim P(Y_{k-1}, \cdot)$
4: \quad if $Y_k^\ast \notin C$ then
5: \quad \quad set $(Y_k, Z_k) \leftarrow (Y_k^\ast, Z_{k-1})$
6: \quad else
7: \quad \quad draw $Z_k \sim Q(Z_{k-1}, \cdot)$ and set $Y_k \leftarrow Z_k$
8: end if
9: end for

While $(Y_k)_{k \in \mathbb{N}}$ is not a Markov chain in general, so is $(Y_k, Z_k)_{k \in \mathbb{N}}$. It is easily seen that the Markov transition kernel of the latter bivariate process is given by

$$Rh(y, z) := \int_C P(y, dy') h(y', z) + P(y, C) \int_C Q(z, dz') h(z', z'), \quad (3.2)$$

for $(y, z) \in E \times C$ and $h \in F_+(E \otimes \mathcal{L}_C)$. We now provide an expression of an invariant probability measure of $R$ which allows $\pi$ as a marginal. This constitutes a first step towards justifying theoretically that the KKT process can be used for producing approximate draws from $\pi$. 
From now on, we will deal simultaneously with several Markov kernels. Thus, we will specify the notation $\mathbb{P}_\mu$ to avoid ambiguities. More precisely, for a given measurable space $(\mathcal{F}, \mathcal{F})$, Markov kernel $K$ on $\mathcal{F} \times \mathcal{F}$ and initial distribution $\mu \in \mathcal{M}_1(\mathcal{F})$ we denote by $\mathbb{P}^K_\mu$ the probability measure on $(\mathcal{F}^\mathbb{N}, \mathcal{F}^\otimes \mathbb{N})$ induced by $K$ and $\mu$. The associated expectation operator is denoted $\mathbb{E}^K_\mu$. If $x \in \mathcal{F}$ and $\mu = \delta_x$, we write $\mathbb{P}^K_x$ and $\mathbb{E}^K_x$ instead of $\mathbb{P}^K_{\delta_x}$ and $\mathbb{E}^K_{\delta_x}$, respectively. Now, define the probability measure

$$
\hat{\pi}(h) := \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=0}^{\sigma_c-1} h(X_k, x) \right], \quad h \in F_+ (\mathcal{E} \otimes \mathcal{E}_C).
$$

(3.3)

The following key result justifies theoretically the use of the KKT process for targeting $\pi$.

**Proposition 3.2.** Assume $(A1)$. Then, $\pi$ is the marginal of $\hat{\pi}$ with respect to the first component. Moreover, if also $(A2)$ holds, then $\hat{\pi}$ is an invariant probability measure for $R$.

**Proof.** Under $(A1)$, Theorem 2.1 applies to $\pi$. Thus, for every $A \in \mathcal{E}$,

$$
\hat{\pi}(A \times C) = \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=0}^{\sigma_c-1} \mathbb{1}_A(X_k) \right] = \pi(A),
$$

which establishes the first claim of the proposition.

We turn to the second claim. Under $(A1)$, Lemma 2.2 shows that $\mathbb{P}^P_x(\sigma_c < \infty) = 1$ for $\pi$-almost all $x \in \mathcal{E}$. This fundamental property will be used in several parts of the proof. By the very definitions of $\hat{\pi}$ and $R$, for every $h \in F_+ (\mathcal{E} \otimes \mathcal{E}_C)$,

$$
\hat{\pi}Rh = \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=0}^{\sigma_c-1} Rh(X_k, x) \right] = A + B,
$$

(3.4)

where

$$
A := \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=0}^{\sigma_c-1} \int_{\mathcal{C}} P(X_k, dy) h(y, x) \right],
$$

$$
B := \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=0}^{\sigma_c-1} P(X_k, C) \right] \int_{\mathcal{C}} Q(x, dz) h(z, z).
$$

Using the Markov property (in combination with Tonelli’s theorem), we may write

$$
A = \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \mathbb{E}^P_x [h(X_1, x) | \mathcal{C} (X_1)] + \sum_{k=1}^{\infty} \mathbb{1}_{\{\sigma_c > k\}} \mathbb{E}^P_{X_k} [h(X_1, x) | \mathcal{C} (X_1)] \right]
$$

$$
= \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ h(X_1, x) \mathbb{1}_{\mathcal{C} (X_1)} + \sum_{k=1}^{\infty} \mathbb{E}^P_X [h(X_{k+1}, x) \mathbb{1}_{\{\sigma_c > k\}} \mathcal{C} (X_{k+1}) | \mathcal{G}_k] \right]
$$

$$
= \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ h(X_1, x) \mathbb{1}_{\mathcal{C} (X_1)} + \sum_{k=2}^{\sigma_c} h(X_k, x) \mathbb{1}_{\mathcal{C} (X_k)} \right]
$$

$$
= \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=1}^{\sigma_c} \mathbb{1}_{\mathcal{C} (X_k)} h(X_k, x) \right] = \int_{\mathcal{C}} \pi(dx) \mathbb{E}^P_x \left[ \sum_{k=1}^{\sigma_c-1} h(X_k, x) \right],
$$

as claimed.
where for any $k \in \mathbb{N}^*$, $\mathcal{G}_k = \sigma(X_1, \ldots, X_k)$ and the last equality follows as $\mathbb{1}_C(X_k) = 1$ for all $k \in \{1, \ldots, \sigma - 1\}$ and $\mathbb{1}_C(X_{\sigma c}) = 0$ on the set $\{\sigma c < \infty\}$ (having $P_x^\sigma$-probability one for $\pi$-almost all $x \in \mathcal{E}$). Similarly, using again the Markov property,

$$B = \int_{\mathcal{E}} \pi(dx) \mathbb{E}_x^P \left[ \sum_{k=0}^{\sigma c - 1} \mathbb{1}_C(X_{k+1}) \right] \int_{\mathcal{E}} Q(x, dz) h(z, z)$$

$$= \int_{\mathcal{E}} \pi(dx) \mathbb{E}_x^P \left[ \sum_{k=1}^{\sigma c} \mathbb{1}_C(X_k) \right] \int_{\mathcal{E}} Q(x, dz) h(z, z)$$

$$= \int_{\mathcal{E}} \pi(dx) \int_{\mathcal{E}} Q(x, dz) h(z, z),$$

where the last equality follows since $\mathbb{1}_C(X_k) = 0$ for all $k \in \{1, \ldots, \sigma c - 1\}$ and $\mathbb{1}_C(X_{\sigma c}) = 1$ on $\{\sigma c < \infty\}$. Therefore, (A2) implies that $B = \int_{\mathcal{E}} \pi(dx) h(z, z)$. Plugging the obtained expressions of $A$ and $B$ into (3.4) yields

$$\tilde{\pi}Rh = \int_{\mathcal{E}} \pi(dx) \mathbb{E}_x^P \left[ \sum_{k=0}^{\sigma c - 1} h(X_k, x) \right] = \tilde{\pi}(h),$$

showing that $\tilde{\pi}$ is invariant for $R$. \hfill \Box

### 3.3. A law of large numbers for the KKT process

In order to establish that $(Y_k, Z_k)_{k \in \mathbb{N}}$, evolving according to the Markov kernel $R$, satisfies a law of large numbers, we will first find conditions under which $R$ admits a unique invariant probability measure. In that case, [8, Theorem 5.2.6] guarantees that the associated dynamical system is ergodic and that Birkhoff’s theorem applies.

**Proposition 3.3.** Assume (A1) and (A2). In addition, suppose that $\pi_C$ and $\pi$ are the unique invariant probability measures for $Q$ and $P$, respectively. Then $\pi$ is the unique invariant probability measure for $R$.

**Proof.** By Proposition 3.2, $\tilde{\pi}$ is an invariant probability measure for $R$. We show by contradiction that it is the unique invariant probability measure for $R$. First, assume that if $\mu$ is an other invariant probability measure for $R$, then there exists $c > 0$ such that for every $A \in \mathcal{E}$,

$$\tilde{\pi}(A) \leq c \mu(A). \tag{3.5}$$

Now, if $R$ does not admit a unique probability measure, then there exist, by [8, Theorem 1.4.6(ii)], at least two distinct probability measures $\mu_1$ and $\mu_2$ that are mutually singular, i.e., there exists $A \in \mathcal{E} \otimes \mathcal{E}_C$ such that $\mu_1(A) = \mu_2(A^c) = 0$. Since $\mu_1$ and $\mu_2$ satisfy (3.5) for some constants $c_1$ and $c_2$, we obtain that $\tilde{\pi}(A) = \tilde{\pi}(A^c) = 0$, which, finally, implies that $\tilde{\pi}(E \times C) = \tilde{\pi}(A) + \tilde{\pi}(A^c) = 0$. This is contradictory since $\tilde{\pi}$ is a probability measure.

Now, let $\mu \in \mathcal{M}_1(\mathcal{E} \otimes \mathcal{E}_C)$ be any invariant probability measure for $R$ and show (3.5) holds for some $c > 0$. Since for every $B \in \mathcal{E}_C$,

$$\mu(E \times B) = \mu_R(E \times B) = \int_{E \times B} \mu(dy, z) P(y, C) + \int_{E \times C} \mu(dy, z) P(y, C) Q(z, B),$$

we have that

$$\int_{E \times B} \mu(dy, z) P(y, C) \leq c \int_{E \times C} \mu(dy, z) P(y, C) Q(z, B),$$

for some $c > 0$. This implies that $\mu$ is the unique invariant probability measure for $R$. \hfill \Box
it holds that
\[
\int_{E \times B} \mu(d(y,z)) P(y \cap C) = \int_{E \times C} \mu(d(y,z)) P(y \cap C) Q(z \cap B) .
\]

In other words, the finite nonnegative measure \(E \cap B \mapsto \int_{E \times B} \mu(d(y,z)) P(y \cap C)\) is invariant for \(Q\), and since \(\pi_C\) is supposed to be the unique invariant probability measure of \(Q\), there exists a constant \(\zeta \geq 0\) such that for every \(B \in \mathcal{E}_C\),
\[
\int_{E \times B} \mu(d(y,z)) P(y \cap C) = \zeta \pi_C(B) .
\] (3.6)

We show by contradiction that \(\zeta > 0\). Indeed, if \(\zeta = 0\), then setting \(B = C\) in (3.6) yields
\[
\int_{E \times C} \mu(d(y,z)) P(y \cap C) = 0 .
\] (3.7)

Consequently, for every \(A \in \mathcal{E}\),
\[
\mu(A \times C) = \mu R(A \times C)
= \int_{E \times C} \mu(d(y,z)) P(y, C \cap A) + \int_{E \times C} \mu(d(y,z)) P(y, C \cap A)
= \int_{E \times C} \mu(d(y,z)) P(y, C \cap A) + 0
= \int_{E \times C} \mu(d(y,z)) P(y, C \cap A) + \int_{E \times C} \mu(d(y,z)) P(y, C \cap A)
= \int_{E \times C} \mu(d(y,z)) P(y, A) .
\]

Therefore, the probability measure \(E \ni A \mapsto \mu(A \times C)\) is invariant for \(P\), and since \(\pi\) is the unique \(P\)-invariant probability measure, it holds that \(\mu(\cdot \times C) = \pi\). This allows us to rewrite (3.7) according to
\[
0 = \int_{E \times C} \mu(d(y,z)) P(y \cap C) = \int_{E \times C} \pi(dy) P(y \cap C) = \pi(C) ,
\]
which contradicts Remark 2.4. Thus, (3.6) holds with \(\zeta > 0\). Consequently, for every \(h \in F_{+}(\mathcal{E} \otimes \mathcal{E}_C)\),
\[
\int_{C \times C} \mu(d(y,z)) h(y,z) = \int_{E \times C} \mu(d(y,z)) R(h\mathbb{1}_{C \times C})(y,z)
= \int_{E \times C} \mu(d(y,z)) P(y \cap C) \int_{C} Q(z, dz') h(z', z') = \zeta \int_{C} \pi_C(dz) h(z, z) .
\] (3.8)

The probability measure \(\mu\) is invariant for \(R\), but since \(C \times C\) is not necessarily \(\mu\)-accessible we cannot use Kac’s theorem directly. Instead, Remark 2.3 shows that
for every bounded function $h \in F_+(\mathcal{E} \otimes \mathcal{C})$,

$$
\mu(h) \geq \int_{\mathcal{E} \times \mathcal{C}} \mu(d(y,z)) E^{R}_{(y,z)} \left[ \sum_{k=0}^{\sigma_{\mathcal{E} \otimes \mathcal{C}} - 1} h(Y_k, Z_k) \right] = \zeta \int_{\mathcal{C}} \pi_{\mathcal{C}}(dz) E^{P}_{\pi} \left[ \sum_{k=0}^{\sigma_{\mathcal{C}} - 1} h(X_k, z) \right] = \frac{\zeta \pi(h)}{\pi(\mathcal{C})},
$$

where the penultimate and last equalities follow from (3.8) and (3.3), respectively. Since $\zeta > 0$, we have shown (3.5). The proof is completed.

The fact that $\hat{\pi}$ is a unique invariant probability measure for $R$ allows us to apply [8, Theorem 5.2.6] and Birkhoff’s theorem to establish that for every measurable function $f : \mathcal{E} \times \mathcal{C} \to \mathbb{R}$ such that $\hat{\pi}(|f|) < \infty$,

$$
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} f(Y_k, Z_k) = \hat{\pi}(f), \quad \mathbb{P}^{R}_{\pi}-\text{a.s.} \tag{3.9}
$$

However, this property is not fully satisfying since it only holds under stationarity, i.e., under $\mathbb{P}^{R}_{\pi}$. From a simulation perspective, it is crucial that the same result holds irrespective of how the chain is initialized. Our next result addresses this question and establishes that (3.9) holds for an arbitrary initial distribution, i.e., when $\mathbb{P}^{R}_{\pi}$ is replaced by $\mathbb{P}^{R}_{\xi}$, where $\xi \in M_1(\mathcal{E} \otimes \mathcal{C})$ is arbitrary. Interestingly, the assumptions under which we operate when deriving this result also turn out to be necessary and, therefore, impossible to weaken.

**Theorem 3.4.** Assume (A1) and (A2). In addition, suppose that the Markov kernel $R$ admits a unique invariant probability measure $\hat{\pi}$. Then the two conditions

(a) for every $x \in \mathcal{E}$, $\mathbb{P}^{R}_{\pi}(\sigma_{\mathcal{C}} < \infty) = 1$ and

(b) for every $x \in \mathcal{C}$ and bounded measurable function $h : \mathcal{C} \to \mathbb{R}$,

$$
\lim_{\ell \to \infty} \ell^{-1} \sum_{k=0}^{\ell-1} h(X_k) = \pi_{\mathcal{C}}(h), \quad \mathbb{P}^{Q}_{\pi}-\text{a.s.,}
$$

hold if and only if for every $\xi \in M_1(\mathcal{E} \otimes \mathcal{C})$ and measurable function $f : \mathcal{E} \times \mathcal{C} \to \mathbb{R}$ such that $\hat{\pi}(|f|) < \infty$,

$$
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} f(Y_k, Z_k) = \hat{\pi}(f), \quad \mathbb{P}^{R}_{\xi}-\text{a.s.} \tag{3.10}
$$

It is worthwhile to note that Theorem 3.4 does not presuppose a law of large numbers for the Markov kernel $P$. The proof of Theorem 3.4 relies on the following necessary and sufficient conditions—based on properties of harmonic functions for $P$ (i.e., measurable functions $h$ for which $P|h| < \infty$ and $Ph = h$)—for a Markov chain to satisfy a law of large numbers.

**Proposition 3.5.** Let $P$ be a Markov kernel on $\mathcal{E} \times \mathcal{E}$ admitting an invariant probability measure $\pi$. Then the two following conditions are equivalent.
(i) For every \( \xi \in M_1(\mathcal{E}) \) and measurable function \( g : \mathcal{E} \to \mathbb{R} \) such that \( \pi(|g|) < \infty \),
\[
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} g(X_k) = \pi(g), \quad \mathbb{P}^\pi \text{-a.s.}
\]

(ii) Every bounded harmonic function \( h : \mathcal{E} \to \mathbb{R} \) for \( \mathbb{P} \) is constant.

Since the equivalence provided by Proposition 3.5 has not, as far as we know, been established in the literature before, we provide a complete proof of this result in Appendix B.2. We now have all the tools needed for proving Theorem 3.4.

**Proof of Theorem 3.4.** We aim to establish the equivalence between the conditions (a) and (b) and the law of large numbers (3.10). We first assume that (a) and (b) hold. Since \( \bar{\pi} \) is an invariant probability measure for \( R \), Proposition 3.5 applies to \( R \).

Therefore, given an arbitrary harmonic function \( h \) for \( R \), it is sufficient to establish that \( h \) is constant. With this in mind, we prove that for every \( (y, z) \in \mathcal{E} \times \mathcal{C} \),
\[
h(y, z) = \int_{\mathcal{C}} Q(z, d\zeta') h(\zeta', z'). \tag{3.11}
\]

Indeed, if (3.11) is true, then \( h(y, z) \) does not depend on \( y \) (since the right-hand side of (3.11) does not depend on \( y \)) and then \( g(z) := h(z, z) \) is a bounded harmonic function for \( Q \) since (3.11) yields \( g = Qg \). Finally, combining (b) with Proposition 3.5 applied to \( Q \) shows that \( g \) is a constant function. Thus, also \( h \) is constant.

We now turn to the proof of (3.11). Set \( A := \{ \sigma_\mathcal{C} < \infty \} \) where \( \mathcal{C} = \mathcal{C} \times \mathcal{C} \). Since \( Y_{\sigma_\mathcal{C}} = Z_{\sigma_\mathcal{C}} \) on \( A \), combining Lemma B.1(ii) with (a) implies
\[
\mathbb{E}_{(y, z)}^R [h(Y_{\sigma_\mathcal{C}}, Z_{\sigma_\mathcal{C}}) \mathbb{1}_A] = \mathbb{E}_{(y, z)}^R [h(Z_{\sigma_\mathcal{C}}, Z_{\sigma_\mathcal{C}}) \mathbb{1}_A]
\]
\[
= \mathbb{P}_y^R (\sigma_\mathcal{C} < \infty) \int_{\mathcal{C}} Q(z, d\zeta') h(\zeta', z') = \int_{\mathcal{C}} Q(z, d\zeta') h(z', z'). \tag{3.12}
\]

On the other hand, by [8, Proposition 5.2.2(ii)] there exists a random variable \( W \) that is invariant for the shift operator \( \theta \) and such that \( \mathbb{E}_{(y, z)}^R [W] = h(y, z) \) for all \( (y, z) \in \mathcal{E} \times \mathcal{C} \). Thus, by the strong Markov property, since \( W \circ \theta_\sigma = W \) on \( A \),
\[
\mathbb{E}_{(y, z)}^R [h(Y_{\sigma_\mathcal{C}}, Z_{\sigma_\mathcal{C}}) \mathbb{1}_A] = \mathbb{E}_{(y, z)}^R \left[ \mathbb{E}_{(Y_{\sigma_\mathcal{C}}, Z_{\sigma_\mathcal{C}})}^R [W] \mathbb{1}_A \right] = \mathbb{E}_{(y, z)}^R [W \circ \theta_{\sigma_\mathcal{C}}] \mathbb{1}_A
\]
\[
= \mathbb{E}_{(y, z)}^R [W] = h(y, z),
\]

where we used Lemma B.1(i) in the penultimate equality. Combining this equality with (3.12) yields (3.11), and we have finally established (3.10).

Conversely, assuming (3.10), we prove that (a) and (b) hold. Let \( (y_0, z_0) \in \mathcal{E} \times \mathcal{C} \) then, applying (3.10) to the function \( f : \mathcal{E} \times \mathcal{C} \ni (y, z) \mapsto \mathbb{1}_\mathcal{C}(y) = \mathbb{1}_\mathcal{C}(y, z) \) and the measure \( \xi = \delta_{(y_0, z_0)} \) yields, \( \mathbb{P}_{(y_0, z_0)}^R \text{-a.s.}, \)
\[
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} \mathbb{1}_\mathcal{C}(Y_k) = \lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} \mathbb{1}_\mathcal{C}(Y_k, Z_k) = \pi(\mathcal{C}) = \pi(\mathcal{C}) > 0, \tag{3.13}
\]

where the positivity of \( \pi(\mathcal{C}) \) follows from Remark 2.4 under (A1). Therefore, for all \( (y_0, z_0) \in \mathcal{E} \times \mathcal{C}, \) 1 = \( \mathbb{P}_{(y_0, z_0)}^R (\sigma_\mathcal{C} < \infty) = \mathbb{P}_{y_0}^R (\sigma_{\mathcal{C}} < \infty) \), where the last equality follows from Lemma B.1 by letting \( v = 1 \) and \( n \to \infty \) in (B.7). This shows (a).
We now turn to (b). Pick arbitrarily \( h \in \mathcal{F}_k(\mathcal{E}_C) \) and \( x \in \mathcal{C} \). Applying (3.10) to the function \( f : \mathcal{E} \times \mathcal{C} \ni (y, z) \mapsto \mathbb{1}_C(y)h(y) \) and the measure \( \xi = \delta_{(x, z)} \) yields

\[
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} \mathbb{1}_C(Y_k)h(Y_k) = \pi(\mathbb{1}_C h), \quad \mathbb{P}^R_{(x, z)} \text{-a.s.}
\]

Combining this limit with (3.13) provides

\[
\lim_{n \to \infty} \frac{\sum_{k=1}^{n-1} \mathbb{1}_C(Y_k)h(Y_k)}{\sum_{k=0}^{n-1} \mathbb{1}_C(Y_k)} = \frac{\pi(\mathbb{1}_C h)}{\pi(\mathbb{C})} = \pi_C(h), \quad \mathbb{P}^R_{(x, z)} \text{-a.s.}
\]

Therefore, \( \lim_{\ell \to \infty} \ell^{-1} \sum_{k=1}^{\ell} h(Y_{\sigma_k}^\ell) = \pi_C(h) \), \( \mathbb{P}^R_{(x, z)} \text{-a.s.} \). However, by Lemma B.1(iv), the embedded process \( (Y_{\sigma_k}^\ell)_{k \in \mathbb{N}} \) is, under \( \mathbb{P}^R_{(x, z)} \), a Markov chain with transition kernel \( Q \) and initial distribution \( \delta_x \). Thus,

\[
1 = \mathbb{P}^R_{(x, z)} \left( \lim_{\ell \to \infty} \ell^{-1} \sum_{k=1}^{\ell} h(Y_{\sigma_k}^\ell) = \pi_C(h) \right) = \mathbb{P}^Q_x \left( \lim_{\ell \to \infty} \ell^{-1} \sum_{k=0}^{\ell-1} h(X_k) = \pi_C(h) \right),
\]

which establishes (b). This completes the proof.

### 3.4. Geometric ergodicity of the KKT process

We introduce the following additional conditions under which we will establish that \( R \) is geometrically ergodic.

1. **(A3)** There exist \( (\lambda, b) \in (0, 1) \times \mathbb{R}_+^* \) and a measurable function \( V_P : \mathcal{E} \to [1, \infty) \) such that

\[
P V_P \leq \lambda V_P + b \mathbb{1}_C \quad \text{and} \quad \sup_{y \in \mathcal{C}} V_P(y) < \infty.
\]

Assumption (A3), which is a typical geometric drift condition, implies that \( C \) is accessible for \( P \); indeed, under (A3), by \( [8, \text{Proposition 4.3.3}] \), \( \mathbb{P}^R_x(\sigma_C < \infty) = 1 \) for every \( x \in \mathcal{E} \).

We now provide a sufficient condition for checking (A3).

**Lemma 3.6.** Let \( C \in \mathcal{E} \) and assume that \( \eta := \inf_{y \in \mathcal{C}} P(y, C) > 0 \). Then (A3) holds.

**Proof.** Pick \( \gamma > 1 \) and define \( V_\gamma(x) = \gamma \mathbb{1}_C(x) + \mathbb{1}_C(x), \ x \in \mathcal{E} \). Then,

\[
P V_\gamma(x) = \gamma + (1 - \gamma) P(x, C)
\leq (\gamma + \eta(1 - \gamma)) \mathbb{1}_C(x) + \gamma \mathbb{1}_C(x)
\leq \lambda \gamma V_\gamma(x) + b_\gamma \mathbb{1}_C(x),
\]

where we have set \( \lambda_\gamma = 1 + \eta(1/\gamma - 1) \in (0, 1) \) and \( b_\gamma = \gamma \in \mathbb{R}_+^* \). Thus, (A3) holds with \( \lambda = \lambda_\gamma, \ b = b_\gamma \) and \( V_P = V_\gamma \) (the latter being bounded).

**Remark 3.7.**
(1) Consider the case where $E \subset \mathbb{R}^d$ and $P$ is an MH kernel with proposal kernel $K^\text{in}$. In addition, suppose that the target $\pi$ has a density, denoted by the same symbol $\pi$, and that $K^\text{in}$ has a transition density $r$, both with respect to the Lebesgue measure. Then

$$\inf_{y \in C^c} P(y, C) \geq \int_C \inf_{y \in C^c} \left[ r(y, z) \min \left( \frac{\pi(z) r(z, y)}{\pi(y) r(y, z)}, 1 \right) \right] \, dz$$

which is strictly positive when $C^c$ is compact and $\pi$ and $r$ are continuous and positive. Hence, under the latter conditions, Lemma 3.6 applies and (A3) holds true.

(2) More generally, when $E$ is a metric space, while (A3) is a standard assumption if $C$ is a compact set, the condition on $\eta$ stated in Lemma 3.6 allows (A3) to be checked under mild assumptions on $P$ in the case when $C^c$ is compact (and, consequently, $C$ is non-compact). Indeed, if $P$ is Feller (i.e., for any bounded and continuous function $f$, $Pf$ is also bounded and continuous), the condition $\inf_{y \in C^c} P(y, C) > 0$ holds if $P(y, C) > 0$ for every $y \in C^c$. Indeed, when $C^c$ is compact, the set $C$ is open and [8, Proposition 12.1.8] implies that $y \mapsto P(y, C)$ is lower semicontinuous and that there exists $y_*$ in the compact set $C^c$ such that $\inf_{y \in C^c} P(y, C) = P(y_*, C) > 0$. Therefore, Lemma 3.6 applies, and hence (A3) holds true. Using this approach, we can easily check that the condition of Lemma 3.6 (and hence (A3)) is satisfied for all the examples studied numerically in Section 5. Note also that Proposition 4.5 below provides examples where (A3) can still be satisfied in situations where neither $C$ nor $C^c$ is compact.

Let $\epsilon > 0$ and $\nu \in M_1(E_C)$. We say that $D \in E_C$ is a $(1, \epsilon\nu)$-small set for $Q$ if for every $x \in D$ and $A \in E_C$, $Q(x, A) \geq \epsilon\nu(A)$.

(A4)

(i) There exists an accessible $(1, \epsilon\nu)$-small set $D \in E_C$ for $Q$ such that $\nu(D) > 0$.
(ii) It holds that $\inf_{z \in D} P(z, C) > 0$.
(iii) There exist constants $(\lambda, b) \in (0, 1) \times \mathbb{R}^*_+$ and a measurable function $V_Q : C \to [1, \infty)$ such that

$$QV_Q \leq \lambda V_Q + b1_D \quad \text{and} \quad \sup_{z \in D} V_Q(z) < \infty.$$  \hspace{1cm} (3.15)

Since we will assume (A3) and (A4) jointly, we can always, for simplicity, assume that (3.14) and (3.15) hold for the same constants $(\lambda, b)$ (for instance, the largest ones). Note that (A4)(i) implies (see [8, Theorem 9.2.2]) that $Q$ is irreducible, and therefore $\pi_Q$ is the unique invariant probability measure of $Q$ under (A2). Moreover, (A4)(ii) holds true in the case where $E$ is a topological space (equipped with its Borel $\sigma$-field $\mathcal{E}$) and there exists a kernel $T$ on $E$ and a compact set $D$ such that $P(y, C) \geq T(y, C) > 0$ for all $y \in D$ and the mapping $y \mapsto T(y, C)$ is lower semicontinuous. This setting covers, for instance, the case where $P$ is the Markov kernel associated with the Metropolis–Hastings algorithm with positive proposal transition density.
Theorem 3.8 below states that the KKT process is geometrically ergodic provided that $Q$ is geometrically ergodic on $C$ and $P$ pushes toward $C$ according to the geometric drift condition (A3). Therefore, remarkably, no assumption concerning smallness of $C$ with respect to $P$ is made, and the set $C$ may hence be potentially large. Note also that no assumption on geometric ergodicity of the Markov kernel $P$ is needed. Theorem 3.8 conveys the idea that if a Markov chain evolving according to $P$ exhibits poor ergodic behavior on $C$, then the action of changing its dynamics in the same region to one governed by $Q$, where $Q$ is geometrically ergodic on $C$, may result in a geometrically ergodic KKT process.

**Theorem 3.8.** Assume (A1)–(A4). Then there exist constants $C > 0$ and $\rho \in (0, 1)$ such that for every $\mu \in M_1(E \otimes E_C)$ and $n \in \mathbb{N}$,

$$\|\mu R^n - \pi\|_{TV} \leq C\rho^n \int_{E \times C} V_P(y)V_Q(z) \mu(d(y, z)). \quad (3.16)$$

Our approach for establishing the geometric ergodicity in Theorem 3.8 is non-standard. Indeed, even though it can be easily seen that $D \times D$ is a small set for $R$, it is not obvious (and this remains an open question) how to construct, under (A3)–(A4), a drift function for $R$ outside $D \times D$ by combining the drift functions $V_P$ and $V_Q$ associated with $P$ and $Q$, respectively. Instead, the geometrically ergodic bound $(3.16)$ is obtained through a delicate application of [8, Theorem 11.4.2].

**Proof of Theorem 3.8.** Set $\bar{C} := C \times C$ and $\bar{D} := D \times D$. Under (A3), [8, Proposition 4.3.3(ii)] allows us to write, for every $y \in E$,

$$\mathbb{E}_y P^R_{(\lambda^{\sigma_\ell})} \leq V_P(y) + b/\lambda < \infty. \quad (3.17)$$

Therefore, $P^R_{\bar{D}}(\sigma_{\bar{C}} < \infty) = 1$ for every $y \in E$, and by Lemma B.1(i), for every $\ell \in \mathbb{N}^*$ and $(y, z) \in \bar{E} \times \bar{C}$,

$$\mathbb{P}^R_{(y, z)}(\sigma_{\bar{C}} < \infty) = 1. \quad (3.18)$$

Moreover, by Lemma B.2 and (3.17) again, $\bar{D} = D \times D$ is an accessible $(1, \delta(\nu))$-small set for $R$, where $\delta := \inf_{z \in \bar{D}} P(z, C)$ and $\nu$ is the probability measure $\nu : E \otimes E_C \ni A \mapsto \int_{C} \nu(dx) 1_A(z, z)$ which satisfies $\nu(\bar{D}) > 0$. Thus, in order to apply [8, Theorem 11.4.2], we only need to show that there exists some $\gamma > 1$ such that

$$\sup_{(y, z) \in \bar{D}} \mathbb{E}_y^{R_{(y, z)}}[\gamma^{\sigma_\ell}] < \infty. \quad (3.19)$$

In order to establish (3.19) we first show that for every $(y, z) \in E \times C$,

$$\mathbb{P}^R_{(y, z)}(\sigma_{\bar{D}} < \infty) = 1. \quad (3.20)$$

For this purpose, using (3.18) we can write $\mathbb{P}^R_{(y, z)}(\sigma_{\bar{D}} < \infty) = \sum_{k=1}^{\infty} \mathbb{P}^R_{(y, z)}(\sigma_{\bar{D}} = \sigma_{\bar{C}}^k)$, where

$$\mathbb{P}^R_{(y, z)}(\sigma_{\bar{D}} = \sigma_{\bar{C}}^k) = \mathbb{P}^R_{(y, z)} \left[ \mathbb{I}_D(Z_{\sigma_\ell^k}) \prod_{\ell=1}^{k-1} \mathbb{I}_{D^c}(Z_{\sigma_\ell^k}) \right] = \mathbb{P}^Q_{(\sigma_{\bar{D}} = k)};$$

here the last equality is obtained by applying Lemma B.1(iii) for $g_{\ell} \equiv 1$ for all $\ell \leq k$, $h_\ell \equiv 1_{D^c}$ for all $\ell < k$, and $h_k \equiv 1_D$. Thus, since [8, Proposition 4.3.3(ii)] implies that

$$\mathbb{E}_z [\lambda^{-\sigma_\ell}] \leq V(z) + b/\lambda < \infty, \quad z \in C, \quad (3.21)$$
Applying Lemma B.1(iii) with \( g \) by Jensen’s inequality and (3.22) it holds, for every write, using (3.20) and (3.18),

Therefore, we get

\[
1 \leq \lambda^{-1} \leq \sup_{y \in \mathcal{C}} \mathbb{E}_y[\lambda^{-\sigma_c}] \leq \eta. \tag{3.22}
\]

By Jensen’s inequality and (3.22) it holds, for every \( x \in \mathcal{C} \),

\[
\mathbb{E}_x[\gamma^{\sigma_c}] = \mathbb{E}_x[\lambda^{\sigma_c} \log \gamma/\log \lambda] \leq \mathbb{E}_x[\lambda^{-\sigma_c}]^{-\log \gamma/\log \lambda} \leq \eta^{-\log \gamma/\log \lambda} = \exp \left( -\frac{\log \eta \log \gamma}{\log \lambda} \right) \leq \lambda^{-1}. \tag{3.24}
\]

We will soon make use of the bound (3.24); however, first, let \((y, z) \in \mathcal{E} \times \mathcal{C}\) and write, using (3.20) and (3.18),

\[
\mathbb{E}_{(y, z)}[\gamma^{\sigma_0}] = \mathbb{E}_{(y, z)}[\gamma^{\sigma_0} \mathbb{1}_{\{\sigma_0 < \infty\}}] = \sum_{k=1}^{\infty} r_k, \text{ with } r_k := \mathbb{E}_{(y, z)}[\gamma^{\sigma_k} \mathbb{1}_{\{\sigma_0 = \sigma_k\}}]. \tag{3.25}
\]

Applying Lemma B.1(iii) with \( g_{\ell}(t) \equiv \gamma^{t} \) for \( \ell \in \{1, \ldots, k\} \) and \( t \in \mathbb{N}, h_\ell \equiv \mathbb{1}_{D_\ell} \) for \( \ell < k \), and \( h_k \equiv \mathbb{1}_D \) (and using the convention \( \sigma_k^D = 0 \)) yields

\[
r_k = \mathbb{E}_{(y, z)}[\gamma^{\sigma_k} \mathbb{1}_D(Z_{\sigma_k}) \prod_{\ell=1}^{k-1} \mathbb{1}_{D_\ell}(Z_{\sigma_\ell})] = \mathbb{E}_{(y, z)}\left[ \left( \prod_{\ell=1}^{k-1} \gamma^{\sigma_{\ell} - \sigma_{\ell-1}} \right) \mathbb{1}_D(Z_{\sigma_k}) \prod_{\ell=1}^{k-1} \mathbb{1}_{D_\ell}(Z_{\sigma_\ell}) \right] = \mathbb{E}_x[\gamma^{\sigma_c}] \mathbb{E}_R[\mathbb{1}_D(X_k) \prod_{\ell=1}^{k-1} \mathbb{1}_{D_\ell}(X_\ell) \mathbb{E}_{X_\ell}[\gamma^{\sigma_c}]] \leq \left( \sup_{x \in \mathcal{C}} \mathbb{E}_x[\gamma^{\sigma_c}] \right)^{k-1} \mathbb{E}_x[\gamma^{\sigma_c}] \mathbb{P}_2^Q(\sigma_D = k).
\]

Now, combining this bound with (3.23) and (3.24) yields for any \((y, z) \in \mathcal{E} \times \mathcal{C}\),

\[
r_k \leq \lambda^{-k+1} \mathbb{E}_y[\lambda^{-\sigma_c}] \mathbb{P}_2^Q(\sigma_D = k).
\]

Plugging the previous inequality into (3.25) and using (3.17) and (3.21) we obtain

\[
\mathbb{E}_{(y, z)}[\gamma^{\sigma_0}] \leq \lambda \mathbb{E}_y[\lambda^{-\sigma_c}] \mathbb{E}_z[\lambda^{-\sigma_0}] \leq \lambda(V_P(y) + b/\lambda)(V_Q(z) + b/\lambda). \tag{3.26}
\]

Thus, using (A3) and (A4)(iii), we conclude that

\[
\sup_{(y, z) \in \mathcal{E}} \mathbb{E}_{(y, z)}[\gamma^{\sigma_0}] \leq \lambda(\sup_{y \in \mathcal{D}} V_P(y) + b/\lambda)(\sup_{z \in \mathcal{D}} V_Q(z) + b/\lambda) < \infty,
\]
which completes the proof of (3.19).

Finally, all the assumptions of [8, Theorem 11.4.2] are satisfied and there exist $c > 0$ and $\rho \in (0, 1)$ such that for every $\mu \in M_1(\mathcal{E} \otimes \mathcal{E}_C)$ and $n \in \mathbb{N},$

$$\|\mu R^n - \bar{\pi}\|_{TV} \leq c \rho^n \mathbb{E}_\mu[\gamma^n] \leq c \lambda \rho^n \int \mu(d(y, z))(V_P(y) + b/\lambda)(V_Q(z) + b/\lambda),$$

where we used (3.26) in the last step. Combining this with the bound $(V_P(y) + b/\lambda)(V_Q(z) + b/\lambda) \leq (1 + b/\lambda)^2 V_P(y)V_Q(z)$ and letting $C = c\lambda(1 + b/\lambda)^2$ completes the proof of (3.16). \hfill \Box

4. A general Kick-Kac teleportation process

4.1. A generalization of Kac’s theorem

Recall that in order to construct the Markov teleportation process, we combined

the kernel $P$, having invariant probability measure $\pi$, with an auxiliary kernel $Q$, having $\pi_C$ as invariant probability measure. We now generalize this construction by replacing $\pi_C$ by a more general probability measure $\bar{\pi} \in M_1(\mathcal{E})$ which is assumed to admit a bounded density with respect to $\pi$; in other words, by assumption there exists $M \geq 1$ such that for every $x \in \mathcal{E},$

$$\frac{d\bar{\pi}}{d\pi}(x) \leq M. \quad (4.1)$$

Under this assumption we define the $[0, 1]$-valued measurable function

$$\alpha(x) := \frac{1}{M} \frac{d\bar{\pi}}{d\pi}(x), \quad x \in \mathcal{E}. \quad (4.2)$$

Of course, $\bar{\pi} = \pi_C$ satisfies (4.1) with $M = 1/\pi(C)$, and in that case, $\alpha = \mathbb{1}_C$.

Before introducing the general Markov teleportation process, we first provide a generalization of Kac’s theorem. Let $\bar{\mathcal{E}} := \mathcal{E} \times [0, 1]$ and $\mathcal{E} := \mathcal{E} \otimes \mathcal{B}([0, 1])$ and define the Markov kernel $\bar{P}$ on $\bar{\mathcal{E}} \times \mathcal{E}$ by

$$\bar{P}(\bar{x}, A) := \int P(x, dx') \mathbb{1}_{[0, 1]}(u') \mathbb{1}_A(x', u') du', \quad \bar{x} = (x, u) \in \bar{\mathcal{E}}, \ A \in \mathcal{E}. \quad (4.3)$$

Note that a transition according to $\bar{P}$ can be decomposed into two independent moves, where the first component is updated according to the Markov kernel $P$ and the second component is drawn from the uniform distribution on $[0, 1]$ independently of the past. For a given $\mu \in M_1(\mathcal{E})$, denote by $\mathbb{P}_\mu$ (and $\mathbb{E}_\mu$) the unique probability distribution (and associated expectation) on the canonical space $(\mathcal{E}^\mathbb{N}, \mathcal{E}^{\otimes \mathbb{N}})$ induced by the Markov kernel $\bar{P}$ and the initial distribution $\mu$. By abuse of notation, if $\mu = \delta_{(x, u)}$ for some $(x, u) \in \mathcal{E} \times [0, 1]$, we simply write $\mathbb{P}_{x,u}$ and $\mathbb{E}_{x,u}$ instead of $\mathbb{P}_{\delta_{(x, u)}}$ and $\mathbb{E}_{\delta_{(x, u)}}$, respectively. Moreover, when $\varphi$ is a nonnegative or bounded measurable function on $(\mathcal{E}^\mathbb{N}, \mathcal{E}^{\otimes \mathbb{N}})$ such that $\mathbb{E}_{x,u}[\varphi]$ does not depend on $u \in [0, 1]$, we indicate this by writing $\mathbb{E}_{x,u}[\varphi]$. Finally, set $\mathcal{C} := \{(x, u) \in \bar{\mathcal{E}} : u \leq \alpha(x)\}$ and define

$$\sigma_{\mathcal{C}} := \inf\{k \geq 1 : (X_k, U_k) \in \mathcal{C}\}, \quad (4.4)$$
where \((X_k, U_k)_{k \in \mathbb{N}}\) is the canonical process on \((\mathcal{E}^\mathbb{N}, \mathcal{F}^\otimes \mathbb{N})\). In addition, define \(\bar{\pi} := \pi \otimes \text{Unif}(\{0,1\})\) and note that \(\bar{\pi}\) is an invariant probability measure for \(\bar{P}\). By showing that \(\mathcal{C}\) is \(\bar{\pi}\)-accessible and applying Kac’s theorem to \(\bar{P}\) we obtain the following generalization of Kac’s theorem.

**Proposition 4.1.** Let \(P\) be a Markov kernel on \(\mathcal{E} \times \mathcal{E}\) with invariant probability measure \(\pi\). Let \(\alpha : \mathcal{E} \to [0,1]\) be a measurable function such that \(\{x \in \mathcal{E} : \alpha(x) > 0\}\) is \(\pi\)-accessible for \(P\). Then, \(\mathcal{C}\) is \(\bar{\pi}\)-accessible. Moreover,

\[
\pi = \pi_\alpha^0 = \pi_\alpha^1, \tag{4.5}
\]

where for every measurable nonnegative or bounded function \(f\) on \((\mathcal{E}, \mathcal{F})\),

\[
\pi_\alpha^0(f) = \int \pi(dx) \alpha(x) \mathbb{E}_{x,*} \left[ \sum_{k=0}^{\sigma_x-1} f(X_k) \right], \quad \pi_\alpha^1(f) = \int \pi(dx) \alpha(x) \mathbb{E}_{x,*} \left[ \sum_{k=1}^{\sigma_x} f(X_k) \right].
\]

**Proof.** To apply Kac’s theorem to the set \(\mathcal{C}\) for the kernel \(\bar{P}\) we need to check that \(\mathcal{C}\) is \(\bar{\pi}\)-accessible for \(\bar{P}\). Since, by assumption, \(\{\alpha > 0\}\) is \(\pi\)-accessible for \(P\), we conclude that \(\sum_{k=1}^{\infty} P_\alpha^k(\alpha(X_k) > 0) > 0\) for \(\pi\)-almost all \(x \in \mathcal{E}\). Note that since \(P_\alpha^k(\alpha(X_k) > 0) > 0\) if and only if \(\mathbb{E}_\pi^P[\alpha(X_k)] > 0\), it holds that

\[
\sum_{k=1}^{\infty} \bar{P}^k((x, u), \mathcal{C}) = \sum_{k=1}^{\infty} \mathbb{E}_{x,u} \left[ \mathbb{1}_{\{U_k \leq \alpha(X_k)\}} \right] = \sum_{k=1}^{\infty} \mathbb{E}_\pi^P[\alpha(X_k)] > 0
\]

for \(\bar{\pi}\)-almost all \((x, u) \in \mathcal{E}\). Hence, \(\mathcal{C}\) is \(\bar{\pi}\)-accessible for \(\bar{P}\), and Kac’s theorem (Theorem 2.1) applies. Thus, for every \(h \in F_+(\mathcal{E})\),

\[
\bar{\pi}(h) = \int_{\mathcal{C}} \bar{\pi}(d(x, u)) \mathbb{E}_{x,u} \left[ \sum_{k=0}^{\sigma_x-1} h(X_k, U_k) \right] = \int \pi(dx) \int_{[0,1]} \mathbb{1}_{\{u \leq \alpha(x)\}} \mathbb{E}_{x,u} \left[ \sum_{k=0}^{\sigma_x-1} h(X_k, U_k) \right] du.
\]

Now, if \(f \in F_+(\mathcal{E})\), then setting \(h(x, u) = f(x)\) yields

\[
\pi(f) = \bar{\pi}(h) = \int \pi(dx) \int_{[0,1]} \mathbb{1}_{\{u \leq \alpha(x)\}} \mathbb{E}_{x,u} \left[ \sum_{k=0}^{\sigma_x-1} f(X_k) \right] du = \int \pi(dx) \alpha(x) \mathbb{E}_{x,*} \left[ \sum_{k=0}^{\sigma_x} f(X_k) \right],
\]

where the last equality stems from the fact that \(\mathbb{E}_{x,u}[\sum_{k=0}^{\sigma_x-1} f(X_k)]\) does not depend on \(u\). Hence, \(\pi = \pi_\alpha^0\). The proof of \(\pi = \pi_\alpha^1\) follows the same lines and is omitted for brevity. \(\square\)

**Remark 4.2.** Similarly to Corollary 2.6, the generalized Kac’s theorem (4.5) also holds if \(P\) admits a unique invariant probability measure \(\pi\) such that \(\pi(\alpha) > 0\). Indeed, in that case, \(\pi(\alpha > 0) > 0\), and by Lemma 2.5, \(\{\alpha > 0\}\) is \(\pi\)-accessible for \(P\). Therefore, Proposition 4.1 applies, implying (4.5).
If \( \{ x \in E : \alpha(x) > 0 \} \) is \( \pi \)-accessible for \( P \), we can, on the basis of Proposition 4.1 and Proposition 3.2, define a KKT sampler using the extended Markov kernel \( \bar{P} \) as basis kernel and a Markov kernel \( \bar{Q} \) leaving \( \bar{\pi}_C \) invariant as teleportation kernel. Moreover, note that since \( d\bar{\pi}/d\pi \propto \alpha \), it is easy to verify that a Markov kernel \( \bar{Q} \) leaving \( \bar{\pi}_C \) invariant can be formed by picking some \( \bar{\pi} \)-invariant Markov kernel \( Q \) and setting \( Q := Q \otimes \text{Unif}(0,1)|_{\bar{C}} \), i.e., \( Q \) is the Markov kernel on \( \bar{C} \times \bar{E}_C \) given by

\[
\bar{Q}(\bar{x},A) = \int \int Q(x,du') \frac{\|0,\alpha(x')\||u')}{\alpha(x')} \|A(x',u')\| du', \quad \bar{x} = (x,u) \in \bar{C}, A \in \bar{E}_C.
\]

(4.6)

Using Proposition 4.1, we may now construct the general Kick-Kac teleportation (GKKT) process described in Algorithm 3, where \( Q \) is, as above, some Markov kernel leaving \( \bar{\pi} \) invariant. Finally, it is worth mentioning that all the results that we have derived for the KKT process can be obtained also for the GKKT process by replacing the conditions on \( P \) and \( Q \) by similar conditions on \( \bar{P} \) and \( \bar{Q} \).

**Algorithm 3** The general Kick-Kac teleportation (GKKT) process

1: Initialization Draw \((Y_0,Z_0)\).
2: for \( k \leftarrow 1 \) to \( n \) do
3: \hspace{1em} draw \((Y_k^*,U_k) \sim P(Y_{k-1},\cdot) \otimes \text{Unif}(0,1)\)
4: \hspace{1em} if \( U_k \geq \alpha(Y_k^*) \) then
5: \hspace{2em} set \((Y_k,Z_k) \leftarrow (Y_k^*,Z_{k-1})\)
6: \hspace{1em} else
7: \hspace{2em} draw \(Z_k \sim Q(Z_{k-1},\cdot)\)
8: \hspace{2em} set \(Y_k \leftarrow Z_k\)
9: \hspace{1em} end if
10: end for

**Remark 4.3.** Assume that the target distribution \( \pi \) is known only up to multiplicative constant, i.e., \( \pi = \pi_u/\pi_u(E) \), where \( \pi_u \) is a known, unnormalized finite measure on \((E,\mathcal{E})\). Moreover, assume that there exists another unnormalized measure \( \tilde{\pi}_u \) on \((E,\mathcal{E})\), dominated by \( \pi_u \), and a finite constant \( M_u \) such that for every \( x \in E \),

\[
\frac{d\tilde{\pi}_u}{d\pi_u}(x) \leq M_u.
\]

Then it is straightforward to check that (4.1) is satisfied with \( \tilde{\pi} = \tilde{\pi}_u/\tilde{\pi}_u(E) \) and \( M = M_u\tilde{\pi}_u(E)/\tilde{\pi}_u(E) \). Furthermore, as the function \( \alpha \) defined by (4.2) can be written as \( \alpha(x) = M_u^{-1}(d\tilde{\pi}_u/d\pi_u)(x) \), Algorithm 3 can be implemented even if the target is known only up to a multiplicative constant.

**Remark 4.4.** As explained above, Algorithm 3 can be viewed as a special instance of Algorithm 2, parameterized by the base kernel \( \bar{P} \), the critical region \( \bar{C} \) and the teleportation kernel \( \bar{Q} \), where the generation of the uniformly distributed component of the teleportative move governed by \( \bar{Q} \) is omitted (as this draw is never used later in the algorithm, since neither \( Q((x,u),\cdot) \) nor \( \bar{P}((x,u),\cdot) \) de facto depends on \( u \)). Recalling the definitions of \( \bar{P} \) and \( \bar{C} \) in (4.3) and (4.4), respectively, Lines 3’-4 in Algorithm 3 are equivalent to

3’: draw \((Y_k^*,U_k) \sim \bar{P}((Y_{k-1},U_{k-1}),\cdot)\)
4': \textbf{if} \((Y_k^*, U_k) \notin \tilde{C}\) \textbf{then}

which exactly correspond to Lines 3–4 in Algorithm 2 with \(Y_k^*\) replaced by \((Y_k^*, U_k)\), \(P\) by \(P\), and \(C\) by \(\tilde{C}\). Moreover, alternatively, Lines 3–4 in Algorithm 3 can be expressed as

3": draw \(Y_k^* \sim P(Y_{k-1}, \cdot)\) and, conditionally on \(Y_k^*\), \(B_k \sim \text{Bernoulli}(\alpha(Y_k^*))\)

4": \textbf{if} \(B_k = 0\) \textbf{then}

4.2. Revisiting the hybrid kernel of [6]

In this section, we compare our methodology to the one proposed in [6]. We first recall the construction of the hybrid kernel introduced in that work and then show that this can be seen as a particular instance of the GKKT process. Let us recall the construction of the hybrid kernel introduced in that work and then show in this section that it can be expressed as a particular instance of the GKKT process. Consider the MH algorithm targeting some distribution \(\tilde{\pi}\) that this can be seen as a particular instance of the GKKT process. Let us recall the construction of the hybrid kernel introduced in that work and then show in this section that it can be expressed as a particular instance of the GKKT process. Consider the MH algorithm targeting some distribution \(\pi\) on \((E, \mathcal{E})\) by means of some proposal kernel \(K^m\) on \(E \times \mathcal{E}\). We suppose that \(\pi\) and \(K^m\) have a density and a transition density, denoted by \(\pi\) and \(r\), respectively, with respect to some \(\sigma\)-finite measure \(\nu \in \mathcal{M}(\mathcal{E})\). Then, the associated

| Case 1 : \(Y_{k-1}^* = y \in E\) | Case 2 : \(Y_{k-1}^* = a\) |
|---------------------------------|---------------------------------|
| Draw \((Y_k^*, U_k) \sim P(Y_k, \cdot) \otimes \text{Unif}(0, 1)\); if \(U_k \geq \left(1 + \frac{\nu(y)}{\pi(y)}\right)\), then set \(Y_k^* = y\); otherwise, set \(Y_k^* = a\). | Draw \((Y_k^*, V_k) \sim \phi \otimes \text{Unif}(0, 1)\); if \(V_k \leq \left(1 + \frac{\pi(y)}{\pi(\phi)}\right)\), then set \(Y_k^* = y\); otherwise, set \(Y_k^* = a\). |

It is straightforwardly seen from Case 2 that the algorithm attempts to escape from \(a\) through rejection sampling with proposal distribution \(\phi\) and acceptance probability \(1 \wedge \frac{\pi(x)}{\phi(x)}\). The density (with respect to \(\nu\)) of the accepted candidate is therefore \(\tilde{\pi}(x) := M([\phi(x)] \wedge \pi(x)), x \in E\), where \(M := 1/\int [\phi(x)] \wedge \pi(x) \nu(dx)\). Note that \(\tilde{\pi}(x) \leq M \pi(x)\) for every \(x \in E\), showing that (4.1) is satisfied. Moreover, it can be seen from Case 1 that if the previous state is \(y \in E\), a candidate drawn from \(P(y, \cdot)\) is accepted with probability \(1 - 1 + \frac{\phi}{\pi(y)} = 1 - \alpha\), where \(\alpha\) is defined in (4.2). Pruning every occurrence of \(a\) in \((Y_k^*)_{k \in \mathbb{N}}\), we finally obtain the same transitions as in Algorithm 3, except that the general Markov kernel \(Q\) on Line 7 is replaced by the particular distribution \(\tilde{\pi}\). Thus, the approach of [6] corresponds to a memoryless version of the GKKT process and falls into the class of regeneration-type algorithms. In contrast, our GKKT, which allows the flexibility of a general kernel \(Q\) targeting the distribution \(\tilde{\pi}\), does not require exact sampling from \(\tilde{\pi}\).

4.3. Revisiting the Metropolis–Hastings algorithm

Here we use Remark 4.4 to cast the Metropolis–Hastings (MH) algorithm into the framework of the GKKT process. Consider the MH algorithm targeting some distribution \(\pi\) on \((E, \mathcal{E})\) by means of some proposal kernel \(K^m\) on \(E \times \mathcal{E}\). We suppose that \(\pi\) and \(K^m\) have a density and a transition density, denoted by \(\pi\) and \(r\), respectively, with respect to some \(\sigma\)-finite measure \(\nu \in \mathcal{M}(\mathcal{E})\). Then, the associated
MH acceptance probability is given by
\[ \tilde{\alpha}^{\text{MH}}(x, y) := \left( \frac{\pi(y)r(y, x)}{\pi(x)r(x, y)} \right) \land 1, \quad (x, y) \in E \times E. \] (4.7)

We first recall that the transition kernel \( R^{\text{MH}} \) of the MH algorithm based on \( K^{\text{MH}} \) is given by
\[ R^{\text{MH}}(x, A) = \int_{A} \tilde{\alpha}^{\text{MH}}(x, y)K^{\text{MH}}(x, dy) + \delta_{x}(A) \int_{E} \{1 - \tilde{\alpha}^{\text{MH}}(x, y)\} K^{\text{MH}}(x, dy), \] (4.8)
for \( x \in E \) and \( A \in \mathcal{E} \).

In order to show that the MCMC chain generated by this algorithm is just a special instance of the GKKT process, define the probability measure
\[ \tilde{\pi}(h) := \frac{\int \pi(dx) \alpha^{\text{MH}}(x)h(x)}{\int \pi(dx) \alpha^{\text{MH}}(z)}, \quad h \in \mathcal{F}_{+}(\mathcal{E}), \]
where \( \alpha^{\text{MH}}(x) := \int K^{\text{MH}}(x, dy)\tilde{\alpha}^{\text{MH}}(x, y), \quad x \in E. \) Note that since \( 0 \leq \alpha^{\text{MH}} \leq 1, \tilde{\pi} \) satisfies (4.1) with \( M := 1/\int \pi(dx) \alpha^{\text{MH}}(z). \) Consider now a GKKT process with
(i) the \( \pi \)-invariant Markov kernel \( P \) is given by \( P^{\text{MH}}(x, \cdot) = \delta_{x}, \quad x \in E, \) and
(ii) the \( \tilde{\pi} \)-invariant Markov kernel \( Q_{\alpha} \) is given by
\[ Q_{\alpha}^{\text{MH}}(x, A) = \frac{\int_{A} K^{\text{MH}}(x, dy)\tilde{\alpha}^{\text{MH}}(x, y)}{\int K^{\text{MH}}(x, dz)\tilde{\alpha}^{\text{MH}}(x, z)}, \quad (x, A) \in E \times \mathcal{E}. \] (4.9)

With this particular choice of \( P \) and \( Q_{\alpha}, \) Algorithm 3, with Lines 3–4 replaced by Lines 3”–4” according to Remark 4.4, turns into Algorithm 4 below.

Now, let us examine the dynamics of Algorithm 4 more closely. Assume that for some \( k \in \mathbb{N}^{*}, B_{k} = 1; \) then \( Y_{k} = Z_{k} \), and we assign the value of \( Y_{k} \) to the next values \( (Y_{i})_{i \geq k} \) until the Bernoulli variable \( B_{i} \), with success probability \( \alpha^{\text{MH}}(Y_{k-1}) = \ldots = \alpha^{\text{MH}}(Y_{k}) \), takes on the value 1. In that case, \( Y_{k} \) is drawn from the distribution \( Q_{\alpha}^{\text{MH}}(Z_{k}, \cdot) = Q_{\alpha}^{\text{MH}}(Y_{k}, \cdot). \) Equivalently, we may draw a geometrically distributed random variable \( T \) with success probability \( \alpha^{\text{MH}}(Y_{k}) \) and, independently, a random variable \( \tilde{Y} \sim Q_{\alpha}^{\text{MH}}(Y_{k}, \cdot) \) and then set \( Y_{k} = Y_{k+1} = \ldots = Y_{k+T-1} \) and \( Y_{k+T} = \tilde{Y}. \) However, this is exactly the course of action of the MH algorithm, in which, starting from \( Y_{k}, \) a draw from \( K^{\text{MH}}(Y_{k}, \cdot) \) is accepted with a probability given by the function \( \tilde{\alpha}^{\text{MH}}(Y_{k}, \cdot). \) If the move is not accepted, the value of \( Y_{k} \) is repeated. Note that this can be equivalently described as a rejection-sampling algorithm, where samples from \( Q_{\alpha}^{\text{MH}}(Y_{k}, \cdot) \) are generated by drawing candidates from \( K^{\text{MH}}(Y_{k}, \cdot) \) and accepting the same with probabilities given by the function \( \tilde{\alpha}^{\text{MH}}(Y_{k}, \cdot). \) It is well known that for rejection sampling, the number \( T \) of trials before acceptance is geometrically distributed with success probability \( \int K^{\text{MH}}(Y_{k}, dy)\tilde{\alpha}^{\text{MH}}(Y_{k}, y) = \alpha^{\text{MH}}(Y_{k}). \) Moreover, \( T \) is independent of the accepted variable \( \tilde{Y}, \) the latter having the desired distribution \( Q_{\alpha}^{\text{MH}}(Y_{k}, \cdot) \) conditionally on acceptance.

This finally shows that the MH algorithm is just a particular GKKT process, where the base kernel is degenerated, \( P(x, \cdot) = \delta_{x}, \) and the teleportation kernel \( Q_{\alpha}^{\text{MH}} \) is simulated using rejection sampling.
Algorithm 4 The MH algorithm as a GKKT process

1: Initialization Set \((Y_0, Z_0) \leftarrow (x_0, x_0)\).
2: for \(k \leftarrow 1\) to \(n\) do
3: \(Y_k = Y_{k-1}\) and, conditionally to \(Y_k^*\), draw \(B_k \sim \text{Bernoulli}(\alpha_{\text{MH}}(Y_k^*))\)
4: if \(B_k = 0\) then
5: \((Y_k, Z_k) \leftarrow (Y_k^*, Z_{k-1})\)
6: else
7: \(Z_k \sim Q_{\alpha}(Z_{k-1}, \cdot)\),
8: \(Y_k \leftarrow Z_k\)
9: end if
10: end for

Here, \(\mathcal{E} := \mathcal{F} \times [0,1]\) and \(\bar{\mathcal{E}} := \mathcal{F} \otimes \mathcal{B}([0,1])\) and the Markov kernels \(\bar{P}\) and \(\bar{Q}\) defined in (4.3) and (4.6) write

\[
\bar{P}(\tilde{x}, A) := \int \delta_x(dx') \mathbb{1}_{[0,1]}(u') \mathbb{1}_A(x', u') \, du', \quad \tilde{x} = (x, u) \in \mathcal{E}, A \in \bar{\mathcal{E}},
\]

\[
\bar{Q}(\tilde{x}, A) := \int Q_{\alpha}(x, dx') \frac{\mathbb{1}_{[0,\alpha_{\text{MH}}(x')]}(u')}{\alpha_{\text{MH}}(x')} \mathbb{1}_A(x', u') \, du', \quad \tilde{x} = (x, u) \in \mathcal{E}, A \in \bar{\mathcal{E}},
\]

where \(Q_{\alpha}\) is defined in (4.9). It is worthwhile to note that in this case the base kernel \(\bar{P}\) is not even ergodic, since when \((X_k, U_k)_{k \in \mathbb{N}}\) is a Markov chain with Markov kernel \(\bar{P}\) it holds that \(n^{-1} \sum_{k=1}^{n} h(X_k) = h(X_0), \mathbb{P}_x^\xi\)-a.s., for every initial distribution \(\xi\) on \((\mathcal{E}, \mathcal{F})\). In contrast, since the MH algorithm is a particular GKKT process, we obtain that the teleported process \((Y_k)_{k \in \mathbb{N}}\) is ergodic by applying [33, Corollary 2]. Thus, in this particular case, using the teleportation kernel instead of the original base kernel always increases the efficiency of the algorithm.

Next, we show that the conditions that we derive in Section 3.4 are mild in the sense that they are “almost” necessary conditions for the MH algorithm to be geometrically ergodic.

Proposition 4.5. Assume that the following conditions hold.

(I) \(\alpha_0^{\text{MH}} := \inf_{x \in \mathcal{E}} \alpha_{\text{MH}}(x) > 0\) and for every \((x, x') \in \mathcal{E} \times \mathcal{E}, r(x, x') > 0\) and \(r(x, x') > 0\).

(II) There exists a set \(D_{\text{am}} \in \mathcal{E}\), a constant \(\epsilon > 0\) and a probability measure \(\nu_{\text{am}}\) on \((\mathcal{E}, \mathcal{F})\) such that \(D_{\text{am}}\) is \(K_{\text{am}}\)-accessible, \(\nu_{\text{am}}(D_{\text{am}}) > 0\) and \(D_{\text{am}}\) is 1-small for \(Q_{\alpha}^{\text{am}}\) in the sense that for every \(x \in D_{\text{am}}\) and \(A \in \mathcal{F}\),

\[
Q_{\alpha}^{\text{am}}(x, A) \geq \epsilon \nu_{\text{am}}(A).
\]

(III) There exist constants \((\lambda_{\text{am}}, b_{\text{am}}) \in (0,1) \times \mathbb{R}^*_+\) and a measurable function \(V_{\text{am}} : \mathcal{E} \to [1, \infty)\) such that

\[
R_{\text{am}}^{\text{am}}V_{\text{am}}(y) \leq \lambda_{\text{am}}V_{\text{am}}(y) + b_{\text{am}}I_{D_{\text{am}}} \quad \text{and} \quad \sup_{x \in D_{\text{am}}} V_{\text{am}}(x) < \infty.
\]

Then (A3) and (A4) hold true with \(P\) and \(Q\) replaced by \(\bar{P}\) and \(\bar{Q}\), respectively.

Assumption (I) is necessary for \(R^{\text{am}}\) to be geometrically ergodic by [32, Proposition 5.1]. In Assumption (II), the fact that \(D_{\text{am}}\) is supposed to be \(K_{\text{am}}\)-accessible is
mild. By [8, Proposition 4.3.3] (see the comment after (A3)) it holds, for instance, if $K_{\alpha}$ satisfies an appropriate drift condition. In addition, the condition that $D_{\alpha}$ is 1-small for $Q_{\alpha}$ is in general assumed when showing that this set is 1-small for $R_{\alpha}$. Finally, Assumption (III) holds (up to some constants) if $R_{\alpha}$ is $V_{\alpha}$-geometrically ergodic; see [24, Chapter 15].

**Proof.** Let $\mathcal{C} := \{(x, u) \in \mathcal{E} : u \leq \alpha(x)\}$. By the definition (4.10) of $P$ it holds that $P(x, \mathcal{C}) = \alpha(x) \geq \alpha_0 > 0$ for every $x = (x, u) \in \mathcal{E}$. Hence, Lemma 3.6 applies, which implies (A3).

We now check (A4). By Assumption (I) it holds that $\tilde{\alpha}_{mn}(x, y) > 0$ for all $(x, y) \in \mathcal{E} \times \mathcal{E}$, and since $D_{\alpha}$ is accessible for $K_{\alpha}$ we deduce that $\tilde{D} := D_{\alpha} \times [0, 1]$ is accessible for $\tilde{Q}$ defined in (4.11) (this can be done by verifying that $[K_{\alpha}]\tilde{K}_{\alpha}(x, A) = 0$ whenever $\tilde{Q}_{\alpha}(x, A \times [0, 1]) = 0$ for $x = (x, u) \in \mathcal{E} \times [0, 1]$, $A \in \mathcal{E}$ and $k \in \mathbb{N}$).

In addition, by (4.11), (4.9) and Assumption (II) it holds that for every $x \in \tilde{D}$ and $(A, B) \in \mathcal{E} \times \mathcal{B}([0, 1])$, we conclude that $\bar{\alpha}_{mn}(x) \leq \alpha_0 > 1$,

$$\tilde{Q}(x, A \times B) \geq Q_{\alpha}(x, A)\lambda_{\alpha}(B \cap [0, \alpha_0]) \geq \nu(A \times B),$$

where $\lambda_{\alpha}$ is the Lebesgue measure on $[0, 1]$ and $\nu$ is the measure defined by $\nu(A \times B) = \nu_{\alpha}(A)\lambda_{\alpha}(B \cap [0, \alpha_0])$. Thus, $\tilde{D}$ is a $(1, \nu)$-small set for $\tilde{Q}$ with $\nu(\tilde{D}) = \nu_0(D_{\alpha})\alpha_0 > 0$, which implies that (A4)(i) is satisfied. Moreover, for every $x \in \tilde{D}$,

$$P(x, \mathcal{C}) = \int \delta_x(dx')\mathbb{1}_{[0, 1]}(u') du' \mathbb{1}_{u' \leq \alpha(x)}(x') = \alpha(x) \geq \alpha_0 > 0,$$

which implies that (A4)(ii) is satisfied. Define $V_{\tilde{Q}}(\bar{x}) := V_{\alpha}(x)$ for $\bar{x} = (x, u) \in \tilde{E}$; then by Assumption (III),

$$\tilde{Q}V_{\tilde{Q}}(\bar{x}) \geq \alpha_{mn}(x)^{-1} \int K_{\alpha}(x, dy) \tilde{\alpha}_{mn}(x, y)\nu_{\alpha}(y)$$

$$\geq \alpha_{mn}(x)^{-1} (R_{\alpha}V_{\alpha}(x) - [1 - \alpha_{mn}(x)]\nu_{\alpha}(x))$$

$$\leq \alpha_{mn}(x)^{-1} (|\lambda_{\alpha} - 1 + \alpha_{mn}(x)| \nu_{\alpha}(x) + b_{\alpha}\mathbb{1}D_{\alpha}(x))$$

$$\leq \lambda_{\alpha} V_{\tilde{Q}}(\bar{x}) + (\alpha_{mn} - b_{\alpha})\mathbb{1}D_{\alpha}(x),$$

where we have used in the last inequality that $\alpha^{-1}(\lambda - 1 + \alpha) \leq \lambda$ for every $(\alpha, \lambda) \in (0, 1] \times (0, 1)$ and $V_{\tilde{Q}}(\bar{x}) = V_{\alpha}(x)$. Noting that $\sup_{x \in \tilde{D}} V_{\tilde{Q}}(\bar{x}) = \sup_{x \in D_{\alpha}} V_{\alpha}(x) < \infty$, we conclude that (A4)(iii) holds true with $V_{\tilde{Q}}$ replaced by $V_{\tilde{Q}}$. The proof is complete.

5. Numerical illustrations

In the following we benchmark numerically the KKT sampler against the Metropolis-adjusted Langevin algorithm (MALA) [31] and the HMC algorithm [28, 3]. In all our experiments, the target distribution $\pi$ is assumed to have a positive density on $\mathbb{R}^d$ with respect to the Lebesgue measure; for ease of notation, this density will be denoted by the same symbol, $\pi$. In addition, $\log \pi$ is supposed to be continuously differentiable, and we denote its gradient by $\nabla \log \pi$.

We will consider two different parameterizations of the MH algorithm, namely the MALA and the random-walk Metropolis (RWM) algorithm. In RWM, proposals
are generated by means of a random walk with standard deviation $\sigma > 0$, providing an MH algorithm with proposal transition density

$$r_\sigma(x, y) = (2\sigma^2\pi)^{-d/2} \exp \left(-\frac{1}{2\sigma^2} \|y - x\|^2\right).$$

On the other hand, in the MALA, proposals are generated according to the Euler–Maruyama discretization of the overdamped Langevin diffusion, i.e.,

$$r_\gamma(x, y) = (4\gamma\pi)^{-d/2} \exp \left(-\frac{1}{4\gamma} \|y - x - \gamma \nabla \log \pi(x)\|^2\right),$$

where $\gamma > 0$ is a fixed stepsize. The Markov kernels associated with the RWM and the MALA will be denoted by $R^{\text{RWM}}_\sigma$ and $R^{\text{MALA}}_\gamma$, respectively.

Finally, we consider the HMC algorithm, which is briefly reviewed in the following (we refer to [28, 5] for details). HMC is based on the Hamiltonian function $H(x, v) := -\log \pi(x) + \|v\|^2/2$, $(x, v) \in \mathbb{E} \times \mathbb{R}$, associated with the potential $-\log \pi$ of the target distribution and the corresponding ordinary differential equation (ODE) and dynamics. Indeed, the latter preserves the extended target distribution $\pi \otimes \mathcal{N}(0, I_d)$, where $\mathcal{N}(0, I_d)$ is the standard $d$-dimensional Gaussian distribution. However, in most cases, integrating exactly the Hamiltonian ODE is not an option, and therefore numerical integrators are typically used instead. A very popular choice is the Verlet integrator which, given some starting point $(x_0, v_0) \in \mathbb{R}^{2d}$, time step size $\Delta_t > 0$ and number $N_{\text{mec}} \in \mathbb{N}$ of iterations, consists in the recursion $(x_{k+1}, v_{k+1}) = \Psi_{\Delta_t}(x_k, v_k)$, for $k \in \{0, \ldots, N_{\text{mec}} - 1\}$, where, letting $v_{k+1/2} = v_k + 2^{-1} \Delta_t \nabla \log \pi(x_k)$,

$$\Psi_{\Delta_t}(x_k, v_k) := (v_{k+1/2} + 2^{-1} \Delta_t \nabla \log \pi(x_k + \Delta_t v_{k+1/2}), x_k + \Delta_t v_{k+1/2}). \quad (5.1)$$

For $k \in \{1, \ldots, N_{\text{mec}} - 1\}$, $(x_k, v_k) = \Psi^{\Delta_t}_k(x_0, v_0)$, where $\Psi^{\Delta_t}_1 = \Psi_{\Delta_t}$, and $\Psi^{\Delta_t}_{k+1} = \Psi^{\Delta_t}_{\Delta_t} \circ \Psi_{\Delta_t}$ for $k \in \mathbb{N}^*$. It follows that $\Psi^{\Delta_t}_k(x_0, v_0)$ is an approximation of the Hamiltonian dynamics at time $k\Delta_t$. However, failing to leave the Hamiltonian function constant, numerical integration of the Hamiltonian ODE does not preserve the extended target in general. Still, like the continuous Hamiltonian dynamics, symplectness and reversibility still hold. These properties allow $(x_{N_{\text{mec}}}, v_{N_{\text{mec}}}) = \Psi^{\Delta_t}_{N_{\text{mec}}}(x_0, v_0)$ to be used as a deterministic proposal inside an MH algorithm with corresponding acceptance probability function

$$\alpha_{\text{mec}}(x_0, v_0) = 1 \wedge \exp \left( H(x_0, v_0) - H \circ \Psi^{\Delta_t}_{N_{\text{mec}}}(x_0, v_0) \right). \quad (5.2)$$

Finally, to ensure that the resulting Markov kernel is irreducible and ergodic (see [9]), the starting point of the additional variable $v_0$ is refreshed, i.e., sampled from its stationary distribution $\mathcal{N}(0, I_d)$ independently of the past, at each iteration. This yields the Markov kernel

$$R^{\text{mec}}_{\Delta_t, N_{\text{mec}}}(x, A) := (2\pi)^{-d} \int_{\mathbb{R}^d} \mathbb{I}_A \left( \text{proj}_x \circ \Phi^{\Delta_t}_{N_{\text{mec}}}(x, v) \right) \alpha_{\text{mec}}(x, v) \exp(||v||^2) \, dv + \delta_x(A)(2\pi)^{-d} \int_{\mathbb{R}^d} (1 - \alpha_{\text{mec}}(x, v)) \exp(||v||^2) \, dv, \quad x \in \mathbb{R}^d, \ A \in \mathcal{B}(\mathbb{R}^d), \quad (5.3)$$

where $\Psi_{\Delta_t}$ and $\alpha_{\text{mec}}$ are defined in (5.1) and (5.2), respectively, and $\text{proj}_x : \mathbb{R}^{2d} \ni (x, v) \mapsto x$. 
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5.1. Two multi-modal distributions

In a first example, we consider the target distribution

\[ \pi(x) = (4\pi)^{-1} \left( \exp \left( -\frac{1}{2} \|x - \mu\|^2 \right) + \exp \left( -\frac{1}{2} \|x + \mu\|^2 \right) \right), \quad x \in \mathbb{R}^2, \quad (5.4) \]

corresponding to a mixture of two bivariate Gaussian distributions with identity covariance matrix and means \( \mu = (10, 0)^\top \) and \( -\mu \). In this setting, we compare the MALA, with step size \( \gamma = 0.1 \), with the memoryless KKT sampler. The latter is parameterized by the same base kernel \( P = R_{\text{MALA}}^\gamma \), again with \( \gamma = 0.1 \), and the set

\[ C = \left\{ x \in D : \pi(x) \leq cq(x) \right\}, \quad (5.5) \]

where \( c = 1.3/\pi, \ D = [-15, 15]^2 \) and \( q(x) = 1_D(x)/30^2 \) for \( x \in \mathbb{R}^2 \). Moreover, we draw from \( \pi_C \) using rejection sampling with instrumental density \( q \), i.e., the uniform distribution on \( D \). With this choice of \( q \), the KKT sampler will explore the modes of \( \pi \) using the MALA and teleport across the low-probability regions far from the modes through independent sampling from \( \pi_C \). In addition, by the definition of \( C \), the rejection-sampling algorithm performs relatively well; the average number of rejections equals 70. Note that the KKT sampler is supposed to operate using the MALA also outside \( D \); however, due to the large span of \( D \), this never occurred in our simulation. Figure 1 provides the resulting histograms of \( 10^6 \) samples. As clear from this plot, the MALA gets stuck in one of the modes, and adjusting the step size of the proposal does not help circumventing this problem. On the other hand, the KKT process—moving easily across the low-probability barrier between the modes—explores efficiently the full distribution.

In a second experiment we consider again a two-dimensional multi-modal distri-
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Fig 2. Comparison between MALA (left panel) and the KKT sampler (right panel) on the multi-modal distribution (5.6). For the KKT sampler, red and blue points correspond to samples generated by the RWM teleportation kernel and MALA base kernel, respectively.

This time given by

\[ \pi(x) = 14.8^{-1} \left[ 0.8 \left( \int \exp(-s^4) \, ds \right)^{-2} \exp \left( -(x_1 + 7)^4 - (x_2 + 6.5)^4 \right) + (2\pi)^{-1} \sum_{i=1}^{14} \exp \left( -\frac{1}{2} \|x - \mu_i\|^2 \right) \right], \quad x = (x_1, x_2) \in \mathbb{R}^2, \quad (5.6) \]

where \((\mu_i)_{i=1}^{14}\) are points in \(\mathbb{R}^2\), marked with black bullets in Figure 2. Note that one of the components of the mixture distribution (5.6) has lighter tails than the other ones, of which all are Gaussian.

For this model, we compared the MALA, with step size \(\gamma = 0.8\), with the KKT sampler parameterized by the same base kernel \(P = \Pi_{\text{MALA}}\gamma\) (again with \(\gamma = 0.8\)) and the set \(C = \{x \in \mathbb{R}^2 : -\log(14.8\pi(x)) > 2\}\).

In this case, we let the teleportative moves of the KKT process be governed by the RWM kernel \(Q = \Pi_{\text{RWM}}\sigma\) with \(\sigma = 0.8\). The algorithmic parameters \(\gamma, \sigma\) and \(C\) are tuned to obtain the best results for both methods. Figure 2 displays the resulting samples after \(10^6\) iterations. As evident from the plot, MALA fails to explore the mode of the target corresponding to the component of the mixture with the lightest tails, even though this mode is less isolated than in our previous example. The KKT sampler, on the other hand, has no difficulty at all in transiting across any low-probability barrier.

5.2. Stochastic volatility model

We now illustrate the proposed KKT sampler in the context of Bayesian inference in a stochastic volatility model. More precisely, following [22] we assume that we
have access to a given record \((y_k)_{k=0}^N \in \mathbb{R}^{N+1}, N \in \mathbb{N}^*\), of observations such that for every \(k \in \{0, \ldots, N\}\), \(y_k\) is a draw from a one-dimensional, zero-mean Gaussian distribution with variance \(\exp(2x_k)/\tau\), where the sequence \((x_k)_{k=0}^N\) is governed by the recursion

\[x_{k+1} = \rho x_k + z_{k+1},\]

with the model parameters \(\rho \in (0, 1)\) and \(\tau > 0\) and the noise sequence \((z_k)_{k=0}^N \in \mathbb{R}^{N+1}\), \(N \in \mathbb{N}^*\), of observations such that for every \(k \in \{0, \ldots, N\}\), \(y_k\) is a draw from a one-dimensional, zero-mean Gaussian distribution with variance \(\exp(2x_k)/\tau\), where the sequence \((x_k)_{k=0}^N\) are assumed to be \textit{a priori} independent and standard normally distributed and \(x_0 = z_0/\sqrt{1-\rho^2}\). In our experiment, \(N+1 = 100\) synthetic data points \((y_k)_{k=0}^N\) were generated by simulation under model parameters and noise variables drawn from the corresponding priors. In addition, the reparameterizations

\[\alpha = -\log(\tau)/2, \quad \beta = (\log(1+\rho) - \log(1-\rho))/2,\]

of \(\tau\) and \(\rho\) provide parameters that are well supported on \(\mathbb{R}\). We then obtain a target density on \(\mathbb{R}^{N+3}\) given by

\[-\log \pi(\alpha, \beta, (z_k)_{k=0}^N \mid (y_k)_{k=0}^N) = 42\alpha + 5e^{-2\alpha} + 22 \log(1+e^{-2\beta}) + 4\beta + (N+1)\alpha + 2^{-1}\sum_{k=0}^N x_k + 2^{-1}\sum_{k=0}^N (w_k + z_k^2) + \text{Cst}_{SV},\]

where \(w_k := \exp(-x_k - 2\alpha)y_k^2\) and \(\text{Cst}_{SV}\) is some additive constant independent of the parameters of interest; see [22, Section G.3] for details. On this model, we compare the KKT sampler to HMC. For HMC, we consider \(N_{\text{MC}} = 35\) iterations for the Verlet integrator and adjust the time step \(\Delta t\) to obtain an acceptance rate of about 0.7 on the average. The very same HMC kernel is used as base kernel \(P\) in the KKT sampler. As teleportation kernel we use \(Q = R_{\text{RWM}}^\sigma\), with \(\sigma\) selected to obtain an acceptance rate of about 0.25. Finally, the region \(C\) is given by

\[C = \{(\alpha, \beta, (z_k)_{k=0}^N) \in \mathbb{R}^{N+3} : -\log \pi(\alpha, \beta, (z_k)_{k=0}^N \mid (y_k)_{k=0}^N) - \text{Cst}_{SV} > 75\}.\]

In this setting, we run both MCMC algorithms for \(10^5\) iterations after discarding a burn-in period comprising \(10^5\) steps. For the KKT sampler, the percentage of samples generated by the teleportation kernel is 63\%. Table 1 reports the resulting \textit{effective sample sizes} (ESSs) (see [30, Section 12.3.5]) per evaluation of \(\log \pi\) and \(\nabla \log \pi\) at each iteration for each component of the resulting MCMC trajectories. As clear from Table 1, the KKT sampler outperforms significantly HMC in terms of this measure.

\textbf{5.3. The Ginzburg–Landau model}

In our final numerical experiment, we consider the \textit{Ginzburg–Landau model} used for describing phase transitions in condensed matter physics; see [21, Section 6.2].
Let $p \in \mathbb{N}$ and $d = p^3$ and define $\pi$ on a three-dimensional lattice by, for $x = (x_{ijk})_{(i,j,k) \in \{1,\ldots,p\}^3} \in \mathbb{R}^d$,
\[
-\log \pi(x) = 2^{-1} \sum_{i,j,k=1}^p \left( (1 - \tau)x_{ijk}^2 + \tau \alpha \|\tilde{\nabla}x_{ijk}\|^2 + \tau \lambda x_{ijk}^4 / 2 \right) + \text{Cst}_{\text{GL}},
\]
where $\text{Cst}_{\text{GL}}$ is the logarithm of the normalizing constant and $\tau$, $\lambda$ and $\alpha$ are all positive model parameters. In addition, $\tilde{\nabla}x_{ijk} := (x_{i+,j,k} - x_{ijk}, x_{i,j+,k} - x_{ijk}, x_{i,j,k+} - x_{ijk})$, where $i_+ := i + 1 \mod p$ (and similarly for $j_+$ and $k_+$). In our simulations, the target is parameterized by $p = 5$, $\tau = 2$, $\lambda = 0.5$ and $\alpha = 0.1$. In this example, we compare the MALA, operating with the step size $\gamma = 10^{-3}$, with the KKT sampler using the base kernel $P = R^{\text{MALA}}$ with $\gamma = 0.1$, the set
\[
C = \{ x \in \mathbb{R}^d : -\log(\pi(x)) - \text{Cst}_{\text{GL}} > 100 \}
\]
and the teleportation kernel $Q = R^{\text{RWM}}$ with $\sigma = 0.1$. Note that the step size $\gamma$ used in the MALA is set to be quite small in comparison to that used in the KKT sampler; otherwise, the acceptance probability would degenerate to zero, resulting in a stuck algorithm. This is mainly due to the fact that $\nabla \log \pi$ is not Lipschitz in this case. In contrast, the teleportation algorithm does not suffer from this issue if the set $C$ is tuned appropriately. Indeed, with the choice (5.7) of $C$, the MALA is used only in the neighborhoods of the modes of $\log \pi$, where $\nabla \log \pi$ is Lipschitz with a relatively small Lipschitz constant, while instead RWM—incorporating no gradient information—is used outside these regions.

In Table 2, we display the ESSs of the trajectories produced by the two methods, divided by the number of evaluations of either $\log \pi$ or $\nabla \log \pi$ per iteration. The values are calculated on the basis of $10^5$ iterations (after discarding burn-in periods comprising $10^5$ iterations). Evidently, the KKT sampler outperforms clearly MALA, with an improvement of at least an order of magnitude in terms of average ESS.
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Now let $(E_1, \mathcal{E}_1)$ and $(E_2, \mathcal{E}_2)$ be general measurable spaces. A possibly unnormalized transition kernel $K$ on $E_1 \times \mathcal{E}_1$ induces the following three operations, one on $F_1(E_2)$ and two on $M(\mathcal{E}_1)$:

- For $h \in F_1(E_2)$ we define the function $K h : E_1 \ni x \mapsto \int h(y) K(x, dy)$ (whenever the integral is well defined).
- For $\mu \in M(\mathcal{E}_1)$ we define the measure $\mu K : \mathcal{E}_2 \ni A \mapsto \int \mu(dx) K(x, A)$.
- For $\mu \in M(\mathcal{E}_1)$ we define the measure $\mu \otimes K : E_1 \otimes \mathcal{E}_2 \ni A \mapsto \int \mu(dx) K(x, dy)$.

Now let $(E_3, \mathcal{E}_3)$ be a third measurable space and $L$ a transition kernel on $E_2 \times \mathcal{E}_3$. Then we define the following products between $K$ and $L$, the first resulting in a kernel on $E_1 \times \mathcal{E}_3$ and the second in a kernel on $E_1 \times (\mathcal{E}_2 \otimes \mathcal{E}_3)$:

- $KL : E_1 \times \mathcal{E}_3 \ni (x, A) \mapsto \int K(x, dy) L(y, A)$.
- $K \otimes L : E_1 \times (\mathcal{E}_2 \otimes \mathcal{E}_3) \ni (x, A) \mapsto \int L(y, dz) K(x, dy) L(y, dz)$.

**Appendix B: Proofs and technical lemmas**

**B.1. Proof of Proposition 3.1**

First, note that for all $A_0$ and $A_1$ in $\mathcal{E}$, by the definition of $S$,

$$
[\pi \otimes S](A_0 \times A_1) = \int_{A_0} \pi(dy) P(y, C^c \cap A_1) + \int_{A_0} \pi(dy) P(y, C) \pi_C(A_1)
$$

$$
= [\pi \otimes P](C^c \cap A_0) \times (C^c \cap A_1) + [\pi \otimes P](C \cap A_0) \times (C^c \cap A_1) + [\pi \otimes P](C^c \cap A_0) \times C \pi_C(A_1) + [\pi \otimes P](C \cap A_0) \times C \pi_C(A_1).
$$

(B.1)

We first prove that (a) and (b) jointly imply that $S$ is $\pi$-reversible. To do so, we rewrite each term on the right-hand side of (B.1) to show that $[\pi \otimes S](A_0 \times A_1) = [\pi \otimes S](A_1 \times A_0)$. We start with the second and the last terms. By (b),

$$
[\pi \otimes P](C \cap A_0) \times (C^c \cap A_1) = \pi_C(A_0) \pi(C) \mu(C^c \cap A_1),
$$

(B.2)

and

$$
[\pi \otimes P](C^c \cap A_0) \times C = \int_{C^c \cap A_0} \pi(dy) (1 - P(y, C^c)) = (1 - \mu(C^c)) \pi(C) \pi_C(A_0).
$$

(B.3)
We turn to the third term on the right-hand side of (B.1). Under (A1), (a) and (b) imply
\[
\pi \otimes P[(C^n \cap A_0) \times C] = \pi(C^n \cap A_0) - \pi \otimes P[(C^n \cap A_0) \times C] \\
= [\pi \otimes P](E \times (C^n \cap A_0)) - [\pi \otimes P](C^n \times (C^n \cap A_0)) \\
= [\pi \otimes P](C \times (C^n \cap A_0)) \\
= \pi(C)\mu(C^n \cap A_0).
\]  
Combining (B.1)–(B.4) yields
\[
[\pi \otimes P](A_0 \times A_1) = [\pi \otimes P](C^n \cap A_0) \times (C^n \cap A_1)) + \pi_c(A_0)\pi(C)\mu(C^n \cap A_1) \\
+ \pi_c(A_1)\pi(C)\mu(C^n \cap A_0) + (1 - \mu(C^n))\pi(C)\pi_c(A_1),
\]
and by (a) this expression is symmetric in $A_0$ and $A_1$. Thus, $[\pi \otimes S](A_0 \times A_1) = [\pi \otimes S](A_1 \times A_0)$, which implies that $S$ is $\pi$-reversible.

We now establish the converse. If $S$ is $\pi$-reversible, then (a) holds trivially true (as $\mathcal{E}_C^C \subset \mathcal{E}_C^{\otimes 2}$). We show that (b) holds as well. By (B.1), and using that $S$ is $\pi$-reversible, we have for every $(A,B) \in \mathcal{E}_C \times \mathcal{E}_C$,
\[
\int_B \pi(dy) P(y,B) = \pi \otimes S(A \times B) = \pi \otimes S(B \times A) = \pi_c(A) \int_B \pi(dy) P(y,C).
\]
Therefore,
\[
\int_A \pi(dy) \left( P(y,B) - \mu(B) \right) = 0, \tag{B.5}
\]
where we have defined the measure $\mu : \mathcal{E}_C \ni B \mapsto \int_B \pi(dy) P(y,C)/\pi(C)$. Since $\mathcal{E}_C$ is countably generated there exists a $\pi$-system $(B_k)_{k \in \mathbb{N}}$, with $B_k \in \mathcal{E}_C$ for all $k$, such that $\mathcal{E}_C = \sigma((B_k)_{k \in \mathbb{N}})$ and $B_0 = C$. Then, by using, for every $k \in \mathbb{N}$, (B.5) with $B = B_k$ and $A = \{P(\cdot, B_k) > \mu(B_k)\}$ as well as $A = \{P(\cdot, B_k) < \mu(B_k)\}$, we conclude that there exists $X_k \in \mathcal{F}$ such that $\pi(X_k) = 0$ and for every $y \in X_k$, $P(y, B_k) = \mu(B_k)$. Now, let $X := \cap_{k \in \mathbb{N}} X_k$; then $\pi(X') = 0$ and for every $y \in X$ and $k \in \mathbb{N}$, $P(y, B_k) = \mu(B_k)$. Therefore, by Dynkin’s $\pi$-$\lambda$ theorem, $P(y, \cdot)|_{\mathcal{E}_C} = \mu$ for $\pi$-almost all $y \in C$, which completes the proof.

### B.2. Proof of Proposition 3.5

First, assume that (ii) holds. Then by [8, Theorem 5.1.8], for every measurable function $g : E \to \mathbb{R}$ such that $\pi(|g|) < \infty$,
\[
\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} g(X_k) = \mathbb{E}^P_\pi[g(X_0) \mid \mathcal{I}], \quad \mathbb{P}^P_\pi \text{-a.s.}, \tag{B.6}
\]
where $\mathcal{I} := \{A \in \mathcal{E}^\otimes N : 1_A = 1_{A \circ \theta}\}$ is the $\sigma$-field of invariant sets. Under (ii), [8, Corollary 5.2.4] implies that the invariant random variable $\mathbb{E}^P_\pi[g(X_0) \mid \mathcal{I}]$ is $\mathbb{P}^P_\pi$-a.s. constant. As a consequence, $\mathbb{P}^P_\pi$-a.s.,
\[
\mathbb{E}^P_\pi[g(X_0) \mid \mathcal{I}] = \mathbb{E}^P_\pi[\mathbb{E}^P_\pi[g(X_0) \mid \mathcal{I}]] = \mathbb{E}^P_\pi[g(X_0)] = \pi(g).
\]
Plugging this into (B.6) yields $\mathbb{P}_x^P(A) = 1$, where

$$A := \left\{ \lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} g(X_k) = \pi(g) \right\}. $$

Since $A$ is invariant, i.e., $\mathbb{P}_x = \mathbb{P}_x \circ \theta$, the function $h : E \ni x \mapsto \mathbb{P}_x^P(A)$ is bounded and harmonic, and by (ii) it is hence equal to a constant $\zeta$. Then, $1 = \mathbb{P}_x^P(A) = \int \pi(dx) \mathbb{P}_x^P(A) = \zeta$ and we conclude that $\mathbb{P}_x^P(A) = \int \xi(dx) \mathbb{P}_x^F(A) = \zeta = 1$. Thus, (i) holds true.

Conversely, assume (i) and let $h$ be a bounded and harmonic function. Applying (i) with $g = h$ yields that for every $x \in E$,

$$\lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} h(X_k) = \pi(h), \quad \mathbb{P}_x^P \text{-a.s.}$$

In addition, since by [8, Proposition 5.2.2(ii)], for any $x \in E$, $(h(X_k))_{k \in \mathbb{N}}$ converges $\mathbb{P}_x^P$-a.s. to some random variable $Y = \limsup_{k \to \infty} h(X_k)$ such that $h(x) = \mathbb{E}_x^P[Y]$, we finally conclude that $Y = \pi(h), \mathbb{P}_x^P$-a.s., and $h(x) = \mathbb{E}_x^P[Y] = \pi(h)$ for any $x \in E$. This shows (ii).

### B.3. Technical results for proving Theorem 3.4 and Theorem 3.8

**Lemma B.1.** Set $\mathcal{C} = C \times C$. Then for every $(y, z) \in E \times C$, $n \in \mathbb{N}$ and $v \in F_+(\mathcal{E})$,

$$\mathbb{E}^R_{(y, z)}[\mathbb{I}_{\{\sigma > n\}} v(Y_n)] = \mathbb{E}^P_y[\mathbb{I}_{\{\sigma > n\}} v(X_n)]. \quad (B.7)$$

If, in addition, $\inf_{y \in E} \mathbb{E}_{y}^P(\sigma_C < \infty) = 1$, then the following properties hold true.

(i) For every $(y, z) \in E \times C$ and $\ell \in \mathbb{N}^*$, $\mathbb{E}_{(y, z)}^R(\sigma_C^\ell < \infty) = 1$.

(ii) For every $(g, h) \in F_+^* (N) \times F_+^*(\mathcal{E}_C)$ and $\mu \in M_1(\mathcal{E} \otimes \mathcal{E}_C)$,

$$\mathbb{E}_{\mu}^R[g(\sigma_C)h(Z_{\sigma_C})] = \int \mu(d(y, z)) \mathbb{E}_{\mu}^R[g(\sigma_C)Qh(z)] \quad (B.8)$$

and for every $\ell \in \mathbb{N}^*$,

$$\mathbb{E}_{\mu}^R \left[ g(\sigma_C \circ \theta_{\sigma_C^\ell - 1})h(Z_{\sigma_C^\ell - 1}) \mid \mathcal{F}_{\sigma_C^\ell - 1} \right] = \mathbb{E}_{\mu}^P \left[ g(\sigma_C)Qh(Z_{\sigma_C^\ell - 1}) \right], \quad \mathbb{P}_\mu \text{-a.s.} \quad (B.9)$$

(iii) For all $k \in \mathbb{N}^*$, $(g_i)_{i=1}^k$ in $F_+^*(N)$, $(h_i)_{i=1}^k$ in $F_+^*(\mathcal{E}_C)$ and $\mu \in M_1(\mathcal{E} \otimes \mathcal{E}_C)$,

$$\mathbb{E}_{\mu}^R \left[ \prod_{\ell=1}^k g_{\ell}(\sigma_C^\ell - \sigma_C^{\ell-1})h_{\ell}(Z_{\sigma_C^\ell}) \right]$$

$$= \int \mu(d(y, z)) \mathbb{E}_{\mu}^P[g_{1}(\sigma_C)]\mathbb{E}_{\mu}^Q \left[ h_{k}(X_k) \prod_{\ell=1}^{k-1} h_{\ell}(X_{\ell}) \mathbb{E}_{\mu}^P[g_{k+1}(\sigma_C)] \right], \quad (B.10)$$

where, by convention, $\sigma_C^0 := 0$. 

---
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(iv) Let \((y, z) \in E \times C; \) then under \(P^R_{(y, z)} \), \((Y^R_{\sigma^C_k})_{k \in \mathbb{N}}\) is a Markov chain with transition kernel \(Q\) and initial distribution \(\delta_z\).

**Proof.** We establish (B.7) by induction over \(n\) which establishes (B.7) with \(\delta_z\). Assuming that (B.7) holds true for some \(n \in \mathbb{N}\), the Markov property implies that for every \((y, z) \in E \times C\),

\[
E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n+1\}} v(Y_{n+1})] = E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n\}} \mathbb{E}\{Y_{n+1} \mid C\} v(Y_{n+1})]
= E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n\}} P(\mathbb{1}_C \circ v)(Y_{n+1})]
= E^R_y[\mathbb{1}_{\{\sigma_C > n\}} P(\mathbb{1}_C \circ v)(X_{n})]
= E^R_y[\mathbb{1}_{\{\sigma_C > n+1\}} v(X_{n+1})],
\]

which establishes (B.7) with \(n\) replaced by \(n + 1\) and hence completes the induction step.

We now establish (i)–(iv) in turn.

(i) By setting \(v \equiv 1\) in (B.7) and letting \(n \to \infty\), we get that for every \((y, z) \in E \times C\), \(P^R_{(y, z)}(\sigma_C = \infty) = P^P_y(\sigma_C = \infty)\). Therefore, by assumption, for every \((y, z) \in E \times C\),

\[
P^R_{(y, z)}(\sigma_C < \infty) = P^P_{y}(\sigma_C < \infty) = 1,
\]

from which it follows that \(P^R_{(y, z)}(\sigma^C_\ell < \infty) = 1\) for every \(\ell \in \mathbb{N}^*\).

(ii) We first show (B.8). Using the Markov property and the definition (3.2) of \(R\), for every \((y, z) \in E \times C\),

\[
E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C = n\}} h(Z_{n})] = E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n-1\}} \mathbb{1}_{\{Y_{n-1} \in C\}} h(Z_{n})]
= E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n-1\}} P(Y_{n-1}, C) Q h(Z_{n-1})]
= E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C > n-1\}} P(Y_{n-1}, C) Q h(z)]
= E^P_y[\mathbb{1}_{\{\sigma_C > n-1\}} P(X_{n-1}, C) Q h(z)]
= P^P_{y}(\sigma_C = n) Q h(z),
\]

where the penultimate equality follows from (B.7). Then, using (i) and the previous identity,

\[
E^R_{(y, z)}[g(\sigma_C) h(Z_{\sigma_C})] = \sum_{n=1}^{\infty} g(n) E^R_{(y, z)}[\mathbb{1}_{\{\sigma_C = n\}} h(Z_{n})]
= \sum_{n=1}^{\infty} g(n) P^P_y(\sigma_C = n) Q h(z)
= E^P_y[\mathbb{1}_{\{\sigma_C \geq 1\}} Q h(z)].
\]

Integrating with respect to \(\mu\) establishes (B.8).

We turn to (B.9). Since \(Z_{\sigma^C_\ell} = Z_{\sigma_C} \circ \theta_{\sigma^C_{\ell-1}}\) on \(\{\sigma^C_{\ell-1} < \infty\}\), combining the
We proceed by induction. The base case (i) and (B.8) yields, \(P^R_{\mu}\)-a.s.,

\[
\mathbb{E}^R_{\mu} \left[ g(\sigma_C \circ \theta_{\sigma_C^{-1}}) h(Z_{\sigma_C}) \mid \mathcal{F}_{\sigma_C} \right] = \mathbb{E}^R_{\mu} \left[ g(\sigma_C \circ \theta_{\sigma_C^{-1}}) h(Z_{\sigma_C} \circ \theta_{\sigma_C^{-1}}) \mid \mathcal{F}_{\sigma_C} \right] \\
= \mathbb{E}^R_{\mu} \left[ g(\sigma_C) h(Z_{\sigma_C}) \right] \\
= \mathbb{E}^P_{\sigma_C} \left[ g(\sigma_C) Q h(Z_{\sigma_C}) \right],
\]

where the last equality follows from (B.8). This completes the proof (B.9).

(iii) We proceed by induction. The base case \(k = 1\) holds by (B.8). In order to carry through the induction step, assume that (B.10) holds for some \(k \in \mathbb{N}^*\). Then, for all \((y_i)_{i=1}^{k+1}\) in \(\mathbb{R} \times \mathbb{C}\), \((h_i)_{i=1}^{k+1}\) in \(\mathbb{R} \times \mathbb{C}\) and \(\mu \in M_1(\mathbb{E} \otimes \mathbb{C})\), using the tower property, (B.9) and the fact that \(Y_{\sigma_C} = Z_{\sigma_C} \equiv \mathbb{E}^R_{\mu}\)-a.s., for all \(\ell \in \mathbb{N}^*\), we obtain

\[
\mathbb{E}^R_{\mu} \left[ \prod_{\ell=1}^{k+1} g(\sigma_C^\ell - \sigma_C^{\ell-1}) h_\ell(Z_{\sigma_C}) \right] \\
= \mathbb{E}^R_{\mu} \left[ \prod_{\ell=1}^{k} g(\sigma_C^\ell - \sigma_C^{\ell-1}) h_\ell(Z_{\sigma_C}) \right] \cdot g_{k+1}(\sigma_C) h_{k+1}(Z_{\sigma_C}) \\
= \mathbb{E}^R_{\mu} \left[ \prod_{\ell=1}^{k} g(\sigma_C^\ell - \sigma_C^{\ell-1}) h_\ell(Z_{\sigma_C}) \right] \cdot \mathbb{E}^P_{\sigma_C} \left[ g_{k+1}(\sigma_C) Q h_{k+1}(X_k) \prod_{\ell=1}^{k} h_\ell(X_\ell) \mathbb{E}^P_{\sigma_C} \left[ g_{k+1}(\sigma_C) \right] \right]
\]

The expectation on the right-hand side is over a product of nonnegative functions of \(Z_{\sigma_C}\) and \(\sigma_C^\ell - \sigma_C^{\ell-1}\) for \(\ell \in \{1, \ldots, k\}\). Therefore, using the induction hypothesis,

\[
\mathbb{E}^R_{\mu} \left[ \prod_{\ell=1}^{k+1} g(\sigma_C^\ell - \sigma_C^{\ell-1}) h_\ell(Z_{\sigma_C}) \right] \\
= \int \mu(d(y,z)) \mathbb{E}^P_y \left[ g_1(\sigma_C) \right] \times \mathbb{E}^Q_{z} \left[ \prod_{\ell=1}^{k} h_\ell(X_\ell) \mathbb{E}^P_{\sigma_C} \left[ g_{k+1}(\sigma_C) \right] \right] \]
Lemma B.2. Assume (A4)(i)–(ii) and that for every $y \in \mathcal{E}$, $P^R_y(\sigma_C < \infty) = 1$. Set $\delta := \inf_{z \in \mathcal{D}} P(z, C)$ and $\mathcal{D} := \mathcal{D} \times \mathcal{D}$ and define the probability measure $\nu : \mathcal{E} \otimes \mathcal{E}_C \ni A \mapsto \int_C \nu(dz) \mathbb{1}_A(z, z)$. Then the set $\mathcal{D} = \mathcal{D} \times \mathcal{D}$ is an accessible (1, $\delta \nu$)-small set for $R$ such that $\nu(\mathcal{D}) > 0$.

Proof. Under (A4)(i)–(ii) it holds that for every $(y, z) \in \mathcal{D}$ and $A \in \mathcal{E} \otimes \mathcal{E}_C$,

$$R((y, z), A) \geq P(y, C) \int Q(z, d\zeta') \mathbb{1}_A(z', z') \geq \delta \nu(A),$$

showing that $\mathcal{D}$ is a (1, $\delta \nu$)-small set for $R$. In addition, $\nu(\mathcal{D}) = \nu(\mathcal{D}) > 0$. To complete the proof, it remains to show that $\mathcal{D}$ is accessible for $R$. By assumption, $Q$ admits an accessible small set and is hence irreducible. Furthermore, [8, Theorem 9.2.4] implies that there exists a maximal irreducible measure $\bar{\nu} \in \mathcal{M}(\mathcal{E}_C)$ for $Q$. We define the measure $\bar{\psi} : \mathcal{E} \otimes \mathcal{E}_C \ni A \mapsto \int_C \bar{\psi}(dz) \mathbb{1}_A(z, z)$ and complete the proof by showing that $R$ is $\bar{\psi}$-irreducible. Indeed, since $\bar{\nu}$ is, by (A4)(i), an irreducibility measure for $Q$ such that $\nu(\mathcal{D}) > 0$, it holds that $\bar{\psi}(\mathcal{D}) = \nu(\mathcal{D}) > 0$; thus, by [8, Lemma 3.5.2], $\mathcal{D}$ is accessible for $R$ if $R$ is $\bar{\psi}$-irreducible.

To establish $\bar{\psi}$-irreducibility, consider a set $A \in \mathcal{E} \otimes \mathcal{E}_C$ such that $\bar{\psi}(A) > 0$. Setting $A_1 := \{ z \in \mathcal{C} : (z, z) \in A \}$, it holds that $\bar{\psi}(A) = \int \mathbb{1}_A(z, z) \bar{\psi}(dz) = \psi(A_1) > 0$, and since $Q$ is $\psi$-irreducible, it follows that $\sum_{k=1}^\infty Q^k(z, A_1) > 0$ for all $z \in \mathcal{C}$. Now for all $(y, z) \in \mathcal{E} \times \mathcal{C}$, $Y_k = Z_k$, $P^{R}_{(y, z)}$-a.s. on $\{ Y_k \in \mathcal{C} \}$, and therefore

$$\sum_{n=1}^{\infty} R^\nu((y, z), A) \geq \sum_{n=1}^{\infty} P^{R}_{(y, z)} \left( (Y_n, Z_n) \in A \cap \mathcal{C}, Y_n = Z_n \right) = \sum_{\ell=1}^{\infty} P^{R}_{(y, z)} \left( Z_{\alpha^\nu_\ell} \in A_1 \right) = \sum_{\ell=1}^{\infty} Q^\nu(z, A_1) > 0,$$

where the first and last equalities follow from Lemma B.1(i) and Lemma B.1(iii), respectively. The Markov kernel $R$ is therefore $\bar{\psi}$-irreducible, and the proof is finalized. \qed
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