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Abstract
The determination of the required sample size is always an important step during the planning of the quality of research for a quantitative study. The researchers need to have sound prerequisite knowledge of the inferential statistics concept for determining a minimum sample size requirement and its estimation because an insufficient sample size may not be able to answer the research questions and a large sample is wastage of resources, may add to the complexity, and take more time for the study. Both situations are ethically unacceptable for the researchers. Therefore, this study provides researchers with appropriate sample size determination methods for quantitative study. The Google Scholar, PubMed, and Library Genesis were used to find out the required information for the review of this paper. This study presents the sample size calculation formula in a simplified manner with relevant examples so that researchers may effectively use them in their research.
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Introduction

A sampling strategy is more than often necessary because it is not always possible to collect data from every unit of the population. Therefore, determining an appropriate sample size is the act used to select the number of observations to include in a statistical sample, the sample size is an important characteristic of any empirical study in which the aim is to make an inference about a population from a sample (Bujang & Adnan, 2016). The sample size is the number of participants or other study units that will be included and required to answer the study’s research questions (Gupta, 2011). In particular, too-large a sample is only a wastage of resources, cost, and time and, on the other hand, too small a sample size fails to produce conclusive and reliable results (Gowda et al., 2019). Therefore, it is essential...
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for the researcher to estimate appropriate sample size to produce reliable results using the statistical procedure. However, the sample size estimate is unclear and indicates less power due to suboptimal sample size. The estimation of the sample size is also essential to know the feasibility of the study in terms of cost and time required (Bujang, 2021). There is no magic solution for sample size estimation (Gowda et al., 2019); however, different statistical formulas are available for calculating sample size when researchers are deal with different types of parameters and variables in different study designs in quantitative studies (Hazra & Gogtay, 2016). But many researchers still don’t know which one to use to determine the appropriate formula for determining sample size in their studies. Even if, researchers have an understanding of basic statistical concepts for calculating sample size, they can also use available software for appropriate calculation of sample size in their study. Accordingly, the researcher briefly explains the basic statistical principles and formulas for calculating sample size in quantitative studies.

Methods and Procedures

This article is based on original research articles, review articles, and books. These were selected from various sources, as shown in the flowchart (Figure 1). The Google Scholar, PubMed, and Library Genesis databases were used to search the literature. The search terms were used "sample size", "calculation" and "research". To maintain the quality of the exam, all duplicates have been carefully checked. The abstracts of the articles were extensively reviewed for analysis and article purification to ensure the quality and relevance of the academic literature included in the review process. A careful evaluation of each research paper was performed at a later stage. A total of 1378 non-duplicate citations were reviewed. As this is a narrative review, articles with relevant information and illustrations meeting the objective of this review have been included and all other articles have been excluded. The research period was 2010-2021. All articles prior to 2010 were excluded from the search and the inclusion criteria was to limit articles published only in English. There were two articles in a language other than English and they were excluded from the study. In addition, after filtering out duplicate records, by purposive sampling, four additional articles were submitted for the study because they were most relevant to this study. The researcher selected the total of 19 books and articles after evaluating each book and article on the inclusion and exclusion criteria. Figure 1 shows the inclusion and exclusion of literature at each stage.
Basic Statistical Conceptions of Sample Size Calculation

In this study, researcher gives the appropriate guidelines to determine the representative sample size for quantitative research works. For this purpose usually we will need to know the basic statistical conception to determine the appropriate sample size for the quantitative study. Each of these is reviewed below:

**Null Hypothesis and Alternative Hypothesis**

An assumption or a guess or a statement of quantity about the population parameter is called a hypothesis (Gupta, 2011). In quantitative studies, the null hypothesis \( H_0 \) refers to a hypothesis of no significant difference between the statistic and the parameter, i.e. there is no significant difference between a sample statistic and a population parameter (Charan et al., 2021; Rao, 2012). In addition, an alternative hypothesis (H) is the opposite of the null hypothesis, which indicates a significant difference (Das et al., 2016). This is why it is also called the difference hypothesis. It should be noted that the alternative hypothesis
is a mutually exclusive and complementary statement of the null hypothesis. If the null hypothesis is rejected, the alternative hypothesis is accepted. If we test the hypothesis that the population mean (μ) has a specified value μ₀, we define a null hypothesis and an alternative hypothesis as follows:

\[ H_0 : \mu = \mu_0. \] That is, the population mean is equal to \( \mu_0 \). And the alternative hypothesis will be any of the following three cases

(i) \( H_1 : \mu \neq \mu_0 \). That is, the population mean is not equal to \( \mu_0 \). (Two-tailed test).
(ii) \( H_1 : \mu > \mu_0 \). That is, the population mean is greater than \( \mu_0 \). (One-sided test on the right).
(iii) \( H_1 : \mu < \mu_0 \). That is, the population mean is less than \( \mu_0 \). (One-sided test on the left).

Thus, the researcher should have clearly define null and alternative hypotheses in quantitative studies (Gupta, 2011).

**Types of Error**

There is always a chance of making a possible error in deciding to accept or reject a null hypothesis based on the sample information. Using only partial information based on a sample, our decision about the population may not be 100% correct. Hypothesis testing involves an inevitable but quantifiable risk of making incorrect decisions and leading to error. When testing the hypothesis, there are two types of errors. (i) Type I error: A type I error occurs when the null hypothesis \( (H_0) \) is true but it is rejected, and (ii) Type II error: A type II error occurs when the null hypothesis \( (H_0) \) is false, but it is accepted (Das et al., 2016). The states of nature, the decisions are taken and their consequences are shown in the following table (Gupta, 2011).

| The true about \( H_0 \)         | True (There is no difference) | False (There is difference) |
|----------------------------------|-------------------------------|-----------------------------|
| Decision of the research on the basis of results | Accept \( H_0 \) (There is on difference) | Correct decision (no error) probability = \( 1 - \alpha \) | Type II error (\( \beta \)) |
|                                  | Reject \( H_0 \) (There is difference) | Incorrect decision (Type I error) probability = \( \beta \) | Correct rejection |

Thus, the probability of type I, and Type II errors are denote by \( \alpha \), and \( \beta \) respectively. Therefore, \( \alpha = P \) (Type I error)

\[ = P \text{ (Rejecting } H_0 \text{, when it is true)}, \]

\( \beta = P \) (Type II error)

\[ = P \text{ (Accepting } H_0 \text{, when it is false)} \]
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Figure 2
Type I and Type II Errors under Null Hypothesis \((H_0)\) and Alternative \((H_1)\) Hypothesis Testing, \(c\) = Critical Value

(Pak & Oh, 2012)

Table 2
Relation between Type I Error and Sample Size

| Type I Error | Type II Error | Power of Test | Sample Size |
|--------------|--------------|---------------|-------------|
| 1%           | 13%          | 87%           | 55          |
| 2%           | 13%          | 87%           | 48          |
| 3%           | 13%          | 87%           | 43          |
| 5%           | 13%          | 87%           | 38          |
| 10%          | 13%          | 87%           | 31          |

The information mentioned in Figure 2 and Table 2 shows that if the value of \(\alpha = P\) (type I error) decreases, then the value of \(\beta = P\) (type II error) increases and vice versa. In any quantitative research, if the type I error increases, then the sample size should be decreased. If the type I error decreases, then the sample size should be increased. Therefore, the researcher should know these concepts in the related research field to find the appropriate sample size.

Significance Level

The maximum probability or permissible risk of rejecting the null hypothesis when it is true is called the level of significance. In other words, the maximum size of the committing type I error which we are prepared to risk in the decision process is called the level of significance. It is usually expressed as % and is denoted by \(\alpha\). Hence, \(\alpha = P\) (Type I error) = \(P\) (Rejecting \(H_0\), when \(H_0\) is true)

Generally, \(\alpha\) is taken as 1% or 5%. If the level of significance (\(\alpha\)) is set at 5% i.e. \(\alpha = 5\%\), we are ready to take a chance of 5% rejecting a true null hypothesis when the experiment is repeated under identical consideration. Therefore, \(\alpha\) measures the risk of committing Type I error, \((1-\alpha)\) is the degree of confidence or confidence level or the probability of accepting \(H_0\) when \(H_0\) is true. Thus, if \(\alpha = 5\%\), then \((1-\alpha) \%= 95\%.\) This means that we are 95% confident of the correct decision. The higher the significance level we use for testing a hypothesis, the higher the probability of rejecting the null hypothesis when it is true (Stallings & Singhal, 1969).
Figure 3 shows that when the significance level increases, the confidence level also decreases and vice versa. When a researcher employs a higher level of significance to test a null hypothesis, the likelihood of rejecting the null hypothesis when it is true increases. Thus, the researcher should have to demonstrate a required level of confidence in the correct decision.

One Tail and Two Tail Inferential Statistical Tests

The choice of one-sided or two-sided test depends on the objective of the research. The research hypothesized that a new ICT is a more effective educational tool for reducing students' poor performance in mathematics; then the one-sided test might be sufficient to test the hypothesis, but if you are not sure whether new ICT tools can be more or less effective in student performance compared to existing ICT tools, it is always better to use the two-tail test. The inputs for one-sided testing and two-sided testing are the same except for the critical Z-value; which is different in the one-tailed test \( Z_{1-\alpha} \), and the two-tailed test \( Z_{\frac{\alpha}{2}} \) as shown in Table 2.

Table 3
Critical Values of Test-statistic Z

| Type of test            | Critical values \( Z_\alpha \) at the level of significance \( \alpha \) |
|-------------------------|-------------------------------------------------|
|                         | 1%  | 5%  | 10%                   |
| Two-tailed test         | \( |Z_\alpha| = 2.58 \) | \( |Z_\alpha| = 1.96 \) | \( |Z_\alpha| = 1.645 \) |
| Right-tailed test       | \( Z_\alpha = 2.33 \) | \( Z_\alpha = 1.64 \) | \( Z_\alpha = 1.28 \) |
| Left-tailed test        | \( Z_\alpha = -2.33 \) | \( Z_\alpha = -1.645 \) | \( Z_\alpha = -1.28 \) |

The information mentioned in Table 2 indicates that the calculated statistical value lies within the intervals of -2.58 to 2.58, -1.96 to 1.96, and -1.645 to 1.645 at the level of significance.
significance (α) = 1%, 5%, and 10% respectively, then the test null hypothesis is accepted, otherwise rejected. Therefore, the researcher should be careful about the decision making in testing the null hypothesis.

**Study Power**

The study power means the probability of excluding a significant difference when it exists. In other words, it is a probability of generalization of the results of the study to the whole population. An increase in statistical power will reduce the possibility of the occurrence of a type II error (β); this means that it reduces the risk of false negative results. The power is denoted P=1-β. In most statistical trials, the power of 0.8 (80%) or greater is considered more appropriate to find a statistically significant difference. A power of 80% means that there is a 20% chance of accepting the null hypothesis in error i.e. beta is 20% or 0.20 (Charan et al., 2021). For the determination of the sample size, one should know the power of the study. The power reflects the ability to pick up an effect that is present in a population using a test based on a sample from that population (Noordzij et al., 2010).

*Figure 4*

Power Change when Mean ($\mu_A$) of the Alternative Hypothesis Closes to the Mean ($\mu_0$) of the Null Hypothesis.

![Image of Power Change](image)

(Pak & Oh, 2012)

*Table 4*

Relation between the Power, Type II Error, and Sample Size

| Type I Error | Type II Error | Power | Sample Size |
|-------------|--------------|-------|-------------|
| 5%          | 20%          | 80%   | 20          |
| 5%          | 18%          | 82%   | 21          |
| 5%          | 16%          | 84%   | 22          |
| 5%          | 15%          | 85%   | 23          |
| 5%          | 13%          | 87%   | 24          |
| 5%          | 12%          | 88%   | 25          |
| 5%          | 11%          | 89%   | 26          |
| 5%          | 10%          | 90%   | 27          |

Figure 4 and Table 4 show that as the power of the test increases, the type II error decreases and the sample size increases at a 5% level of significance. As a result, the
researcher should understand these concepts and increase the power of the test and sample size to reduce the type II error, which results in the correct decision for testing the null hypothesis in his research field.

**Effect Size**

The effect size is the smallest difference or the effect that the researcher considers clinically relevant. Determining the size of the effect can be a difficult task. In some cases, it may be based on data from previous studies (Schmidt et al., 2018). A pilot study may be necessary for this purpose or an expert Clinical judgment could be sought. For circumstances where neither of these options apply, Cohen determined standardized effect sizes described as “small”, “medium” and “large” (see Table 5). These vary for different study models. For smaller effect sizes, a larger sample size would be required (Bujang, 2021; Cohen, 1988).

Table 5

**Small, Medium, and Large Effect Sizes as Defined by Cohen**

| Test                                      | Effect size | Small | Medium | Large |
|-------------------------------------------|-------------|-------|--------|-------|
| Difference between two means              | d           | 0.20  | 0.50   | 0.80  |
| Difference between many means             | f           | 0.10  | 0.25   | 0.40  |
| Chi-squared test                           | w           | 0.10  | 0.30   | 0.50  |
| Pearson’s correlation coefficient         | ρ           | 0.10  | 0.30   | 0.50  |

Table 6

**Relation between Effect Size and Sample Size**

| Effect Size | Sample Size |
|-------------|-------------|
| 0.20        | 196         |
| 0.50        | 32          |
| 0.80        | 13          |

Table 5 shows that different statistical tests have different effect sizes, and Table 6 shows that when the effect size is increased, the sample size decreases, so that the researcher should increase the sample size to reduce the effect size in his study. However, since the researcher has little time and money, at that time, a large effect size will be taken.

**Margin of Error**

The margin of error is sometimes referred to as the sampling error or level of precision, which is a probability of variation in the results of sample for the population. It is also defined as the range of values above and below a confidence interval. The margin of error can be calculated in two ways, depending on whether we have parameter or statistics. Therefore, (i) the margin of error = critical value × standard deviation of the population, and (ii) the margin of error = critical value × standard deviation of the sample. In calculating sample size, the margin of error decreases, when the sample size is increased, which show in Table 7. This variation (range) is often expressed in percentage points (i.e. ± 5%).
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researcher finds that 75% of the students in the sample adopted a recommended practice with a ± 5% margin of error, and then the researcher concludes that 65% and 80% of the students of the population have adopted the practices (Sharma et al., 2020).

Table 7
Relation Between Sample Size and Marginal Error

| Sample Size | Margin of Error |
|-------------|-----------------|
| 100         | 3.9             |
| 150         | 3.2             |
| 200         | 2.8             |
| 250         | 2.5             |
| 300         | 2.3             |
| 350         | 2.1             |
| 400         | 2.1             |
| 450         | 2.1             |
| 500         | 1.8             |
| 550         | 1.6             |
| 600         | 1.5             |
| 650         | 1.4             |
| 700         | 1.2             |
| 750         | 1.1             |
| 800         | 1.0             |
| 850         | 0.9             |
| 900         | 0.9             |
| 950         | 0.8             |
| 1000        | 0.7             |

Note. * Sample Size
*¥ Margin of Error

Figure 5
Relation between Sample Size and Marginal Error

Figure 5 shows that when the margin of error increases, the sample size decreases. Also, the margin of error decreases. In this case, the sample size has increased. As a result, the researcher should be aware that increasing the sample size in his study reduces the margin of error.

Example 1: Suppose that, a group of researchers want to test the effect of new ICT tools taken by secondary school teachers in Nepal on the performance of mathematics students. As evidence, they want to estimate the IQ scores of thirteen-years-old students how teaching by ICT tools in classroom was. Previous studies suggest that the S.D. of IQ scores of thirteen-years-old students is 25.5. How many such students should the researchers’ sample to obtain a 95% confidence interval with a margin of error is 6 points?
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Solution: Here, M.E. = 6, Confidence interval = 95%, therefore, the Z-score is 1.96, and \( \sigma = 25.5 \). Now, we have \( M.E. = Z \times \frac{\sigma}{\sqrt{n}} \Rightarrow 6 = 1.96 \times \frac{25.5}{\sqrt{n}} \Rightarrow n = \left( \frac{1.96 \times 25.5}{6} \right)^2 \approx 69. \)

Thus, we need at least 69 such students in the sample to a maximum of error of points 6.

The Variability

Finally, for calculating the sample size, the researcher must anticipate the variance of the population of a given result a variable that is estimated using the standard deviation (SD). Researchers often use an evaluation obtained from information in previous studies because the variance is usually an unknown quantity. For a homogeneous population, we need a smaller sample size as the variance or SD will be less in this population. Supposed to study the effect of ICT tools of the mathematics classroom on the performances, we include a population whose performances vary from 30 to 85. Now, it is easy to understand that the SD of this group will be more and we would need a larger sample size to detect a difference between the interventions, if not the difference between the study, the groups would be masked by the inherent difference between them due to the SD. If, on the other hand, we take a sample from population performances between 70 and 85, we would naturally have obtained a more homogeneous group, thus reducing the SD and the sample size (Gupta et al., 2016). Thus, the sample size calculation for continuous outcome measures require an estimate of variability (or SD). Large variability requires a large sample size and small variability requires small sample (Schmidt et al., 2018), which is shown in Figure 6.

Figure 6
Relationship between Sample size and Standard Deviation
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Table 8

| Standard Deviation | 5  | 10 | 15 | 20 | 25 | 30 |
|--------------------|----|----|----|----|----|----|
| Sample Size        | 4  | 15 | 35 | 61 | 96 | 138|

Examples for Sample Size Estimation for Quantitative Studies

Several methods used to calculate the sample size, depending on the type of data or study design. In this paper, the following formulas are used to calculate the sample size using the above basic concept for the quantitative study.

Estimation of the Sample Size for Finite Populations

To determine the minimum sample size for finite populations, and the proportion of the population is estimated. The formula for determine of sample size can be used by (Cochran, 1963).

Sample size (n) = \( \frac{Z^2 \cdot p(1-p)}{e^2 \cdot N} \), where

- n = Sample size
- N = Population size
- Z = Critical value of desired level of confidence
- e = Margin of error/ desired level of precision
- p = Maximum probability of variation in the distribution.

For example: Suppose that, we want to evaluate to extension programme using ICT tools in the schools level in which students were encouraged to adopt a new ICT tools in practices at classroom activities. Assume that 2500 students were affected to adoption of new ICT tools in classroom practices, but that we do not know the variability in the proportion that will adopt the practice; therefore, assume p=.5 (maximum variability). Furthermore, suppose we desire a 95% confidence level and ±5% precision. Then, the required sample size is demonstrated as below:

Now, Sample size (n) = \( \frac{Z^2 \cdot p(1-p)}{e^2 \cdot N} \), where

n = Sample size, N = 2500, Z = 1.95, e = 0.05, and p = 0.5

Thus, n = \( \frac{(1.95)^2 \cdot 0.5 \cdot 0.5}{(0.05)^2 \cdot \frac{2500}{0.05^2}} \approx 182 \)

Hence, for evaluation the students’ performance in using ICT tools in mathematics classrooms of extension using ICT program, minimum of 182 students will be required in the sample.

Similarly, the sample size determine by (Almeda et al., 2010), when the population is known as below:

Sample size (n) = \( \frac{N(Ze)^2}{Z^2 + 4Ne^2} \), where N= population, e= margin of error, and Z=...
critical value of the desired level of confidence.

For example: A researcher is want to test the effect of blended learning during the time of the pandemic to the constitute campus students of Tribhuvan University. The total population of campuses is 350000. Taking all the students in campuses is difficult and expensive, so we decided to take a sample of this population at 5% margin of error. How many students must be considered in the sample?

Here, \( N = 350000 \), \( e = 0.05 \), and \( Z_{\frac{\alpha}{2}} = 1.96 \)

Thus, sample size (\( n \)) = \( \frac{N(Z_{\frac{\alpha}{2}})^2}{(Z_{\frac{\alpha}{2}})^2 + 4Ne^2} \) = \( \frac{350000 \times (1.96)^2}{(1.96)^2 + 4 \times 350000 \times (0.05)^2} \) ≈ 384

Hence, the required sample for the study is 384.

This formula may be used to estimate the proper sample size in circumstances when the population is finite yet heterogeneous, and a margin of error is provided. But when we do not know the variability of proportion, then we use the formula for the sample size (\( n \)) = \( \frac{Z^2p(1-p)}{e^2} \).

Estimation of the Sample Size for Infinite Population

To determine the minimum sample size for infinite populations, and the proportion of the population is estimated. The formula for determining sample size can be used:

Sample size (\( n \)) = \( \frac{Z^2p(1-p)}{e^2} \), where

\( n \) = Sample size

\( Z \) = Critical value of the desired level of confidence

\( e \) = Margin of error/ desired level of precision

\( p \) = Maximum probability of variation in the distribution.

Also, when the population is unknown, then generally the formula for estimating

the sample size can be used by (Almeda et al., 2010) is \( n = \frac{(Z_{\frac{\alpha}{2}})^2}{4(\frac{e}{p})^2} \), where \( n \)= sample size, \( Z_{\frac{\alpha}{2}} = 1.96 \), and \( e \) = margin of error. For example, how many possible number of students (\( n \)) do the researcher need when conducting research on the efficiency and usability of new ICT tools in mathematics classroom at the university level of the margin of error is 5%.

Here, sample size (\( n \)) = \( \frac{(Z_{\frac{\alpha}{2}})^2}{4(\frac{e}{p})^2} \) = \( \frac{(1.96)^2}{4(\frac{0.05}{0.5})^2} \) ≈ 384

Hence, the required sample size is 384. This formula is used to estimate the proper sample size in circumstances when the population is infinite and the margin of error is considered. But the formula \( n = \frac{Z^2p(1-p)}{e^2} \) is used when the population parameter is proportion and margin of error are given.

Estimation of Sample Size for Cross-sectional or Descriptive Studies

In the studies for cross-sectional or descriptive studies in case the data are on nominal/ordinal scale and proportion is a parameters, then generally the formula to determine the sample size can be used (Charan et al., 2021):

Sample size (\( n \)) = \( \frac{Z^2p(1-p)}{\sigma^2} \), where
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n = desired sample size, \( Z_{(1-\frac{e^2}{2})} \) = critical value and a standard value for the corresponding level of confidence (at 95% confidence level or 5% level of significance (type-I error) it is 1.96 and 99% confidence level it is 2.58), p = Expected prevalence or based on previous research, q = 1-p, and e = Margin of error or precision (Sharma et al., 2020). For example: A researcher wants to carry out a descriptive study to understand the proportion of performance of students’ use of ICT tools in the mathematics classroom in Kathmandu city. A previous study stated that students’ performance in using ICT tools was 45%. At a 95% confidence level and 5% margin of error, calculate the sample size required to conduct the other new research. Here, \( Z_{(1-\frac{e^2}{2})} = 1.96 \), p =0.45, q = 1-p = 0.55, and e = 0.05. Thus, the required sample size (n) = \( \frac{Z_{(1-\frac{e^2}{2})} \sqrt{pq}}{e} = \frac{1.96 \times (0.45) (0.55)}{(0.05)^2} \approx 194 \).

Now, n = 194 + 19 = 213 (let us suppose that 10% will be the dropout of students in the study).

Hence, for conducting a new cross-sectional study to identify the proportion of students’ performance using ICT tools in mathematics classrooms, minimum of 213 students will be required in the sample. This formula for finding the appropriate sample size is similar to that used by (Pourhoseingholi et al., 2013).

Also, if the sample size in the case the data is on interval or ratio scale, then the formula of simple size determine is n = \( \frac{Z_{(1-\frac{e^2}{2})} \sigma}{e} \), where n = sample size, \( Z_{(1-\frac{e^2}{2})} \) = standardized value for the corresponding level of confidence at 95% confidence level, it is 1.96, at 99% confidence level or 1% type I error it is 2.58), e = margin of error or rate of precision, and \( \sigma \) = S.D. which is based on a pilot study or previous study (Sharma et al., 2020). For example, a teacher wants to know the average performance of mathematics among bachelor level student in the Tribhuvan University at 95% confidence level, and the margin of error is 0.05. From the pilot study, the S.D. of the performance scores of bachelor-level students in mathematics was found to be 5.6. How many students will be required to conduct a new study?

Here, \( Z_{(1-\frac{e^2}{2})} = 1.96 \), e = 0.05, and \( \sigma = 5.6 \),

Thus, sample size (n) = \( \frac{Z_{(1-\frac{e^2}{2})} \sigma}{e} = \frac{(1.96)^2 (5.6)^2}{(0.05)^2} \approx 48 \).

Therefore, sample size (n) = 48 + 5 (considering 10% drop out of study students) = 53.

Hence, for conducting a new survey study to obtain the average performance of bachelor-level students in Tribhuvan University, minimum 53 students will be required. This result is similar to that used by (Vishwakarma, 2014). This formula will be used when the outcome variable is continuous and the population parameter is mean.

Slovin’s Formula in Determining the Sample Size

Let N be the population size and the margin of error (e) denotes the allowed probability of committing an error in selecting a small representative of the population, the sample size (n) can be obtained from the formula n = \( \frac{N}{1+Ne^2} \) (Slovin, 1960). To use this formula, first, the researchers figure out the margin of error. For example, a confidence level of 95% gives a margin of error 0.05, 98% confidence level gives a margin of error 0.02, and so on.
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may be required. If the researcher to fit the population size and required margin of error into the formula, then the result equal the number of sample size required to evaluate the population. For example, suppose that a researcher wants to conduct a research in his/her school/university, which new ICT tools are best for mathematics classrooms to grab good performance in the total number of students of 5567. For this survey, a margin of error of 0.05 is considered sufficient accurate. By using the Slovin’s formula, the required sample survey size equals
\[
n = \frac{N}{1 + Ne^2} = \frac{5567}{1 + 5567(0.05)^2} \approx 373
\]

Hence, the required sample size for the survey is 373. In situations when the population is finite and the researchers do not have enough knowledge about the population's behaviour (or distribution of behaviour) to determine the optimal sample size, this formula can be used to estimate it.

Standard Sample Size Determination Formula

According to Cochran (1963). The standard sample size formula is
\[
n = \frac{Z^2 \cdot (p) \cdot (q)}{e^2},
\]

where \(n = \) sample size, \(Z = \) standard error associated with the chosen level of confidence, \(p = \) variability/standard deviation (it can be taken from previous studies or pilot study), \(q = 1 - p, \) and \(e = \) acceptable sample error. It is normally used 0.05. For example, in conducting the survey research, how many students are fully satisfied with the teacher when using the ICT tools in mathematics classroom? Assume that, variability (\(p\))= 0.5, confidence level (1-\(\alpha\))= 95%, and sampling error (\(e\)) = 5%, then
\[
n = \frac{Z^2 \cdot (p) \cdot (q)}{e^2} = \frac{1.96^2 \cdot (0.5) \cdot (0.5)}{(0.05)^2} \approx 384.
\]

Hence, the required sample size is 384.

Given a desired degree of precision, a desired confidence level, and the expected fraction of the attribute existing in the population, the Cochran method may be used to find an appropriate sample size. In cases involving enormous populations, Cochran's formula is very useful.

Conclusion

The primary goal of the study, the type of outcome variable, and the statistical analysis plan all influence on the choice of a sample size formula. Sample size estimation is very important and choosing the right formula is crucial in all types of research studies to be carried out. Calculating the sample size can be a difficult task and can lead to misleading or incorrect results without prior knowledge of the basic concept of inferential statistics, especially for beginner researchers. Therefore, this study provides brief and clear guidance on determining the appropriate sample size for quantitative research depending on the study type, the null hypothesis, alternative hypothesis, types of errors, level of significance, one-sided testing, two-tailed test, power of the study, effect size, the margin of error, and variability. Thus, this paper will be very useful for new researchers as it provides a rough guide to obtaining the minimum sample size required for their studies to be conducted on quantitative research with minimum cost, manpower, availability of subjects, and time constraints in particular, and feasibility in general. Finally, the researcher suggested that the G power test and other statistical software be used to calculate precise sample sizes in future investigations.
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