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ABSTRACT

The Pattern Sequence-based Forecasting (PSF) is an approach to forecast the behavior of time series based on similar pattern sequences. The innovation of PSF method is to convert the load time series into a label sequence by clustering technique in order to lighten computational burden. However, it brings about a new problem in determining the number of clusters and it is subject to insufficient similar days occasionally. In this paper we proposed an adaption of the PSF method, which introduces a new clustering index to determine the number of clusters and imposes a threshold to solve the problem caused by insufficient similar days. Our experiments showed that the proposed method reduced the mean absolute percentage error (MAPE) about 15%, compared to the PSF method.
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1. INTRODUCTION

Electricity load forecasting has become necessary for power generation unit schedule. It is the basis of every profit maximization strategy, and it is vital for the security and reliability of the electric power transmission system. Generally, load forecasting aims to extrapolate pattern of load consumption under the effect of factors, such as weather and day-of-week, etc.

Many methods have been employed to load forecasting. As time series, auto-regressive integrated moving average model (ARIMA) is typically used by many researchers as a sophisticated benchmark for evaluating alternative proposals [1,2]. The regression related [3,4] and exponential smoothing [5,6] are always attractive because they are easily implemented. Nowadays artificial intelligence-based techniques also become attractive and widespread due to their flexibility and ex-

planation capabilities, such as artificial neural network (ANN) [7].

However, the load forecasting problem is a complex nonlinear problem linked with social considerations, economic factors, and weather variations. It is difficult to obtain accurate and realistic models for such methods. It is also hard to assess methods since they are different from each other in scenarios and demands.

The pattern sequence-based forecasting (PSF) suggested in paper [8] is an approach to forecast the behavior of time series based on similar pattern sequences. In the approach, a label sequence is generated after clustering the load time series. And then similar predicted day-to-day pattern is searched out by matching to the label sequence. Finally, the average of the similar days is provided as the forecast.

The PSF algorithm is simple and effective, but it does not have a reliable method to determine the
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proper number of clusters during clustering. Another weak point is the high forecasting error rate caused by insufficient similar days in some cases. In this paper, we propose a new clustering index for selecting the number of clusters, and suggest imposing a filter on similar days to lower the forecasting error rate.

The rest of the paper is organized as the following sections: Section 2 presents the Pattern Sequence-based Forecasting (PSF) and its weak points. Section 3 elaborates the proposed method as the adaptation of PSF. Section 4 consists of summary and conclusion.

2. THE PATTERN SEQUENCE-BASED FORECASTING

The Pattern Sequence-based Forecasting (PSF) is a kind of pattern similarity-based methods. A common feature of these methods is learning from the data and using similarities between patterns of the seasonal cycles of the time series. In the PSF, instead of dealing high dimensional data, it converts the time series into a label sequence. Therefore, the method increases the efficiency in pattern matching.

2.1 Description of PSF Method

The PSF method could be described as two phases, and [Fig. 1] shows the flowchart of the method.

**Phase 1: Clustering**

In this phase, the initial data will be clustered and a label sequence which consists of cluster identifiers will be obtained. A typical clustering $k$-means is proposed[9] and three indexes is recommended to determine the number of clusters (parameter $k$). They are Silhouette index [10], Dunn index [11] and Davies-Bouldin index [12].

**Phase 2: Prediction**

In this phase, the average of similar day load is provided as the forecast to the day to be predicted. The similar day refers to the day which follows the same sequence segment as the day to be predicted does. In the case, the sequence segment is called query pattern and its length is called window size (parameter $w$).

A brief description is given as [Fig. 2]. Currently, the window size is 5. With the given window size $w$, for any day to be predicted if there is no matching results, the process will repeat with $w=1$. It is obvious that any day will obtain its similar days when $w=1$.

2.2 Obtaining Parameters in PSF

There are two parameters in the PSF method.
Both of them have significant impact on the level of forecasting error rate.

(1) Parameter $k$: The number of clusters. Since the process of how to select the number of clusters becomes the focus for clustering technique, many indexes [13] have been put forward to evaluate the performance of clustering. In PSF method, it recommends selection of appropriate $k$ with three indexes: Silhouette index, Dunn index and Davies–Bouldin index.

(2) Parameter $w$: Windows size. The parameter should be determined by a training process that minimize the mean absolute percentage error (MAPE).

2.3 Issues in Application of PSF Method

For application of PSF, there are two issues which need attention.

(1) In the clustering phase, the indexes work incorrectly in selecting parameter $k$ in some case. The label sequence is crucial for PSF method, so the number of clusters is a crucial point. However, with the help of the three recommended indexes, the value selected for parameter $k$ does not work properly. For example, in clustering phase, the value $k_1$ is better than $k_2$ according to the indexes, but in prediction phase, the label sequence based on $k_1$ clusters may achieve a lower forecasting error rate than the label sequence based on $k_2$.

(2) In prediction phase, scarce similar days increase forecasting error rate dramatically. It is clear that a shorter query pattern will get more matching than a longer one. Generally, the forecast calculated on more similar days are better than fewer similar days. [Table 1] lists the MAPE of forecasts grouped by the number of similar days. It indicates that forecasts based on scarce similar days are susceptible to outliers.

3. THE PROPOSED METHOD

Since the electricity load shows clear seasonal cycles, to take the characteristic into account is a common practice on load forecasting issues [14]. Therefore, concerning on the PSF method, we propose to enhance the feature of weekly seasonality in clustering phase, extend similar days searching

| Similar days | 1  | 2  | 3  | 4  | 5  | >5 |
|--------------|----|----|----|----|----|----|
| MAPE(%)      | 6.97 | 5.784 | 5.569 | 5.200 | 4.944 | 4.207 |
to avoid matching insufficiency, and finally impose a filtering on similar days to discard the outliers.

3.1 Electricity Load Characteristics

Due to regular daily and weekly activities, electricity load shows a clear multiple seasonal cycles. [Fig. 3] is the load time series of New York City in years 2014 to 2016, got from the New York Independent System Operator [15]. Even though there are many spikes in the summer, it clearly shows yearly seasonality.

Another distinct feature of load is a big gap between weekdays and weekends. [Fig. 4] shows the average of daily load of New York city in 2016 group by day-of-week. There is no much difference among weekdays, but weekends are different definitely.

About the load forecasting issues, researchers have made good use of the characteristic to refine the model [16].

3.2 Methodology

With the purpose to improve the PSF method, we intend to obtain more similar days for forecasting when the similar days are insufficient. Meanwhile, impose a filter on the extended similar days to drop the outliers out.

3.2.1 The Diagram of Proposed Method

[Fig. 5] is the flowchart of the proposed method. Compared with the PSF method, two measures are taken. First, we introduce a parameter $t$ as the threshold for the number of matching. If the number of matching is less than $t$, searching would re-start with a short query pattern. Second, filter imposes on the match process to remove the outliers. Additionally, we propose a new index to evaluate the clustering performance and to determine the parameter $k$ in generation of the label sequence.

3.2.2 Proposed Index for $k$ Determination

The PSF method suggests three indexes (Davies Bouldin, Dunn, and Silhouette indexes) as indicators to select $k$. But the recommended indexes do not work properly sometime. By Dunn index or Silhouette index, the higher the better.
Davies–Bouldin index is the opposite. [Table 2] shows index values, from \( k=4 \) to \( k=9 \) with \( k \)-means algorithm on the load time series of New York City in 2010–2015. According to each index, the number of clusters should be 5, 5 and 4. However, the 8 is better than the other values. The reason will be demonstrated in [Table 3, 4].

Since electricity load has regular weekly seasonality, similar day searching would benefit from an accurate classification of weekday and weekend. Therefore, in clustering phase of PSF algorithm, the effective clustering should differentiate weekdays and weekends as clearly as possible. So, we propose a new index to evaluate the effectiveness of clustering.

Let us consider \( S \) days clustered into \( k \) clusters, and for the cluster \( i (i = 1, 2, ..., \bar{k}) \), \( n_i \) and \( m_i \) denote the number of weekdays and weekends in the cluster, respectively. Then

\[
S = \sum_{i=1}^{k}(n_i + m_i)
\]

For a given cluster \( i \), we use Eq. (2) as an indicator to measure the degree of differentiation of weekday and weekend, it is defined as:

\[
Z_i = \left[ \frac{1}{7} \cdot \frac{n_i}{n_i + m_i} \right] - \left[ \frac{1}{7} \cdot \frac{m_i}{n_i + m_i} \right] = \frac{1}{7} \left| 2n_i - 5m_i \right|
\]  \( (2) \)

Then for all \( k \) clusters, we propose the clustering index as:

\[
I = \sum_{i=1}^{k} w_i * Z_i
\]  \( (3) \)

where \( w_i \) is the weighting factor of cluster \( i \) that is \( w_i = (n_i + m_i) / S \).

From Eq. (2) and Eq. (3),

\[
I = \frac{1}{7S} \sum_{i=1}^{k} |2n_i - 5m_i|
\]  \( (4) \)

Therefore, according to the proposed index, the higher \( I \) value is better. It indicates the weekdays and weekends would be separated more clearly. With the proposed index, the appropriate number of clusters in above case should be 8 as shown in [Table 3].

To evaluate each value of parameter \( k \), [Table 4] shows the MAPE under each given \( k \) pair. Apparently, the level of MAPE for column \( k=8 \) is

---

**Table 2.** The indexes of clustering with \( k = 4 \) to 9

| \( k \) | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|
| Davies–Bouldin | 0.6551 | 0.4536 | 1.0751 | 1.2382 | 0.7707 | 1.2188 |
| Dunn | 0.0225 | 0.0323 | 0.0299 | 0.0293 | 0.0306 | 0.0318 |
| Silhouette | 0.5526 | 0.4889 | 0.4342 | 0.3944 | 0.3692 | 0.3410 |

**Table 3.** The indexes of clustering with \( k = 4 \) to 9

| \( k \) | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|
| Proposed index \( I \) | 0.0273 | 0.0416 | 0.0559 | 0.0419 | 0.0448 | 0.0605 | 0.0445 |

**Table 4.** MAPE under each given \( k \) \( w \) pair

| MAPE(%) \( k \) | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|
| \( w=3 \) | 14.189 | 6.549 | 6.477 | 6.092 | 5.778 | 5.675 |
| \( w=4 \) | 8.044 | 6.411 | 6.558 | 6.314 | 5.794 | 5.793 |
| \( w=5 \) | 8.068 | 6.376 | 6.665 | 6.310 | 5.659 | 5.764 |
| \( w=6 \) | 7.874 | 6.511 | 6.571 | 6.310 | 5.551 | 5.719 |
| \( w=7 \) | 7.947 | 6.509 | 6.568 | 6.367 | 5.597 | 5.711 |
| \( w=8 \) | 8.176 | 6.125 | 6.713 | 6.384 | 5.656 | 5.742 |
| \( w=9 \) | 8.936 | 6.518 | 6.233 | 6.391 | 5.687 | 5.765 |
lower than others, then in the case the proposed index indicates \( k \) correctly.

The proposed index is more reliable proved by several experiments, the reason is that the label sequence, which separates weekdays and weekends clearly, would contribute to an accurate matching for similar days.

3.2.3 Similar Days Filtering

As mentioned in section 2.3, another issue of the PSF method is that the scarce similar days increase forecasting error rate dramatically. The window size \( w \) impacts on the number of similar days directly, then using a shorter query pattern could definitely extend the similar days searching. However, the measure is a double-edged sword. It obtains more similar days, possibly it can include some outliers into account. So to cooperate with an extended similar days searching, we propose imposing a filtering on the similar days to drop the outliers out.

To filter the outliers out, two steps are needed:

**Step 1.** Pick holidays (except weekends) out before clustering and then insert a special identifier into the label sequence at the location of these holidays.

**Step 2.** Filter the similar days with one or two of the constraints below:

- **Constraint I.** Both similar day and the day to be predicted are weekdays or weekends.
- **Constraint II.** Both similar day and the day to be predicted are the same day-of-week.

Which constraint should be attached depends on the scale of data set, hence it should be chosen via a training process.

Although it can obtain the forecasts of holidays, conventionally holiday load forecasting is dealt with separately [17].

3.3 Comparison

The load time series was collected from New York Independent System Operator (NYISO). It is of New York city in 2010 to 2016. We took a three-year, four-year and five-year load time series as training dataset respectively. For each case, with \( n \)-year training data set, \( n \)-fold cross validation had been taken and the final result as shown in [Table 5].

The result shows the proposed method outperforms the PSF method in all cases, and it is about 15% improvement compared with the PSF method. As the training dataset increases, the proposed method will benefit from a longer label sequence more than PSF method does.

4. SUMMARY AND CONCLUSION

In summary, as an adaption of the PSF, we made two contributions. First, we introduced a new clustering index to determine the number of clusters. How to determine the number of clusters is still the crucial issue, because the most processes in the method totally depend on the label sequence. The proposed index has been proven to be more reliable for \( k \) selection. Second we imposed a threshold on the number of similar days to solve the problem caused by insufficient similar days. Compared to the PSF method, the label sequence by the pro-

| Training Dataset | PSF method | Proposed method |
|------------------|------------|-----------------|
|                  | Parameters | Avg. MAPE(%)    | Parameters | Avg. MAPE(%)    |
| three-year       | \( k=6, w=5 \) | 6.125           | \( k=7, w=6, t=2 \) | 5.102 |
| four-year        | \( k=6, w=6 \) | 5.832           | \( k=8, w=6, t=2 \) | 4.763 |
| five-year        | \( k=6, w=6 \) | 5.747           | \( k=8, w=5, t=2 \) | 4.752 |

Table 5, The comparison of the PSF and the proposed method
posed method showed that weekly seasonality was more clearly and similar days obtained with match filtering was more accurate. As shown in our experiment, our method reduced the mean absolute percentage error (MAPE) about 15%, compared to the PSF method.
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