ON THE ABSENCE OF ZERO-TEMPERATURE LIMIT OF EQUILIBRIUM STATES FOR FINITE-RANGE INTERACTIONS ON THE LATTICE \( \mathbb{Z}^2 \)
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Abstract. We construct finite-range interactions on \( S^2 \), where \( S \) is a finite set, for which the associated equilibrium states (i.e., the shift-invariant Gibbs states) fail to converge as temperature goes to zero. More precisely, if we pick any one-parameter family \((\mu_\beta)_{\beta>0}\) in which \( \mu_\beta \) is an equilibrium state at inverse temperature \( \beta \) for this interaction, then \( \lim_{\beta \to \infty} \mu_\beta \) does not exist. This settles a question posed by the first author and Hochman who obtained such a non-convergence behavior when \( d \geq 3 \), \( d \) being the dimension of the lattice.

Keywords. lattice systems, equilibrium states, Gibbs measures, thermodynamic formalism, multidimensional subshift of finite type, Wang tilings, effective subshifts, Turing machine.

Contents

1. Introduction and main result 2
  1.1. Setting 2
  1.2. Known results and main theorem 2
  1.3. More comments 3
  1.4. On the role of symbolic dynamics 4
  1.5. Organization of the paper 4
2. Equilibrium states, subshifts and tilings 5
  2.1. Equilibrium states 5
  2.2. Subshifts, 2D subshifts of finite type and Wang tilings 6
3. Imbedding a 1D effective subshift into a 2D subshift of finite type 7
  3.1. Self-simulating structure 9
  3.2. Simulation to check forbidden strings 12
4. Construction of a some 1D effective subshift 13
5. Estimates on admissible patterns 15
6. Proof of the main theorem 18
Appendix A. On partial sums of binomial coefficients 23
Appendix B. A measure with entropy \( \log |G_{\mathbb{Z},d_{k+1}}|/\lambda_{k+1} \) 24
References 24

Date: October 21, 2020.

We thank Mike Hochman for having drawn our attention to the work of Durand et al. [DRS12].
1. Introduction and main result

1.1. Setting. Leaving precise definitions till the next section, we work in the context of Gibbs measures for shift-invariant absolutely summable interactions on a space of configurations of the form $S^Z^d$, where $S$ is a finite set. As explained below, we will in fact deal with equilibrium states, that is, shift-invariant Gibbs measures. The problem we consider is the following. Given an interaction $\Phi$ and an inverse temperature $\beta > 0$, there is a simplex of equilibrium states $\mathcal{ES}(\beta)$ associated with $\beta\Phi$ (which might not be a singleton for large values of $\beta$, as for instance in the Ising model). We ask the following:

What is the behavior of $\mathcal{ES}(\beta)$ when $\beta \to +\infty$?

When there is a single equilibrium state $\mu_\beta$ for each $\beta$, this question is simply: Does the limit of $(\mu_\beta)_{\beta > 0}$ exist? If it does, what is the limiting measure? (The natural topology in this problem is the weak topology, see below.) This question is connected with ground states. We need not explain what they are because they will play no explicit role in the present paper. Let us only say that a ground state for an interaction $\Phi$ is a probability measure supported on a certain closed subset of $S^Z^d$, possibly uncountable, which is invariant under the shift action (that is, a subshift), and determined by the “maximizing configurations” of the Hamiltonian of $\Phi$. We refer to [GT15] for details. (Notice that in this paper we use the convention sign followed in dynamical systems and also in [Rue04], namely we “prefer” to maximize instead of minimizing.)

1.2. Known results and main theorem. If the answer to the above question is known in a number of particular examples, notably in relation with phase transitions, see, e.g., [DS85, vEFS93, Geo11], the general study of this problem is pretty recent, and it was started by people working in ergodic theory and dynamical systems. They considered ‘potentials’ on $S^Z$ (or $S^Z^d$) for which there is a single equilibrium state, which is also a Gibbs measure, for each inverse temperature [Bow08]. In a nutshell, the situation is the following. For locally constant ‘potentials’, which correspond to finite-range interactions, convergence always takes place, and it is possible to describe the limit measures [Bré03, CGU11, Lep05]. For Lipschitz ‘potentials’, which correspond for instance to exponentially decaying pair interactions (as a function of the distance between sites), there is a rather surprising negative result. Recall that, in this class, equilibrium states and Gibbs measures coincide, and for a given potential and for each $\beta$ there is exactly one Gibbs measure. It was first proved in [CH10] that there do exist potentials (or interactions) in this class such that the limit of $(\mu_\beta)_{\beta > 0}$ does not exist when $\beta \to +\infty$. Another construction was given in [CRL15].

---

1 A caution on the terminology is in order. In statistical physics, an interaction or a potential is a family of real-valued functions on $S^Z^d$ indexed by the finite subsets of $Z^d$. For equilibrium states, a function deriving from the potential appears naturally and can be interpreted as the ‘mean energy per site’. In dynamical systems, people consider $d = 1$ (the shift representing time evolution), and they only consider this mean energy per site that they call a potential.
What happens when \( d \geq 2 \)? In sharp contrast with the case \( d = 1 \), it was proved in [CH10] that, when \( d \geq 3 \), then one can construct a finite-range interaction (with \( S = \{0,1\} \)) such that, for any family \((\mu_\beta)_{\beta>0}\) in which \( \mu_\beta \) is an equilibrium state for this interaction at inverse temperature \( \beta \), the limit \( \lim_{\beta \to \infty} \mu_\beta \) does not exist. (We will comment below on this rather subtle statement.) The case \( d = 2 \) is left as an open problem in [CH10] (for reasons that will be explained later on), and in this paper, we solve it. More precisely, our main theorem is the following.

**Theorem 1.1** (Main theorem).

There exists a finite set \( S \) and a finite-range interaction on \( S^{\mathbb{Z}^2} \), such that for any one-parameter family \((\mu_\beta)_{\beta>0}\) in which \( \mu_\beta \) is an equilibrium state (i.e., a shift-invariant Gibbs measure) at inverse temperature \( \beta \), the limit \( \lim_{\beta \to \infty} \mu_\beta \) does not exist.

Several comments are in order. First, if there were a unique equilibrium state/Gibbs measure for each \( \beta \), then there would be a unique choice for \( \mu_\beta \), and the previous result could be formulated more transparently: there exist finite range interactions such that the limit \( \lim_{\beta \to \infty} \mu_\beta \) does not exist. But in our example we didn’t look if uniqueness holds at low temperature. Second, by compactness (in the weak topology) of the space of probability measures, if we take any sequence \((\beta_\ell)_{\ell \geq 1}\) of inverse temperatures such that \( \beta_\ell \to +\infty \), there exists a subsequence \((\ell_i)\) such that the sequence \((\mu_{\beta_{\ell_i}})_{i \geq 1}\), in which \( \mu_{\beta_{\ell_i}} \) is an equilibrium state, has a limit. Our result, as well as the one in [CH10] mentioned above, is about continuous-parameter families. Third, and last, there is nothing new in the fact that one can choose some divergent family of equilibrium states. Consider for instance the nearest-neighbor Ising model in which one can choose a family which alternates, when \( \beta \) is large enough, between the + and − phases. However, it is always possible to choose families which converge to either \( \delta_- \) or \( \delta_+ \). In our example, it is not possible to choose any family which converges to a ground state. Let us also mention that in [CRL15] such a non-convergence result (for any \( d \geq 2 \)) was obtained, but for non-locally constant Lipschitz ‘potentials’.

1.3. More comments. The fact that the Gibbs measures of an interaction can behave in a ‘chaotic’ way when temperature goes to zero seems to have been first proved in [vER07] for a class of examples of nearest-neighbor, bounded-spin models, in any dimension. In that example, \( S \) is the unit circle. The paper [CH10] was the first to exhibit this kind of behavior for models with a finite number of ‘spin’ values at each site. In the above mentioned paper [CRL15], a stronger property is studied namely ‘sensitive dependence’. Roughly, it means that the non-convergence can indeed occur along any prescribed sequence of temperatures going to zero, by making an arbitrarily small perturbation of the original interaction. We believe that our example exhibits this property but we did not try to prove it. Finally, let us mention that we only deal with equilibrium states, that is, shift-invariant Gibbs measures. It is well known that there can exist non-shift invariant Gibbs measures at low temperature, e.g., in the three-dimensional Ising model where the so-called ‘Dobrushin states’ appear [Dob73, DS85]. The situation is unclear in that case.
1.4. On the role of symbolic dynamics. In [CH10], [CRL15] and the present work, a central role is played by symbolic dynamics, in particular the construction of subshifts with certain properties. Informally, a subshift is a subset of configurations in \( S^{\mathbb{Z}^d} \) defined by a (finite or infinite) set of ‘patterns’ which cannot appear anywhere in these configurations. When \( d = 1 \), we say that we have a 1D subshift. A prominent class of 1D subshifts is that of subshifts of finite type for which there are finitely many forbidden patterns. They play a central role to ‘encode’ certain differential dynamical systems such as Axiom A diffeomorphisms [Bow08]. There are many 1D subshifts that are not of finite type which were introduced for various purposes (for instance the Thue-Morse subshift defined by substitution rules); see for instance [Kür03].

There is a striking and dramatic difference between 1D and 2D subshifts of finite type. For instance, it is formally undecidable whether a 2D subshift of finite type is empty or not. This undecidability problem is closely related to the existence of nonempty shifts of finite type without periodic points, or, equivalently, the existence of Wang tile sets (their definition is given below) such that one can tile the plane but never in a periodic fashion [LS02].

1D subshifts of finite type are closely related to the zero temperature limit of (one-dimensional) Gibbs measures of finite-range potentials: the limiting measure, which always exists, is necessarily supported on a subshift of finite type. The above mentioned examples of non-convergence for non-finite-range potentials [CH10, CRL15] rely on the construction of some subshifts which are necessarily not of finite type. Roughly speaking, the idea is to cook up two subshifts of \( S^{\mathbb{Z}} \), each carrying only one shift-invariant probability measure (among other properties), and a (non-finite-range) potential such that the corresponding one-parameter family of Gibbs measures \( \mu_\beta \) accumulates at the same time on the two measures as \( \beta \to +\infty \).

In dimension higher than one, we previously said that this non-convergence phenomenon can arise for finite-range potentials. The underlying phenomenon which we exploit is that one can imbed (in a way precised below) any (effective) 1D subshift into a higher-dimensional subshift of finite type. In [Hoc09], there is a construction which allows to imbed a 1D effective subshift into a 3D subshift of finite type, which is the one used in [CH10]. In this paper we use another construction from [DRS12] based on ‘hierarchical self-simulating tilings’. It permits to imbed any (effective) 1D subshift into a 2D subshift of finite type. This is a rather cumbersome construction (that we will partly describe it below), although the underlying ideas are simple. (Let us mention that a different embedding construction is given in [AS13].) Moreover, we use the construction of certain 1D subshifts given in [CRL15]. It is somewhat more flexible than the one used in [CH10]. Once we have a 2D subshift of finite type built up from a certain 1D subshift, we can then define a finite-range potential which ‘penalizes’ the forbidden patterns (which are finitely many).

1.5. Organization of the paper. In Section 2 we set the necessary definitions and notations for equilibrium states, subshifts and Wang tilings. In Section 3 we state the embedding theorem of Durand et al. [DRS12] and establish a key proposition which results from their construction. In
particular, we explain some of the ideas of the proof of the embedding theorem. Next, we construct in Section 4 a certain 1D effective subshift that serves as a ‘base’ for a 2D subshift of finite type, and we define an associated finite-range interaction. Section 5 contains some estimates involving the admissible patterns of the 2D subshift of finite type. Finally, we prove in Section 6 our main result (Theorem 1.1), namely that for every one-parameter family \( (\mu_\beta)_{\beta > 0} \) in which \( \mu_\beta \) is an equilibrium state at inverse temperature \( \beta \) for the above interaction, \( \lim_{\beta \to \infty} \mu_\beta \) does not exist.

2. Equilibrium states, subshifts and tilings

The configuration space is \( \mathcal{S}^{\mathbb{Z}^d} \), where \( \mathcal{S} \) is a finite set and \( d \geq 1 \) is an integer. Regarding equilibrium states, we are interested in \( d = 2 \), but we will also consider the case \( d = 1 \) to construct some subshifts needed in the proof of the main result. On \( \mathcal{S}^{\mathbb{Z}^d} \), we have the shift operator \( \sigma \) defined by

\[
\sigma_i(x)_j = x_{i+j}
\]

where \( x = (x_k)_{k \in \mathbb{Z}^d} \in \mathcal{S}^{\mathbb{Z}^d} \), \( i, j \in \mathbb{Z}^d \). In the language of symbolic dynamics [LS02], \( (\mathcal{S}^{\mathbb{Z}^d}, \sigma) \) is the \( d \)-dimensional full shift over \( \mathcal{S} \). As usual, \( \mathcal{S}^{\mathbb{Z}^d} \) is given the product topology, which is generated by the cylinder sets, and thus it is a compact metrizable space. We denote by \( \mathcal{B} \) the Borel \( \sigma \)-algebra which coincides with the \( \sigma \)-algebra generated by cylinder sets.

2.1. Equilibrium states. We only recall a few definitions and facts, mainly to set notations. We refer to [Geo11,Rue04] for details, as well as to [Kel98] for a viewpoint from ergodic theory for \( \mathbb{Z}^d \)-actions. The basic ingredient is a shift-invariant summable interaction \( \Phi = (\Phi_\Lambda)_{\Lambda \subseteq \mathbb{Z}^d} \). (\( \Lambda \subseteq \mathbb{Z}^d \) means that \( \Lambda \) is a nonempty finite subset of \( \mathbb{Z}^d \).) More precisely, for each \( \Lambda \subseteq \mathbb{Z}^d \), \( \Phi_\Lambda : \mathcal{S}^{\mathbb{Z}^d} \to \mathbb{R} \) is \( \mathcal{B}_\Lambda \)-measurable, \( \Phi_\Lambda(x) = \Phi_\Lambda(\tilde{x}) \) whenever \( x \) and \( \tilde{x} \) coincide on \( \Lambda \), \( \Phi_{\Lambda+i} = \Phi_\Lambda \circ \sigma^i \) for all \( i \in \mathbb{Z}^d \), and \( \sum_{\Lambda \neq 0} \| \Phi_\Lambda \|_1 < \infty \). We say that \( \Phi \) is of finite range if there exists \( R > 0 \) such that \( \Phi_\Lambda = 0 \) whenever \( \text{diam}(\Lambda) > R \).

Given \( \Phi \), define the function \( \phi : \mathcal{S}^{\mathbb{Z}^d} \to \mathbb{R} \) by

\[
\phi(x) = \sum_{\Lambda \neq 0, \Lambda \subseteq \mathbb{Z}^d} \Phi_\Lambda(x) \frac{1}{|\Lambda|}.
\]

By definition, the equilibrium states of \( \beta \Phi \) are the shift-invariant probability measures which maximize the quantity

\[
\int \beta \phi \, d\nu + h(\nu)
\]

over all shift-invariant probability measures \( \nu \) on \( \mathcal{S}^{\mathbb{Z}^d} \). Here \( h(\nu) \) is the entropy of \( \nu \) (also called the mean entropy per site in statistical physics), and the supremum (which is attained) is called the (topological) pressure and is denoted by \( P(\beta \phi) = P(\sigma, \beta \phi) \). For the class of interactions we consider, shift-invariant Gibbs measures coincide with equilibrium states (see [Geo11, Chapter 15] or [Rue04, Theorem 4.2]). We use the terminology and convention of dynamical systems and thermodynamic formalism where

\[\mathcal{B}_\Lambda \text{ is the } \sigma\text{-algebra generated by the coordinate maps } \omega \mapsto \omega_x \text{ when } x \text{ is restricted to } \Lambda.\]
one “prefers” to maximize, whereas in statistical physics one “prefers” to minimize. Note that if $\Phi$ is of finite range then $\phi$ is locally constant, which means that the values of $\phi(x)$ are determined by finitely many coordinates of $x$.

2.2. Subshifts, 2D subshifts of finite type and Wang tilings. We refer to [LS02] for more details.

We now turn to symbolic dynamics. For $\Lambda \subseteq \mathbb{Z}^d$ and $x \in \mathcal{S}^{\mathbb{Z}^d}$, $x_\Lambda$ is the restriction of the configuration $x$ to $\Lambda$. An element $\omega \in \mathcal{S}^\Lambda$ is called a $\Lambda$-pattern, or simply a pattern, and $\Lambda$ is its support. But only the “shape” of $\Lambda$ matters, not its “location” in $\mathbb{Z}^d$. More precisely, define the equivalence relation $\sim$ on the set of finite subsets of $\mathbb{Z}^d$ by setting $\Lambda \sim \Lambda_1$ if and only if there exists $i \in \mathbb{Z}^d$ such that $\Lambda_1 = \Lambda + i$. Hence, a support of a pattern is an equivalence class for $\sim$. Let us also denote by $\sim$ the equivalence relation saying that two patterns $\omega \in \mathcal{S}^\Lambda$ and $\omega_1 \in \mathcal{S}^{\Lambda_1}$ are congruent if there exists $j \in \mathbb{Z}^d$ such that $\Lambda_1 = \Lambda + j$ and $\omega_{1+i} = \omega_i$ for all $i \in \Lambda$. In the sequel, for the sake of simplicity, we will several times consider a “localized” $\Lambda$, and by $\omega \in \mathcal{S}^\Lambda$ we will mean any pattern $\omega'$ congruent to $\omega$.

For $n \geq 1$ let

$$\Lambda_n = \{-n + 1, \ldots, 0, \ldots, n - 1\}^d$$

which is the discrete $d$-dimensional cube with volume $\lambda_n = |\Lambda_n| = (2n - 1)^d$. When $d = 1$, patterns of the form $\omega_0 \cdots \omega_{n-1}$, where $\omega_i \in \mathcal{S}$ and $n \geq 0$, are called $n$-strings or simply strings. Given a $\Lambda$-pattern $\omega$, let

$$[\omega] = \{x \in \mathcal{S}^{\mathbb{Z}^d} : x_\Lambda = \omega\}$$

denote the corresponding cylinder set. Given a finite set of patterns $P$, we write $[P] = \bigcup_{p \in P} [p]$.

A (nonempty) subset $X$ of $\mathcal{S}^{\mathbb{Z}^d}$ is a subshift if it is closed and $\sigma$-invariant. Equivalently, $X \subseteq \mathcal{S}^{\mathbb{Z}^d}$ is a subshift if there exists a set $F$ of patterns such that $X = X_F$ where

$$X_F = \{x \in \mathcal{S}^{\mathbb{Z}^d} : \text{no pattern from } F \text{ appears in } x\}.$$

Thus $F$ is the set of “forbidden” patterns. Note that $X_F$ may be empty and that different forbidden sets may generate the same subshift. If $F$ is empty, $X_F = \mathcal{S}^{\mathbb{Z}^d}$. A subshift $X$ is a subshift of finite type if there exists a finite set $F$ such that $X = X_F$. We will use the abbreviation SFT for “subshift of finite type”. A subshift $X$ is effective if there exists a recursively enumerable set $F$ such that $X = X_F$, that is, if we can have a Turing machine which, given no input, lists out the elements of $F$. Let us remark that the class of effective subshifts is countable, so we apparently rule out “most” subshifts, but all known examples are in this class, provided that they are defined using computable parameters, which is not a restriction in practice.

Given a subshift $X$ and an integer $n \geq 1$, define the set of (locally) admissible $\Lambda_n$-patterns by

$$\mathcal{P}_{X,n} = \{\omega \in \mathcal{S}^\Lambda_n : \text{no forbidden pattern of } X \text{ appears in } \omega\}.$$
Finally, the set of probability measures on $\mathcal{S}^{\mathbb{Z}^d}$ is given the weak topology. A sequence of probability measures $(\mu_k)_{k \geq 1}$ converges to a probability measure $\mu$ if, for any cylinder set $B$, $\mu_k(B) \to \mu(B)$, as $k \to +\infty$.

Let us briefly explain how a two-dimensional SFT can be seen as a Wang tiling, and vice versa. Working with tilings is better adapted for some constructions we use later on. We consider tiles which are unit squares with colored sides. The colors are taken from a finite set $\mathcal{C}$. For visualization purposes, one can actually use colors, but it can be more convenient to use symbols or integers. Hence, the word “color” means any element from a finite set of symbols $\mathcal{C}$. Hence a tile is a quadruple of colors (left, right, top and bottom ones), i.e., an element of $\mathcal{C}^4$. A tile set is a subset $\tau \subset \mathcal{C}^4$. A Wang tiling with tiles from $\tau$ is a mapping $x : \mathbb{Z}^2 \to \tau$ which respects the color matching condition: abutting edges of adjacent tiles must have the same color. We shall simply say that it is a $\tau$-tiling. See Fig. 1 for an example (where the colors are not only put on edges to ease visualization). We can naturally identify each such tiling with a point $x = (x_{i,j})_{(i,j) \in \mathbb{Z}^2} \in \tau^{\mathbb{Z}^2}$, interpreting $\tau$ as an alphabet. The set $W \subset \tau^{\mathbb{Z}^2}$ of all $\tau$-tilings is obviously a subshift of finite type (called the Wang shift of $\tau$). Conversely, a SFT can be regarded as a Wang shift. In this paper, a tiling will mean a Wang tiling.

![Figure 1. An example of tile set $\tau$ and a region of $\mathbb{Z}^2$ legally tiled using this tile set.](image)

### 3. Imbedding a 1D Effective Subshift into a 2D Subshift of Finite Type

We are going to outline how to imbed a one-dimensional effective subshift into a two-dimensional SFT, as explained in detail in [DRS12]. We define the “vertical extension” of a subshift $X \subset \mathcal{A}^{\mathbb{Z}}$ as

$$\hat{X} = \{ \hat{x} = (x_{i,j})_{(i,j) \in \mathbb{Z}^2} \in \mathcal{A}^{\mathbb{Z}^2} : \forall j, (x_{i,j})_{i \in \mathbb{Z}} \in X, \forall i, j, x_{i,j} = x_{i,j+1} \}.$$  

The following theorem and proposition are key-results in our construction.

**Theorem 3.1.** [DRS12, Theorem 10]  
Let $X$ be a one-dimensional effective subshift over a finite alphabet set $\mathcal{A}$.
Then there exist finite alphabets \( \mathcal{C} \) and \( \bar{B} \subset \mathcal{A} \times \mathcal{C} \), and a two-dimensional SFT \( Y \subset 
olinebreak \bar{B}^{\mathbb{Z}^2} \) such that \( \pi(Y) = \hat{X} \) where \( \pi \) is the projection from \( \bar{B} \) to \( \mathcal{A} \).

In plain words, every sequence from a 1D effective subshift can be obtained as a projection of a configuration of some 2D subshift of finite type in an extended alphabet.

Configurations in \( Y \) can be seen as configurations from \( \hat{X} \) marked with some extra symbols taken from \( \mathcal{C} \). These symbols form a new “layer” which is superimposed on top of \( \hat{X} \). For reasons explained below, the layer where configurations of \( \hat{X} \) appear is called the input layer, whereas the layer where patterns over \( \mathcal{C} \) appear is called the computation layer. Then \( \pi \) erases the superimposed layer of data corresponding to \( \mathcal{C} \).

The following proposition will play an important role in some computations later on.

**Proposition 3.2.**

For each \( n \geq 1 \) there exists \( c_n \leq (2n - 1)^2 \) such that

\[
|\pi^{-1} \hat{\omega} \cap \mathcal{P}_{Y,n}| = c_n
\]

for all \( \omega \in \mathcal{P}_{X,n} \), where \( \hat{\omega} \in \mathcal{P}_{\hat{X},n} \).

This proposition says that the number of admissible patterns in the computation layer does not depend on the input layer. To prove it, we need some elements of the proof of Theorem 3.1 found in [DRS12]. The basic idea of the proof is to run a Turing machine \( M_X \) which checks the forbidden strings of \( X \). The transition rules of \( M_X \) are converted into tiling constraints, since they are described locally. Then a ‘space-time diagram’ of \( M_X \) is (almost) a tiling based on the corresponding tile set. We can consider the horizontal dimension as ‘space’, given by the symbols on the tape of the Turing machine, whereas the vertical dimension is ‘time’ which is given by successive computations of the Turing machine.

There are two difficulties to check forbidden strings of \( X \). First, we have to check arbitrary long input strings, since the length of forbidden strings may not be bounded. Second, we need to start the Turing machine at every site, since we should check every string starting at every site. In order to overcome the first difficulty, we will consider a tile set which admits a hierarchical structure, the self-simulating structure defined in Subsection 3.1. The way to solve the second difficulty is explained in Subsection 3.2.

Colloquially, the idea to organize the computations uses fixed-point self-similar tilings. The idea of a self-similar fixed-point tile set can be sketched as follows. It is well known that tilings can be used to simulate computations, in the sense that for any Turing machine one can construct a tile set simulating it: use rows of tiles to simulate the tape in the machine, with successive rows corresponding to consecutive states of the machine. In turn, these computations can be used to guarantee the desired behavior of bigger blocks, called macro-tiles. So, for a desired behavior of macro-tiles, we can construct a tile set which guarantees this behavior. If these tiling rules coincide with the rules for macro-tiles, we get self-similarity as a consequence.

\(^{3}\)We define in the obvious way the projection acting on patterns or configurations by applying \( \pi \) to every symbol.
The way to achieve this is to use an idea very close to the classical Kleene fixed-point theorem in computability theory (and which was for instance used to construct self-reproducing automata by von Neumann).

3.1. Self-simulating structure. In order to get the self-simulating structure, we consider tilings with “macro tiles”.

**Definition 3.3** (Macro tiles). Consider a tile set $\tau$ and an integer $N \geq 1$. A pattern $\omega$ over $\tau^{[0,1,\ldots,N-1]}^2$ is called a $\tau$-macro tile with zoom factor $N$, if all tiles in $\omega$ satisfy the color matching property. Denote by $\tau(N)$ the set of all $\tau$-macro tiles with zoom factor $N$. Every side of a macro-tile consists of a sequence of $N$ colors and we call it a macro-color.

It is easy to see that a $\tau$-tiling can be seen as a $\tau(N)$-tiling. In particular, we pay attention to the situation when a $\tau$-tiling can be split uniquely into macro-tiles which acts like tiles from another tile set $\rho$.

**Definition 3.4** (Simulation). Let $\rho$ and $\tau$ be tile sets and $N \geq 1$. The tile set $\rho$ is simulated by a tile set $\tau$ with zoom factor $N$ if there exists an injective map $r : \rho \rightarrow \tau(N)$ such that

- $t, s \in \rho$ satisfy the color matching property if and only if $r(t), r(s)$ satisfy the color matching property;
- for every $\tau$-tiling there exists a unique vertical and horizontal $N \times N$ split such that every pattern in the $N \times N$ square is the image of an element in $\rho$ by $r$.

**Example 3.5** (Coordinate tile). [DRS12] Consider a tile set $\rho$ whose element is colored by only one color, namely “0”, and consider $\rho = \{0\}^4$. We define a tile set which simulates $\rho$. Let $N \geq 2$ and $\mathcal{C} = (\mathbb{Z}/N\mathbb{Z})^2$. Define a tile set $\tau$ by

$$\tau = \{ t \in \mathcal{C}^4 : t_b = t_\ell = (i, j), t_r = (i + 1, j), t_l = (i, j + 1) \ (i, j) \in \mathcal{C} \} .$$

Define a map $r : \rho \rightarrow \tau$ by $r((0, 0, 0, 0)) = \tau$-macro tile with zoom factor $N$ whose macro colors are $(0, 0)(1, 0)\cdots(N - 1, 0)$ for the bottom and top, $(0, 0)(0, 1)\cdots(0, N - 1)$ for the left and right; see Fig. 2. We call the tile $r((0, 0, 0, 0))$ the coordinate tile with size $N$.

We will consider a sequence $\{\tau_k\}_{k \geq 0}$ of tile sets with the following properties: the level $k + 1$ tile set $\tau_{k+1}$ is simulated by the level $k$ tile set $\tau_k$ with zoom factor $N_{k+1}$: for every $k$ the tile set $\tau_k$ describes simulation of $M_X$; the zoom factors $N_k$ increase and macro tiles of $\tau_k$ can treat long input strings as $k$ increases. See Fig. 4.

We start with the construction of a tile set which simulates a $\ell$-bits colored tile set, $\rho \subset \{(0, 1)^\ell\}^4$. Consider a Turing machine $M_\rho$ which checks whether a given four $\ell$-bits input represents a tile in $\rho$. Superimposing other tiles on coordinate tiles (Example 3.5), we define a tile set which simulates $\rho$. The superimposed tiles make another “layer” on the coordinate tiles. Let $c = (c_b, c_l, c_t, c_r)$ be a four $\ell$-bits input. Consider a macro tile with size $N$ consisting of coordinate tiles with size $N$. Tiles whose color contain 0 are called boundary tiles. (In Fig. 3 the grey and green zones are the boundary tiles.) On the middle $\ell$ tiles of the bottom (respectively left, top and right) side of the boundary, we distribute a $\ell$-bits color $c_b$ (resp. $c_l, c_t$ and $c_r$). For
the rest of the boundary tiles we distribute 0. Since we use the coordinate tiles, each tile “knows” its coordinate and we can distribute colors like this.

In the middle square of the macro tile (the red and yellow zones in Fig. 3) we put tiles which describes a universal Turing machine with a program of $M_\rho$. Since the rule of a universal Turing machine is given by local rules, they can be embedded into tiles. Conveying the $\ell$-bits colors on the boundary to the middle square by wires, we let the universal Turing machine to know the input. Then a space-time diagram with the input $c = (c_0, c_1, c_2, c_3)$ appears in the square. Since each tile “knows” its coordinate, this structure is arranged easily. The size $N$ of macro tiles is chosen to be large enough to contain these structures and to finish the simulation on the computation zone. If $c \in \rho$, the simulation doesn’t halt and we have a macro tile. If $c \notin \rho$, the simulation halts and there is no macro tile with this structure. Since a universal Turing machine is deterministic, there is a one-to-one correspondence between an input and the pattern of the simulation. Hence the tile set, say $\eta$, which makes this macro tile simulates $\rho$.

Note that the number of tiles in $\eta$ does not depend on $M_\rho$ since we use a universal Turing machine. Moreover, tiles for boundaries, wires and the space-time diagram do not depend on $M_\rho$ and only those for the program do. By using this fact, we modify the program on a macro tile of $\eta$ and get self-simulating structure. We replace the program of $M_\rho$ with the following three programs: the program to make the boundaries, wires and computation structures; the program of $M_X$; and the program which rewrites itself. Then $\eta$ simulates a tile set whose macro tiles have the same structure as in Figure 3 and carries the same program as in the macro tiles of $\eta$.

Using this construction, we can make a sequence of tile sets which simulate tiles in the next level and carry the same program. The first level tile set

Figure 2. A tile in $\tau$ (left) and a $\tau$ macro tile with zoom factor $N$ (right).
Figure 3. A macro tile simulating a tile colored by $k$-bits.

$\tau_0$ simulates the second one $\tau_1$ with zoom factor $N_0$, then $\tau_1$ simulates the third one $\tau_2$ with zoom factor $N_1$, and so on and so forth. See Fig. 4. Since $\tau_0$ simulates $\tau_1$ and $\tau_1$ simulates $\tau_2$, the patterns of $\tau_0$ in $N_0 \times N_0$ squares must represent tiles in $\tau_2$. If we zoom out, we can see $\tau_2$-tiling in a $\tau_0$-tiling and so on.

Figure 4. Sequence of macro tiles which simulate the previous level tile sets.
3.2. Simulation to check forbidden strings. According to the previous discussion we can construct a sequence \( \{\tau_k\} \) of tile sets which simulate the tiles in the next level. Moreover, macro tiles in any level simulate the same program which includes \( M_X \). We superimpose tiles which carry alphabet \( \mathcal{A} \) on tiles in \( \tau_0 \). The new layer is called the input layer and the other one is called the computation layer. Then \( M_X \) in the macro tiles of \( \tau_0 \) can access the input layer and it checks whether the input is forbidden or not. However it is not clear how the programs in the macro tiles of higher level tile sets know the input. We distribute the infinite strings in the input layer in the following way. We call by a level \( k \) macro tile a macro tile consists of tiles in \( \tau_k \). Consider a \( \tau_0 \)-tiling and zoom out to see \( \tau_k \)-tiling. Let \( \ell_k = N_0 N_1 \cdots N_{k-1} \). Then a level \( k \) macro tile is represented by \( N_k \) tiles consisting of \( \ell_k \times \ell_k \) tiles in \( \tau_0 \). Each \( \ell_k \times \ell_k \) tile represents a level \( k-1 \) macro tile. We distribute \( \ell_k \) bits in the input string to \( N_k \) level \( k-1 \) macro tiles in the following way: The \( i \)th bit from the left is distributed to the \( i \)th level \( k-1 \) macro tile from the bottom. See Fig. 5. Not only one bit but also string can be distributed. Moreover we can change the length of the distributed strings, while it should be very short with regard to the size of the macro tile to which it is distributed. Hence the main program in each macro tile simulates the distributed substring of the input. Note that the way of distributing does not depend on inputs. By the above discussion, we can obtain the set of tilings whose input layers are the vertical extension of \( X \).

![Diagram](image-url)

**Figure 5.** Sequence of macro tiles which simulate the previous level tile sets.

We now prove Proposition 3.2.

*Proof of Proposition 3.2.* Fix \( n \geq 1 \) and \( \omega \in \mathcal{P}_{X,n} \). Take \( p \in \pi^{-1} \hat{\omega} \cap \mathcal{P}_{Y,n} \) and \( \omega' \in \mathcal{P}_{X,n} \). Consider a macro tile in the computation layer of \( p \) whose
size is the maximum size included in the $n \times n$ square. The macro tile simulates a very short substring of $\omega$. Replace the input layer of $p$ by $\hat{\omega}'$. Then the macro tile simulate the substring of $\omega'$ in the same position and with the same length as the simulated substring of $\omega$. Since $\omega'$ is an admissible string of $X$, the simulation does not halt. Hence we have a new macro tile. This change of the macro tile influences macro tiles in higher levels to change the colors on the boundary and their simulations are also renewed. Since there is a one-to-one correspondence between inputs and the patterns of simulation, a map from the patterns in the computation layer of $\pi^{-1} \hat{\omega} \cap \mathcal{P}_{Y,n}$ to $\pi^{-1} \hat{\omega}' \cap \mathcal{P}_{Y,n}$ is injective. Since $\omega$ is arbitrary, this proves that the number of patterns in $\pi^{-1} \hat{\omega} \cap \mathcal{P}_{Y,n}$ does not depend on the input $\omega$. The number of possible patterns in the computation layer depends on the positions of the macro tile with the maximum size included in a square of size $(2n - 1) \times (2n - 1)$. Hence $c_n$ is at most $(2n - 1)^2$.
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**Figure 6.** An element $p \in \pi^{-1}\hat{\omega} \cap \mathcal{P}_{n,Y}$.

4. **Construction of a some 1D effective subshift**

We construct a particular 1D subshift which we will imbed into a two-dimensional SFT by using Theorem 3.1. Then we define a finite-range interaction which somewhat penalizes the admissible patterns of this SFT.

We consider the alphabet $\Sigma = \{-1, 0, +1\}$. Let $\Sigma_+ = \{0, +1\}$ and $\Sigma_- = \{0, -1\}$. We construct a sequence $\{X_k\}_{k \geq 1}$ of SFTs by giving the sequence $\{F_k\}$ of forbidden sets.

We will consider an increasing sequence $\{\ell_k\}$ of lengths of forbidden strings and a decreasing sequence $\{r_k\}$ of frequencies of 0 in forbidden strings. We will choose these sequences to satisfy $\lim_{k \to \infty} \ell_k = \infty$ and $\lim_{k \to \infty} r_k = 0$. 

\[\square\]
We will give the precise conditions on \( \{ \ell_k \} \) and \( \{ r_k \} \) in Section 5. Here we explain the basic idea to make a sequence of SFTs by controlling the frequency of 0 in forbidden sets. For each \( n \) set \( \Sigma^n = \Sigma^{\{0,1,\ldots,n-1\}} \). For \( \omega \in \Sigma^n \) denote by \( f_0(\omega) \) the frequency with which 0 appears in \( \omega \), i.e.,

\[
f_0(\omega) = \frac{1}{n}\{ i \in \{0,1,\ldots,n-1\} : \omega_i = 0 \}.
\]

Let

\[
F_1 = \Sigma_{2^{2\ell_1-1}} \setminus \Sigma_{2^{2\ell_1-1}} \cup \{ \omega \in \Sigma_{2^{2\ell_1-1}} : f_0(\omega) \geq r_1 \}.
\]

The first set forbids the strings including \(-1\), while the second set forbids the strings with many zeros. Similarly define \( F_2 \) by

\[
F_2 = \Sigma_{2^{2\ell_2-1}} \setminus \Sigma_{2^{2\ell_2-1}} \cup \{ \omega \in \Sigma_{2^{2\ell_2-1}} : f_0(\omega) \geq r_2 \}.
\]

For \( m \geq 2 \) define \( F_{2m-1} \) by

\[
F_{2m-1} = \Sigma_{2^{2\ell_{2m-1}-1}} \setminus \Sigma_{2^{2\ell_{2m-1}-1}} \cup \{ \omega \in \Sigma_{2^{2\ell_{2m-1}-1}} : f_0(\omega) \geq r_{2m-1} \}
\]

and \( F_{2m} \) by

\[
F_{2m} = \Sigma_{2^{2\ell_{2m}-1}} \setminus \Sigma_{2^{2\ell_{2m}-1}} \cup \{ \omega \in \Sigma_{2^{2\ell_{2m}-1}} : f_0(\omega) \geq r_{2m} \}
\]

Let \( X_k = X_{F_k} \). By construction we have

\[
X_1 \supset X_3 \supset \cdots \supset X_{2m-1} \supset \cdots
\]

\[
X_2 \supset X_4 \supset \cdots \supset X_{2m} \supset \cdots.
\]

Let \( X_+ = \bigcap_{m \geq 1} X_{2m} \), \( X_- = \bigcap_{m \geq 1} X_{2m-1} \) and \( X = X_+ \cup X_- \). Note that \( X_\pm \neq \emptyset \) since \( \pm 1^{\infty} \in X_\pm \). By construction we have \( \mathcal{P}_{X_+, \ell_{2m}} = \Sigma_{2^{2\ell_{2m}-1}} \setminus F_{2m-1} \) and \( \mathcal{P}_{X_-, \ell_{2m}} = \Sigma_{2^{2\ell_{2m}-1}} \setminus F_{2m} \) for \( m \geq 1 \). We will choose \( \{ \ell_k \} \) and \( \{ r_k \} \) in such a way that \( \lambda_{top}(X_1) > \lambda_{top}(X_2) > \lambda_{top}(X_3) > \cdots > \lambda_{top}(X_{2m-1}) > \lambda_{top}(X_{2m}) > \lambda_{top}(X_{2m+1}) > \cdots \) and to keep this kind of condition after imbedding in two dimensions.

Applying Theorem 3.1 to the subshift \( X \), we know that there exist an alphabet \( \hat{\Sigma} \subset \Sigma \times \mathcal{C} \) and a two-dimensional SFT \( \hat{Y} \) over \( \hat{\Sigma} \).

We need to blow up the number of patterns in \( Y \). We replace \( \Sigma \) in \( \hat{B} \) by \( \hat{\Sigma} = (\hat{\omega},s) \in \hat{\Sigma} \times \{0,0,*,*\} : s = * \) if \( \omega \neq 0 \). Let \( \hat{\Sigma} \) be the corresponding alphabet. We have two possibilities when \( \omega = 0 \), which blows up the number of patterns corresponding to the numbers of 0. Denote by \( \hat{\Sigma} \) the corresponding SFT. Let \( \hat{Y}_\pm = \pi^{-1}X_\pm \cap \hat{Y} \) where \( \pi \) is the projection from \( \hat{B} \) to \( \Sigma \).

Let \( F \) be the (finite) set of forbidden patterns for \( \hat{Y} \). Elements in \( F \) are “cross-shaped”. Define \( \Lambda_F = \{ (0,0),(\pm 1,0),(0,\pm 1) \} \), and a finite-range interaction \( \Phi \) by

\[
\Phi_\Lambda(x) = \begin{cases} -|\Lambda| & \text{if } \Lambda = \Lambda_F \text{ and } x_{\Lambda_F} \in F \\ 0 & \text{otherwise.} \end{cases}
\]
Figure 7. Sketch of the sequences of nested subshifts of finite type.

Then, the corresponding locally constant potential \( \phi : \tilde{X}^{\mathbb{Z}^2} \to \mathbb{R} \) is (recall (1))

\[
\phi(x) = \begin{cases} 
-1 & \text{if } x_{A_F} \in F \\
0 & \text{otherwise.}
\end{cases}
\]

That \( \phi \) is locally constant means that for every \( p \in F \), \( \phi(x) = \phi(x') \) whenever \( x, x' \in [p] \). Observe that \( \phi \equiv 0 \) on \( \tilde{Y} \), since configurations in \( \tilde{Y} \) have no pattern from \( F \).

5. Estimates on admissible patterns

We start with the conditions we have to impose on \( \{\ell_k\} \) and \( \{r_k\} \). For each \( k \geq 1 \) we require that

(S1) \( (2\ell_k - 1) r_k \geq 1 \),

which ensure that there exists at least one admissible string with 0 of any size. For \( t \in [0, 1] \), let

(2) \( H(t) = -t \log t - (1 - t) \log(1 - t) \)

with the usual convention \( 0 \log 0 = 0 \). Let \( \ell_1 = 2^2 \) and \( r_1 = 2^{-1} \). Define \( \ell_{k+1} \) and \( r_{k+1} \) inductively by the following conditions:

(S2) \( 2^{-1} r_k \log 2 \geq 10 H(r_{k+1}) \)

(S3) \( (4\ell_k - 2)^{-1} \geq 10 (r_{k+1} + 2(2\ell_{k+1} - 1)^{-2} \log(2\ell_{k+1} - 1)) \)

(S4) \( \ell_{k+1} \geq 2^{4\ell_k} \).

Note that (S3) implies

\[
(4\ell_k - 2)^{-1} \geq 10 \left( r_{k+1} + (2\ell_{k+1} - 1)^{-2} \log c_{\ell_{k+1}} \right)
\]
since \( c_n \leq (2n-1)^2 \). Since we can rewrite conditions (S1), (S2), (S3) and (S4) by using recursive functions, the subshift \( X \) defined in previous section is effective.

The input layer of an admissible pattern of \( \tilde{Y} \) can contain forbidden strings since macro tiles on the computation layer only checks very short substrings of the input. Such input patterns are said to be locally admissible. For later use we define the globally admissible set. For \( n \geq 1 \) define the globally admissible set \( G_{\tilde{Y},n} \) of \( \tilde{Y} \) with size \( n \) by

\[
G_{\tilde{Y},n} = \pi^{-1} \mathcal{P}_{\tilde{X},n} \cap \mathcal{P}_{\tilde{Y},n}.
\]

Since we restrict the admissible set of \( \tilde{Y} \) to the elements whose input layer consists of admissible strings of \( X \), an element of \( G_{\tilde{Y},n} \) can be extended to bigger and bigger squares.

Define \( m_k = \frac{1}{2} (2\ell_k - 1)(2\ell_k - 1 - 1)^{-1} \). Then an admissible string of \( X_- \) with length \( 2\ell_k - 1 \) consists of \( m_k \) admissible strings of \( X_- \) with length \( 2\ell_k - 1 - 1 \). However \( \mathcal{P}_{X_-}^{m_k} \neq \mathcal{P}_{X_-}^{\ell_k} \), since we may find forbidden strings in the concatenated part. Let \( k \) be even. Let \( B_{+,k-1} \) be the set of admissible strings with more than one 0, i.e., \( B_{+,k-1} = \mathcal{P}_{X_+}^{\ell_k-1} \backslash \{+1^{\ell_k-1}\} \). Let \( C_{+,k} \) be the set of strings obtained by concatenating alternatively strings from \( B_{+,k-1} \) and the string \( +1^{2\ell_k-1-1} \):

\[
C_{+,k} = \left\{ \omega_1 \cdots \omega_m \in \mathcal{P}_{X_+}^{m_k} : \omega_m \in B_{+,k-1} \text{ if } m \text{ is odd} \right\}.
\]

Since the string \( +1^{2\ell_k-1-1} \) appears between strings from \( B_{+,k-1} \), no forbidden string appears in the concatenated parts. Hence we have \( C_{+,k} \subset \mathcal{P}_{X_+}^{\ell_k} \).

We define \( B_{-,k} \) and \( C_{-,k} \) for odd \( k \) in the same way.

We use the following lemma to show Proposition 5.2.

**Lemma 5.1.** We have

\[
|\mathcal{P}_{X_-}^{\ell_k}|^{10} \leq |C_{+,k}| \quad \text{if } k \text{ is odd}
\]

and

\[
|\mathcal{P}_{X_+}^{\ell_k}|^{10} \leq |C_{-,k}| \quad \text{if } k \text{ is even}.
\]

**Proof.** Assume \( k \) is odd. By (S2) we have the following.

\[
|\mathcal{P}_{X_-}^{\ell_k}|^{10} \leq \left( \sum_{i=0}^{r_k} \binom{2\ell_k-1}{i} \right)^{10} \leq \left( e^{(2\ell_k-1)H(r_k)} \right)^{10} = e^{10(2\ell_k-1)H(r_k)} \leq e^{2^{-1}(2\ell_k-1)r_k-1}.
\]
Now
\[ |C_{+,k}| = |B_{+,k-1}|^{2^{-1}m_k} = \left( \sum_{i \leq (2\ell_{k-1}-1) r_{k-1}} \binom{2\ell_{k-1} - 1}{i} - 1 \right)^{2^{-1}m_k} \]
\[ \geq \left( \sum_{i \leq (2\ell_{k-1}-1) r_{k-1}} \left( \binom{2\ell_{k-1} - 1}{i} - 1 \right) \right)^{2^{-1}m_k} \]
\[ = e^{(2\ell_{k-1}-1) r_{k-1} - 2^{-1}m_k} = e^{2^{-1}(2\ell_{k-1}) r_{k-1}}. \]

Hence we get (3). The proof of (4) is very similar and thus left to the reader. \qed

For each \( n \geq 1 \) set the globally admissible set \( G_{Y\pm,n} \) of \( \tilde{Y}_\pm \) with size \( n \) by
\[ G_{Y\pm,n} = \pi^{-1} P_{X\pm,n} \cap P_{\tilde{Y},n}. \]

**Proposition 5.2.** We have
\[ |G_{Y\pm, \ell_k}|^{10} \leq |G_{Y\pm, \ell_k}| \quad \text{if } k \text{ is odd} \]
and
\[ |G_{\tilde{Y}+, \ell_k}|^{10} \leq |G_{\tilde{Y}+, \ell_k}| \quad \text{if } k \text{ is even}. \]

**Proof.** By Proposition 3.2 we have
\[ |G_{Y\pm, \ell_k}| = \sum_{p \in Y\pm, \ell_k} e^{\text{number of 0's in } \pi(p)} \]
\[ = c_{\ell_k} \sum_{\hat{\omega} \in \hat{r}_{Y\pm, \ell_k}} e^{\text{number of 0's in } \hat{\omega}} \]
\[ = c_{\ell_k} \sum_{\omega \in P_{X\pm, \ell_k}} e^{f_0(\omega)(2\ell_{k-1})^2}. \]

Assume \( k \) is odd. By (4) we have
\[ |G_{Y\pm, \ell_k}|^{10} = \left( c_{\ell_k} \sum_{\omega \in P_{X\pm, \ell_k}} e^{f_0(\omega)(2\ell_{k-1})^2} \right)^{10} \]
\[ \leq |P_{X\pm, \ell_k}|^{10} e^{10 r_k (2\ell_{k-1})^2 + 10 \log c_{\ell_k}} \]
\[ \leq |C_{+,k}| e^{10 (r_k (2\ell_{k-1}) + (2\ell_{k-1})^{-1} \log c_{\ell_k}) (2\ell_{k-1})}. \]

Note that every \( \omega \) in \( C_{+,k} \) satisfies \( f_0(\omega)(2\ell_{k-1} - 1) \geq 2^{-1} m_k \). By (S3) we have
\[ f_0(\omega)(2\ell_{k-1} - 1)^2 \geq \frac{2\ell_{k-1} - 1}{2(2\ell_{k-1} - 1)} (2\ell_{k-1}) \]
\[ \geq 10 (r_k (2\ell_{k-1} - 1) + (2\ell_{k-1} - 1)^{-1} \log c_{\ell_k}) (2\ell_{k-1} - 1) \]
for \( \omega \in C_{+,k} \). Hence we have
\[ |G_{Y\pm, \ell_k}|^{10} \leq \sum_{\omega \in C_{+,k}} e^{f_0(\omega)(2\ell_{k-1})^2} \leq c_{\ell_k} \sum_{\omega \in P_{X\pm, \ell_k}} e^{f_0(\omega)(2\ell_{k-1})^2} = |G_{\tilde{Y}+, \ell_k}|. \]
Therefore, for odd $k$, the proof is finished. We can do very similar calculations for even $k$. \hfill \Box

6. PROOF OF THE MAIN THEOREM

We now prove Theorem 1.1. For each $\beta > 0$, we pick an arbitrary equilibrium state for $\beta \phi$ (there can be several) and we consider the resulting one-parameter family $(\mu_\beta)_{\beta>0}$. Let $M_k$ be the minimum size of the macro-tiles whose simulation checks all substrings with length less than $\ell_k$. For each $k \geq 1$ we denote by $\theta(k)$ the smallest index which satisfies $2\ell_\theta(k) - 1 \geq 2M_k$. By this choice at least one macro tile with size $M_k$ should appear in the box with size $\ell_\theta(k)$.

Our main theorem follows from the following proposition and the rest of this paper is dedicated to prove it.

**Proposition 6.1.** Take an arbitrary $\delta \in (0,1)$. Then for all $k$ large enough we have

$$
\mu_\beta \left( [G_{\tilde{Y}_-,t_{k+1}}] \right) \geq 1 - \delta \quad \text{if} \quad k \text{ is even}, \\
\mu_\beta \left( [G_{\tilde{Y}_+,t_{k+1}}] \right) \geq 1 - \delta \quad \text{if} \quad k \text{ is odd}.
$$

Invoking the ergodic decomposition [Geo11, Chapter 14], we can restrict ourselves to ergodic equilibrium states in the proof of Proposition 6.1.

Since $\bigcap_{k \geq 1} [G_{\tilde{Y}_-,t_k}] = \tilde{Y}_-$, $\bigcap_{k \geq 1} [G_{\tilde{Y}_+,t_k}] = \tilde{Y}_+$ and $\tilde{Y}_- \cap \tilde{Y}_+ = \emptyset$, the proposition shows that the one-parameter family $(\mu_\beta)_{\beta>0}$ does not converge.

To prepare the proof of the above proposition, we need the following three lemmas.

**Lemma 6.2.** Let $C = \log |\mathcal{B}|$. Then $\int \phi \, d\mu_\beta \geq -C \beta^{-1}$ for any $\beta > 0$.

**Proof.** There exists at least one shift-invariant measure $\mu$ whose support is contained in $\tilde{Y}$. Since $\phi \equiv 0$ on $\tilde{Y}$, this implies that $\int \phi \, d\mu = 0$. Hence, since $h(\mu) \geq 0$, we get

$$
P(\beta \phi) \geq h(\mu) + \beta \int \phi \, d\mu \geq 0.
$$

Since $\mu_\beta$ is an equilibrium state for $\beta \phi$, we have

$$
h(\mu_\beta) + \beta \int \phi \, d\mu_\beta = P(\beta \phi) \geq 0.
$$

Therefore

$$
\int \phi \, d\mu_\beta \geq -\beta^{-1} h(\mu_\beta) \geq -\beta^{-1} \log |\mathcal{B}|.
$$

\hfill \Box

Given $n \geq 1$ and a function $\psi : \tilde{B}^Z \to \mathbb{R}$, let $S_n \psi = \sum_{i \in \Lambda_n} \psi \circ \sigma^i$.

Let $C' = 2C$ and for $n,k \geq 1$ define $E_{n,k}$ as the set of configurations $y \in \tilde{B}^Z$ satisfying the following conditions:

$$
\frac{S_{n+\ell_\theta(k+1)-1} \phi(y)}{\lambda_{n+\ell_\theta(k+1)-1}} \geq \int \phi \, d\mu_{\beta_k} - C \beta_{t_k}^{-1} \tag{6}
$$
and
\[ \frac{1}{\lambda_n} S_n \chi_{[G_{Y_{-\ell k+1}}]}(y) \leq \mu_{\beta_k} \left( [G_{Y_{-\ell k+1}}] \right) + C' 2^{-2\ell_k}. \]

**Lemma 6.3.** Take \( k \geq 1 \) and \( \varepsilon > 0 \). Let \( \mu_{\beta_k} \) be an ergodic equilibrium state for \( \beta_k \phi \). Then for all \( n \) large enough
\[ \mu_{\beta_k}(E_{n,k}) > 1 - \varepsilon. \]

**Proof.** Since \( \mu_{\beta_k} \) is ergodic, we have
\[
\lim_{n \to \infty} \frac{1}{\lambda_n} S_n \phi(y) = \int \phi \, d\mu_{\beta_k}
\]
\[
\lim_{n \to \infty} \frac{1}{\lambda_n} S_n \chi_{[G_{Y_{-\ell k+1}}]}(y) = \mu_{\beta_k} \left( [G_{Y_{-\ell k+1}}] \right)
\]
for \( \mu_{\beta_k} \) almost every point \( y \), which completes the proof.

We estimate the number of globally admissible patterns in the configurations of \( E_{n,k} \).

**Lemma 6.4.** For every \( k \) there exists \( N \geq 1 \) such that for every \( n \geq N \)
\[ \frac{1}{\lambda_n} \# \left\{ i \in \Lambda_n : y_{i+\ell_{k+1}} \in G_{Y_{-\ell k+1}} \right\} = \frac{1}{\lambda_n} S_n \chi_{[G_{Y_{-\ell k+1}}]}(y) > 1 - C' 2^{-2\ell_k} \]
for every \( y \in E_{n,k} \).

**Proof.** Take \( N \geq 1 \) such that \( \lambda_n^{-1} \lambda_{n+\ell_{(k+1)}} < 2\ell_k \), for all \( n \geq N \). Take \( n \geq N \) and \( y \in E_{n,k} \). Since by definition \( [G_{Y_{-\ell k+1}}] \supseteq [P_{Y_{-\ell_k}G_{Y_{-\ell_{k+1}}}}] \), we have
\[
1 - \frac{1}{\lambda_n} S_n \chi_{[G_{Y_{-\ell k+1}}]}(y) = \frac{1}{\lambda_n} S_n \chi_{G_{Y_{-\ell k+1}}^2}(y) \leq \frac{1}{\lambda_n} S_n \chi_{G_{Y_{-\ell k+1}}^2}(P_{Y_{-\ell_k}G_{Y_{-\ell_{k+1}}}})(y).
\]
\[ S_n \chi_{G_{Y_{-\ell k+1}}^2}(P_{Y_{-\ell_k}G_{Y_{-\ell_{k+1}}}})(y) \]
the number of positions in \( \Lambda_n \) for which a non-admissible pattern with size \( \ell_{\theta(k+1)} \) appears. Let \( i \in \Lambda_{n+\ell_{\theta(k+1)}} \) be a position where a forbidden pattern appears, that is, \( y_{\Lambda_{Y_i}} \in F \). Then the patterns in boxes with size \( \ell_{\theta(k+1)} \) including \( i \) are non-admissible. The number of such boxes is bounded by \( \lambda_{\ell_{\theta(k+1)}} \). Since the number of positions in \( \Lambda_{n+\ell_{\theta(k+1)}} \) where a forbidden pattern appears is \( -S_{n+\ell_{\theta(k+1)}} \), we have
\[
\frac{1}{\lambda_n} S_n \chi_{G_{Y_{-\ell k+1}}^2}(P_{Y_{-\ell_k}G_{Y_{-\ell_{k+1}}}})(y) \leq - \frac{\lambda_{n+\ell_{\theta(k+1)}} - 1}{\lambda_n} \frac{1}{\lambda_{n+\ell_{\theta(k+1)}} - 1} S_{n+\ell_{\theta(k+1)}} \phi(y) \times \lambda_{\ell_{\theta(k+1)}} .
\]

See Fig. 8. By the choice of \( n \), (6) and Lemma 6.2, we have
\[
1 - \frac{1}{\lambda_n} S_n \chi_{[G_{Y_{-\ell k+1}}]}(y) \leq 2^{\ell_k} \left( \int \phi \, d\mu_{\beta_{\ell k}} + C\beta_{\ell k}^{-1} \right) \leq 2 C\beta_{\ell k}^{-1} 2^{\ell_k} = C' 2^{-2\ell_k} .
\]
Figure 8. Estimate of the number of non-admissible patterns.

Proof of Proposition 6.1. By contradiction. We suppose that there exist \( \delta \in (0, 1) \) and \( k \) large enough such that

\[
\mu_{jk} ( [G_{\tilde{Y}, \ell_{k+1}}] ) \leq 1 - \delta \quad \text{if } k \text{ is even,} \\
\mu_{jk} ( [G_{\tilde{Y}, \ell_{k+1}}] ) \leq 1 - \delta \quad \text{if } k \text{ is odd.}
\]

We only deal with the case when \( k \) is even, since the other case is similar. Without loss of generality we may assume \( k \) is large enough to satisfy

\[C'2^{-2\ell_k} \leq \delta \text{ and } \Lambda_{\ell_{k+1}} \supset \Lambda_F.\]

By (7) and (10) we have

\[
(11) \quad \frac{1}{\lambda_n} S_n \chi(G_{\tilde{Y}, \ell_{k+1}})(y) \leq 1 - \delta + C'2^{-2\ell_k} \leq 1 - \left(1 + \frac{1}{100}\right) \delta
\]

for every \( y \in E_{n,k}. \)

Let \( h_{k+1} = \frac{1}{\lambda_{k+1}} \log |G_{\tilde{Y}, \ell_{k+1}}| \). Using (5) in Proposition 5.2, we have

\[
\left|G_{\tilde{Y}, \ell_{k+1}}\right| \geq \sum_{\omega \in C_{n,k+1}} e^{f_0(\omega)(2\ell_{k+1}-1)^2} \geq e^{\min_{\omega \in C_{n,k+1}} f_0(\omega)(2\ell_{k+1}^{-1})^2}.
\]

By the definition of \( C_{n,k+1} \) we have

\[
(12) \quad h_{k+1} = \frac{1}{\lambda_{k+1}} \log |G_{\tilde{Y}, \ell_{k+1}}| \geq \min_{\omega \in C_{n,k+1}} f_0(\omega) \geq \left(\frac{m_{k+1}}{2}\right) \ell_{k+1} \geq O(\ell_{k+1}^{-1}).
\]

Lemma 6.5. Take \( N \geq 1 \) such that, for every \( n \geq N \) and \( y \in E_{n,k}, \) (9) holds. Then we have

\[
\frac{1}{\lambda_n} \log |E_{n,k}| \leq H \left(C'2^{-2\ell_k}\right) + (1 - \delta') h_{k+1} - o(h_{k+1})
\]

where \( \delta' = \frac{9}{1000} \delta. \)

Proof. Fix \( n \geq N. \) For \( y \in E_{n,k} \) the number of positions in \( \Lambda_n \) for which a pattern from \( B_{\tilde{Y}, \ell_{k+1}} \setminus G_{\tilde{Y}, \ell_{k+1}} \) appears is bounded above by \( \lambda_n C'2^{-2\ell_k} \) by (9):

\[
\lambda_n \left(1 - \frac{1}{\lambda_n} S_n \chi(G_{\tilde{Y}, \ell_{k+1}})(y)\right) \leq \lambda_n C'2^{-2\ell_k}.
\]
The number of possible places for such positions is bounded by
\[
\sum_{r < \lambda_n C 2^{-2\ell_k}} \binom{\lambda_n}{r} \leq e^{H(C' 2^{-2\ell_k}) \lambda_n} \frac{\lambda_n^2}{r}
\]
(See Appendix A). Since \(G_{Y_+ \ell_{k+1}}\) is the disjoint union of \(G_{Y_- \ell_{k+1}}\) and \(G_{Y_+ \ell_{k+1}}\), (11) and (9) imply
\[
S_n \chi(G_{Y'_+ \ell_{k+1}}(y) - S_n \chi(G_{Y'_- \ell_{k+1}}(y) \\
\geq \lambda_n (1 - C' 2^{-2\ell_k}) - \lambda_n \left(1 - \left(1 + \frac{1}{100}\right) \delta\right) \\
\geq \frac{\delta}{100} \lambda_n.
\]
Considering overlapping parts, the possible choices of patterns from \(G_{Y_+ \ell_{k+1}}\) is bounded above by \(\lambda_n \lambda_{\ell_{k+1}}^{-1}\) and is bounded below by \(\frac{\delta}{100} \lambda_n \lambda_{\ell_{k+1}}^{-1}\).

Hence the number of ways to choose patterns from \(G_{Y_+ \ell_{k+1}}\) is bounded by
\[
\sum_{r = \frac{\lambda_n}{\lambda_{\ell_{k+1}}}}^{\lambda_n} \binom{\lambda_n}{r} \frac{\lambda_n}{\lambda_{\ell_{k+1}}} - r |G_{Y_+ \ell_{k+1}}| |G_{Y_- \ell_{k+1}}|^r \\
\leq \sum_{r = \frac{\lambda_n}{\lambda_{\ell_{k+1}}} - \frac{\lambda_n}{100}}^{\lambda_n} \binom{\lambda_n}{r} \frac{\lambda_n}{\lambda_{\ell_{k+1}}} - \frac{\lambda_n}{\lambda_{\ell_{k+1}}} - r |G_{Y_+ \ell_{k+1}}| |G_{Y_- \ell_{k+1}}|^r \\
= \sum_{r = \frac{\lambda_n}{\lambda_{\ell_{k+1}}}}^{\lambda_n} \binom{\lambda_n}{r} \frac{\lambda_n}{\lambda_{\ell_{k+1}}} \frac{\lambda_n}{\lambda_{\ell_{k+1}}} - r |G_{Y_+ \ell_{k+1}}| |G_{Y_- \ell_{k+1}}| \\
\leq |G_{Y_- \ell_{k+1}}| \frac{\lambda_n}{\lambda_{\ell_{k+1}}} \frac{\lambda_n}{\lambda_{\ell_{k+1}}} \left(1 - \delta'\right) \frac{\delta}{100} \left(\frac{\lambda_n}{\lambda_{\ell_{k+1}}}\right)^2 \frac{\lambda_n}{\lambda_{\ell_{k+1}}} |G_{Y_- \ell_{k+1}}| H\left(\frac{\delta}{100}\right).
\]
Hence
\[
|E_{n, k}| \leq e^{H(C' 2^{-2\ell_k}) \lambda_n^2 |G_{Y_- \ell_{k+1}}| \frac{\lambda_n}{\lambda_{\ell_{k+1}}} (1 - \delta') \frac{\delta}{100} \left(\frac{\lambda_n}{\lambda_{\ell_{k+1}}}\right)^2 \frac{\lambda_n}{\lambda_{\ell_{k+1}}} |G_{Y_- \ell_{k+1}}| H\left(\frac{\delta}{100}\right).
\]
By taking logarithm and dividing out by \(\lambda_n\) we get
\[
\frac{1}{\lambda_n} \log |E_{n, k}| \leq H(C' 2^{-2\ell_k}) + 4 \lambda_n \log \lambda_n + (1 - \delta') \frac{1}{\lambda_{\ell_{k+1}}} \log |G_{Y_- \ell_{k+1}}| \\
+ \frac{1}{\lambda_n} \log \frac{\delta}{100} + 2 \log \frac{1}{\lambda_{\ell_{k+1}}} + \frac{1}{\lambda_{\ell_{k+1}}} H\left(\frac{\delta}{100}\right).
\]
Since $\delta \in [0, 1]$, we have $\lambda^{-1} \log(\delta(100))^{-1} < 0$. Since $\log x \leq x - 1$ for every $x > 0$, $H(t) \leq \log 2 \leq 1$ and $\lambda_n \geq 9$ for $n \geq 2$, we have

$$2 \log \frac{1}{\lambda_{k+1}} + \frac{1}{\lambda_{k+1}} H\left(\frac{\delta}{100}\right) \leq 2 \left( \frac{1}{\lambda_{k+1}} - 1 \right) + \frac{1}{\lambda_{k+1}} = \frac{3}{\lambda_{k+1}} - 2 \leq 0.$$ 

For all $n$ large enough we have

$$\frac{4}{\lambda_n} \log \lambda_n \leq 2^{-2\ell_k}.$$ 

Hence we have

$$\frac{1}{\lambda_n} \log |E_{n,k}| \leq H(C'2^{-2\ell_k}) + (1 - \delta')h_{k+1}^- + 2^{-2\ell_k}$$

for all $n$ large enough. \qed

Now we can finish the proof. We have a probability measure $\nu_{k+1}^-$ which is invariant ergodic under $\sigma_{\Lambda_{k+1}}$ and whose entropy is $h_{k+1}^- = \log |G_{Y,\ell_{k+1}}|$ and whose support is included in $[G_{Y,\ell_{k+1}}]$. (See Appendix B for details.) Since no forbidden pattern appears in $\Lambda_{k+1}$ for an element in $[G_{Y,\ell_{k+1}}]$, we have

$$\int S_{\ell_{k+1}} \phi \, d\nu_{k+1}^- = \int_{[G_{Y,\ell_{k+1}}]} \phi \, d\nu_{k+1}^- \geq -\#(\Lambda_{k+1}\setminus\Lambda_{\ell_{k+1}}) = -8(\ell_{k+1} - 1).$$

By the variational principle we have

$$P(\beta_k \phi) = P(\sigma, \beta_k \phi) = \lambda_{k+1}^{-1} P(\sigma_{\Lambda_{k+1}}, \beta_k S_{\ell_{k+1}} \phi) \geq \frac{h(\nu_{k+1}^-)}{\lambda_{k+1}} + \frac{\beta_k}{\lambda_{k+1}} \int S_{\ell_{k+1}} \phi \, d\nu_{k+1}^-.$$ 

The ‘block’ shift $\sigma_{\Lambda_k}$ is defined in Appendix B. The second equality is a general fact. (We refer [Wal82, Theorem 9.8] for a proof in the case of a continuous transformation of a compact metric space and a continuous function $\phi$. The proof in the present context is obtained by combining the proof of Theorem 9.8 in [Wal82] and Section 4.4 in [Kel98].) Since $\mu_{\beta_k}$ is an equilibrium state for $\beta_k \phi$, we have

$$h_{k+1}^- = \lambda_{k+1}^{-1} h(\nu_{k+1}^-) \leq P(\beta_k \phi) = \frac{\beta_k}{\lambda_{k+1}} \int S_{\ell_{k+1}} \phi \, d\nu_{k+1}^- \leq h(\mu_{\beta_k}) + \frac{\beta_k}{(2\ell_{k+1} - 1)^2} \times 8(\ell_{k+1} - 1)$$

$$\leq h(\mu_{\beta_k}) + O(2^{-\ell_k}).$$

(13)

We get the last inequality because $\phi \leq 0$ and (S4). The $L^1$ version of Shannon-McMillan-Breiman theorem [Kel98] tells us that, for any $\eta > 0$, there exists $n_0$ such that for any $n \geq n_0$

$$\sum_{p \in B_n} \left| -\frac{1}{s_n} \log \mu_{\beta_k}(p) - h(\mu_{\beta_k}) \mu_{\beta_k}(p) \right| \leq \eta.$$
In particular

\[ \eta \geq \sum_{p \in \left\{ E_{n,k} \right\}} \left[ -\frac{1}{n} \log \mu_{\beta_k}([p]) - h(\mu_{\beta_k}) \mu_{\beta_k}([p]) \right] \]

\[ \geq \left| \sum_{p \in \left\{ E_{n,k} \right\}} \left( -\frac{1}{n} \log \mu_{\beta_k}([p]) - h(\mu_{\beta_k}) \mu_{\beta_k}([p]) \right) \right| \]

from which it follows, by taking \( \eta = 2^{-\ell_k} \), that

\[ h(\mu_{\beta_k}) \mu_{\beta_k}(\left\{ E_{n,k} \right\}) \leq \sum_{p \in \left\{ E_{n,k} \right\}} \left( -\frac{1}{n} \mu_{\beta_k}([p]) \log \mu_{\beta_k}([p]) \right) + 2^{-\ell_k}. \]

Using Jensen inequality with the concave function \( t \mapsto -t \log t \) and the weights \( 1/\left| E_{n,k} \right| \) we get

\[ h(\mu_{\beta_k}) \mu_{\beta_k}(\left\{ E_{n,k} \right\}) \leq \frac{1}{n} \log \left| E_{n,k} \right| - \frac{1}{n} \mu_{\beta_k}(\left\{ E_{n,k} \right\}) \log \mu_{\beta_k}(\left\{ E_{n,k} \right\}) + 2^{-\ell_k}. \]

We now apply Lemma 6.3 with \( \varepsilon = \frac{\delta'}{2} \) to get from (13) that, for \( n \) large enough,

\[ h_{k+1}^{-} \left( 1 - \frac{\delta'}{2} \right) \leq \frac{1}{n} \log \left| E_{n,k} \right| - \frac{1}{n} \left( 1 - \frac{\delta'}{2} \right) \log \left( 1 - \frac{\delta'}{2} \right) + 2^{-\ell_k} + O(2^{-\ell_k}). \]

Then Lemma 6.5 implies

\[ h_{k+1}^{-} \left( 1 - \frac{\delta'}{2} \right) \leq H \left( C' 2^{-2\ell_k} \right) + (1 - \delta') h_{k+1}^{-} + o(h_{k+1}^{-}) + O(2^{-\ell_k}). \]

Dividing out by \( h_{k+1}^{-} \), we have

\[ 1 - \frac{\delta'}{2} \leq 1 - \delta' + \frac{H \left( C' 2^{-2\ell_k} \right)}{h_{k+1}^{-}} + \frac{O(2^{-\ell_k})}{h_{k+1}^{-}} + o(1). \]

Using (12) and then letting \( k \to \infty \) in (14), we get a contradiction. \( \square \)

**Appendix A. On partial sums of binomial coefficients**

Let \( n \geq 1 \) and \( \alpha \in [0, 1/2] \). We have the following obvious lower bound:

\[ \sum_{r=0}^{\lfloor an \rfloor} \binom{n}{r} \geq \sum_{r=0}^{\lfloor an \rfloor} \binom{\lfloor an \rfloor}{r} = 2^{\lfloor an \rfloor}. \]

(Notice that we make a slight abuse of notation by writing \( an \) instead of \( \lfloor an \rfloor \).)

Another bound we use is the following:

\[ \sum_{r=0}^{\lfloor an \rfloor} \binom{n}{r} \leq e^{n \log \alpha} \]

where \( H(\alpha) \) is defined in (2). For the reader’s convenience, we give a proof since we could not find a handy reference. A straightforward calculation using the fact that \( \log \alpha - \log(1 - \alpha) \leq 0 \) for \( \alpha \leq 1/2 \) shows that for all \( r \in [0, an] \)

\[ r \log \alpha + (n - r) \log(1 - \alpha) \geq -n H(\alpha). \]
Hence $\alpha^r(1-\alpha)^{n-r} \geq e^{-nH(\alpha)}$, therefore

$$1 = (\alpha + (1-\alpha))^n \geq \sum_{r=0}^{m} \binom{n}{r} \alpha^r(1-\alpha)^{n-r} \geq \sum_{r=0}^{m} \binom{n}{r} e^{-nH(\alpha)}$$

which proves the desired bound.

**Appendix B. A Measure with Entropy $\log |G_{Y_{-\ell_k+1}}|/\lambda_{\ell_k+1}$**

Let $S$ be an alphabet. Take $m \geq 1$ and consider the alphabet $\mathcal{T} = \mathcal{S}^{\Lambda_m}$. Define $\sigma_{\Lambda_m} : \mathcal{S}^{Z^2} \to \mathcal{S}^{Z^2}$ by

$$(\sigma_{\Lambda_m}(x))_j = x_{i\Lambda_m+j} = x_{(j_1, j_2) + (2m+1)i_1, j_2 + (2m+1)i_2}$$

for $i = (i_1, i_2) \in Z^2$ and $j = (j_1, j_2) \in \Lambda_m$. By $i\Lambda_m$ we mean the dilated square $\{i_1(-m+1), \ldots, 0, \ldots, i_1(m-1)\} \times \{i_2(-m+1), \ldots, 0, \ldots, i_2(m-1)\}$. The full shift over $\mathcal{T}$ is topologically conjugate with $(\mathcal{A}, \sigma_{\Lambda_m})$, and the conjugacies are the following: $\mathcal{f} : \mathcal{S}^{Z^2} \to \mathcal{T}^{Z^2}$ defined by $(\mathcal{f}(x))_i = (\sigma_{\Lambda_m}^i(x))_{\Lambda_m}$ and $\mathcal{g} : \mathcal{T}^{Z^2} \to \mathcal{S}^{Z^2}$ defined by $(\mathcal{g}(y))_{i\Lambda_m+j} = y_{i}$. Let $\mathcal{P} \subset \mathcal{T}$. Then we have

$$\hat{h}_{top}(Z, \sigma_{\Lambda_m}) = \log |\mathcal{P}|.$$ 

Let $\tilde{\nu}$ be an ergodic measure on the full shift over $\mathcal{P}$ whose entropy is $\log |\mathcal{P}|$. Let $\nu$ be the push forward of $\tilde{\nu}$ by $\mathcal{g}$. Note that $\nu$ is $\sigma_{\Lambda_m}$-invariant. In Section 6 we considered $\mathcal{S} = \tilde{\mathcal{B}}$, $m = \ell_k$ and $\mathcal{P} = G_{Y_{-\ell_k}}$ and the $\sigma_{\Lambda_m}$-invariant measure $\nu$ is $\nu_{\ell_k+1}$. Since a generating $(n, 1)$-separated set for $(X, \sigma_{\Lambda_m})$ is $((2m+1)n, 1)$-separating set for $(X, \sigma)$, we have

$$P(\sigma_{\Lambda_m}, S_m \phi) = \lambda_m P(\sigma, \phi)$$

for every continuous function $\phi$ on $\mathcal{A}^{Z^2}$. See [Kel98, Section 4.4] for details. Since the support of $\tilde{\nu}$ is $\mathcal{P}^{Z^2}$ and $\mathcal{g}(\mathcal{P}^{Z^2}) \subset [\mathcal{P}]$, the support of $\nu$ is included in $[\mathcal{P}]$.
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