Analysis Model of Personality and Psychological Characteristics of Network Users under High-Pressure Working Environment
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Based on the prediction of social network psychological indicators, this paper studies the analysis model of network users’ personality and psychological characteristics under a high-pressure working environment. Through the analysis of five common network users’ personalities, the characteristics of personality psychology are extracted. Combined with the high-pressure working environment, this paper analyzes the characteristics of network users’ personalities and psychology, collects the characteristics of network users’ personality themes, and analyzes the characteristics of the dynamic extended dictionary. In order to ensure the accuracy of feature analysis, the author’s LDA algorithm is used to predict the network short text psychological index of network users under a high-pressure working environment. The experimental results show that the model designed in this paper is better than the traditional method in practical application.

1. Introduction

With the continuous development of the Internet, various network applications are becoming more and more popular. As a platform for online content publishing and dissemination, the network has brought new changes to people’s social lives and communication methods. At the same time, the changes in human psychology and personality will be affected under the high-pressure working environment that will be displayed in the network social platform [1]. In order to better ensure national mental health, the design of the analysis model of the personality and psychological characteristics of the network users under the high-pressure working environment is proposed [2]. The traditional model adopts a questionnaire survey, which is not suitable for large-scale users to measure personality. Methods by acquiring the personalities of Internet users, we can further promote the development of related applications. Users may collect the psychological characteristics of network users more efficiently by using the network platform to automatically produce a large number of behavior data and forecast psychological characteristics based on network user behavior data [3]. This study studies the network behavior of microblog users, extracts user behavior features, creates a personality analysis model of microblog users, and confirms the model’s viability through experiments, using the microblog as the platform for network research.

2. Collection of Personality and Psychological Characteristics of Network Users under High-Pressure Working Environment

By explaining the internal characteristics of external behavior, this paper studies human personality from the perspective of psychology. In order to better analyze the personality and psychological characteristics of network users under high-pressure working environment, the common personality categories are first analyzed and studied [4]. The key to combining the theory of psychological characteristics with social network analysis is to analyze and predict the users’ psychological characteristics by analyzing the user data in the social network. From the perspective of personality research, personality psychology
can be divided into different theoretical schools, including psychoanalysis school, trait school, biological school, behavior school, social learning school, humanism school, and cognitive school [5]. Trait school is one of them, and it gives a scientific quantitative standard for assessing personality. The school of psychological characteristics produces the most generally used psychological feature models in the study of social network users’ psychological features, such as the psychological characteristics model and the big five psychological characteristics model [6]. According to the theory of types of psychological characteristics, people’s behavior is divided into several fixed categories. That is to say, people who choose one kind of person are totally different from those who choose another [7]. Using the method of lexicology, this paper mainly uses the clustering algorithm in data mining to cluster the adjectives describing personality characteristics, forming five dimensions of personality traits. The big five personality model was used to measure the personality characteristics of microblog users, as shown in Table 1.

In order to study the personality and psychological characteristics of users in the network under high-pressure working environment, it is necessary to understand their psychological characteristics of network use [8]. In the process of personality psychological analysis, the measurement of psychological characteristics is the premise of psychological characteristic analysis. Generally, there are two ways to measure personality: self-active report and behavior passive analysis. Based on this, using the network behavior to predict personal personality, through interviews and questionnaires on personal personality data collection, and marking the data using the SCL-90 psychological well-being scale, positive emotion scale, life happiness scale, life satisfaction scale, mental health scale, stress ideation scale, etc. To ensure the accuracy of the research findings, the detailed information for each dimension is listed again, and a network personality psychological index dimension is created, as shown in Table 2, to accurately analyze the distribution of user personality psychological characteristics in a high-pressure working environment.

3. Classification Algorithm of Network Personality Psychological Characteristics

Taking microblogs as an example, this paper studies the five personality patterns of microblog users and collects sample data under the authorization of users. Then, the relationship between network personality and work stress is extracted by user relationship analysis [9]. The user’s psychological characteristics are put into the dataset, the data are labeled according to the user’s psychological characteristics, and the user’s feature vector is obtained. The analysis process of network personality characteristics is shown in Figure 1.

Furthermore, the network user characteristics are extracted, analyzed, and input into the user personality analysis module. The output optimization model is trained according to the upper personality analysis model, and the analysis output results of five user personality tags are generated. The specific classification method is shown in Figure 2.

Furthermore, the data collected in the initial stages of login and construction is recorded, the Hadoop feature distribution of the collected information is carried out in the MySQL database, and the program calling database interface is written. In order to ensure the operational effect of the analysis model, the confusion value of network information is removed. We set $P$ as the amount of information sent by network users, the confusion value is $N_{dr}$, and the interference index is $w_{dj}$. In the process of psychological characteristic analysis and evaluation, it is necessary to meet the following requirements:

$$\text{perplexity}(D_{\text{test}}) = \exp\left\{-\frac{\sum_{j} \lg(P(w_{dj}))}{\sum_{d} N_{d}}\right\}. \quad (1)$$

The Pearson correlation coefficient method is used to calculate the correlation coefficient between stress and psychological characteristics, and the symbol $R$ is used to represent the linear correlation between variables $X$ and $Y$. The Pearson correlation coefficient is defined as the quotient of covariance $\sigma_X$ and $\sigma_Y$, the standard deviation between two variables.

$$\rho_{xy} = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y}. \quad (2)$$

By estimating the covariance $X_i$ and standard deviation $Y_i$ between samples, the correlation coefficients are obtained as follows:

$$r = \frac{\text{perplexity}(D_{\text{test}}) \sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}}. \quad (3)$$

Based on the above algorithm, the linear correlation between work stress and personality psychological characteristics is further described. The correlation coefficient is calculated for any two $X$, $Y$ variables in the sample data to get their corresponding variables.

If the correlation coefficient $r = 0$, the relationship between $X$ and $Y$ does not hold.

When the correlation coefficient $r > 0$, there is a positive correlation between two variables.

When the correlation coefficient $r < 0$, the correlation between the two variables is negative.

Because the correlation coefficient has the property of the correlation coefficient method, it can be used to measure the linear correlation between variables [10]. Therefore, correlation coefficient analysis can be used to select features and find feature sets with strong linear correlations with the original data labels. The correlation coefficient approach, on the other hand, can only choose the best feature people, not the best overall categorization. The personality psychological characteristics are assessed according to the demands of the model application in order to verify the model’s viability and use the work pressure and personality psychological characteristics index to evaluate it [11]. The accuracy of the model is an important standard to measure the effectiveness of the analysis method of users’ psychological characteristics.
in the network during the analysis process, because the higher the accuracy of the model, the better it can describe the user’s psychological characteristics when classifying them [12]. However, if the correctness of the model is taken as the only criterion to evaluate the merits and demerits of the network user personality analysis algorithm, a large number of false-negative data will be generated when the user personality analysis is carried out on an unbalanced dataset, which is inconsistent with the purpose of network user personality analysis. On this basis, several evaluation indexes of social network users’ psychological characteristics analysis model are selected: model precision, model recall rate, and model $F_1$ value, and the evaluation formula of these three indicators is given.

\[
\text{Precision} = \frac{\text{True positive}}{\text{True positive + False positive}}, \\
\text{Recall} = \frac{\text{True positive}}{\text{True positive + False negative}}, \\
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision + Recall}}.
\]

Among them, true positive refers to the sample correctly identified as a positive class by the model, true positive refers to the sample identified as a negative class by model error, and false negative refers to the sample identified as a negative class by model error [13]. False-positive indicates the
proportion of positive classes correctly identified in all models; recall represents the proportion of positive classes correctly identified in all datasets; the value of the \( F_1 \) model is obtained by the weighted average of accuracy and recall rate [14]. Taking the accuracy rate, recall rate, and \( F_1 \) value as evaluation indexes can better reflect the performance of the analysis model of network users’ psychological characteristics and provide a reference for the final selection of the model.

4. Realization of the Analysis of the Personality and Psychological Characteristics of Network users

Psychological characterization analytic procedures, such as data preprocessing, feature extraction, feature optimization, model construction, model training and cross-validation, and training model application, are used to analyze network users’ personality and psychological traits [15]. In order to ensure the analysis effect of personality and psychological characteristics of network users, the changes in personality and psychological characteristics under high-pressure environments are analyzed first, as shown in Figure 3.

We preprocess the user’s original network behavior data, extract the user’s attributes, and get the associated feature vector. Furthermore, we improve the feature selection algorithm, create a binary classification model, train the classification model with the optimized feature vector, get the final classification model after 10 cross-validations, extract the user feature classification model as a test set, and finally use it at the heart of the physical and psychological features. They are classified, and psychological characteristics are analyzed. From a technical point of view, there needs to be a program that can extract data from the network on a large scale and store it in an appropriate way [16]. In social networks, from the perspective of modeling, heterogeneous data needs to be cleaned up and transformed into structured data. The data processing architecture is shown in Figure 4.

In order to ensure the high availability of data, the original user behavior dataset on the network needs to be cleared, invalid data needs to be filtered, and user data is deleted, including incomplete field information, insufficient number of blog posts, and so on. On the basis of data
preprocessing, user behavior features are further extracted [17]. User behavior features can be divided into six types: time features, network features, part of speech tagging features, statistical features, discourse style features, and psychological discourse features. A personality analysis model is established based on the binary particle swarm optimization algorithm [18]. Thus, the functional framework structure of the network user psychological characteristics analysis model is designed in detail, as shown in Figure 5.

The offline dataset of known tags are stored in the offline database, and the feature extraction module is used to extract features: the obtained user feature vector is input into the training and testing module of the personality analysis model, and the obtained optimal personality analysis model is output to the network user personality analysis module; the obtained user data is input into the network user behavior data analysis module [19]. In the psychological characterization analysis system, network users will produce a lot of behavioral data when using the network, which provides the data basis for feature extraction. The backup user data acquisition and input module are mainly to realize the automatic collection of the original behavior data. Based on the analysis of the psychological characteristics of microblog social network users, this paper proposes the authorization requirements for microblog account users [20]. When the access is finished, the module will obtain the network data related to the user account, including user attributes and user behavior data, and output the obtained user data to the feature extraction module through the Selenium browser automatic test framework. Figure 6 shows the specific steps.

Based on the above steps, the text style features of the user network are marked, including exclamation marks, punctuation marks, part of speech marks, and vocabulary marks. The characteristics of tags are expressed according to the frequency of user articles. Mental lexicon features are extracted from the LIWC dictionary, and the TF-IDF value of the mental lexicon is calculated. In this paper, TF-IDF is used to extract mental lexicon features for the classification of personality psychological characteristics, as shown in Figure 7.

Furthermore, KNN, decision trees, and Naive Bayes are used to train the personality analysis model. After several models are trained, a set of performance test data is input. When the evaluation index reaches the expected goal, the final analysis model of psychological characteristics is
**Figure 5:** Functional framework of network users’ psychological characteristics analysis model.

**Figure 6:** Network user characteristic data mark.

**Figure 7:** Analysis of network users’ vocabulary characteristics.
output, and the user’s psychological characteristics in the analysis data are classified. If the expected goal is not achieved, the training and optimization of the psychological characteristics analysis model will be continued. At the same time, the training and testing module of the personality analysis model stores the best model in the history training model by default and outputs it to the character analysis module of network users. Based on this, the analysis steps of personality and psychological characteristics of network users are improved, as shown in Figure 8.

Social network user data characteristics will change with the development of technology. On this basis, a network user characteristic analysis system based on an offline database is designed to realize the continuous collection of new user data. Through continuous training and optimization of the analysis model of the psychological characteristics, the analysis model of training samples of the personality psychological characteristics analysis model is optimized to obtain better psychological characteristic analysis results.

5. Analysis of Experimental Results

It is necessary to analyze the psychological factors of users and to make a systematic analysis of users’ psychological factors. For index data, there are many kinds of network data, including population information, text, pictures, network data, etc. What kind of data is chosen as the key point determines the computer fields involved: image content, computer graphics, network content, complex network, text content, etc., can be processed with natural language. Therefore, this step is very important for feature selection. Compared with microblog data, text data were chosen as the research focus. In the network, the text is the most common data source. Because microblogging can see text, it can avoid privacy issues. In addition, due to the external visibility of microblog text, the difficulty of crawling is the lowest. Based on this, the sample information is collected.

In order to ensure the effectiveness of the experimental research, we use an Intel i5-5200u processor and an 8 GB memory system to implement Python 2.7.9 on the Windows 10 operating system. This experiment uses a mypersonality dataset to verify the above algorithm. Mypersonality is a third-party application for microblogging. Through the authorization of users, they let users participate in psychological tests, get feedback on test results, and collect resume information on the microblog. Because some statistical features are extracted from the posts on microblogs, only a few blog user data can provide enough information for the model. Therefore, the user data of at least 5 blog posts are selected as experimental data. After screening, this set of data contains 9809 articles from 205 microblogs. The distribution of personality type is shown in Table 3. The brain’s ext, neu, agr, con, and OPN represent five personality types: extrovert, nervous, friendly, responsible, and outgoing.

In order to verify the correctness of the analysis model in this paper, the LIWLC feature and psy feature are used as the inputs of the model, and the precision, recall rate, and F1 are taken as the evaluation indexes, and the accuracy, recall rate and other parameters of the model classification are tested and recorded, as shown in Table 4.

After unified processing based on the data in the above table, the analysis results of the traditional model and the model in this paper are recorded in dB, and the details are shown in Table 5.

Analysis diagrams are drawn according to Tables 5 and 6, and conducted a more intuitive comparative analysis as shown in Figures 9–11.

According to Figures 9 to 11, it can be seen that the accuracy rate of the method in this paper is higher than that of the traditional method in the EXT psychological characteristics of the other feature, and its value is 0.26 dB higher. In other comparative analyses, it can be seen that the accuracy rate of the method in this paper is the features of Ext, Neu, Agr, and Con are basically 0.1 dB higher than the traditional method, and some are even higher than 0.2 dB.
### Table 4: Classification effect of personality and psychological characteristics of network users.

| Evaluating indicator | Feature set | Ext | Neu | Agr | Con | Opn |
|----------------------|-------------|-----|-----|-----|-----|-----|
| Precision            | LIWC        | 0.58| 0.52| 0.52| 0.48| 0.60|
|                      | psy         | 0.52| 0.57| 0.58| 0.58| 0.55|
| Recall               | LIWC        | 0.53| 0.55| 0.53| 0.47| 0.62|
|                      | psy         | 0.53| 0.60| 0.58| 0.57| 0.58|
| Fl                   | LIWC        | 0.53| 0.51| 0.48| 0.44| 0.60|
|                      | psy         | 0.51| 0.57| 0.57| 0.54| 0.56|

### Table 5: Analysis accuracy of personality and psychological characteristics of network users in this model.

| Features      | Model | Ext | Neu | Agr | Con | Opn |
|---------------|-------|-----|-----|-----|-----|-----|
| Other         | KNN   | 0.70| 0.74| 0.80| 0.73| 0.76|
|               | NB    | 0.86| 0.75| 0.80| 0.73| 0.77|
|               | DT    | 0.73| 0.72| 0.81| 0.73| 0.81|
| Other + psy   | KNN   | 0.70| 0.74| 0.59| 0.73| 0.77|
|               | NB    | 0.75| 0.87| 0.74| 0.76| 0.72|
|               | DT    | 0.71| 0.80| 0.75| 0.78| 0.82|
| Other + style | KNN   | 0.70| 0.74| 0.80| 0.73| 0.77|
|               | NB    | 0.78| 0.77| 0.79| 0.74| 0.78|
|               | DT    | 0.78| 0.80| 0.77| 0.72| 0.82|

### Table 6: Analysis accuracy of personality and psychological characteristics of network users under the traditional model.

| Features      | Model | Ext | Neu | Agr | Con | Opn |
|---------------|-------|-----|-----|-----|-----|-----|
| Other         | KNN   | 0.69| 0.63| 0.58| 0.60| 0.71|
|               | NB    | 0.60| 0.62| 0.55| 0.54| 0.71|
|               | DT    | 0.62| 0.62| 0.60| 0.59| 0.72|
| Other + psy   | KNN   | 0.69| 0.63| 0.57| 0.60| 0.71|
|               | NB    | 0.60| 0.62| 0.56| 0.55| 0.71|
|               | DT    | 0.63| 0.62| 0.55| 0.57| 0.71|
| Other + style | KNN   | 0.69| 0.63| 0.58| 0.60| 0.71|
|               | NB    | 0.60| 0.63| 0.55| 0.55| 0.71|
|               | DT    | 0.65| 0.62| 0.57| 0.61| 0.72|

### Figure 9: Accuracy rate of other characteristics analysis of user personality.
The Opn characteristic is also higher than the traditional method, which is basically higher than 0.05 dB. As a result, the procedure described in this article is in the real application process, and the analysis accuracy of the network user’s personality and psychological features analysis model has been greatly enhanced. It can better analyze user changes. Simultaneously, it may assess the psychological aspects of a high-pressure work environment to assure users’ psychological well-being that they are being timely and accurately monitored.

6. Conclusion

Taking the analysis of network users’ psychological characteristics as the research content and taking microblog users as the research object, through the mining of network users’ behavior characteristics, this paper proposes the design of a network users’ personality and psychological characteristics analysis model under a high-pressure working environment. This study realizes the correlation analysis between the psychological characteristics of network users and the high-pressure working environment, and introduces the relationship between the psychological characteristics of the big five and psychological characteristics. This study discusses the research background and significance, describes the current psychological characteristics analysis technology based on network users, summarizes the research status of network users’ psychological characteristics at home and abroad, summarizes the key features of network users’ psychological characteristics analysis, reduces the workload of feature extraction, and improves the recognition efficiency and accuracy.
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