Gas sensor fault diagnosis for imbalanced data based on generative adversarial networks
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Abstract. Gas sensors play a key role in gas detection. Gas sensors are prone to failure, so they are of great significance to classify gas sensor fault. Traditional gas sensor fault diagnosis methods do not consider the condition of the imbalance of fault data. In this paper, the generative adversarial networks (GAN) method is used to generate small sample sensor fault data, balance various types of sensor fault data, and then the random forest is used for fault classification. Finally, the sensor fault data is obtained by self-made experimental system to verify the proposed method. The experimental results show that the proposed method could effectively improve the accuracy of gas sensor fault diagnosis.

1. Introduction

The problem of air pollution is becoming more and more serious, so the problem of air pollution has become an urgent problem for many countries and researchers. The gas sensors could monitor the air quality of environment. If the concentration of polluted gas exceeds a certain threshold, the gas sensors will give an alarm signal immediately. However, the gas sensors will be affected by the external environment, such as temperature, humidity and other factors, prone to fault problems, so the fault diagnosis of gas sensors is of great significance[1][2].

At present, traditional machine learning (ML) algorithm is mainly used in fault diagnosis of gas sensor. Chen et al. used ensemble empirical mode decomposition for gas sensor fault diagnosis [3]. Jan et al. used support vector machine (SVM) for sensor fault classification [4]. Pardo et al. used neural networks for monitoring reliability of sensors [5]. Yang et al. used KNN for fault detection of gas sensor arrays [6]. Tao et al. used PCA for sensor fault diagnosis [7]. Lu et al. used extreme learning machine for sensor fault diagnosis [8][9]. Wan et al. used learning vector quantization neural network for fault identification [10][11]. Chen et al. used gray forecasting model for sensor fault diagnosis [12]. Liu et al. used bp neural network for sensor fault diagnosis [13]. Sun et al. used convolutional neural network for sensor fault diagnosis [14].

However, the premise of these methods is that the sensors have enough fault data and all kinds of fault data are balanced. In the actual collection process of gas sensor fault data, some fault data is difficult to collect, so fault data imbalance phenomenon will occur, which will seriously affect the gas sensor fault diagnosis results.
Recent years, since generative adversarial networks (GAN) could generate data samples with similar statistical characteristics, it has been gradually introduced into fault diagnosis. Wang et al. used GAN for fault classification of machinery \(^{[15]}\). Gao et al. used GAN for fault diagnosis of bearing \(^{[16]}\). Zhang et al. used deep GAN for machinery fault diagnosis \(^{[17]}\). However, it is rarely used in gas sensor fault diagnosis.

This paper presents a gas sensor fault diagnosis method based on a GAN and a random forest (RF). Using GAN to generate small samples fault data to make the fault data samples balanced. Finally, fault diagnosis is carried out by the RF to verify the effectiveness of the method.

2. Theoretical background of generative adversarial networks

A GAN is a deep learning (DL) model, which is one of the most promising methods for unsupervised learning on complex distribution recently. In the year of 2016, the boom of GAN swept the top conferences in AI field. From ICLR to NIPS, a large number of high-quality GAN related papers were published and discussed. Yann LeCun once commented that GAN was "the coolest idea in machine learning for 20 years. GAN models can be divided into two categories: generator and discriminator. The generator needs input variables, which can be determined by a certain model. The discriminator needs to judge whether the received information is true or false. The structure of classical GAN is shown in Figure 1.

![Figure 1. The structure of classical GAN](image)

3. Experiment and results

3.1. Experimental setup

The fault data needed was obtained by our self-made experimental system, and hydrogen was selected as the verification gas. The experimental system included gas molecular flowmeter, stabilized power supply, hydrogen cylinder, gas mixer, etc. SnO\(_2\) sensors were selected, and the sensors model was MQ-8. According to long-term observation and literature, the common fault types of gas sensors are exfoliation of sensitive body (ESB) fault, stuck fault, erratic fault. The training sample data and the testing sample data of the three sensor fault types and one normal signal obtained by the experimental device, as shown in Table 1.
Table 1. Sample number of seven modes of sensor signal.

| Models | Models description | Training sample number | Testing sample number |
|--------|--------------------|------------------------|-----------------------|
| 1      | Normal signal      | 100                    | 20                    |
| 2      | ESB fault          | 100                    | 20                    |
| 3      | Stuck fault        | 100                    | 20                    |
| 4      | Erratic fault      | 20                     | 20                    |

3.2. Results

The GAN method was used to increase the volume of Erratic fault data. The number of generated samples was shown in Table 2.

Table 2. Sample dataset after data generation

| Modes | Modes description | Newly generated samples | Final training samples |
|-------|-------------------|-------------------------|------------------------|
| 1     | Normal signal     | 0                       | 100                    |
| 2     | ESB fault         | 0                       | 100                    |
| 3     | Stuck fault       | 0                       | 100                    |
| 4     | Erratic fault     | 80                      | 100                    |

Then the RF was used to classify the fault types of gas sensors. In order to verify the effectiveness of the algorithm, two groups of experiments were carried out. In Experiment 1, the fault data was generated by the GAN, and the RF was used for fault classification. In Experiment 2, the RF algorithm was used to classify the faults types using the original fault data in Table 1. The results of Experiment 1 are obviously better than those of Experiment 2, shown in Table 3.

Table 3. Comparison of experimental results

| Experiment number | Experiment description | Fault classification results |
|-------------------|-------------------------|----------------------------|
| 1                 | GAN+RF                  | 91.25%                     |
| 2                 | RF                      | 88.75%                     |

4. Conclusion

In this paper, the gas sensor fault diagnosis method based on the GAN and the RF is proposed. Firstly, the GAN is used to expand the small sample fault data to make the sensor fault data sample balanced. Secondly, the fault types are classified by the RF algorithm. Finally, the fault data are obtained through the self-made experimental system, and the proposed method is verified. The experimental results show that the proposed method has the advantages of high accuracy.
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