Minimal model dependent constraints on cosmological nuisance parameters from combinations of cosmological data
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The study of cosmic expansion history and the late time cosmic acceleration from observational data depends on the nuisance parameters associated with the data. For example, the absolute peak magnitude of type Ia supernova associated with the type Ia supernova observations and the comoving sound horizon at the baryon drag epoch associated with baryon acoustic oscillation observations are two nuisance parameters. The nuisance parameters associated with the quasar and the gamma-ray bursts data are also considered. These nuisance parameters are constrained by combining the cosmological observations using the Gaussian process regression method without assuming any cosmological model or parametrization to the background cosmic expansion. The bounds obtained in this method can be used as the prior for the data analysis while considering the observational data accordingly. Interestingly, these bounds are independent of the present value of the Hubble parameter. Along with these nuisance parameters, the cosmic curvature density parameter is also constrained simultaneously and the constraints show no significant deviation from a flat Universe.

PACS numbers:

Introduction- The late time cosmic acceleration is one of the major discoveries in the late 20th century [1–4]. This acceleration has been confirmed by several cosmological observations such as type Ia supernova [5–8], cosmic microwave background (CMB) [9–11], baryon acoustic oscillation (BAO) [12–14] etc. One of the possible explanations of the late time cosmic acceleration is the introduction of an exotic matter component, called dark energy, that has large negative pressure [15–17]. Another alternative to explain this acceleration is the modification of general relativity at large cosmological scales [18–21]. Several dark energy and modified gravity models have been proposed in the literature and these models have been constrained and shaped by the cosmological observations [21, 22].

Alongside the type Ia supernova, CMB, and BAO observations, several other observations have been continuously developed to better understand the nature of the late time cosmic acceleration and the mechanisms to explain this acceleration. For example, such observations are the cosmic chronometers (CC) [23, 24], Quasar (QSO) [25–27], and gamma-ray bursts (GRB) [28–30] observations. All these recent observations are providing us with percent precision data which are helpful to understand the nature of dark energy or modification of gravity [31, 32] with high precision.

The simplest candidate for dark energy is considered to be the cosmological constant and the corresponding model is called the ΛCDM model [33]. This is the most successful model to study the evolution of the Universe in light of recent cosmological observations [9–11]. This model has theoretical problems like fine-tuning and cosmic coincidence problems [34–37]. Despite these theoretical problems, there are other inconsistencies with this model that arose from the percent precision observational data [38, 39]. One such example is the so-called Hubble tension [40–42]. Considering these caveats into account, it is necessary to go beyond the ΛCDM model. In this context, in literature, many dynamical dark energy and modified gravity models have been developed gradually [21, 22].

The background dynamics of the Universe are not only studied through different dark energy and modified gravity models, it has been studied through different parametrizations to the different cosmological quantities without assuming any model [43–48]. Even in recent times, background dynamics are studied from several observations without assuming any model or parametrization by using various modern techniques [49–54]. One such technique is the Gaussian process regression (GPR) and it has been used in the literature in several contexts [55–57]. The GPR method is the key ingredient in our analysis.

Most of the above-mentioned observations involve cosmological nuisance parameters like the peak absolute magnitude of the type Ia supernova [58, 59]. Because of this reason, the model independent studies of the late time cosmic acceleration depend on these cosmological nuisance parameters [60, 61]. So, to study the late time cosmic acceleration, we need prior information on these parameters. However, without priors or with flat priors, these parameters can be constrained by combining differ-
In our analysis, we constrain these nuisance parameters from the joint analysis of cosmological observations, mentioned above.

**Methodology** In our entire analysis, we assume that the geometry of the Universe is described by the Friedmann-Lemaître-Robertson-Walker (FLRW) metric. The luminosity distance $d_L$ is related to the relative peak magnitude, $m$ of the type Ia supernova observations given as

$$m - M_B = 5 \log_{10} \left( \frac{d_L}{\text{Mpc}} \right) + 25, \quad (1)$$

where $M_B$ is the absolute peak magnitude of the type Ia supernova. The type Ia supernova observations measure $m$ with some error bars ($\Delta m$) [7]. We consider the notation $\Delta X$ to represent the standard deviation in $X$ throughout this analysis. For the type Ia supernova observations, we consider Pantheon compilation data [7]. Thus, the luminosity distance is obtained from the observed $m$ using the above equation given as

$$d_L = 10^{\frac{1}{5}(m-25-M_B)} \text{ Mpc}. \quad (2)$$

And we get corresponding standard deviations in the luminosity distance using propagation of uncertainty through Eq. (2). However, from Eq. (2), we can see that the determination of $d_L$ and $\Delta d_L$ depends on $M_B$. We determine this $M_B$ parameter by combining the type Ia supernova and cosmic chronometers (CC) observations. CC observations have the data for the Hubble parameter with corresponding standard deviations [23, 24]. The Hubble parameter, $H$, is related to $m$ and its derivative ($m'$) via $d_L$ and its derivative ($d'_L$) given as

$$H = \left( \frac{(1+z)^2 \left[ c^2 (1+z)^2 + W_{k0} d_L^2 \right]}{[1+(1+z) d'_L - d_L]^2} \right)^{\frac{1}{2}}, \quad (3)$$

where $z$ is the redshift, $c$ is the speed of light in vacuum, and $W_{k0}$ is given as

$$W_{k0} = \Omega_{k0} H_0^2 = 10^4 (\Omega_{k0} h^2) \left[ \text{KmS}^{-1}\text{Mpc}^{-1} \right]^2, \quad (4)$$

where $\Omega_{k0}$ is the cosmic curvature density parameter and $H_0$ is the present value of the Hubble parameter and it is related to the dimensionless parameter, $h$ as $H_0 = 100 h \text{KmS}^{-1}\text{Mpc}^{-1}$. Thus the reconstruction of the Hubble parameter from the type Ia supernova data depends on the $M_B$ and $W_{k0}$ parameters. From Eq. (3), we can see that the determination of $H$ also depends on $m'$ via $d'_L$. Using Eq. (2), $d'_L$ is computed from $m'$ given as

$$d'_L = \frac{\log 10}{5} m' 10^{\frac{m-M_B-25}{5}} \text{ Mpc}, \quad (5)$$

So, putting Eqs. (2) and (5) in Eq. (3), we can determine the Hubble parameter from $m$ and $m'$ as a function of $M_B$ and $W_{k0}$ parameters. Similarly, we can determine the corresponding standard deviations in the Hubble parameter through error propagation. We compare the reconstructed Hubble parameter from type Ia supernova data with the Hubble parameter data obtained directly from the CC data to determine $M_B$ and $W_{k0}$ simultaneously.

However, the reconstruction of the Hubble parameter from type Ia supernova (SN) data and the comparison to the CC data is not straightforward because the SN data provide the observations only of $m$, not of $m'$ and these data are not at the same redshift points as in the CC data. These issues are solved by using the Gaussian process regression (GPR) analysis because using GPR, one can get a quantity and its derivative at some target points from the actual data which have the quantity at some different points. For example, here, we get $m$, $m'$, $\Delta m$ and $\Delta m'$ at CC redshift points ($z_{CC}$) from $m$ and $\Delta m$ at SN redshift points ($z_{SN}$). For the details of GPR see [55–57]. Note that GPR analysis requires a kernel function and a mean function which involve some parameters. Here, we consider the squared exponential kernel. For the mean function, we consider the $\Lambda$CDM model. We marginalize the parameters involved in these functions in GPR analysis to reduce the model dependence. After marginalization, this model dependence is not very significant. For details see [57].

From reconstructed $m$, $m'$, $\Delta m$ and $\Delta m'$ at $z_{CC}$, we obtain $H$ and $\Delta H$ at $z_{CC}$ using above equations and uncertainty propagation. We denote these as $H_{SN}$ and $\Delta H_{SN}$ respectively. We denote the Hubble parameter and the corresponding standard deviation from CC data as $H_{CC}$ and $\Delta H_{CC}$ respectively. We compare $H_{SN}$ and $H_{CC}$ to obtain constraints on $M_B$ and $W_{k0}$ simultaneously by maximizing the log-likelihood ($\log L_{CC+SN}$) given as
\[
\log L_{\text{CC+SN}}(M_B, W_{k0}) = -\frac{1}{2} \sum_{z_{\text{CC}}} \frac{\left[H_{\text{SN}}(M_B, W_{k0}) - H_{\text{CC}}\right]^2}{\Delta H_{\text{tot}}^2(M_B, W_{k0})} - \frac{1}{2} \sum_{z_{\text{CC}}} \log \left[2\pi \Delta H_{\text{tot}}(M_B, W_{k0})\right],
\]

(6)

where \(\Delta H_{\text{tot}}^2\) is the total variance in the Hubble parameter given as
\[
\Delta H_{\text{tot}}^2 = \Delta H_{\text{SN}}^2(\Delta M, M_B, W_{k0}) + \Delta H_{\text{CC}}^2.
\]

The BAO data have two kinds of measurements: one is in the line of sight direction and related to the quantity, \(D_H\); the second one is in the transverse direction and related to the quantity, \(D_M\). \(D_H\) and \(D_M\) are given as
\[
D_H = \frac{1}{r_d H}, \quad (7)
\]
\[
D_M = \frac{1}{r_d H(1 + z)}\,. \quad (8)
\]

where \(r_d\) is the comoving sound horizon at baryon drag epoch [13]. We determine the \(r_d\) parameter by combining the BAO data with the SN and CC data as follows: Using GPR, we reconstruct \(D_H\) and the corresponding errors as functions of \(r_d\) at BAO redshift points \(z_{\text{BAO}}\) from the CC data. We denote these as \(D_H^{\text{CC}}\) and \(\Delta D_H^{\text{CC}}\) respectively. We compare these with the \(D_H\) directly obtained from the BAO data and we denote this as \(D_H^{\text{BAO}}\). We denote the corresponding errors as \(\Delta D_H^{\text{BAO}}\). The corresponding log likelihood (log \(L_{\text{CC+BAO1}}\)) is defined as
\[
\log L_{\text{CC+BAO1}}(r_d) = -\frac{1}{2} \sum_{z_{\text{BAO}}} \frac{\left[D_H^{\text{CC}}(r_d) - D_H^{\text{BAO}}\right]^2}{(\Delta D_H^{\text{CC}}(r_d))^2} - \frac{1}{2} \sum_{z_{\text{BAO}}} \log \left[2\pi (\Delta D_H^{\text{tot}}(r_d))^2\right],
\]

(9)

where \((\Delta D_H^{\text{tot}})^2\) is the total variance in \(D_H\) given as
\[
(\Delta D_H^{\text{tot}}(r_d))^2 = (\Delta D_H^{\text{CC}}(r_d))^2 + (\Delta D_H^{\text{BAO}})^2.
\]

Similarly, we can define a log-likelihood (log \(L_{\text{SN+BAO2}}\)) for the second kind of BAO data by comparing \(D_M\) obtained directly from BAO and the reconstructed one from SN data using GPR given as
\[
\log L_{\text{SN+BAO2}}(M_B, r_d) = -\frac{1}{2} \sum_{z_{\text{BAO}}} \frac{\left[D_M^{\text{SN}}(M_B, r_d) - D_M^{\text{BAO}}\right]^2}{(\Delta D_M^{\text{SN}}(M_B, r_d))^2} - \frac{1}{2} \sum_{z_{\text{BAO}}} \log \left[2\pi (\Delta D_M^{\text{tot}}(M_B, r_d))^2\right],
\]

(10)

where \(D_M^{\text{SN}}\) is the reconstructed \(D_M\) obtained from SN data at BAO redshift points using GPR, \(D_M^{\text{BAO}}\) is \(D_M\) obtained directly from the BAO data, and \((\Delta D_M^{\text{tot}})^2\) is the total variance in \(D_M\) given as
\[
(\Delta D_M^{\text{tot}}(M_B, r_d))^2 = (\Delta D_M^{\text{SN}}(M_B, r_d))^2 + (\Delta D_M^{\text{BAO}})^2,
\]

where \(\Delta D_M^{\text{SN}}\) are the reconstructed errors from SN and \(\Delta D_M^{\text{BAO}}\) are the errors from BAO data.

In quasar observations (QSO), the data have simultaneous measurements in X-ray flux \(F_X\) and ultraviolet (UV) ray flux \(F_{\text{UV}}\) [25–27]. These are related to the luminosity distance given as
\[
Q = \log_{10} F_X = \beta + (\gamma - 1) \log_{10}(4\pi) + \gamma \log_{10} F_{\text{UV}} + 2(\gamma - 1) \log_{10} d_L,
\]

(11)

where \(\beta\) and \(\gamma\) are two nuisance parameters. From SN data, using GPR, we reconstruct \(Q\) and the corresponding standard deviations as functions of \(M_B\), \(\beta\), and \(\gamma\) at QSO redshift points \(z_{\text{QSO}}\). We denote this as \(Q_{\text{SN}}\). We denote \(Q\) obtained directly from QSO data as \(Q_{\text{QSO}}\). Comparing these two, we constrain \(M_B\), \(\beta\), and \(\gamma\) simultaneously by defining a log-likelihood (log \(L_{\text{SN+QSO}}\)) given as
\[
\log L_{\text{SN+QSO}}(M_B, \beta, \gamma, \delta) = -\frac{1}{2} \sum_{z_{\text{QSO}}} \frac{[Q_{\text{SN}}(M_B, \beta, \gamma) - Q_{\text{QSO}}]^2}{\Delta Q_{\text{tot}}^2(M_B, \beta, \gamma)} - \frac{1}{2} \sum_{z_{\text{QSO}}} \log \left[2\pi (\Delta Q_{\text{tot}}^2(M_B, \beta, \gamma) + \delta^2)\right],
\]

(12)

where \(\delta\) is another nuisance parameter accounted in the total variance in \(Q\) (denoted by \(\Delta Q_{\text{tot}}^2\)) while considering QSO data. \(\Delta Q_{\text{tot}}^2\) is given by \(\Delta Q_{\text{SN}}(M_B, \beta, \gamma) = \Delta Q_{\text{SN}}(M_B, \beta, \gamma) + \Delta Q_{\text{QSO}}^2\). Here \(Q_{\text{SN}}\) and \(\Delta Q_{\text{SN}}\) are the reconstructed \(Q\) and the corresponding errors from the SN data using GPR respectively. \(Q_{\text{QSO}}\) and \(\Delta Q_{\text{QSO}}\) correspond to \(Q\) and the corresponding errors, obtained directly from the QSO data respectively.

The Amati correlated gamma-ray bursts (GRB) data have simultaneous measurements in the observed peak energy, \(E_{\text{p,obs}}\) of GRB photons and bolometric fluence, \(S_{\text{bolo}}\) [28–30]. These quantities are related to the luminosity distance through Amati relations given by
\[
P = \log \left(\frac{E_{\text{iso}}}{\text{erg}}\right) = a + b \log \left(\frac{E_p}{\text{keV}}\right),
\]

(13)

\[
E_{\text{iso}} = 4\pi d_L^2 S_{\text{bolo}}(1 + z)^{-1},
\]

(14)

\[
E_p = E_{\text{p,obs}}(1 + z)^{-1},
\]

(15)
where $E_{iso}$ is the isotropic energy and $E_p$ is the rest-frame peak energy of GRB photons; $a$ and $b$ are two nuisance parameters involved in the GRB observations. Using Eqs. (2) and (14), we can compute $P$ from $m$ and the corresponding errors through error propagation as functions of $M_B$. Using GPR, we reconstruct $P$ from SN data at GRB redshift points ($z_{GRB}$) and denote this as $P_{SN}$. We denote the corresponding errors as $\Delta P_{SN}$. We also compute $P$ from GRB data at the same redshift points as functions of $a$ and $b$ using Eqs. (13) and (15). We denote this as $P_{GRB}$. We denote the corresponding errors as $\Delta P_{GRB}$. We simultaneously constrain $M_B$, $a$, and $b$ by defining a log-likelihood (log $L_{SN+GRB}$) defined as

\[
\log L_{SN+GRB}(M_B, a, b, \sigma_{ext}) = \frac{1}{2} \sum_{z_{GRB}} \frac{[P_{SN}(M_B) - P_{GRB}(a, b)]^2}{\Delta P_{tot}^2(M_B, b) + \sigma_{ext}^2} \\
= \frac{1}{2} \sum_{z_{GRB}} \log [2\pi(\Delta P_{tot}^2(M_B, b) + \sigma_{ext}^2)],
\]

where $\sigma_{ext}$ is another nuisance parameter involved in the GRB observations through the total variance in $P$ (denoted by $\Delta P_{tot}^2$). $\Delta P_{tot}^2$ is given by $\Delta P_{tot}^2(M_B, b) = \Delta P_{SN}^2(M_B) + \Delta P_{GRB}^2(b)$.

Thus we get simultaneous constraints on $M_B$ and $W_{k0}$ from combinations of CC and SN data by maximizing the log-likelihood mentioned in Eq. (6). Next, we get simultaneous constraints on $M_B$, $W_{k0}$, and $r_d$ from combinations of CC, SN, and BAO data by maximizing the log-likelihood (log $L_{CC+SN+BAO}$) given as

\[
\log L_{CC+SN+BAO}(M_B, W_{k0}, r_d) = \log L_{CC+SN}(M_B, W_{k0}) + \log L_{CC+BAO1}(r_d) + \log L_{SN+BAO2}(M_B, r_d).
\]

Further, we get simultaneous constraints on $M_B$, $W_{k0}$, $r_d$, $\beta$, $\gamma$, and $\delta$ from the combinations of CC, SN, BAO, and QSO data by maximizing the log-likelihood (log $L_{CC+SN+BAO+QSO}$) given as

\[
\log L_{CC+SN+BAO+QSO}(M_B, W_{k0}, r_d, \beta, \gamma, \delta) = \log L_{CC+SN+BAO}(M_B, W_{k0}, r_d) + \log L_{SN+QSO}(M_B, \beta, \gamma, \delta).
\]

Similarly, we get simultaneous constraints on $M_B$, $W_{k0}$, $r_d$, $a$, $b$, and $\sigma_{ext}$ from the combinations of CC, SN, BAO, and GRB data by maximizing the log-likelihood (log $L_{CC+SN+BAO+GRB}$) given as

\[
\log L_{CC+SN+BAO+GRB}(M_B, W_{k0}, r_d, a, b, \sigma_{ext}) = \log L_{CC+SN+BAO}(M_B, W_{k0}, r_d) + \log L_{SN+GRB}(M_B, a, b, \sigma_{ext}).
\]

Finally, we can add the CMB data to tighten the constraints on the nuisance parameter. We use Gaussian prior on $r_d$ obtained from the results of the Planck 2018 mission given as $r_d = 147.09 \pm 0.26$ [11]. We do not use full likelihood from Planck, because this result is almost independent of the late time dynamics. We define a log-likelihood (log $L_{CMB}$) corresponding to this Gaussian prior given as

\[
\log L_{CMB}(r_d) = -\frac{1}{2} \frac{(r_d - 147.09)^2}{0.26^2} - \frac{1}{2} \log (2\pi0.26^2).
\]

To add CMB data to any combination of data, we add the CMB log-likelihood to the one corresponding to that combination.

Results and conclusion- The constraints on the nuisance parameters are dependent on the constraints on the $W_{k0}$ parameter that is related to $\Omega_{k0}h^2$ through Eq. (4). We quote all the results through $\Omega_{k0}h^2$ parameter instead of $W_{k0}$.

In Figure 1, we have shown constraints on $\Omega_{k0}h^2$, $r_d$, and $M_B$ parameters obtained from different combinations of data. The dashed-red, dotted-blue, and solid-black lines correspond to the constraints obtained from CC+SN, CC+SN+BAO, and CC+SN+BAO+CMB combinations of data respectively. For CC+SN, we obtain constraints only on $\Omega_{k0}h^2$ and $M_B$ not on $r_d$. Addition of BAO data put constraints on $r_d$ along with $\Omega_{k0}h^2$ and $M_B$. For this case, constraints on $\Omega_{k0}h^2$ and $M_B$ are comparatively tighter. Further, the addition of CMB data corresponds to the tightest constraints on these parameters. The values of these constraints are mentioned in Table 1.

In Figure 2, we have shown constraints on the QSO nuisance parameters, $\beta$, $\gamma$, and $\delta$ for two different combinations of data. The blue-dotted and solid-black lines correspond to CC+SN+BAO+QSO and CC+SN+BAO+QSO+CMB combinations of data respectively. We have not explicitly shown the constraints on $\Omega_{k0}h^2$, $r_d$, and $M_B$ parameters because these constraints are very similar to those in the previous figure.
by the comparison in Table I. We have not explicitly shown the constraints on the Ω_{k0}h^2, r_d, and M_B because these are similar as in Figure 1. This can be seen in Table III by the comparison in Table I.

This can be seen in Table II by the comparison in Table I. We can see that the zero cosmic curvature is well within the 1σ confidence intervals for all the cases.

In Figure 3, we have shown the constraints on the GRB nuisance parameters, a, b, and σ_{ext} obtained from two combinations of data. The dotted blue and the solid-black lines are for CC+SN+BAO+GRB and CC+SN+BAO+GRB+CMB respectively. We have not explicitly shown the constraints on the Ω_{k0}h^2, r_d, and M_B because these are similar as in Figure 1. This can be seen in Table III by the comparison in Table I.

From all the figures and tables, we can see that the constraints on the QSO and GRB nuisance parameters are almost independent of the constraints on the Ω_{k0}h^2, r_d, and M_B.

Another important fact to notice is that constraints on all the nuisance parameters are dependent on Ω_{k0}h^2 (or equivalently on Ω_{k0}H_0^2) but not individually on each of Ω_{k0} and H_0. On the other hand, we can say
This analysis concludes that we can get constraints on cosmological nuisance parameters corresponding to different observations by the different combinations of data in model independent way. This analysis has shown this fact for important observations like CC, SN, BAO, QSO, GRB, and CMB. The constraints on the nuisance parameters, obtained in this analysis, can be used as the prior for the cosmological data analysis.

Finally, we should mention that the results, obtained in this analysis, are not completely model independent. This is because there is model dependence through the Kernel and the mean function in the GPR analysis and through data like BAO and CMB which consider particular fiducial cosmological models for their results. Hence the methodology, presented here, has minimal model dependence. In the future, the GPR analysis can be replaced by more accurate, advanced, and modern reconstruction methods like neural networks to reduce the model dependence further, but the methodology, presented here, would be very helpful to do that.

Finally, we should mention that the results, obtained in this analysis, are not completely model independent. This is because there is model dependence through the Kernel and the mean function in the GPR analysis and through data like BAO and CMB which consider particular fiducial cosmological models for their results. Hence the methodology, presented here, has minimal model dependence. In the future, the GPR analysis can be replaced by more accurate, advanced, and modern reconstruction methods like neural networks to reduce the model dependence further, but the methodology, presented here, would be very helpful to do that.
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