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Abstract

Product matching, i.e., being able to infer the product being sold for a merchant-created offer, is crucial for any e-commerce marketplace, enabling product-based navigation, price comparisons, product reviews, etc. This problem proves a challenging task, mostly due to the extent of product catalog, data heterogeneity, missing product representants, and varying levels of data quality. Moreover, new products are being introduced every day, making it difficult to cast the problem as a classification task.

In this work, we apply BERT-based models in a similarity learning setup to solve the product matching problem. We provide a thorough ablation study, showing the impact of architecture and training objective choices. Application of transformer-based architectures and proper sampling techniques significantly boosts performance for a range of e-commerce domains, allowing for production deployment.

1 Introduction

With more and more retailers moving their business online the number of items available on e-commerce marketplaces, such as Amazon, Alibaba or Allegro.pl, grows exponentially. In an environment with hundreds of millions of items listed for sale every day, providing a satisfactory search and purchase experience brings many challenges.

One such huge challenge for e-commerce portals is introducing product-based experience, both for the buyers and for the merchants. From the buyer’s perspective, this means facilitating the search process by grouping offers that refer to the same real-world product while being sold by different merchants. Merchants, on the other hand, benefit by having access to a high-quality product catalog, which allows them to speed up the listing process and provide the buyers with more complete product descriptions. Achieving product-based experience in any e-commerce portal is only made possible by being able to automatically find offers of the same product. This process is often called product matching. Product matching in e-commerce is a non-trivial task mostly because of the large number of products, their high heterogeneity, missing product representants, and varying levels of data quality. For a more detailed overview of challenges that make product matching hard, we refer the reader to (Shah et al., 2018).

Classical approaches to product matching and its generalization (entity matching) often rely on rule-based methods and hand-crafted features such as string similarity measures (Thor, 2010; Köpcke et al., 2010; Konda et al., 2016; Brunner and Stockinger, 2019). Recent advances of deep learning in natural language processing (NLP) sparked increasing interest in end-to-end deep learning approaches both for entity matching (Brunner and Stockinger, 2020; Li et al., 2020b) and product matching (Shah et al., 2018; Ristoski et al., 2018; Li et al., 2020a). Here, we follow this trend and present our experiences with leveraging transformer-based neural language models (Vaswani et al., 2017) combined with the similarity learning setup for product matching. While transformer architectures have been very recently applied to entity matching (Brunner and Stockinger, 2020), to the best of our knowledge, we are the first

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/.
to apply them specifically for the product matching problem in e-commerce. Aside from architectural choices, we show that sampling techniques tailored to the product matching domain prove to be crucial in the progress of similarity learning.

The contributions of our paper are as follows:

- we apply state-of-the-art BERT-based models (Devlin et al., 2019) in the similarity learning setup to solve the product matching task in the e-commerce domain,
- we compare the usefulness of modern BERT-based architectures such as BERT and DistilBERT (Sanh et al., 2019) for the product matching task,
- we propose category hard batch construction strategy, which proves to increase the fraction of active training triplets and the performance of the final model,
- we adopt and evaluate different batch construction strategies in the similarity learning setup for solving product matching.

This work is organized as follows. Section 2 introduces the product matching problem. Section 3 describes our approach. In Section 4 we present the experiments and results. Section 5 briefly reviews the related work on product matching. Finally, we discuss the challenges and conclude our work in Section 6.

2 Product matching

Product matching aims at identifying offers of the same product across many merchants selling it in an e-commerce portal and integrating the information into a single entry in a product catalog. An offer is an instance of a specific good described by vendor-provided information. This information may include but is not limited to, title, its text description, attributes, category, and photos. A product represents a manufacturer’s description of a good and is described similarly. At a typical e-commerce marketplace, one may find many offers of the same product. Also, not all products need to have offer representatives (e.g. legacy or yet unmatched products).

Recent papers mostly focus on using only the information contained in the titles or using both titles and attributes (Li et al., 2020a). In this work, in addition to using the title and attributes information, we also make use of the category, i.e., an identifier of a set of goods of the same type.

2.1 Generalized zero-shot multi-class classification

Production use of a product matching system requires that the system is able to operate correctly for yet unrepresented products. As products are being introduced, the product matching system should be capable to handle new instances.

Motivated by this requirement, we formalize the product-matching problem as generalized zero-shot multi-class classification following the definition in (Li et al., 2019). Let \( \mathcal{O} \) denote the set of offers, and \( \mathcal{P} = \mathcal{P}_s \cup \mathcal{P}_u \) the set of products consisting of two non-overlapping sets of seen products \( \mathcal{P}_s \) and unseen products \( \mathcal{P}_u \). Suppose we have three sets of data \( \mathcal{D} = \{ \mathcal{D}_s, \mathcal{D}_u, \mathcal{D}_a \} \), where \( \mathcal{D}_s, \mathcal{D}_a \) and \( \mathcal{D}_u \) are training, test and semantic description sets, respectively. The training and test sets consist of matching offer-product pairs, i.e., \( \mathcal{D}_s = \{ (o, p) : o \in \mathcal{O}, p \in \mathcal{P}_s \} \) and \( \mathcal{D}_u = \{ (o, p) : o \in \mathcal{O}, p \in \mathcal{P} \} \). The aim is to learn transferable knowledge from \( \mathcal{D}_s \) to be able to predict matching products for offers present in pairs from \( \mathcal{D}_u \) additionally making use of the semantic descriptions of offers and products \( \mathcal{D}_a = \{ \mathcal{O}, \mathcal{P} \} \).

Importantly, as this is a generalized zero-shot classification problem, not all products are observed in available training data. To be able to classify offers to products not observed during training, not only offers but also product classes need some representation.

Since the above definition of product matching is general and representation-agnostic, here we also formalize the specific settings of the product matching problem we solve in this work. We define each offer \( o \in \mathcal{O} \) and each product \( p \in \mathcal{P} \) as triples \((t, a, c)\), where \( t \) is the title, \( a \) is the set of attributes and \( c \in C \) is the category. The set of attributes \( a \) contains triples \((a_{name}, a_{values}, a_{unit})\), where \( a_{name} \) is the
attribute name, a values is a set of one or more values and a unit is an optional unit. Titles of products or offers t, attribute names a name, attribute values a values and attribute units a unit are strings possibly containing multiple words.

Given an offer \( o = (t_o, a_o, c_o) \) the problem we tackle in this work is to find its matching product \( p \in P \). In the classic product matching problem \( P = \mathcal{P} \). Here, we consider a variant of this problem, where \( P = \{ (p, a_p, c_p) : p \in \mathcal{P}, c_o = c_p \} \), i.e., we only look for the matching product in a set of products that belong to the same category as the offer.

3 Product matching with similarity learning

In this work, we interpret the product matching problem as a similarity learning task. This approach allows us to cast product matching problem as a zero-shot learning problem, in result avoiding re-training the model on the introduction of new products or product categories.

3.1 Triplet loss objective

To solve the product matching problem with triplet loss (Hoffer and Ailon, 2015), we introduce a notion of similarity between offers and products, defined as proximity of their representations in some embedding space. Each training example is defined as a triplet \( (o, p^+, p^-) \), denoting an offer (anchor), a matching product (positive) and a non-matching product (negative). Given encoders \( E_\theta : \mathcal{O} \rightarrow \mathbb{R}^N \) and \( E_\phi : \mathcal{P} \rightarrow \mathbb{R}^N \), both transforming respective entities to vector representations in some embedding space (Section 3.3), and distance measure \( d \) (in our case the cosine distance), we adjust network parameters \( \theta \) and \( \phi \) to minimise the triplet loss objective:

\[
L(o, p^+, p^-) = \max(0, m + d(E_\theta(o), E_\phi(p^+)) - d(E_\theta(o), E_\phi(p^-))),
\]

where margin \( m \) is a hyperparameter. In this work we tie parameters of \( E_\theta \) and \( E_\phi \), employing a single instance of the encoder for both of them.

One shortcoming of the standard triplet loss objective is that majority of possible triplets prove trivial. To ensure that loss values do not vanish after the initial phase of training, a proper batch construction strategy is essential. Properly selected active (non-zero loss) triplets let one effectively evaluate and optimise the specified loss function (Section 3.4). The batch construction strategy will be an object of the ablation study.

3.2 Textual representation

The representation of each offer and product is a concatenated title, attributes values, and units, which is then lower-cased and pass into a fast byte-pair encoder (Sennrich et al., 2016). We also tested including descriptions and attributes names in the representation, but in all of our experiments, they deteriorate the model performance. We fit the tokenizer on our domain offer and product corpora with a vocabulary size of 30k tokens.

3.3 Encoder architectures

It is important in the similarity learning setting to properly choose the encoder architecture. Our main focus is the transformer (Vaswani et al., 2017) based encoders, which recently gained a lot of attention due to achieving state-of-the-art results on Natural Language Understanding benchmarks (Wang et al., 2018; Rybak et al., 2020). Our BERT usage as an encoder is inspired by (Reimers and Gurevych, 2019). We use a bag of words (BOW) embeddings model based on StarSpace (Wu et al., 2017b) as a simple baselines. The attention mechanism used in the transformer allows the model to learn the context and importance of words in an entity, whereas, in BOW embeddings, all of the words are treated equally and independently. Transformer architectures also allow the model to track the position of the words in a sequence, which we find beneficial in product matching task. To leverage our non-annotated data, we use the masked language model (MLM) pretraining objective described originally in the BERT paper (Devlin et al., 2019), but follow the improved training procedure from (Liu et al., 2019). We also explore scaling down the number of parameters with both the number of layers reduction and the knowledge distillation.
approach (Sanh et al., 2019). For our product matching downstream task, we finetune the standard BERT model with an additional layer of 768 linear units on top of the mean pooled last layer BERT activations which we call eComBERT in the rest of the paper.

### 3.4 Batch construction strategy

The metric learning training aims at embedding similar items closer to each other than to the dissimilar ones. This objective is not optimized directly, but via a surrogate like margin-based triplet loss on a batch of triplets. The strategy for choosing which triplets to include in a batch heavily impacts the learning curve and the final performance of the model. If the negatives are too distant compared to the positives, the triplet loss is zero, and such triplet does not contribute to the progress of training. If the negatives are too similar to the anchors or positives, the model may be trained on noise. In our setup, the anchors and positives are well defined, as they are offer and positive product pairs from a batch of matches. However, the choice of negatives in non-trivial. One option is to select the negatives uniformly at random (Wu et al., 2017b). In metric learning, plenty of other strategies for selecting triplets exist, for example, batch hard (Hermans et al., 2017), semi-hard (Schroff et al., 2015), or distance weighted sampling (Wu et al., 2017a). Those strategies are designed for anchors and positive and negative items coming from the same domain, which is not the case in our problem. For a well-structured overview of possible strategies, we refer the reader to (Musgrave et al., 2019).

In our setup the triplets batch construction begins with sampling a batch of matches used as the anchor-positive pairs in triplets. For negative item selection we consider three strategies. The simplest strategy is a modification of the random negative selection. It randomly selects a negative from the non-matching products in the category of the anchor. For the purpose of this work, we name it category random (CR) strategy.

The second explored approach is a modification of the batch hard strategy adjusted for our problem setup. The standard batch hard strategy, as proposed in (Hermans et al., 2017), starts with a batch of items from $K$ classes, with $N$ items per class. Then, to construct the batch of triplets, it uses each item as an anchor, and for each anchor selects the least similar matching (from the same class) item as the hard positive and the most similar mismatching item as the hard negative. As in our setup anchors and positive/negative items belong to different domains, we need to modify this strategy. As before, it starts with a batch of anchor-positive pairs and then selects the negative as the most similar product from all the non-matching products in the sampled batch of matches. We refer to this strategy as batch hard (BH) strategy. The performance of this strategy depends on the batch size, as the larger is batch, the harder negatives are likely to be found.

For the third batch construction method, we propose the category hard (CH) strategy. It is similar to the category random strategy, but instead of selecting the negative at random from the products in a given category, it selects the one that is most similar to the anchor offer. It requires embeddings of all products, which are time and resource consuming to obtain. However, as the model and the similarity of products does not change too fast, we recompute the embeddings every several, e.g. 100 or 500, updates. This value should be set to properly trade-off the time spent in embedding the products, and the mismatch of the current state of the model and used product embeddings.

### 4 Experiments and results

In this section we present our experimental results, focusing on different aspects of the training pipeline. After briefly introducing the datasets and the baselines, we show different trade-offs that cover both the architectural choices for the model, and the batch construction strategies.

#### 4.1 Datasets

We perform all the experiments using proprietary datasets composed by offer-product matches originating from a real-world e-commerce application. We conduct all the experiments using three datasets: ELECTRONICS, BEAUTY, and CULTURE. The three datasets differ mainly in the number of products and their main statistics are shown in Table 1.
Table 1: Datasets used for our experiments. For each dataset, we report the number of training matches and the number of products.

| CULTURE | 300K | 800K |
|---------|------|------|
| ELECTRONICS | 200K | 400K |
| BEAUTY | 300K | 200K |

4.2 Training setup

We split the available matches into train (80%) and test (20%) sets. Unless specified differently, in all experiments the test set was generated in such a way that half of the products originated from $D_u$, while the other half did not. This test set better emulates the generalized zero-shot multi-class classification scenario we are dealing with, i.e., users may create an offer whose matching product already exists in the product catalog, or not. A deeper analysis of the zero-shot performances of our model is provided in Section 4.7.

After separately pretraining the specific language model, we trained one encoder for each dataset. Unless differently stated, we run all the experiments training each model for 5000 steps, setting the batch size to 32 and Adam optimiser (Kingma and Ba, 2014), with initial learning rate set to $2 \times 10^{-5}$.

The main evaluation metric we report is accuracy (often referred to as ACC@1 in similarity learning literature), i.e., the fraction of correctly matched offers. In particular, we consider that an offer matches a product when, given an offer representation in the embedding space, the closest product representation in terms of cosine distance is indeed the matching product.

4.3 Baselines

We compare eComBERT against the following baselines:

- a modified implementation of the StarSpace (Wu et al., 2017c) BOW encoder, a commonly used neural embedding baseline for similarity learning problems,
- non-finetuned HerBERT (Rybak et al., 2020) a BERT-based encoder pretrained in RoBERTa’s fashion on a big Polish language corpus,
- finetuned HerBERT, with an additional 768 dimension linear layer on the top of mean pooled last layer BERT activations (see Section 3.3),
- non-finetuned eComBERT.

Since language-specific BERT models perform better than general-purpose English models (Rybak et al., 2020), we do not include the latter among the baselines. To make a fair comparison, we apply the CR strategy and objective as described in Section 3.1 for all the experiments.

| CULTURE | ELECTRONICS | BEAUTY |
|---------|-------------|--------|
| BOW | 0.8863 | 0.8032 | 0.7687 |
| HerBERT-NFT | 0.8206 | 0.6716 | 0.5542 |
| HerBERT | 0.9550 | 0.8580 | 0.9064 |
| eComBERT-NFT | 0.8208 | 0.6755 | 0.6127 |
| eComBERT | **0.9777** | **0.8840** | **0.9219** |

Table 2: Test accuracy per each dataset. NFT stands for non-finetuned.

Results shown in Table 2 justify the application of more complex models such as BERT-based architecture over a simple BOW-based one for a product matching task. Moreover, we see how much we

---

1By non-finetuned we mean that we did not further train the weights of the encoder, but we used the mean pooled BERT last layer activations as embeddings for our entities.
improve pretrained BERT embeddings with our finetuning procedure. Finally, since the only difference between HerBERT and eComBERT is the corpus they were trained on, we conclude that pretraining the language model on a task-specific corpus (such as textual descriptions of offer and products in an e-commerce platform) leads to more accurate results.

4.4 Pretraining steps vs performance

Standard BERT model needs hundreds of thousands of update steps to converge and longer training generally translates into better downstream task performance. Since MLM objective is not strictly related to our product matching task, we check how the number of pretraining iterations affects the downstream task performance. Figure 1 shows text accuracy for the BEAUTY dataset for BERT models pretrained for a different number of steps. We see significant gains early on into pretraining, but after 20k steps into pretraining further optimization of the MLM objective does not translate into better downstream task performance, as model performance on product matching tasks fluctuates, even though MLM optimization does not converge. We have observed similar phenomena for different datasets and different BERT architectures and it suggests, that longer pretraining does not improve product matching performance.

![Figure 1: Pre-training and downstream task model performance.](image)

4.5 Batch construction strategy

We explore the impact of the sampling strategy on the fraction of active triplets and the performance of the finetuned models. Particularly, we experiment with the three batch construction strategies proposed in Section 3.4: category random, batch hard and category hard.

First, we investigate how the fraction of active triplets changes depending on how the batch is constructed. In Figure 2, we show the smoothed fraction of active triplets for BERT-based models in the initial phase of finetuning. In Figure 2a, we compare the batch construction strategies for the HerBERT model. In the very first steps of finetuning, BH leads to more active triplets than CR, but after around 50 steps those two strategies perform on par. The proposed CH strategy results in much more active triplets, with nearly all triplets being active in the beginning. Later, the fraction drops, and after the product embeddings are recomputed after the 100th step, it raises sharply. In the following stage of finetuning, we do not observe such sudden changes, since the model has already started to converge and there is no dramatic difference between subsequent recomputations of the embeddings.

Next, in Figure 2b we compare the active triplets fraction for two encoder architectures: eComBERT and HerBERT, both employing the CH strategy. Interestingly, in the initial 60 training steps training, the fraction of active triplets is higher for eComBERT than for HerBERT, while later the situation changes, and the HerBERT encoder consistently yields more active triplets. This may be caused by the fact that
eComBERT better understands the e-commerce domain and places similar items closer to each other from the very beginning. HerBERT is a general model, and may not understand the similarity of product and offers well. In the later training steps HerBERT yields more active triplets than eComBERT as it yields worse training and test accuracy.

Finally, in Table 3 we report the test accuracy for HerBERT and eComBERT and different batch construction strategies. After 1000 steps the models are not yet converged, but it is already known which strategy gives the best performing model. First, we see that for HerBERT and eComBERT initialized models, the category hard strategy gives the highest accuracy, and the e-commerce eComBERT initialized model performs better. Secondly, we see that the models perform similarly for either batch hard or category random strategy, as those strategies produce little active triplets that may contribute to the change of the model. For the same reason, eComBERT trained with category random or batch hard strategy outperforms HerBERT with those strategies: eComBERT was a stronger model in the beginning, and the models have not changed much during training.

| Model     | category random | batch hard | category hard |
|-----------|-----------------|------------|---------------|
| HerBERT   | 0.8340          | 0.8352     | 0.9096        |
| eComBERT  | 0.8803          | 0.8790     | **0.9270**    |

Table 3: Test accuracy of models trained with different strategies for 1000 steps on ELECTRONICS.

### 4.6 Encoder architectures

BERT pretraining is very costly and its inference time is quite substantial in comparison to simpler models. To alleviate those issues, we ran eComBERT pretraining with 4 BERT layers (small eComBERT) and we pretrained DistilBERT on our own internal data (Distil eComBERT). In Table 4 we report test accuracies for the models on all of our prepared datasets. Those models still achieve competitive results across different domains, when cutting the inference time by half and two thirds, for Distil eComBERT and small eComBERT, respectively.

### 4.7 Zero-shot performance

In this section, we evaluate the zero-shot performance of our best eComBERT model against the BOW-based model and eComBERT without fine-tuning. To properly compare the performance, we prepare a separate dataset, where the test set consists only of products not seen in training. We use CH batch
Table 4: Accuracy of models with different BERT architectures trained for 5k steps with category hard sampling strategy.

| Model          | ELECTRONICS | BEAUTY | CULTURE |
|----------------|-------------|--------|---------|
| eComBERT       | 0.9429      | 0.9674 | 0.9873  |
| Distil eComBERT| 0.9410      | 0.9666 | 0.9873  |
| small eComBERT | 0.9400      | 0.9656 | 0.9865  |

construction and standard training procedure as discussed previously. To avoid leakage, we exclude test products from sampling. We report training and test accuracy in table 5. Based on those results, we conclude that the BOW model is not complex enough to overfit the training data and we observe similar results both on training and test data. Moreover, we see how much we improve pretrained embeddings with our finetuning procedure. After 5k update steps BERT starts to overfit to the data, while still generalizing fairly well on $D_u$.

Table 5: Zero-shot performance of models trained for 5k steps using CH batch construction strategy on ELECTRONICS dataset.

| Model          | Training accuracy | Zero-shot accuracy |
|----------------|-------------------|--------------------|
| BOW            | 0.7929            | 0.8016             |
| eComBERT-NFT   | 0.6519            | 0.6656             |
| eComBERT       | 0.9086            | 0.8873             |

Table 5: Zero-shot performance of models trained for 5k steps using CH batch construction strategy on ELECTRONICS dataset.

5 Related work

E-commerce is inherently bound to products, and many challenges of this area are related to them. Such challenges include product entity resolution. Product entity resolution task is not well defined, and it is often formulated as one of the following problems: understanding which items from various sources (e.g. e-commerce platforms) correspond to the same real-world entity, i.e., a product (Li et al., 2020a; Fu et al., 2019); understanding which items (e.g. offers) from a single platform correspond to the same real-world entity (Shah et al., 2018). Last but not least, products and offers have normally multi-modal representations, i.e., they may be described by partially structured text and images at the same time. The way such representations are used when extracting information is a design choice, that highly influences the chosen algorithms and preprocessing strategies.

The former problem, product entity resolution of items from various sources, usually requires not only text matching but also understanding differently structured textual information. To this end, many solutions were proposed. Here we only mention works that use specific language models (Fu et al., 2019); that apply different machine translation techniques (Li et al., 2018), or other methods for comparison of attributes and titles (Li et al., 2020a). For more references related to this problem, we refer the reader to (Ristoski et al., 2018; Fu et al., 2019; Li et al., 2020a).

The latter problem, product matching, i.e., product entity resolution among items from a single platform, normally includes matching the item to a product defined in some product catalog. Such a problem was considered by (Shah et al., 2018), which compares two approaches to solve this task: classification based on fastText-based (Joulin et al., 2017) features; and similarity learning using BiLSTM neural network trained with contrastive loss. Many other case studies of this problem exist, for example (More, 2017), which describes a combination of learned similarities of texts and images neural networks.

6 Conclusions

In this work, we leverage the transformer architecture combined with the similarity learning approach to solve the product matching task in e-commerce. We show that finetuning even general-purpose transformers yields models that perform significantly better than other similarity learning baselines such as
StarSpace. These models can be further improved by employing BERT models pretrained on domain-specific data. Our experiments emphasize the importance of the employed batch construction strategy. Particularly, in our specific problem setup, a tailored batch construction strategy called category hard proved to significantly improve the percentage of active triplets and consequently the model performance.

One particular challenge that we encountered during our work with the product matching problem, and one which we believe has not been adequately addressed in the product matching literature is concept drift. This problem, also called covariate shift or nonstationarity, refers to the change in the relationship between input and output variables over time. In the case of product matching, it ultimately leads to a gradual drop in accuracy of the predicted product matches. Apart from the degradation of the model performance, another important issue arising from concept drift is the difficulty of evaluating new model versions. For a stationary problem, the standard procedure involves preparing a potentially costly human-annotated dataset once and using it for comparing the subsequent model version. Unfortunately, this is not a viable strategy if the test set cannot be fixed. We plan to investigate the concept drift problem in our future work.
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