Algorithm for detection of steganographic inserts type LSB-substitution on the basis of an analysis of the zero layer
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1. Introduction

The most common method of embedding steganographic inserts to date is to replace the least significant bits (LSB-substitution) [1]. This method is based on the fact that the replacement of one to four least significant bits of the color representation of the image pixels remains almost invisible to the human eye. The greatest way for hiding information is the blue component, which is due to the structure of the retina. To date, many algorithms have been developed for embedding information in images, audio and video streams, but the method of LSB-replacement, historically the first one, is widely used. All methods of hiding information are focused on such an image transformation, which is not visible to the human eye. In this connection, the actual task is to develop image analysis algorithms for the presence detection of steganographic inserts.

To date, all existing algorithms are focused on the definition of the fact of the presence or absence of the steganographic insert in the image. In articles [2, 3] a method of statistical analysis Chi-square based on the assumption of random distribution of the least significant bits of color in image. This method gives good results when the container is evenly filled and is weakly applicable when randomly selecting pixels to replace the lower bits. In the article [4], steganoanalysis is performed on the basis of comparing the least significant bits in neighboring bytes using the Markov chain formalism. In [5], a method for detecting a steganographic insert based on the use of artificial neural networks. It is shown that for a sufficiently large volume of the training sample, the neural network is able to determine the presence of an insert with an error not exceeding 15%. All known to date methods of stegoanalysis of the LSB-substitution method are effective when filling the steganographic container by at least 50% [6]. In [7], a method for detecting embedded information based on information compression
algorithms. The main idea of the method is that the random data is compressed more weakly than the ordered ones. This approach makes it possible to determine with high accuracy the presence of a steganographic insert when filling a container from 40%. This method was further developed in [8] based on the usage of pre-processing for image, allowing to use it at a much lower container coverage.

It should be noted that to date, there are no algorithms that determine the bytes in which the least significant bit was done. This problem is close to the problem of detecting pixels damaged by impulse noise. For impulse noise, a color change of an arbitrarily selected byte is randomly selected. However, the task of searching for an embedded message is more complex, since the change amount is only one bit.
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**Figure 1.** Comparison of the zero layers: a) the original image, b) the zero layer of the original image, c) the embedded pixel map, d) the image with the embedded message, e) the zero layer of the image with the embedded message.

To date, there are several methods for detecting corrupted pixels. First of all, it is necessary to single out the method SDROM [9], which, being historically the first, served as the basis for algorithms [10, 11]. There are also other approaches based on the search for associative rules [12, 13], the clustering method [14], and the hierarchy analysis method [15].

In this article an algorithm for detecting pixels in the image in which substitution is made at the least significant bit steganography embedding messages based on automatic analysis of the zero layer.

**2. Formulation of the problem**

We will analyze images in which information can be embedded in the form of steganographic inserts in the lower bit of the blue component. The analysis of the blue component is due to the fact that embedding in it is the least noticeable visually, and therefore it is recommended to use it for making message embedding. Similarly, other components can be analyzed without loss of generality of the proposed method. We start with two assumptions. First, it is not known whether there is a steganographic insert or not. Secondly, we will assume that the steganographic insert fills a certain rectangular area whose dimensions and position are unknown. The task is not only to determine the presence of the steganographic insert, but also the area in which the embedding. The second assumption substantially complicates the problem, since a situation is possible in which all the lower pixels of the blue component are replaced. We solve the problem, based on the assumption of incomplete substitution of the zero layer.
The zero layer is a matrix of zeros and ones. The patterns of the distribution of zero and unit values of the zero layer without embedding are due to the structure of the image. The embedding of a message makes a change to the zero layer, changing the density of the distribution of unit values. Figure 1 shows an image, its zero-layer without embedding, and a zero layer with embedded message.

As can be seen from Figure 1, the presence of an embedded message can be detected visually from the analysis of the zero layer. We set ourselves the goal of automatically determining the embedding area.

3. Algorithm for finding the embedding area

To select the embedding area, we use an algorithm based on the FOREL taxonomy algorithm [16]. In its classical form, FOREL combines points into taxa that lie inside the circle.

In our case, we will build rectangular taxa. We introduce the density of unit values $p$. If in some area of the image contains $N$ pixels and $N_1$ of them has a value one, Unit density index $p = N_1/N$. We will look for rectangular regions having a density of unit values of a given value $p_0$. Also, as an input parameter of the algorithm, we set the parameter $R_0$, which determines the initial size of the taxon.

The algorithm consists of the following steps:

Step 1. Choose the initial value of the taxon size $R = R_0$.

Step 2. We randomly choose a point with coordinates $(x_1, y_1)$, that will be the center of the taxon. We construct a square whose upper-left corner has coordinates $(x_1 - R, y_1 - R)$, and the lower-right corner of the coordinate $(x_1 + R, y_1 + R)$.

Step 3. We seek the center of mass coordinates of points lying inside a square-built $(x_2, y_2)$.

Step 4. If the points $(x_1, y_1)$ and $(x_2, y_2)$ is the same, then go to Step 5, otherwise $x_1 = x_2, y_1 = y_2$ and go to Step 2.
Step 5. Calculate the density of unit values $p$.

Step 6. If $p > p_0$, then $R := 1.1R$ and go to Step 3.

Step 7. If $p < p_0$, then $R := 0.9R$ and go to Step 3.

Step 8. If $p = p_0$, then go to Step 2.

The algorithm is performed until all the points of the zero layer are combined into some taxa.

As areas in which a message can be embedded, we select taxa whose size is not less than 10% of the size of the original image. The results of this algorithm for a uniformly filled image are shown in Figure 2.

As can be seen from Figure 2, as a result of the operation of the algorithm on auto-generated image with a uniform fill, the embedding area is determined quite accurately. However, even for artifacts with gradient fills, complications arise, since a continuous change in the color of the image as a whole is manifested as bands of identical values on the zero layer (Figure 1, b). These bands can be eliminated by pre-processing the image.

4. Image preprocessing algorithm

As was shown above, the zero layer of a gradient-filled image represents bands of zeros and ones. We use the linear transformation:

$$d(x,y) = ax + by - e$$

Where $a = c(x + 1, y) - c(x, y)$, $b = c(x, y + 1) - c(x, y)$ – the color value of the pixel located at the point with coordinates $(x, y)$. Let's define $e$, as minimal value of $c(x, y)$ on the set of all pixels of the image. In the case where the color of the image is a fill with a constant gradient, the function $d(x,y)$ will have a constant value ($d(x, y) = \text{const}$). An algorithm for making decisions about changing a pixel can be applied to a function $d(x,y)$, rather than to a function $(x, y)$.

To apply this linear transformation to photographic images, it is necessary to define the gradient fill areas. We will calculate the second derivatives of the function $(x, y)$ and identify the regions in which they have a zero value. Due to the fact that the areas of ideal gradient filling on photographic images are extremely rare we will require the fulfillment of three more "soft" conditions:

$$\left| \frac{\partial^2 c(x,y)}{\partial x^2} \right| \leq 2, \left| \frac{\partial^2 c(x,y)}{\partial y^2} \right| \leq 2, \left| \frac{\partial^2 c(x,y)}{\partial x \partial y} \right| \leq 2.$$  

Not a strict inequality instead of zero is introduced in order to take into account small deviations from the gradient fill and not to lose the embedded bits.

After identifying connected regions which satisfy the conditions for the second derivatives necessary to determine the coefficients of the function $d(x,y)$. To find them, the least squares method was used. After that, the value of the function $d(x,y)$, to which the algorithm for searching the message embedding areas was applied was calculated.

5. Discussion of results and conclusions

A computer experiment was conducted for various color images, both auto-generated and photographic. The embedded message was a text string which is represented as a sequence of bits. Embedding was made in the blue component, as the least visible to the human eye. Embedded bits filled the rectangular area. The task of stegoanalysis was to determine the area in which the substituted bits.

Initially, the algorithm was tested on a rectangular auto-generated image with a gradient fill. The results are shown in Figure 3.
Figure 3. The results of the algorithm for automatic allocation of the embedding region for a gradient-filled image: a) Original image, b) Zero layer of the original image, c) Embedded pixel map, d) Zero layer with embedded message, e) Image after pre-processing, f) Zero layer of image after pre-processing step, g) Automatically selected area of embedding when $R_0=15$, h) Automatically selected area of embedding when $R_0=30$, i) Automatically selected area of embedding when $R_0=50$, j) Automatically selected area of embedding when $R_0=100$.

As can be seen from Figure 3, the image preprocessing algorithm allows processing gradient-filled images as efficiently as single-color images. Both the uniform and the gradient fill on the results of the algorithm work is affected by the choice of the initial size of the taxon $R_0$.
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