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1. Introduction

In physics, the Brownian motion is useful for studying a variety of natural phenomena such as heat conduction and gases diffusion. Modelling the Brownian particle’s movement in the cylinder is one of an interesting physics problems. The aim of this model is to obtain the expected value of the first meeting time between two particles after time $t$. The suitable technique which is used to do this is the Coordinated search technique. In the search theory for the lost targets, the importance of the Coordinated search technique is achieving in the organized collective action among the searchers to find the target with the highest degree of efficiency and the lowest possible cost. Reyniers [1,2] studied this technique on the real line when the target is located on this line according to a known bounded symmetric and asymmetric distribution. Reyniers considered two unit-speed searchers starting at the origin point seek for this hidden target. The objective is to minimize the expected time of the searchers to return to the origin after one of them has found this target. El-Hadidy et al. [3,4] studied this technique in the plane and they found the expected value of detecting the target. Also, they found the optimal search plan which minimizes this expected value in the case of the target position has a symmetric and asymmetric distributions. In an earlier work, the searching problem for a lost target has been studied extensively in many variations, mostly by El-Hadidy et al. [5–13], Kagan and Ben-Gal [14], Guerrier and Holcman [15], Palyulin et al. [16], Radmard and Croft [17], Stone et al. [18].

Recently, in the case of a Random Walk moving target on the line Abou-Gabal and El-Hadidy [19] introduced this technique and found the conditions that make the expected value of the first meeting time between one of the searchers and the target is finite. In addition, they showed the existence of the optimal search strategy which minimizes this first meeting time. Mohamed and El-Hadidy [20] found the conditions that make the expected value of the first meeting time for the searchers to return to $(0,0)$ after one of them has met the conditionally deterministic target, is finite. They showed the existence of an optimal search plan which made the expected value of the first meeting time is minimum. In addition, we find the necessary conditions that make the search strategy be optimal.

In the above techniques, we ask ourselves, how the Coordinated search technique minimizes the expected search time although the searchers return to the origin and one of them is waiting for the other?. The advanced technology can save this lost time without returning any searcher to the origin. Thus, the primary concern of this paper lies in the Coordinated search technique which allows two unit-speed searchers starting at the origin point seek for a Brownian target without returning to the origin. The first searchers searches the right part of the real line towards $+\infty$ and the other searcher searches the left part towards to $-\infty$. We aim to show there exists a finite search plan that and calculates the expected value of the first meeting time between the searcher and the target.

This paper is organized as follows: Section 2 discusses the assumptions which modelling the search problem for a Brownian target. In Section 3 we determine the conditions that make the search plan be finite. We calculate the expected value of the first meeting time between the searcher and the target, in Section 4. Section 5 gives an example with numerical results that can show the effectiveness of this model. Finally,
the paper concludes with a discussion of the results and directions for future research.

2. Problem formulation

In the well-known linear search problem, the searcher does step number \( n \) after repeating all previous steps, why? This wastes the detection time (cost) (see Beck [21,22]). Here we aim to reduce this cost by presenting a new search model. The idea of this model is inspired by the coordinated search technique. Using the connection technology methods, any one of the searcher should not repeat any steps as in Reyniers [1,2].

2.1. The searching framework

The space of search: The search space is an axis of a cylinder (a real line \( L \)).

The target: The target is assumed to move randomly on the real line according to the Brownian motion \( \{B(t), t \geq 0\} \). The initial position of the target is unknown but the searchers know its probability distribution (the probability distribution of the target is given at time 0, and the process \( \{B(t), t \geq 0\} \) which controls the target’s motion).

The means of search: We have two searchers \( S_1 \) and \( S_2 \) start together looking for the target from the origin. The searcher \( S_1 \) searches in the right part and \( S_2 \) in the left part of the real line. They do not return to the origin after searching successively common distances until the target is found. This provides almost half the cost which had been obtained by Reyniers [1,2].

The searcher \( S_i, i = 1, 2 \) would conduct its search in the following manner: Start at \( H_0 = 0 \) and go to the right (left) as far as \( H_1^+ (H_2^-) \). Then, use the wireless communication methods to tell the other searcher if the target is found or not. Retrace the steps again at the point \( H_2^+ (H_1^-) \) to explore the right (left) part of \( H_1^+ (H_2^-) \) as far as \( [H_2^+ − H_1^+] \) (\( [H_2^- − H_1^-] \)) and so on, see Figure 1.

The objective is to obtain the condition that makes the search plan be finite.

3. Existence of a finite search plan

The two searchers \( S_1 \) and \( S_2 \) are coordinating their search and following the search paths \( \psi : R^+ \rightarrow R \) and \( \bar{\psi} : R^+ \rightarrow R \), respectively, to detect the target, where,

\[
| \psi(t_1) − \psi(t_2) | \leq v^+(t_1 − t_2) \& |\bar{\psi}(t_1) − \bar{\psi}(t_2)| \leq v^-(t_1 − t_2) \quad \forall t_1, t_2 \in R^+ \quad (1)
\]

and \( v^+, v^- \) are the velocities of the searchers in the right and left part respectively. Let \( \theta_{(+)} α_{(−)} \) and \( λ_{(−)} \) are positive integer numbers greater than one. We introduce the sequences \( \{G_i^+, i \geq 1\}, \{G_i^−, i \geq 1\}, \{H_i^+, i \geq 1\} \) and \( \{H_i^−, i \geq 1\} \) (see El-Rayes et al. [23]) to obtain the distances which the searchers should do as a function of \( \theta_{(+)} α_{(−)} \) and \( λ_{(−)} \). In this model the searchers do not return to the origin as in Figure 1 then we can define: \( G_i^+ = \lambda_{(−)}(\theta_i^+ − 1), G_i^− = \lambda_{(−)}(\theta_i^- − 1) \). Also, there is no return time to the origin then the travelled distances at the time step \( i \) are given by: \( H_i^+ = C^+(G_i^+ + 2), H_i^− = C^−(G_i^− + 2) \), in the right and left part of the real line, respectively. And, \( C^+ = \frac{\sigma^+(m_{(i+1)} − 1)}{\theta_{(i+1)}}, C^− = \frac{\sigma^−(m_{(i+1)} − 1)}{\theta_{(i+1)}}, \) where \( \sigma^+, \sigma^- \) are rational numbers.

Now, we can define the search paths as follows: in the right part, for any \( t \in R^+ \), if \( G_{2i−3}^+ ≤ t ≤ G_{2i−1}^+ \), then:

\[
\psi(t) = (H_{2i−1}^+ − H_{2i−3}^+) + (t − G_{2i−1}^+) \quad (2)
\]

In the left part, for any \( t \in R^+ \), if \( G_{2i−2}^− ≤ t ≤ G_{2i−4}^− \), then:

\[
\bar{\psi}(t) = [−(H_{2i−3}^− − H_{2i−5}^−) + (t − G_{2i−3}^−)] \quad (3)
\]

Assuming that the notations \( \psi(G_{2i−1}^+) = B(G_{2i−1}^+) = C^+(G_{2i−1}^+) \), \( \bar{\psi}(G_{2i−1}^−) = B(G_{2i−1}^−) = C^−(G_{2i−1}^−) \) are held and \( t \) is the first meeting between one of the searcher and the target where, \( t = \inf \{ t : either \psi(t) = Z_0 + B(t) \ or \bar{\psi}(t) = Z_0 + B(t) \} \), \( Z_0 \) is a random variable which represents the initial position of the target and independent with \( B(t), t > 0 \). In addition, we let the search plan be represented by \( (\psi, \bar{\psi}) \in \Phi_0 \), where \( \Phi_0 = \{ (\psi, \bar{\psi}) : \psi \in \Phi, \bar{\psi} \in \Phi \} \).

Since, the probability density function can be described as a calendar for the continuity of the relative frequencies of the data in a given interval, because the sample space contains an infinite number of possible outcomes. Therefore, the probability of any certain value is equal to zero. Due to the occurrence of the first meeting time between one of the searchers and the Brownian target at one certain values (legal values) \( z \in Z \) on the given field \( [0, \infty) \) or \( ] − \infty, 0 \) have a known probability values greater than zero, then we need to define a new space (probability space). As a result, the integration will done on these legal and non-certain groups in an unconventional way. Thus, assume that the random variable that represents the position of the Brownian target is defined on a probability space \( (\Omega, \Sigma, γ) \), where \( \Omega \) is the sample space of all possible
meeting points, $\Sigma$ is the $\sigma$-algebra (the collection of all events (mutually exclusive events) that show the position of the target at any time) and $\gamma$ is the probability measure which used as a measure of an integrator factor into $(\Omega, \Sigma, \gamma)$ in order to integration, but not the same way as a regular integration.

**Theorem 3.1:** If $P(\tau > 0)$ is a given initial probability of the first meeting time and $(\psi, \phi) \in \Phi_0$, then the expectations $E(\tau)$ is finite if: $\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$ and $\int_0^\infty \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$ are finite.

**Proof:** The first meeting time between $S_1$ and the Brownian target $\tau_\phi$ is a mutually exhaustive event with $\tau_\phi$ (the first meeting time between $S_2$ and the Brownian target). Hence, for any $i \geq 0$ we have:

$$p(\tau > t) = p(\tau_\phi > \text{tor} \tau_\phi > t) = p(\tau_\phi > t) + p(\tau_\phi > t)$$

Thus, we can find:

$$E(\tau) = \int_0^\infty P(\tau > t)dt \leq \sum_{i=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$$

$$\leq \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$$

Hence,

$$E(\tau) = g + \lambda(\theta(\theta_2 - 1) - 1) \int_0^\infty M(z)\gamma(dz)$$

$$+ \lambda(\theta_2 - 1) \int_{-\infty}^{0} L(z)\gamma(dz)$$

where $g = (\lambda(\theta(\theta_2 - 1) + \lambda(\theta(\theta_2 - 1))P(\tau > 0)$, $P(\tau > 0)$ is the given initial probability of the first meeting time and $M(z) = \sum_{i=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$ are finite.

It is clear that the expected value of the first meeting time $E(\tau)$ is smaller than the expected value of the first meeting time which has been obtained by El-Rayes et al. [23] where $\psi(G_{2i-3}) \sim \psi(G_{2j-2})$ and $\psi(G_{2i-3}) \sim \psi(G_{2j-2})$ because in El-Rayes et al. [23] and El-Hadidy et al. [24,25] the searchers repeat the searched distances many times tend to infinity in both sides of the real line. Thus, the model which studied here is more effective and applicable more than by the other models which were presented before by Reynolds [1,2], El-Rayes et al. [23] and El-Hadidy et al. [24,25]. To make this model more effective we want to get some conditions as in the following Theorem 3.2.

**Theorem 3.2:** The chosen search plan should satisfy $M(t) \leq M(t)$ and $L(t) \leq L(t)$, where $M(t)$ and $L(t)$ are linear functions.

**Proof:** We shall prove the theorem for $M(t)$ and the other case can be proved by similar way. If $z \leq 0$, then $M(z) \leq M(0)$ but for $z > 0$ we get $M(0) = \sum_{i=1}^{\infty} \int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$ and $\int_0^\infty \int_0^\infty \psi(G_{2i-3}) > -z) \gamma(dz) \int_0^\infty \int_0^\infty \psi(G_{2j-2}) < -z) \gamma(dz)$.

Since the target starts its motion from a random point $z$ on the real line with drift $\mu$ and variance $\sigma^2$, then for any $t \geq G_{2i-1} > 0$ we have

$$p(\beta(t) \geq at) \leq p(\beta(G_{2i-1}) > at)$$

$$= p(\sigma\sqrt{G_{2i-1}}Z + \mu G_{2i-1} > at)$$

where $\alpha$ is constant. This leads to,

$$p\left(Z \geq \frac{(\alpha - \mu)G_{2i-1}}{\sigma\sqrt{G_{2i-1}}}\right) \leq \int_0^{\infty} \frac{1}{2\sqrt{2\pi}} e^{-\frac{z^2}{2}} dz$$

$$= \int_0^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\alpha - \mu)^2z^2}{2}} dz \leq \frac{1}{2} e^{\frac{\mu^2}{2}}.$$
where \( k = \frac{(\alpha - \mu)G^{(\lambda)}_{2i-1}}{\sigma \sqrt{G^{(\lambda)}_{2i-2}}} \). Also, in the left part of the real line we can get,

\[
p \left( Z < \frac{(\alpha - \mu)G^{(\lambda)}_{2i-2}}{\sigma \sqrt{G^{(\lambda)}_{2i-2}}} \right) \leq 1 - \frac{1}{2} e^{G^{(\lambda)}_{2i-2}},
\]

In (5) we have,

\[
M(0) < \sum_{i=2}^{\infty} \theta^{2i-2} e^{G^{(\lambda)}_{2i-1}} \quad 0 < \epsilon < 1
\]

where \( \psi \left( G^{(\lambda)}_{2i-1} \right) = B\left( G^{(\lambda)}_{2i-1} \right) - C\left( G^{(\lambda)}_{2i-1} \right) \).

In addition, for any two positions \( Z_2 \) of the Brownian target we have the probability, \( p(z_2 \leq B(t) \leq z_1) \leq p(z_2 \leq B\left( G^{(\lambda)}_{2i-1} \right) \leq z_1) \) is non-increasing with time \( G^{(\lambda)}_{2i-1} \), where \( t \geq G^{(\lambda)}_{2i-1} \) is \( \max \left( \frac{m_i}{\lambda}, \frac{z}{\mu} \right) \) because,

\[
p(z_2 \leq B\left( G^{(\lambda)}_{2i-1} \right) \leq z_1) = p \left( \frac{z_2 - \mu G^{(\lambda)}_{2i-2}}{\sigma \sqrt{G^{(\lambda)}_{2i-1}}} \leq Z \leq \frac{z_1 - \mu G^{(\lambda)}_{2i-2}}{\sigma \sqrt{G^{(\lambda)}_{2i-1}}} \right).
\]

If \( \mu < 0 \) then

\[
z_2 - \mu G^{(\lambda)}_{2i-2} \quad \sigma \sqrt{G^{(\lambda)}_{2i-1}} \geq 0, \quad \frac{d}{dG^{(\lambda)}_{2i-1}} \left( \frac{z_2 - \mu G^{(\lambda)}_{2i-2}}{\sigma \sqrt{G^{(\lambda)}_{2i-1}}} \right) \geq 0,
\]

\[
z_1 - \mu G^{(\lambda)}_{2i-2} \quad \sigma \sqrt{G^{(\lambda)}_{2i-1}} \leq 0 \quad \text{and} \quad \frac{d}{dG^{(\lambda)}_{2i-1}} \left( \frac{z_1 - \mu G^{(\lambda)}_{2i-2}}{\sigma \sqrt{G^{(\lambda)}_{2i-1}}} \right) \leq 0.
\]

This leads to the probability \( p(z_2 \leq B\left( G^{(\lambda)}_{2i-1} \right) \leq z_1) \) be a non-increasing.

Consider that \( \psi(n) = \sum_{i=1}^{n} y_i \), where \( \{y_i\}_{i \geq 1} \) is a sequence of independent identically distributed random variables and \( y_i \sim \text{N}(\mu - \alpha, \sigma^2) \). We define the following:

\[d_n = G^{(\lambda)}_{2i-1} = \lambda_+ (\theta_{2i-1}^+ - 1) \text{ and } U(j, j + 1) = \sum_{i=1}^{\infty} p(-j + 1 < \psi(n) \leq -j).\]

We choose \( \lambda \) and \( \alpha \) (\( \alpha \geq 0 \)) so that \( \psi(n) \) is non-increasing. Thus, \( M(z) = M(0) = \sum_{n=1}^{\infty} \theta_{2n-1}^+ a(d_n) + \alpha \sum_{n=1}^{\infty} (d_n - d_{n-1}) a(d_n) \) and by applying Lemma 1 in El-Hadidy et al. [24,25] we get:

\[M(z) = M(0) - \frac{1}{2} \theta_{2i-1}^+ + \alpha \sum_{n=1}^{\infty} a(n) \leq d_m + \lambda_+ (1 - \psi(n)) + \sum_{j=0}^{\infty} U(j, j + 1).
\]

Since, \( \psi(n) = \sum_{i=1}^{\infty} y_i \) and \( y_i \sim \text{N}(\mu - \alpha, \sigma^2) \) then \( U(j, j + 1) \) satisfies the renewal theorem (see Feller [26]). Hence, \( U(j, j + 1) \) is bounded \( \psi \) by a constant. This leads to \( M(z) \leq M(0) + M_1(z) = M(z) \). Similarly, one can show that \( L(z) \leq L(\{z\}) \) in the right part.

The necessary and sufficient conditions, that shows the existence of a finite search plan, are equivalent to the condition \( E|Z_0| < \infty \), that is, sufficient from the direct consequence of Theorems 3.1, 3.2 and the following Theorem 3.3.

**Theorem 3.3:** If there exists a finite search plan \( \left( \psi, \bar{\psi} \right) \in \Phi_0 \), then \( E|Z_0| \) is finite.

**Proof:** See El-Hadidy et al. [24].

**4. Calculating \( E(\tau) \)**

It is known that the Brownian motion is a limit of the simple Random Walk which has a Markov property. In addition, the Brownian motion is interpreted based on the Normal distribution. Therefore, we can exploit this fact to calculate \( E(\tau) \) depending on the probability of meeting the target at the time \( G^{(\lambda)}_{2i-1} \) provided with the probability of meeting it at the time \( G^{(\lambda)}_{2i-3} \) as in the following Theorem 4.1.

**Theorem 4.1:** The expected value of the first meeting time for the Brownian target is given by:

\[
E(\tau) \leq \lambda_+ \theta_{2i-1} + \lambda_- \theta_{2i-1} + \lambda_+ \theta_{2i-1} (\theta_{2i-1}^+ - 1) \times \sum_{i=2}^{\infty} \theta_{2i-2} \int_{0}^{\infty} \int_{-\infty}^{\infty} [1 - \Phi\left( G^{(\lambda)}_{2i-1} - z \right)] dz d\theta_{2i-1} \times \int_{0}^{\infty} \int_{-\infty}^{\infty} \Phi\left( G^{(\lambda)}_{2i-4} - z \right) d\psi \left( G^{(\lambda)}_{2i-4} + z \right) \gamma(dz) \\
+ \lambda_- \theta_{2i-1}^2 (\theta_{2i-1}^+ - 1) \sum_{i=2}^{\infty} \theta_{2i-2} \int_{0}^{\infty} \int_{-\infty}^{\infty} \Phi\left( G^{(\lambda)}_{2i-4} - z \right) d\psi \left( G^{(\lambda)}_{2i-4} + z \right) \gamma(dz)
\]

(7)

where \( \Phi\left( G^{(\lambda)}_{2i-1} - z \right) \) and \( \Phi\left( G^{(\lambda)}_{2i-4} + z \right) \) are the distribution functions of the Normal random variables \( (G^{(\lambda)}_{2i-1} - z) \sim \text{N}(0, (G^{(\lambda)}_{2i-1} - G^{(\lambda)}_{2i-3})) \) and \( (G^{(\lambda)}_{2i-4} + z) \sim \text{N}(0, (G^{(\lambda)}_{2i-4} - G^{(\lambda)}_{2i-3})) \), respectively.

**Proof:** By using the knowing initial probability \( P(\tau > 0) \) in (4), we get:

\[
E(\tau) \leq (\lambda_+ \theta_{2i-1} + \lambda_- \theta_{2i-1}) \left( \tau > 0 \right) + \lambda_+ \theta_{2i-1} (\theta_{2i-1}^+ - 1) \times \sum_{i=2}^{\infty} \theta_{2i-2} \left( \tau > G^{(\lambda)}_{2i-3} \right) + \lambda_- \theta_{2i-1}^2 (\theta_{2i-1}^+ - 1) \times \sum_{i=2}^{\infty} \theta_{2i-2} \left( \tau > G^{(\lambda)}_{2i-4} \right)
\]

(8)
and since, \( p(t_0) > (G_{2i-3}^{(+)}) \leq \int_0^\infty p(z_0 + B(G_{2i-3}^{(+)}) > (H_{2i-3}^{(+)})|Z_0 = z) \gamma(dz) \) we can find that:

\[
p(Z_0 + B(G_{2i-3}^{(+)}) > H_{2i-3}^{(+)})|Z_0 = z) = p((B(G_{2i-3}^{(+)}) > (H_{2i-3}^{(+)}) - z)) = 1 - p(B(G_{2i-3}^{(+)}) \leq (H_{2i-3}^{(+)}) - z) \quad (9)
\]

It is known that for the times \( t, s \) the random variable \( B(t) \sim B(s) \) has a normal distribution with mean 0 and variance \( t - s \) where \( s < t \). Thus, we can get:

\[
p(B(G_{2i-3}^{(+)}) \leq (H_{2i-3}^{(+)}) - z) \leq \int_{-\infty}^{\infty} p(B(G_{2i-3}^{(+)})
\]

\[
\leq (H_{2i-3}^{(+)}) - z), \quad [p(G_{2i-3}^{(+)}) + B(G_{2i-3}^{(+)}) - B(G_{2i-5}^{(+)})] \quad \leq (H_{2i-5}^{(+)}) - z)\quad B(G_{2i-5}^{(+)}) = (G_{2i-5}^{(+)}) - z)
\]

\[
\times \frac{1}{(G_{2i-3}^{(+)}) - (G_{2i-5}^{(+)})} \frac{1}{\sqrt{2\pi}} e^{\frac{1}{2} \left( \frac{G_{2i-3}^{(+)}}{G_{2i-5}^{(+)}} \right)^2} \times d(G_{2i-5}^{(+)}) - z)
\]

(see Kelbaner [27]). Since the first meeting is not done at the time \( t = G_{2i-3}^{(+)}, \) then

\[
p(B(G_{2i-3}^{(+)}) \leq (H_{2i-3}^{(+)}) - z) = \int_{-\infty}^{(H_{2i-3}^{(+)}) - z} p(B(G_{2i-3}^{(+)})
\]

\[
\leq (H_{2i-5}^{(+)}) - z) \quad [p(G_{2i-3}^{(+)}) \leq (H_{2i-5}^{(+)}) - z)] \quad \leq -1 \times (G_{2i-5}^{(+)}) - z)
\]

\[
\frac{1}{(G_{2i-3}^{(+)}) - (G_{2i-5}^{(+)})} \frac{1}{\sqrt{2\pi}} e^{\frac{1}{2} \left( \frac{G_{2i-3}^{(+)}}{G_{2i-5}^{(+)}} \right)^2} \times d(G_{2i-5}^{(+)}) - z)
\]

\[\Phi(G_{2i-5}^{(+)}) = \Phi((G_{2i-5}^{(+)}) - z) \quad (1 - \Phi(G_{2i-5}^{(+)}) - z) d\Phi((G_{2i-5}^{(+)}) - z), \quad \Phi(G_{2i-5}^{(+)}) - z)) \quad \text{is the distribution function of the}
\]

Normal random variable \((G_{2i-5}^{(+)}) - z) \sim N(0,(G_{2i-3}^{(+)}) \quad \text{Similarly, we can calculate the probability:}

\[
p(Z_0 + B(G_{2i-2}^{(+)}) < H_{2i-2}^{(+)})|Z_0 = z)
\]

\[
= p(B(G_{2i-2}^{(+)}) < (H_{2i-2}^{(+)}) + z) < 0)
\]

\[
\gamma\int_{-\infty}^{\infty} \Phi((G_{2i-2}^{(+)}) + z) d\Phi((G_{2i-2}^{(+)}) + z)
\]

Since the target starts its motion from a random point \( z, \) then we can consider that \( P(r > 0) = 0. \) Thus, in (8) we can get the approximate value of \( E(r) \) as follows:

\[
E(r) \leq \lambda(+)\theta(+) + \lambda(-)\theta(-) + \lambda(+)\theta(+)^2 - 1)
\]

\[
\sum_{i=2}^{\infty} \theta_{2i-1}(+)^{2i-1} \int_{0}^{\infty} [1 - \Phi(G_{2i-2}^{(+)}) - z)] d\Phi((G_{2i-2}^{(+)}) + z) \gamma(dz)
\]

\[
+ \lambda(-)\theta(-)^{2i}(\theta(-) + 1) \times \sum_{i=2}^{\infty} \theta_{2i-2}(-)^{2i-2} \int_{-\infty}^{\infty} \int_{0}^{\infty} \Phi((G_{2i-2}^{(+)}) + z) d\Phi((G_{2i-2}^{(+)}) + z) \gamma(dz)
\]

\[\text{Since, } \int_{-\infty}^{\infty} [1 - \Phi(G_{2i-2}^{(+)}) - z)] d\Phi((G_{2i-2}^{(+)}) + z) = \int_{-\infty}^{\infty} \Phi(G_{2i-2}^{(+)}) - z) - \int_{-\infty}^{\infty} \Phi(G_{2i-2}^{(+)}) - z)] d\Phi((G_{2i-2}^{(+)}) - z) \quad \text{and if we have } X \sim N(0,\sigma^2), \text{ then } \int_{-\infty}^{\infty} d\Phi(X) = \frac{1}{2}. \quad \text{Consequently, one can get } \frac{1}{2} < \int_{-\infty}^{\infty} \Phi(G_{2i-2}^{(+)}) - z) < 1 \text{ where } H_{2i-2}^{(+)} - z > 0. \text{ In addition, } \int_{-\infty}^{\infty} d\Phi(X) \quad \Phi(X) = \int_{0}^{\infty} x^2 dx = \frac{1}{2} \quad \text{thus it is easily to conclude that } 0 < \int_{-\infty}^{\infty} \Phi(G_{2i-2}^{(+)}) - z) d\Phi((G_{2i-2}^{(+)}) - z) < \frac{1}{2}. \text{ This can show that the integrals in (7), are indeed finite where the target is not evading the searching process.}
\]

5. Application

Assuming a rocket (target) fires from a random point (rocket launcher carries on lorry’s enemy) on the road (real line) and moves with a Brownian motion. The approximated value of the expected value of the first meeting time between one of the searchers and the rocket depends on the values of the distances that the each searcher should do them. Since, \( \int_{-\infty}^{\infty} [1 - \Phi(G_{2i-2}^{(+)}) - z)] d\Phi((G_{2i-2}^{(+)}) - z) < \frac{1}{2} \) and \( \frac{1}{3} < \int_{-\infty}^{\infty} \Phi(G_{2i-2}^{(+)}) - z) < 1 \) then we can let \( \int_{-\infty}^{\infty} [1 - \Phi(G_{2i-2}^{(+)}) - z)] d\Phi((G_{2i-2}^{(+)}) - z) = \tau_{2i-3}^{(+)}, \) and \( \int_{-\infty}^{\infty} \Phi(G_{2i-4}^{(+)}) + z) d\Phi((G_{2i-4}^{(+)}) + z) = \tau_{2i-2}^{(-)}, \) where \( 0 < \tau_{2i-3}^{(+)} < 1 \) and \( 0 < \tau_{2i-2}^{(-)} < \frac{1}{2} \) such that \( \tau_{2i-2}^{(-)} + \tau_{2i-3}^{(+)}. \) Thus,
After knowing the number of steps, one of the searcher will meet the target. Thus, if the target will be met after step number 10, then we have,

\[
E(\tau) < 2.37 + (0.255)\kappa \left( \sum_{i=2}^{10} (1.1)^{2i-2} \rho_{2i-3}^{(+)} \right) + (0.665)(1-\kappa) \left( \sum_{i=2}^{10} (1.2)^{2i-2} \rho_{2i-2}^{(-)} \right).
\]

Let \( \kappa = 0.7 \) and let the different values of \( \rho_{2i-3}^{(+)} \) and \( \rho_{2i-2}^{(-)} \) are given by Table 1.

In (11) we find that the expected cost of the first meeting time between one of the searchers and the Brownian target is less than 22.9148 unit of time.

### Table 1. Different values of \( \rho_{2i-3}^{(+)} \) and \( \rho_{2i-2}^{(-)} \).

| \( i \) | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-------|----|----|----|----|----|----|----|----|----|
| \( \rho_{2i-3}^{(+)} \) | 0.55 | 0.6 | 0.65 | 0.7 | 0.75 | 0.8 | 0.85 | 0.9 | 0.95 |
| \( \rho_{2i-2}^{(-)} \) | 0.45 | 0.4 | 0.35 | 0.3 | 0.25 | 0.2 | 0.15 | 0.1 | 0.05 |

6. Conclusion

The coordinated linear search technique for a Brownian target on the real line has been presented, where the target initial position is given by a random variable \( Z_0 \). We found the conditions that make the expected value of the first meeting time between one of the searchers and the target is finite in Theorem 3.1 based on the continuity of the search plan. In Theorems 3.2, we presented that the chosen search plan should satisfy the conditions \( \sum_{i=2}^{\infty} \rho_{2i-3}^{(+)} \psi \left( G_{2i-3}^{(+)} \right) < -z \leq \tilde{M}(z) \) and \( \sum_{i=2}^{\infty} \rho_{2i-2}^{(-)} \psi \left( G_{2i-2}^{(-)} \right) < -z \leq \tilde{L}(z) \), where \( \tilde{M}(z) \) and \( \tilde{L}(z) \) are linear functions. We calculated the approximated value for the expected value of the first meeting time. The effectiveness of this model is illustrated using a real-life application.

In future research, it seems that the proposed model will be extendible to the multiple searchers case by considering the combination of movement of multiple targets.
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