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Abstract

The use of mobile devices is increasing in multimedia applications. The multimedia contents are delivered to mobile users over heterogeneous networks. Due to fluctuation in bandwidth and user mobility, the service providers are facing difficulties in providing Quality of Service (QoS) guaranteed delivery for multimedia applications. Multimedia applications depend on QoS parameters such as delay, bandwidth, and jitter to offer better user experience. The existing schemes use the single source and multisource delivery but are unable to balance between stream quality and network congestion for mobile users. We proposed a Quality Oriented Multimedia Content Delivery Scheme (QOMCDS) for the mobile cloud to deliver better quality multimedia contents for the mobile user. The multimedia contents are delivered to the mobile device based on the device’s parameters and network environment. The objective video quality assessment models like Peak Signal-to-Noise Ratio (PSNR), Structural Similarity (SSIM), and Video Quality Measurement (VQM) are used to measure the quality of the video. The client side Quality of Experience metric such as Startup delay, Rebuffering events, and Bitrate switch count was used for evaluation. The proposed scheme is evaluated using dash.js and is compared to existing schemes. The results show significant improvement over existing multimedia content delivery schemes.
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1. Introduction

The usage of smartphones and tablets is increasing due to the widespread growth of mobile devices. Advances in mobile capabilities, together with Long Term Evolution networks, and Wi-Fi access have brought rich user experience for mobile users [1]. According to Cisco [2], by 2021, 78% of world video traffic will be mobile data traffic and 86% of the mobile data traffic would be generated by smartphones. Considering the increasing popularity of multimedia technology, people are using mobile devices for watching multimedia videos through streaming. Irrespective of the service provider, the users always expect stability in streaming service, which is an essential function for multimedia videos. The smooth watching of videos is the concern of viewers; no matter what issues are occurring in the network.

Likewise, the playback quality is inconsistent with existing videos platforms due to network quality fluctuation. This issue is frequent on mobile devices due to the limited hardware resources and bandwidth. With the rapid increase in the number of users, the limited bandwidth causes delays in the network and the multimedia services are affected. The increasing use of Facebook, Instagram, and Snapchat are forcing network service providers to expand the network capacity. Expanding network capacity will not be sufficient without considering the quality of experience (QoE) which is gaining popularity with growing user expectation for quality of service. The focus is now shifting to propose innovative solutions to enable QoE [3], [4].

The Dynamic Adaptive Streaming over HTTP (DASH) was proposed to further improve the video streaming quality. This technique has gained much attention in recent times. When the DASH is employed, the videos are divided into small chunks encoded with different bitrates. The DASH helps in providing enhanced video streaming by using the dynamic adaptive bitrate selection and current quality levels. On the basis of this research, several solutions and implementations are presented by using DASH [5]–[12] and all the research works confirm that video streaming and service quality is enhanced. However, there are still some limitations in current research for mobile devices due to limited mobile resources, mobility and bandwidth variations.

Several device and network aware techniques [10],[13] have been proposed which consider the device resolution, bandwidth, battery, and processing speed to deliver multimedia contents for mobile devices. The multisource schemes [14] use multiple video streams for the mobile user which overload the network and increase congestion on the network. An optimal method is needed which ensures smooth playback and avoids video freeze by considering mobility and network variations.

The multimedia packets need correctness, real time data, and sequence in order to maintain streaming quality as compared to general services [15],[16]. The service quality for multimedia applications declines while meeting the QoS demands due to mobility and bandwidth variations. The smooth playback of video with limited hardware resources and bandwidth is a challenging task for mobile cloud applications. The quality of experience is challenging for the mobile user because of different processing powers, resolution, mobility and available bandwidth. An optimal technique is proposed which considers device and network parameters to deliver the best quality contents for the mobile user. Specifically, the contributions of this research are summarized as follows:
• Mobile device and network parameters are estimated to deliver the best video for the mobile client.
• The Lyapunov optimization is used to select the optimal bitrate for the next video streaming.
• The proposed QOMCDS is validated through detailed simulations using real HSDPA and LTE datasets. The simulation results show QOMCDS is able to improve the video streaming quality in comparison with existing schemes.

This paper introduces an intelligent quality oriented multimedia content delivery scheme (QOMCDS). Based on the current traffic load and mobile resources, the multimedia contents are delivered intelligently to the mobile user. The scheme dynamically changes the bitrate for multimedia delivery to meet mobile QoS requirements and enhances Quality of experience. The paper is structured as follows. The related work is discussed for multimedia content delivery mechanisms in Section 2. Video Quality assessment techniques are also described in related work. Section 3 covers the proposed work along with algorithms. The experimental results are discussed in Section 4. Section 5 concludes the paper.

2. Related Work

This paper presents a Quality Oriented Multimedia content delivery scheme for mobile users. The existing research work on multimedia content delivery and quality assessment methods are discussed in this section.

2.1 Multimedia Content Delivery

Recently, more attention has been given to provide high quality video streaming for mobile users. The quality of service metrics is the sum of parameters for delay, jitter, loss, and throughput. The quality of experience depends on quality of service at server side, network layer and mobile user mobility. The authors of [15] worked on the improvement of mobile multimedia streaming services in cloud computing. They presented a network and device aware QoS scheme to deal with issues related to limited bandwidth and terminal power. The authors of [17] worked on cloud based mobile media environment. They highlighted the issues due to mobility as moving bulk of data over large distance results in congestion over the internet which degrades the Quality of Experience (QoE) for the user.

Adaptive video streaming is drawing attraction nowadays due to its flexible adaptation of video streaming quality according to communication requirements. The collaborative and cooperative techniques are discussed and implemented in [18] which highlight and resolve the issues regarding resource competing among various users. Another bitrate adaptation algorithm is introduced in [5], that performs on the basis of throughput estimation while adopting adaptive forgetting factor. A new virtual caching scheme is presented by the authors in [19] for the adaptive video streaming that performs on the basis of network function virtualization and helps in storing and saving the resources.

The evaluation of three adaptive HTTP streaming players Adobe OSMF, Microsoft Smooth Streaming and Netflix player is performed in [20]. Microsoft Streaming can adapt the highest sustained bitrate because it is useful under persistent and unrestricted bandwidth. It also accumulates larger playback buffer as compared to other adaptive streaming players. However, it reacts slower to the long and unnecessary adaptation and the short term bandwidth fluctuations. The Netflix is more committed and aggressive to provide high
quality video as compared to Microsoft Smooth Streaming, although both share the same shortcomings. The Adobe OSMF usually fails to adopt the appropriate bitrate even under the stable bandwidth. The authors also argued that the rate adaption logics interact at TCP congestion layer and application layer. The transport layer is still challenging for smooth adaptive streaming.

A media edge cloud architecture was proposed for high QoS for multimedia applications in which storage, sharing, adaptation, delivery, and retrieval utilize cloud computing to achieve a better quality of experience [21]. In [22] a request scheduler is proposed to distribute request over different interfaces in parallel. The video is divided in smaller chunks with the constant duration, which enables segments to be requested over separate links to efficiently utilize bandwidth. Mobile Multi-source High Quality Multimedia Delivery Scheme (M3QD) introduces content distribution over infrastructure-based and hybrid ad-hoc networks [14].

Buffer-Based Approach to Rate Adaptation (BBA) [23] uses estimation and current buffer allocation to select the video bitrate. This algorithm starts with the low bitrate and with the increase in buffer allocation a higher bitrate is selected to smooth variation caused by varying capacity. The buffer-based algorithm is not suitable for short videos because it assumes the large buffer size. The BBA often provides the lowest QoE even under better network conditions.

A rate adaptation algorithm (AIMD) [24] detects bandwidth variations using HTTP throughput for adaptive HTTP streaming. The HTTP throughput is measured by using the segment fetch time. The bandwidth capacity of current media stream for end to end network is decided on the basis of smoothed HTTP throughput.

A Feedback Linearization Adaptive Streaming Controller (ELASTIC) [25] is a stream switching controller that avoids the network traffic variations using feedback control theory. Another method for throughput estimation is to find the harmonic mean of a certain number of previous measurements. The ELASTIC algorithm selects previous five and the FESTIVE algorithm [26] selects the previous twenty measurements to find out the harmonic mean. This harmonic mean method shows optimal performance when the environment has uniform measurements because it is able to distinguish a few outlier measurements. However, it experiences some short-term bandwidth variations while using the wireless environment which can result in underestimation or the overestimation of the available bandwidth.

A QoE-aware DASH system (QDASH) [27] is a probing methodology to measure network bandwidth. It is sensitive to the variations in available bandwidth and gives accurate measurements for video quality, supported by the current network conditions. The Rate-based [28] approach uses ABR controller for the DASH standard. It chooses the highest possible bitrate which is lower than throughput prediction based on arithmetic mean of last 5 chunks.

### 2.2 Video Quality Assessment

Video Quality Metric (VQM) measures the perceived video quality. It measures the blurring, global noise, unnatural motion and color distortion which are perceptual effects of video impairment. The results are combined into a single metric. It is an objective video quality assessment method and has been adopted by ANSI [29].

Peak Signal-to-Noise Ratio (PSNR) is an assessment method for images. It is calculated by finding the maximum power of the signal and the difference between the reference and test image [30], [31]. Lee et al. [32] define the PSNR as shown in equation 1.
The **$P_{PSNR_{db}}$** represent the bitrate after the encoding process. **$EXP_{thr}$** is the expected throughput of the multimedia stream over the network. The **$CRT_{thr}$** represent the actual throughput of the stream.

The Structural similarity (SSIM) is chosen to evaluate the QoE metric as it provides a more reliable representation of the perceived video quality. The SSIM uses distortion, luminance, and contrast to measure the correlation of the videos. The SSIM index values are varying within 0-1 and values near to 1 means better quality. SSIM extracts the structural information using HVS and structural similarity is measured between the original and the image under observation [33]. The SSIM index is defined in equation 2.

$$SSIM(x, y) = \left[ l(x, y) \right]^{\alpha} \left[ c(x, y) \right]^{\beta} \left[ s(x, y) \right]^{\gamma}$$

The parameters $\alpha$, $\beta$, and $\gamma$ in equation 2 adjust three comparison functions.

We have used Bitrate switch count, Startup delay and Rebuffering events to evaluate QoE media metrics introduced by DASH industry forum. Bitrate switch count is an important QoE media metric. It is the number of switches due to quality variations while playing a video session that has multiple bitrates. It is used to quantify the flicker effects due to quality level variations. The Startup delay is a metric that represents a time duration to fill the sufficient buffer for playing the video after initiating a connection to the server. It is measured in seconds. The Rebuffer count represents the total number of interruptions during a video session.

### 3. Quality Oriented Multimedia Content Delivery Scheme

We start with introducing the multimedia contents delivery from a cloud server to the mobile user. The client sends a request for the multimedia contents and server responds with the data stream. The mobile client sends resolution class and quality level to the cloud server. The server delivers the multimedia stream to the mobile user based on the resolution class and quality level parameters received from the mobile client.

#### 3.1 System Architecture

The system architecture consists of a mobile client, cloud content management service and cloud media server as shown in [Fig. 1](#). The cloud content management service deals with all the communication between the server and the mobile client. The cloud media server deals and stores all the multimedia data. The mobile client has Network and Device Parameters Estimation (NDPE) module to estimate device parameters and available bandwidth. The rate adaptation algorithm determines the desired bitrate for the next playback.

The cloud content management service is an important component in the content delivery system that is responsible for receiving a client request, quality monitoring, stream adaptation, and content delivery. The content management has Device Information Handler (DIM), Stream Manager (SM), Media Quality Monitor (MQM), Media Stream Controller (MSC) and Device Profile Manager (DPM).

The Mobile client has NDPE module and rate adaption module to measure the network conditions and desired quality level for the multimedia streaming respectively. The NDPE module determines the device parameters which are used by the bitrate adaptation module.
The mobile client sends media content request to the Device Information Handler. The device information handler is used to receive resolution class and quality level from the mobile client. When the mobile device using the cloud service for the first time, the request is initially sent to the DPM. The device parameters are stored and updated in the DPM. The MQM gets the device detail from the DPM to determine the optimal stream to be sent to the client. The Device Profile Manager shares information with Stream Manager. The Stream Manager is responsible to find sources of requested multimedia contents. It selects a file for Segmentation and Transcoding. The multimedia file is encoded in different bitrates and stored on the Cloud Server. The media stream controller fetches contents from a server and delivers to the mobile client.

The client determines the estimated desired quality level based on available bandwidth, CPU usage, remaining battery, quality level fluctuation, and resolution. The users that have a good connection and can completely play the video will avail a high quality multimedia stream. The users with the poor connection will receive a lower quality video stream.

3.2 System Model and Design Requirements

A video is divided in small chunks in a DASH system and the chunk set is denoted by $\mathcal{S} = \{1, 2, \ldots, s\}$. Each of the chunks is encoded at different bitrates and the duration of each chunk consists of 2 seconds. The length of chunk $k$ that belongs to chunk set $\mathcal{S}$ is $t_t(k)$. The chosen bitrate of chunk $k$ for a mobile user is denoted by $r^K(t)$. The number of frames that are produced by $k$ chunk at time $t$ is calculated as in equation 3.

$$c^K(t) = \frac{r^K(t) \Delta t}{L}$$  (3)
The minimum bitrate is set to 235 kbps to ensure acceptable video quality for handheld devices.

Table 1 shows the symbols used in this paper.

| Symbol | Explanation |
|--------|-------------|
| $AB_{est}$ | Estimated available bandwidth determined using round trip time |
| $C_n$ | Chunk number of the multimedia packet |
| $S_l$ | Large packet used to measure round trip time |
| $S_s$ | Small packet used to measure round trip time |
| RTT$_l$ | Round trip time measured with large packet sent to the server |
| RTT$_s$ | Round trip time measured using small packet |
| $Q_{prev}$ | Quality level of the previous chunk |
| $Q_{next}$ | Quality level for next chunk |
| $\varphi$ | Frequency of switches |
| $\mu$ | Average quality level variation |
| $MOS_{pred}$ | Predicted Mean Opinion Score |
| $D_t$ | Battery Discharge Time |
| $U$ | Available CPU resource |
| $V_p$ | The time required to play the remaining video |
| $C_d$ | The CPU resources needed to decode the chunk |

The main goal of adaptive video streaming is to dynamically choose the video level $l(t) \in L = \{l_0, ..., l_{N-1}\}$ to enhance the Quality of Experience for each video chunk. The frequent quality switching could be annoying to the user. Reducing quality level switching for adaptive video streaming is a key requirement to increase QoE. A video level received by the client is an important factor that enhances the video QoE. The higher the bitrate and resolution, the better the video quality. The design goals for the proposed QOMCDS is to reduce quality level switches, enhance the received video level and reduce the rebuffering events.

Table 2 shows the different classes based on resolution, battery capacity and battery voltage for mobile devices.

| Device Classes | Class 1       | Class 2       | Class 3       | Class 4       | Class 5       |
|----------------|---------------|---------------|---------------|---------------|---------------|
| Resolution Ranges | $\leq 1024 \times 768$ | $1024 \times 768, 800 \times 600$ | $800 \times 600, 480 \times 360$ | $480 \times 360, 320 \times 240$ | $< 320 \times 240$ |
| Resolution      | $720 \times 1280$ | $540 \times 960$ | $480 \times 800$ | $320 \times 480$ | $240 \times 320$ |
| Battery Capacity | 2100 mAh | 1900 mAh | 1650 mAh | 1400 mAh | 1200 mAh |
| Battery Voltage | 3.8 V | 3.8 V | 3.7 V | 3.7 V | 3.7 V |
The six quality levels from highest to lowest are 3000kbps, 1750kbps, 1050kbps, 750kbps, 375kbps, and 235kbps.

### 3.2.1 Network and Device Parameters Estimation

The NDPE module estimates the available bandwidth. GPING-Pair [34] is used for client side bandwidth estimation which uses RTT-based method. The GPING-Pair measures the available bandwidth between the first gateway and the client. This path is subject to ISP admission control and various interference. It can become the bottleneck for the entire connection to server. The Ping program is used to check the connectivity to a server and to find the ISP gateway. GPing-Pair method is modified to find a more accurate average available bandwidth for mobile clients. The average is calculated to achieve smooth video streaming for the mobile client. Two lowest RTT values are used by GPing-Pair at 64 bytes and 1064 bytes in order to determine the highest available bandwidth. We have used a notable difference in packet sizes to avoid fragmentation and achieve more precise RTT information. This GPing-Pair sends 10 ping pairs of 64 and 1064 bytes to calculate the lowest RTT by using echo replies.

The estimated available bandwidth is calculated using equation 4.

\[
AB_{est} = \frac{4 \times (S_I - S_S)}{\text{min}(\text{RTT}_1) + \text{max}(\text{RTT}_1) - \text{min}(\text{RTT}_2) + \text{max}(\text{RTT}_2)}
\]  

We consider that the path is symmetric and the value of RTT is divided by the factor 2 for computing one-side delay. Here, the \( S_S \) and \( S_I \) show packet sizes of a ping pair. Hence \( RTT_S \) and \( RTT_I \) define the RTT measurement of each ping pair.

The proposed scheme selects the highest bitrate of the video quality within the \( AB_{est} \).

The bitrate of the next segment can be shown using equation 5.

\[
Q_{l+1} = \max\{i : Q_l < AB_{est}\}
\]  

\( Q_{l+1} \) is the bitrate for the next segment and \( Q_l \) denotes the \( i \)-th video quality bitrate.

The latest quality level is denoted by \( Q_l \). The average video quality is taken by the average of all video chunks and calculated using equation 6.

\[
Q_{avg} = \frac{\sum_{i=1}^{N-1} Q_i}{N-1}
\]

The number of quality switches indicate the number of time the selected quality level is changed during time \( t \) and it is calculated by using a counter which is incremented when \( Q_l \neq Q_{l+1} \).

The frequency of switches is denoted by \( \varphi \) and calculated using equation 7.

\[
\varphi = \frac{\sum_{i=1}^{N-1} Q_l \neq Q_{l+1}}{N-1}
\]

The average quality level variation is denoted by \( \mu \) and is calculated using equation 8.

\[
\mu = \frac{\sum_{i=1}^{N-1} |Q_l - Q_{l-1}|}{N-1}
\]

The standard deviation is denoted by \( \sigma \) and calculated using equation 9.

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N-1} (Q_l - \mu)^2}{N-1}}
\]
We can measure the MOS from the frequency of switches, average quality level variation and standard deviation of the video quality. The predicted MOS is calculated using equation 10.

\[
MOS_{\text{pred}} = Q_{\text{avg}} - \alpha \cdot \mu - \beta \cdot \sigma - \gamma \cdot \varphi
\]  

(10)

The NDPE module measures the resolution, available battery and CPU load of the mobile device. The battery status API [35] is used to determine the discharge time of the battery. The battery manager interface describes the current battery information of the device. The \textit{dischargingTime} attribute shows the time left in seconds till the battery is completely discharged. The discharge time in minutes is shown in equation 11.

\[
D_t = \frac{\text{dischargingTime}}{60}
\]  

(11)

The CPU utilization is calculated form CPU busy time and idle time by using JavaScript code. The available CPU resource is denoted by \( U \) and calculated using equation 12.

\[
U = 100 - \frac{\text{Busy Time}}{\text{Busy Time} + \text{Idle Time}}
\]  

(12)

3.2.2 Problem Formulation and Transformation

To design an effective bitrate adaptation scheme, we used the idea of the Lyapunov optimization framework [36]. The optimization of Lyapunov function can select the video rate according to the current state of the device and network environment. We have used resolution, available bandwidth, video quality fluctuation, available battery, and CPU utilization to select the bitrate of the next video chunk. The core idea of our approach is to use a Lyapunov function to minimize the output with a greedy algorithm.

We want to increase the bitrate for chunk \( c^k(t) \) as shown in equation 13.

\[
\begin{align*}
\max & \quad MOS_{\text{pred}}, \quad \forall t \\
\text{s.t.} & \quad c^k(t) \leq AB_{\text{est}}(t) \\
& \quad D_t \geq V_p \\
& \quad U \geq C_d
\end{align*}
\]  

(13)

The solution of equation 13 can be found using dynamic programming methods. However, the computation of these methods is complex. Due to this Lyapunov optimization has become a better choice for mobile devices due to low computation complexity and less prior knowledge.

To satisfy equation 13, we need to consider various factors such as video streaming bitrate, video quality, quality level variation, CPU utilization, and battery usage. We can use Lyapunov optimization to transform this problem. The main idea is to use virtual queues to reduce the complexity of the problem for constraints of the optimization problem. The virtual queues are kept stable to satisfy the constraints.

The aggregate queue backlog is measured by the addition of the squares of the recent queue backlog. The output of Lyapunov function at time \( t \) is denoted by \( L(t) \) and defined in equation 14.

\[
L(t) = \frac{1}{2} [Q_{\text{avg}}^2 + \mu^2 + \varphi^2 + \sigma^2]
\]  

(14)
L(t) shows the overall status of the queue lengths. A large value of L(t) signifies at least one queue is congested. A small value of L(t) means that all queues are short. We assume all queues are empty initially at t = 0. The Lyapunov drift is formulated as shown in equation 15.

\[ \Delta(t) = E[L(t+1) - L(t)] \quad (15) \]

\( \Delta(t) \) shows the variation of Lyapunov function during a one-time slot. If \( \Delta(t) \) becomes smaller the queues will be stable. Therefore, improving queue stability and maximizing the quality of experience of video streaming is the goal of the optimization. The drift minus penalty is shown in equation 16.

\[ \Delta(t) - V E[MOS_{pred}(t)] \leq D_r \quad (16) \]

Where V is non-negative parameters used to represents a video streaming quality. It controls the drift \( D_r \) and the reward \( E[MOS_{pred}(t)] \). A large value of V indicates a higher priority assigned to maximize QoE but with larger queue lengths. According to the Lyapunov optimization technique, the decision should be chosen to reduce an upper bound during each time slot t. The upper bound of drift minus penalty is shown in equation 17.

\[ E \left\{ \sum_{i=1}^{N-1} Q_i \frac{N-1}{n-1} \right\} - E \left\{ \sum_{i=1}^{N-1} Q_i Q_{i-1} \right\} \]
\[ - E \left\{ \sum_{i=1}^{N-1} Q_i \left( Q_i \neq Q_{i+1} \right) \right\} \]
\[ - E \left\{ \sum_{i=0}^{n-1} Q_i^2 \frac{n}{n-1} \right\} \]

(17)

The optimization is achieved by taking the lowest value of the right side of the above inequality. The equation 17 provides insight into deciding the maximum value of \( c^k(t) \) to enhance the video quality experience for the mobile user. The problem in equation 13 is transformed into a mathematically tractable form. It provides optimization of adaptive video streaming by using video quality, frequency of quality switches and quality level variations. The purpose of the optimization is to select an appropriate bitrate for the next chunk and maintain the stability of the queues.

### 3.2.3 Rate adaptation algorithm

The quality level and resolution class are determined using the rate adaptation algorithm. The desired quality level is estimated from available bandwidth, available processing resource, available battery, resolution, frequency of switches and average quality level variation. The rate adaptation algorithm is performed by the mobile client using parameters. Initially, the lowest bitrate is chosen to be sent to the server. Later, the bitrate is chosen based on the parameters.

We determine the resolution class using the resolution of the device. We select the supported bitrate based on the device resolution and available bandwidth. The supported bitrate is chosen such that it doesn’t exceed available bandwidth. We find the optimal bitrate for the next chunk using Lyapunov optimization by using equation 17. The Lyapunov function determines the bitrate for the next chunk by making upper bound of the drift plus penalty minimal. The optimal bitrate is selected based on the bitrate switching rate, average
quality level, and quality variations. The algorithm decides the maximum bitrate by considering the factors to reduce quality variations and bitrate switching rate. When the selected bitrate using equation 17 is greater than supported bitrate, the bitrate for the next chunk is chosen as supported bitrate. We find the CPU utilization using equation 12 and estimate CPU resources required to decode the next chunk. We find the battery draining time using equation 9. If the processing resource is not sufficient to decode the next chunk, then lower the quality level of the next chunk. In case the battery is not sufficient to play the selected video, lower the quality level of the video. $R_c$ is the resolution class of the selected device. $Q_{next}$ is the estimated quality level for next video chunk.

| Algorithm 1: Rate Adaptation Algorithm |
|---------------------------------------|
| **Input:** R: Resolution of the device |
| $AB_{est}$: Estimated available bandwidth |
| $D_t$: Battery draining time |
| $Q_{avg}$: Average quality level |
| $\mu$: Average quality variations |
| $\phi$: Bitrate switching rate |
| U: CPU utilization |
| $Q_{prev}$: Quality level of the previous chunk |
| **Output:** $R_c$ and $Q_{next}$ |
| 1: $R_c =$ ResolutionClassBasedOnDeviceResolution(R); |
| 2: $Q_{supported} =$ BitRateLevelSelectionBasedOnAvailableBandwidth ($R_c$, $AB_{est}$); |
| 3: // Determine bitrate of the next chunk by making the upper bound of the drift-plus penalty function minimal |
| 4: $Q_{next} =$FindOptimalBitrate ($Q_{avg}$, $\mu$, $\phi$) // using equation 17 |
| 5: if ($Q_{next} > Q_{supported}$) |
| 6: $Q_{next} = Q_{supported};$ |
| 7: endif |
| 8: endwhile |
| 9: while ($U < C_d$) // Check the CPU Utilization that can decode the selected chunk |
| 10: $Q_{next} = Q_{next} - 1;$ |
| 11: endwhile |
| 12: while ($D_t < V_p$) // Battery drain time should be more than the time to play the video |
| 13: $Q_{next} = Q_{next} - 1;$ |
| 14: endwhile |
| 15: if ($Q_{next} < 1$) // 1 is the minimum available quality level |
| 16: Pause the Video |
| 17: else |
| 18: Return $Q_{next}$ and $R_c$ |
| 19: endif |

### 3.3 Media Stream Selection

The MSC changes the sending stream to the receiver based on the feedback from Media Quality Monitor. MSC is responsible for fetching contents from media server and delivery to the mobile client.
Based on device resolution class and quality level, the MQM module controls the multimedia stream by calculating the actual sending rate and desired stream rate to the receiver. The MQM module selects the most suitable stream for delivery to the mobile client. The stream is updated based on the device class and quality level at the output. We take device resolution class and quality level, calculate desired stream rate for the device and match the desired media stream with actual sending stream. If the sending stream matches to the desired stream, then keep sending the stream. Otherwise, update the sending stream based on the new desired rate calculated from the network environment.

Algorithm 2: Media Stream Selection algorithm

| Input: | Quality level and resolution class |
| Output: | The stream is selected for next segment delivery |

1. Get_Desired_Stream (device resolution class, quality level); // quality level received from client using algorithm 1
2. // client using algorithm 1
3. If (Desired_media_stream = = current_sending_stream)
4. Return current_sending_stream
5. else
6. current_sending_stream = Desired_media_stream;
7. Return current_sending_stream;
8. endif

4. Experimental Evaluation

We modified dash.js (version 2.9) [37] to implement QOMCDS and existing ABR algorithms. DASH-JS is a smooth integration of DASH standard into the Web by adopting the video element of HTML5. This is developed on JavaScript that uses the Media Source API of Google's Chrome browser. This offers a flexible and most likely browser independent DASH player. DASH-JS is recently using media chunk of WebM and ISO Base format Media File.

The dash.js was configured to get stream based on the bitrate selection from a client. The playback buffer capacity of DASH player was configured for 60 seconds. The server machine used for experiments was XEON quad core 3.7 GHz Intel processor with 32 GB RAM. The APACHE Web Server was used for testing. We used the Samsung Galaxy S6 with Android version 5.0.2 for the client side to play videos for simulations. The Google Chrome browser was used to run simulations on the mobile device.

We used 4G LTE mobile dataset [38] for static bandwidth trace and 3G/HSDPA mobile dataset [39] for dynamic bandwidth trace. The dataset for the static trace is taken when the mobile user is stationary while playing a video and bandwidth trace is shown in Fig. 2. The dataset selected for the dynamic trace is the one taken while playing a video in a moving car and bandwidth trace is shown in Fig. 3. The bandwidth trace of the first 500 seconds is considered for our experiments.
To emulate network behavior similar to bandwidth logs using adaptive HTTP streaming, we used a bandwidth throttle module to play bandwidth trace using Apache Web server. This means that we can limit the bandwidth according to measured bandwidth logs for static and dynamic network condition.

We used the objective video quality assessment models and QoE feature metrics to measure the quality of video closer to the human visual assessment. The QOMCDS is evaluated against renowned bitrate adaptation schemes such as AIMD, BBA, Elastic, QDASH, Rate-based, FESTIVE and M3QD which we implemented within our player as an extension. The comparison is performed based on a performance metric that has a large impact on viewer experience. The objective Video Quality Assessment(VQA) models such as PSNR, VQM and SSIM are used for evaluation. The standard client side QoE metric such as Startup delay, Rebuffering events, and Bitrate switch count is used to evaluate QoE for the mobile user. The Startup delay is measured in seconds.
4.1 Experimental Setup
A video dataset Waterloo Streaming QoE Database III (SQoEIII) [40] is used for the evaluation purpose. The 3 video clips are selected from the dataset for quality assessment of mobile user as shown in Table 3. Each of the video clip represents different temporal and spatial motion contents such as high motion, smooth motion, and static motion. The duration of each video clip is 500 seconds. Each of the videos is encoded by FFmpeg [41] at six different bitrates. These video rates include 235, 375, 750, 1050, 1750, and 3000kbps.

We played 300 chunks for each video and the duration of one chunk is 2 seconds that are encoded in six distinct quality levels. We performed two experiments: one with static bandwidth trace and the other with dynamic bandwidth trace. The experiment to measure video quality for each metrics is repeated for three videos. The average results of three videos are used to cover videos in different scenarios to evaluate our proposed method. The total bitrate switch count is defined as the number of times bitrate quality level change occurs during the experiment. At the start of each experiment, the lowest bitrate level is set to be sent to the server for chunk delivery. Table 3 shows the spatial information, temporal information and frame rate of the selected videos.

Table 3. Spatial Information(SI), Temporal Information(TI), Frame rate(FPS), and Description of Reference Videos [40]

| Video ID     | FPS | SI  | TI  | Description                  |
|--------------|-----|-----|-----|------------------------------|
| BigBuckBunny | 30  | 96  | 97  | Animation, high motion       |
| RushHour     | 30  | 52  | 20  | Human, smooth motion         |
| TallBuildings| 30  | 81  | 13  | Architecture, static         |

The MSU Video Quality Measurement Tool [42] is used to measure PSNR, SSIM, and VQM. In total 6 tests were performed using 3 video clips for each scheme in a static and dynamic network. Fig. 4 to Fig. 9 shows a comparison between the proposed scheme QOMCDS and existing techniques under static and dynamic scenarios for a mobile user.

4.2 Results and Discussion
The performance analysis is performed at variable network bandwidth to evaluate the proposed QOMCDS model. Our proposed solution targets smartphones and tablets. Objective video quality assessment models are mathematical models to evaluate the quality of the video contents. There is no single metric that can measure accurate user perceived video quality. We used three metrics to have more accurate results. The higher PSNR and SSIM show better results. The lower VQM value gives better results. For simulations, parameter V is set to 15 to keep the queues stable.

Table 4 summarizes the evaluation of results and shows the values of all metrics against all models. Our proposed model shows the highest values of PSNR; 24.73, VQM; 3.91, SSIM; 0.91. The PSNR and SSIM of QOMCDS are higher than the AIMD, BBA, Elastic, QDASH, Rate-based, FESTIVE and M3QD. The results show that QOMCDS maintains high video quality in a static environment. In a dynamic environment, the approach tries to maintain multimedia quality effectively. This scenario shows the typical use of smart devices.
Table 4. Video Quality Assessment results

| Method/Metrics | Static Trace | Dynamic Trace |
|----------------|--------------|---------------|
|                | PSNR | VQM | SSIM | PSNR | VQM | SSIM |
| AIMD           | 21.33 | 7.71 | 0.59 | 20.11 | 6.88 | 0.54 |
| BBA            | 19.21 | 5.22 | 0.61 | 18.19 | 5.18 | 0.56 |
| Elastic        | 23.33 | 5.34 | 0.83 | 22.21 | 5.23 | 0.75 |
| QDASH          | 21.97 | 4.99 | 0.8  | 20.67 | 4.81 | 0.74 |
| Rate-based     | 21.52 | 4.97 | 0.81 | 20.21 | 4.79 | 0.76 |
| FESTIVE        | 23.60 | 5.40 | 0.85 | 22.45 | 5.31 | 0.76 |
| M3QD           | 22.45 | 5.32 | 0.76 | 21.33 | 5.11 | 0.73 |
| QOMCDS         | 24.73 | 3.91 | 0.91 | 23.21 | 3.61 | 0.82 |

Fig. 4, Fig. 5 and Fig. 6 compare the results of all objective video quality assessment models with our proposed model QOMCDS. The average PSNR, VQM and SSIM values for streaming 3 video clip in both static and dynamic scenarios are calculated for evaluation. QOMCDS shows the value of PSNR around 24.73 dB for a static network that is a better score for video transmissions through wireless channels and BBA presents lowest PSNR value around 19.21dB. VQM has achieved 21.32% improvement over rate based approach in a static network. VQM has achieved 49% improvement over AIMD approach in a static network. SSIM metric shows 6.5% better performance using QOMCDS over FESTIVE approach in a static environment. SSIM metric shows 35% better performance using QOMCDS over AIMD approach in a static environment. It’s clear from the results that QOMCDS outperforms existing algorithms in static and dynamic network scenarios for all video quality assessment metrics.
Fig. 5 shows the average SSIM over the static trace and dynamic trace. QOMCDS is able to maintain an average SSIM above 0.82 for static and dynamic network scenario. It performs better than Rate-based heuristic and FESTIVE. It is shown that FESTIVE results in higher SSIM as compared to the rate-based heuristic. The results confirm that the proposed algorithm achieves a higher SSIM. The QOMCDS outperform FESTIVE, Rate-based, BBA and QDASH algorithms in static and dynamic network scenarios.

The average quality metric for Startup delay, Rebuffering events and Bitrate switch count shown in Table 5. The results in Table 5 are taken using real traces of 3G/HSDPA and LTE dataset.
Table 5. Client Side QoE Metric results

| Method/Metrics | Static Trace | Dynamic Trace |
|----------------|--------------|---------------|
|                | Startup Delay | Rebuffering Events | Bitrate Switch Count | Startup Delay | Rebuffering Events | Bitrate Switch Count |
| AIMD           | 6.2          | 12             | 41                     | 6.9          | 18             | 66                     |
| BBA            | 6.6          | 5              | 32                     | 6.9          | 7              | 55                     |
| Elastic        | 4.5          | 8              | 34                     | 4.9          | 11             | 58                     |
| QDASH          | 12.2         | 10             | 33                     | 13.2         | 16             | 59                     |
| Rate-based     | 3.3          | 11             | 31                     | 4.5          | 18             | 53                     |
| FESTIVE        | 4.52         | 7              | 29                     | 4.98         | 11             | 52                     |
| M3QD           | 11.43        | 11             | 36                     | 14.28        | 15             | 61                     |
| QOMCDS         | 2.61         | 4              | 22                     | 2.92         | 7              | 42                     |

We evaluate the video quality in terms of Startup delay, Rebuffering events, and Bitrate switch count. The Fig. 7 to Fig. 9 shows a graphical representation of each quality metric. The startup delay shows 78% improvement as compared to QDASH and 20.9% improvement over rate-based in a static network. The QDASH shows the highest startup delay with 12.2 seconds. The test shows bitrate switch count 46.3% improvement as compared to AIMD and 38% improvement over M3QD in a static network. The AIMD shows the highest bitrate oscillations with 41. The Rebuffering events show 66.7% improvement as compared to AIMD and 20% improvement over BBA in a static network. The AIMD shows the highest Rebuffering events with 12. We observed that QOMCDS achieve the highest stability as compared to existing adaptation techniques. The QOMCDS shows infrequent quality oscillations and stable throughput which has better viewer experience.

Fig. 8 plots the average number of Rebuffering events for the played videos. As the buffer based algorithm decides the next videos based on the buffer occupancy, we can expect the rate to fluctuate as the buffer occupancy changes. The rate based algorithm changes the level when the network bandwidth varies which results in fluctuations. Our algorithm takes frequency of rate switching into consideration when deciding the next quality level to reduce rate oscillations. Fig. 9 shows the average number of switches for the proposed and considered algorithms. ELASTIC almost produces the same number of switches per video flow in all considered algorithms. On average 34 and 58 video switches are observed for each video in static and dynamic trace respectively. The number of level switches for QOMCDS is 22 in a static network. In a dynamic network, the QOMCDS shows 42 bitrate switch count and AIMD shows 66 bitrate switch count. We can see that the total switch count for QOMCDS is always lower than that of other techniques. The results indicate that stable bitrate is experienced by the users using QOMCDS. The Startup delay, Rebuffering
events, and Bitrate switch value shows QOMCDS outperform the existing schemes. AIMD performs worst for rate switch metric as compared to QOMCDS.

**Fig. 7.** Startup Delay

**Fig. 8.** Rebuffering Events

**Fig. 9.** Bitrate Switch Count
Fig. 9 shows the results for bitrate oscillations. Buffer-based does not perform well in this metric because it tries to increase throughput when the buffer level is insufficient, but it results in increased oscillations and hence the performance decreased. QOMCDS perform better than the Elastic in excessive rebuffering.

From experimental results, we can conclude that QOMCDS performs more consistently across static and dynamic network scenario in comparison to existing techniques. One reason for QOMCDS consistency is its few design parameters. It uses V as a design parameter, the appropriate value is chosen to reduce bitrate oscillations. Other algorithms use more parameters and tuning the parameters for all scenarios is challenging.

Rate-based does not consider buffer level in deciding the next video level so it is the least affected by buffer size. The performance of Rate-based decreases because of more bitrate levels. The reason is that Rate-based start changing bitrate levels more frequently when there is a change in network bandwidth, leading to increased bitrate instability and a decrease in QoE for the user.

Our algorithm shows almost similar values in terms of SSIM and VQM which shows its flexibility to video content delivery for a mobile user. Although AIMD performs worst in a dynamic environment multimedia content delivery and shows a slight improvement in a static environment. The QOMCDS is very consistent for delivering multimedia content in a static and dynamic environment.

Q-DASH performs better during ramp down network condition because it performs smooth quality degradation. It confirms that smooth transitions are preferred over abrupt transitions.

The Rate-based maintains a stable video quality but it faces rebuffering events due to optimistic throughput prediction. QOMCDS provide better stability and fewer rebuffering events. The QOMCDS performs better than M3QD and BBA with very fewer rebuffering events.

The quality variations for QOMCDS are fewer so it maintains a stable video quality. The rate based approach faces large quality variations which significantly affect the user QoE. QOMCDS performs significantly better than FESTIVE and Rate-based approach when the bandwidth variations are large.

The impact of mobility on the bitrate adaptation is shown in a dynamic network scenario. When the mobile user is moving in a car, the number of quality switches are increased. When the mobile user is stationary, a higher bitrate can be selected based on the available network bandwidth.

5. Conclusion

We have presented a QOMCDS scheme for a mobile user to enhance user quality of experience and effectively select multimedia stream. The QOMCDS scheme is evaluated using simulations. The performance is compared to AIMD, BBA, Elastic, QDASH, Rate-based, FESTIVE and M3QD by delivering multimedia content streams. The objective video quality methods PSNR, VQM and SSIM, and QoE metrics show improvement for QOMCDS. The results show significant improvement using the proposed scheme QOMCDS over existing models using objective quality measurement and QoE metrics.
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