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Abstract: Recently, social network services that express individual opinions and thoughts have been significantly developed. As unreliable information is generated and shared by arbitrary users in social network services, many studies have been conducted to find users who provide reliable and professional information. In this paper, we propose an expert finding scheme to discover users who can answer users’ questions professionally in social network services. We use a dynamic profile to extract the user’s latest interest through an analysis of the user’s recent activity. To improve the accuracy of the expert finding results, we consider the user trust and response quality. We conduct a performance evaluation with the existing schemes through various experiments to verify the superiority of the proposed scheme.
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1. Introduction

Due to the complexity and diversity of societies, the information distribution has changed rapidly, and the needs of users have also diversified. As the active participation of users through online services increases, Social Network Services (SNS) are being used as a media platform to deliver information among users based on human networks [1–3]. Recently, SNS have been changed into media to create and reprocess various types of information [4–8]. In SNS, inaccurate or meaningless information can be shared among users, since untrusted users can generate and distribute information indiscriminately [9–12]. Therefore, it is difficult to select the information that users want and to find users who provide the information they want among many users [13–17]. In addition, it is not guaranteed that a user connected to a network relationship is an expert who can provide a high quality response for user questions [18–23].

There have been studies on SNS to find experts who can provide users with high-quality information or answer users’ questions [23–28]. The existing expert finding schemes determine users with keywords of interest similar to the user’s desired information using the profile of social network users [29,30]. For example, an expert is found by comparing keywords included in a user’s question with keywords extracted from the user’s profile [15,18–20,31,32]. In [15], an expert finding scheme proposed to determine experts by comparing question keywords and keywords included the user’s profile. To improve the accuracy of expert finding, the schemes that analyze the user’s recent activities and compare them with question keywords have been proposed [33–35]. Since only the keywords of interest are extracted through user activity analysis, a social network user that creates a lot of information is determined as an expert. This does not guarantee that the user identified is an
It is not possible to determine whether a user identified as an expert can answer the question well. Therefore, the trust and quality of the identified user should be considered to receive reliable responses to the user’s question.

We have previously proposed a basic expert finding scheme. In this paper, we propose an effective scheme to find an expert who can answer users’ questions with reliability, as the extended version of the scheme proposed in [45]. The proposed scheme analyzes the user’s recent social activities to generate a dynamic profile to express the user’s interest. To ensure the latest user’s dynamic profile, the user’s social activities are periodically collected and analyzed. The generated dynamic profile is compared with question keywords extended through ontology to extend the finding ranges to keywords with similar meanings. Since the user who created and distributed meaningless or false information can be identified as an expert, the untrusted user should be removed, and the expert who can answer the question should be identified. For this, the proposed scheme determines the trust of the social network users and considers the response quality of the users identified as experts.

This paper is organized as follows. In Section 2, related works are described. The proposed scheme that finds experts in social network environments is explained in Section 3. In Section 4, the performance of the proposed scheme is verified through various performance evaluations. Finally, the conclusion of this paper is presented in Section 5.

2. Related Work

To identify users with relevant expertise or experience for a given topic, Zhang proposed a propagation-based scheme that considers both person local information and social relationships between users [19]. To calculate an initial expert score for each user, the user location information is used. The social relationship is used to improve the accuracy of expert finding.

Fu proposed an expertise propagation scheme to find experts using social network analysis [31]. This scheme generated the social networks from email messages and web pages to discover other potential experts. A candidate can acquire extra expertise probability from a trusted expert who has a strong relationship with the candidate. Bozzon proposed an expert finding scheme considering expertise information and routes to reach experts to select top-k experts [34]. To analyze the expertise of a user, profile and social activities were considered.

Duchateau proposed three strategies for finding an acquaintance who is able to answer a given question [15]. First, the proposed scheme integrates profiles of the same user to detect the interests of a user. Each profile includes a set of tags and a set of acquaintances. Three strategies, such as simple matching, clusters, and trees, are developed to rank acquaintances. A simple matching strategy finds experts by comparing user profiles and question words, along with cluster and tree strategies, in order to improve the expert finding performance. The cluster strategy expands queries and profile information with a thesaurus, using synonyms to compare them. The tree strategy constructs semantic inclusion relationships between words as a tree, thereby finding profile information similar to the queried keywords to improve the processing speed.

Vu developed a social search engine called Odin to help users search targeted answers [26]. In this approach, a link-based latent variable model is applied to infer social relationships between users from their social network to form a strength-weighted relationship graph. User expertise is determined by mining social network data, as well as sensor data, from mobile devices. A pagerank-like algorithm considering the relationship strength and the user expertise is used to search for a user that is able to answer the question.

3. The Proposed Expert Finding Scheme

3.1. Architecture

In this paper, we propose a scheme to find experts who can provide reliable responses to users’ questions in SNS. The proposed scheme considers the trust and response quality of the user identified...
as an expert to improve the accuracy of the expert finding results. The existing schemes use a static profile described by users directly or generate a recent profile through analyzing social activities. In the proposed scheme, not only user created information and shared information, but also additional social activities such as comments, scraps, and recommendations, are analyzed to generate a user’s dynamic profile. The user trust is determined by using the user reputation so that an untrusted user is not extracted as an expert. The user who can provide a reliable response to the question is determined by using the dynamic profile and trust. The user who can provide a high-quality response is identified by considering the user’s past response quality. The proposed scheme employs a server that finds experts as the main server; a database storage system that manages user profiles; and ontology to solve the issues of inaccuracy for the expert finding results, as well as the time cost due to matching results in real time in existing schemes. The main server manages the database storage system and performs query processing to reduce the time cost of matching results and improve the accuracy by utilizing ontology. The database storage system analyzes recent social activities of users in social networks periodically and updates dynamic profiles to ensure up-to-date and accurate results.

Figure 1 shows the proposed expert finding system architecture. The expert finding system consists of seven modules, including social activity analysis, reputation analysis, response analysis, query analysis, clustering creation, ontology, and result generation. The social activity analysis, reputation analysis, and response analysis determine the dynamic profile, user trust, and user quality. The proposed scheme analyzes recent social activity periodically and stores dynamic profiles to solve the issues in existing schemes, which only produce a finding when they receive a question. Ontology contains the synonyms, hyponyms, and antonyms of words. In addition, a query cluster is configured using ontology, and the finding results are provided to users by matching their question with dynamic profiles in the database storage system.

Figure 2 shows the process of expert finding of the proposed scheme. The scheme periodically analyzes the social activities, reputation, and response histories to determine the dynamic profile, user trust, and user quality. When a user asks a question in an expert finding system, the server analyzes the question and extracts the keywords from the question. The extracted keywords generate a cluster using ontology to produce expanded results. The candidate experts are generated by comparing the user’s dynamic profile with the extracted keywords included in a cluster. The final experts which can provide a reliable response are recommended by using the user trust and user quality. The user evaluates the response quality of the expert and the evaluated content is used for the answer quality of the expert.
3.2. Dynamic Profile

In SNS, users build a human network and write personal information and interests in profiles to find users with similar preferences and expand human networking. In this paper, these profiles are called static profiles. General users do not update their profiles, even if their interests change. The profile that the user directly described is written from a personal perspective and so it is difficult to use it as a way to express the user’s expertise. Therefore, the social activities are analyzed to generate a dynamic profile which represents the user’s interest in an objective perspective.

Figure 3 shows the process of social activity analysis employed to generate a dynamic profile. The social activity analysis consists of three steps, such as social information collection, social information analysis, and dynamic profile generation. The social information collection step collects the user-related documents and the other user’s social activities. The user-related documents are documents created or shared through the user’s direct social activities and the other user’s social activities are scrap posts, recommendations, comments, and the number of users included by other users in user-related documents. The social information analysis step extracts keywords from the user-related documents and calculates the influence through analyzing the other user’s social activities. The more users participate in the user-related documents, the more popular and reliable it is, and the more weight it has. The dynamic profile creation step calculates an expertise score by assigning influence and weight to keywords extracted from the document. The average value of the expertise score and the occurrence frequency of each keyword are calculated, because the same keywords can be extracted from different documents. When the social activity analysis is completed, the user’s dynamic profile is generated through the keyword list, expertise score, and occurrence frequency.
To generate a user’s dynamic profile, the scheme collects documents $D = \{D_1, D_2, \ldots, D_n\}$ created or shared over SNS during a recent time interval. In the social information analysis step, the keywords are extracted from each collected document $D_i$ by performing text mining. The influence and weight of each document are also calculated. The keyword importance $SE_i$ is calculated for the extracted keywords by considering the influence and weight. Equation (1) is the expression that is used to calculate the keyword importance $SE_i$, where $W_i$ and $S_i$ are the weight and influence of document $D_i$, $k$ is the amount of activity, and $b$ is a constant value. The amount of activity $k$ is the number of documents created by the user. The greater the utilization, the more active the activity is determined as one user and the keyword specialty is increased. The larger the utilization, the greater the number of more active users identified and the more the keyword importance is increased.

$$SE_i = W_i S_i - \frac{b}{k}$$  \hspace{1cm} (1)

The more documents are used and recommended by many users, the more popular and reliable documents can be determined. Therefore, the proposed scheme assigns a weight considering the number of users that participated in a corresponding document. Equation (2) calculates the weight $W_i$ of document $D_i$, where $N_i$ is the number of users that participated in document $D_i$, while $a$ is a constant value. In Equation (2), if more than $a$ users are interested in a document, the document is regarded as reliable and objective; that is, a high weight is assigned if a specific document is read by many users or creates many comments.

$$W_i = e^{\frac{N_i}{a}} - 1$$  \hspace{1cm} (2)

If users give positive comments to specific documents or make a lot of scraps and recommendations for a specific document, the document can be judged as a document that has a great influence on other users. The influence of document $D_i$ is calculated by the number of scraps, the number of recommendations, and the number of comments. Equation (3) is an expression that calculates the influence of document $D_i$, where $\epsilon, NS_i, NR_i,$ and $NC_i$ are a constant value, the number of scraps of $D_i$, the number of recommendations of $D_i$, and the comment score of $D_i$, respectively. By analyzing the
meaning of the comment, the comment score is given as 1, 0, or 0.5, depending on whether the meaning of the comment is positive, negative, or neutral. If \( S_i \) is larger than the constant \( \varepsilon \), 1 is assigned.

\[
S_i = \begin{cases} 
1, & S_i \geq \varepsilon \\
\frac{NS_i + NC_i + NR_i}{N_i}, & 0 \leq S_i < \varepsilon 
\end{cases}
\]  

(3)

The keyword expertise \( K_{ij} \) of the keyword \( j \) extracted from document \( D_i \) is assigned the same \( SE_i \) assigned to \( D_i \). In order to determine a user’s expertise, the expertise score \( EK_j \) of keyword \( j \) is assigned as an average value of keyword expertise \( K_{ij} \) of the same keyword extracted from various documents created or shared by a user. A user profile is generated by using the expertise score \( EK_j \) of a keyword extracted from a document created or shared by a user. This profile is periodically updated using recent documents.

Figure 4 shows an example of how to generate a profile through keywords extracted from a document created by a user. Assuming that keywords A, B, C, D, E, F, and G are extracted from documents (Posts 1, 2, and 3) created by a user, a user’s dynamic profile is created based on the calculation of a mean of \( SE_i \) that represents the expertise \( EK_j \) per keyword and the frequency. In the social information analysis step, a keyword is extracted from all documents created by a user, and a keyword importance \( SE_i \) per keyword is calculated to generate a dynamic profile. In the keyword sorting step, the same keywords as keywords E and G are found by sorting all keywords to calculate \( SE_i \) of the same keyword. In the dynamic profile generation step, an average expertise score of the same keyword is calculated. For example, \( EK_C \) of keyword E is 0.645, while \( EK_G \) of keyword G is 0.385. The presence of overlapped keywords means that a user is interested in the keyword and uses it frequently, so the dynamic user profile consists of keywords, its expertise score, and its frequency.

| Social information analysis | Sort by keyword | Dynamic user profile creation |
|-----------------------------|-----------------|------------------------------|
| **Post** | **Keyword** | **SE\(_i\)** | **Keyword** | **\( K_{ij} \)** | **EK\(_j\)** | **Frequency** |
| post 1 | A | 0.51 | A | 0.51 | E | 0.78 | 0.645 | 2 |
| post 2 | C | 0.26 | B | 0.26 | G | 0.51 | 0.385 | 2 |
| post 3 | E | 0.78 | D | 0.78 | D | 0.78 | 0.78 | 1 |
| post 3 | G | 0.26 | E | 0.78 | F | 0.78 | 0.78 | 1 |
| post 3 | F | 0.78 | G | 0.26 | A | 0.51 | 0.51 | 1 |
| post 3 | F | 0.78 | G | 0.26 | C | 0.51 | 0.51 | 1 |
| post 3 | F | 0.78 | G | 0.26 | B | 0.26 | 0.26 | 1 |

Figure 4. Dynamic user profile creation process.

3.3. User Trust

In SNS, the trust of users who provide information is very important because unreliable information is shared and distributed by malicious users. The existing schemes do not consider the expert trust because they simply analyze the user’s profile or recent activities to determine the user’s interest. Therefore, even if a user creates or shares a lot of wrong information in a specific field, the user can be selected as an expert. In the proposed scheme, even if the user with low trust performs a lot of activities related to a specific field, the user is not identified as an expert. For this purpose, we assume that each user can evaluate another user and use the evaluated score as a reputation for the user [44].

If user trust is evaluated using the reputation of all users in SNS, this requires many computation costs. Therefore, we use only the reputation of users in a human network path to calculate the user trust. Users give the reputation score to the user, providing the information in the process of sharing or delivering the information. This reputation score is used to calculate trust among social users using the weighted average of ratings [46]. Equation (4) calculates the trust between two users \( i \) and \( j \), where
$AT_{ij}$ is the sum of trust of users present in all human network paths located between $i$ and $j$, and $WAT_{ij}$ is a value that weighs the trust of users directly connected with $i$.

$$T_{ij} = \frac{WAT_{ij}}{AT_{ij}}$$

(4)

Figure 5 shows an example of the process of calculating the user trust using reputation. B and C are users who have first-degree friendships with User A, while D, E, and F have second- or third-degree friendships with User A. To calculate the trust between Users A and F, paths between B and C, which are connected directly with A and F, are used. Path 1 is A-B-F, Path 2 is A-B-D-F, Path 3 is A-C-D-F, and Path 4 is A-C-D-B-F. Therefore, the trust values of the paths are 0.6, 0.833, 0.733, and 0.525, respectively. Based on this, the trust between A and F considering all paths between them is $AT_{AF}$, which is 2.691, whereas $WAT_{AF}$ is 1.9187 and $T_{AF}$ is 0.713, by using Equation (4).

![Figure 5. Trust network between users.](image)

3.4. User Quality

Although users with a lot of domain knowledge have been selected as experts, they cannot respond to the user’s questions or perform insincere responses. Therefore, experts should provide high-quality responses to users’ questions in a short time. This scheme determines the user quality to improve the response rate to the user’s question and the quality of the response. To determine the user quality, the response frequency, the response length, the rating for the response, and the response speed are considered. Equation (5) is an expression employed for calculating the user quality of the user $j$, where $OP_{j1}$, $OP_{j2}$, $OP_{j3}$, and $OP_{j4}$ are the response ratio, the response length ratio, the average rating ratio, and the average speed ratio performed by the user $j$, respectively. $OP_{j1}$, $OP_{j2}$, $OP_{j3}$, and $OP_{j4}$ are calculated by Equations (6)–(9). In Equation (6), $n$ is the number of questions asked by users and $RN_k$ indicates whether the user $j$ has provided a response to the question, which is 1 if the user has responded to the question $k$, or 0 if the user has not. In Equations (7)–(9), $m$ is the number of the responses performed by user $j$. $MAXL$, $MAXR$, and $MAXS$ are the maximum length of the response, the maximum rating of the response, and the maximum speed of the response, respectively. $RL_k$, $RR_k$, and $RS_k$ are the user $j$’s response length, the user $j$’s response rating, and the user $j$’s response speed for answering the question, respectively.

$$UAS_j = \frac{OP_{j1} + OP_{j2} + OP_{j3} + OP_{j4}}{4}$$

(5)

$$OP_{j1} = \frac{\sum_{k=1}^{n} RN_k}{n}$$

(6)

$$OP_{j2} = \frac{1}{m} \sum_{k=1}^{m} RL_k$$

(7)

$$OP_{j3} = \frac{1}{m} \sum_{k=1}^{m} RR_k$$

(8)
Table 1 shows users’ qualities according to the rating criteria. All users have their own mean value according to the rating criteria. Let us assume that the number of questions, the maximum response length, and the maximum response rating are 500 bytes, and 1.0, respectively, and if these values were exceeded, they would be regarded as the maximum values for the calculation. Since the response speed has to have a higher score as the time to respond decreases, up to a 10 h response time is valid in the calculation. User A has values of 0.7, 0.734, 0.7, and 0.8. Since $\text{OP}_{A_1}$, $\text{OP}_{A_2}$, $\text{OP}_{A_3}$, and $\text{OP}_{A_4}$ are 0.7, 0.734, 0.7, and 0.8, respectively, $\text{UAS}_A$ is 0.7335 using Equation (5). After the $\text{UAS}_j$ values of five users were all calculated and compared, it was found that User F had the highest score, as shown in Table 1.

Table 1. Qualities of users.

| Feature           | User A | User B | User C | User D | User E |
|-------------------|--------|--------|--------|--------|--------|
| # of the response | 21     | 10     | 7      | 18     | 6      |
| Average length    | 367    | 560    | 892    | 533    | 471    |
| Average rating    | 0.7    | 0.9    | 0.8    | 0.8    | 0.8    |
| Average speed     | 2      | 4      | 7      | 3      | 2      |
| Quality           | 0.7335 | 0.7083 | 0.5833 | 0.7750 | 0.6855 |

3.5. Expert Finding

If a user is found to be an expert by using only the keywords included in the user’s question, the accuracy can be degraded because the user who can give a professional response cannot be found as an expert. The proposed scheme extracts the keywords included in the question and generates the query cluster including synonyms and dialects using ontology. The candidate experts are selected by comparing keywords included in the query cluster with dynamic profiles. Most users may not answer questions of users without human relations. Therefore, we identified the experts by comparing the user’s dynamic profile according to the human network. Equation (10) is an expression used for calculating the similarity between user $j$ and query cluster $\text{QC}_i$ of request user $j$. The user with high similarity through Equation (10) is generated as the final expert finding result. In Equation (10), $\text{AER}_{ij}$ denotes an average expertise score which is calculated through Equation (11), $\text{TT}_{ij}$ denotes trust between two users $i$ and $j$, and $\text{UAS}_j$ denotes the user quality of the user $j$. In Equation (11), $\text{NC}_i$ denotes the number of keywords that match the query cluster, $\text{QEK}_i$ denotes the expertise score of keywords that match the query cluster, $\text{MAXF}$ denotes the maximum number of keywords generated, and $F_k$ denotes the keyword frequency.

$$\text{SIM}_{ij} = \alpha \text{AER}_{ij} + \beta \text{TT}_{ij} + \gamma \text{UAS}_j$$

$$\text{AER}_{ij} = \frac{\sum_{k=1}^n \text{QEK}_k \frac{F_k}{\text{MAXF}}}{\text{NC}_i}$$

Figure 6 shows a process that calculates similarity by comparing a question and a user. The first process creates a cluster in response to a question once a user asks a question and starts a search of users from first-degree friendships. It is assumed that $\alpha = 0.5$, $\beta = 0.3$, and $\gamma = 0.2$, while the query cluster consists of keywords E and D, synonyms of EA and DA, and dialects of EB and DB, to calculate similarity. If the dynamic profile of User F is already created, as shown in Figure 4, keywords E and D are matched with each other while comparing the query cluster and the dynamic profile. A mean expertise score $\text{AER}_{ij} = 0.5175$ is calculated considering the number of matched keywords and frequency. The trust score in Figure 5 shows that $\text{TT}_{ij} = 0.713$, and User F’s quality in Table 1 is $\text{UAS}_j = 0.6855$, which produces the similarity of User F, $\text{SIM}_{ij} = 0.6098$. The similarities of Users F, H, J, and K, who are matched with a query cluster, are calculated iteratively and outputted in order of high similarity.
Figure 6. Calculated similarity results for a question and user profiles.

Figure 7 shows the pseudo code employed for the expert finding. The input variables are QC (query cluster), NC (number of matches between the query cluster and keywords), MaxF (maximum number of keywords), F (frequency of keyword), QEK (list of expert scores matched between query cluster and keywords), and UP (set of user profiles). The output variable SS is a set of similarity scores. Once a question is inputted, regardless of whether synonyms or dialects of the question words are found, an extended query cluster of the question is created. A query cluster and a server compare periodically created dynamic user profiles and determine expert ranks in order of high similarity score, which is calculated considering trust scores, and the output is produced.

### Expert finding

**Input variables:**
- Query cluster QC = {query Q, query synonym QS, query dialect QD}
- Number of query clusters and keywords that match NC
- Max number of keywords MaxF
- Frequency of keyword F
- List of expert scores matching query clusters and keywords QEK
- Set of user profiles UP = {P_1, P_2, ..., P_n}

**Output variable:**
- Set of similarity scores SS = {Sim_1, Sim_2, ..., Sim_n}

/* search query extension and cluster creation */
if exist query synonym QS, QD
    create QC ← {Q, QS, QD}
else if
    create QC ← Q
/* similarity calculation */
while there exist UP satisfied QC
    calculate similarity score Sim
    create SS ← similarity score Sim
end while

Figure 7. Expert finding algorithm.
4. Performance Evaluation

In some studies, recommendation schemes using artificial neural networks have been conducted. However, most expert finding schemes have analyzed user activities or user-related documents to determine experts. Therefore, we compared the proposed scheme with the simple and cluster matching expert finding scheme proposed in [15], in terms of the finding time, accuracy of the expert finding result, Mean Reciprocal Rank (MRR), and expert finding results using weight, to show the superiority of the proposed scheme. The experimental data allows 100 users to generate up to 100 documents for one month, as shown in Table 2. However, the expert’s profile uses the scheme proposed in [34]. AlchemyAPI [47] was used to extract keywords in the generated documents, while SAS Text Miner [48] was employed to analyze comments and the influences of the documents. The performance evaluation was implemented using JAVA to easily interoperate with the results of text mining on an Intel (R) Core (TM) i3-2100 CPU 3.10 GHz, RAM 4.00 GB, and Microsoft Window 7 64-bit operating system.

Table 2. Performance evaluation environment.

| Parameter                  | Value       |
|---------------------------|-------------|
| # of users (persons)      | 100–1000    |
| # of documents left recently | 0–100     |
| # of keywords in a document | 2          |
| Trust                     | 0–1         |
| # of types of keywords    | 100         |
| Response rating           | 0–1         |

Since a large number of users in social networks can use services at the same time, the processing speed of a server can be degraded. Therefore, it is necessary to determine how much more effective the proposed scheme is than the existing expert matching scheme in terms of the finding time. In this study, the time taken from the beginning of the finding request to search completion was measured according to the number of users and compared with the existing expert matching scheme to evaluate the performance of the proposed scheme. Figure 8 shows the time taken to generate a finding result when the number of users subscribed to social network changes. The simple matching scheme extracts keywords from the question and compares them with the user’s interest connected to the human networks to determine the experts. Since the simple matching scheme only performs a simple keyword comparison, its expert finding time is very fast and even if the number of users increases, the expert finding time rarely increases. In contrast, the cluster matching scheme shows a rapid increase in time cost as the number of users increases, since it extends a cluster of questions and areas of interest in profiles whenever it receives a question. The proposed scheme only creates a cluster for a question while profiles are updated periodically in the server, which is why the proposed scheme achieves about a 43% decrease in finding time compared to the cluster scheme, on average, although the computation increases as the number of users increases.

In the experimental results of the existing expert finding scheme, there was no absolute criteria to rate accuracy. Therefore, in their experiment, accuracy was judged based on how finding results could result in high rankings by deliberately creating information on a particular user expertise. Accordingly, the experimental evaluation of this paper also compares and evaluates the accuracy of the proposed scheme with existing expert finding schemes by checking whether the user with the highest expertise score is placed in the highest rank. Table 3 shows a ranking of the expert finding result. To ensure that the expert is accurately found, the user’s dynamic profile was composed of keywords in the query cluster and the expertise score was set to the highest score. The number of SNS users was set to 200. The proposed scheme and query cluster extended the range of the expert finding through ontology. Therefore, we can see that user 29 was accurately ranked as first in the ranking. On the other hand, since the simple matching technique is only based on the keywords in the profile, the user is ranked 11th, showing a low accuracy.
The expert finding result above lacked diversity and objectivity. Accordingly, the accuracy of the finding results was measured by scores according to differences in the comparison of ranks of users who satisfied specific criteria found by finding results and expected ranks through the MRR evaluation method. Figure 9 shows the accuracy of the finding result obtained through the MRR evaluation. In this study, three criteria were set using the MRR evaluation method, and scores were measured according to the difference between ranks of users who satisfied the criteria and corresponding expected ranks. According to the three criteria (a: the number of matched keywords, b: trust, and c: response quality), MRRs of 100 users were measured by assuming that eight users had scores between 0 and 1, the highest and lowest scores, and 92 users followed a normal distribution. The existing schemes had low MRRs, except for “000” and “111,” whereas the proposed scheme had high MRRs of eight users, which indicated accurate finding results.

![Figure 8. Finding time.](image)

**Table 3. Expert finding results.**

| Rank | Matching Scheme | Cluster Scheme | Proposed Scheme |
|------|-----------------|----------------|-----------------|
|      | User | Score | User | Score | User | Score |
| 1    | 90   | 6     | 29   | 0.9375 | 29   | 0.9728 |
| 2    | 170  | 6     | 43   | 0.7500 | 42   | 0.9397 |
| 3    | 176  | 6     | 95   | 0.7500 | 185  | 0.8550 |
| 4    | 39   | 5     | 198  | 0.7500 | 187  | 0.7131 |
| 5    | 3    | 5     | 1    | 0.5000 | 24   | 0.6987 |
| 6    | 102  | 5     | 191  | 0.4938 | 40   | 0.6612 |
| 7    | 105  | 5     | 130  | 0.4938 | 172  | 0.6319 |
| 8    | 133  | 5     | 86   | 0.4444 | 4    | 0.6065 |
| 9    | 168  | 5     | 162  | 0.3333 | 77   | 0.6002 |
| 10   | 13   | 5     | 75   | 0.3320 | 102  | 0.5843 |
| 11   | 29   | 5     | 37   | 0.2500 | 70   | 0.5768 |
| 12   | 6    | 4     | 149  | 0.2496 | 110  | 0.5723 |
| 13   | 36   | 4     | 58   | 0.2480 | 176  | 0.5375 |
| 14   | 103  | 4     | 192  | 0.2480 | 39   | 0.5362 |
| 15   | 19   | 4     | 89   | 0.2480 | 175  | 0.5264 |
In the proposed scheme, users may have different preferences with respect to expertise, trust, and response qualities. Every weight is distributed appropriately to satisfy all users. However, to produce experimental evaluations according to the weight distribution, a large number of experiments are required from various viewpoints, as well as an analysis of the experimental results, which is why we set this aside as future research. Performance results do not depend on computer parameters. The proposed scheme uses $\alpha$, $\beta$, and $\gamma$ weights to determine the final expert using Equation (10), so the performance results may vary, depending $\alpha$, $\beta$, and $\gamma$. Therefore, we instead discuss how the finding results differ according to the weight distribution and the issues of this method. Figures 10–12 show how the expert finding results differed according to the weight distribution of $\alpha$, $\beta$, and $\gamma$ in Equation (10). The 100 users previously used in the MRR measurement were assumed again, and the finding results according to the weight distribution were measured. According to the three criteria ($a$: the number of matched keywords, $b$: trust, and $c$: response quality), how often users with scores between the highest and lowest scores (0, 1) appeared in the finding result on average was measured, and their probabilities were calculated.
Figure 11 shows that a user with high trust due to the highest weight $\beta = 0.8$ had a high probability of being included in the finding result. However, this figure also showed that users with low trust and qualities could be included in the finding results. Therefore, it was also verified that trust and response qualities must be considered with high weight.

Figure 12 shows that a user with high response quality due to the highest weight $\gamma = 0.8$ had a high probability of being included in the finding result. However, this figure also showed that users with low expertise and trust could be included in the finding results. Therefore, it was also verified that expertise and trust must be considered with high weight. Such expert finding results verified that finding results can differ, depending on how weights related to expertise, trust, and response quality are distributed in Equation (10).
5. Conclusions

In this paper, we have proposed an expert finding scheme that can provide high-quality responses to users’ questions. The proposed scheme analyzes the user’s recent social activities to generate a dynamic profile and improves the accuracy of expert finding using query clustering. In order to ensure the reliability of expert responses, user trust and user quality were considered. The experimental results showed that the average time cost in SNS was reduced by about 43% compared to the existing cluster scheme. The results of the search showed that the experts have a high ranking, and the accuracy of the MRR measurements to ensure the objectivity of the search results was also confirmed. For future research, we will consider the human network characteristics of experts to improve the performance of expert finding. In addition, we will apply the proposed scheme to the actual system.
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