Towards fast machine-learning-assisted Bayesian posterior inference of microseismic event location and source mechanism
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SUMMARY

Bayesian inference applied to microseismic activity monitoring allows the accurate location of microseismic events from recorded seismograms and the estimation of the associated uncertainties. However, the forward modelling of these microseismic events, which is necessary to perform Bayesian source inversion, can be prohibitively expensive in terms of computational resources. A viable solution is to train a surrogate model based on machine learning techniques to emulate the forward model and thus accelerate Bayesian inference. In this paper, we substantially enhance previous work, which considered only sources with isotropic moment tensors. We train a machine learning algorithm on the power spectrum of the recorded pressure wave and show that the trained emulator allows complete and fast event locations for any source mechanism. Moreover, we show that our approach is computationally inexpensive, as it can be run in less than 1 hr on a commercial laptop, while yielding accurate results using less than 10⁴ training seismograms. We additionally demonstrate how the trained emulators can be used to identify the source mechanism through the estimation of the Bayesian evidence. Finally, we demonstrate that our approach is robust to real noise as measured in field data. This work lays the foundations for efficient, accurate future joint determinations of event location and moment tensor, and associated uncertainties, which are ultimately key for accurately characterizing human-induced and natural earthquakes, and for enhanced quantitative seismic hazard assessments.
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1 INTRODUCTION

Underground human activity, including fluid injection in rocks and mining operations, can cause microseismic events (Majer et al. 2007; Ellsworth 2013). The monitoring of both human-induced and natural microseismicity is critical for understanding seismic hazard (Brueckl et al. 2008; Shapiro et al. 2010; Mukhira et al. 2016; Das et al. 2017, and references therein). Accurate seismic event locations in space and in time are of paramount importance for reliable seismic monitoring efforts, and are mainly obtained from seismograms recorded on land and/or at the seafloor.

Various methods for locating seismic events are available in the literature, dating back to the work of Geiger (1910), and up to today (see e.g. Vasco et al. 2019, and references therein, for a recent review). One of the most common approaches relies on using the Eikonal equation to determine the theoretical travel time of first seismic arrivals (see e.g. Noack & Clark 2017; Smith et al. 2020), which is compared with real travel times through a direct grid search or more sophisticated inverse modelling techniques (Wuestefeld et al. 2018). More accurate source location estimations can be obtained exploiting methods that use the full waveform, even though they generally require heavier computational resources (Song & Tokszs 2011; Li 2013; Angus et al. 2014; Li et al. 2016; Vasco et al. 2019; Willacy et al. 2019; see also Li et al. 2020 for a recent review of waveform-based inversion methods).

A Bayesian approach can also be adopted to solve the location inverse problem (Lomax et al. 2000; Tarantola 2005; Stähler & Sigloch 2014, 2016; Pugh et al. 2016). In this framework, a posterior distribution of the model parameters (i.e. the event’s location and/or the moment tensor) is estimated and used to determine the optimal model parameters and their associated uncertainty. Markov chain Monte Carlo (MCMC; see e.g. Craiu & Rosenthal 2014, for a review) and nested sampling (Skilling 2006) techniques are among those employed to sample the posterior distribution. However, these approaches become prohibitive when dealing with a high number of parameters, or when the forward model is computationally expensive to simulate (see e.g. Rajaratnam & Sparks 2015; Conrad et al. 2016; Alsing et al. 2018). For these reasons, being able to cheaply
and accurately simulate the theoretical waveforms of microseismic events given their location has become paramount in recent years. The forward modelling of microseismic events typically involves solving the elastic wave equation in a wide frequency range given a 3-D heterogeneous density and velocity model for the propagating medium (Das et al. 2017), which can be prohibitively expensive.

Machine learning generative models have gained considerable attention in recent years, with applications to many fields ranging from computer vision (Goodfellow et al. 2014; Gulrajani et al. 2016) to astrophysics (Auld et al. 2007, 2008; Spurio Mancini et al. 2022), as well as climate science, nuclear physics and drug selection (see e.g. Chenthamarakshan et al. 2020; Kasim et al. 2020). These advances have been enabled by both an increased accessibility to computational resources, as well as by a significant growth in the amount of available data.

In seismology, machine learning techniques have been successfully applied to a wide range of problems (see e.g. Bergen et al. 2019, for a recent review). For instance, Zheng et al. (2018) used a recurrent neural network to pick the arrival times of microseismic (or acoustic) events, while Zhu & Beroza (2018), Ross et al. (2018) and Zhu et al. (2019) trained convolutional neural networks (CNNs) to measure P- and S-wave arrival times and determine high-level features with high precision, often outperforming the measurements performed manually or semi-automatically by expert seismologists. Mousavi et al. (2020) further proposed a deep-learning model for simultaneous earthquake detection and phase picking based on an attention mechanism, while Li et al. (2022) trained multiple CNNs both to detect whether there is an acoustic emission data event in some recorded data, and to pick the arrival time of the P wave.

Looking in particular at generative models, Das et al. (2017) developed an optimized approach to simulate microseismic event propagation that, for each event location and given a physical model for the propagating medium, produces the corresponding seismogram in \( O(1 \text{ h}) \) using a Tesla graphics processing unit (GPU) and the software K-WAVE (Treeby et al. 2014). Subsequently, Das et al. (2018) and Spurio Mancini et al. (2021) (D18 and SM20 hereafter, respectively) showed the limitations of this direct approach, and presented an alternative whereby the mapping is learnt using machine learning techniques. In particular, D18 showed how Gaussian processes (GPs; Rasmussen & Williams 2005) can be used to learn an accurate surrogate model, while SM20 demonstrated the effectiveness of a variety of machine learning algorithms as emulators, and showed how their surrogate model yields an accurate estimate of the posterior distribution of an event’s location in a fraction of the time required by the D18 method.

D18 and SM20, however, only applied their methodologies to microseismic events with an isotropic source mechanism. It is well known that any source mechanism can be mathematically decomposed into three components: isotropic (ISO), double couple (DC) and compensated linear vector dipole (CLVD) (see e.g. Knopoff & Randall 1970; Vavryčuk 2001, 2005, 2015). The pure ISO source is associated with implosive or explosive forces, while the pure DC source is caused by shear faulting.

In this paper, we present an approach that aims at learning the direct mapping between event locations and seismograms for any microseismic source type (ISO, DC and CLVD). We show that it is
sufficient to consider the power spectrum of the recorded pressure waves in order to distinguish different seismograms (as already investigated e.g. in Pratt 1999; Pratt & Shipp 1999; Tao & Sen 2013; Jakobsen & Ursin 2015), and we train a simple machine learning algorithm to learn this mapping efficiently. Moreover, we demonstrate how our method allows the accurate inference of the posterior distribution of the coordinates of a single source in \( O(0.1 \text{ h}) \) on a commercial laptop, thus paving the way for fast and computationally cheap joint determinations of event locations and seismic moment tensors. Finally, we show how we can use the trained emulators to identify the source mechanism through Bayesian evidence estimation, thus demonstrating the versatility of our Bayesian approach.

Regarding the structure of this paper, in Section 2, we describe the data we use in this work. In Section 3, we explain our inversion approach, describe what pre-processing steps we perform and recall the details of the generative method we employ. We show its performance at both training and inference time in Section 4, where we also compare our approach to standard arrival time analysis (Lo-\textit{et al.} 2009) and include an experiment with real noise from Groningen field data (Smith 2019), thus showing the robustness of our method. Finally, in Section 5, we discuss our results and provide an outlook on possible extensions of this work.

2 DATA

In this work, we consider the same data framework as D18 and SM20, starting from 3-D heterogeneous density and velocity models for the propagating medium, which we show in Fig. 1. The model, which is discretized on a 3-D grid of voxels, specifies the values of the density \( \rho \) of the propagating medium, as well as the propagation velocities for \( P \) and \( S \) waves \((V_p, V_s)\). We assume that sensors are placed at the seabed, and that they record both pressure and three-component particle velocity of the propagating medium (even though we will use only the former, as we explain later on). As anticipated, our aim is to apply our method to any source mechanism, so we will consider a more general generation procedure than previous work. Unlike D18 and SM20, who only considered isotropic sources, we take the microseismic moment tensor to be one of three types, which we denote as \( \text{M}_\text{ISO}, \text{M}_\text{DC} \text{ and } \text{M}_\text{CLVD} \). Following Vavryčuk (2005) and Li \textit{et al.} (2015), we define these quantities as

\[
\text{M}_\text{ISO} = \begin{bmatrix} M_{11} & 0 & 0 \\ 0 & M_{22} & 0 \\ 0 & 0 & M_{33} \end{bmatrix},
\]

\[
\text{M}_\text{DC} = \begin{bmatrix} M_{11} & 0 & 0 \\ 0 & M_{22} & 0 \\ 0 & 0 & M_{33} \end{bmatrix},
\]

\[
\text{M}_\text{CLVD} = \begin{bmatrix} M_{11} & 0 & 0 \\ 0 & M_{22} & 0 \\ 0 & 0 & -2M_{33} \end{bmatrix},
\]

where each \( M_i \) represents a different couple of forces. We additionally assume \( M_{11} = M_{22} = M_{33} = M_{12} = M_{23} = 1 \text{ MPa} \), which is a realistic assumption following Colletti & Barchi (2002); we anticipate that while in this work we fix the \( M_i \) coefficients, we will explore the joint determination of moment tensor components and event coordinates in future work. In practice, ISO events are characterized by a single (explosive or implosive) \( P \) wave, while DC events are linked to shear stress and are characterized by both a \( P \) wave and an \( S \) wave, with comparable amplitudes. Similarly to ISO events, CLVD events display an often dominant principal wave, with comparable amplitudes. Similarly to ISO events, CLVD events display an often dominant principal wave, with comparable amplitudes.
Figure 4. Workflow of our inversion approach. The observed event, indicated in coral in the top left corner, is pre-processed according to the steps described in Section 3.2 in order to obtain a logarithmic power spectrum. Our goal is to obtain the posterior distribution of the coordinates $\theta$ of the event’s location beneath the surface, as detailed in Section 3.1. In order to sample from the posterior distribution, we specify a data likelihood, and use a generative model $g(\theta)$ to accelerate the evaluation of the likelihood. As our generative model, which we describe in Section 3.3, we employ a feedforward neural network that maps source coordinates to the principal components of the logarithmic power spectra. The neural network sketch has been drawn using NN-SVG (LeNail 2019). Note that the form of Bayes’ theorem in this picture is a simplified version of eq. (4).

We generate forward simulations using the GPU implementation of Das et al. (2017), employing different types of GPUs with memory size ranging from 5 GB to 11 GB. The precise GPU cards used to generate the data are Tesla K20, Tesla C2075, GeForce RTX 2080 Ti and GeForce GTX 1080 Ti, which carry a different number of CUDA cores each, ranging from 500 to 5000. We observe that the speed of the generation scales linearly with the number of cores available; however, given that we produce the data on a shared cluster, we cannot always choose which card to employ. Note that the software with which we work is optimized for GPUs, and therefore cannot be expected to scale similarly when running on central processing units (CPUs) or tensor processing units (TPUs).

For each source type, we produce 10,000 events corresponding to different source locations, which are randomly sampled using Latin Hypercube Sampling on a 3-D grid of $81 \times 81 \times 301$ points, corresponding to a real geological model of size $1 \text{ km} \times 1 \text{ km} \times 3 \text{ km}$. The total time to generate these data using the hardware specified above is about 150 hr for each source type. We consider 23 receivers in total, whose position is depicted in Fig. 2, even though we stress that we will not focus on finding the optimal geometry of the sensors in this work. Each receiver records each of the 10,000 waveforms for each source type at each receiver. In Section 4.3, we will present the results of a full analysis of the dependence of the posterior distribution on the number of training points, the number of receivers and the noise level, in order to demonstrate the robustness of our approach.

The time interval (sampling rate) for the solution of the elastic wave equation is 0.5 ms (2 kHz), and the total length of each seismic event is 5 s. After generation, all seismograms are downsampled to a time resolution of 2.5 ms (400 Hz) to reduce computational storage. In this way, each seismic trace is ultimately a time-series composed of $N_t = 2001$ time samples: we show an example for each source mechanism in the left-hand column of Fig. 3. Finally, note
isotropic sources only, based on the left-hand panel of Fig. 6. The vertical dashed black line in the top panel indicates a cut we perform for the event corresponding to event 3 in Table 1 as recorded by a receiver in (0.13 km, 0.38 km, 2.43 km), and the signal-to-noise ratio (SNR) is 33 dB; we explore higher and lower SNR values in Section 4.3 and Fig. 11. The vertical dashed black line in the top panel indicates a cut we perform for the isotropic sources only, based on the left-hand panel of Fig. 6.

Figure 5. Comparison of the signal without (solid blue) and with (dashed coral) noise for each source mechanism: isotropic (ISO), double couple (DC) and compensated linear vector dipole (CLVD). As explained in Section 3.1, after training the emulator on the noiseless traces, we add Gaussian noise to the observed signal to infer its coordinates. In this case, the seismogram corresponds to event 3 in Table 1 as recorded by a receiver in (x, y, z) = (0.13 km, 0.38 km, 2.43 km), and the signal-to-noise ratio (SNR) is 33 dB; we explore higher and lower SNR values in Section 4.3 and Fig. 11. The vertical dashed black line in the top panel indicates a cut we perform for the isotropic sources only, based on the left-hand panel of Fig. 6.

that we consider the seismograms to be noiseless at training time, while some noise is added to the simulated recorded event when performing inference on the coordinates’ posterior distribution, as we are working in a Bayesian framework, detailed in Section 3.1. We will discuss and show the effect of the noise level in Sections 3.2 and 4.3, respectively.

3 INVERSION APPROACH

Our goal is to perform Bayesian inference on the source location of a microseismic event. In order to do so, we will employ a neural network (NN) as the forward model to parametrize the mapping between the coordinates and the principal components of the power spectra of the seismograms. Our inversion approach is summarized in Fig. 4.

3.1 Inference

We recall here the basic assumptions of our Bayesian analysis. Given a set of parameters \(\theta\) (the coordinates, in our case), their posterior distribution given some data \(D\) and some hypothesis \(\mathcal{H}\) can be written using Bayes’ theorem (see e.g. Bishop 2006):

\[
\Pr(\theta|D, \mathcal{H}) = \frac{\Pr(D|\theta, \mathcal{H}) \Pr(\theta|\mathcal{H})}{\Pr(D|\mathcal{H})},
\]

which expresses the posterior distribution \(\Pr(\theta|D, \mathcal{H})\) as the product of the likelihood \(\Pr(D|\theta, \mathcal{H})\) and the parameters’ prior \(\Pr(\theta|\mathcal{H})\), divided by the evidence \(\Pr(D|\mathcal{H})\). For the purposes of inference, we will ignore this last term, as it is just a normalization factor independent of \(\theta\); however, in Section 3.4 we show how the evidence can be used to perform model selection, which is another advantage of working in a Bayesian framework. In order to sample the posterior distribution of the source coordinates, we employ nested sampling (Skilling 2006), as implemented in PyMultiNest\(^1\) (Buchner et al. 2014), the Python interface to MultiNest (Feroz et al. 2009). We choose nested sampling over Metropolis–Hastings sampling or other MCMC techniques as it generally converges faster (Allison & Dunkley 2014) and provides an estimate of the evidence.

For the prior, we assume a uniform distribution in the range of the physical model \([0, 1] \times [0, 1] \times [0, 2.43]\), with units in kilometres.

To perform Bayesian inference on a given seismogram, we first randomly choose an event’s coordinates from the test set. For this set of coordinates, we simulate the observation of a microseismic event for each source mechanism, and generate the noiseless trace as it would be recorded by each of the 23 receivers. We add random Gaussian noise to each component of the noiseless trace. We define the signal-to-noise ratio (SNR) as (Li et al. 2018; Zhang et al. 2020):

\[
\text{SNR} = 10 \log_{10} \frac{\sum_{i}^{N} \sum_{s}^{N_{\text{keep}}} s_{ij}^2}{\sum_{i}^{N} \sum_{s}^{N_{\text{keep}}} (\hat{s}_{ij} - \hat{s}_{ij})^2},
\]

where \(s_{ij}\) refers to the \(j\)-th sample of the \(i\)-th trace and \(\hat{s}_{ij}\) to the corresponding noisy trace, \(N = 8000\) is the number of training data and \(N_{\text{keep}} = 2001\) (1000 in the ISO case) is the number of time samples. As we explain in Section 3.3, we consider 8000 events out of the total 10 000 for training, and reserve the remainder for validation and testing purposes. Following Li et al. (2018), we set \(\text{SNR}=33\) dB, which corresponds to a standard deviation of the Gaussian noise of \(\sigma = 10.0, 0.3\) and 3.5 for ISO, DC and CLVD, respectively, in the same arbitrary units as the seismograms’ amplitude. We show examples of noiseless and noisy signals in Fig. 5.

We note that the choice of Gaussian noise has a quantifiable consequence on the power spectra of the signals, as white noise has an expected constant power in Fourier space (see e.g. Haykin 2001; Papoulis et al. 2002). This is reflected on the right-hand side of Fig. 6, where the mean noisy signal is shifted up with respect to the noiseless signals due to the noise addition. We argue that in general any information about the noise power (even if more complicated than Gaussian noise) can be easily accounted for when pre-processing the data: knowing the behaviour of the noise signal in the frequency domain allows one to fully take into account its effect on the relevant signal. For this reason, we decide to transform our data into the Fourier space, as we describe in Section 3.2. We will show in Section 4.3 that this choice makes our proposed approach robust to noise; moreover, our approach lends itself to the extension to coloured noise, which is most likely in realistic seismic data, especially for events with a low SNR (Liu et al. 2017).

The noisy seismogram is further pre-processed as described in Section 3.2. At each likelihood evaluation of PyMultiNest, the proposed coordinates are mapped to the predicted pre-processed seismograms by means of the generative model \(g(\theta)\) described in Section 3.3: by evaluating the likelihood in multiple points of the

\(^1\)https://github.com/JohannesBuchner/PyMultiNest
Table 1. Prior range and marginalized mean and 68 per cent credibility intervals on the coordinates \((x, y, z)\) for each source mechanism—ISO, DC, and CLV. The three events are randomly sampled from the test set. These results are obtained by considering all 23 receivers, and training on 8000 simulated events. The noise level is set to 10.0, 0.3 and 3.5, respectively, which corresponds to a signal-to-noise ratio of 33 dB.

| Event | Coordinate | Prior range [km] | Ground truth [km] | ISO [km] | DC [km] | CLV [km] |
|-------|------------|------------------|-------------------|----------|---------|----------|
| 1     | \(x\)      | \([0, 1]\)        | 0.71              | 0.63±0.13 | 0.72±0.13 | 0.71±0.11 |
|       | \(y\)      | \([0, 1]\)        | 0.25              | 0.28±0.13 | 0.25±0.10 | 0.24±0.11 |
|       | \(z\)      | \([0, 2.43]\)     | 2.10              | 2.04±0.21 | 2.09±0.11 | 2.16±0.22 |
| 2     | \(x\)      | \([0, 1]\)        | 0.46              | 0.48±0.19 | 0.43±0.13 | 0.40±0.12 |
|       | \(y\)      | \([0, 1]\)        | 0.34              | 0.32±0.16 | 0.33±0.09 | 0.33±0.15 |
|       | \(z\)      | \([0, 2.43]\)     | 1.48              | 1.60±0.23 | 1.54±0.18 | 1.44±0.22 |
| 3     | \(x\)      | \([0, 1]\)        | 0.20              | 0.28±0.20 | 0.20±0.10 | 0.22±0.25 |
|       | \(y\)      | \([0, 1]\)        | 0.43              | 0.48±0.18 | 0.41±0.10 | 0.54±0.17 |
|       | \(z\)      | \([0, 2.43]\)     | 0.99              | 0.93±0.19 | 1.09±0.17 | 0.98±0.20 |

Table 2. Natural logarithm of the evidence for a source located at \((x, y, z) = (0.71 \text{ km}, 0.25 \text{ km}, 2.10 \text{ km})\) and source mechanism ISO, DC, and CLV, as described in Sections 3.4 and 4.5. The hypotheses correspond to an ISO \((\mathcal{H}_{\text{ISO}})\), DC \((\mathcal{H}_{\text{DC}})\) and CLV \((\mathcal{H}_{\text{CLV}})\) source mechanism, respectively. We highlighted in bold the highest evidence in each line, which correctly corresponds to the known source mechanism. Note that the natural logarithm of the evidence is returned by PyMULTINest, and in this instance we ignored its associated error (which is very small).

| Event type | \(\ln \Pr (D|\mathcal{H}_{\text{ISO}})\) | \(\ln \Pr (D|\mathcal{H}_{\text{DC}})\) | \(\ln \Pr (D|\mathcal{H}_{\text{CLV}})\) |
|------------|-----------------------------------|-----------------------------------|-----------------------------------|
| ISO        | 2601                              | –608                              | –79                               |
| DC         | –17688                            | –1165                             | –2322                             |
| CLV        | –6620                             | –1052                             | –394                              |

Figure 6. Left-hand column: mean (blue line) and standard deviation (grey area) of all the seismic traces in the training set, for each source mechanism: ISO, DC, and CLV. The seismograms’ amplitude is measured in arbitrary units of pressure. The training set is made of 8000 traces for each source mechanism. We cut the isotropic sources at 2.5 s, as indicated by the vertical dashed black line. Right-hand column: noiseless (solid blue) and noisy (dashed coral) mean of the corresponding power spectra, calculated as described in Section 3.2. We consider a signal-to-noise ratio of 33 dB, as described in Section 3.1. We filter the power spectra between the vertical dashed lines selecting only the frequencies where the ratio between the noiseless and noisy signals is more than 99 per cent.
Learning a mapping between coordinates and seismograms directly would be hard for at least two reasons. First, each signal has features with different amplitudes: this means that e.g. a neural network (which will be described in detail in Section 3.3) would likely just focus on the main peak and ignore the other components, thus losing useful information for the source location purpose. Secondly, given the complexity of the seismograms and the high number of features, the amount of data required to train an accurate emulator without overfitting would be at least an order of magnitude higher than what we consider in this work (see e.g. Bishop 2006; Zhu et al. 2015, and references therein).

In this sense, we have to pre-process the seismograms in order to extract only the relevant information that is needed to locate an event, while discarding all the noisy or redundant features of the signal. Both D18 and SM20 showed the importance of pre-processing, employing GPs in order to select only the components of each seismogram that are essential for inference. However, their methods fail on more complicated sources like the ones we consider in this work. While it could be argued that employing more training data could improve the results, it is also well known that GPs do not scale well with the number of training points (Liu et al. 2018), thus it is likely that the D18 method would struggle to generalize to more complicated source mechanisms. Additionally, the method proposed in SM20 is applied directly to the complicated seismic traces like the ones in the left-hand panel of Fig. 3, thus making it more difficult for any algorithm to capture the most useful features for event location. Therefore, we follow a different pre-processing procedure, based on translating the data to the Fourier domain, and we outline the steps in the next paragraphs.

The left-hand panel of Fig. 6 shows the mean and standard deviation of all seismograms in the training set (8000 seismic traces): based on these distributions, we keep all samples of the DC and CLVD signals, and only keep the first half of the ISO traces since they sharply vanish after about one-third of the trace. In other words, we keep only $N_{\text{keep}} = 1000$ time samples for the ISO traces, and $N_{\text{keep}} = N_i = 2001$ time samples for the other mechanisms.

The next pre-processing step we implement is applying the 1-D discrete Fourier transform (Cooley & Tukey 1965) to each seismogram, using the version of NumPy\(^2\). Since the amplitudes at each time sample are real numbers, the Fourier Transform returns $(\lfloor N_{\text{keep}}/2 \rfloor + 1)$ frequency components: this means that for DC and CLVD sources we are left with 1001 components (501 in the ISO case) in the Fourier domain. We then take the square of the absolute value of these complex numbers: this is usually referred to as a power spectrum. In the right-hand column of Fig. 3 we report the power spectra corresponding to the individual seismograms in the left-hand column of the same figure. We further take the decibel logarithm of the power spectra at each frequency value, and refer to it as logarithmic power spectra in the rest of the paper.

As anticipated in Section 3.1, we shall add some noise to the observed seismogram whose source location coordinates will be inferred. In the right-hand panel of Fig. 6 we show the mean power spectra for each source mechanism with and without noise. We calculate the ratio between the noiseless and the noisy signals, and filter out the frequencies for which this ratio is less than 0.99. We experimented with different thresholds, and chose 0.99 as a good balance between retaining enough features to locate a seismogram and being insensitive to noise. In other words, we additionally cut each power spectrum in the ranges [1 Hz, 62.4 Hz], [0 Hz, 52.2 Hz] and [0 Hz, 45.8 Hz] for ISO, DC and CLVD, respectively, to keep the parts of each signal that are less affected by noise. We observe that translating the seismograms to the Fourier domain has allowed us to obtain smoother signals, as well as to reduce the number of features by a factor of 10. Moreover, this allows our proposed method to be robust to noise: any effect due to noise can be translated into some information of the noise power, and hence readily accounted for in the analysis, for example by selecting a band-limited frequency signal as we discussed in Section 3.1.

To further reduce the number of features, we apply principal component analysis (PCA). PCA is a standard linear compression technique where the data are projected along the eigenvectors of the data covariance matrix. Considering only the components that carry more variance (the so-called ‘principal components’, corresponding to the largest eigenvalues), it is possible to reduce the number of features while maintaining the relevant information for inference (Bishop 2006). We fit PCA to the training data, and use it to compress the whole data set. After applying PCA to the logarithmic power spectra, we retain 10 principal components for each signal when training the generative model; note that inference is done at the level of the logarithmic power spectra instead. We verified experimentally that varying the number of retained PCA components does not impact the final results significantly.

### 3.3 Generative model

As our generative model $g(\theta)$, we choose to employ a feedforward neural network (NN). A feedforward NN is a set of subsequent layers, each made of a certain number of neurons, that allow for the

---

\(^2\)https://numpy.org/doc/stable/reference/routines.fft.html
Figure 8. Marginalized 68 and 95 per cent credibility contours obtained with our method for a source located at \((x, y, z) = (0.71 \text{ km}, 0.25 \text{ km}, 2.10 \text{ km})\), indicated by the dashed black lines. We compare three source mechanisms: ISO, DC CLVD. The event corresponds to event 1 in Table 1. Note that we are considering 23 receivers, the signal-to-noise ratio is 33 dB and the emulator was trained on 8000 training points.

Figure 9. Same as Fig. 8 for a source located at \((x, y, z) = (0.46 \text{ km}, 0.34 \text{ km}, 1.48 \text{ km})\). The event corresponds to event 2 in Table 1.
parametrization of any measurable function between finite dimensional spaces (Hornik et al. 1989). Each neuron is associated to a weight, and each layer is additionally associated to a bias (i.e., an offset): weights and biases constitute the parameters that we wish to learn. Additionally, activation functions can be introduced after each layer to model nonlinear mappings. Training the neural network consists of feeding some data through all the layers, and then updating the value of the parameters in order to optimize a chosen loss function.

We employ a neural network made of three layers with 256 neurons each, to provide enough flexibility to the parametrization without consuming too much memory. We set Leaky ReLU (Maas et al. 2013) as the activation function for all layers except the last one, where we keep a linear activation function. We recall here that Leaky ReLU acts on the output of each layer $O$ as follows:

$$\text{LeakyReLU}(O) = \begin{cases} O & \text{if } O > 0 \\ \alpha O & \text{otherwise} \end{cases},$$ 

where we set the hyperparameter $\alpha = 0.3$; Leaky ReLU is usually preferred over the standard ReLU (rectified linear unit) because of non-vanishing gradients (Kolen & Kremer 2001). We also experimented with the ELU (exponential linear unit; Clevert et al. 2015) activation function, and found no significant improvements in the overall results with respect to using Leaky ReLU. We choose the Mean Squared Error (MSE) between the network output and the principal components of the training data as our loss function to minimize.

For each source mechanism and each receiver, we train the emulator using 8000 traces; we reserve 1000 seismograms for validation purposes and 1000 seismograms for testing purposes. We remark that we train a single neural network for each receiver: for a given source mechanism and underground location, the training data for each receiver includes the waveforms as observed by that particular station. In this way, we are able to include the information on the receiver’s position in our generative model.

To train the neural network, we use the Adam optimizer (Kingma & Ba 2014) with default parameters; moreover, we choose a learning rate of 0.001 and a batch size of 256: the former controls the step size of the parameters’ update, while the latter indicates the number of training points that are fed through the network at each iteration. We additionally set a patience of 50 to early-stop (Yao et al. 2007) based on the validation loss: this means that if the loss calculated on the validation set has not decreased in the last 50 epochs, we stop training and take the model corresponding to the minimum validation loss as the best model, as we interpret the model to have achieved its minimum error on unseen data. We report the typical trend for the training and validation loss curves in Supporting Information Fig. S1.

The test set is used to randomly sample events on which we perform our Bayesian inversion analysis, as described in Section 3.1. We also explore the behaviour of the posterior distribution as a function of the number of training events, number of receivers and noise scale, which we show in Section 4.3. However, we do not perform a full grid search amongst the hyperparameters (e.g., number of layers, number of neurons, activation function and learning rate),

3We also tested a dynamic learning rate decreasing by a factor of 10 every time the validation loss did not decrease for 50 epochs, but found no significant improvement over a constant learning rate of 0.001, which we therefore chose for our analysis.

Figure 10. Same as Fig. 8 for a source located at $(x, y, z) = (0.20 \text{ km}, 0.43 \text{ km}, 0.99 \text{ km})$. The event corresponds to event 3 in Table 1.
As detailed in Section 3.1, we ignore the denominator in eq. (4) when inferring the coordinates of a microseismic event. However, we can use the evidence $\Pr(D|\mathcal{H})$ to perform model selection, thus showing another advantage of our proposed Bayesian approach (see e.g. Knuth et al. 2015). The quantity $\Pr(D|\mathcal{H})$ can be interpreted as the likelihood of a given signal under a certain hypothesis, with the constraint that the hypotheses form a set of $n_{\text{hyp}}$ pairwise disjoint events whose union is the entire possibility space—that is $\Pr(\mathcal{H}_i \cap \mathcal{H}_j) = 0$ for $i \neq j, \forall i, j = \{1, \ldots, n_{\text{hyp}}\}$, and $\sum_{i=1}^{n_{\text{hyp}}} \Pr(\mathcal{H}_i) = 1$.

To compare two hypotheses, and thus perform model selection, we define the Bayes factor $BF$ as

$$BF \equiv \frac{\Pr(D | \mathcal{H}_i)}{\Pr(D | \mathcal{H}_j)} = \frac{\Pr(\mathcal{H}_i | D) \Pr(\mathcal{H}_i)}{\Pr(\mathcal{H}_j | D) \Pr(\mathcal{H}_j)},$$

where the second equality has been obtained using Bayes’ theorem, $\Pr(\mathcal{H}_i)$ is the prior distribution of the hypothesis $\mathcal{H}_i$, and $\Pr(\mathcal{H}_i | D)$ is the posterior distribution of hypothesis $\mathcal{H}_i$ given $D$. If the hypotheses are equiprobable a priori, we can write $\Pr(\mathcal{H}_i) = \Pr(\mathcal{H}_j)$, which allows us to express the Bayes factor as the ratio of the posterior distribution of one hypothesis over the other. Hence, if the Bayes factor as defined in eq. (8) is greater than 1, we can interpret it as hypothesis $\mathcal{H}_i$ being more favoured than hypothesis $\mathcal{H}_j$ under the observed data $D$ (Knuth et al. 2015).

Translating this into practice, after training the emulators, given an observed signal $D$ as described in Section 3.1, we can compare the three following equiprobable hypotheses: the source mechanism

as we observe the results are not significantly affected by them; we defer a more complete grid search to future work.
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where the second equality has been obtained using Bayes’ theorem, $\Pr(\mathcal{H}_i)$ is the prior distribution of the hypothesis $\mathcal{H}_i$, and $\Pr(\mathcal{H}_i | D)$ is the posterior distribution of hypothesis $\mathcal{H}_i$ given $D$. If the hypotheses are equiprobable a priori, we can write $\Pr(\mathcal{H}_i) = \Pr(\mathcal{H}_j)$, which allows us to express the Bayes factor as the ratio of the posterior distribution of one hypothesis over the other. Hence, if the Bayes factor as defined in eq. (8) is greater than 1, we can interpret it as hypothesis $\mathcal{H}_i$ being more favoured than hypothesis $\mathcal{H}_j$ under the observed data $D$ (Knuth et al. 2015).

Translating this into practice, after training the emulators, given an observed signal $D$ as described in Section 3.1, we can compare the three following equiprobable hypotheses: the source mechanism

as we observe the results are not significantly affected by them; we defer a more complete grid search to future work.

Figure 11. Marginalized 68 per cent credibility contours obtained with our method for a source located at $(x, y, z) = (0.71 \text{ km}, 0.25 \text{ km}, 2.10 \text{ km})$, indicated by the dashed black lines, comparing different levels of noise. In particular, in each panel we show signal-to-noise ratios of 13, 33 and 54 dB for the three source mechanisms: ISO, DC and CLVD. Note that we are considering 8000 training data for the emulator and 23 receivers. This figure is best viewed in colour.
Figure 12. Comparison of the marginalized 68 and 95 per cent credibility contours obtained with our method and with the arrival time approach described in Section 4.4. The event corresponds to event 2 in Table 1. Note that we are considering 23 receivers in both cases, and for our approach the signal-to-noise ratio is 33 dB and the emulator was trained on 8000 training points.

Figure 13. Same as Fig. 8, considering real noise from Groningen field data instead of Gaussian noise. As in our fiducial analysis, the signal-to-noise ratio is 33 dB, and we consider 23 receivers.
is isotropic ($H_{ISO}$), the source mechanism is double couple ($H_{DC}$), or the source mechanism is compensated linear vector dipole ($H_{CLVD}$). The advantage of using nested sampling is that the evidence is calculated while sampling the posterior distribution. Consequently, by feeding the observation $D$ to each emulator it is straightforward to obtain the evidences $Pr(D|H_{ISO})$, $Pr(D|H_{DC})$ and $Pr(D|H_{CLVD})$. By looking at the hypothesis that maximizes the evidence, we can select the model that best describes the given observation, thus identifying the source type for a given observation. We show the results in Section 4.5 and Table 2.

4 RESULTS

4.1 Speed performance

We first report on the speed performance of our method. We recall here that if we were to solve the elastic wave equation at each likelihood evaluation, inference would be severely compromised, as a single event’s source inversion would take thousands of hours on a high performance computing (HPC) cluster, if at all possible. In contrast, our method requires only $\sim 10^4$ simulations to be produced once, and the emulator to be trained once—an overhead of $O(100 \text{ h})$ and $O(1 \text{ h})$, respectively—and then it allows for the complete source inversion of any event in $O(0.1 \text{ h})$ on a commercial laptop. In other words, most of the time taken by our approach is spent training the emulator, which needs to be done only once, provided the density and velocity models remain unchanged; after the training is complete, performing inference on a given recorded seismogram takes less than 10 min on a commercial laptop. As a reference, conventional full-waveform inversion techniques can take several hours on CPUs, and a comparable amount of time to our method when running on GPUs (see e.g. Abreo-Carrillo et al. 2015).

4.2 Generative model accuracy

In this section, we briefly look at the performance of the generative model that we described in Section 3.3. We consider the 1000 events in the test set, and measure the relative difference between the prediction of our model and the target waveforms. We show the 68, 95 and 99 percentiles of the relative difference in Fig. 7 for all source mechanisms. We observe that there are some significant discrepancies, especially at low frequency for the DC and CLVD, which however we attribute to low values in the logarithmic power spectra, and which do not seem to compromise inference, as we show in the next section.

4.3 Inference results

We then turn our attention to the accuracy of the inferred posterior distribution of the coordinates. For each source mechanism, we report the inference results for three different coordinates in Figs 8–10: each shows the posterior contour plots obtained with our methodology, considering all 23 receivers, SNR = 33 dB and using 8000 seismograms as the training set for the emulator. The numerical results are summarized in Table 1, reporting the prior ranges and marginalized mean and 68 per cent credibility interval on the coordinates. We additionally report the mean and the standard deviation of the absolute value of the difference between the ground truth and the maximum of the retrieved posterior distribution for 100 randomly picked test events: this is $0.17 \pm 0.29$ km. This difference indicates good agreement, despite being skewed by a small fraction (less than 5 per cent) of test cases for which the inference results were totally unconstrained, or for which the width of the posterior distribution was particularly broad: we remark that these occurrences generally corresponded to events for which the ground truth had at least one coordinate lying at the border of the prior space, thus complicating the sampling procedure. We argue that it is safe to ignore these limit cases, given their particular location; in a real scenario, one would train the neural network on events coming from a larger prior volume than the one that is being investigated here, thus avoiding this problem. We therefore conclude that with our method we can accurately retrieve the correct value of the coordinates across almost the entire prior parameter space.

Additionally, we observe that the $x$ and $y$ source coordinates are usually less constrained than the $z$ coordinate for ISO and CLVD, while this behaviour is less prominent in the DC case, for which all coordinates are always tightly constrained. We attribute this effect to two possible causes. On one hand, it can be related to the specific density model we are considering in this work, which has a layered structure. On the other hand, we note that when translating the seismic traces to the Fourier domain we ignored the phase signal (since we only considered the amplitude power spectra), thus possibly losing useful information for the source location purpose (e.g. Ferreira & Woodhouse 2007); we argue that this also results in larger uncertainties in the retrieved posterior contours with respect to a full-waveform approach, which however would be too computationally expensive to run. We additionally note that retaining the phase information would yield a generative model, as by combining the power spectra with the phase one could in principle reconstruct a full seismogram from the source coordinates (after training the emulator). We defer the study of phase information to future work, as we anticipate that given the oscillatory behaviour of the phase signals it will be harder to train an emulator on them.

We then study the dependence of the posterior contours on the SNR, the number of training data and the number of receivers used. In Fig. 11, we first show the effect of different noise levels; in particular, for each source mechanism we vary the SNR from 13 to 54 dB. We note that, in order to increase the robustness to noise, we cut different frequency windows based on the noise levels: given the Gaussian noise model we assume in this work, a smaller SNR corresponds to a higher noise power, and hence to a smaller number of retained power spectrum principal components. We observe that while higher noise levels can lead to small biases in some of the 1-D marginalized coordinates’ distributions, in general no significant variations in the shape of the 2-D posterior contours are present.

In Supporting Information Fig. S2, we show the posterior contours when training the emulator with 2000, 5000 and 8000 data points. Again, we observe no significant differences for the ISO and CLVD sources, while very small deviations appear when using fewer training data in the DC case. In general, $O(10^3)$ training data are enough to obtain accurate posterior contours for all source mechanisms. Finally, in Supporting Information Fig. S3, we vary the geometry of the receivers used for recording the microseismic traces. While we are not interested in a full study of the optimal geometry of the receivers, we observe that using fewer receivers leads to broader posterior contours, while still allowing accurate event locations for all source mechanisms.

\footnote{In general, the stability of a given velocity model is not well known—see e.g. Thornton (2013), Ushet et al. (2013), Gestet et al. (2013, 2014), Das et al. (2018) and references therein for a discussion on the uncertainties of velocity models, and their consequences on location errors.}
In summary, our results are very robust to the noise injected into the observed seismogram. Additionally, very few receivers—$O(10)$—are needed to obtain accurate results, and a number of training points of order $O(10^4)$ is sufficient to locate any event.

4.4 Comparison with arrival time techniques

In order to establish a connection with existing standard earthquake location methods, we compare our results with a nonlinear probabilistic location technique based on arrival times. We consider the NONLINLOC algorithm (Lomax et al. 2000), which implements the LS-L2 approach (Tarantola & Valette 1982; Moser et al. 1992; Wittlinger et al. 1993). In this framework, the likelihood of the arrival time for a single observed event for a single receiver is

$$
\mathcal{L}_{\text{arrival time}} \propto \exp \left( -\frac{1}{2} \frac{(T_{\text{obs}} - T_{\text{calc}})^2}{\sigma_T^2} \right)
$$

(9)

where $T_{\text{obs}}$ is the observed arrival time, $T_{\text{calc}}$ is the theoretical estimate for the travel time and $\sigma_T$ is the error on the manual picking of arrival times. We use a fast marching method (Sethian 1996) as implemented in PYKONAL (White et al. 2020) to estimate theoretical arrival times given a set of coordinates for the geological model described in Section 2. We further replace the posterior sampler available in NONLINLOC with a PYTHON implementation for the likelihood in eq. (9).

We compare the location inference results for event 2 in Fig. 12. In this instance, we are interested in showing that there exists a reasonable value of the picking error $\sigma_T$ that yields comparable constraints to our method; this error is usually arbitrary and heavily depends on the SNR and prior information (Smith 2019; Abakumov et al. 2020). We remark that we are not interested in showing that the constraints obtained with our method are tighter than the ones obtained with the time-arrival information: while we start from the full waveform, we subsequently discard the phase information and part of the power spectrum, as we described in Section 3.2. We additionally note that the arrival time estimates are typically obtained an order of magnitude faster than our method, taking $O(0.01 \text{ h})$ on the same commercial laptop used in Section 4.1; this is not surprising, given the simple form of the likelihood in eq. (9) and the efficiency of PYKONAL.

Nevertheless, we show that with a picking error of $\sigma_T = 0.05$ s, we obtain results that are generally in agreement with our approach. In particular, the constraints on the $z$ source coordinate are tighter in the arrival-time case, while the $x$ and $y$ coordinates are equally or better constrained by our approach; moreover, as in our method, the arrival-time analysis yields $z$ coordinates that are more constrained than the $x$ and $y$ ones. We speculate that this is due to the particular layered structure of the geological model described in Section 2, and, as anticipated in Section 4.3, we expect the inference power of our approach to improve significantly by including the phase information in the analysis. We stress that our work is a step towards the fast joint inversion of coordinates and moment tensor components, for which arrival time techniques alone are not sufficient (Dahm & Krüger 2014; Pugh et al. 2016; Alvizuri et al. 2018); therefore, we leave a full comparison to other techniques to future work. However, we further discuss the joint inversion approach and how to deal with more complicated noise types in Section 5.

4.5 Model selection results

In general, a microseismic event can be described as a linear combination of the three source mechanisms described in Section 2 (Vavryčuk 2015). While we considered the three sources separately in this work, we show how the proposed Bayesian approach additionally allows for the identification of a source type given an observed seismogram. We consider event 1 as reported in Table 1, and produce an observation for each source mechanism (ISO, DC and CLVD). As described in Section 3.4, we can run nested sampling for each event and for every trained emulator, and obtain 9 evidence values in total, whose logarithm we report in Table 2. As expected, the evidence is maximal in correspondence of the source type that generated the given event, which indicates that we are capable of correctly identifying the source type for a given observation. What is more, this selection is also very fast, as after training the emulators each evidence calculation takes less than 10 min on a commercial laptop.

4.6 Realistic noise and network configuration

In this section, we explore the application of our approach to a more realistic scenario. We consider the same 23-receiver configuration, which is uniformly spread on the plane at $z = 2.43$ km; however, instead of Gaussian noise, we add real noise traces extracted from the freely available Groningen field data set (Smith 2019).

Our approach to obtain real noise traces is as follows. We cluster the receivers and synthetic traces in cubic volumes of side 0.5 km; this returns 100 clusters in total. We therefore take 100 different real waveforms among Groningen data, and cut the first 5 s window, well before the first wave arrival. We interpolate the signal in these windows in order to match the sampling rate of the synthetic signals; then, in order to reach the required SNR of 33 dB, we tune the amplitude of the noise signal we add to each synthetic waveform, and subtract the average signal so that the resulting noisy waveform has zero mean. We found that in some cases the SNR of the resulting noisy signals is lower than 33 dB: these correspond to waveforms originating at the edge of our simulated field, which, however, do not impact the inference analysis, as we show in this section.

Real noise is added to event 1 in Table 1, as well as to all training waveforms to calculate the covariance matrix in eq. (6). We re-train the neural networks in the DC and CLVD cases removing the zero-frequency value of the power spectrum, in order to be insensitive to the scale of the noisy signals in the time domain. In Fig. 13, we show the posterior contours of our inference analysis using real noise: the results show little difference with respect to the case with Gaussian noise in Fig 8, thus further demonstrating the robustness of our approach.

5 CONCLUSIONS

In this paper, we proposed a method that allows for the fast and accurate retrieval of the source coordinates for any microseismic source mechanism: ISO, DC and CLVD. This offers an efficient technique to both locate an event and identify its source type, exploiting the power of machine learning and Bayesian tools to extract the information contained in seismic waveforms.

Our proposed method is based on a physically motivated preprocessing of the raw signals, using Fourier analysis and principal component compression, followed by the use of a neural network to learn the mapping between coordinates and principal components.
Using the learnt forward model in combination with Bayesian techniques, we showed that we can retrieve an accurate estimate of any microseismic event coordinates, for any source mechanism, in less than 10 min on a commercial laptop. Therefore, we demonstrated for the first time that machine learning techniques allow for a fast and accurate Bayesian analysis on microseismic traces, yielding competitive results on ISO sources and state-of-the-art results on DC and CLVD sources.

We showed that $O(10^3)$ events for each source mechanism are enough to train a representative emulator, when using the data coming from $O(10)$ receivers placed at the seabed as indicated in Fig. 2. We explored the effect of the noise level, and how the number of receivers and the number of training data for the emulator impact the accuracy of the coordinates’ posterior distribution, demonstrating the robustness of our approach, which was also compared with a standard arrival-time inversion technique, showing good agreement for an appropriate choice of the picking error. We also showed that our method works in the presence of realistic noise statistics and network configuration. Finally, we demonstrated the utility of our Bayesian approach by calculating the Bayesian evidence for a given observation and three hypotheses, and showed that this correctly identifies the source type of any given event.

In conclusion, our work lays the foundations for the fast and reliable location of microseismic events with any source mechanism, given a minimal amount of computing resources. We also foresee that recent improvements in solving the forward model even outside the boundary of the training data, like physics-informed neural networks (PINNs; Costa Nogueira Junior et al. 2019; Raissi et al. 2019; Xu et al. 2019; Moseley et al. 2020), could be combined with our proposed approach to make it even more robust, especially when different velocity models have to be employed.

Our work represents a step forward towards the fast Bayesian characterization of microseismic events: after training our models on noiseless simulation data, it is possible to apply our method to each individual seismic trace as recorded by the receivers in order to obtain a fast and accurate source location estimate. We plan to integrate our approach into a joint inversion analysis, where both moment tensor components and coordinates are inferred: such analysis is usually slow and computationally expensive (e.g. Pugh et al. 2016), and we therefore expect our approach to significantly accelerate it. Some straightforward extensions of our approach then include the following three points. First, a microseismic event is in general described by a linear mixture of components of the moment tensor, which we considered separately in this work. As a consequence, this implies that a larger set of parameters, including two more free parameters measuring the relative strength of the source types, has to be considered. We anticipate that this increase in the total number of parameters to infer will require a larger data set to train the emulator; however, we note that our proposed method scales well with the number of training data, and therefore we anticipate that performing a Bayesian analysis with a larger parameter space is an attainable goal using our approach. Second we note that in order for this method to be deployed in a realistic scenario, the noise associated with the recorded seisograms should be modelled more carefully: a lower SNR may have to be considered, a more complicated likelihood distribution might have to be implemented, or a ‘likelihood-free’ approach should be investigated (Sumnaker et al. 2013). Last, the errors in the 3-D density and velocity models should be incorporated into the analysis, in order to account for all sources of uncertainty (Gesret et al. 2013, 2014). This will be addressed in future work.
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Figure S3. Marginalized 68 per cent credibility contours obtained with our method for a source located at $(x, y, z) = (0.46\ km, 0.34\ km, 1.48\ km)$, indicated by the dashed black lines, comparing different dispositions of the receivers. In particular, 5 receivers refer to the blue squares in Fig. 2 in the main text, and nine receivers refer to the green circles in Fig. 2 in the main text. We show these results for three source mechanisms: ISO, DC and CLVD. Note that we are considering 8000 training data for the emulator and a signal-to-noise ratio of 33 dB. This figure is best viewed in colour.
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