A kinetic model has been proposed for the spread of epidemics, describing the dynamics of the variation in the number of disease-free, infected, and recovered (SIR) cases, based on a lag logistic equation. It has been established that this model predicts the possibility of existence of a quasi-steady-state mode of an epidemic in which the number of infected cases is constant due to the balance of the daily increment of infections and recoveries. Conditions have been identified under which such a mode can be a source of the advance of the second epidemic wave. The COVID-19 pandemic data were used to show the possibility of reliable forecasts based on this model of the spread of an epidemic for a period of up to two months.
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**Introduction.** The coronavirus pandemic has caused an unprecedented concentration of efforts by the world scientific community to study various problems concerning its control, including questions of forecasting the spread of epidemics [1–9]. Such forecasts are usually constructed on the basis of mathematical models making it possible to predict the parameters of its spread for a certain period of time proceeding from the currently available data on the epidemic development. Extrapolation-type models make use of a certain functional dependence, selected from general considerations, on the time of indicators, characterizing the epidemic development, that contains free (setup) parameters. Based on the available statistical data on the epidemic development for the previous period, the free parameters are set for the utilized function to best match the empirical data at the indicated interval of time, and a forecast model is obtained in this way for a short-term period. In contrast to this, kinetic-type models rely on the assumption of certain hypotheses of the mechanisms determining the rates of growth and decline in the number of different disease-related population groups (disease-free, infected, recovered, etc.), and, based on balance equations for each of these groups, a system of differential equations describing the epidemic dynamics is obtained. This system has empirical parameters that have to be identified using calibration of the model against statistical data. In the literature, there are several types of such models that are designated by abbreviations from the initial letters of the titles of the population groups represented in the model: SI, SIR, SEIR, etc. (Susceptible-Exposed-Infected-Recovered). A substantial contribution to the simulation of epidemics was made in [10] where a SIR-type model appears to be proposed for the first time. It is represented by three differential equations with two empirical parameters. There are models with a breakdown into four groups [7] and even into six groups [11]. It is clear that the more detailed the breakdown into groups is, the more factors the model accounts for, but, in this case, there are more parameters that have to be determined by calibration. Therefore, a more detailed breakdown does not always lead to better results. Thus, in [7], it is shown that, in simulating the COVID-19 epidemic, the SIR model has turned out to be more accurate than SEIR.

The model proposed in this investigation can also be referred to as the SIR type; however, it differs from typical models of this kind in that for the Recovered group use is made of a hypothesis that makes it possible to reduce the balance equation for this group to an algebraic form instead of a differential one, which simplifies the equations of the model and makes its calibration easier.

**Mathematical Model.** In this model, use is made of the assumption that the numerical composition of the population changes insignificantly during the epidemic development and the migration of virus-infected persons to and from the country is negligible.

We introduce the following definitions and notation used here: the number of individuals infected to date, the involved ($y$); the number of disease-free individuals, i.e., having no immunity, the susceptible ($u$); the number of infected or
sick individuals, i.e., the part of infected individuals who have not recovered or died yet \((z)\); the number of the recovered, i.e., persons who have acquired immunity, the insusceptible \((x)\); the number of the deceased \((d)\); the likelihood of transmitting infection in a single exposure to a healthy or disease-free individual, i.e., to a person having no immunity \((k)\); the average number of differing contacts per day for an average person \((b)\); the population of a country or a region \((N_0)\); the average duration of the disease from infection to recovery or death \((\tau)\); the share of fatal outcomes in case of infection \(c_d\); the time measured in days \((t)\).

**Note.** We clarify that the "average duration of the disease" is a conventional title for \(\tau\) to an extent: it covers the period from the beginning of the latent phase of the disease (when a sick person becomes contagious) to the stage when the virus cannot be detected in the body and the person acquires immunity, although, in fact, disease symptoms may still persist, or, on the contrary, disease symptoms disappear, and the person remains infected for some time. Similarly, the number of infected individuals \(z\) implies the number of persons in this condition.

The following balance relations are obvious for the introduced values:

\[
y(t) = z(t) + d(t) + x(t) ,
\]

\[
u(t) = N_0 - y(t) .
\]

The likelihood \(w_1(t)\) for a separate disease-free person to be infected during the day \(t\) is equal to the product of the likelihood of infection in a single exposure \(k\) by the number of his/her contacts per day \(b\) and by the likelihood of contacting a sick individual \(\frac{z(t)}{N_0}\):

\[
w_1(t) = kb \frac{z(t)}{N_0} .
\]

Then the number of cases of infection per day or the infection growth rate is equal to the number of disease-free individuals multiplied by this likelihood:

\[
\frac{dy(t)}{dt} = u(t)w_1 .
\]

Substituting Eqs. (2) and (3) into (4), we obtain

\[
\frac{dy(t)}{dt} = kby(t) \left(1 - \frac{y(t)}{N_0}\right) .
\]

For the initial epidemic phase \(t \in [0, \tau]\) when no one has recovered or died yet, the number of those infected (with symptoms) is equal to the number of those who have contracted the disease, i.e.,

\[
z(t) = y(t) .
\]

Then from (5) with account for (6), we obtain for this stage a standard SI model [8, 9, 12]:

\[
\frac{dy(t)}{dt} = kby(t) \left(1 - \frac{y(t)}{N_0}\right), \quad t \in [0, \tau] ,
\]

in this case, \(d(t) = 0\) and \(x(t) = 0\).

For the developed epidemic phase \((t > \tau)\), the number of the infected individuals (with symptoms) at a given moment \(z(t)\) is equal to the number of persons who have contracted the disease by this moment minus the number of those who had been infected before the moment \(t - \tau\) and, hence, have either recovered or died by the current instant of time, i.e.,

\[
z(t) = y(t) - y(t - \tau) .
\]

The last term in (8) represents the sum of the recovered and the deceased by the instant of time \(t\); therefore,

\[
d(t) = c_d y(t - \tau) , \quad x(t) = (1 - c_d) y(t - \tau) .
\]
At this stage, we obtain an epidemic development model from relation (5) by substituting expression (8) for \( z(t) \) in it; as a result we have

\[
\frac{dy(t)}{dt} = kb(y(t) - y(t - \tau)) \left(1 - \frac{y(t)}{N_0}\right), \quad t > \tau.
\] (10)

Thus, the dynamics of epidemic development in this model breaks down into two phases and is described by Eqs. (7) and (10) for the initial and the developed phases respectively. Note that Eq. (10) belongs to the type of differential equations with delayed argument [13] that are characterized by certain elements of memory and fluctuating behavior. It can also be considered as a certain analogue of the Kolmogorov–Petrovsky–Piskunov lag equation without account for diffusion [14].

Also, note that the parameters \( k \) and \( b \) are only present in the model in the form of a product that can be considered as one parameter. We introduce for it the designation

\[
\lambda_{kb} = kb
\] (11)

and will call it the growth indicator.

Since in its nature the process has a discrete pattern in both time (in increments of days) and for the dynamic variable \( y \) (in multiples of a whole number of people), it is natural to consider it in a finite-difference presentation. We designate the average duration of the infected condition \( \tau \) expressed in days as a whole number \( n_\tau \), and the serial number of the day since the simulation beginning as \( n \). Then, replacing the time variable \( \frac{dy(t)}{dt} \) with the finite-difference approximation \( \frac{y_{n+1} - y_n}{\tau} \), we rewrite the model equations (7) and (10) in a discrete form. Furthermore, since the model has the parameter \( \lambda_{kb} \) expressed by a real number, it is necessary to discard the fractional part of the increment \( y \) (rounding downward) for preserving the whole-number value of the result (number of people). For the operation of rounding downward, we introduce the designation \( \lfloor \cdot \rfloor \). With account for the above-said, the discrete form of the model equations assumes the form:

initial phase

\[
y_{n+1} = y_n + \left(\lambda_{kb}y_n \left(1 - \frac{y_n}{N_0}\right)\right) \quad \text{for} \quad n = 0, 1, 2, \ldots, n_\tau;
\] (12)

developed phase

\[
y_{n+1} = y_n + \left(\lambda_{kb}(y_n - y_{n-n_\tau}) \left(1 - \frac{y_n}{N_0}\right)\right) \quad \text{for} \quad n > n_\tau.
\] (13)

It is not difficult to have a numerical solution for these equations. For this purpose, it is necessary to assume initial conditions that can be assigned either as the number of individuals infected on day zero \( y_0 \) or as the number of those infected on each of \( n_0, n_1, \ldots, n_{n_\tau} \) days, i.e., the selection of values \( y_0, y_1, \ldots, y_{n_0} \). After this, the subsequent values \( y_n \) are found by simple iterations with respect to relations (12) and (13). In simulating real epidemics, the statistical data for the initial phase are already known, as a rule; therefore, it is most logical to assign initial conditions as known values \( y_n \) for the first \( n_\tau \) days and to simulate only the developed epidemic phase according to Eq. (13) representing a variant of logistic mapping with delayed argument. After \( y_n \) are found, the \( z, d, x, \) and \( u \) values are calculated from the above-cited relations (1), (2), and (9). Thus, at the developed epidemic stage, for these variables and for the infection growth rate \( D \) in a discrete representation, we have

\[
z_n = y_n - y_{n-n_\tau}, \quad d_n = k_d y_n - y_{n_\tau}, \quad x_n = (1-k_d)y_{n-n_\tau}, \quad u_n = N_0 - y_n, \quad D_n = y_n - y_{n-1}.
\] (14)

On the face of it, the model has only two empirical parameters: \( n_\tau \) and \( \lambda_{kb} \), but, in practice, the situation is more complex. The parameter of the average duration of the disease \( n_\tau \) is a characteristic of the virus, and it can be considered to be constant within a time interval of epidemic development if it is determined in some way. As for \( \lambda_{kb} \), it varies as the epidemic develops, since the values of its constituents \( k \) and \( b \), characteristic of the "peaceful" time, are only valid for the initial stage. Later on, as quarantine and social restrictions are introduced, the average number of contacts \( b \) decreases, and, due to the expansion of the practice of using sanitary means and products (masks, gloves, disinfection, etc.), there is also a reduction in the likelihood of infection \( k \). Both of these factors result in a decrease of \( \lambda_{kb} \). Subsequently, as the situation improves, sanitary
measures can be relaxed, which leads to a certain rise in this parameter. Thus, in the course of the epidemic development, the parameter $\lambda_{kb}$ may assume various values at its different stages.

**General Properties of the Mathematical Model.** Note that at low values of the indicator $\lambda_{kb}$, there is a critical value of the initial condition (the number of infected individuals on day zero $y_0$) below which there is no epidemic outbreak. Indeed, if in Eq. (12), at $n = 0$, $y_0$ assumes such a value that the expression after the angle parenthesis becomes smaller than unity, it turns into zero in rounding downwards, and we obtain a zero increment in the infectees, which is then repeated in the subsequent iterations too. Therefore, equating this expression to unity and expressing $y_0$ from this equality, we find the ratio for the critical value of the initial condition $y_{0cr}$, which can be presented, with account for the inequality $y_0 \ll N_0$, as

$$y_{0cr} = \left\lfloor \frac{1}{\lambda_{kb}} \right\rfloor,$$

where $\lfloor \cdot \rfloor$ is the operation of rounding upwards. We will simulate an abstract case of a country with the population $N_0 = 10$ million residents. We assume the average duration of infected condition to be equal to $n_{\tau} = 14$. The substantiation for this choice will be given below.

Figure 1 shows the results of simulating the epidemic dynamics according to Eqs. (12)–(14) for different values of the growth indicator $\lambda_{kb}$ (constant for the duration of the epidemic) at the initial condition $y_0 = 20$ identical for all cases. As we see, a substantial characteristic of this model is that it is not in every epidemic that the entire population becomes infected, as the case is in models [8, 9]. The percentage of a population infected as a result of an epidemic depends on the value of the indicator $\lambda_{kb}$ and rises with its increase. In this case, there is also a rise in the epidemic spread rate and a drop in its duration. The percentage of an infected population reaches the value of 99.9% at $\lambda_{kb} = 0.4195$. Note that the maximum number of infection cases $z(t)$ occurs some time later (about 7 days) after the passage of the peak in the infection growth rate (Fig. 1b and c).

Consider now how the initial conditions affect the pattern of the epidemic development. The initial conditions were such as to simulate an idealized situation when an epidemic starts with the arrival of $y_0$ infected patients in the country on its

![Fig. 1. Results of simulating the development of epidemics for different values of the growth indicator $\lambda_{kb}$ (indicated in the insert): a) number of infection cases to date $y_n$; b) number of infections per day $D_n$; c) number of infection cases of symptoms to date $z_n$. All values are given as a percentage of the size of the population. For the sake of convenience, the initial less informative stage in the epidemic development is omitted in the plots.](image-url)
day zero. Figure 2 shows infection growth rate profiles for different values of the number of infections on day zero $y_0$ (indicated in the inset).

The above-cited simulation implies that the growth indicator $\lambda_{kb}$ is constant throughout the duration of the epidemic, which is usually not the case in reality as was already mentioned above. Consider more realistic scenarios when, in the course of epidemic development, the $\lambda_{kb}$ value will begin to decrease due to the introduction of sanitary measures, and then, at the stage of epidemic decline, it will start rising again due to the lifting of restrictive measures. We assign the variation in the growth indicator by a continuous piecewise linear function that is constant and equal to $\lambda_{kb1} = 0.22$ at the initial epidemic stage (up to $n_{(1)} = 31$ days), then, during 14 days (up to $n_{(2)} = 45$ days), linearly falls to the value $\lambda_{kb2} = 0.05$ (introduction of sanitary measures), then remains constant for 122 days (up to $n_{(3)} = 167$ days), and next, during 14 days, linearly rises (relaxing of sanitary measures) to the value $\lambda_{kb3} = 0.12$ (up to $n_{(4)} = 181$ days) which, henceforth, does not change. This variation is assigned by the following piecewise linear function:

$$
\tilde{\lambda}_{kb}(n) = \begin{cases} 
\lambda_{kb1} & \text{for } n \leq n_{(1)} \\
\lambda_{kb1} - \frac{\lambda_{kb2} - \lambda_{kb3}}{n_{(2)} - n_{(1)}} (n - n_{(1)}) & \text{for } n_{(1)} < n \leq n_{(2)} \\
\lambda_{kb2} & \text{for } n_{(2)} < n \leq n_{(3)} \\
\lambda_{kb2} - \frac{\lambda_{kb3} - \lambda_{kb2}}{n_{(4)} - n_{(2)}} (n - n_{(2)}) & \text{for } n_{(3)} < n \leq n_{(4)} \\
\lambda_{kb3} & \text{for } n > n_{(4)} 
\end{cases}
$$

Note that the case where the growth indicator does not change during the epidemic and remains equal to the initial value $\lambda_{kb1} = 0.22$ in (16) has already been shown earlier in Fig. 1 (the last curve in each of the plots). Figure 3 shows the results of simulating the epidemic development for the described conditions. A comparison of these data with the case indicated in Fig. 1 shows that the introduction of sanitary measures to the extent determined by function (16) reduces the intensity of epidemic development and the scale of population infection by two orders of magnitude. In this case, the percentage of infected population at the peak of infection growth rate drops approximately 300 times, and the peak value of the number of sick individuals decreases 430 times.

However, here, quite unexpected results are possible too. The day of the beginning of relaxing quarantine restrictions [the parameter $n_{(3)} = 167$ days in (16)] was not chosen by accident, but from a series of numerical experiments that resulted in establishing an interesting phenomenon. If this relaxation is started one day earlier, assuming $n_{(3)} = 166$ in (16), we will obtain the result presented in Fig. 4. As we see, in this case, the epidemic decreases at first, and soon, after a rise in $\lambda_{kb}$, a second epidemic wave originates. Since the amplitudes of the first and second waves are incommensurable, the scale of the plots has
Fig. 3. Results of simulating the epidemic dynamics for the case of the growth indicator $\lambda_{kh}$ varying during the epidemic: a) number of infection cases to date $y_n$; b) number of infections per day $D_n$; c) number of infections with symptoms to date $z_n$.

Fig. 4. Results of simulating the epidemic dynamics for the case of a rise in $\lambda_{kh}(n)$ beginning one day earlier in (15). All designations are identical to those in Fig. 3.
been left, by way of illustration, the same as in Fig. 3. We clarify that in the second epidemic wave, the plateau in the number of infections by the current day is reached at the level \( y_{\text{max}} = 6,861,053 \); the peak number of cases per day is \( D_{\text{max}} = 131,078 \), and the peak in the number of sick (infected) individuals is \( z_{\text{max}} = 1,792,470 \). All this, of course, occurs under the condition that \( \lambda_{kb} \) remains constant following the rise after the first wave. In real epidemics, this is certainly not the case, and during the second wave, there is again an introduction of sanitary measures and restrictions that result in a repeated reduction of \( \lambda_{kb} \).

Thus, the phenomenon of the second wave development has a threshold nature with regard to the duration of maintaining antiepidemic measures \( \Delta n_l = n_{(3)} - n_{(2)} \). That is, there is a threshold value \( \Delta n_l = n_{(3)} - n_{(2)} = 167 - 45 = 122 \) such that, at all \( \Delta n_l \geq \Delta n_{lt} \), a second wave does not occur, and at \( \Delta n_l < \Delta n_{lt} \), it does. To understand the mechanism of this phenomenon, we consider the plots in Fig. 3b and c on a large scale in the vicinity of the threshold value \( n_{(3)} = 167 \) presented in Fig. 5.

The first wave does not turn out to end in the total absence of sick people, but in the epidemic reaching a quasi-steady-state regime in which there is one infection and one recovery per day; in this case, the number of infected persons remains constant and equal to 14. A numerical simulation shows that this regime, in practice, continues for any random duration (so long as the number of the infected is by far smaller than the number of the population). In this case, the number 14 is not just a coincidence with the number \( n_t \) but a consistent pattern, since only in this case is there a possibility for a balance between the rise and decline in the number of infected people (between the number of those who have contracted the disease and those who have recovered from it). We will call this regime a latent (dormant) epidemic. Note that in all simulation scenarios with a constant \( \lambda_{kb} \), the epidemic ended in total absence of infection cases. Now we turn to Fig. 6, which shows the plots (Fig. 4b and c) on a large scale in the vicinity of the threshold value \( n_{(3)} = 166 \) when a second wave occurs. We see that in this case, the drop in the number of infections per day has no time to reach unity, since there is already a start in the rise of \( \lambda_{kb}(n) \). As a result, the balance between recoveries and infections shifts in favor of infections and a second wave starts. Despite the somewhat exotic nature of this scenario, its occurrence seems quite feasible in the form of local territorially isolated clusters.
that can emerge and disintegrate due to local fluctuations of the growth indicator but, on a region-averaged case, they sustain an epidemic dormant regime level that is sufficient, if low, for the occurrence of a second wave.

**Substantiation of the Selection of the Value \( n_\tau = 14 \).** The parameter \( n_\tau \) is used in our model to connect two base variables, viz. the number of those who have contracted the disease \( y_n \) and the number of those infected with symptoms \( z_n \):

\[
z_n = y_n - y_{n-n_\tau}.
\]

Both these variables are cited in statistical data for epidemics, including the one of the most significant current importance, viz. the COVID-19 epidemic. If the assumptions underlying this model are true, there must be a correlation in the statistical data of form (17), and the sign of the best implementation of this correlation can be used to determine \( n_\tau \). To test this hypothesis, statistical data for Germany have been selected due to the author’s subjective opinion that, owing to the proverbial pedantry and orderliness of Germans, one can expect a high degree of data reliability. The materials henceforward have been taken from websites [15]. In what follows, we shall designate purely empirical date with a circumflex accent (up-arrow). Use has been made of two data arrays \( \hat{y}_n \) and \( \hat{z}_n \) covering a period of 120 days for March 3 to June 30, 2020 (\( n = 0, 1, \ldots, 119 \)) and representing the total number of those who have contracted the disease and those infected and manifesting symptoms by day \( n \) in Germany. This means that the array identified as

\[
Z_n(n_\tau) = \hat{y}_n - \hat{z}_n - n_\tau.
\]

must correlate with the array \( \hat{z}_n \) at a proper selection of \( n_\tau \). The standard deviation \( Z_n(n_\tau) \) from \( \hat{z}_n \) for the random \( n_\tau \) is determined as

\[
\Delta_Z(n_\tau) = \frac{1}{(120 - n_\tau)} \max(\hat{z}_n) \left[ \sum_{k=n_\tau}^{119} (\hat{z}_k - Z_{k}(n_\tau))^2 \right]^{1/2}.
\]

Figure 7 shows a diagram of \( \Delta_Z(n_\tau) \) values in the range of the most realistic \( n_\tau \) values for Germany. Fig. 8. Comparison of the statistical data by the number of infections \( \hat{z}_n \) with calculating them by (18) at \( n_\tau = 14 \) for Germany.

To be fair, it should be noted that, in contrast to Germany, for several other considered regions (Belarus, Italy, Sweden, etc.) such a good correlation at \( n_\tau = 14 \) is only observed at the initial epidemic stage, and then the statistical number of infection cases begins to exceed the calculated one. Let us illustrate this using the example of the data on the world pandemic. Figures 9 and 10 show the data for the first 75 days of the world pandemic (through April 6), which are similar to those presented in Figs. 7 and 8 for Germany. As we see, here, at \( \Delta_Z = 14 \) the correlation of the two arrays is even more pronounced.
that it was in the previous case. However, after April 6, there is a sharp division of statistical and calculated data (Fig. 11).

Note that the same division in the case of Italy and Sweden begins in early April too, and for Belarus, it starts two weeks later. The causes of this division are not quite clear and can find several explanations. This can be a change in the procedure of accounting for the data on infections (see Note), an abrupt expansion of the amount of testing, the impact of symptom-free patients, the absence of account for the territorial distribution of infections (a pandemic as a sum of separate relatively independent epidemics) in the simulation concept set forth herein, etc. Of interest is the hypothesis that the immunity acquired after the illness is of temporary rather than constant nature due to either virus mutation or the degradation of antibodies. In any case, this question requires separate additional investigations. In simulating real epidemics, variations in the parameter $n_\tau$ do not have significant effects on the simulation accuracy, since they are compensated for by variations in the $\lambda_{kb}$ adjusted for empirical data; therefore, henceforth, we will assume $n_\tau = 14$.

**Simulation of the COVID-19 Pandemic.** Starting the simulation of real epidemics, we note that, if we have statistical data for a certain period for $n_\tau$, it is possible to solve an inverse problem and to find empirical values of the growth indicator, expressing it from Eq. (13):

$$\hat{\lambda}_{kb(n)} = \frac{\hat{y}_{n+1} - \hat{y}_n}{(\hat{y}_n - \hat{y}_{n-n_\tau}) \left(1 - \frac{\hat{y}_n}{N_0}\right)}.$$  

(20)
Fig. 12. Empirical indicator $\lambda_{kb(n)}$ (red bars with circles) calculated according to (20) and its analytical approximation $\hat{\lambda}_{kb(n)}$ (solid line). The blue color on the line is used to highlight the portion of data that were used for analytical approximation, and the green color was used for extrapolation.

Fig. 13. Simulation of the pandemic forecast based on a kinetic model: number of infection cases to date $y_n$; b) number of infections per day $D_n$. The red circles (a) and the bars with circles (b) are statistical data; the solid lines are the simulation. The blue color on the lines is used to emphasize the portion of data that were used for analytical approximation, and the green color was used for the forecast.
If these data are quite regular in nature, they can be approximated by a suitable analytical expression, and then this expression, in combination with Eq. (13), will represent an analytical model of the epidemic spread.

We carry out this plan for the case of the spread of the COVID-19 pandemic. Use has been made of the data on its dynamics through August 6, 2020 (they are shown below in Fig. 13). According to (20), these data were used to calculate the values of the empirical growth indicator shown in Fig. 12. As we see, after the variable initial stage, the said indicator approaches a regular regime making it possible to safely extrapolate its analytic representation beyond the approximation zone. The data obtained for \( \lambda_{kb(n)} \) were approximated by a three-zone analytical function of the form

\[
\tilde{\lambda}_{kb}(C_n, n) = \begin{cases} 
C_n \sum_{k=0}^{4} \alpha_k n^k & \text{for } n \leq 33, \\
C_n \sum_{k=0}^{4} \beta_k n^k & \text{for } 33 < n \leq 77, \\
\sum_{k=0}^{4} \beta_k 77^k + \gamma n^\varepsilon & \text{for } n > 77,
\end{cases}
\]  

approximating the recessive and convex zones into the variation of \( \lambda_{kb(n)} \) by fourth-order polynomials, and the regular third zone was approximated by a power function with an additive constant. This function also contains the gauge factor \( C_n \), which is first assumed to be unity, and then is adjusted by calibration for the results of preliminary simulation. The coefficients \( \alpha_k, \beta_k, \gamma, \) and \( \varepsilon \) were found by the Levenberg–Marquardt method to minimize the residual of the analytical function (21) (at \( C_n = 1 \)) and the numerically assigned dependence of two variables (the Minerr procedure in the Mathcad package). After this, the correction of function (21) was carried out using the search for the value of \( C_n \) such that it ensures the minimum standard deviation of an appropriate solution from the empirical data. In all this procedure, use was made of statistical data only until June 7 (0 < \( n \leq 137 \), blue zone on the analytical approximation curve, Fig. 12). Then, the obtained dependence was extrapolated to the period until August 6 (the green zone, Figs. 12 and 13). The numerical values of the coefficients \( \alpha_k, \beta_k, \gamma, \varepsilon, \) and \( C_n \) are shown in Table 1.

Thus, Eq. (13), in which \( \lambda_{kb} \) was replaced by function (21) and the initial condition is the 14 first values of \( \hat{y}_n \), is an analytical model of the pandemic in which the results of the last 60 days (after June 7) will be a forecast obtained from the statistical data of the first 137 days. The results of simulation are given in Fig. 13; as in the earlier cases, the green zone on the calculated curves corresponds to the forecast. As we see, if this forecast had been made two months before August 6, it would have been quite successful during the subsequent two months.

**Conclusions.** Thus, at the regular stage in the spread of an epidemic, the developed mathematical model can yield quite accurate forecasts for a period of about two months, having the advantage of simplicity in this case. It has been established that this model predicts the possibility of existence of a quasi-steady-state regime of the epidemic in which the number of infection cases is constant due to the balance in the daily increment of infections and recoveries. Conditions have been identified under which such a regime can be followed by the occurrence of a second epidemic wave. Calculation of the empirical growth indicator by formula (20) identifies regular regime periods in the epidemic development, which is important from a practical standpoint. On the other hand, this fact serves as evidence that this model is consistent with the experimental data.
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| \( k \) | 0 | 1 | 2 | 3 | 4 | \( \gamma \) | \( \varepsilon \) | \( C_n \) |
|-------|---|---|---|---|---|-------|-------|-------|
| \( \alpha_k \) | 0.6988 | -0.0688 | 2.6377 \times 10^{-3} | -3.7761 \times 10^{-5} | 4.5245 \times 10^{-8} | 0.0202 | 0.2202 | 0.9605 |
| \( \beta_k \) | -0.9486 | 0.0332 | 2.1608 \times 10^{-4} | -1.2872 \times 10^{-5} | 8.7056 \times 10^{-8} | |

TABLE 1. Values of Empirical Parameters Obtained in Calibration
NOTATION

- $b$, average number of differing contacts per day;
- $c_f$, share of fatal outcomes in infection cases;
- $d$, number of the deceased;
- $k$, likelihood of infection transmission from a sick person to a healthy individual in a single contact;
- $N_0$, population of a country or region;
- $n$, serial number of a day calculated from the day of the epidemic beginning;
- $n_T$, number of days of illness;
- $t$, time;
- $u$, number of illness-free cases;
- $x$, number of the recoveries;
- $y$, number of infection cases;
- $z$, number of disease-affected cases;
- $\Delta Z$, standard deviation of the calculated number of disease-affected cases from the registered one;
- $\tau$, average duration of the disease;
- $\lambda_{kb}$, growth indicator;
- $\hat{\lambda}_{kb(a)}$, empirical growth indicator. Subscripts: \( \hat{\cdot} \) symbol designating empirical values of parameters.
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