Robots in healthcare as envisioned by care professionals

Received: date / Accepted: date

Abstract As AI-enabled robots enter the realm of healthcare and caregiving, it is important to consider how they will address the many different facets of care and how they will interact not just with the direct receivers of assistance, but also with those who provide it (e.g., caregivers, healthcare providers, etc.). Caregiving in its best form addresses challenges in a multitude of dimensions of a person’s life: from physical to social-emotional and sometimes even existential dimensions (such as issues surrounding life and death). In this study, we use semi-structured qualitative interviews administered to healthcare professionals with multidisciplinary backgrounds (physicians, public health professionals, social workers, and chaplains) to understand their expectations regarding the possible roles robots may play in the healthcare ecosystem in the future. We found that participants drew inspiration in their mental models of robots from both works of science fiction but also from existing commercial robots. Participants envisioned roles for robots in the full spectrum of care, from physical to social-emotional and even existential-spiritual dimensions, but also pointed out numerous limitations that robots have in being able to provide comprehensive humanistic care. While no dimension of care was deemed as exclusively the realm of humans, participants stressed the importance of caregiving humans as the primary providers of comprehensive care, with robots assisting with more narrowly focused tasks. Throughout the paper, we point out the encouraging confluence of ideas between the expectations of healthcare providers and research trends in the human-robot interaction (HRI) literature.
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1 Introduction

As progress in artificial intelligence (AI) in the past decade has enabled the development of robots capable of ever-more sophisticated tasks, visions for using assistive robots in healthcare and caregiving have also grown in ambition. AI-enabled robots are being developed to fulfill numerous purposes in healthcare. The robotic system PHAROS, for example, uses deep learning to analyze users’ exercise capabilities and create a personal exercise routine [1–3]. Another example is the Hobbit live-in assistive robot that is capable of autonomously navigating around a patient’s home, emergency detection and response, retrieving objects for the patient, and entertainment [4]. Many other AI-enabled robots have been introduced for general mobility assistance, feeding assistance, transferring a patient between a wheelchair and their bed, monitoring, bathing, and providing emotional and cognitive care [5]. Moreover, the COVID-19 pandemic has brought to the forefront risks specific to infectious diseases coming from person-to-person contact, thus shedding new light on the numerous roles that robots could play in disinfecting [6,7], mitigating the negative health effects of social isolation [8], and even enforcing social distancing [9].

As AI-enabled robots enter the realm of healthcare and caregiving, it is important to consider how they will address the many different facets of care and how they will interact not just with the direct receivers of assistance but also with those who provide it (e.g., caregivers, healthcare providers, etc.). Caregiving in its best
form addresses challenges in a multitude of dimensions of a person’s life: from physical, to social-emotional and sometimes even existential dimensions, such as issues surrounding life and death. Health outcomes have been shown to be interlinked with many factors outside of the purely physical realm, such as having social support [10,11], feeling hopeful [12,13], and finding meaning in life [14,15]. In response to this multidimensional set of needs, many healthcare ecosystems provide access in addition to doctors and nurses to occupational therapists, social workers, and chaplains who, through their services, extend the dimensionality of compassionate care [16]. Understanding where robots fit in this ecosystem and how they best can help complement humans in meeting not only the physical but also the social, cultural, and deeply personal dimensions of care is paramount to ensure that robots will not be disruptive and that their presence will not lead to a neglectful approach to deeper aspects of care.

This paper seeks to understand the expectation of healthcare professionals: doctors, social workers, public health professors, hospital and university chaplains, and other healthcare professionals regarding the introduction of robots in the healthcare ecosystem. While the care ecosystem includes many different parties such as formal and informal care takers of various positions, patients, and loved ones, we chose to focus this interview on various formal and spiritual caretakers as we were interested in their expectations of how robots could fit in with their work of providing care. We conducted interviews with different healthcare professionals focusing on the specific roles they saw robots playing in the healthcare and caregiving ecosystem, in both private homes as well as in hospitals and other care facilities, in more typical circumstances as well as during the COVID pandemic, the largest public health crisis in recent decades. We specifically pursued the following research question: how do various healthcare professionals view robots in terms of their abilities, and what roles do they envision for them in healthcare and caregiving? In our interviews we also touched on healthcare professionals’ general knowledge of, as well as thoughts and attitudes towards, robots. An overarching theme we explore in this paper is the potential of robots to provide “humanistic care,” where patients are cared for not just physically but also emotionally and socially in seemingly empathetic and thoughtful ways.

What is novel about our study is that it integrates perspectives from a variety of healthcare professions and it explores the multidimensionality of caregiving including the social-emotional and spiritual-existential dimensions in addition to the physical ones. This exploration makes several contributions to the HRI field: (1) it offers ideas for robot applications that originate from professionals intimately familiar with different aspects of caregiving, (2) it gives a snapshot of how robots are perceived from the point of view of care providers, (3) it highlights concerns about robotic caregiving that need to be mitigated in order for robots to be a successful addition to the care ecosystem, and finally, (4) it gives a critical analysis of the robots potential to fulfill or complement the deeper and more subtle aspects of humanistic care.

The paper is organized as follows: the background section offers an overview of proposed roles for robots in the healthcare ecosystem in the HRI literature. In the methods section we present the interview procedures, the participants in our study, as well as the analytical approach we undertook in engaging with the data collected through our interviews. Finally, we explore in depth the themes identified in the interviews and connect them to the HRI literature and other participatory-science studies conducted with different groups. We discuss general attitudes of healthcare professionals towards robots, the articulation of specific visions for tasks and roles robots could undertake in the healthcare ecosystem as imagined by various healthcare professionals, and finally concerns and perceived limitations of robots and their potential for humanistic care. We conclude by discussing the implications of these findings for HRI.

2 Background

The role of caregiver goes beyond what trained healthcare professionals offer. A survey found that 25.3% of Americans act as informal, unpaid caregivers for a loved one or family member [17]. This already heavy burden will only worsen as the population of developed countries ages due to decreasing birth rates. Japan’s official health policy incorporates widespread use of assistive robots to help with its aging population [18]. While most commercial assistive robots up until now have focused on helping with tasks such as surgery [19], other advanced AI-enabled robots that can help with multiple tasks have been designed and produced [20]. As technology advances and manufacturing costs go down, it is likely that assistive robots will be able to take over many of the tasks currently performed by informal caregivers [21]. These robots will have to operate semi-autonomously, allowing for technicians and even family members to take control of the robot in case of issues such as patient confusion [22]. Additionally, the COVID-19 pandemic has shown that robots also have many potential roles that they can fill to help improve
people’s lives while limiting the spread of infectious disease. These roles include acting as telepresence devices to limit in-person gatherings, encouraging physical activity during times of limited mobility, and supporting mental health during periods of social isolation [23].

Socially assistive robots provide assistance to people through social rather than physical interactions [24]. Some socially assistive robots (SARs) are already commercially available and have been shown to have positive effects. For example, after using the robot Paro, a pet-like companion robot which is designed to look and behave like a baby seal, nursing home patients were more active and social with those around them [25]. SARs have already been used for education, weight loss, autism spectrum disorder, dementia, and stroke rehabilitation [26].

In addition to directly helping patients themselves, a robot could also help a caregiver by reducing the emotional burden that can come with providing care to someone. The robot can become an authoritative figure by communicating information that the patient does not want to hear, providing redirection during emotionally difficult times, and facilitating interactions between caregiver and patient [27]. Additionally, as the physical technological design of robots progresses, they will increasingly be able to take over physically demanding, or monotonous tasks or tasks requiring privacy (e.g., bathing) from human caregivers. When asked what tasks a robot could help with the most, elderly people and caregivers ranked emergency detection and response, reaching objects, and various household chores as the most useful [22]. Robots are also being designed to assist a patient with intimate tasks such as using the restroom and bathing; the goal of these robots is to help patients preserve their sense of independence and dignity [21]. Whether a robot is performing physically assistive tasks or social/emotionally assistive tasks for a patient, there is concern that robotic care would be inherently inferior to human care because today’s robots are incapable of exhibiting genuine empathy and compassion [28, 29]. Coghlan introduces the idea of “humanistic care” as a phrase for these seemingly uniquely human aspects of caregiving [30]. Several studies have explored how to design robots to emulate human touch, compassion, and empathy. Block and Kuchenbecker built PR2, a robot designed to emulate human hugs and then measured participants’ responses to factors such as hug temperature, pressure, and duration [31]. Niculescu et al. experimented with robot’s personalities, voices, and humor to determine how to design the most pleasant socially assistive robots. James et al. created a robotic voice that mimicked empathy and found that participants recognized it as empathetic and preferred it to a non-empathetic robot voice [32].

Multiple studies exploring people’s models and ideas for future uses of robotics have used qualitative analysis of interviews with a small number of participants (n < 20). Horstmann et al. [33] used an online survey to determine lay-people’s perceptions, concerns, and expectations of social robotics. This was accompanied by a smaller study of 13 semi-structured qualitative interviews. This methodology allows for the analysis of a complex topic even with a relatively low number of participants. The study found that participants’ had high expectations of the abilities of robots and their mental models were largely influenced by media depictions of robots. Walden et al. [34] conducted qualitative interviews of 45 senior citizens to determine their preferences for physically and socially assistive robots. They found that seniors’ mental models of robots were highly influenced by representations of robots in media and popular culture. In Switzerland, Ray et al. [35] conducted over 240 surveys and 11 interviews to assess participant’s positive and negative images of robotics and to identify which tasks a lay person can imagine being performed by a robot in the near future. O’Leary et al. [36] used participatory design methodology for understanding how to culturally tailor virtual agents that delivered health promotion interventions. Participants were members of predominantly black communities, who provided input on what aspects of their lives they’d like help with, how the agents should look like and the functionality it should have, as well as framing health conversations with the agent to include content that was relevant on both a personal and community level by, for example, including religious and scriptural references. Other qualitative studies include Moharana et al.’s interviews with caregivers of people with dementia [27] and Williams et al.’s qualitative evaluation of the design of the AIDA robot through observation of users’ interactions [37].

### 3 Methods

Our study is inspired by previous qualitative studies using semi-structured interviews for in-depth exploration of topics in robotic caregiving. What is novel about this study is that we interviewed participants with different professional backgrounds capable of providing expert opinions on multiple dimensions of caregiving, from physical to social-emotional and even spiritual-existential.
3.1 Procedure

Interviews were conducted over Zoom and lasted about 1-hour. Prior to the interview participants completed a short survey to capture demographic information and participants’ mental models of robots (e.g., what robots look like and what they are able to do). One of the questions in this survey listed 26 activities and asked the participants to check off each activity that they believed a robot would be able to help with. During the interview, the interviewer would select three activities that the participant checked off in the survey and then ask participants to elaborate on how a robot would help with each. Because this survey was quicker than our interviews, we were able to distribute it to more people. Analysis of this exact survey was beyond the scope of this paper. One of the interview questions was slightly modified based on survey responses so as to make the question relevant to each participants’ mental models of robotics. However, beyond this, knowledge of the survey is not required for following the interviews and its analysis is not included in this paper.

The interviews were audio recorded, transcribed using Google transcription software and inspected for correctness. The structured interview was scripted with slight modifications depending on the participant’s profession. The interview was broadly divided into three conceptual parts: general experience with technology; mental models and expected roles of robots; and exploring different ethically-ambiguous scenarios. This paper focuses on the middle section of the interview; analysis of the other two are beyond the scope of the paper. The exact questions analyzed in this paper are presented in Table 1. Because this was a semi-structured interview, some wordings may have been been phrased slightly differently to match the flow of the conversation.

Interview questions not included in this analysis were introductory questions asking the participant about their profession, what care means to them, how the COVID-19 pandemic impacted them, and about their use of technology and robots. Other interview questions asked participants what guidelines they would set for robots in healthcare, if they can imagine situations in which a robot made its user uncomfortable, and how an assistive robot would change a patient’s social life. The final portion of the interview consisted of three specific scenarios that consisted of ethical dilemmas that may arise if a patient had a live-in assistive robot. Participants then evaluated how they would deal with each dilemma and how they would prevent it from arising in the first place. Analysis of these are beyond the scope of the paper; see supplementary materials if you would like the exact question wording for these sections.

3.2 Participants

A total of 32 individuals were interviewed for this study. This included 6 doctors, 1 dentist, 1 medical student, 2 public health professors, 10 social workers, and 12 chaplains. Participants were recruited via a convenience sampling method, primarily being contacted through emails publicly listed on online university directories.

3.2.1 Physicians, and other Healthcare Workers

Numerous professors were emailed from the directory of affiliates of a medical school of interest, and a link to the survey was sent out in the medical school’s weekly newsletter. As mentioned, interviewed respondents included 6 doctors, 1 dentist, 1 medical student, and 2 public health professors. All of the interviewed physicians in addition to the dentist also worked either as educators at the medical school or as administrative personnel. The inclusion of public health professors was particularly interesting as public health focuses on a much broader level of care than a physician, social worker, or chaplain would. This perspective is of interest when designing robots to be integrated into the healthcare system as these participants have unique perspectives on the equity, access, and wider health impacts of a medical intervention.

3.2.2 Social Workers

Ten social workers participated in the interview. This group was the most geographically diverse as participants were recruited from five schools in four different US states. Similar to the recruitment of some participants in the other two groups, social workers were identified through the websites of various schools of social work. Thus, most of the social workers were also professors.

Social workers were included as interview participants due to their involvement in emotional and behavioral care. This type of care can be seen as distinct from the care provided by the doctors and other healthcare professionals who participated in the interview.

3.2.3 Chaplains

Chaplains serve as representatives of a religion or denomination and can work in many different environments. Many caregiving ecosystems, such as hospitals, provide access to these spiritual care providers. These
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Table 1  Questions from the interview that were analyzed in this paper. Exact wordings may differ for each interview to fit the flow of the conversation.

| Question                                                                 | Respondent                                                                 |
|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| When you think of robots, what do you think of? Describe a robot to me.  | Let’s imagine an assistive robot that uses cutting-edge technology to help people in their daily lives. What activities could a robot help with the most? In what ways could a robot be designed to help someone socially, emotionally, and maybe even spiritually? Could you ever see a robot assisting you in [participant’s profession]? Could you see yourself being cared for by a robot, or perhaps a loved one being cared for by a robot if they needed it? Imagine there’s an assistive robot helping a person that needs assistance with these activities. What role does the robot play in [ex: shopping and deliveries]? How could it help someone? To what extent do you think robots could substitute human caregivers? Do you envision any specific roles for robots in healthcare, especially during the COVID-19 pandemic? |

are individuals who can offer advice to patients, their families, and other healthcare professionals on how to approach issues of life, death, quality of life, emotional well-being, interactions with vulnerable fellow-others and other issues of compassionate care [16]. When considering the introduction of AI-enabled robots in the caregiving ecosystem, it is important to understand the norms that inform how chaplains provide care; however, rather than being authoritative, this exercise will allow roboticists to acknowledge the landscape that robots might enter. Even if not directly providing the type of care offered by chaplains, AI-enabled robots that undermine the chaplains’ norms of caregiving might still threaten trust and increase distress in their limited assistive capacities.

Chaplains were identified by visiting the websites of chaplaincy departments of local hospitals and universities. Identified chaplains were then emailed and asked to participate in the survey and interview.

All of the chaplains who were interviewed were from the same metropolitan area. University chaplains from three universities with major training programs in healthcare professions were interviewed. Hospital chaplains from one hospital were interviewed. One of the participants did not officially hold the title of chaplain but was instead a chief healthcare ethicist overseeing hospitals affiliated with a religious tradition.

Chaplains from a variety of traditions were invited to participate in our study: Africana, Bahai’, Buddhist, Catholic, Church of Jesus Christ of Latter-Day Saints, Cru Agape, Lutheran, Episcopal, Evangelical, Greek Orthodox, Hindu, Humanist, Islamic, Jewish, Mar Thoma, Methodist, Sikh, and Unitarian Universalist. Participants representing the following traditions responded to our invitation and were interviewed: Catholic, Church of Jesus Christ of Latter-Day Saints, Greek Orthodox, Hindu, Humanist, Islamic, Jewish, Lutheran, and Methodist.

3.3 Analytical approach

We used an inductive and exploratory approach for identifying themes in the participants’ answers. Using this approach, we did not go into the interviews with any expectations about what participants would say, or any sense of what would be considered a “good” versus “bad” answer. Rather, we allowed our participants full creative freedom for how they wished to approach our questions. After all of the interviews were completed, we extracted themes that came up organically over multiple interviews, thereby allowing our participants’ responses to shape the direction of our analyses. In accordance with a grounded theory approach [38], and following the qualitative analysis procedures as described in O’Leary et al. [36] and Walden et al. [34], transcripts were analyzed for thematic patterns, and a codebook was developed by one of the researchers. Three of the researchers then read through the transcripts, labeling quotes with themes based on the codebook. The researchers would meet regularly to discuss themes and discrepancies until inter-rater agreement was reached. Selected quotes from participants are used to highlight identified themes.

Because we were interested in the participants’ ideas and not the particularities of their speech, we have removed disfluencies and false starts from the quotes for easy readability. Each direct quote is followed by a randomly assigned participant number – readers who are interested in following a specific person’s thoughts can track quotes belonging to the person throughout the paper by using this number as a reference.
4 Thoughts and attitudes about robots

To ground ourselves in our analyses, we wanted to have an understanding of our participants’ mental models of robots. This includes questions such as what do they first think of when they think of robots, what information sources do they draw from to form these mental models, what societal role(s) do they picture robots filling, and what concerns do they bring up about robots? To answer these questions, we looked at both the results from the pre-interview survey, as well as information peppered through the entirety of the interview itself. The purpose of this exercise was to understand how our participants were conceptualizing what a robot is, and where those ideas may stem from, before we discuss and analyze what it is that our participants think robots can do.

We know from previous studies that people’s mental models of robots are very fragile [39]. Superficial factors such as a robot’s appearance [40–43], name [44, 45], or movement patterns [46] can have large-scale effects on people’s expectations about the robot’s social and emotional capabilities. Further, these factors affect the expectations not only of robot with which they are observing or interacting, but of all robots in general [39]. Conversely, people’s prior expectations about robots’ appearances seem to depend on the application domain, even though people’s visualizations of robots have many common features [47]. Additionally, outside factors such as media [33,48] and culture [49] can shape people’s mental models of robots as well. Given all of these notable influences on mental models of robots, we purposefully referred to robots in vague terms in our interview to not inadvertently prime participants.

To get a summary of each participant’s mental model, we asked them “When you think of a robot what do you think of? Describe a robot to me.”

Some participants’ answers to this question were inspired by science fiction, which has been shown to be a salient information source for novices’ understandings of robots [50]. Expectations about what a robot is capable of are often mirror what has been shown in science fiction [51]. Participants who went down this path generally imagined a humanoid robot that can assist people with their daily lives. Several participants mentioned examples of humanoid robotic assistants from popular American television shows and movies. One talked about “C3PO” (2199), a character from George Lucas’s Star Wars. Another participant imagined an assistive robot similar to “Rosie from the Jetsons” (3259), an American animated sitcom focusing on a family in a futuristic reality. More general descriptions included a “metal, humanoid-looking science fiction version” (1392), or something with “a strange voice that moves awkwardly, doesn’t show emotions, but can help out with different tasks” (7739). One participant explained “I tend to think of a thing with eyes and ears and a nose and arms... I think that’s because of popular depictions of robots in movies... if you grew up as I did in the 1950s, [that’s your] view about what a robot is. I think it’s been only in later years that we’ve come to appreciate that the term is a much more encompassing term” (1638).

Other participants grounded their ideas of robots in ones that they had actually encountered, or knew existed, in the real world. The most frequent type of robot that these participants mentioned was a vacuum cleaning robot. For example, one chaplain mentioned “I just bought my 85 year old father a [...] robotic vacuum cleaner” (7294). Other participants mentioned robotic toys, robots working in retail, or promotional videos they had seen on the internet of real robots. Another participant gave an anecdote of a machine that they had encountered: “I went to the store yesterday – the machine that took my bottles, you just fed the bottle in and scanned it and crushed it and packaged it on the other end” (9384). These two examples highlight how drawing inspiration from current robots leads to imagining more functional, less humanoid robots than those that are drawn from science fiction.

Some participants forewent embodiment entirely and described disembodied AI systems as their conception of a “robot”. When asked how they can see a robot performing spiritual care, one chaplain talked about “a device [providing] access to a vast amount of spiritual resources—prayers, hymns, meditations” (9743). One social worker noted that “a lot of jobs in social work are computing, they’re not physical. So, you know, the idea of case management, being able to use artificial intelligence and machine learning to be able to help identify resources for people and hook them up with resources and make their appointments” (9528). Other participants imagined monitoring or emergency detection devices, with one even explicitly stated that a robot would not be necessary for this task: “a robot could check on you, but I don’t know that you need a full-blown robot to make sure that someone is up and about, because I know there’s apps for your phone. I was looking at this for my parents- if you fall down and stop moving, the phone will call someone” (7989). These ideas highlight that there may be places where having a physically embodied robot could in fact be overkill.

Finally, some participants defined functional aspects of a robot in response to the question “When you think of a robot do you think of? Describe a robot to me”. One chaplain highlighted the lack of spirituality
that a robot would have, saying “anything that has an interface, that is algorithmic, as opposed to human which, I would say, our interface is spiritual instead of algorithmic” (3756). Another participant offered a different approach: “it’s really any mechanical device [or] technological device that can perform functions that ordinarily you’d have to do in a much more clumsy way” (5292). Many other participants mentioned general robot abilities, with almost all participants imagining that a robot that would be “able to walk [and] talk” (2199). One participant explained that a robot would “physically be able to move around whatever space, and it would communicate back to me based on what I said” (6801). One participant made a mechanical distinction, describing a “robot that can walk and talk and function but is still a machine” (7392). Many participants also mentioned that a robot “can help out with different tasks” (7739) and assist humans in their daily lives. Only one participant specifically stated that a robot “can be controlled” (5279).

The mental models that people have of robots, and the sources from which they build these models, can have different implications for what expectations and desires people have of robots. For example, the science fiction and media-based robots that people referenced, namely C3PO and Rosie, both have high levels of social capability. They are also both humanoid, and the way that they complete tasks are often similar to how we might expect a human to, given the constraints and advantages offered by human morphology. Humanoid morphologies have been shown create a greater expectation for social competency, and people assume that humanoid robots will be deployed in jobs that involve interacting with people [52]. Morphologies aside, media in particular has heightened people’s expectations of robots in general [53]. In contrast, the robots of today with which some participants had actually encountered are highly task-based, non-humanoid, and have no social skills (i.e., a vacuum cleaning robot or a bottle-crushing robot). Even robots that are sometimes found in retail which are meant to greet customers present only a facade of social competency [54]. A person who expects to have Rosie-level interactions with one of those retail robots will either be disappointed or deceived by the social fluff that is presented as actual mental models of human interactants [55].

Participants who brought up disembodied AI systems pinpointed tasks where having an embodied robot may in fact be unnecessary. Though there are advantages to embodiment, there are also drawbacks; for example, with current and near future technology, it would be difficult to create a single robot that can assist a disabled person with all of the physical tasks they need assistance with. Even if that robot were to be created, building and distributing these robots to all of the people who could possibly use them would be costly, both in time and money. Disembodied AI systems could be created to execute one or two small tasks with high proficiency with less worry about wasting resources by not capitalizing on fixing an entire problem at once. These AIs can be installed as phone apps or systems that are smaller and cheaper than physical robots, allowing them to be more accessible. A view of disembodied-AI in care, rather than fully embodied robots, could result in a greater proliferation of these technologies in the care ecosystem. Conversely, developing physically embodied robots, as many participants imagined them to be, would allow the robots to actively manipulate and change their environment. While the roles that these two differently embodied types of agents would play may have inherent differences, our participants often thought of them in tangent, opening a wide array of roles that robots could possibly play in care. These mental models set the groundwork for how our participants understand the roles that robots might play in our lives.

5 Roles for robots

Our main goal with this study was to uncover roles that robots could play in healthcare and caregiving as formulated by (health)care professionals. Through several questions and prompts we asked our participants to reflect on assistive roles that robots could play in different contexts and environments: people’s daily lives in their own homes, in healthcare settings (e.g., hospitals, nursing homes etc.), and during an unusual pandemic. We also asked participants to specifically comment on whether and how they would see robots integrated as assistive devices in their own practice. Participants mentioned a range of tasks that robots could assist with, spanning the spectrum from physical assistance (e.g., disinfecting, help with locomotion) to social assistance (e.g., nudges, companionship). For physical assistance, participants identified a range of tasks, from more impersonal and distal tasks (e.g., vacuuming the floor) to more proximal and personal tasks (e.g., help with bathing or grooming). The social assistance tasks mentioned covered the span of cognitive (e.g., reminders and nudges) to socio-emotional (e.g., companionship). The different perspectives given by the varied expertise of our group of participants was essential in covering the wide spectrum of tasks. We note, for example, that social workers were more likely to mention companionship and emotional assistance from robots than
the other participant groups. The degree of disability that the robot was addressing also varied among participants. While some participants thought of robots that would simply improve well-being, others imagined robots assisting with severe impairments.

5.1 Robots in daily lives

When participants imagined robots integrated in the daily lives of people, they talked both about robots assisting with physical chores and robots performing socially assistive tasks. Table 1 shows a summary of all of the tasks that participants put forward.

With regards to physical assistance, many participants suggested tasks that robots already commonly help with such as vacuuming, mowing the lawn, or cleaning a pool (see Table 1). Robots helping with such tasks have been widely publicized in media and advertising, so it is likely that participants drew from their knowledge of existing robots when answering this question. One example of such a task that was mentioned many times was transportation. Social workers were especially aware of this with many mentioning that “transportation is a huge challenge for patients” (2199). Some participants even mentioned specific brands of self-driving cars.

When looking at physical daily life tasks that are not commonly thought of as robot roles, many participants would start listing off common chores, especially those that a disabled person may have challenges with. Many of the physical tasks that participants identified were given in this sort of way: participants would mention a challenge and someone would give a short explanation of how a robot could help with the task.

Many participants however also imagined a robot that would perform care not through physical contact, but rather through cognitive and social support, which is what SARs are being designed for [24]. For example, participants imagined a robot that would serve to remind and nudge patients to do self-care activities. One social worker explained, “I may see a client once a week or once every two weeks, and we may come up with sort of a plan to do certain things in between sessions, and a lot of times people get preoccupied and so they don’t follow through... programming robots to sort of serve as [a reminder]” (4858). Another doctor went further to specify a specific condition. They explained that someone with a “borderline IQ, to have a robot pal that would remind you how to make your bed, get up, be the ‘good morning it’s time to get up, make your bed, brush your teeth, have your breakfast, oh did you have enough good breakfast’...some of them can’t and some of them just don’t, but I bet if they had a machine that did it, kind of a cute machine, it might be helpful” (2783). Other participatory-science studies surveying caregivers of people with dementia [27] and workers with cognitive impairments [37] also expressed interest in robots assisting with nudges and reminders to help with diminished cognitive capacities due to health conditions.

However, some participants were unconvincing that robots would be able to help people with certain cognitive impairments, at least not if the robot was the sole assistance provider. One participant explained, “I don’t think a robot would be an option for care for someone living with memory impairment. That could be very scary, or for persons living with severe mental health disorders that may have hallucinations and delusions” (7392). Another participant explained that “I couldn’t see bathing, dressing, even feeding would be hard because most of the time people who need help feeding probably don’t have the cognition to interact with [the robot]” (9103). These participants present an excellent point as many of the people who require assistance with daily activities may be too impaired to deal with a robot. Such a robot would need to be extremely advanced in order to perform enough activities to replace a caregiver. This clearly will not be available until farther into the future. As one participant explained, “there’s a natural progression – we shouldn’t move from the Roomba to The Jetsons” (4923).

Another social worker mentioned that a robot would work in conjunction with a caregiver, “not that it would replace a friendship or replace a family member looking in on a patient completely, but that it would just be that set of eyes and checking in, ‘hey it’s eight o’clock in the morning, time to get up time to get take your shower and let’s have breakfast...I’m gonna watch you take those meds and then oh it’s 10 o’clock, time for you to log in and talk to your therapist, but before you do that here’s some questions we need you to ask’ all of that coming from the robot” (9384). Caregivers are often burdened with the repetitive nature of the tasks involved in monitoring someone with impaired cognitive capacities, and Moharana et al. [27] have found support for a robotic companion that could ease the burden and resulting frustration from purely repetitive interactions.

Another social worker imagined a robot reminding someone “to practice mindfulness or have you had breakfast today or it’s time to do the laundry” (9103). One chaplain imagined a similar robot but for spiritual care: “AI agent saying to you ‘let me give you your score card for the week. Here’s where you are spiritually, here’s how much you talked about yourself versus talking about other people in your conversations, here’s how much time you spent in your apps that were
teaching you principles that are of a more elevating and spiritual nature versus here’s the amount of time you spent watching [TV]” (0191). Using robots for enhancing well-being by supporting mindfulness and spiritual practices has been explored and implemented to a lesser extent in HRI, but a participatory design study investigating the use of virtual agents delivering health promotion interventions suggest that people respond very positively to agents that combine health content with personally and culturally relevant messages, such as religious and scriptural references [36]. The participants were members of predominantly Black church communities. Additionally, the idea of providing users with well-being indicators (e.g., in the form of time spent focusing on self vs. others, or time spent consuming elevating content) has a parallel in the exploration of a different robotic application: that of providing feedback about inter-personal interactions (e.g., by keeping track of natural turns, speaking percentage, interactions etc.) [56]. This shows that models of robots functioning as trackers and providers of feedback, and the robotic capabilities associated with this usage already exist and can be applied to health and well-being interventions. The idea of accurately tracking and offering people more insight into behaviors associated with well-being that are not typically monitored for one’s health profile is a powerful one, and could be supported by assistive robots. For example, there is no systematic tracking of hopefulness or activities that enhance it even though it’s been shown that changes in hopefulness has important effects on health [57]. By robots taking on this role, they could complement healthcare professionals and users could benefit from a more holistic approach to health and well-being.

Of all of the non-physical tasks mentioned by participants, these types of reminder and lifestyle robots were mentioned the most frequently. These tasks are more algorithmic than physical, so it is important to ask whether an embodied and likely more expensive robot is necessary. While self-care reminder apps already exist, an embodied robot may be more user-friendly with people who have trouble using technology as it may not require as much of a learning curve [58]. Additionally, studies have shown that robots can exert social influence on people through their embodiment [59] which might increase the likelihood that people will comply more to suggestions coming from a robot than a disembodied app. Such a robot has the potential to improve health and increase independence. The effectiveness of reminders in increasing the independence of patients with neurological diseases has been shown. One study found that when given prompts and positive reinforcement while eating unassisted, dementia patients improved their ability to eat independently [60].

In addition to imaginings of roles and tasks for robots, a few additional themes emerging from the interviews are worth pointing out: (1) the mental models caregiver have of how robots engage in these tasks, (2) the degrees of disability they imagined robotic interventions assisting with, and (3) independence as a goal of the robotic interventions. These themes emerged by chance in conversation (we did not intentionally probe for them), so only a small subset of participants contributed to these ideas; however, they can constitute good starting points for further research.

Some participants imagined a robot performing an activity in a way that would be very similar to a human. For example, when asked how a robot could help with shopping, one chaplain explained that the robot “would have a map with all the aisles, and they would know where things are located and they would take the barcode of what has been put on a list into their system and go find it in the aisle and then pick it out of the aisle and drop it into after scanning into a bag and they would pay” (3756). However, some other participants imagined an activity being done in a completely new way. In response to the same question, a doctor explained that a robot would “put it all in a box and pick it up on a drone and deliver it to you” (5292). Participants did not comment directly on the implications of robots following (or not) a human model for executing tasks, but research in HRI is starting to pay attention to the way in which human-robot interactions are impacted by the way tasks are performed by the robot [61]. The shopping task described by the participants is impersonal and distal enough that one might not have any preferences for how it is performed, but for other more personal and intimate tasks, such as grooming and bathing people might have more clear expectations and preferences for how they should be done. Being mindful of what different stakeholders in the healthcare and caregiving ecosystem have in mind for how different tasks are performed is important input into the design of the robots, because it may have implications for robot acceptance.

The participants imagined robots assisting with various degrees of disability. The open-endedness of the question allowed participants to not only imagine how a robot would help, but also what type of disability the patient has. As one participant explained, a patient could be “physically disabled”, but “there’s many different ways that you could be” disabled (8201). It was common for participants to imagine a patient in a “wheelchair” (7739). Or more generally someone with “mobility issues” or “sight difficulties” (2199). While
Participants 4858 and 2783 focused on self-care tasks that would be beneficial to anyone’s well-being. Participant 9384 focused on medical tasks such as complying with medication and treatment. This points to two ideas: (1) robots are perceived as covering a large part of, if not the entire spectrum of disability; and (2) the robot functionalities needed for interventions at a high degree of disability can find purpose at lower level as well, and maybe even for playing a role in prevention. This is in line with the idea of using Universal Design [62] for developing robotic technologies. Universal Design principles advocate for designing objects to serve people across a spectrum of ability. As an example of Universal Design, it is worth taking another look, with disability levels in mind, at the nudge and reminder functionalities of robots that many participants brought up: they can be useful both for helping people maintain a higher-degree of emotional and spiritual well-being even outside of health concerns, and they can also be used to heavily support daily functioning for people with more severe cognitive impairments.

With respect to the goals of robotic assistance, participants consistently imagined robots that would help someone in being more independent than they would without a robot. Participant 9384 specifically mentioned that the person assisted would still have a human caregiver. Nonetheless, independence was mentioned as an important factor by our participants. Several participants used more general descriptions to explain that a robot could increase a patient’s autonomy. One participant explained that having an assistive robot “could be really liberating to have that 24-hour assistance” (6786). Another participant gave an anecdote: “Both of my parents had Alzheimer’s and my mother particularly sort of lived independently for a long time but she was declining and it was getting more and more problematic for her. We eventually had to put her in a nursing home. . . . if a robot could have helped to kind of keep her in the place where she was living, I think that could have been maybe beneficial” (4858). Participants believed that allowing a patient to remain independent longer was beneficial. This is in agreement with both the goals set forth by assistive robotics [63,64] and in line with quality-of-life studies [65]. For example, one study showed that elderly people prefer to age at home due to familiar surroundings and a sense of community [66]. Focusing on the person’s independence is also paramount to avoiding enfeeblement, when the robot takes on too many of the daily living tasks resulting over time in a loss of capability and over-reliance on robots [67].

Many of the roles envisioned for the robot as assistants in the daily lives of people, such as reminders, nudging to reinforce better health habits, encouraging self-care can be thought of as preventative care. Participants also saw roles for robots for more acute, health-critical circumstances which we will explore in the following sections.

5.2 How robots can be a part of healthcare

Many participants, especially social workers, saw the potential for robots assisting with therapy. Robot use for structured therapeutic protocols is an active area of research in HRI [67]. One doctor explained that robots “would be wonderful potential in terms of people with social anxieties, people with other sort of interpersonal disabilities like autism spectrum disorder” and that they can be good for “practicing conversations” (9528). A social worker had the same idea: “robots would probably be easier for some people than talking with others, but as a means of developing social skills. A psychology tool” (1392). Another social worker mentioned “exposure therapy...for people who have different types of maybe social anxieties [to] give them a non-threatening experience to practice with” (2199). Another participant imagined a robot providing feedback, explaining that the robot could “reinforce behaviors, positive behaviors to model interactions... I think it could be programmed to interact with people who have different difficulty interacting, and even help them modulate their emotions” (9103). Again, many participants envisioned socially assistive robots, which indicates that participants felt that robots could assist people not just for physical health but also social and emotional health.

Using robots to train interaction in neuro-divergent individuals has been studied in HRI. For example, one study shows that autistic children who were assigned to interact with a robot spoke more than those interacting with a human or a computer game [68]. However, while researchers in this study suggested that robots could potentially be used to reinforce behaviors, they were not able to determine whether robot interaction was beneficial to change behavior. Another study showed that an adaptive and personalized online treatment for social anxiety was effective [69]. However, this study is slightly different from what is being proposed by the interviewees. It involved pre-recorded sessions from clinical psychologists and functioned similarly to an adaptive online course. Further research is necessary to develop and study a treatment for social anxiety where an AI talks directly with the patient to parallel real-life social situations. Also, it should be evaluated whether embodiment of such an AI could add additional benefits.

One doctor explained that a robot would be effective for applied behavior analysis (ABA) which is a
type of therapy that involves reinforcement to eliminate undesirable behavior in autism spectrum disorders. The doctor explained that a robot could be helpful in ABA because it is “grueling work: it’s repetitive [and] very costly.” They explained that this treatment is only available to children who have “families that can afford to send their kid to this school” (2783). Lowering healthcare costs and therefore expanding access to treatments is considered to be one of the key benefits of integrating AI and robots into healthcare [70]. Some participants, however, disagreed with the idea that robots could lower healthcare costs. One participant explained that “the big limitation, like so much of this stuff, is going to be costly. People... are not going to pay 10-, 20-, 30,000 for a robot” (4128). In addition to the cost of creating a such a complex robot, mass production to lower costs may not be feasible as there are countless different disabilities each of which would require different robot features. One participant explained, “the robot would just have to be tailored to the particular need of the person” (5501).

In addition to emotional and social support for people, healthcare workers imagined many algorithmic tasks being taken over by robots. Several social workers specifically mentioned discharging a patient, and the tasks involved in releasing a patient from a clinical setting. One explained that “a social worker in a health care setting traditionally does discharge, so they could do all the discharge with a robot” (6801). Another explained that “some of the significant barriers we have when patients discharge from a hospital and go home is just that- that ability for them to get to appointments and because of either financial restraints around transportation or physical restraints around mobility and that could all be alleviated and you could have a social worker working wherever, sort of monitoring multiple patients through robots” (9384). Another social worker spoke more generally, explaining that “a lot of jobs in social work are computing. They’re not physical, so the idea of case management, being able to use artificial intelligence and machine learning to be able to help identify resources for people and hook them up with resources and make their appointments” (9528).

Another participant mentioned “taking patient histories and the data mining” (5211) as a potential application of robots.

The HRI literature has suggested that robots would take over dull, dirty, and dangerous tasks [71]. Many of the healthcare professionals interviewed imagined robots capable of doing tasks that can be grouped into these categories. Several participants thought that robots were capable of performing dull, repetitive tasks, perhaps even surpassing human ability at performing them. One explained, “I think that they would be able to substitute at the level of repetitive tasks, mundane tasks” (1392). One doctor even specified that robots “probably do a better job than some caregivers, at least in terms of a sort of goal-oriented task of completing something accurately and in a repeated fashion without getting tired” (6889). Many participants believed that robots could be a huge asset in healthcare by taking over basic jobs and freeing up professionals to do work that is more meaningful to them and to the patient. For example, one participant said “my mother had health care aides come in to kind of help them clean the apartment, maybe help her take a shower, that sort of thing. And so I could see a robot doing that, and then allowing health care aides or aids people to come in and give that companionship. So they could focus on that while the robots could do the more the household chores” (4858). One public health professor explained the impact of freeing up a doctor’s time: “when you go to the doctor’s, there’s a lot of routine questions that you get asked- they take a history and they do a physical and whatever else. There’s no reason the robot couldn’t do that, and in fact I think a robot could do a much more thorough job because why? Because too many physicians in practice now are overworked” (1638). The effects of having an assistant to take over mundane and often unfulfilling tasks in healthcare have been studied. One study found that overall physician satisfaction increased when a scribe took over the routine and time-consuming task of recording information in electronic health records [72]. In addition to talking about dull tasks, one participant imagined a robot taking over some of the dirty jobs in healthcare by “wiping somebody’s [butt]… the basic, mundane, or unpleasant aspects of what we do for each other could be done by a robot” (9743). In healthcare, dirty and dangerous tasks tend to overlap as exposure to disease is an inherent risk of caring for the sick. This is particularly relevant for the roles of robots in health crises such as pandemics.

5.3 Robots’ role in COVID/other pandemics

The COVID-19 pandemic brought the dangers of working in healthcare into the public eye. As for the use of robots in healthcare, a pandemic could potentially add another layer of utility and urgency to using robots rather than humans (at least for some tasks). For this study, interviews were conducted from September 2020 to June 2021, so participants would frequently mention the pandemic. Additionally, the healthcare worker groups were specifically asked “Do you envision any specific roles for robots in healthcare especially during
the COVID-19 pandemic?" All of the possible benefits of using robots in a pandemic that participants mentioned were related to reducing human to human contact, with the greatest benefit being that a robot could not act as a host for the virus and it “could be cleaned after each patient” (6889).

Many of the ideas that were mentioned when discussing the potential roles for robots in healthcare or in daily life were also mentioned in the context of the COVID-19 pandemic. Overall, participants imagined that robots would help patients “avoid some of the risks” involved with COVID-19 “by potentially obtaining things that people need so they don’t have to potentially travel to them” (2199). More specifically, another participant explained that robots could help “deliver groceries ... deliver medication” (5279). Robots would “do the food shopping or go out and pick up things. If they needed a haircut, cutting their hair” (4858).

The most common type of assistance participants imagined robots doing during a pandemic can be thought of as logistical help. Several participants even imagined a robot that could “administer the vaccine” (5292) or a robot that could “automate a lot of the testing” (4128). Some participants imagined robots eliminating bottlenecks in COVID related production. Explaining that robots can “produce the vaccine” (7739) or “make masks, or at least facilitate making masks” (9528). At the time of these interviews, the news was filled with stories of vaccine and PPE shortages. With these tasks, participants may have mentioned a robot simply because they knew of the issue rather than because a robot would be more efficient or desirable than a human.

Many participants imagined a robot working directly in healthcare. Some tasks were similar to those in daily care. One participant spoke about the benefits of “within the hospital or the institutional setting ... [getting] food to people” (9103). One doctor spoke more generally, “you wouldn’t be worrying about having to to protect the caregivers, you wouldn’t have to worry about having to protect yourself from the caregivers...a level of care could be given on a routine basis” (1392). Participants quickly saw the benefits of using healthcare robots in the pandemic, and many wished such a technology had been available. One doctor explained that “it would have been great to have robots able to do a whole bunch of stuff in the healthcare arena in the early days of Covid because it would have reduced infection and transmission among healthcare workers” (1132). Another doctor imagined an expanded form of a technology already being used during the pandemic. They explained, “currently the telehealth visits are limited in that you are not able to examine the patient in real time, you have to depend on the audio interaction or possibly a video interaction, but are not able to examine the individual. Having a device that could perform an examination would be very useful if we were to go back through a pandemic such as we did” (6889). One challenge with such an examination robot would be the need for it to interact with each patient. This would require the patient to either already have an assistive robot capable of examining them or to have a robot delivered to a patient for each appointment. Another doctor imagined a robot in a hospital: “if you imagine a robot that had great tactile feedback, great imaging, you could place personal protective equipment on others by a robot— you wouldn’t need a second person to help them tie up one of the gown[s]” (9272). This idea would minimize the need for providers to interact with each other while not in PPE. Another participant imagined “a technology that could do virus detection at home [and] sanitize certain items” (7392). While the participant mentioned using virus detection in the home setting, such a device could potentially be useful in many environments, including clinical ones. Due to the high contagiousness and airborne transmission, virus detection has been an issue throughout the pandemic. One company called Roboscientific was able to create a sensor specifically for COVID-19 and claims to have near perfect accuracy [73].

While robot roles envisioned for daily life promotion of well-being or in assisting with (non-pandemic related) health conditions more directly were focused on socially-assistive robots, only one participant mentioned social robots in response to the COVID-19 question. They mentioned a robot assisting with “some sort of social interaction and broadcast games and have some dialogue with an individual about music or what have you connect them you know to other worlds maybe tours and things like that” (7392).

6 Robot’s potential for humanistic care

This research project was based on the premise that caregiving is multidimensional and engages and affects many different life aspects of both the person receiving care and the caregiver. Caregiving is concerned not just with physical aspects of functioning and well-being, but also with social-emotional and even existential dimensions of people’s lives. It is this multidimensional approach to the concept of caregiving that motivated the selection of our participants spanning healthcare professions that address the wide-range of needs. Our view of caregiving is compatible with the concept of “humanistic” care which has been linked to assistive
Table 2  A summary of the robot roles our participants discussed, as organized by type of task (note: some tasks may appear in multiple columns as they fit multiple task types).

| Physical Tasks                  | Cognitive Tasks                  | Social/Emotional Tasks                          |
|--------------------------------|----------------------------------|------------------------------------------------|
| Vacuuming/cleaning             | Playing games                    | Interacting with children                       |
| Getting dressed                | Reading assistance               | Facilitating conversation                       |
| Preparing food                 | Waking you up                    | Companionship                                   |
| Controlling household appliances| Making appointments             | Telling someone to exercise, do a breathing    |
|                               |                                  | exercise, meditate, etc.,                      |
|                                |                                  | Telling a visually impaired person about       |
|                                |                                  | their surroundings and where to look during a   |
|                                |                                  | social interaction                              |
| Mobility assistance            | Maintaining checkbooks           | Pet-like companion                              |
| Cooking                        | Voice transcription              |                                                |
| Mowing the lawn                | Data management                  | Giving elderly people something to care for    |
| Carrying things                | File-keeping                     |                                                |
| Deliveries                     | Reading scriptures aloud         | Giving virtual tours                            |
| Shopping                       | Working with patients who were discharged from the hospital | Playing games |
| Bathing                        | Registering patients for healthcare | Making appointments |
| Retrieving items throughout the house | Case management               | Tracking behavior and giving weekly report on spirituality |
| Fall/emergency detection       | Taking patient history           | Suggesting appropriate scripture or music during a crisis |
| Using the toilet               | Medication administration or reminders | Gathering information on health related quality of life |
| Cleaning a pool                | Recording symptoms of a disease | Repetitive therapies for autism spectrum disorders |
| During Muslim prayer: helping with prostration, bowing, and washing feet | Recording symptoms of a disease | Exposure and/or desensitization therapy for phobias or anxieties |
| Taking and recording vitals   |                                  | Helping to avert a crisis such as an anger episode or panic attack |
| Surgery                        |                                  | Painting someone to resources during a crisis |
| Early detection of disease     |                                  | Avoiding infection by using telepresence to replace in-person appointments |
| Examination of nerve function  |                                  | Helping socially anxious people prepare for a return to work/school |
| Giving injections/vaccines     |                                  | Providing companionship and interaction         |
| Advanced prosthetic limb       |                                  |                                                |
| Drawing blood                  |                                  |                                                |
| Rolling patients over in bed to avoid bed sores |                                  |                                                |
| Covid-19 testing               |                                  |                                                |
| Producing and distributing PPE |                                  |                                                |
| At-home virus detection        |                                  |                                                |
| Sanitizing                     |                                  |                                                |
| Cutting hair                   |                                  |                                                |
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robotics by Coghlan [30]. This view of care imagines patients who are not just cared for physically but also emotionally and socially in seemingly empathetic and thoughtful ways. Coghlan imagines a type of care that feels human even if it is provided by a robot.

When people engage in caregiving towards one another they usually do this in the context of a relationship, that often combines to varying degrees multiple different dimensions of care: physical, social-emotional and existential-spiritual. As we have shown in previous sections, people imagine robots performing tasks that may fit into all of these care dimensions. In this section we explore the following themes: (1) the extent to which robots can approach human levels of caregiving; (2) the extent to which this is desirable; and (3) in as much as robots enter the care ecosystem the ways in which they can do that meaningfully and beneficially without disrupting other care relationships.

One of the most heavily debated ethical issues in using robots for care is whether artificial relationships are inherently inferior to human-human relationships or even social at all [74]. Our participants most often imagined disabled or elderly people as receivers of robotic care. These groups of people tend to experience higher levels of social isolation which ultimately results in worse health outcomes; a human caregiver can represent a form of social interaction for these people [75]. Human caregivers often provide not just assistance with physical needs but also social interaction and empathy, features of “humanistic care” [30]. Thus, in a case where a robot is replacing or even just supplementing a human caregiver it is important to not just consider whether
the robot is capable of performing its required tasks, but if it is able to provide the social and emotional aspect of a human caregiver.

Even though some participants were in favor of robots assisting with more social aspects of care such as therapy in a narrow way (when it involved repetitive, highly-scripted tasks), many were adamantly opposed to using robots/AI for counseling, especially in high-stakes scenarios when people would be faced with deeply existential problems (e.g., the death of a child). This idea was most often brought up by chaplains and social workers. A chaplain explained that a robot would not be able to offer counseling because of its lack of empathy and that “the connectivity of humanity would be lost with something artificial” (4923). A social worker explained: “I don’t envision robots being able to have a genuine emotional connection with somebody in that way, especially after they’ve experienced a crisis or a traumatic event” (5279). A hospital chaplain gave an example of a specific crisis: “it seems like the human capacity to receive robotic care, I would think that would work into some real limitations around highly critical human experiences like death of a child... would you want a robot to roll in and say the prayers for your child who’s about to die?” (9743). Earlier in the interview, Participant 9743 explained that they are frequently called upon to give counseling to the grieving family of a recently deceased patient. Participant 9743’s personal experience offers an explanation as to why social workers and chaplains were the groups most opposed to robot-delivered counseling.

Several other participants who were unconvinced of robots’ ability to maintain a human-human level relationship focused their concerns on robots providing companionship. “I definitely think you can provide companionship but they maybe just can’t provide a complex relationship, a truly human complex relationship” (9528). Another participant said: “I have some hesitation about that in using something that’s non-human to keep people company, but that aside, I could see something like that being useful” (4858). Almost all of the participants who talked about companionship were supportive of robots engaging in some level of emotional interaction and support as long as it did not become the user’s only interaction. One participant explained that “any task other than something that’s deeply emotional or would require compassion or empathy I could see a robot doing” (5279). It is important to note that no participants mentioned social or emotional concerns when asked about robots in a pandemic. A possible explanation is that given the urgency of a pandemic robots were viewed as instruments able to prevent loneliness rather than to enhance it.

Some participants emphasized that using robots in care can be a matter of preference and choice: “It could be liberating for one person and oppressive to depressing to another” (6786). Some participants even saw more advantages to human-robot interactions than human-human interactions for certain narrow domains: “When I think about social and psychosocial issues, yeah for sure I think there’s a lot of ways that I would be fine and in some ways I’d prefer to connect with a machine; sometimes having to build the rapport with a person is challenging or there’s barriers there. I think too of being objective and I think of one of the issues that social workers spend a lot of time thinking about, [which] is just bias in the work that we do, bias that I bring to my interactions with clients, and I think robots could be maybe- there would have to be some thinking around it but- completely free of bias” (9384). This suggests that instead of worrying about the equivalence between human caregiving and robotic caregiving it might be more appropriate to think of how robots could fit in a caregiving ecosystem where both humans and robots provide care.

Indeed, some participants expressed concern not about the human-robot interaction per se and its shortcomings in terms of humanistic care, but more about the effects the presence of the robot would have on the other human-human interactions. One participant explained that having a robot caregiver, even if it was not specifically designed to have a relationship with the patient, would reduce human to human interaction: “for many folks, the caregiving person is their human connection. That’s very meaningful, and so I wouldn’t want to take that away...but that said, I know there’s folks who really need the support, however it comes” (6786). Even though this participant was hesitant about replacing a human, they believed that it may be a necessary evil as it would expand access to those who did not have it in the first place. The worry that robots might reduce human-human interactions has been highlighted by many robot ethicists as well [76,18]. As a solution, participants favored setting a threshold for the level of emotional care that should be done by a robot. Often this threshold was ambiguous and participants believed that robots would not be able to “replace human care” but rather “work collaboratively with human service providers” (7392). One participant noted: “Not that it would replace a friendship or replace a family member looking in on a patient completely, but that it would just be that set of eyes and checking in” (9384). Another idea was using “technology as a medium, alleviating loneliness to a certain extent like Zoom, Whatsapp” but not using a robot as the actual “subject itself [to] alleviate loneliness” (2543).
7 Conclusions

7.1 Limitations

Through its exploratory design, this paper sought to inform future robot designers and researchers about the expectations people in the care ecosystem have about robots through open-ended interviews. However, the nature of this research means that the authors were not testing any specific hypothesis. At the same time, the complexity and diversity of answers meant that any quantitative analysis of participant responses would over-simplify opinions and be of little use to future researchers. The authors of this paper hope that this work will lead to future hypothesis-driven research that will be able to more concretely establish the feasibility, acceptability, and necessity of the participants’ suggestions.

Our paper only addressed formal and spiritual caretakers, and only a subsection at that. Future work should ask these and similar questions that we considered in our interviews to other members of the care ecosystem such as informal caregivers and patients. Adding these points of view will help color in the picture of expectations of parties in the care ecosystem.

Within the participant pool itself, most were academics from large metropolitan areas on the North Eastern coast of the United States. The participants were also selected via convenience sampling. There is a concern that this sample may not be representative of the stakeholder groups at large. Previous quantitative survey-based studies have found significant differences in perceptions of robots between countries within Europe [77]. It is possible that similar differences exist within US geographic regions and between the US and other nations. We hope that comparison to future studies with different participant pools will be informative.

Robots are just beginning to be good enough to actually be incorporated meaningfully in caregiving. We don’t yet have good theories or extensive data to go off of. The study is still valuable because it offers important leads for theory and hypothesis formation and some practical insights into data gathering.

7.2 Implications for HRI

It is encouraging to see many of the uses of robots that are being explored in HRI echoed in the participants’ interviews. This suggests that robots and their assistance is unlikely to be rejected just because they are robots. It is particularly noteworthy that healthcare professionals view robots as suitable not just for performing physical and menial tasks, but see them as providing cognitive, social and even emotional support, which is exactly what the class of socially assistive robots (SARs) are meant for [24]. It is also notable that participants talk fairly favorably about robots assisting with very proximal and personal tasks such as bathing. It remains to be seen whether receivers of care would be welcoming of such robotic interventions.

The interviews conducted suggest that robots could be useful for all dimensions of care, from physical, to social-emotional and even, through performing narrow tasks, for supporting the spiritual-existential dimension of care. This mirrors work that is currently being done in human-robot interaction, with Song & Kim [78], for example, exploring physical care that robots can give, Hung et al. [79] showing the possibilities for social-emotional care with the Paro robot, and Löfler et al. [80] looking into spiritual care with robots. Participants did stress limitations in the robots’ ability to provide comprehensive humanistic care; however, by complementing rather than replacing human caregivers, robots were generally seen as potentially useful rather than disruptive additions to the healthcare ecosystem. Other work has talked about ways to reconsider robot roles so that they can maximize potential benefits while hopefully minimizing problematic pitfalls [81].

Potential problems with the introduction of robots in the caregiving ecosystem were noted not just in relation to robots capabilities (or lack thereof), but also with how they might be used. The idea of humanistic care highlights the fact that the different dimensions of care are not neatly separated but rather intertwined, for example assistance with a physical task can also provide emotional comfort [30]. A possible solution pointed out by participants was a mindful and limited use of robots in caregiving so as not to lead to a neglectful approach to deeper aspects of care that they cannot fulfill. Overall the results suggest that working on both improving robot capabilities as well as creating sound frameworks for the circumstances and extent to which robots should be used would ensure that they are a welcome and beneficial addition to the healthcare and caregiving ecosystem.

Comprehensive literature reviews on healthcare robotics have shown numerous potential roles for robots in healthcare based on the evaluations of medical professionals in specific fields [82]. However, few examples in the literature provide the perspective of hospital chaplains and address the spiritual, social, and emotional aspects of healthcare. These perspectives are particularly important to consider in the context that religiosity has been shown to be negatively correlated to the acceptance of socially assistive robots [83].
Several previous studies have shown that individuals are concerned about the potential loss of human contact when implementing robots to assist people with activities of daily life [84]. The participants in our study shared these concerns while also offering insights into ways to mitigate this through combined approaches. We hope that the quotes from our participants will inform future robot designers and researchers as they attempt to create robots that improve the lives of people who require this assistance.

As robotics technology improves, robots will be able to perform a wider range of tasks in our society. At the same time, populations in most developed countries will age over the next several decades [85, 86]. Inevitably, this will lead to a need for robots to assist with caregiving. Caregiving is a deeply human role, so removing humans from it could be controversial [87]. It is important that robots enter this ecosystem in a way where people feel as though they are adding something to caregiving rather than taking something away.

It is essential for future designers to design a robot to assist with caregiving without taking the human aspect out of it and creating something deeply controversial. The authors of this paper believe that there is a role for robots in caregiving. However, the optimal design and capability of robots in this space still needs to be determined. Exploratory research like this is necessary to determine the best way to design robots within controversial spaces such as caregiving. It is our hope that this paper will be informative to future researchers as they continue to study robots in caregiving.
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