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Abstract: The loop cutset solving algorithm in the Bayesian network is particularly important for Bayesian inference. This paper proposes an algorithm for solving the approximate minimum loop cutset based on the loop-cutting contribution index. Compared with the existing algorithms, the algorithm uses the loop-cutting contribution index of nodes and node-pairs to analyze nodes from a global perspective, and select loop cutset candidates with node-pair as the unit. The algorithm uses the parameter $\mu$ to control the range of node-pairs, and the parameter $\omega$ to control the selection conditions of the node-pairs, so that the algorithm can adjust the parameters according to the size of the Bayesian networks, which ensures computational efficiency. The numerical experiments show that the calculation efficiency of the algorithm is significantly improved when it is consistent with the accuracy of the existing algorithm; the experiments also studied the influence of parameter settings on calculation efficiency using trend analysis and two-way analysis of variance. The loop cutset solving algorithm based on the loop-cutting contribution index uses the node-pair as the unit to solve the loop cutset, which helps to improve the efficiency of Bayesian inference and Bayesian network structure analysis.
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1. Introduction

Bayesian inference uses the structure of the Bayesian network and its conditional probability table, to calculate the probability of certain nodes taking values after given evidence. Cooper proved that Bayesian network reasoning is an NP-hard problem [1]. The loop cutset is a key structure in Bayesian networks, especially when doing Bayesian inference. Pearl proposed The Method of Conditioning to solve the multi-connected network (a network that can have more than one pathway between nodes) reasoning problem in 1986. The basic idea is to instantiate some conditional nodes to make the multi-connected network structure meet the single-connected characteristics (a network that has only a single pathway from any node to any other node), and then infer with the message passing algorithm. The set of nodes that need to be instantiated is called a loop cutset. The algorithm complexity of the conditional algorithm increases exponentially with the loop cutset size. To reduce the computational complexity, it is natural to reduce the size of the loop cutset as small as possible. Therefore, solving the minimal loop cutset becomes necessary. In addition, loop cutset is also an important structural measure in Bayesian network structure analysis. The purpose of the loop cutset solving algorithm is to find the minimum loop cutset.

According to Cooper’s related work, the problem of finding the minimum loop cutset has been proved to be NP-hard [1]. In the current research, there are three main types of algorithms for solving loop cutset in Bayesian networks: heuristic algorithms, random algorithms, and precise algorithms. The focus of precise algorithms is to find accurate
solutions, and its algorithm efficiency is low. Readers can get more information from the literature [2].

The greedy algorithm is the main representative of the heuristic algorithm. Suermondt and Cooper first proposed the greedy algorithm for the solution of loop cutset in 1988, and also proposed the conditions that the loop cutset nodes need to meet [3,4]. For a Bayesian network with n nodes, the time complexity of the algorithm for finding loop cutset is \( O(n^2) \) in the worst case. Becker and Geiger proposed the MGA algorithm based on the greedy algorithm in 1996 [5]. The time complexity of MGA is \( O(m + n \log n) \), where \( m \) and \( n \) are the numbers of edges and nodes of the Bayesian network, respectively. The greedy algorithm mainly uses the local optimal strategy and selects loop cutset candidates in single-element units, which is not excellent in time complexity.

Becker et al. proposed the random algorithm WRA in 1997 to solve the loop cutset problem [6]. The WRA obtain the minimum loop cutset with probability greater than \( (1 - \frac{1}{2^k})(\frac{6^k}{k}) \) through \( O(c \cdot 6^k n) \) steps, where \( c \) is a constant specified by the user, \( k \) is the size of the minimum loop cutset, and \( n \) is the nodes number of the Bayesian network. The time complexity of the random algorithm is higher, and the loop cutset obtained is usually larger than the greedy algorithm.

Existing loop cutset solving algorithms mostly use local optimal strategies to analyze nodes and select loop cutset candidates in the single-element unit. To improve efficiency, this paper discusses whether it is possible to analyze the nodes from a global perspective, and select loop cutset candidates in the node-pair unit.

Since we select nodes as loop cutset elements, it is natural to consider which nodes are more “suitable” than others, which needs measurements. Scholars have been studying the issue of nodes measurements in the network very early. Freeman formalized three different measures of node centrality: degree, closeness, and betweenness, in 1978 [7]. Based on this, Barrat et al. extended these measures to weighted graphs [8], and Newman et al. extended closeness and betweenness [9]. Degree and path are commonly used to measure the nodes in multiple scenes and have achieved the expected effect. Wei et al. proposed measurement of the relationship between two nodes—shared nodes (the nodes adjacent to these two nodes at the same time are the shared nodes between the two nodes) [10]. The number of shared nodes reflects the closeness of the nodes’ relationship.

Inspired by the idea of node centrality measurements, to analyze from a global perspective, this paper defines the loop-cutting contribution of nodes and gives the general form and simplified form of the loop-cutting contribution function. To select loop cutset candidates in the node-pair unit, this paper combines the theory of shared nodes to define the loop-cutting contribution of node-pairs. With the theory of the loop-cutting contribution of nodes and node-pairs, this paper presents an algorithm for solving the approximate minimum loop cutset: the contribution function algorithm. The algorithm allows users to set two parameters \( \mu \) and \( \omega \), dynamically and comprehensively analyze all nodes in the graph, and selects loop cutset candidates in the unit of node-pair, which also makes the algorithm more efficient.

The following of this paper is organized as follows: Section 2 gives the relevant preliminary knowledge, which is convenient for later understanding; Section 3 defines the loop-cutting contribution of the nodes and the node-pairs, and gives the loop-cutting contribution function; Section 4 gives an algorithm for solving the approximate minimum loop cutset: the contribution function algorithm; Section 5 gives experiments to prove the effectiveness of the algorithm and the improvement of the efficiency; Section 6 summarizes the paper and gives suggestions for follow-up work.

2. Preliminaries

**Definition 1** (graph concepts). A simple graph \( G \) is defined by a node-set \( V \) and a set \( E \) of two-element subsets of \( V \), and the ends of an edge \( uv \) are precisely the nodes \( u \) and \( v \). A directed graph is a pair \( D = (V, E) \), where \( V = \{X_1, \ldots, X_n\} \) is the set of nodes and \( E = \{(X_i, X_j) | X_i, X_j \in V\} \)
is the set of edges. Given \((X_i, X_j) \in E, X_i\) is called a parent of \(X_j\), and \(X_j\) is called a child of \(X_i\).

A loop in a directed graph \(D\) is a subgraph whose underlying graph is a cycle [11].

**Definition 2 (Bayesian Networks).** Let \(X = \{X_1, \ldots, X_n\}\) be a set of random variables over multivalued domains \(D(X_1), \ldots, D(X_n)\). A Bayesian Network (Pearl, 1988), also named a belief network, is a pair \(<G, P>\) where \(G\) is a directed acyclic graph whose nodes are the variables \(X_i\), and \(P = \{P(X_i | pa(X_i)) | i = 1, 2, \ldots, n\}\) is the set of conditional probability tables associated with each \(X_i\), where the \(pa(X_i)\) are the parents of \(X_i\). The Bayesian Network represents a joint probability distribution with the product form:

\[
P(x_1, \ldots, x_n) = \prod_{i=1}^{n} P(x_i | pa(X_i))
\]

Evidence \(E\) is an instantiated subset of variables \(E \subset X\) [12].

**Definition 3 (loop cutset).** A vertex \(v\) is a sink with respect to a loop \(L\) if the two edges adjacent to \(v\) in \(L\) are directed into \(v\). A vertex that is not a sink with respect to a loop \(L\) is called an allowed vertex with respect to \(L\). A loop cutset of a directed graph \(D\) is a set of vertices that contains at least one allowed vertex with respect to each loop in \(D\) [12].

The loop cutset problem, for a directed acyclic graph \(G = (V, E)\) and an integer \(k\), is finding a loop cutset \(S \subseteq V\) such that \(|S| \leq k\) and \(G'\) is a forest, where \(G' = (V, E'), E' = \{(u, v) \in E, u \notin S, v \notin S\}\).

**3. The Loop-Cutting Contribution of the Node and Node-Pair**

Inspired by the node centrality measures, this paper focuses on the loop-cutting contribution of each node in the network. The contribution should be related to the node itself and change dynamically in the loop cutset solving process.

Intuitively, we define the loop-cutting contribution of the node as the number of loops in which the node is located, so that the more loops the nodes in, the more loops it can cut, and the greater its contribution. This is consistent with the actual situation. However, the contribution is an integer here, and the value range is uncertain. To inspect the loop-cutting contribution of the node more intuitively and to make the calculation more convenient, we divide the number of the loops which the node in by the number of the total loops in the graph, as the loop-cutting contribution of the node, so that the contribution value is within a fixed range \([0, 1]\). The preliminaries in Section 2 clarifies that sink nodes cannot appear in the loop cutset. Therefore, when defining the loop-cutting contribution, the key side effects of the sink node on the loop cutset should also be considered. Based on this, we set the loop-cutting contribution of all sink nodes in the graph to 0, which ensures that all sink nodes will not be selected into the cut set in the subsequent algorithm. The loop-cutting contribution of a node can reflect the number of loops cut by the node, as well as the influence of the node on the graph.

**Definition 4 (Node’s Loop-cutting Contribution).** For a directed graph \(G = (V, E), v \in V,\) if the number of the parents of \(v\) is greater than or equal to 2, then the node’s loop-cutting contribution is 0; otherwise, the node’s loop-cutting contribution is the number of the loops which the node is located in, divided by the total loop number of the graph \(G\).

Based on the above definition, we give the loop-cutting contribution function of the node as:

\[
f(v) = \begin{cases} 
\frac{N_{v\text{-loop}}}{N_{G\text{-loop}}}, & v \text{ is not a sink node;} \\
0, & v \text{ is a sink node.}
\end{cases}
\]

where \(N_{v\text{-loop}}\) is the number of loops which the node \(v\) in, and \(N_{G\text{-loop}}\) the total loop number of graph \(G\).
However, calculating the number of loops passing through a certain node is currently a complicated problem, and there is no widely recognized algorithm. Based on the theory of reference [13], we consider the use of simplified form, i.e., use the node degree to replace the number of loops where the node is located. The degree of a node in a graph is the number of edges that have that node as an endpoint. We denote the degree of node \( v \) as \( \text{deg} \ v \).

For a Bayesian network \( G \), and a node \( v \) in \( G \), we denote the degree of node \( v \) as \( \text{deg} \ v \), and the largest degree of all nodes in \( G \) as \( \Delta(G) \), then, the simplified form for the loop-cutting contribution of node \( v \) is given as follows:

\[
\text{g}(v) = \begin{cases} 
\text{deg} \ v, & \text{if } \Delta(G) v \text{ is not a sink node;} \\
0, & \text{if } v \text{ is a sink node.}
\end{cases}
\]

The Bayesian network model shown in Figure 1a has 10 nodes, among which the nodes with the largest degree are E and H, both are 4; the nodes with the smallest degree are A and B, both are 1. There are four sink nodes in the graph: nodes C, F, H, and I. The loop-cutting contribution of the sink nodes is 0. The loop-cutting contribution of other nodes is their node degree divided by 4, the value of largest degree in G. In Figure 1a, the loop-cutting contribution of each node is marked. A node with a degree less than 2 in the graph have no loops and cannot be an element of loop cutset. we call nodes with degree less than 2 interference nodes. Not only are these interference nodes cannot be selected into the loop cutset themselves, but they also have a negative impact on the loop-cutting contribution of other nodes. Interference nodes contribute unreasonable degrees to other nodes. The new model obtained after iteratively removing the interference nodes can get more accurate loop-cutting contribution of nodes. Figure 1b shows the new model without interference nodes and the loop-cutting contribution of each node. It can be seen from the figure that the difference in the loop-cutting contribution of node D in Figure 1a,b is still relatively large, which are 3/4 and 2/4 respectively. The reason is that the new model removes the interference nodes A, B, and C.

Figure 1. Bayesian network models and node’s loop-cutting contribution values.

In the loop cutset solving process, when some elements of the loop cutset are determined, the loop-cutting contribution of other nodes will change. The nodes (sink node) with a contribution of 0 still has a contribution degree of 0; the loop-cutting contribution of
other nodes changes because the number of loops in which they are located has changed. Based on the theory of [13], we simplify, subtract the shared nodes number and adjacent edges with the known loop cutset nodes from the node degree as the changed value.

In fact, we can find from Figure 1b that the node with the greatest loop-cutting contribution is E, so in Figure 2, we take node E as the first element of the loop cutset. Figure 2a gives the loop-cutting contribution after selecting node E as a loop cutset element for the Bayesian model of Figure 1a. It can be seen that node D is the node with the largest contribution except E in Figure 2a. However, we can observe the loop where D is located has been cut by E. As mentioned above, it is because of the interference effects of nodes A, B, and C. For the model without the interference nodes given in Figure 1b, we calculate the loop-cutting contribution of each node after selecting E into the loop cutset and mark them in Figure 2b. It can be seen that the loop-cutting contribution of node D has been reduced to 1/4, and the contribution of nodes G also become 0.

![Figure 2](image)

(a) The original Bayesian model 
(b) The model after removing the interference nodes

*Figure 2.* The loop-cutting contribution of each node after selecting node E as one loop cutset element.

Before discussing the rationality of the loop-cutting contribution, we introduce the theoretical results Lemma 1, Lemma 2, and Definition 3.2 for the references [10,13] as the theoretical basis.

**Lemma 1.** For a directed acyclic graph $G = (V, E)$, any node $v \in V$ with $\deg(v) \geq 2$, denote the minimum loop cutset of $G$ as $S$, then the probability that node $v$ belongs to the minimum loop cutset $S$ satisfies the following relationship:

$$p(v \in S) \geq 1 - \left(1 - \frac{\deg(v) \cdot (\deg(v) - 1)}{(n_{\text{nodes}} - 1)^2}\right)^{\left(n_{\text{edges}} - \deg(v)\right)}$$

where $n_{\text{nodes}}$ and $n_{\text{edges}}$ are the numbers of nodes and edges, respectively.

In a Bayesian network, a loop cutset is a collection of nodes. After the set is removed, the Bayesian network is divided into several single-connected Bayesian networks. According to Lemma 1, the node degree is positively related to the probability that the node belongs to the loop cutset. Considering the relationship between the node degree and the loops in which the node is located, we can use the node degree to reflect the number of loops in which the node is in a simplified form.
Definition 5 (Shared node). For an undirected graph $G = (V, E)$, $v_1, v_2 \in V$, if $e_1, e_2 \in E$, $e_1 = (v_1, v_2)$, then we call $v_1$ is one of the shared nodes of $v_1, v_2$. Similarly, in a directed graph $G = (V, E)$, $v_1, v_2 \in V$, if $e_1, e_2 \in E$, $e_1 = (v_1, v_i)$ or $e_1 = (v_i, v_1)$, $e_2 = (v_2, v_i)$ or $e_2 = (v_i, v_2)$, then we call $v_i$ is one of the shared nodes of $v_1, v_2$ [10].

Lemma 2. For a directed acyclic graph $G = (V, E)$, $v_1, v_2 \in V$, denote the minimum loop cutset of $G$ as $S$, then the probability that the nodes $v_1, v_2$ belong to the minimum loop cutset $S$ is related to the number of the shared nodes between the two nodes. The greater the shared nodes number is, the smaller the probability.

When Bayesian networks change, the node’s loop-cutting contribution changes accordingly. According to Lemma 2, the probability that two nodes belong to the loop cutset decreases as the number of shared nodes between the two nodes increases. Then when we have a node selected as a loop cutset element, the loop-cutting contribution of another node also decreases as the number of shared nodes increases.

Based on the shared node theory, we define the loop-cutting contribution of the node-pair.

Definition 6 (Node-pair Loop-cutting Contribution). For a directed graph $G = (V, E)$, $u, v \in V$, for the node-pair $(u, v)$, if the number of the parents of $u$ or $v$ is greater than or equal to 2, then the node-pair’s loop-cutting contribution is 0; otherwise, the node-pair’s loop-cutting contribution is as follows:

$$f(u, v) = \frac{N_{u-\text{loop}} + N_{u-\text{loop}} - N_{uv-\text{loop}}}{N_{G-\text{loop}}}$$

where $N_{uv-\text{loop}}$ is the number of loops containing the node $u$ and $v$ at the same time. To simplify, we express the loop-cutting contribution of a node-pair as the following form, which is the sum of the contribution of the two nodes minus the shared nodes number and edge existence function $\delta_{u,v}$:

$$g(u, v) = \frac{\deg u + \deg v - N_{uv-\text{shared nodes}} - \delta_{u,v}}{\Delta(G)}$$

where $N_{uv-\text{shared nodes}}$ is the number of the shared nodes between two nodes; the value range of the edge existence function $\delta_{u,v}$ is 0–1 value. When there is an adjacent edge between two nodes, the value is 1, otherwise, it is 0, i.e.:

$$\delta_{u,v} = \begin{cases} 0, (u, v) \notin E \text{ and } (v, u) \notin E \\ 1, (u, v) \in E \text{ and } (v, u) \in E \end{cases}$$

4. The Contribution Function Algorithm

Based on the definition of the loop-cutting contribution of nodes and node-pairs proposed in Section 3, we propose an algorithm for solving the approximate minimum loop cutset: The Contribution Function Algorithm (CFA). The algorithm steps are as follows: Step 1: Iteratively delete all nodes with degree 0 or 1 and their adjacent edges from the initial graph $G$ to obtain a new graph $G_{\text{new}}$; Step 2: Calculate the loop-cutting contribution of each node of the generated graph; Step 3: Find all the nodes whose loop-cutting contribution is not 0, arrange them in descending order of contribution value, and calculate the loop-cutting contribution of the node-pairs of the first $N$ nodes. Step 4: Select candidate nodes or node-pairs according to the candidate selection strategy; Step 5: Remove candidate nodes or node-pairs and generate a new graph; Step 6: If the new graph is empty, end; if not, repeat steps 2 to 5. Figure 3 shows the algorithm flowchart.

---

**Figure 3**: Algorithm flowchart.
The candidate selection strategy is the core principle of the algorithm, and its purpose is to select the most suitable nodes or node-pairs from the graph as the loop cutset candidates. When implementing this strategy, users need to specify two parameters first: $\mu$ and $\omega$. The strategy implementation steps are as follows:

Step 1: Find all nodes whose loop-cutting contribution value is not 0, and arrange them in descending order of contribution. Examine the contribution function value of the two or two pairs of the first $N$ nodes. Among them, $\mu$ is a value between 0 and 1, which can be given by the user and used to take the corresponding ratio of the previous node, and $N$ is determined by:

$$N = \mu \cdot |V|$$

Step 2: If the maximum contribution value of node-pairs is greater than $\omega$ times the maximum contribution value of the nodes, the node-pair with the largest contribution function value is selected as the loop cutset candidates; otherwise, the node with the largest contribution function value is selected as the loop cutset candidate. The parameter $\omega$ is a value between 1 and 2, which can be set by the user. This value is related to the efficiency and effectiveness of the algorithm.

Step 3: When the loop-cutting contribution function values of several node-pairs are the same as the maximum value, the one with no common edge between the nodes is selected as the candidate node pair.

The pseudo-code of the Contribution Function algorithm is as follows (Algorithm 1):
Algorithm 1 Convergence Function Algorithm

Input: G: A directed graph G(V, E); µ: a constant between 0 and 1; ω: a constant between 1 and 2;
Output: A node-set F;

1: set F = φ, i = 1;
2: Repeatedly remove all nodes with degree 0 or 1 from V and their adjacent edges from E; insert the resulting graph into Gi.
3: while Gi is not the empty graph do
4: Calculate the loop-cutting contribution for every node;
5: Sort nodes according to their contribution;
6: Denote the node with max contribution as u1; denote its max contribution as MCN;
7: N = µ · |V|;
8: Calculate the contribution function value of the pairs of the first N nodes
9: Denote the node-pair with max contribution as p1 = (pu1, pu2), denote its max contribution as MCP;
10: if MCP > (ω · MCN) then
11:  F = F ∪ {pu1, pu2};
12:  V = V \ {u1};
13: else
14:  F = F ∪ {u1};
15:  V = V \ {u1};
16: end if
17: i = i + 1;
18: Repeatedly remove all nodes with degree 0 or 1 from V and their adjacent edges from E and insert the resulting graph into Gi;
19: end while

Figure 4 applies the CFA algorithm to the Bayesian network model given in Figure 1. Among them, Figure 4a gives the initial graph, Figure 4b gives the model after iteratively deleting nodes with degree 0 or 1 and their adjacent edges, and the loop-cutting contribution is calculated for each node. In Figure 4b, we know that node E has the greatest loop-cutting contribution. Next, we calculate the contribution values of the node-pairs for each node and the E pair. For the node-pair E and D, the contribution of node E is 1, and the contribution of node D is 2/4, and they have no shared node and one adjacent edge, then the contribution of node-pair ED is \((1 + 2/4 - 1/4)\). Similarly, for the node-pair E and F, the contribution is 0; for the node-pair E and G, the contribution is \((1 + 3/4 - 3/4)\); for the node-pair E and H, the contribution is 0; for the node-pair E and I, the contribution is 0; for the node-pair E and J, the contribution is \((1 + 2/4 - 1/4)\). Among them, the node-pairs ED and EJ have the same contribution and are the largest. However, because ED has adjacent edge while EJ has no adjacent edge. According to the candidate selection strategy step 3, the loop cutset elements are determined as the node-pair E and J, as shown in Figure 4c.
The initial Bayesian network

Iteratively remove nodes with degree 0 or 1 and their adjacent edges, and calculate the loop-cutting contribution for each node

According to the candidate selection strategy, the loop cut-set elements are determined as the node-pair E and J.

Figure 4. Apply the CFA algorithm to the Bayesian network given in Figure 1.

The parameters $\mu$ and $\omega$ in the algorithm control the range of node-pairs compared in the algorithm. However, in the example in Figure 4, for a comprehensive example, the node is compared to all considerations, so it does not involve the selection of parameters.

In the worst case, the time complexity of using the CFA algorithm to find the smallest loop cutset is $O(|V|^2)$. But under normal circumstances, thanks to the strategy of selecting node-pairs as candidates, the time complexity of CFA is much less than the worst-case time complexity. In the experimental analysis in Section 5, we will conduct an experimental analysis of the time complexity of the CFA algorithm.

5. Experiments

In the experiments, we randomly generate the Bayesian networks by using the algorithm in reference [3]. The generation parameters are the number of nodes, the number of edges, and the value range of the nodes.

Here we introduce the MGA algorithm to compare and analyze the solution results of the CFA algorithm. The MGA algorithm is a greedy algorithm proposed by Becker and Geiger in 1996 to solve the loop cutset problem [5]. For solving the loop cutset problem, researchers have made many efforts on three classes of solving algorithms: heuristic algorithms, random algorithms and precise algorithms. According to the data provided in the experimental part of the reference [13], the MGA algorithm is the most outstanding in terms of accuracy and solution efficiency of the results, so we choose the MGA algorithm as a reference group in the experiments.

The first half of the experiments, with MGA as the reference group, analyzes the result accuracy and calculation efficiency of the CFA algorithm, while the second part of the experiments studies the parameters $\mu$ and $\omega$ and analyzes the effect of the parameters on the experimental results by using the method of two-factor variance analysis.

We introduce a parameter that characterizes the complexity of the graph [13]. Assuming that a simple graph $G = (V, E)$, the number of nodes is $p$, and the number of edges is $q$, then $p$ and $q$ satisfy the relationship $q \leq 1/(2p(p-1))$. Define a new parameter $\theta_{p,q}$, satisfying $\theta_{p,q} = 2q/(p(p-1))$. The range of $\theta_{p,q}$ is $[0, 1]$, when its value is 0, $G$ is a trivial graph; when its value is 1, $G$ is a complete graph. It can be seen from this definition that the parameter $\theta_{p,q}$ can describe the degree of saturation of the edges in the graph, and measure the complexity of the graph from the perspective of the edge saturation.

In the experiments, first, we analyze the effect of the CFA algorithm. In the CFA algorithm, we take $\mu$ as 0.5 and $\omega$ as 1.5. We randomly generate Bayesian networks
with 30 nodes and an increasing number of edges and apply the CFA and the MGA to the Bayesian networks, respectively. The comparison of the results is shown in Figure 5. The red dotted line on the label in Figure 5 indicates “CFA0515”, where CFA represents the CFA algorithm, ref. [5] represents the parameter $\mu$ value is 0.5, 15 represents the parameter $\omega$ value is 1.5. The same usage is used in the following figures. In this group of Bayesian networks, we fix the number of nodes to 30 and increase the number of edges from 30 to 435. Then the edge saturation of the model gradually increases, and the value of the parameter $\theta_{p,q}$ also increases (When the number of edges is 435, the value of $\theta_{p,q}$ is 1). For each different number of edges, we randomly generate 100 Bayesian networks, apply the CFA and the MGA to these Bayesian networks, respectively. We average the experimental data of these 100 solutions as the loop cutset size or calculation time corresponding to the corresponding parameter $\theta_{p,q}$. The result of the algorithm takes into account the size of the loop cutset and the time consumption of the calculation, and the independent variable is the parameter $\theta_{p,q}$.

![Graph](image)

(a) Calculation time consumption comparison result

(b) Loop cutset size comparison result

**Figure 5.** Randomly generate Bayesian networks with 30 nodes and gradually increasing the number of edges, apply the CFA and the MGA to the Bayesian networks, respectively.

It can be seen from Figure 5 that the CFA is far superior to MGA in time cost, and the accuracy of the results is comparable to that of MGA. The calculation time of the CFA has always been less than that of the MGA, and the gap becomes larger as the graph becomes more complex. Through this experiment, we can conclude that the CFA is more efficient than the MGA. The main reason is that the CFA algorithm selects taking node-pairs as candidates.

To more accurately examine the time cost of CFA and MGA, we conduct statistical analysis on the iteration number of the two algorithms. Figure 6 shows the comparison results of the iteration number of CFA (the parameters take values 0.5 and 1.5 respectively) and MGA. It can be seen that the iteration number of CFA is less than that of MGA, and the gap between the two changes with the complexity of graphics. When the graph is close to the edge saturation, the iteration times of the two are close.
Figure 6. The comparison results of the iteration number of CFA (the parameters are respectively 0.5 and 1.5) and MGA.

The time efficiency of the CFA algorithm is improved. On the one hand, the introduction of shared nodes reduces the number of iterations. On the other hand, it is the overall convenience of judging the selection of candidate elements. The combined effect of the two aspects makes the CFA algorithm effective and efficient.

In the above experiments, we examined the comparison results of the CFA and the MGA when $\mu$ and $\omega$ were 0.5 and 1.5, respectively. In the following experiments, we focus on the different effects of the parameters $\mu$ and $\omega$ on the experimental results in the CFA. Below we keep the value of $\mu$ unchanged and change the value of $\omega$, then keep the value of $\omega$ unchanged and change the value of $\mu$, and examine the results, respectively. In the following three sets of experiments, the algorithm is still aimed at the randomly generated Bayesian networks with 30 nodes and gradually increasing edges, and the reference independent variable for the comparison of results is still the parameter $\theta_{p,q}$.

Figure 7 shows the comparison of the results of implementing the CFA on the generated Bayesian networks while keeping $\mu$ unchanged and changing the value of $\omega$. It can be seen from Figure 7 that keeping $\mu$ unchanged, as the parameter $\omega$ increases, the size of the loop cutset decreases, and the time consumption increases.

Figure 8 shows the comparison of the results of implementing the CFA on the generated Bayesian networks while keeping $\omega$ unchanged and changing the value of $\mu$. It can be seen from Figure 8 that keeping $\omega$ unchanged, as the parameter $\mu$ increases, the size of the loop cutset decreases, and the time consumption increases.
(a) Calculation time consumption comparison result

(b) Loop cutset size comparison result

Figure 8. Keep the ω unchanged and change the value of μ, the comparison chart of the results of the CFA algorithm.

To further study the influence of μ and ω on the algorithm results, we use a two-way analysis of variance to analyze the experimental data. In the analysis, we fixed the nodes number of the Bayesian networks to 30, θ_{p,q} to 0.2023, and the edge number is 88. The values of the two parameters are 0.2, 0.8, 0.5 for μ, and 1.2, 1.5, 1.8 for ω. There are 9 combinations of the two-parameter, and the test is repeated 100 times for each combination. The two-factor analysis of variance is performed on the loop cutset size and calculation time obtained from the experiment. Table 1 below is the variance analysis of the two parameters on the loop cutset size, and Table 2 is the variance analysis of the two parameters on the calculation time.

Table 1. The variance analysis of the two parameters on the loop cutset size.

| Source of Variation | Sums of Squares | df | Mean Square | F   | p-Value       |
|---------------------|----------------|----|-------------|-----|--------------|
| μ                   | 50.60222       | 2  | 25.30111    | 19.69569 | 4.26539 × 10^{-9} |
| ω                   | 62.08222       | 2  | 31.04111    | 24.164 | 6.03149 × 10^{-11} |
| Interaction         | 9.917778       | 4  | 2.479444    | 1.930127 | 0.103376098 |
| Error               | 1144.58        | 891| 1.284602    |       |              |
| Total               | 1267.182       | 899| 1.409546    |       |              |

Table 2. The variance analysis of the two parameters on the calculation time.

| Source of Variation | Sums of Squares | df | Mean Square | F   | p-Value       |
|---------------------|----------------|----|-------------|-----|--------------|
| μ                   | 0.003437       | 2  | 0.001719    | 152.5218 | 1.08196 × 10^{-57} |
| ω                   | 0.013694       | 2  | 0.006847    | 607.6856 | 3.4333 × 10^{-167} |
| Interaction         | 0.000492       | 4  | 0.000123    | 10.91249 | 1.21607 × 10^{-8} |
| Error               | 0.010039       | 891| 1.13 × 10^{-5} |       |              |
| Total               | 0.027662       | 899| 3.08 × 10^{-5} |       |              |

According to the variance analysis table, for the loop cutset size, because the probability values of μ and ω are less than 0.05, the different values of μ and ω have significant differences in the size results; the probability of the interaction between the two is greater than 0.05, and there is no significant interaction effect between the two; for the calculating time, the probability values of μ and ω are less than 0.05, so the different values of μ and ω have significant differences in the time results; the probability of the interaction between the two is less than 0.05, so the two have significant interaction effects on them. This conclusion corresponds to the algorithm design. The parameter μ determines the range of
node-pairs. The larger the parameter, the more node-pairs are considered, and vice versa. The \( \omega \) determines the conditions for the selection of node-pairs. The larger the \( \omega \), the more difficult it is for a node-pair to be selected, and vice versa the easier it is.

In summary, the CFA algorithm has a smaller time cost than MGA, and its accuracy is comparable to MGA. It is an effective algorithm for solving cut sets. The two parameters of the CFA algorithm have an impact on the algorithm results. Users can adjust the algorithm effect by setting the parameters.

6. Conclusions

This paper proposes the loop-cutting contribution of nodes and functions. With this tool, we have an overall grasp of the contribution of all nodes in the network; based on the theory of shared nodes, we propose the loop-cutting contribution of node-pairs, consider the impact on loop-cutting from the perspective of node-pairs. Based on the above theory, this paper proposes a loop cutset solving the algorithm based on the loop-cutting contribution, which can evaluate the contribution of all nodes, and select loop cutset candidates with node-pair as the unit. This helps improve algorithm efficiency.

The experimental part analyzes the parameters of the CFA algorithm and proves that the algorithm results can be adjusted by setting the parameters. The data experiments can prove that the algorithm results are effective, and the efficiency is improved, especially the time efficiency is better than similar existing algorithms (such as MGA). The CFA can be used in the subsequent work of solving loop cutsets, which is helpful to the structural analysis of the Bayesian network and is helpful to the further improvement of the Bayesian inference.

Although the theory of loop-cutting contribution proposed in this paper is supported by related theories, the theoretical proof needs to be further improved. The next step is recommended: 1. Further analysis of the key parameters in the CFA to find more suitable values; 2. Try to find loop cutsets that can achieve a certain effect, so that the next step of reasoning will be smoother.
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