A NONMEASURABLE SET FROM COIN FLIPS
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To motivate the elaborate machinery of measure theory, it is desirable to show that in some natural space \( \Omega \) one cannot define a measure on all subsets of \( \Omega \), if the measure is to satisfy certain natural properties. The usual example is given by the Vitali set, obtained by choosing one representative from each equivalence class of \( \mathbb{R} \) induced by the relation \( x \sim y \) if and only if \( x - y \in \mathbb{Q} \). The resulting set is not measurable with respect to any translation-invariant measure on \( \mathbb{R} \) that gives non-zero, finite measure to the unit interval \([0,1]\). In particular, the resulting set is not Lebesgue measurable. The construction above uses the axiom of choice. Indeed, the Solovay theorem \([7]\) states that in the absence of the axiom of choice, there is a model of Zermelo-Frankel set theory where all the subsets of \( \mathbb{R} \) are Lebesgue measurable.

In this note we give a variant proof of the existence of a nonmeasurable set (in a slightly different space). We will use the axiom of choice in the guise of the well-ordering principle (see the later discussion for more information). Other examples of nonmeasurable sets may be found for example in \([1]\) and \([5\text{, Ch. 5}]\).

We will produce a nonmeasurable set in the space \( \Omega := \{0,1\}^\mathbb{Z} \). Translation-invariance plays a key role in the Vitali proof. Here shift-invariance will play a similar role. The shift \( T : \mathbb{Z} \to \mathbb{Z} \) on integers is defined via \( Tx := x + 1 \), and the shift \( \tau : \Omega \to \Omega \) on elements \( \omega \in \Omega \) is defined via \((\tau \omega)(x) := \omega(x - 1)\). We write \( \tau A := \{\tau \omega : \omega \in A\} \) for \( A \subseteq \Omega \).

**Theorem 1.** Let \( \mathcal{F} \) be a \( \sigma \)-algebra on \( \Omega \) that contains all singletons and is closed under the shift (that is, \( A \in \mathcal{F} \) implies \( \tau A \in \mathcal{F} \)). If there exists a measure \( \mu \) on \( \mathcal{F} \) that is shift-invariant (that is, \( \mu = \mu \circ \tau \)) and satisfies \( \mu(\Omega) \in (0,\infty) \), and \( \mu(\{\omega\}) = 0 \) for all \( \omega \in \Omega \), then \( \mathcal{F} \) does not contain all subsets of \( \Omega \).

The conditions on \( \mathcal{F} \) and \( \mu \) in Theorem 1 are indeed satisfied by measures that arise naturally. A central example is the probability space \((\Omega, \mathcal{G}, \mathbb{P})\) for a sequence of independent fair coin flips indexed by \( \mathbb{Z} \), which is defined as follows. Let \( \mathcal{A} \) be the algebra of all sets of the form \( \{\omega \in \Omega : \omega(k) = a_k, \text{ for all } k \in K\} \), where \( K \subset \mathbb{Z} \) is any finite subset of the integers and \( a \in \{0,1\}^K \) is any finite binary string. The measure
\( \mathbb{P} \) restricted to \( \mathcal{A} \) is given by 
\[
\mathbb{P}\left(\{\omega \in \Omega : \omega(k) = a_k, \text{ for all } k \in K\}\right) = 2^{-|K|},
\]
where \( |K| \) denotes the cardinality of \( K \). Thus \( \mathbb{P}(\Omega) = 1 \), and \( \mathbb{P} = \mathbb{P} \circ \tau \) on \( \mathcal{A} \). The Carathéodory extension theorem [6, Ch. 12, Theorem 8] gives a unique extension \( \mathbb{P} \) to \( \mathcal{G} := \sigma(\mathcal{A}) \) (the \( \sigma \)-algebra generated by \( \mathcal{A} \)) satisfying \( \mathbb{P} = \mathbb{P} \circ \tau \). In addition, the continuity of measure implies \( \mathbb{P}(\{\omega\}) = 0 \) for all \( \omega \in \Omega \). Hence Theorem 1 implies that \( \mathcal{G} \) does not contain all subsets of \( \Omega \). Of course, the same holds for any extension \( (\Omega, \mathcal{G}', \mathbb{P}') \) of \( (\Omega, \mathcal{G}, \mathbb{P}) \) for which \( \mathbb{P}' \) is shift-invariant (such as the completion under \( \mathbb{P} \)).

To prove Theorem 1 we will define a nonmeasurable function. We are interested in functions from \( \Omega \) to \( \mathbb{Z} \) that are defined everywhere except on some set of measure zero. Therefore, for convenience, introduce an additional element \( \Delta \notin \mathbb{Z} \). Consider a function \( X : \Omega \rightarrow \mathbb{Z} \cup \{\Delta\} \). We call \( X \) \textit{almost-everywhere defined} if \( X^{-1}\{\Delta\} \) is countable, which implies that \( \mu(X^{-1}\{\Delta\}) = 0 \), for any measure \( \mu \) satisfying the conditions of Theorem 1. A function \( X \) is \textit{measurable} with respect to \( \mathcal{F} \) if \( X^{-1}\{x\} \in \mathcal{F} \) for all \( x \in \mathbb{Z} \). We call \( X \) \textit{shift-equivariant} if
\[
X(\tau\omega) = T(X(\omega)) \text{ for all } \omega \in \Omega
\]
(where \( T(\Delta) := \Delta \)). (We may think of a shift-equivariant \( X \) as an “origin-independent” rule for choosing an element from the sequence \( \omega \).) Shift-equivariant functions of random processes are important in many settings, including percolation theory (for example in [2]) and coding theory (for example in [3, 4]).

\textbf{Lemma 2.} \textit{If } \( X : \Omega \rightarrow \mathbb{Z} \cup \{\Delta\} \textit{ is an almost-everywhere defined, shift-equivariant function then } X \textit{ is not measurable with respect to any } \mathcal{F} \textit{ satisfying the conditions of Theorem 1.}

\textbf{Lemma 3.} \textit{There exists an almost-everywhere defined, shift-equivariant function } \( X : \Omega \rightarrow \mathbb{Z} \cup \{\Delta\} \).

Theorem 1 is an immediate consequence of the preceding two facts.

\textit{Proof of Theorem 1} \ Let \( (\Omega, \mathcal{F}, \mu) \) be a measure space satisfying the conditions of Theorem 1. Using Lemma 3 let \( X \) be an almost-everywhere defined shift-equivariant function. By Lemma 2 \( X \) is not \( \mathcal{F} \)-measurable. Therefore there exists \( z \in \mathbb{Z} \) such that \( X^{-1}\{z\} \notin \mathcal{F} \). \( \square \)

\textit{Proof of Lemma 2} \ Towards a contradiction, let \( X \) be a measurable function on \( (\Omega, \mathcal{F}, \mu) \) satisfying the conditions of Lemma 2. Since \( X \) is shift-equivariant we have for each \( x \in \mathbb{Z} \),
\[
\mu(X^{-1}\{x\}) = \mu(\tau^{-x}X^{-1}\{x\}) = \mu(X^{-1}\{0\}).
\]
Hence
\[ \mu(X^{-1}\mathbb{Z}) = \mu\left( \bigcup_{x \in \mathbb{Z}} X^{-1}\{x\} \right) = \sum_{x \in \mathbb{Z}} \mu(X^{-1}\{0\}) = 0 \text{ or } \infty, \]
which contradicts the facts that \( \mu(X^{-1}\{\Delta\}) = 0 \) and \( \mu(\Omega) \in (0, \infty) \).
\[ \square \]

Let us recall some facts about well-ordering. A total order \( \preceq \) on a set \( W \) is a **well order** if every nonempty subset of \( W \) has a least element. The well-ordering principle states that every set has a well order. It is a classical result of Zermelo [9] that the well-ordering principle is equivalent to the axiom of choice.

**Proof of Lemma** [2] Say \( \omega \in \Omega \) is **periodic** if \( \tau^x\omega = \omega \) for some \( x \in \mathbb{Z} \setminus \{0\} \). If \( \omega \) is not periodic then \( (\tau^x\omega)_{x \in \mathbb{Z}} \) are all distinct. Using the well-ordering principle, fix a well order \( \preceq \) of \( \Omega \) and define the function

\[
X(\omega) := \begin{cases} 
\Delta & \text{if } \omega \text{ is periodic;} \\
\text{the unique } x \text{ minimizing } \tau^{-x}\omega \text{ under } \preceq & \text{otherwise.}
\end{cases}
\]

(We may think of \( \tau^{-x}\omega \) as \( \omega \) viewed from location \( x \), in which case \( X \) is the location from which \( \omega \) appears least.) Clearly, \( X \) is shift-equivariant. It is almost-everywhere defined since \( \Omega \) contains only countably many periodic elements.
\[ \square \]
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