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ABSTRACT
Dynamical friction is a fundamental and important phenomenon in astrophysics. The Chandrasekhar formula is a well-known analytical estimation of the effect. However, current astrophysicists have realized that the formula is not correct in some cases because of several approximations dared in the formulation and/or complex non-linearities in the real universe. For example, it has been indicated that the dynamical friction doesn’t work in core density profiles (constant density in the central region) despite that the Chandrasekhar formula predicts drag force even in the constant densities. In the former half of this paper, I discuss by N-body simulations that many-body interactions are also important in actual dynamical friction though derivation of the Chandrasekhar formula is based on the assumption of two-body interaction. In the simulation, the many-body interactions are caused by a very small number of field particles co-rotating with a perturber. However, the contribution from the many-body interactions accounts for a non-negligible fraction of the actual dynamical friction. In the latter half, I discuss why the cored profiles suppress the dynamical friction. One possible explanation is that corrective effect of the many-body interactions drive orbital motion of the perturber. The cessation of dynamical friction by this corrective effect would be feasible even in shallow cusp density profiles although the shallow cusp may evolve into a constant density.
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1 INTRODUCTION
Dynamical friction (hereafter, DF) is an important physical process for a wide variety of dynamics, e.g. stellar dynamics, galaxy and planetary formation etc. That’s why it is in great demand to seek deeper understanding of the nature of DF. As a historical milestone, Chandrasekhar (1943) has succeeded in formulation of the effect of DF. However, several approximations were unavoidable in the derivation of the formula. The Chandrasekhar formula was derived under the assumptions of uniform density and isotropic velocity field. Moreover, interaction between a perturber and field particles was supposed to be integration of countless two-body interactions and orbital periodicity of all particles was not taken into account. By efforts of many numerical studies, current astrophysicists have realized that the Chandrasekhar formula is not perfect and loses accuracy of the estimation in some cases (e.g. Tremaine & Weinberg 1983; Weinberg 1989; Jiang & Binney 2000; Fujiit et al. 2006). In this paper, I concentrate on the suppression of DF on a globular cluster (hereafter, GC) in a cored halo of dwarf galaxies (Hernandez & Gilmore 1998; Goerdt et al. 2006; Sánchez-Salcedo et al. 2006; Read et al. 2006; Angus & Diaferio 2009; Cowark et al. 2009; Inoue 2009). However, the discussion in this paper can be generalized to other astronomical bodies by scaling physical units. The drag force by DF is negligibly weak for GCs in large systems, like our Galaxy. In contrast, in small systems like dwarf galaxies, the drag force is far too strong (see Binney & Tremaine 2008, chap. 8). Thus, the GCs in dwarfs are presumed to lose their orbital energy and fall into the galactic centre by strong friction force in time-scale of the order of $\sim 1$ Gyr (Tremaine 1976; Hernandez & Gilmore 1998; Oh et al. 2000; Vesperini 2001; Goerdt et al. 2006; Bekki 2010). Nevertheless, these GCs still do exist in many dwarf galaxies even now and are as old as the age of universe (e.g. Darrell et al. 1998; Miller et al. 1998; Buonanno et al. 1998; 1999; Strafer et al. 2003; Mackev & Gilmore 2003; Lotz et al. 2004; Greco et al. 2007). This problem is referred to as ‘the dynamical friction problem’. 
However, a solution to the problem has been proposed. If dwarf galaxies have a cored dark matter halo which has a constant density region in its centre, the DF against the halo is weakened considerably, and GCs should be able to survive beyond the age of the universe. By an analytical approach using the Chandrasekhar formula, Hernandez & Gilmore (1998) discovered that a King-model halo can weaken the DF in the core region. Recently, by N-body simulations, Goerdt et al. (2006), Read et al. (2006) and Inoue (2009) confirmed complete cessation of DF in a core region of haloes. Thus, although the Chandrasekhar formula indicates gradual shrinkage of the GC orbit, the N-body simulations demonstrate complete defunctionalization of DF. This discrepancy between analytic and numerical studies (the Chandrasekhar formula and N-body simulations) still remains. Besides, the cessation of DF is a topic not restricted to dwarf galaxies and GCs. Gualandris & Merritt (2008) has discussed the same core-stalling of DF on binary black hole against a cored stellar cluster and suggested that fluctuation of the halo potential weakens the DF in the core.

My goals in this paper are to clarify hidden physics in the nature of DF and the mechanism of the DF suppression in cored density profiles by N-body simulations. Constant density distribution is called, in other words, ‘harmonic oscillator potential’, which means that all particles in the potential have the same orbital period. In this sense, harmonic potentials are expected to induce complex effects in non-linear manner and be beyond the applicable domain of the Chandrasekhar formula. It has been known for a long time that DF shows curious behaviors in constant densities. Tremaine & Weinberg (1984) analytically argued that a constant density core causes energy feedback on a perturber by dynamical resonance in positive or negative sense depending on the density distribution. In the same context as Tremaine & Weinberg (1984), Weinberg (1989) indicated that density response of the density field to a perturber orbiting in the core region can excite torque on the perturber and drive the orbital motion. Moreover, Boily et al. (2008) also analytically argued that in the harmonic potentials the perturber acts as a catalyst for the evolution of the energy distribution of the field particles by the orbital resonance.

By the way, the cored dark haloes are inconsistent with results of cosmological N-body simulations (e.g. Navarro et al. 1995, Springel et al. 2008). However, among small scale galaxies, many observations of low surface brightness (LSB) galaxies have confirmed the cored dark haloes (e.g. Burkert 1995, Salucci & Burkert 2000, de Blok et al. 2001, Li & Chen 2008, de Blok 2010, and references therein), and nearby dwarf galaxies also favor the cored haloes (Gilmore et al. 2007). In addition, numerical simulations including baryonic physics also predict core creation by bursty supernovae in the centre of dwarf haloes in cosmological context (Mashchenko et al. 2008, Governato et al. 2010) and isolated models (Pasetto et al. 2010).

This paper is organized as follows: I will explain my simulation method and present my simulation results in §2. In §3, I will show analyses of the data generated by my simulations. In §4, I will summarize my results and present discussion.

2 THE SIMULATIONS

My numerical simulation is a typical pure N-body simulation (no gas component). I use Barnes-Hut modified tree-code (Barnes & Hut 1986, Barnes 1990), setting an open angle of θ = 0.5. A special-purpose calculator for collisionless N-body simulations, GRAPE-7, is used with the tree algorithm (Makino 1991). The leapfrog time-integrator is adopted with the shared-timestep method. The total number of timesteps is 11841 for the whole of a simulated period which corresponds to 10 Gyrs in the real time-scale.

2.1 The settings

In this paper, I use Burkert profile (Burkert 1995) as a cored halo model of dwarf galaxies, which is motivated from observations of LSB galaxies (Salucci & Burkert 2000, Li & Chen 2008) and numerical simulations of formation of dwarf galaxies (Mashchenko et al. 2006).

\[ \rho(r) = \frac{\rho_0}{(r + r_0)^2} \; ; \; \; r < r_{\text{vir}} \]  

\[ \rho_0 \] is the effective core density, \( r_0 \) is the core radius which defines the constant density region. In my simulation, I set \( \rho_0 = 0.1 M_{\odot} / pc^3 \), \( r_0 = 1.0 \) kpc, and the virial mass of the halo \( M_{\text{vir}} \equiv M(r_{\text{vir}}) = 2.0 \times 10^9 M_{\odot} \), the virial radius \( r_{\text{vir}} = 9.88 \) kpc. Eq. (1) estimates the mass enclosed inside 300 pc to be \( M(300 pc) = 8.79 \times 10^7 M_{\odot} \). This value is consistent with the result of Strigari et al. (2008) which has suggested that all dwarfs have the same mass scale, \( M(300 pc) \sim 10^7 M_{\odot} \). I add an exponentially decaying envelope to prevent instability at the outer region caused by the artificial cut-off radius, \( r_{\text{vir}} \) (Springel & White 1999),

\[ \rho(r) = \rho(r_{\text{vir}}) \left( \frac{r}{r_{\text{vir}}} \right)^{\alpha} \exp \left( \frac{r_{\text{vir}} - r}{r_{\text{decay}}} \right) \; ; \; \; r > r_{\text{vir}} \]  

where

\[ \alpha = \frac{r_{\text{vir}}}{r_{\text{decay}}} + \int_0^{r_{\text{vir}}} \ln \rho \left( \frac{r}{r_{\text{vir}}} \right) \left( \frac{1}{1 + \frac{r}{r}} \right)^2 \right] \; \; \; c \equiv \frac{2}{r_{\text{vir}}/r_0} \]  

and

\[ c \equiv \frac{r_{\text{vir}}/r_0} {a_{\text{vir}}} \]  

where this envelope, total halo mass enclosed in \( r_{\text{cutoff}} = 3.16 \times 10^4 \) pc becomes \( M_{\text{total}} = 2.44 \times 10^7 M_{\odot} \).

Velocity dispersion is given by the solution of Jeans equations,

\[ \sigma^2(r) = \frac{1}{\rho(r)} \int_0^r dr' \rho(r') \frac{d\Phi}{dr} \]  

where \( \beta \) is the anisotropy parameter. In this paper, I assume the isotropic velocity state in the halo, setting \( \beta = 0 \) (\( \sigma_v = \sigma_\theta = \sigma_\phi \)). The velocity distribution is determined by local Maxwellian approximation,

\[ F(v) = 4\pi \left( \frac{1}{2\pi\sigma^2} \right)^{3/2} v^2 \exp \left( -\frac{v^2}{2\sigma^2} \right) \]  

where \( F(v) \) is the probability distribution function of velocities (Hernquist 1993). By the assumptions of isotropic and Maxwellian velocity distribution, I satisfy the suppositions underlying the derivation of the Chandrasekhar formula, although Liu et al. (2008) has reported slight instability in the
Burkert profile realized by the local Maxwillian approximation.

I conduct N-body simulations by $10^7$ particles to resolve the halo. All halo particles have the same mass, $m = 2.44 \times 10^6 M_\odot$, with a softening length of $\epsilon = 3.0$ pc. Before operating actual simulations, the halo model needs to be relaxed to some extent. I run a simulation without GCs for 2 Gyr. After the relaxation, I employ the relaxed halo as the initial state ($t = 0$) of the halo.

In my simulation, the GC is represented by a point mass with $m_{gc} = 2.0 \times 10^5 M_\odot$. The softening length of the GC particle is set to $\epsilon_{gc} = 10$ pc. Initial orbital radius of the GC is set to 750 pc. The initial orbit is circular, and I employ a single GC in my simulation. Multi-GC cases are also interesting, but have been investigated by Goerdt et al. (2006) and Inoue (2009), which didn’t indicate any large differences from the single GC cases. If the GC is resolved by many particles, some additional effects may play important roles; mass-loss, dynamical heating, etc. (e.g. Fujii et al. 2006; Micrchi et al. 2006; Esquivel & Fuchs 2007; Capuzzo-Dolcetta & Micrchi 2008). Besides, stellar components in a dwarf galaxy can enhance the DF of GCs (Sánchez-Salcedo et al. 2006; Bekk 2011). However, in this paper, I concentrate on investigations of fundamental physics of DF, and do not consider such effects.

### 2.2 The results

The time-evolution of orbital radius of the GC is plotted in Fig.1. As a comparison, I also plot an analytic calculation of the Chandrasekhar formula with $\ln \Lambda = 3.72$.

The density profiles of the core region are also interesting, but have been investigated by Goerdt et al. (2006) and Inoue (2009), which didn’t indicate any large differences from the single GC cases. If the GC is resolved by many particles, some additional effects may play important roles; mass-loss, dynamical heating, etc. (e.g. Fujii et al. 2006; Micrchi et al. 2006; Esquivel & Fuchs 2007; Capuzzo-Dolcetta & Micrchi 2008). Besides, stellar components in a dwarf galaxy can enhance the DF of GCs (Sánchez-Salcedo et al. 2006; Bekk 2011). However, in this paper, I concentrate on investigations of fundamental physics of DF, and do not consider such effects.
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**Figure 1.** The time-evolutions of orbital radius of the GC. The Chandrasekhar formula is calculated with $\ln \Lambda = 3.72$.

![Figure 2](image2.png)

**Figure 2.** Density profiles of field particles of analytic model (Eq.4 and 5) and in the N-body simulation for $t=0$ and 10 Gyr.

3 THE ANALYSIS

#### 3.1 The exerting DF phase

In the N-body simulation, for $t < 5$ Gyr, DF is clearly exerted on the GC, leading to orbital shrinkage. The Chandrasekhar formula with $\ln \Lambda = 3.72$ succeeds in estimation of the effect in this phase.

Firstly, I calculate dynamical energies of all particles. The specific energy of the $i$th particle is

$$E_i = \frac{v_i^2}{2} - \frac{Gm_{gc}}{\sqrt{|x_i - x_{gc}|^2 + \epsilon_{gc}^2}} - \sum_{j \neq i}^n \frac{Gm}{\sqrt{|x_j - x_i|^2 + \epsilon^2}}$$

where $x_{i,j,gc}$ mean position vectors of the $i$, $j$th field particles and the GC, respectively. Next, I calculate increase of $E_i$ at intervals of 1 Gyr. In Fig.3 I show a distribution of all field particles in $E$-$\Delta E$ diagram. $\Delta E$ corresponds to the increase of $E_i$ between 2 and 3 Gyr. In this figure, I can find a notable feature. At a certain energy, $-\log |E/\Phi_0| \simeq -0.05$, there are some particles of which energies changed largely. This feature looks like two horns. Thus, I define $-\log |E/\Phi_0| < -5.23 \times 10^{-3}$ and $\Delta E/|\Phi_0| > 1.27 \times 10^{-2}$ (inside the red square) as positive-horn (P-horn), $-\log |E/\Phi_0| < -5.23 \times 10^{-3}$ and $\Delta E/|\Phi_0| < -1.27 \times 10^{-2}$ (inside the green square) as negative-horn (N-horn). The numbers of P- and N-horn
Figure 3. Contour plot of distribution of field particles in a $E - \Delta E$ diagram. The ordinate indicates an amount of increase of dynamical energy of each particle between 2 and 3 Gyr: $\Delta E \equiv E(3\text{Gyr}) - E(2\text{Gyr})$. The abscissa indicates energy before the change: $E(2\text{Gyr})$. The values are normalized by $|\Phi_0|$ which is absolute value of the potential energy at $r = r_0$ analytically estimated. Colour-bar labels mass in a bin, $\log(M/M_\odot)$. Black colour means no mass. In this diagram, I separate the particles into three groups; positive-horn (the red square), negative-horn (the green square), the others.

Figure 4. Positions of the P-, N-horn particles and the GC at $t = 2$ Gyr. I set X-axis to the direction of the GC from the galactic centre. Z-axis coincides with the GC angular momentum vector. Y-axis lies in the GC orbital plane. The GC is rotating counter-clockwise in the X-Y plane.

Figure 5. Examples of typical orbits of the P- and N-horn particle in rotating coordinate with the GC. Although the horn particles are defined by energy increase in $t=2-3$ Gyr, the orbits plotted here are for $t=1-4$ Gyr. The large (small) dots indicate positions of the particles at $t=1$ Gyr ($t=2$ and $t=3$ Gyr).

I examine orbital motions of the horn particles. In Fig.5 I illustrate typical orbits of the P- and N-horn particles in the coordinate rotating with the GC. The P-horn particle in this figure approaches the GC from behind. The orbit expands when catching-up, and finally retreats from the GC after the orbital expansion. This orbital expansion corresponds to the energy increase seen in Fig.4. On the other hand, the orbit of the N-horn particle is the reverse, comes close to the GC (in inertia coordinate, the GC is catching up to the N-horn particle), shrinks the orbital radius, and runs away from the GC. As a result, the energy of the N-horn particle decreases. The mechanism of these orbital behaviors is simple. Under density gradients, generally, inner orbits have shorter orbital periods, on the other hand, outer ones have longer periods. The P-horn particle is pulled forward by gravity of the GC, and gains energy. However, this energy increase causes the orbital expansion and makes angular velocity slow. In the case of the N-horn particle, the particle is pulled backward and decrease the energy. This energy decrease results in the orbital shrinking and faster angular velocity. This phenomenon, that the particle slows down in azimuth when pulled forward and speeds up when held back, has come to be called ‘the donkey effect’ (Lynden-Bell & Kalnajs 1972; Binney & Tremaine 2008). The orbits in Fig.5 imply that higher energy particles

particles in this plot are 1,513 ($3.69 \times 10^5 M_\odot$ in total) and 2,028 ($4.95 \times 10^5 M_\odot$ in total), respectively.

In Fig.4 I show positions of the P- and N-horn particles at $t=2$ Gyr. The particles are projected on the GC orbital plane. By calculating dot products of angular momentum vectors of the GC and the horn particles, I confirm that most of the particles plotted have positive dot products at $t=2$ Gyr: prograde rotations with the GC (1,194 of 1,513 P-horn and 1,734 of 2,028 N-horn particles have prograde rotations). Thus, I find that most of the P-horn particles are orbiting behind the GC, whereas, the N-horn particles are orbiting ahead of the GC. Moreover, since most of these particles have short distances from the GC and the prograde rotations, I can ascribe the horn-feature in Fig.3 to the similarity between orbits of the horn particles and the GC. These particles strongly interact with the GC. Conversely, the GC ought to be affected by these particles.
lose orbital energy, on the other hand, lower energy particles gain energy. This behavior can be confirmed in Fig. 4 which indicates that the two horns lean slightly from top-left to bottom-right. 

Fujii et al. (2009) has also investigated this kind of orbital motion (Trojan horseshoe orbits) in N-body systems, which look like the orbits in Fig.5 (see Fujii et al. 2009, Fig.7). It is worthy of special mention that these orbits exhibit quite different behavior from two-body interaction that is assumed in the derivation of the Chandrasekhar formula. This orbital behavior of the horn particles is presumed to be caused by many-body interaction, rather than two-body interaction (see, Appendix A).

To probe the energy transfer from the horn particles to the GC, I rerun the same simulation while calculating mechanical work on the GC,

$$E_T(t) = \int_{t_{ini}}^{t} v_{gc}'(t') \cdot \vec{a}_{spc}(t') dt'.$$

This integration means cumulation of the integrand on each timestep. $\vec{a}_{spc}$ represents net acceleration exerted on the GC by a specific particle group (e.g. the P-, N-horn or the other particles).

I compute energy transfers on the GC in the same simulation and show the result in Fig.6. Though the horn particles were defined by energy change during 2-3 Gyr, I draw the energy transfers during t=1.5-3.5 Gyr in Fig.6 setting $t_{ini} = 1.5$ Gyr in Eq.5. In agreement with a naive expectation, I find that the P-horn particles absorb energy from the GC and the N-horn particles inject energy into the GC. It is notable that the behaviors of the injection and absorption are monotonic. The transfers are sharp in 2-3 Gyr, slow in $t \lesssim 2$ Gyr and $t \gtrsim 3$ Gyr. This implies that the energy transfers are transient.

The energy transfers in Fig.6 don’t completely balance; however, the energy absorption by the P-horn particles slightly surpasses the injection by the N-horn. I compare the energy transfer on the GC by both of the P- and N-horn particles with that by the other particles in Fig.7. The figure indicates that the other particles also steal energy from the GC. This energy loss of the GC seems to be caused by DF against the other field particles except the horn particles. Interestingly, the energy loss caused by the horn particles is comparable to that by the other particles, accounting for a half of actual DF by all particles. The dotted line labelled as ‘Chandrasekhar formula’ is calculated by substituting Eq.5 for $\vec{a}_{spc}$ in Eq.5 using the data of GC orbit in the simulation. The DF from all particles is well fitted by the Chandrasekhar formula with $\ln \Lambda = 3.72$ This result implies that actual DF can be separated into two modes. The first mode is the well-known conventional DF based on the concept of Chandrasekhar (1943). This is a DF that is attributed to random encounters with a myriad of field particles in an isotropic velocity distribution. On the other hand, unlike the first mode, the cause of the second mode is a small number of particles which are in many-body interaction; the horn particles. The horn particles have only 0.0354 per cent of the total mass of the system.

However, keep in mind that the criterion for defining the horn particles is somewhat arbitrary. Moreover, the result in Fig.7 doesn’t necessarily mean that DF caused by ‘true’ many-body interacting particles accounts for a half of the actual DF. Even in two-body interaction, if a field particle has a similar velocity vector to $v_{gc}$ and a small impact parameter, the particle causes strong interaction and large energy transfer. There would be no clear-cut way to extract only the true many-body interacting particles. However, it is sure that the horn particles defined in Fig.3 include many many-body interacting particles.

### 3.2 The suppressed DF phase

For $t > 5$ Gyr, the DF doesn’t seem to act on the GC to shrink the orbit. This phenomenon itself has already been known. Hernandez & Gilmore (1998) found that this core-shrinkage of DF can be explained by the Chandrasekhar formula. However, their estimation was based on the assumption of completely constant density in the core. Without this assumption, the Chandrasekhar formula predicts slow but certain orbital shrinkage (Goerdt et al. 2002; Read et al. 2003; Inoue 2009), as seen in Fig.3.
Figure 8. The same figure as Fig. 3 but the differential is taken between 7 and 8 Gyr: \( \Delta E \equiv E(8 \text{Gyr}) - E(7 \text{Gyr}) \). Criteria for defining P-horn (N-horn) particles is \(-\log|E/\Phi_0| < -3.0 \times 10^{-2} \) and \( \Delta E/|\Phi_0| > 1.27 \times 10^{-2} \) \((\Delta E/|\Phi_0| < -1.27 \times 10^{-2})\).

Figure 9. Positions of P-, N-horn particles and the GC at \( t = 7 \) Gyr.

On the other hand, the N-body simulations indicate the complete suppression of the DF in the cored region. The Chandrasekhar formula is no longer viable in this phase. \cite{Readetal2006} suggested that the mechanism of the DF suppression is anisotropic velocity distribution induced by the GC. They attributed the DF suppression to increase of number of particles in 'co-rotating state', in which more field particles rotate with the GC in prograde direction than initial isotropic state. \cite{Inoue2009}, however, revealed that the increase of co-rotating particles is marginal and anisotropy induced by the GC is very weak. Besides, \cite{GualandrisMerritt2008} suggested that fluctuation of the halo potential weakens the DF in the core. But, they supposed the case of a black hole and a stellar cored structure, the perturber being so heavy that their theory is not applicable to the case of a dwarf galaxy and GCs.

I execute the same analyses as in the previous subsection. In Fig. 8 I redefine P- and N-horn particles by the same way. The numbers of the P- and N-horn particles are 613 and 834, respectively. Positions of these horn particles at \( t = 7 \) Gyr are plotted in Fig. 9. As well as the exerting DF phase, I confirm that most of the particles plotted have prograde rotations with the GC (399 of 613 P-horn and 761 of 834 N-horn particles).

Figure 10. Examples of typical orbits of the P- and N-horn particle in the coordinate rotating with the GC. Although the particles are defined by energy increase in \( t = 7-8 \) Gyr, the orbits plotted here are in \( t = 6-9 \) Gyr. The large (small) dots indicate positions of the particles at \( t = 6 \) Gyr \((t = 7 \text{ and } t = 8 \text{ Gyr})\).
ties, orbital period becomes independent of orbital radius. In coming close to the GC, the particles are orbiting slightly outside the core with slower angular velocities than the GC. By the gravity from the GC, the particles are pulled backward and lose energy. The particles sink toward the centre by the energy loss. However, by the absence of the donkey effect in the core region, the angular velocities of the particles are kept constant even in the inner radii. After getting behind the GC, the particles are pulled forward by the GC and gain energy. As a result, the orbits of the particles expand again and are exiled from the core. This orbit is also not in two-body interaction but in many-body interaction. In Appendix A, I will discuss about this orbit in restricted three-body problem.

In Fig. 11, I show cumulative energy transfers into the GC. In consistency with the complexity of the orbits, the mechanical works on the GC also show very intricate features. The transfers are no longer monotonic, unlike in the exerting DF phase (Fig. 6). The N-horn particles continue to inject energy until $t \sim 8$ Gyr, but absorb energy from the GC afterwards. Meanwhile, the P-horn particles inject a little energy at first, but largely absorb later. Thus, the total transfer from all horn particles indicates an intricate waving behavior. Although these particles are defined by $E(8Gyr) - E(7Gyr)$, the particles largely inject and absorb energy in $t \lesssim 7$ Gyr and $t \gtrsim 8$ Gyr. These behaviors implies not transient but long-term interaction between the particles and the GC.

From the discussion above, in the suppressed DF phase, it is clear that the energy transfers from some particles have long duration. In this case, I couldn’t extract all many-body interacting particles successfully. In order to overcome this difficulty, I screen particles in $t = 5-6$, 6-7, 7-8, 8-9, 9-10 Gyr by calculating $\Delta E$. If a particle is defined as a horn particle even only once in the five time-periods, I regard the particle as a many-body interacting particle in all time-periods. I gather all many-body interacting particles in this five time-periods. The numbers of particles listed up are shown in the top of Table 1. While operating the same simulation starting from $t = 5$ Gyr, I compute energy transfers into the GC from the gathered horn particles and the others. The result is shown in Fig. 12. In this figure, the cumulative energy transfer from the many-body interacting particles gradually increases. On the other hand, the other particles absorb energy from the GC. These cumulative transfers, however, indicate periodic flapping. This periodicity appears just in 1

---

**Table 1.** The numbers of particles defined as horn particles in each time-intervals. The top and bottom tables are 1Gyr-interval and 0.5Gyr-interval, respectively. The leftmost column indicates time-period in which I calculate $\Delta E$ to define the horn particles. The bottommost row is the number of particles for which all particles listed above are gathered. Because some particles overlap, the number of particle gathered is not identical to simple sum of rightmost columns.

| period       | P-horn | N-horn | total |
|--------------|--------|--------|-------|
| 5 - 5.5 Gyr  | 195    | 345    | 540   |
| 5.5 - 6 Gyr  | 292    | 251    | 543   |
| 6 - 6.5 Gyr  | 253    | 337    | 590   |
| 6.5 - 7 Gyr  | 460    | 227    | 687   |
| 7 - 7.5 Gyr  | 365    | 462    | 827   |
| 7.5 - 8 Gyr  | 526    | 363    | 889   |
| 8 - 8.5 Gyr  | 977    | 352    | 1329  |
| 8.5 - 9 Gyr  | 696    | 658    | 1354  |
| 9 - 9.5 Gyr  | 1438   | 895    | 2333  |
| 9.5 - 10 Gyr | 1604   | 1082   | 2686  |

| gathered     | 4787   |
|--------------|--------|
| gathered     | 6776   |

---

**Figure 11.** Cumulative energy transfers to the GC from the P- and N-horn particles in the suppressed DF phase ($t_{ini} = 6.5$ Gyr in this plot).

**Figure 12.** Cumulative energy transfers to the GC from the gathered horn and the other particles in the suppressed DF phase by setting the time-interval to calculate $\Delta E$ to be 1 Gyr. For comparison, an analytical estimation by the Chandrasekhar formula is also plotted, but it is reduced by half from the naive estimation by Eq. 5.
many-body interacting particles disagrees with the concept of orbits from two-body interaction. The presence of such particles are in many-body interaction, which have quite different cusp density profiles although the shallow cusp may evolve into a constant density (see, Appendix A). This implies the correctness of determining \( \ln \Lambda \) would conceal the contribution of Chandrasekhar (1943). However, in his formula, uncertainty of determining \( \ln \Lambda \) would conceal the contribution of Chandrasekhar (1943).

Therefore, I follow the same procedure to calculate \( \Delta E \) to be 1 Gyr.

Figure 13. The same plot as Fig.12 but using 0.5Gyr-interval to extract the gathered horn particles.

The orbit of the perturber is thus stabilized. I suggest that this could be a possible mechanism of the suppressed DF in a constant density structure.

Although my results indicate a failure of the Chandrasekhar formula, this is not surprising. The derivation of the formula has assumed an unrealistic circumstance: uniform density, isotropic velocity field and non-periodic straight orbit. Moreover, a perturber in a real galaxy has to rotate around center of the galaxy. Therefore, from the very beginning it is unreasonable to apply the Chandrasekhar formula to all kinds of density distributions.

The result of this paper indicates that not only two-body interactions but also many-body interactions are responsible for the actual DF. The many-body interacting particles, horn particles, are very small in number and co-rotating with the perturber. Moreover, the resistance to the DF phase to the orbit of the perturber while the perturber plays the role of a catalyst to modify the distribution function of the field particles and induces anisotropy.
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APPENDIX A: CIRCULAR RESTRICTED THREE-BODY PROBLEM IN THE CORE REGION

I discuss here why and how the orbits indicated in Fig. 3 appear in the suppressed DF phase. Since the orbit of the perturber is nearly circular in my simulation and density field is stable, I expect that circular restricted three-body problem would be a valid method to investigate the orbits in the core region. Here, I assume that the GC is orbiting at a separation of $R_0 = 300pc$ from the galactic center in a circular orbit. Let the enclosed mass of the halo,
\[ M_0 = 4\pi \int_0^{R_0} \rho(r) r^2 dr. \] I set the coordinate center to the center of mass of the system. Then, the galactic center and the GC are located at \( \vec{x}_{M} = [-R_0 m_{gc}/(M_0 + m_{gc}), 0, 0] \) and \( \vec{x}_{gc} = [R_0 M_0/(M_0 + m_{gc}), 0, 0] \), respectively. Then, I calculate effective potential at \( \vec{x} = [x, y, 0] \) in the coordinate rotating with the GC,

\[ \Phi_{eff}(\vec{x}) = \Phi(R_M) - G \left[ \frac{m_{gc}}{R_{gc}} + \frac{M_0 + m_{gc}}{2R_0^2} (x^2 + y^2) \right], \tag{A1} \]

where \( R_M \equiv |\vec{x} - \vec{x}_M|, \) \( R_{gc} \equiv |\vec{x} - \vec{x}_{gc}|. \) The first and second term are gravitational potential of the halo density distribution and the GC, respectively. The third term is centrifugal potential.

In Fig. A1 I show a contour plot of the effective potential in the case of that the core radius is set to \( r_0 = 1 \) kpc, which corresponds to the suppressed DF phase in my simulation. I also plot equipotential surfaces of Lagrangian points, L1, L2 and L3. The green line indicates a equipotential surface between the effective potentials at L2 and L3: \( \Phi_{eff,L2} \) and \( \Phi_{eff,L3} \). This green line runs through around the GC. If field particles have a Jacobi integral higher than \( \Phi_{eff,L2} \) and lower than \( \Phi_{eff,L3} \), some of these can orbit along this green line. I consider the particles shown in Fig. A1 to be examples of this kind of particle.

Special attention should be paid to the fact that the effective potential at L2 (the solid white line) is lower than that at L3 (the dashed white line). This height relation between \( \Phi_{eff,L2} \) and \( \Phi_{eff,L3} \) permits appearance of orbits like those shown in Fig. A2. The dot-dashed, solid and dashed white lines indicate equipotential surfaces of Lagrangian points L1, L2 and L3, respectively. The green line indicates an isosurface on which the orbits indicated in Fig. A1 are possible.

**Figure A1.** Contour plot of effective potential in the case where the perturber is rotating inside the core region with \( r_0 = 1 \) kpc. Colour-bar labels the energy, \( \Phi_{eff}/\Phi_0 \). The coordinate center is the center of mass of the system. The dot-dashed, solid and dashed white lines indicate equipotential surfaces of Lagrangian points L1, L2 and L3, respectively. The green line indicates an isosurface on which the orbits indicated in Fig. A1 are possible.

**Figure A2.** Contour plot of effective potential in the case of cusp density distribution with \( r_0 = 50 \) pc. The dot-dashed, solid and dashed white lines indicate equipotential surfaces of Lagrangian points L1, L2 and L3, respectively. The green line indicates an isosurface on which the orbits indicated in Fig. A1 are possible.

On the other hand, in cases of cusp density distribution, \( \Phi_{eff,L2} \) is generally higher than \( \Phi_{eff,L3} \) (see below).

In Fig. A2 I show a contour plot of the effective potential in the case where the core radius is set to \( r_0 = 50 \) pc, which corresponds to the case of cusp density distribution: the exerting DF phase. In this case, \( \Phi_{eff,L2} \) is higher than \( \Phi_{eff,L3} \). Then, the green lines in this case can not run across between potential minima, i.e., no orbit can run through between the GC and the galactic center since such a route is completely prohibited. The green lines in Fig. A2 correspond to the horn-particle orbits in Fig. B.

In the case of the cored density, if the GC is orbiting in even inner region of the core, much more particles can become horn-particles shown as the green line in Fig. A1. Therefore, force against DF becomes strong toward inner region, at a certain radius, the force balances with the DF on the GC. This means that the DF suppression is not attributed anisotropic velocity state induced by the GC rotation: co-rotating state suggested by Read et al. (2006). Inoue (2009) has shown that such a co-rotating anisotropic velocity state is very marginal. If the appearance of horn-particles is the true mechanism of DF suppression, even though the velocity distribution is isotropic, core-stalling of DF is possible. Although the horn-particles I suggest are co-rotating particles in a sense, but there is no need to induce the anisotropy in the velocity field. This is consistent with the marginally anisotropic velocity distribution found by Inoue (2004).

Next, I address the cases of shallow cusp density distributions by means of the circular restricted three-body problem. Some studies have concluded that actual dark matter profile of dwarf galaxies would have a shallow inner cusp with slopes
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between 0.3-0.6. In order to investigate the cases of shallow cusps, I use another density profile,
\[ \rho(r) = \frac{\rho_0}{(r/r_0)\gamma [1 + (r/r_0)^\alpha]^{(\beta-\gamma)/\alpha}}, \]
where \( \rho_0 = 0.1M_\odot/pc^3 \) and \( r_0 = 1.0kpc \). I set the parameters, \( \alpha = 1.5, \beta = 3.0 \) (outer slope) and \( \gamma = 0.3 \) or 0.6 (inner slope). If \( \alpha = 1.5, \beta = 3.0 \) and \( \gamma = 0.0 \), this profile becomes very similar to Burkert profile. In this profile, I assume that the GC with the mass of \( m_{gc} = 2.0 \times 10^5 M_\odot \) is orbiting at a separation of \( R_0 = 300pc \) from the galactic center in a circular orbit.

As I discussed above, some field particles can be in the special orbit (Fig.10) if the effective potential on L3 point is higher than that on L2. This fact implies that all I have to do is to calculate the effective potential on L3 and L2. Then, I plot the effective potential along x-axis (the line of the GC and the halo centre). Fig.A3 shows the effective potential in the case of \( \gamma = 0.3 \). In this case, the effective potential on L3 is higher than that on L2. I expect that some horn particles in the special orbit would be existent. Then, according to the main discussion of the paper, these horn particles could counter and weaken DF on the GC.

I show the effective potential in the case of \( \gamma = 0.6 \) in Fig.A4. The position of the GC, the scale radius, \( r_0 \), and other parameters are the same. The effective potential on L3 is still higher than that on L2. However, the difference between these is very small in comparison with the previous case. Only a minority of particles can be in the special orbit if \( \gamma = 0.6 \). In this case, the horn particles may be unable to balance against the DF on the GC.

From the discussion above, steeper inner slope of the density profile allows fewer particles to orbit in many-body interaction manner like Fig.10. However, in this discussion, it is very difficult or impossible to investigate how many particles in this orbit are required to cancel out the DF on the GC. After all, detailed investigation needs to operate N-body simulations. However, as Read et al. (2006) has concluded, N-body simulation suffers from the decline of the inner cusp. Then, I can not conclude what value of \( \gamma \) is the criterion of the DF stalling in (nearly) cored density profiles.