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One of the main questions of research on quantum many-body systems following unitary out of equilibrium dynamics is to find out how local expectation values equilibrate in time. For non-interacting models, this question is rather well understood. However, the best known bounds for general quantum systems are vastly crude, scaling unfavorable with the system size. Nevertheless, empirical and numerical evidence suggests that for generic interacting many-body systems, generic local observables, and sufficiently well-behaved states, the equilibration time does not depend strongly on the system size, but only the precision with which this occurs does. In this discussion paper, we aim at giving very simple and plausible arguments for why this happens. While our discussion does not yield rigorous results about equilibration time scales, we believe that it helps to clarify the essential underlying mechanism, the intuition and important figures of merit behind equilibration. We then connect our arguments to common assumptions and numerical results in the field of equilibration and thermalization of closed quantum systems, such as the eigenstate thermalization hypothesis as well as rigorous results on interacting quantum many-body systems. Finally, we complement our discussion with numerical results — both in the case of examples and counter-examples of equilibrating systems.

I. INTRODUCTION

How do closed quantum many-body systems precisely equilibrate, once pushed out of equilibrium? This question has intrigued already the pioneers of quantum mechanics [1]. Early on, it became clear that generically, expectation values of local observables eventually become stationary, so that the systems would appear relaxed for most times, even though undergoing perfectly unitary dynamics globally. Effectively, a dephasing mechanism is seen at work that ensures that for most times, the state is locally indistinguishable from the time average. It was rather recently that this intuition was made rigorous by a solid quantitative understanding of equilibration living up to the expectations of mathematical physics [2–9], backed up by a large body of numerical work on interacting quantum many-body systems [10, 11] and on integrable models [12, 13]. In particular, if the so-called effective dimension of the initial state is large, then local equilibration follows in a stringent sense [4, 9]. In fact, the study of quantum many-body systems going back to equilibrium has seen a renaissance in recent years, dubbed quantum systems undergoing “quenches” [2, 8–10, 11, 14, 17], not the least because such systems can now be probed in modern laboratories under well controlled conditions [16, 18, 21].

In all this deepened understanding, an important question has been left notoriously open, however. This is the question of how quickly such an equilibration would happen in time. This question is often referred to the “time scale problem”: It is a frequent topic of sessions highlighting important open questions in the field (even though the term “scale” may be a misnomer, as one does not necessarily expect local relaxation to follow an exponential law in time). General bounds on equilibration time scales have been proven [5, 7], but they scale very much unfavorably with the system size, while one would expect the dependence in time to be largely independent from it. For non-interacting models, the question of equilibration is much better understood in contrast [8, 22, 25]. But then, such systems show distinct features generic non-integrable models would not exhibit.

The question of the equilibration in time for local Hamiltonian models is the one discussed in the present work. Yet before we state what this work can deliver, we take the opportunity to clarify what this work is not. We do not present a rigorous proof of equilibration times. We do not even present bounds to such times for specific Hamiltonians. Instead, in this work, we aim at providing a clear intuition for equilibration times based on physical principles. We make this intuition plausible by formulating basic assumptions about interacting quantum many-body systems and link those to observable equilibration processes by making use of a simple argument from harmonic analysis. This serves to highlight important quantities that determine whether an observable equilibrates relative to a state and some Hamiltonian or not. We then put those principles advocated and assumptions made in contact with rigorous results on interacting quantum systems and to commonly conjectured properties. To further add evidence to the plausibility of the assumptions, we present a body of numerical observations which illustrate the different possible behaviors.

We regard this work hence largely as a discussion document on an important research question, with the hope of providing some intuition and inviting interested readers to work on this interesting problem. We are largely unapologetic about this format. In fact, we think that it is very reasonable for the difficult and long-standing problem at hand to choose such a format in order to communicate and further develop the necessary intuition.

II. THE NOTION OF EQUILIBRATION

We will now start off by explaining what we mean by equilibration in a many-body system and what kind of phenomena we are interested in. Generally speaking, the phenomenon of equilibration means that if a (quantum) system described by a Hamiltonian $H$ is prepared in a state $\Psi$, and we measure an observable $A$ at different times, we find that the expectation value becomes largely time-independent

$$\langle A(t)\rangle_\Psi \to \mathbb{E}_t(\langle A(t)\rangle_\Psi) = \text{const.}$$

(1)
Here, the quantity $E_t(\langle A(t) \rangle_\psi)$ denotes the infinite time average of $\langle A(t) \rangle_\psi$

$$E_t(\langle A(t) \rangle_\psi) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \langle A(t) \rangle_\psi \, dt. \quad (2)$$

Whether, and if so how quickly, such equilibration happens depends crucially on the Hamiltonian $H$, the initial state $\Psi$ and the observable $A$. If we vary these parameters, we can in principle describe a vast set of complex phenomena, ranging from the equilibration of local order parameters, over the equilibration of macroscopic bodies at different temperatures which are put into contact, to the evaporation of a black hole by Hawking radiation. To have any hope to make progress, we therefore have to formulate precisely in which kind of phenomena we are interested in and in which kind of phenomena we are not interested in.

In this work, we are interested only in the microscopic, local equilibration of local observables in a sufficiently homogeneous quantum many-body system with local interactions. That is, we want to provide plausible arguments for the emergence of equilibrium on macroscopic length and time scales. We will not be interested in this remaining equilibration, which can be expected to be described by a semi-classical, hydrodynamic approach [26].

Thus, we exclude in our discussion essentially all effects originating from the system to be out of equilibrium on a macroscopic scale. This includes all conduction or transport effects on macroscopic scales, such as, for example, heat conduction or electric currents. This might seem like an overly strong restriction, but we emphasize that even this limited range of phenomena that we would like to describe is at the moment not thoroughly understood from a theoretical point of view [4]. In particular, it has not been proven on general grounds that such local equilibration happens within a time that does not diverge with the system size of the whole system (see Refs. [6][7] for some rigorous progress in this direction, however). Contrarily, we will argue that the essential mechanism of equilibration in a time independent of the system size is in fact quite simple. Indeed it is not significantly more difficult to understand than the spreading of the wave packet of a particle on a line. Nevertheless, it seems very challenging to obtain rigorous proofs for bounds on equilibration time-scales, at least if one aims at deriving those bounds directly from the microscopic model.

We also emphasize that we are only interested in the question of how rapidly local observables in a somewhat homogeneous system equilibrate to a steady-state value, but not what this value is. That means we are not concerned with the problem of whether this steady-state value can be described well by a statistical ensemble like the Gibbs-ensemble. As is common, we will refer to this latter phenomenon as thermalization instead of equilibration (again, for reviews on this question, see Refs. [2][4][10][11]).

### A. Basic notation and assumptions

Before discussing the very essential mechanism of equilibration, we will now start to formalize our set-up by establishing some basic notation. Later in the manuscript, we will iteratively refine our formal set-up and assumptions. In the following, we will consider a system on a regular lattice $\Lambda \subseteq \mathbb{Z}^d$, described by a local Hamiltonian

$$H_\Lambda = \sum_{X \subset \Lambda} h_X, \quad (3)$$

where the operator $h_X$ only acts on degrees of freedom within the lattice region $X$. Here, we assume that the degrees of freedom associated to each lattice site $x \in \Lambda$ are described by a finite-dimensional Hilbert-space, with local dimension $d$. Furthermore, we assume that the terms $h_X$ are non-zero only for regions $X$ of a finite diameter smaller than or equal to $k$ and are uniformly bounded in the sense that $\| h_X \| \leq J$ for all $X \subset \Lambda$. We label energy eigenvectors as $| E_i \rangle$, with $i = 1, \ldots, d^N$ and assume that the ground state energy is zero, so that $E_i \in [0, \infty)$ for all $i$.

Local observables are denoted as $A$. Without loss of generality, we pick $\| A \| = 1$. We denote the number of terms $h_X$ as $n$ and the total number of sites by $N = | \Lambda |$. Usually, $n = N$. Throughout this article, we will assume that the Hamiltonian $H_\Lambda$ is translational invariant, at least on the scale of the observables that we consider. Similarly, we will only allow for initial states which are translational invariant. Let us emphasize, however, that the reason for this is not that we do not believe that systems which are not strictly translational invariant would not equilibrate. In fact, the basic picture of local, rapid equilibration also applies to these cases based on the following argument. If we know that a local observable in a translational invariant system equilibrates in time $t_{eq}$, the Lieb-Robinson bounds (see Sec. V D) imply that the local system essentially has only seen a system of size on the scale $v_{LR} t_{eq}$, where $v_{LR}$ is the maximum group velocity implied by the Lieb-Robinson bounds. We can hence expect that results on equilibration in translational invariant systems are also relevant for the local, rapid equilibration of systems which are inhomogeneous on scales larger than $v_{LR} t_{eq}$. An assumed separation of length-scales of non-equilibrium effects would therefore directly translate to a separation of equilibration time-scales while the initial (fast) equilibration process is the one we address here. For example, many-body localized systems equilibrate in spite of breaking translational invariance [27][28]. Moreover, in our numerical calculations presented in the main text and appendix we also consider non-translational invariant systems which still equilibrate and follow the laid out intuition. However, translational invariance can be used to disentangle the problem of local equilibration with the problem of equilibration on macroscopic scales: If local order parameters equilibrate in a translational invariant system, then there is no remaining macroscopic non-equilibrium.

In the remaining document we will often make statements about different system sizes. Assuming a translational invariant state and Hamiltonian the system size can be changed unambiguously and without much effort.
III. THE ESSENTIAL MECHANISM: EQUILIBRATION OF COMPLEX NUMBERS

We will now explain the very essentials of the mechanism of local equilibration in a complex quantum system. The point of view that we will use is also advocated in the concurrent and complementary Ref. [31] which also deals with the problem of rapid local equilibration. To explain this mechanism, which is essentially that of simple dephasing, we fix the initial pure state $\Psi$ and consider the quantity

$$\Delta A(t) := \langle A(t) \rangle_{\Psi} - E_\Psi \langle \langle A(t) \rangle_{\Psi} \rangle,$$  \hspace{1cm} (4)

which measures the deviation of the instantaneous expectation value of the observable $A$ from the steady-state value. It is instructive to write this quantity in the energy-eigenbasis as

$$\Delta A(t) = \sum_{E_i \neq E_j} \langle E_i | A | E_j \rangle \langle E_j | \rho | E_i \rangle e^{i(E_j - E_i)t} = \sum_{\Delta \neq 0} z_\Delta e^{i\Delta t},$$ \hspace{1cm} (5)

where we have introduced a sum over the gaps of energy eigenvalues $\Delta$ and the complex numbers

$$z_\Delta := \sum_{E_i, E_j \in \Delta} \langle E_i | A | E_j \rangle \langle E_j | \rho | E_i \rangle.$$ \hspace{1cm} (6)

Due to the fact that $A$ is hermitian and the time-evolution unitary, the $z_\Delta$ fulfill the relation $z_{-\Delta} = z_\Delta^*$, where the bar denotes complex conjugation.

We will now use this expression to give an intuitive understanding of equilibration. In a large many-body system, the number of gaps $\Delta$ grows exponentially with the system size. For sufficiently generic local observables and initial states we then expect that the number of points $z_\Delta$ that contribute to $\Delta A(t)_{\Psi}$ is very large in a large system. From Eq. (5) we then see that the time-dependent deviation $\Delta A(t)_{\Psi}$ can be understood as the sum of a cloud of a large number of points in the complex plane, each of which rotating on a circle of radius $|z_\Delta|$ and with an angular velocity given by $\Delta$ (e.g. see lower panel of Fig. 1). No two points have exactly the same angular velocity and there will therefore necessarily be a dispersion in the angular velocities.

If $|\Delta A(0)_{\Psi}| \gg 0$, the initial distribution of points is anisotropic and the dispersion in the angular velocities will have the effect that this initial anisotropy even out, i.e., the points will start to distribute more isotropically in the complex plane. This leads to a small value of $\Delta A(t)_{\Psi}$. Once the points are spread out approximately isotropically, they will remain approximately isotropic for a long time: Intuitively speaking, there are vastly more configurations for the cloud of points so that they remain isotropic than configurations which lead to a sudden synchronization again. We hence expect that the points remain isotropically distributed for a long time. Nevertheless, in any finite system there will be a recurrence time $t_{\text{eq}}$ which, however, increases quickly with the number of points. In a local system of finite size, there is an additional recurrence-like time due to ballistic transport of information and backscattering at the boundaries of the system which increases as the system size, see Sec. [32]. In contrast, the time $t_{\text{eq}}$ it takes until the points have distributed roughly isotropically, i.e., $\Delta A(t_{\text{eq}})_{\Psi} \leq \epsilon$, intuitively depends essentially on the shape of the distribution $\bar{z}$ as a function of $\Delta$ and should become independent of the system size for large enough systems. After this time, there will be remaining oscillations with a small amplitude $\epsilon$ roughly until the recurrence time. The size $\epsilon$ of the oscillations decreases with the number of points, while the recurrence time increases with this number. These arguments hold provided that the distribution of points is essentially fixed and sufficiently regular as we increase the number of points.

As a toy model for this, let us consider what happens if we choose a large number $N$ of gaps $\Delta_i$ uniformly at random from an interval $[-\Delta_{\text{max}}, \Delta_{\text{max}}]$. Let us furthermore simplify the situation by assuming that the $z_{\Delta_i}$ are real and distributed according to a Gaussian density $\mu(\Delta)$ (independent of $N$) with variance $1/\tau \ll \Delta_{\text{max}}$. We normalize their sum so that

$$\sum_i z_{\Delta_i} = \Delta A(0)_{\Psi} \gg 0$$ \hspace{1cm} (7)

is fixed (Note that the condition that $\Delta A(t)_{\Psi}$ is always real can be violated in this toy example, however, only on a scale that decreases with increasing $N$. We therefore ignore this for now.). We then see that as we increase $N$, the time-dependent deviation $\Delta A(t)_{\Psi}$ becomes a better and better approximation of the Fourier transform of a Gaussian

$$\Delta A(t)_{\Psi} = \sum_i z_{\Delta_i} e^{i\Delta_i t} \approx \int \mu(\Delta) e^{i\Delta t}.$$ \hspace{1cm} (8)

For any given error $\epsilon > 0$, there will be a maximum time $T_N(\epsilon)$ for which this approximation holds true. For times $t < T_N(\epsilon)$ we then find

$$\Delta A(t)_{\Psi} \approx \Delta A(0)_{\Psi} e^{-(t/\tau)^2}, \hspace{1cm} t < T_N(\epsilon).$$ \hspace{1cm} (9)

Importantly, the time $T_N(\epsilon)$ increases with $N$ for a fixed error $\epsilon$. We can hence identify the equilibration time-scale as $\tau$, and find $t_{\text{eq}} = C\tau$ for an equilibration up to some given precision defined by $C > 0$.

In a more general situation, the distribution of $z_\Delta$ may have features at smaller scales than $1/\tau$. These features will equilibrate on correspondingly longer time-scales. But whenever the $z_\Delta$ follow a distribution that is essentially independent of $N$ for large $N$, the observable equilibrates in a time that is roughly independent of the system size, while the precision with which it does increases with the system size and the duration for which it remains equilibrated also increases with the system size. The actual problem of explaining local equilibration is then to give arguments that render it plausible that the $z_\Delta$ are distributed essentially independent of the system size, while their number increases with the system size.

Unsurprisingly, to do this we will need to make additional assumptions about the system, the observable and the initial
state and refine our notion of equilibration. We will discuss both examples and counter-examples in well-known models (both integrable and non-integrable) in the following sections.

**IV. REVISITING BASIC NOTIONS AND ASSUMPTIONS**

In the previous section, we gave a rough intuitive argument for local equilibration. We will now start to go into more detail and refine our notion of equilibration. In the present section we will keep the discussion at a general level and then connect this general discussion with more concrete physical properties in the following sections.

We have already seen that in any finite system, there are different time-scales which need to be considered and that exact equilibration for infinite times will not occur due to the finiteness of the system: Not only will the system only equilibrate up to some finite precision, it will also only stay equilibrated for some very large but finite amount of time. We should hence only ask whether equilibration occurs before some chosen cut-off time $T$ and up to some chosen precision $\epsilon$, which in general depends on the system size. In the following, we will therefore only consider times $t < T$. Once we have introduced the cut-off time $T$ and a precision of equilibration $\epsilon > 0$, we can take the thermodynamic limit to obtain the time evolution $\Delta A(t)_\psi$ in the infinite system.

Let us formalize this procedure to some extent. To do that, we introduce regularized quantities. We have seen before that

\[
\Delta t > 0
\]

will therefore only consider times $t < T$ and a precision of equilibration $\epsilon > 0$, we can take the thermodynamic limit to obtain the time evolution $\Delta A(t)_\psi$ in the infinite system.

Let us formalize this procedure to some extent. To do that, we introduce regularized quantities. We have seen before that

\[
\Delta A(t)_\psi := \int z_T(\lambda) e^{i\lambda t} d\lambda.
\]

Note that the regularized quantity $\Delta A_T(t)_\psi$ always decays to zero on the large time-scale $T$. It is thus essential to restrict the range of times that we are interested in to times much smaller than $T$. We can now formalize the statement that the distribution of $z_\Delta$ becomes essentially independent of $T$ by saying
FIG. 2. Time evolution in a system failing to equilibrate. The system size is $L = 15$. We show the exact time evolution of the deviation of the instantaneous expectation value of a local observable with respect to the steady-state value. The model is the transverse field Ising defined in Eq. (A2) in the appendix on $L = 15$ sites with parameters $J = 1, h_x = 0.5, h_z = -1.05$. The initial state is a product state composed of only spin-up states and the observable is a $\sigma_z$ operator in the middle of the chain as used in Ref. [30]. Moreover, in the lower panel, we plot as in Fig. 1 the evolution of the contributions to the Fourier transform of the smoothed distribution $z_T$ in the complex plane at the times marked in the evolution. We apply the same scheme as described in the caption of Fig. 1 again with 5000 interpolation points, $T \approx 33$ and treating gaps $|\Delta| < 10^{-13}$ as zero. Initially, the smoothed $z_T$ is strongly localized and anisotropic. When evolved in time, we find two distinct and large contributions that revolve around the zero without canceling out one another. These contributions stay approximately in phase and do not disperse as their parts revolve with roughly the same angular velocity. Note that this agrees well with the result shown in Fig. 4 which displays the distribution $z_T$ in dependence of $\lambda$ and shows two distinct peaks concentrating most of the weight of the distribution. As a result the deviation from the steady-state expectation value shows strong and only weakly decaying oscillations.

FIG. 3. System size scaling of the smoothed $z_T$ distribution in the equilibrating model discussed in Fig. 1. At all system sizes the distribution $z_T$ is again evaluated at 5000 points interpolating the extremal gaps linearly for $T \approx 33$. With growing system size, the resulting distribution $z_T$ spreads its weights more and more evenly leading to the equilibrating behavior of the considered system as shown in Fig. 1 that there exists a bounded function $\lambda \mapsto z(\lambda)$ such that

$$\lim_{T \to \infty} \lim_{N \to \infty} \int |z_T(\lambda) - z(\lambda)|d\lambda = 0.$$  \hfill (14)

In such a case, we will give strong arguments for equilibration of local observables under the evolution of a local Hamiltonian faster than any power for any fixed precision in Sec. IV A. For an example of such behavior, see Fig. 1 and 3. In Fig. 4 we display the evolution of $\Delta A(t)_\Psi$ for an equilibrating system and illustrate the connection to the intuition drawn in Sec. III for dynamic emergence of an isotropic distribution of $z_\Delta$. Fig. 5 shows the behavior of $z_T$ for different system sizes and hints towards the development of an well behaved $z$ distribution in this example.

If, however, $\lambda \mapsto z(\lambda)$ is not point-wise bounded, we will now argue that the system cannot equilibrate at all to arbitrary precision: There will be remaining oscillations with finite amplitude for all times. To see this, first note that for any system size and any $T$ we have

$$\Delta A(0)_\Psi = \sum_{\Delta \neq 0} z_\Delta = \int z_T(\lambda)d\lambda.$$  \hfill (15)

Thus, by assumption $\lambda \mapsto z(\lambda)$ is an unbounded function with a finite integral. Such a function will have a finite contribution from the respective singularities which concentrate a finite
weight onto arbitrarily small regions and thus lead to a non-dispersing evolution. In the easiest case assume this contribution to originate from a discrete number of \( \delta \)-distributions. Since \( z_{\mathcal{F}}(\lambda) = z_{\mathcal{F}}(-\lambda) \), they would have to come in pairs \( \{+\Delta_i,-\Delta_i\} \) and hence show up in the time-evolution of the infinite system as

\[
\Delta A(t)_{\Psi} \xrightarrow{t\to\infty} \sum_i r_i \cos(\Delta_i t),
\]

with \( r_i \) being some real numbers. An example of a system which seems to show this behavior is given in Figs. 2 and 4 where two pronounced peaks in the \( z_{\Delta} \) distribution lead to the non-equilibrating behavior displayed. Importantly, the example features a translational invariant, local Hamiltonian far from an integrable point. Furthermore, the initial state is a translational invariant, product state and the observable is a on-site Pauli-observable. We note however, that there is some debate about whether these oscillations do indeed persist for all times in the infinite system or can be understood in terms of effective quasi-particles with a finite, but very long life-time [33] [34].

As a final remark in this section, let us briefly discuss the role of finite-size effects for the quantity \( \Delta A(t)_{\Psi} \) which are necessary to keep in mind in numerical investigations of equilibration on finite systems. If an observable equilibrates in a time \( t_{\text{eq}} \) (w.r.t. some suitably chosen state) to the equilibrium value \( A_{\text{eq}} \) in the thermodynamic limit, it follows from the maximum group velocity \( v_{\text{LR}} \) implied by the Lieb-Robinson bounds that the observable should also equilibrate on a finite system of size \( v_{\text{LR}} t_{\text{eq}} \) to \( A_{\text{eq}} \) for some range of times. However, the equilibrium value \( A_{\text{eq}} \) need not coincide exactly with the time-average value \( \mathbb{E}_t(\langle A(t) \rangle_{\Psi}) \) on the finite system. This happens due to the fact that the latter may depend on the system size while \( A_{\text{eq}} \) by definition does not depend on the system size. To see examples of this behavior, we refer to the appendix.

### A. Rapid equilibration: A simple argument from harmonic analysis

We will now give a simple argument showing that rapid equilibration, in the sense that it occurs in the thermodynamic limit and hence independent of the system size, essentially follows from the fact that \( \lambda \mapsto z(\lambda) \) exists as a bounded function.

To be able to show this, we will use the fact that local observables can only connect energy-eigenstates which differ in a small amount of energy. More precisely, if \( H \) is a local Hamiltonian with energy eigenvectors \( \{E_i\} \), we have

\[
|\langle E_i | A | E_j \rangle| \leq \| A \| e^{-\alpha |E_i - E_j| - 2R},
\]

where \( R \) and \( \alpha \) are constants independent of the system size and \( R \) is proportional to the size of the supporting region of \( A \). This result has been shown in ref. [35].

In the case of a generic, strongly-interacting Hamiltonian we expect that the gaps \( \Delta \) are essentially non-degenerate, meaning that for each gap \( \Delta \) there are only few pairs of energies \( E_i, E_j \) such that \( E_i - E_j = \Delta \). In this case, we see from Eqs. (17) and (6) that for large \( \Delta \), all \( z_{\Delta} \) fall off exponentially with \( \Delta \). This happens independently of the system size. Therefore, if \( \lambda \mapsto z(\lambda) \) exists as a bounded function, it must also fall off exponentially with \( |\lambda| \). We thus find that \( \lambda \mapsto z(\lambda) \) has the following properties:

- i) It is bounded (by assumption),
- ii) it has a finite integral and
- iii) it decays exponentially with \( |\lambda| \).

These three properties together imply that

\[
\| z \|_1 = \int |z(\lambda)| d\lambda < \infty.
\]

We will now essentially follow the proof of the Riemann-Lebesgue Lemma [36]. Every absolutely integrable function can be approximated, to arbitrary small error \( \delta > 0 \), by a smooth function with compact support \( g_\delta \),

\[
\int |z(\lambda) - g_\delta(\lambda)| d\lambda < \delta.
\]

Consequently, the Fourier-transform of \( z \), which is simply \( \Delta A(t)_{\Psi} \), can be approximated by the Fourier-transform of \( g_\delta \),

\[
\| \Delta A(t)_{\Psi} \| \leq \left| \int g_\delta(\lambda) e^{i\lambda t} d\lambda \right| + \delta = \| g_\delta(t) \| + \delta.
\]

Since the Fourier transform of a compactly supported smooth function falls off faster than any power, we find that for every choice of precision \( \delta \), \( t \to \Delta A(t)_{\Psi} \) equilibrates to this precision faster than any power. For every \( k \in \mathbb{N} \) and \( \delta > 0 \), there exist constants \( C_k(\delta, \tau) \) such that

\[
\| \Delta A(t)_{\Psi} \| \leq \min \left\{ 2 \| A \|, \frac{C_k(\delta, \tau)}{t^k} \right\} + \delta.
\]

We emphasize, however, that the prefactors \( C_k(\delta, \tau) \) can be very big and in fact diverge as \( \delta \to 0 \). This will, for example, be the case if the equilibration occurs with a power law behavior for large times, which is known to occur in certain integrable models [8] 22] 23]. Nevertheless, the prefactors do not depend on the system size. We therefore do not predict exponential laws in time but show that under the above assumptions system size independent equilibration times can be constructed.

### V. Connecting the assumptions to general results about quantum many-body systems

The previous discussion rests on the assumption that the distribution \( z_{\Delta} \) generically approaches a smooth distribution in the thermodynamic limit, in the sense of Eq. (14). In this section, we connect the above assumptions with commonly
stated and discussed properties of local quantum many-body systems. As is clear from the expression for $z_{\Delta}$, the crucial properties that we will be interested in are I) the distribution of energy gaps and II) how local observables and physically relevant initial states look in the energy-eigenbasis. Finally, we will also discuss the role of a finite group velocity for the problem of equilibration.

A. The spectrum

As a preliminary for the following discussions, the number of energy levels in a system of $N$ degrees of freedom and local dimension $d$ is given by $d^N$, thus grows exponentially with the system size. In contrast, the energy-range of a local Hamiltonian grows only linearly with the system size, $\|H\| \propto N$. Thus, it is reasonable that the typical energy difference between consecutive energy levels becomes exponentially small in the system size, leading to essentially a continuous spectrum for very large systems. As a consequence, also the distribution of energy gaps $\Delta$ follows a continuous distribution.

It can be seen that for systems with local interactions, the distribution of energy levels follow roughly a Gaussian distribution with a standard deviation that diverges as $\sqrt{N}$ with the system size. Precise results and a rough intuition for why this happens can be found in the appendix (see Sec. B.1). As a consequence of the distribution of energy levels, also the distribution of all energy gaps $\Delta = E_i - E_j$ has to follow a Gaussian distribution.

As a remark, we emphasize that it is important to distinguish the distribution of energy gaps $\Delta$ from the level-spacing distribution as commonly studied in random matrix theory. In that case one is often interested in the distribution of neighboring (or higher order) gaps and not on the distribution of all gaps, as is necessary for the problem of equilibration. An important feature of the level-spacing distribution is that in sufficiently non-integrable models it shows level repulsion. Nevertheless, the total distribution of gaps converges to a Gaussian with mean zero, i.e., a distribution with a maximum at the zero gap.

B. The state

The second important ingredient in the distribution of $z_{\Delta}$ is the initial state $\Psi$, and more concretely, the off-diagonal elements in its density matrix $\rho$. Our heuristic arguments require that this distribution is sufficiently smooth and dense as the system size increases. Due to the positivity of quantum-states one can easily bound their off-diagonal elements by their diagonal elements, according to

$$\langle |E_i| |E_j\rangle^2 \leq \langle E_i | \rho | E_i \rangle \langle E_j | \rho | E_j \rangle.$$  \hspace{1cm} (22)

At least if the state is sufficiently non-diagonal in the energy-eigenbasis, we can expect that there are many non-zero entries $\langle E_i | \rho | E_i \rangle$, namely a number that diverges as the system size increases. Since they have to add up to unity, most of them will be quite small.

In the appendix (Sec. B.3) we will present general and rigorous results for the case of product states and more general states with a finite correlation length. These results show that the energy-distribution $\langle E_i | \rho | E_i \rangle$ falls off (sub-)exponentially for energies that differ macroscopically from the mean value, i.e., for energies that differ by more than a sublinear function in the system size from the mean. Indeed, for product states one can even proof a Gaussian decay.

For states exhibiting exponentially decaying correlations the divergence of the number of non-zero $\langle E_i | \rho | E_i \rangle$ entries can in fact be argued rigorously. Let us invoke the common definition of the effective dimension of a given state $\rho$ as $\left[3, 37\right]$

$$d_{\text{eff}}(\Psi) = \frac{1}{\sum_{E_i} \langle E_i | \rho | E_i \rangle^2}. \hspace{1cm} (23)$$

The effective dimension measures the participation ratio of energy levels in the initial state. It is rigorously known that whenever this quantity is very large compared to the Hilbert-space dimension of the local system and there are not too many degeneracies in the energy gaps, the local system equilibrates to high precision after some unknown (and usually “unphysically large”) time if the total system is very large but finite $[3]$. Recently, lower bounds for the effective dimension have been proven rigorously. If a state has exponentially decaying correlations, then the effective dimension is lower bounded as $[9]$

$$\frac{1}{d_{\text{eff}}(\Psi)} \leq C \frac{\ln^{2d}(N)}{s^3 \sqrt{N}}, \hspace{1cm} (24)$$

where $C > 0$ is a constant independent of the system size and $s = \sigma / \sqrt{N}$. Here, $\sigma$ is the standard-deviation of the energy of $\Psi$. The quantity $s$ is upper bounded independent of the system size, but in many cases can also easily be lower-bounded. In particular, as was pointed out in Ref. [9], for initial states that are product states, one can compute $s$ explicitly, since only system-sizes of twice the support of the interaction terms are necessary to be computed in a translational invariant system. We thus see that Eq. (24) shows that an ever-increasing number of energy levels participate the initial state.

It is important to note that these arguments only directly apply to the diagonal entries of $\Psi$, whereas the $z_{\Delta}$ distribution depends only on the off-diagonal entries. Note, however, that if we assume that the initial state is pure, as we do, a large number of small but non-zero diagonal entries also requires a correspondingly large number of non-zero off-diagonal entries to be compatible with a unit rank of the density matrix. These arguments thus support the hypothesis that for generic, strongly interacting models and initial states with short-range correlations, the distribution of $z_{\Delta}$ approaches a smooth distribution as the system size increases.

C. The observable

The last quantity that enters the distribution of $z_{\Delta}$ is the shape of a local observable in the energy-eigenbasis. As dis-
cussed before, we will see that local observables fall off exponentially on the off-diagonals. This can be shown rigorously. Importantly, this fact implies that in the distribution of \( z_\Delta \) only gaps of the size of the order of the support of the observable, and not the system size, are relevant. Since by the above mentioned results both the distribution of energy gaps and the probability distribution of energies have a standard deviation which grows sublinearly with the system size, we can hence assume that both distributions are effectively uniform on the relevant scale—namely the support of the observable.

One of the most frequently invoked assumptions on interacting quantum many-body systems in the context of studying the thermalization of closed quantum systems is the eigenstate thermalization hypothesis (ETH) [11, 33, 39]. It basically assumes that when considering expectation values of local observables, individual eigenstates of \( H \) are already expected to give predictions very similar to those of Gibbs states. This is generally seen as a highly plausible hypothesis, at least for eigenvectors of \( H \) corresponding to eigenvalues in the bulk of the spectrum of strongly interacting many-body systems. There are several specific formulations of this hypothesis.

If local observables of global energy-eigenstates should be given by the those of the thermal state with the same energy, it follows that the diagonal elements \( \langle E_i | A | E_j \rangle \) depend smoothly on the energy \( E \). In addition, it is often argued that also the off-diagonal elements of \( A \) obey a smooth distribution up to small fluctuations. One of the strongest forms of stating the eigenstate thermalization hypothesis is the following one as it is stated in the review Ref. [11], even though several other formulations are known.

**Assumption 1 (Eigenstate equilibration hypothesis [11])**

\[
\langle E_i | A | E_j \rangle = g(\bar{E})\delta_{i,j} + e^{-S(\bar{E})/2} f_A(\bar{E}, \omega) R_{i,j}
\]

(25)

where \( \bar{E} := (E_i + E_j)/2 \), \( \omega = E_i - E_j \), and \( E \mapsto S(E) \) is the micro-canonical entropy associated to energy \( E \). \( f \) and \( F_A \) are both assumed to be smooth functions of their arguments, \( f(\bar{E}) \) being the expectation value of the microcanonical ensemble at energy \( \bar{E} \), and \( R_{i,j} \) being a random (real or complex) variable with zero mean and unit variance.

The ETH thus gives further plausibility to the assumption that the \( z_\Delta \) approach a smooth distribution for large systems and initial states with energy densities in the bulk of the spectrum. This is true even despite the fluctuations \( R_{i,j} \). In the limit of large systems they should average to smooth distributions after we regularize with any Gaussian of finite width (compare with Sec. [IV]).

**D. The role of Lieb-Robinson bounds**

Before coming to the conclusion of this discussion paper, we would like to discuss the role of a finite group velocity for the problem of equilibration. It is known that that in every local quantum many-body system with finite-dimensional local Hilbert-spaces, there is a finite velocity \( v_{LR} \) with which information and excitations can spread through the system—an effect akin to a light-cone in special relativity. Unlike in special relativity however, the “light-cone” is not strict, but processes which violate the “light-cone” condition are exponentially suppressed. This result is known as Lieb-Robinson bounds (LR-bounds) and the corresponding “light-cone” is usually called the Lieb-Robinson cone (LR-cone). The result was proven for the first time in Ref. [40] and one way to express it is as

\[
\|\|\|A(t), B\|\| \leq c \|A\| \|B\| e^{-a(d(A,B) - v_{LR}|t|)},
\]

(26)

where \( A, B \) are local observables, \( a, c > 0 \) are constants and \( d(A, B) \) is the lattice-distance between the observables \( A \) and \( B \) (the above stated bound can be tightened). In many applications of LR-bounds in many-body physics, one can in fact practically neglect the tails of the LR-cone in exchange for an arbitrarily small error. As one would expect, the group velocity \( v_{LR} \) is essentially determined by the interaction strength. Also note that LR-bounds are independent of the initial state.

In the context of equilibration, the LR-bounds have the important effect that, since information can only travel with a finite velocity, the local observable \( A \) only sees a small part of the full system. If it is necessary to sense a length-scale \( l \) for the local system to equilibrate, the finite group velocity therefore puts a lower bound on the equilibration as \( t_{eq} \geq l/v_{LR} \). Thus, LR-bounds tell us that in many cases we do not need to go to arbitrarily large system sizes when we do numerical checks of equilibration times. If we see rapid equilibration for small system sizes, we know that it will also be true for larger system sizes. On the other hand, if we can simulate a system up to linear system size \( L \), then we should only consider the time-evolution up to a time of about \( t = L/v_{LR} \). This is due to the fact that if we let the simulation run for a time longer than \( L/v_{LR} \) information can travel across the system and come back to the local system we are interested in. This leads to a similar effect as a recurrence time. Thus, only simulations up to times of the order of \( L/v_{LR} \) should be considered. If we do not see equilibration in such a simulation, we have to increase the system size. Lieb-Robinson bounds hence allow us to confirm but unsurprisingly not to falsify equilibration on small systems.

**E. A small comment on disordered systems**

In this article, we have always considered translational invariant systems. As indicated before, we do believe that the simple arguments that we gave should be convincing also for systems that deviate from this strict assumption. In our numerical calculations, we also show systems that fulfill translational invariance and fail to equilibrate (see Fig. [2]), as well as systems that break translational invariance in the initial state but do equilibrate (see Fig. [1]). Indeed, it is well known that disordered, but strongly interacting systems—are called many-body localized systems—also equilibrate [27, 28]. Such systems fulfill stronger bounds than the LR-bounds, in which the light-cone is deformed away from a linear cone into a logarithmic cone. Nevertheless, there is still a spread of information...
(but not of quasi-particles) throughout the system and dephasing in the sense as we have explained it can happen \([41][43]\).

In non-interacting disordered systems, like Anderson insulators, not even information can propagate across length-scales larger than the localization length \([44][45]\). Thus, local excitations essentially live in a small, finite system and no local equilibration is observed.

**F. Typicality results**

We finally take the opportunity to relate the results laid out here to notions of “typical fast thermalization” processes in closed many-body systems as discussed in Ref. \([6]\). There, fast equilibration is also derived based on physically meaningful assumptions, albeit quite different ones than the ones discussed here. In the approach pursued there, the unitary \(\mathcal{U}\) transforming the eigenbasis of \(\hat{A}, \rho\) and that of \(\mathcal{H}\) is in the focus of attention. Akin to random matrix theory, it is argued that one should expect that the overwhelming majority of randomly sampled \(\mathcal{U}\) should typically also apply to the particular, non-random actual system of interest and that the Haar measure serves as a meaningful probability measure here. Making that assumption based on physical plausibility, one can indeed derive rigorous bounds to equilibration times. In contrast, in the present work, the structure of the problem for local Hamiltonians is in the center of interest. We thus see our discussion as complementary to that in Ref. \([6]\), hoping to provide a more "mechanical" picture of how equilibration occurs.

**VI. DISCUSSION**

In this article, we have elaborated on a simple explanation how equilibration of local observables happens in strongly interacting many-body systems. Our aim was not quite to prove rigorous results, but to establish an intuition why local equilibration is plausible and why it is also reasonable to expect that it happens independent of the system-size. This explanation relies on many assumptions which in many systems seem most natural. To give further substance to the plausibility of the assumptions, we have connected to some extent our arguments with rigorous and conjectured general results about quantum many-body systems. Moreover, we have furthermore demonstrated this behavior for specific numerical examples. We have put particular emphasis on the necessity to regularize numerical quantities. This is both necessary to meaningfully speak about equilibration in finite systems, as well as to make sense of numerical data. Nevertheless, there are of course counter-examples of the discussed behavior, such as the one studied in Ref. \([30]\) and displayed in Fig. 2. This is not surprising, due to the simplicity of our arguments and can indeed nicely be illustrated using the regularized quantities that we introduced.

When formulating this discussion paper, we have aimed at being as educational as possible with the hope that readers with a different background but interested in the problem can get a basic understanding of the mechanism of equilibration. Of course, much of the problem of equilibration can still be considered largely unsolved: Key is to identify general physical explanations for when local rapid equilibration happens, that is finding properties that allow to make predictions about strongly interacting models and their equilibration times without having to solve them, directly based on and derived from the microscopic model at hand. We sincerely hope that this work helps to motivate readers to investigate this intriguing problem in more detail.
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Appendix A: Numerical implementation and investigations

In this appendix, we present the numerical procedure to obtain the plots from the main text. All calculations rely on full exact diagonalization for system sizes \( L \in \{6, \ldots, 15\} \) and open boundary conditions. The general procedure is the same for all models considered. After diagonalizing the Hamiltonian \( H \), we obtain the eigenenergies \( E_i \) and the diagonalizing unitary \( U_d \). The latter is then used to transform the state \( \rho \) and the observable \( A \) into the energy eigenbasis of \( H \). Note that in real space both might feature some sparsity structure that one might exploit, however this structure vanishes after the transformation for generic Hamiltonians. Given \( \rho \) and \( A \) in the energy eigenbasis as well as the energies \( E_i \), we are now set to calculate the exact and discrete \( z^\Delta \) distribution according to its definition given in Eq. \( \Delta \). In order to subtract the steady-state value, we discard all \( z^\Delta \) for which \( |\Delta| < 10^{-13} \). The discretization of the regularization \( z^\tau \) is then calculated at 5000 linearly spaced \( \lambda_i \) which interpolate the extremal gaps \( \Delta_{\text{min}} \) and \( \Delta_{\text{max}} \) of the given problem using Eq. \( \tau \). The discretization of \( z^\tau \) is hereby ensured to approximate the regularized function well and we verify, for instance, that \( \sum_i z^\tau(\lambda_i) \) agrees up a relative error of \( 10^{-8} \) with the
The second and third model we consider and moreover show in the main text is the transverse field Ising-Hamiltonian with

eq \sum_i \left( J \sigma_i^x \sigma_{i+1}^x + h_z \sigma_i^z + h_z \sigma_{i+1}^z \right), \tag{A2}

Numerical investigations of the equilibration behavior of this model have been performed in Refs. [29, 30]. While in Ref. [29] the parameters and initial state is chosen such that equilibration takes place very rapidly (see Fig. 1), in Ref. [30] the authors are
FIG. 6. System size scaling of the smoothed $z_T$ distribution in the $XX$-model with 5000 points interpolating the minimal and maximal gap with $T \approx 33$. Due to the initial state being a charge density wave, the results are consistent for odd (or even) system sizes only.

FIG. 7. Equilibration in the $XXZ$ chain with next-nearest-neighbor hopping defined in Eq. (A3) for $L = 15$ sites. We show the exact time evolution of the deviation of the instantaneous expectation value of a $\sigma^z$ operator acting on the first site of the chain with respect to the steady-state value. The initial state is a charge density wave state. Moreover, in the lower panel, we plot the evolution of the $z_T(\lambda_i) e^{i \lambda_i}$ with $\lambda_i$ interpolating the interval between the smallest and largest gap linearly in 5000 steps and we set $T \approx 33$. Gaps of the size $|\Delta| < 10^{-13}$ are set to zero in order to account for numerical errors when subtracting the steady-state value.

able to find a configuration such that apparently equilibration does not occur at all (see Fig. 2). We calculated the $z_\Delta$ distribution using the following parameters and states. To obtain a rapidly equilibrating system, we use $J = 4$, $h_x = 1$, $h_z = -2.1$. The initial state is a random product state on all sites with a single spin in the middle pointing up. The very slow equilibration is found for the configuration $J = 1$, $h_x = 0.5$, $h_z = -1.05$ and initial spin-up state on all sites. In both models we probe as an observable a single $\sigma^z$ operator acting on the central site of the chain. The plots of the corresponding time evolution of the deviation of the observable from its infinite time average as well as the corresponding smoothened $z_T$ distributions are shown in the main text in Fig. 1, 2, 3 and 4 and we discuss their essential features in the captions and the main text.

The fourth and final model, we considered is the interacting and non-integrable $XXZ$ or Heisenberg model with next-nearest-neighbor hopping

$$H_{XXZ} = \sum_i \left( J (\sigma^x_i \sigma^x_{i+1} + \sigma^y_i \sigma^y_{i+1}) + U \sigma^z_i \sigma^z_{i+1} + J_{nnn} (\sigma^y_i \sigma^y_{i+1} \sigma^z_{i+2} + \sigma^y_i \sigma^x_{i+1} \sigma^y_{i+2}) \right),$$

(A3)

where we use the parameters $J = 1$, $U = 2$, $J_{nnn} = 0.2$ and the initial state is again a charge density wave-like state of alternating spin down and up configuration and we probe as observable a single $\sigma^z$ operator acting on the first site as in the $XX$ model. Let us now consider the same analysis we have performed for the previous systems. In Fig. 7 we show again the evolution of the deviation of the expectation value of the chosen observable from its infinite time averaged value. We find for the Heisenberg case a very similar behavior to the $XX$ chain, although the system is now interacting and non-integrable. The initial deviation from the steady-state value quickly decays but in contrast to the non-interacting system, the system size dependent fluctuations are much weaker. Similar to the $XX$ chain, the model shows again the finite size effect discussed in Sec. IV and $\Delta A(t)_{\psi}$ does not drop to zero but due to finite size effects oscillates around a small but finite value which depends on the system
The system size scaling of the discretized $z_T$ distribution in the $XXZ$ model with next-nearest-neighbor hopping shows a very rapid decrease and smoothening of the distribution again resembling the $XX$ case.

In the last part of this appendix, we would like to discuss how the regularization $z_T(\lambda)$ changes the actual distribution $z_\Delta$ and how severe finite size effects are for our time evolution. In Fig. 9 we show the regularized distributions $z_T(\lambda)$ as well as the (scaled) unregularized data $z_\Delta$ for the equilibrating system presented in Fig. 1 and 3 for system size 10 and two cut-off times $T = 10$ and $T \approx 33$. By the procedure of regularizing, we reduce the number of points from $2^{2L}$ to 5000 but more importantly, we keep the relevant features of the distribution intact. This is to say, that peaks that inhibit equilibration will not be regularized away if they are not accompanied by a respective negative contribution. As explained in the main text already, the regularization can be interpreted as introducing a cut-off time up to which we expect equilibration to happen. For larger cut-off times individual large $z_\Delta$ lead to spikes in the $z_T(\lambda)$ distribution which are visible in all our presented $z_T(\lambda)$ plots. In equilibrating systems (cf. Figs. 3, 8 and 9) the size and distance of the spikes decreases which leads to a bulk as present in Fig. 9 for small gaps and $\lambda$.

Finally, let us show and discuss the finite size effects on our time evolution in the different systems. In Fig. 10 we show the evolution of the expectation value $\langle A(t) \rangle_\Psi$ for different system sizes for the two Ising configurations from the main text. Fig. 11 shows the same for the other two considered systems, i.e. the $XX$ and the Heisenberg model with next-nearest-neighbor hopping. Note that in contrast to the plots in the main text, we did not subtract the steady-state value in these plots. This is due to the size dependence of the steady-state value itself that would shift the plots with respect to one another. The way we present the system size scaling here instead focuses on the effect of Lieb-Robinson velocity and emphasizes the time, when the observable notices the finiteness of the system.
FIG. 10. Finite size scaling of the two Ising systems. The left plot uses parameters $J = 1, h_x = 0.5, h_z = -1.05$ and the all spin up state, whereas the right plot uses $J = 4, h_x = 1, h_z = -2.1$ and a spin up state in the middle surrounded by random product states. The observable is in both cases a $\sigma^z_{L/2}$.

FIG. 11. Finite size scaling of the $XX$ (left) and the $XXZ$ model (right). Only odd system sizes are considered due to the initial state being a charge density wave inducing parity effects between even and odd sites.

Apart from the non-equilibrating Ising case, all plots show considerable finite size effects. Due to that and the Lieb-Robinson velocity, we only plot the time evolution for relatively short times. However, we also find that as expected the fluctuations around the equilibrium value decrease with the accessible system sizes. We would like to stress that we do not extract or use precise data form these plots for our arguments laid out in the main text, but merely use them to underline our intuition for the essential mechanism of equilibration. We therefore think that the quite strong finite size effects present are acceptable for our purposes here.

Appendix B: Rigorous results on many-body systems

1. The spectrum

We now turn to collecting rigorous results on quantum lattice models, put together in a notation consistent with the one used in the present work. Before presenting the precise results, let us first establish the rough intuition underlying the argument. If we are given a local Hamiltonian $H = \sum_X h_X$, its distribution of energy-eigenstates is simply the probability distribution of energies in the maximally mixed state $1/d^N$. The maximally mixed state is a product state and the energy distribution is a distribution of a large number of $O(N)$ random variables $h_X$. Since each $h_X$ overlaps only with a finite number of other terms, the random variables can be seen as essentially independent and uncorrelated. It then follows from the central limit theorem that the distribution is Gaussian on large systems, with a standard deviation of order $\sqrt{N}$. This intuition is made precise in the following Theorem from Ref. [46] (for a more direct proof of a similar statement in one-dimensional systems, see Ref. [47]).

**Theorem 2 (Berry-Esseen Theorem [46])** Let $H$ be a $k$-local Hamiltonian in $\Lambda = [L]^D$ with $N = L^D$ particles and $\rho$ a state
with correlation length $\xi > 0$. Let

$$\mu = \text{tr}(\rho H), \quad \sigma = \sqrt{\text{tr}(\rho (H - \mu)^2)}^{1/2}, \quad s = \frac{\sigma}{\sqrt{Nk^{D/2}}}.$$  

(B1)

Then

$$\sup_y \left| F(y) - G(y) \right| \leq \Gamma \log_2 (N) \sqrt{N}.$$  

(B2)

where

$$F(y) := \sum_{k : E_k \leq y} \langle E_k | \rho | E_k \rangle,$$  

(B3)

and

$$G(y) := \frac{1}{\sqrt{2\pi}\sigma^2} \int_{-\infty}^{y} e^{-\frac{(z-y)^2}{2\sigma^2}} \, dz.$$  

(B4)

is the Gaussian cumulative distribution with mean $\mu$ and variance $\sigma$. The quantity $\Gamma$ is given by

$$\Gamma = C_D \frac{(\max \{k, \xi\})^{2D}}{\sigma / \sqrt{N}} \max \left\{ \frac{1}{\max \{k, \xi\} \ln(N)}, \frac{1}{\sigma^2/N} \right\},$$  

(B5)

where $C_D$ only depends on the dimension of the lattice.

Since

$$\Gamma \to C_D \frac{k^{2D}}{\sigma / \sqrt{N}} \max \left\{ \frac{1}{k \ln(N)}, \frac{1}{\sigma^2/N} \right\}$$  

(B6)

as $\xi \to 0$, we can now consider a sequence of states $\rho^{(m)}$ that converges to the maximally mixed state and obtain that the distribution of energy-levels, and hence the density of states, converges to a Gaussian in distribution.

2. The observable

We now move to tail bounds for local observables, which show that local observables cannot connect energy eigenstates which differ macroscopically in energy. This is made precise in the following theorem.

**Theorem 3 (Local observables in energy eigenbasis [35])** Let $\Pi_{[\epsilon', \infty)}$ and $\Pi_{[0, \epsilon]}$ be projectors onto the subspaces of energies of $H$ that are $\geq \epsilon'$ and $\leq \epsilon$, respectively. For a local observable $A$ with $\|A\| = 1$, let $H_A$ be the minimal subset of interaction terms such that $[H, A] = \sum_{X \in H_A} [h_X, A]$ and let $R := \sum_{X \in H_A} \|h_X\|$. Then

$$\|\Pi_{[\epsilon', \infty)} A \Pi_{[0, \epsilon]} \| \leq e^{-\lambda(\epsilon' - \epsilon - 2R)}.$$  
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The term $\|A\|$ of the expression in Ref. [35] is not present, as we have normalized the observable. Note also that in the present work, as in Ref. [35], we assume that the ground state energy is zero. Theorem 3 thus shows that matrix-elements of local observables in the energy eigenbasis are exponentially small if the corresponding energies differ by more than an amount which is of the order of the support of the observable.

3. The state

When one quenches from an initial state with short-ranged correlations to a local Hamiltonian, it is expected that the distribution of the overlaps with the eigenstates of the new Hamiltonian will rapidly decay. This is made precise in the following two theorems, first stated for finite correlation lengths and then a stronger theorem for the case of product states. In the following two theorems $n$ denotes the number of terms in the Hamiltonian. Further we denote by $m$ the maximal number of terms $h_X$ with which any $h_X$ does not commute (so shares an overlapping support), i.e. $m = \max_{X \in A} |\{X' : h_X, h_{X'} \neq 0\}|$. 


Theorem 4 (Finite correlation length \[48\]) Let \( \rho \) be a quantum state with correlation length \( \xi > 0 \) and \( \langle H \rangle_\rho = \text{tr}(H \rho) \) be the average energy of \( \rho \). For \( a \geq (2^{O(D)} / n \xi)^{1/2} \), it holds that

\[
\text{tr}(\rho \Pi[\langle H \rangle_\rho + na, \infty]) \leq O(\xi) \exp\left(-\frac{(na^2 \xi \delta_{D+1})}{O(1)D} \right)
\]

and

\[
\text{tr}(\rho \Pi[0, \langle H \rangle_\rho - na]) \leq O(\xi) \exp\left(-\frac{(na^2 \xi \delta_{D+1})}{O(1)D} \right).
\]

The theorem hence tells us that in large systems states with a finite correlation length have a sharp distribution in terms of the energy density in the sense that the total probability of energies whose energy density differs from the mean energy density decays sub-exponentially.

For product initial states, which take an important role in the discussion of quenches and non-equilibrium physics, the statement is even stronger, giving actual exponential decay:

Theorem 5 (Product initial states \[48\]) Let \( \rho \) be a product state with average energy \( \langle H \rangle_\rho = \text{tr}(H \rho) \). For \( a \geq (O(m^2) / n)^{1/2} \), it holds that

\[
\text{tr}(\rho \Pi[\langle H \rangle_\rho + na, \infty]) \leq \exp\left(-\frac{na^2}{O(m^2)} \right)
\]

and

\[
\text{tr}(\rho \Pi[0, \langle H \rangle_\rho - na]) \leq \exp\left(-\frac{na^2}{O(m^2)} \right),
\]

with \( m \) being the maximum numbers of neighbors of any local term in the Hamiltonian.