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Abstract

We analyze the opportunistic relaying based on HARQ transmission over the block-fading channel with absence of channel state information (CSI) at the transmitter nodes. We assume that both the source and the relay are allowed to vary their transmission rate between the HARQ transmission rounds. We solve the problem of throughput maximization with respect to the transmission rates using double-recursive Dynamic Programming. Simplifications are also proposed to diminish the complexity of the optimization. The numerical results confirm that the variable-rate HARQ can increase the throughput significantly comparing to its fixed-rate counterpart.

I. INTRODUCTION

The ideas of cooperation and relaying were introduced as possible solutions to the problem of continuously increasing demand on reliable data transmission that the wireless communications are facing [1]. In this work we focus on arguably the simplest scenario of one relay collaborating...
with the source to deliver the message to the destination, with the objective of increasing the throughput.

Many previous works analyzed the relay-based cooperative communications assuming the transmitters know the Channel State Information (CSI) before the transmission occurs, e.g., [2]–[4]. In particular, it was shown in [2] [5] that, in order to increase the achievable transmission rate, the source and the relay should optimize the shares of their transmission time. In other words, the transmission rates must vary from one transmission to another.

A more challenging scenario is the one in which the CSI is unknown to the transmitter and then, to deal with unavoidable outage, Hybrid Automatic Repeat reQuest (HARQ) may be used to increase the reliability of the transmission. Indeed, HARQ is considered as a solution to make relay networks practical [6], [7] and relay-based HARQ has received a considerable interest showing significant improvements over conventional multi-hop relaying protocols [8]–[12]. In a relay-based HARQ the transmission is done in two phases: broadcasting, where the source transmits, and the relaying where the relay takes the transmission over if the destination does not manage to decode the message. The number of transmission rounds in both phases is random but their total number may be limited (truncated).

We follow this line of thought here but, unlike most of previous works, e.g., [6], [13], [14], we allow the relay and the source to optimize their transmission rates, which is similar in spirit to the work of [2]. In our scheme, we optimize the rates used by the source and by the relay in each HARQ transmission rounds. By analogy to [2], we call the resulting scheme a variable-rate HARQ. In a way, we bridge the results of rate-optimized known-CSI transmission of [2] with those of [6], where the rates are not optimized and the CSI is unknown.

A similar problem has been already addressed in [15] where the rates vary on a per-transmission phase (broadcasting/relaying) basis but do not change throughout the transmission rounds in each phase. [16] addressed this issue, optimizing all the rates but assumed existence of a multi-bit feedback conveying information about the decoder state to the transmitting party. Our work has
the same assumptions as [16] but removes the need for multi-bit feedback and all rates vary solely as a function of the index of the transmission round for each transmission phase.

We build partially on the results of [17] obtained for point-point transmission which applied Dynamic Programming (DP) optimization using simplified relationship between outage events. Here, we have to deal with the additional difficulty of having two transmission phases; this not only increases the number of rates to be optimized but also makes the relationship between outage events more involved.

Our contributions may be summarized as follows:

1) We introduce a variable-rate cooperative scheme based on the conventional single-bit feedback HARQ transmission with opportunistic relaying. We show that the presented scheme significantly outperforms the fixed-rate cooperative HARQ.

2) The non-convex optimization problem is modified so that it can be solved using doubly-recursive (or nested loop) DP. We further propose two simplifications to further diminish the complexity of the optimization.

3) We compare the proposed optimization techniques to the simple alternatives based on random initialization and we show that the proposed DP optimization provides solution very close to the best we can obtained though much more complex approaches.

4) Finally, we show numerical examples of the throughput in various topologies, which illustrates the advantages of the proposed variable-rate when comparing to the fixed-rate transmission as well as the penalty with respect to the CSI-aware transmission.

The rest of the paper is organized as follows, Section II explains the problem and describes the system models, Section III shown how to calculate the outage probability and the throughput. Section III and Section IV explain how we can cast the throughout optimization into a recursive DP problem, Section VI presents the numerical results while Section V discusses the complexity of the optimization problem. Section VII concludes the work.
II. PROBLEM DEFINITION

The cooperative communication model considered in this paper consists of three half-duplex nodes: the source $S$, the destination $D$, and the relay $R$, as shown schematically in Figure 1.

A. Relaying Protocol

At the beginning, the node $S$ is the only party in the network that has the message. The goal is to deliver the message to $D$, possibly with the help of $R$. We assume an error-free feedback network exists between all nodes. The feedback message is a single-bit Acknowledgement (ACK) or Negative Acknowledgement (NACK) which only identifies the success or the failure of the decoding. The transmission terminates if decoding is successful at node $D$ in which case the node $S$ starts transmitting the next packet from its buffer.

The communication starts with the node $S$ broadcasting the message to the other two nodes until either node $R$ or node $D$ successfully decodes the message; this is the broadcasting phase. In the case the node $R$ decodes the message before the node $D$ does, $R$ starts forwarding it to $D$ (decode-and-forward relaying) and $S$ goes silent; this is the relaying phase.

The total number of transmission rounds by $S$ or by $R$ is limited to $K$, that is, we consider truncated HARQ.

B. Signal Model

The received signal in the $k$th transmission round ($1 \leq k \leq K$) at node $b \in \{R, D\}$ while transmitted from node $a \in \{S, R\}$ is given by

$$y_k^b = \sqrt{\gamma_k^{ab}} x_k^a + z_k^b,$$

where $z_k$ is the zero mean unit variance complex Gaussian noise of the channel at the $k$th transmission, message symbols and the noise of the channel are assumed to have unit variance, and $\gamma_k^{ab}$ is the Signal to Noise Ratio (SNR), which is assumed to be perfectly known at node $b$. The
channel is block-fading, that is $\gamma_{ab}^k$ are modelled as independent and identically distributed (i.i.d.) random variables varying from one transmission to another. This idealization is compatible with the assumption used in [2] [6].

C. Variable-Rate Incremental Redundancy Transmission

The packet of $N_b$ information bits of message $M$ is encoded into a codeword $x$ with $N_s$ symbols $x_1, x_2, \ldots, x_{N_s}$. The symbols in the codewords are drawn randomly from the given distribution and the codebook is known to all the nodes.

The ARQ process starts in broadcasting phase, when only $S$ has the message. A sub-codeword $x_1$, including only a subset of $N_{s,1}$ symbols of the codeword, is broadcasted. Feedback messages from both $D$ and $R$ are sent back to $S$ right after decoding the received packet. In case of decoding failure at both $D$ and $R$, the next sub-codeword $x_2$ of $N_{s,2}$ symbols is generated and broadcast. All the sub-codewords are assumed to be disjoint parts of the same codeword. Broadcasting phase stops whenever the message is decoded at either $D$ or $R$ node or if the maximum number of transmission rounds $K$ is reached.

At any time $k$ ($k < K$), if $R$ successfully decodes the message then we get into relaying phase
where \( R \) starts transmitting the message. A sub-codeword \( x_{k+1} \) of \( N_{s,k+1}^{s} \) symbols will then be generated and relayed to \( D \). This will continue for \( K - k \) rounds or will stop if \( D \) decodes the message. For simplicity, we do not impose any constraints on the size of the transmitted codewords.

For notational convenience we use normalized sub-codeword length (redundancy) \( \rho_k = N_{s,k}/N_b \). It might be noticed that the redundancy \( \rho_k \) has the measure of the number of channel uses per information bit and is equal to the inverse of the \( k \)th transmission rate \( \rho_k = 1/R_k \). In [18] the special case of \( \rho_k \equiv \rho_1, \forall k \) has been analysed while in this paper we assume variable rate (redundancy) transmission.

Denoting the set of transmission rates for node \( S \) by \( \pi^S \), it is a vector of length \( K \) (the maximum number of transmission rounds). Moreover, depending on the time \( l \) at which the relay node decodes the message successfully and the system transits from broadcasting phase to relaying phase, a different set of transmission rates \( \pi^R_l \) for the \( K - l \) remaining transmissions from relay node are employed. Hence, altogether, there are \( \frac{K(K+1)}{2} \) variables to be optimized. So, inputs to this problem are a set of transmission rates denoted as

\[
\pi^S : \{ \rho^S_k | 1 \leq k \leq K \} \quad (2)
\]

\[
\pi^R_l : \{ \rho^R_{l,k} | l < k \leq K \}, \quad 1 \leq l < K. \quad (3)
\]

By \( \pi \) we denote the rate policy of an HARQ, i.e., \( \pi = \{ \pi^S, \pi^R_l | 1 \leq l < K \} \).

D. Normalized Accumulated Mutual Information

We denote the normalized mutual information between two nodes \( a \) and \( b \) at time \( k \) by \( \iota_{k}^{ab} = C(\gamma_{k}^{ab}) \cdot \rho_k^a \). Because we assume Gaussian distributed symbols, the mutual information per channel use (symbol) at the decoder of node \( b \) is equal to \( C(\gamma_{k}^{ab}) = C_{k}^{ab} = \log_2(1 + \gamma_{k}^{ab}) \).

From this definitions it follows that the Normalized ACCumulated Mutual Information (NACMI)
at the decoder of $D$ at the end of the transmission time $k$, denoted by $I_D^k$, for two example cases would be as follows:

- In case that relay node decodes the message at the $l$th attempt $I_D^k = \sum_{m=1}^{l} \iota_{m}^{SD} + \sum_{m=l+1}^{k} \iota_{m}^{RD}$.
- In case that relay node doesn’t decodes the message up to the time $k$ then, $I_D^k = \sum_{m=1}^{k} \iota_{m}^{SD}$.

As discussed in [19], the probability of decoding failure can be arbitrarily small if the average NACMI at the decoder of the receiver node is larger than one. Therefore, in broadcasting phase $I_R^k < 1$, and in relaying phase $I_R^k \geq 1$ (noting that at both phases $I_D^k < 1$). Also, $\gamma_R^p \equiv 0$ in the broadcasting phase while $\gamma_S^p \equiv 0$ and $\gamma_R^r \equiv 0$ during the relaying phase. The transmission process stops as soon as $I_R^k \geq 1$ or $k = K$.

With this notation, the outage, i.e., the event of not delivering the message to the destination, has the probability given by

$$P_{\text{out}} = \Pr\{I_R^K < 1\}.$$  

(4)

### III. Throughput Calculation for HARQ

We consider the throughput as the criterion for our optimization. We start with representing the throughput as a closed form function of the variable transmission rates (redundancies) and then will try to find the optimal transmission policies.

Based on the reward-renewal theorem [19], the throughput is the ratio $\eta = \frac{N_b}{N_s}$ between the expected number of correctly received bits $N_b$ and the expected number of channel uses $N_s$ used by the HARQ protocol in the $K$ transmission rounds to deliver the message packet. The number of correctly received bits for a $N_b$-bit packet will be zero with a probability equal to $P_{\text{out}}$, or $N_b$ with a probability of $1 - P_{\text{out}}$. So the throughput of the protocol is given by

$$\eta = \frac{N_b \cdot (1 - P_{\text{out}})}{N_s}.$$  

(5)

The probability of particular events we show in the following are useful in defining the outage
probability and throughput

\[ P_{SD}^k \triangleq \Pr \left\{ \sum_{i=1}^{k} \iota_{SD}^i < 1 \right\} \quad (6a) \]

\[ P_{SR}^k \triangleq \Pr \left\{ \sum_{i=1}^{k} \iota_{SR}^i < 1 \right\} \quad (6b) \]

\[ P_{SRD}^{l,k} \triangleq \Pr \left\{ \sum_{i=1}^{l} \iota_{SD}^i + \sum_{i=l+1}^{k} \iota_{RD}^i < 1 \right\} \quad (6c) \]

where \( P_{SD}^k \) and \( P_{SR}^k \) are the probabilities of decoding failure, respectively at the destination and the relay, after \( k \) transmissions from the source node, and \( P_{SRD}^{l,k} \) is the probability of decoding failure at the destination after \( l \) transmissions from the source node followed by \( k - l \) transmissions from the relay node.

**Proposition 1:** *(Throughput Formula)* Throughput of a variable-rate cooperative HARQ transmission protocol described in Section II can be calculated using (5) with

\[ P_{out} = P_{SD}^K \cdot P_{SR}^{K-1} + \sum_{i=1}^{K-1} \left[ P_{SR}^i - P_{SR}^{i-1} \right] \cdot P_{SRD}^{i,K}. \]  \( (7) \)

and \( \overline{N}_s \) given in (8).

\[ \overline{N}_s = \sum_{i=1}^{K} \rho_i^s \cdot P_{SD}^{i-1} \cdot P_{SR}^i + \sum_{i=1}^{K-1} \left[ P_{SR}^i - P_{SR}^{i-1} \right] \cdot \left[ \sum_{i=i+2}^{K} \rho_{i,l}^s \cdot P_{SRD}^{i,l-1} + \rho_{i,i+1}^s \cdot P_{SD}^i \right] \] \( (8) \)

Proof: Appendix A.

**IV. THROUGHPUT OPTIMIZATION**

The throughput of HARQ for \( K \) retransmissions as introduced in (5) has \( K(K + 1)/2 \) optimization variables which makes it a complex optimization problem. In this section we present a dual optimization problem inspired by [17] and [16] and solve the optimization problem in a recursive manner which greatly reduces the complexity of the problem.
A. Dual Optimization Problem

We denote by \( \pi = \{\pi^i, \pi^r_i\} \) the set of redundancies for a truncated cooperative HARQ transmission for \( 1 < l < K \). The throughput for this set of redundancies is

\[
\eta(\pi) = \frac{1 - P_{\text{out}}(\pi)}{D(\pi)}.
\]  

(9)

Denoting the maximum throughput by \( \hat{\eta} \), the throughput maximization problem can be represented as

\[
\hat{\eta} = \max_\pi \eta(\pi).
\]

(10)

The optimization problem above has \( K(K + 1)/2 \) optimization variables, meaning that it has a polynomially increasing complexity of order \( K^2 \). As we will see in Section V, the problem is not convex and the conventional gradient-based optimization is not appropriate in this case. We thus cast the problem into a recursive form using approximations. While the solution are suboptimal, the global solution of the new problem can be obtained with predefined complexity.

The first step in order to have a recursive form of (10) is to eliminate the fraction. As proposed in [17] we change the optimization (10) to the dual problem

\[
J^\lambda = \min_\pi D(\pi) + \lambda \cdot P_{\text{out}}(\pi),
\]

(11)

where \( \lambda \) is the Lagrange multiplier.

We call a redundancy set \( \pi \) degenerate if it guarantees zero redundancy transmission, and consequently \( P_{\text{out}}(\pi) = 1 \) (this is the same as saying that \( \pi \) is degenerate if and only if \( D(\pi) = 0 \) which happens if and only if \( \rho_k^i = 0 \quad \forall k \)). We also call \( \pi \) non-degenerate if it is not degenerate. As proved in [16], the maximization problem (10) is equivalent to finding \( \lambda_{\text{th}} \) for (11) which is the smallest value of \( \lambda \) where a non-degenerate solution for \( J^\lambda \) can be found.
B. Approximate Optimization

In order for (11) to be fashioned in a DP recursive representation, we need to choose a term as the “state” of optimization, denoted by $S_k$, which has the following two conditions [20], [21]. First, knowing the $k$th optimization parameter (redundancy variables $\rho$ in our problem) and $S_k$, the new state $S_{k+1}$ should be obtained. This makes it possible to optimize each of the variables separately. Second, the probability of failure events at the end of $k$th transmission must be computed knowing $S_k$.

The probability of failure events in (6) at time $k$ depend on all the $\rho$ variables up to the time. Therefore, the problem in (11) does not have the second condition mentioned above to be cast into DP recursive format. As already suggested in [17], [19], [22] we choose to do some modification to the problem to overcome this issue. We approximate the probability of failure events using a Gaussian approximation [23] with two dimensional state of $S_k = (X_k, Y_k)$. For instance for $P_{SD}^k$ in (6a) we use $\tilde{P}_{SD}^k$ where

$$\tilde{P}_{SD}^k = \begin{cases} F_{C_{SD}}(\frac{1}{\rho_k}), & k = 1 \\ Q\left(\frac{C_{SD}^{SD} \cdot X_k - 1}{\sigma_{C_{SD}} \cdot \sqrt{Y_k}}\right), & \text{otherwise}. \end{cases}$$

In (14), $C_{ab}^{ab} = E_{C_{ab}}\{C_{ab}^{ab}\}$ and $\sigma_{C_{ab}}^{2} = E_{C_{ab}}\{C_{ab}^{ab2}\} - C_{ab}^{ab2}$. Also, $X_k = \sum_{l=1}^{k} \rho_l^s$, $Y_k = \sum_{l=1}^{k} \rho_l^{s2}$ and $Q(x)$ is the Q-function defined as

$$Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp\left(\frac{-\tau^2}{2}\right) d\tau.$$ (13)

We can define $\tilde{P}_{SR}$ in the same way for the channel, putting $ab = S'R$. Moreover, we approximate $P_{SD}^{l,k}$ with $\tilde{P}_{SD}^{l,k}$ as follows.

$$\tilde{P}_{SD}^{l,k} = \begin{cases} F_{C_{SD}^{l,k}}(\frac{1}{\rho_k}), & k = 1 \\ Q\left(\frac{C_{SD}^{SD} \cdot X_k + C_{RD}^{SD} \cdot X_k' - 1}{\sigma_{C_{SD}} \cdot \sqrt{Y_k} + \sigma_{C_{RD}} \cdot \sqrt{Y_k}}\right), & \text{otherwise}. \end{cases}$$ (14)
where $X_k' = \sum_{i=l+1}^{k} \rho_{i,i}$ and $Y_k' = \sum_{i=l+1}^{k} \rho_{i,i}^2$.

Using the approximate failure probabilities, the minimization problem in (11) becomes

$$\tilde{J} = \min_{\pi} \left\{ \tilde{D}(\pi) + \lambda \cdot \tilde{P}_{\text{out}}(\pi) \right\}$$

$$= \min_{\pi} \left\{ \sum_{i=1}^{K-1} \left[ \rho_i^S \cdot \tilde{P}_{i-1}^{\text{SD}} \cdot \tilde{P}_{i-1}^{\text{SR}} \right] + \bar{f}_i \cdot g_i^\lambda + \lambda \cdot \tilde{P}_i^{\text{SP}} \cdot \tilde{P}_{K-1}^{\text{SR}} + \rho_i^S \cdot \tilde{P}_i^{\text{SD}} \cdot \tilde{P}_{K-1}^{\text{SR}} \right\},$$

where

$$\bar{f}_i = \tilde{P}_{i-1}^{\text{SR}} - \tilde{P}_{i}^{\text{SR}}$$

and

$$g_i^\lambda = \lambda \cdot \tilde{P}_{i,K}^{\text{SP}} + \sum_{l=i+2}^{K} \rho_{l,i}^R \cdot \tilde{P}_{l,i-1}^{\text{SP}} + \rho_{l,i+1}^R \cdot \tilde{P}_{i}^{\text{SP}}.$$  (17)

Clearly, a solution $\tilde{\pi}$ to (15) for any $\lambda$ value, is a suboptimal solution to (10) (i.e., $\eta(\tilde{\pi}) \leq \hat{\eta}$), however it has the advantage of being easily found through a recursive optimization approach, even for large $K$.

C. DP Recursive Optimization

The problem in (15) can be solved in $K$ recursive steps in order to find $\tilde{J} = \tilde{J}^\lambda_1(X_0, Y_0)|_{(X_0, Y_0) = (0, 0)}$

where, we use two-dimensional state $S_k = (X_k, Y_k)$ to find $\tilde{J}^\lambda_1(X_0, Y_0)$ as presented in (18). $\tilde{J}^\lambda_1$, and $\tilde{J}^\lambda_k(X_{k-1}, Y_{k-1})$ for $1 < k < K$ and for $k = K$, are shown respectively in (18a), (18b) and (18c).

$$\tilde{J}^\lambda_1(X_0, Y_0) = \min_{\rho^S_1} \left\{ \tilde{J}^\lambda_2 \left( X_0 + \rho^S_1, Y_0 + (\rho^S_1)^2 \right) + \rho^S_1 + f_1 \cdot V^{\lambda,1} \left( X_0 + \rho^S_1, Y_0 + (\rho^S_1)^2 \right) \right\}$$

(18a)

$$\tilde{J}^\lambda_k(X_{k-1}, Y_{k-1}) = \min_{\rho^S_k} \left\{ \tilde{J}^\lambda_{k+1} \left( X_{k-1} + \rho^S_k, Y_{k-1} + (\rho^S_k)^2 \right) + \rho^S_k \cdot \tilde{P}_{k-1}^{\text{SD}} \cdot \tilde{P}_{k-1}^{\text{SR}} + f_k \cdot V^{\lambda,k} \left( X_{k-1} + \rho^S_k, Y_{k-1} + (\rho^S_k)^2 \right) \right\}$$

(18b)
\[ J^\lambda_K(X_{K-1}, Y_{K-1}) = \min_{\rho^S_K} \left\{ \rho^S_K \cdot \tilde{P}^{SD}_{K-1} \cdot \tilde{P}^{SR}_{K-1} + \lambda \cdot \tilde{P}^{SD}_K \cdot \tilde{P}^{SR}_K \right\} \]  

(18c)

The recursive optimization starts with (18c) to find the function \( J^\lambda_K \) and continues going backward on \( k \) up to \( k = 1 \). After finding \( J^\lambda_1 \), the optimal \( \pi^S \) will be found starting with \( \rho^S_1 \) as follows with \((\hat{X}_0, \hat{Y}_0) = (0, 0)\).

1) \( \hat{\rho}^S_1 = \arg_{\rho} J^\lambda_1(\hat{X}_0, \hat{Y}_0) \)

2) for \( k = 2, \ldots, K \)
   - \( \hat{X}_{k-1} = \hat{X}_{k-2} + \hat{\rho}^S_{k-1} \) and \( \hat{Y}_{k-1} = \hat{Y}_{k-2} + (\hat{\rho}^S_{k-1})^2 \)
   - \( \hat{\rho}^S_k = \arg_{\rho} J^\lambda_k(\hat{X}_{k-1}, \hat{Y}_{k-1}) \)

All the steps for this recursive optimization can are assuming given \( \tilde{V}^{\lambda,i} \) for \( 1 \leq i \leq K - 1 \), where

\[ \tilde{V}^{\lambda,i}(\alpha, \beta) = \min_{\rho^S_i \in \pi^R_i} \left\{ \tilde{g}^\lambda_i \right\} \]  

(19)

Before solving (18a), we first need to do pre-optimization steps to minimize \( \tilde{g}^\lambda_i \). The function \( \tilde{g}^\lambda_i \) is important here because we can optimize it based on the set of parameters \( \pi^R_i \), if the two summations of \( \sum_{k=1}^i \rho^S_k \) and \( \sum_{k=1}^i (\rho^S_k)^2 \) are given. Therefore, we start with the term \( \tilde{g}^\lambda_i \) which is nested inside of the optimization function in (15), and define the minimization function of \( \tilde{g}^\lambda_i \) as follows.

\( \tilde{V}^{\lambda,i}(\alpha, \beta) \) can also be solved recursively and stored to be used for the optimization of (15). The results of the minimization in (19) can be used in a nested loop minimization problem of (15). Using (19) we can rewrite (15) as in (20).

\[ J^\lambda = \min_{\pi} \left\{ \sum_{i=1}^{K-1} [\rho^S_i \cdot \tilde{P}^{SD}_{i} \cdot \tilde{P}^{SR}_{i-1}] + f_i \cdot \tilde{V}^{\lambda,i} \left( \sum_{k=1}^{i} \rho^S_k, \sum_{k=1}^{i} (\rho^S_k)^2 \right) + \lambda \cdot \tilde{P}^{SD}_K \cdot \tilde{P}^{SR}_{K-1} + \rho^S_K \cdot \tilde{P}^{SD}_{K-1} \cdot \tilde{P}^{SR}_{K-1} \right\} \]  

(20)
For the minimization in (19), we use a nested state of \( s_i = (X'_i, Y'_i) \). This can be shown as follows:

\[
\tilde{V}^{\lambda,i}(\alpha, \beta) = V^{\lambda,i}_{i+1}(X'_{i+1}, Y'_{i+1}, \alpha, \beta) |_{(X'_{i+1}, Y'_{i+1}) = (0,0)},
\]

where \( V^{\lambda,i}_{i+k}(X'_{K-1}, Y'_{K-1}, \alpha, \beta) \) for \( k = 1, 1 < k < K - i \) and \( k = K - i \) are shown respectively in (21a), (21b) and (21c).

\[
V^{\lambda,i}_{i+1}(X'_{i+1}, Y'_{i+1}, \alpha, \beta) = \min_{\rho_{i,i+1}^R} \left\{ \rho_{i,i+1}^R \cdot \tilde{P}^{\text{SD}}_{i+1} + V^{\lambda,i}_{i+2}(X'_{i+1} + \rho_{i,i+1}^R, Y'_{i+1} + (\rho_{i,i+1}^R)^2, \alpha, \beta) \right\}
\]

(21a)

\[
V^{\lambda,i}_{i+k}(X'_{i+k}, Y'_{i+k}, \alpha, \beta) = \min_{\rho_{i,i+k}^R} \left\{ \rho_{i,i+k}^R \cdot \tilde{P}^{\text{SD}}_{i,i+k-1} + V^{\lambda,i}_{i+k+1}(X'_{i+k} + \rho_{i,i+k}^R, Y'_{i+k} + (\rho_{i,i+k}^R)^2, \alpha, \beta) \right\}
\]

(21b)

\[
V^{\lambda,i}_{K}(X'_K, Y'_K, \alpha, \beta) = \min_{\rho_{i,K}^R} \left\{ \rho_{i,K}^R \cdot \tilde{P}^{\text{SD}}_{i,K-1} + \lambda \cdot \tilde{P}^{\text{SD}}_{i,K} \right\}
\]

(21c)

This will be solved starting from (21c) and ending with (21a) considering \( \sum_{k=1}^{i} \rho_{i,k}^R = \alpha \) and \( \sum_{k=1}^{i} (\rho_{i,k}^R)^2 = \beta^2 \). Then the set of \( \rho_{i,l}^R \quad i < l \leq K \) will be found starting with \( \rho_{i,i+1}^R \) using (21a) with \( (X'_{i+1}, Y'_{i+1}) = (0,0) \) and going up to \( \rho_{i,K}^R \) in (21c) recursively. The optimal throughput will then be \( \eta(\tilde{\pi}) \).

**D. Simplified one dimensional state**

A simplified version of the proposed optimization can be obtained by modifying the problem in a way that the DP optimization state is only one dimensional or \( S_k = X_k \). The state elements in (15) have be discretized into \( L \) number of points and for a two dimensional space, which would create an \( L^2 \) number of minimizations at each step.

Therefore, reducing the dimension of the state space to one, will immediately decrease the complexity of the optimization process by reducing the number of minimizations in each step from \( L^2 \) to \( L \).
We discuss the one dimensional state in this section using Gaussian approximation by approximating the state elements as: \( \sqrt{Y_k} \approx X_k \) and \( \sqrt{Y'_k} \approx X'_k \).

The failure probabilities \( P_{SD}^k \) (and similarly \( P_{SR}^k \) and \( P_{SRD}^l,k \)) when approximated as functions of \( X_k \) and \( X'_k \), are presented as follows.

\[
P_{SD}^k \approx \tilde{P}_{SD}^k(X_k) = \begin{cases} 
F_{CSD} \left( \frac{1}{\rho^*_k} \right), & k = 1 \\
Q \left( \frac{\sqrt{C_{SD} \cdot X_k} - 1}{\sigma_{CSD} \cdot X_k} \right) & \text{otherwise}
\end{cases}
\]

(22)

\[
P_{SRD}^l,k \approx \tilde{P}_{SRD}^l,k(X_l, X'_k) = \begin{cases} 
F_{CSD} \left( \frac{1}{\rho^*_l} \right), & k = 1 \\
Q \left( \frac{\sqrt{C_{SD} \cdot X_l + C_{RD} \cdot X'_k} - 1}{\sigma_{CSD} \cdot X_l + \sigma_{CSD} \cdot X'_k} \right) & \text{otherwise}
\end{cases}
\]

(23)

As a result, to maximize the throughput using one-dimensional Gaussian approximation probabilities, we solve \( \tilde{J}^\lambda \) instead of \( J^\lambda \), with substituting the outage probabilities in (11) with the approximated version. Then, the goal is to find the following.

\[
\tilde{J}^\lambda = \tilde{J}_K^\lambda(\tilde{X}_K), \quad (24)
\]

where \( \tilde{X}_K = \text{arg}_X \min J_K^\lambda(X) \) and \( \tilde{J}_K^\lambda \) is presented in Appendix B along with how to solve (24).

After \( \tilde{X}_K \) is found, the solution set \( \tilde{\pi} = \pi(\tilde{X}_K) \) is created and \( \eta(\tilde{\pi}) \) can be computed using the exact throughput calculation.

\section*{E. Performance Bounds}

For infinite number of allowed transmission rounds, the maximum achievable throughput reaches the ergodic capacity of the fading channel in a single-hop channel [16], [17], [19]. For the relay channel we also expect the maximum achievable throughput to grow with \( K \). In [16], for the same relay channel, it is shown that with \( K \to \infty \) the maximum achievable throughput is bounded by \( \eta_{\text{max}} \) which can be found using Bellman’s equation [21, Chap. 3].

Moreover, the obvious lower bound of one transmission happens when \( K = 1 \) (also know
as direct transmission lower bound for Decode-and-Forward channel). averaged on the channel state. We denote this lower bound by \( \hat{\eta}_0 \) which can be calculated as

\[
\hat{\eta}_0 = \max_{\rho_S} \left\{ \frac{1 - P_{\text{out}}}{\rho_S} \right\},
\]

(25)

where \( P_{\text{out}} = \Pr \left\{ C_{\text{SD}} \cdot \rho_S < 1 \right\} = F_{C_{\text{SD}}} \left( \frac{1}{\rho_S} \right) \).

Capacity of the relay channel with input \( x \), relay input \( x_1 \), output \( y \) and relay output \( y_1 \) (Figure 1) for an arbitrary channel given by \( p(y, y_1|x, x_1) \) and a feedback from \( (y, y_1) \) to \( x \) and \( x_1 \) is given by [24, Theorem 17.3]

\[
C = \max_{p(x, x_1)} \min \left\{ I(x, x_1; y), I(x; y, y_1|x_1) \right\}
\]

(26)

where \( I(.) \) is the mutual information function. For a half-duplex (HD) relay node we assume a Time Division (TD) access over the relay node as suggested in [2] where the relay node only listens in \( \alpha \) portion of the time \( (0 \leq \alpha \leq 1) \) and transmits in the remaining \( \overline{\alpha} = 1 - \alpha \) portion. This results in the following

\[
C_{\text{HD-1}} = I(x, x_1; y) = \alpha I(x; y) + \overline{\alpha} I(x, x_1; y),
\]

(27a)

\[
C_{\text{HD-2}} = I(x; y, y_1|x_1) = \alpha I(x; y, y_1) + \overline{\alpha} I(x; y|x_1),
\]

(27b)

and the half-duplex capacity is

\[
C_{\text{HD}} = \max_{p(x, x_1)} \min \left\{ C_{\text{HD-1}}, C_{\text{HD-2}} \right\}.
\]

(28)

The source node can allocate a fraction \( \kappa \) of its energy \( (0 \leq \kappa \leq 1) \) in the first portion of time \( (\alpha) \) and the remaining fraction \( \overline{\kappa} = 1 - \kappa \) in the remaining portion \( \overline{\alpha} \). Therefore, for the Additive White Gaussian Noise (AWGN) channel [25], the half-duplex capacity becomes

\[
C_{\text{HD}} = \max_{\beta, \alpha, \kappa} \min \left\{ C_{\text{AWGN}}^{\text{HD-1}}, C_{\text{AWGN}}^{\text{HD-2}} \right\},
\]

(29)
where

\[ C_{\text{AWGN-HD-1}} = \alpha C \left( \frac{\kappa}{\alpha} (\gamma^{SR} + \gamma^{SD}) \right) + \overline{\alpha} C \left( \beta \gamma^{SR} \frac{\overline{\alpha}}{\alpha} \right), \]  

(30a)

\[ C_{\text{AWGN-HD-2}} = \alpha C \left( \frac{\kappa}{\alpha} \gamma^{SD} + \frac{1}{\alpha} \gamma^{RD} + 2 \sqrt{\frac{\beta}{(\alpha \overline{\alpha})^2} \gamma^{SD} \gamma^{RD}} \right) + \alpha C \left( \frac{\kappa}{\alpha} \gamma^{SD} \right), \]  

(30b)

with the ergodic form of \( C_{\text{HD-erg}} = \mathbb{E}\{C_{\text{HD}}\} \). We can relax \( \kappa \) parameter in the maximization in (29), for the sake of fixed-power transmission assumption, by choosing \( \kappa = \alpha \) in (30b). The particular case where only one transmitter node can be active at a time, is found by putting \( \beta = 0 \).

V. Remarks on Complexity of the Optimizations

In general, there is no analytical formulas for the solution of a convex optimization problem however, there are effective methods like the interior-point methods that in some cases can provably solve the problem to a specified accuracy [26].

Here, we want to try a convex programming optimization method on the rate allocation throughput maximization problem. The question is: Can we get a better solution by locally optimizing the original problem and using the solution of the approximate problem \( \tilde{\pi} \) as the starting point?

To answer this question we run a set of experiments using the “fminsearch” function in MATLAB which is an interior-point optimization function. The experiments are on optimizing the original rate allocation problem in (10), using different starting points, as follows:

1) Set the starting point at 0.1 for all the optimization parameters (i.e., the redundancy values). We denote the result of this experiment by \( \pi_o \).

2) Optimization using \( \tilde{\pi} \) (i.e., the solution to the two-dimensional approximated version of the problem) as the starting point. We denote the result of this experiment by \( \tilde{\pi}_o \) (or the optimized \( \tilde{\pi} \)).

3) Starting point being set at \( \tilde{\pi} \) (i.e., the solution to the one-dimensional approximated version
of the problem) with the result of this experiment being denoted by $\tilde{\pi}_0$.

We run the tests for the channel characteristics as follows. We assume Rayleigh-fading links between the nodes. For a Rayleigh fading channel, the SNR is characterized by the exponential probability density function (pdf) of

$$p_{\gamma_{ab}} = \frac{1}{\overline{\gamma}_{ab}} \exp\left(-\frac{\gamma_{ab}}{\overline{\gamma}_{ab}}\right),$$

where $\overline{\gamma}_{ab}$ is the average SNR. We also assume a channel with normalized distance of one between source and destination, and a relay node positioned with a distance of $0 \leq d \leq 1$ from source on the line between source and relay as depicted in Figure 2.

Therefore, the relation of the average long-term channel gain of the links between the nodes will be

$$\overline{\gamma}_{SR} = \frac{1}{d^\nu} \overline{\gamma}^{SD},$$

$$\overline{\gamma}_{RD} = \frac{1}{(1-d)^\nu} \overline{\gamma}^{SD},$$

with $\nu$ being path-loss exponent. Unless otherwise specified, for all the numerical results in this paper we assume that $d = 0.5$ and we set the path-loss exponent $\nu = 4$.

The results of the maximum achieved throughput with each of the above experiments are shown in Figure 3. The optimization experiments result in a slightly improved throughput value.
in all the cases except for the first experiment where a random point is given to the optimization algorithm as an starting point. This magnifies the importance of the starting point in a non-linear optimization problem.

Experiment results for the second test that we run are shown in Figure 4. In this test we try to globally optimize the throughput using randomly generated starting points $\pi_r$. We repeated the test for 2000 randomly generated starting points. For $K = 4$, 96.4% of the tests converged to a solution with the solution values depicted in Figure 4, while only 0.15% of the results are
in the range of $\eta(\tilde{\pi})$ or larger. For $K = 8$ the convergence rate is only 64.9 %.

The optimal result of this test is less than the result of optimization result when the starting point is set to $\tilde{\pi}$ which is shown as $\tilde{\pi}_o$ in Figure 4. This is despite the fact that finding $\tilde{\pi}$ and then $\tilde{\pi}_o$ takes at most a few hours of time on a regular personal computer for $K = 8$ while the random starting point test above takes time in order of weeks on the same machine.
VI. NUMERICAL RESULTS

In this section we present some numerical results for the described relaying scheme with Incremental Redundancy (IR)-HARQ. We use the optimized version of the 2-D state space solution for maximum throughput in Section IV-C denoted by $\tilde{\pi}_o$, as the maximum throughput achieving variable rate policy. For the described channel characteristics in Section V, Figure 5 shows the maximum throughput achieving set $\tilde{\pi}$ as well as $\tilde{\pi}$ for the SNR of $\gamma_{SD}^{op} = 15$ dB.
Following the solution result in Figure 5, $S$ starts the transmission process by choosing a subset of $N_{k,1}^s = \rho_1^k \cdot N_b$ number of symbols from the generated codeword $x$ and broadcasts it to the other two nodes. Retransmissions from $S$ (or $R$ in case of decoding success at relay) will then be pursued using $N_{k,k} = \rho_k \cdot N_b$ new symbols from the same codeword until $D$ decodes the message successfully or a maximum $K = 4$ transmission chances are over.

In Figure 6 the maximum achieved throughput using the variable-rate (VR) transmission
method discussed in this paper is compared to the maximum throughput achievable for fixed-rate (FR) transmission. Figure 7 shows the respective outage probability values $P_{out}$.

The results in Figure 6 and Figure 7 are presented for different SNR values and for $K = 2, 3, 4, 8$. A significant improvement on the average throughput is noticeable for the proposed variable-rate method compared to the fixed-rate transmission.

We compare the results in Figure 6 with the maximum achievable throughput for $K = \infty$ of adaptive-rate transmission presented in [16] to see how beneficial the sub-optimal variable-rate transmission presented in this paper is. As discussed in [17] too, the performance of variable-rate HARQ is upper-bounded with adaptive-rate HARQ.

Moreover, the results in Figure 6 shows that increasing $K$ can significantly improve the throughput performance of the system model in order to reach the maximum achievable throughput $\eta_{max}$.

In Figure 8, we study the effect of relay position parameter $d$ on the maximum achievable throughput. For the proposed variable-rate method, the maximum achievable throughput is given at $d = 0.5$. For the fixed-rate transmission though, especially for $K = 2, 3$ maximum throughput happens when the relay node is closer to the source node.

VII. CONCLUSIONS

We analyzed a variable-rate incremental redundancy HARQ transmission for relay-based cooperative transmission. The main difficulty of optimizing the transmission rates was addressed via doubly-recursive DP, using suitable approximations of the outage probability. The numerical results obtained in various topologies show that the proposed variable-rate cooperative HARQ scheme (i) significantly improves the throughput compared to the fixed-rate counterpart, (ii) is comparable to the CSI-aware relaying for relatively low SNR, and (iii) looses with respect to CSI-aware solution for high SNR.
A failure happens in the truncated HARQ process only if after $K$ transmission rounds $I^*_K < 1$. This can result from $K$ disjoint events given in (33) and (34).

\[
E^*_l = \left\{ \sum_{k=1}^{l-1} i^\text{SR}_k < 1 \land \sum_{k=1}^{l} i^\text{SR}_k > 1 \land \sum_{k=1}^{l} i^\text{SD}_k + \sum_{k=l+1}^{K} i^\text{RD}_{l,k} < 1 \right\}, \quad 1 \leq l \leq K - 1
\]
Figure 8. Maximum achieved throughput for the proposed variable-rate (VR) scheme $\eta(\tilde{\pi}_o)$ with respect to $d$, the distance of the relay node from the source node compared to the maximum achievable throughput for fixed-rate (FR) and the performance limit for the described channel for $\gamma_{SD} = 15$ dB.

$$E_K^* = \left\{ \sum_{k=1}^{K-1} t_{k}^{\text{opt}} < 1 \land \sum_{k=1}^{K} t_{k}^{\text{opt}} < 1 \right\}.$$  \hspace{1cm} (34)

There are also success events which we categorise into two groups. Some of the success events happen in the broadcasting phase which we denote by $E_l$ and the other success events happen following a transition to the relaying phase at transmission attempt $l$ and we denote them by $E_{l,k}$. In other words, in the first group of these events, decoding at $D$ is done only based on
the information from node $S$ while in the second group, $R$ has succeeded in decoding at some time $l$ and therefore, the destination node has some mutual information from the relay node too. These events can be presented in (35) and (36).

$$E_l = \left\{ \sum_{i=1}^{l-1} \iota_i^{SD} < 1 \land \sum_{i=1}^{l-1} \iota_i^{SR} < 1 \land \sum_{i=1}^{l} \iota_i^{SD} > 1 \right\}, \quad 1 \leq l \leq K \quad (35)$$

$$E_{l,k} = \left\{ \sum_{i=1}^{l-1} \iota_i^{SR} < 1 \land \sum_{i=1}^{l} \iota_i^{SD} + \sum_{i=l+1}^{k-1} \iota_{l,i}^{SD} < 1 \land \sum_{i=1}^{l} \iota_i^{SR} > 1 \land \sum_{i=1}^{l} \iota_i^{SD} + \sum_{i=l+1}^{k} \iota_{l,i}^{RD} > 1 \right\}, \quad 1 \leq l < k \leq K \quad (36)$$

All the success events in (35) and (36) are mutually exclusive. This can be proved easily if we notice that the chance of two success events happening is zero. The same way we can show that the success events and the failure events in (33) and (34) are disjoint too.

Probability of a failure event $E_k^*$ can be represented using (6a)–(6c). For instance from (34) we have the probability of event $E_k^*$ as follows.

$$\Pr\{E_k^*\} = \Pr\{\sum_{k=1}^{K-1} \iota_k^{SR} < 1\} \cdot \Pr\{\sum_{k=1}^{K} \iota_k^{SD} < 1\}$$

$$= P_{K}^{SD} \cdot P_{K-1}^{SR} \quad (37)$$

For any two random events $A$ and be $B$ we know that $P(A \cap B) = P(A) - P(A \cap B^c)$, where $B^c$ is the complement the event $B$ (not $B$, i.e., the event that $B$ does not occur). This gives us the $\Pr\{E_l^*\}$ for $1 \leq l < K$ as,

$$\Pr\{E_l^*\} = \Pr\{\sum_{i=1}^{l-1} \iota_i^{SR} < 1 \land \sum_{i=1}^{l} \iota_i^{SD} + \sum_{i=l+1}^{K} \iota_{l,i}^{RD} < 1\}$$

$$- \Pr\{\sum_{i=1}^{l} \iota_i^{SR} < 1 \land \sum_{i=1}^{l} \iota_i^{SD} + \sum_{i=l+1}^{K} \iota_{l,i}^{RD} < 1\}, \quad (38)$$
which results in the following.

$$\Pr\{E_i^*\} = [P_{i-1}^{SR} - P_i^{SR}] \cdot P_{l,K}^{SRD}$$  (39)

The same way, we can find the probability of the success events as follows.

$$\Pr\{E_k\} = [P_{k-1}^{SR} - P_k^{SR}] \cdot P_{k-1}^{SR}$$  (40)

$$\Pr\{E_{l,k}\} = \begin{cases} [P_{l-1}^{SR} - P_l^{SR}] \cdot [P_{k-1}^{SR} - P_{l,k}^{SRD}] & k = l + 1 \\ [P_{l-1}^{SR} - P_l^{SR}] \cdot [P_{l,k-1}^{SRD} - P_{l,k}^{SRD}] & k > l + 1 \end{cases}$$  (41)

An outage in message delivery in the transmission process can happen due to any of the failure events $E_1^*, \ldots, E_K^*$. Therefore, the outage probability can be shown as follows.

$$P_{out} = \Pr\{\bigcup_{k=1}^{K} E_k^*\}$$  (42)

Because the failure events are mutually exclusive, (42) can be shown as,

$$P_{out} = \sum_{k=1}^{K} \Pr\{E_k^*\}$$  (43)

Substituting (37) and (39) in (43) gives us (7).

The expected number of channel uses $N_s$ in (5), is the expectation over the number of channel uses of all the possible events. Thus it can be shown as in (44)

$$N_s = N_b \cdot \left( \sum_{k=1}^{K} \Pr\{E_k\} \cdot q_k + \sum_{l=1}^{K} \sum_{k=l+1}^{K-1} \Pr\{E_{l,k}\} \cdot q_{l,k} + \sum_{k=1}^{K-1} \Pr\{E_k^*\} \cdot q_{k,K} + \Pr\{E_K^*\} \cdot q_K \right)$$  (44)

where,

$$q_k = \sum_{i=1}^{k} \rho_i^s$$  (45)
and,

$$q_{l,k} = \sum_{i=1}^{l} \rho_i^k + \sum_{i=l+1}^{k} \rho_{l,i}^k.$$  \hspace{1cm} (46)

Substituting (37), (39), (41) and (41) in (44) gives us (8).

One can easily investigate the fact that all success and failure events create a set of disjoint events where the sum of their probabilities equals 1. This is shown in the following.

$$\sum_{k=1}^{K} (\Pr\{E_k\} + \Pr\{E_k^*\}) + \sum_{l=1}^{K-1} \sum_{k=l+1}^{K} \Pr\{E_{l,k}\} = 1.$$  \hspace{1cm} (47)

**APPENDIX B**

**ONE DIMENSIONAL STATE SPACE OPTIMIZATION**

For the minimization problem in (11), using the approximation probabilities in (22) and (23) we first substitute the $\tilde{P}$ probabilities with $\tilde{P}$ functions in (15), (16) and (17) and denoting them respectively by $\tilde{j}_i^\lambda$, $\tilde{f}_i^i$ and $\tilde{g}_i^\lambda$.

With the same approach as in Section IV-C, we first start with minimizing $\tilde{g}_i^\lambda$ as follows.

$$U_{\lambda,i}^\lambda(X, X') = \min_{\rho_{l,k}^R, \sum_{l=i+1}^{K} \rho_{l,l}^R = X', \sum_{k=1}^{K-1} \rho_k^R = X} \{g_i^\lambda\}$$  \hspace{1cm} (48)

This will be in order to find $\tilde{U}_{\lambda,i}(X) = U_{\lambda,i}^\lambda(X, X')$ for different $X$ values, where

$$X' = \arg_{X'} \min_{X'} U_{\lambda,i}^\lambda(X, X').$$  \hspace{1cm} (49)

The minimization in (48) can be done as follows.

$$U_{\lambda,i}^\lambda(X, X') = \min_{\rho_{l,K}^R, \sum_{l=i+1}^{K} \rho_{l,l}^R = X', \sum_{k=1}^{K-1} \rho_k^R = X} \{g_i^\lambda\}$$

$$= \min_{\rho_{l,K}^R} \min_{\rho_{l+1,K-1}^R, \sum_{l=i+1}^{K} \rho_{l,l}^R = X'} \{g_i^\lambda\}$$
\[
\begin{align*}
= \min_{\rho=\rho_{i,k}^R} \{ U_{K-1}^{\lambda,i}(X, X' - \rho) \\
+ \rho \cdot \bar{P}_{SRD}(X, X' - \rho) + \lambda \cdot \bar{P}_{SR}(X, X') \}
\end{align*}
\]  

(50)

where for \(i + 3 \leq k \leq K - 1\) and for \(k = i + 2\) we respectively have (51a) and (51b).

\[
U_{k-1}^{\lambda,i}(X, X') = \min_{\rho} U_{k-1}^{\lambda,i}(X, X' - \rho) + \rho \cdot \bar{P}_{SRD}(X, X' - \rho),
\]  

(51a)

\[
U_{i+2}^{\lambda,i}(X, X') = \min_{\rho}(X' - \rho) \cdot \bar{P}_{SD}(X) + \rho \cdot \bar{P}_{SRD}(X, X' - \rho).
\]  

(51b)

The minimization process starts with (51b) and then goes on with (51a) and ends with (50).

The optimization results are stored as \(\rho_{i,k}^R(X, X') = \arg_{\rho} U_{k}^{\lambda,i}(X, X')\). Therefore, after finding \(\tilde{X}'\) according to (49), we find the optimal set of \(\rho_{i,k}^R(X)\), step-by-step as follows.

1) \(\tilde{\rho}_{i,K}^R(X) = \rho_{i,K}^R(\tilde{X}')\)

2) for \(k : K - 1 \rightarrow i + 2\)

   a. \(\tilde{X}' \leftarrow (\tilde{X}' - \tilde{\rho}_{i,k+1}^R)\)
   b. \(\rho_{i,k}^R = \rho_{i,k}^R(\tilde{X}'_k)\)

3) \(\tilde{\rho}_{i,i+1}^R = \tilde{X}' - \tilde{\rho}_{i,i+2}^R\)

The next step is to find \(\tilde{J}^\lambda\) where \(\tilde{J}^\lambda = \tilde{J}_{K}^\lambda(X_K)\) and,

\[
\tilde{X} = \arg_{X} \min_{X} J_{K}^\lambda(X).
\]  

(52)

The \(J_{K}^\lambda(X_K)\) function is shown as in (53a) which, in a recursive form, can be shown as in (53b). For \(3 \leq k \leq K - 1\) we have \(J_{k}^\lambda\) as in (53c), and for \(k = 2\) as shown in (53d) (According to (16), \(\tilde{f}(X, \rho) = \bar{P}_{SR}(X - \rho) - \bar{P}_{SR}(X)\)).

\[
J_{K}^\lambda(X) = \min_{\rho_{1}^R, \ldots, \rho_{K}^R} \left\{ \sum_{i=1}^{K-1} \rho_{i}^R \cdot \bar{P}_{SD}(X - \rho_{i}) \cdot \bar{P}_{SR}(X) \right\} + \tilde{f}_i \cdot \tilde{U}_{i}^{\lambda,i}(X)
\]  

(53a)
\[
\begin{align*}
+ \lambda \cdot \hat{P}_{K-1}^{\text{SR}} & + \rho_{K-1}^\varepsilon \cdot \hat{P}_{K-1}^{\text{SR}} \\
= \min_{\rho=\rho_{K-1}^\varepsilon} J_{K-1}^\lambda (X - \rho) + \rho \cdot \hat{P}_{K-1}^{\text{SP}} (X - \rho) \cdot \hat{P}_{K-1}^{\text{SR}} (X - \rho) + \lambda \cdot \hat{P}_{K-1}^{\text{SP}} (X) \cdot \hat{P}_{K-1}^{\text{SR}} (X - \rho) 
\end{align*}
\]

The minimization process starts with (53d) and then goes on with (53c) and ends with (53b). The optimization results are stored as \( \rho_{K}^\varepsilon (X) = \arg \min_{\rho} J_{K}^\lambda (X) \). Then, to find the optimal set of \( \rho_{k}^\varepsilon \) we go through the following steps.

1) \( \hat{\rho}_{K}^\varepsilon = \rho_{K}^\varepsilon (\hat{X}) \)

2) for \( k : K - 1 \to 2 \)
   - \( \hat{X} \leftarrow (\hat{X} - \hat{\rho}_{k+1}^\varepsilon) \)
   - \( \hat{\rho}_{k}^\varepsilon = \rho_{k}^\varepsilon (\hat{X}) \)

3) \( \hat{\rho}_{1}^\varepsilon = \hat{X} - \hat{\rho}_{2}^\varepsilon \).
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