Fully Automated Volumetric Classification in CT Scans for Diagnosis and Analysis of Normal Pressure Hydrocephalus
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Abstract – Normal Pressure Hydrocephalus (NPH) is one of the few reversible forms of dementia. Due to their low cost and versatility, Computed Tomography (CT) scans have long been used as an aid to help diagnose intracerebral anomalies such as NPH. However, because CT imaging presents 2-dimensional slices of a 3-dimensional volume, recapitulating the ventricular space in 3-dimensions to facilitate the diagnosis of NPH poses numerous challenges such as head rotation and human error. As such, no well-defined and effective protocol currently exists for the analysis of CT scan-based ventricular, white matter and subarachnoid space volumes in the setting of NPH. The Evan’s ratio, an approximation of the ratio of ventricle to brain volume using only one 2D slice of the scan, has been proposed but is not robust. Instead of manually measuring a 2-dimensional proxy for the ratio of ventricle volume to brain volume, this study proposes an automated method of calculating the brain volumes for better recognition of NPH from a radiological standpoint. The method first aligns the subject CT volume to a common space through an affine transformation, then uses a random forest classifier to mask relevant tissue types. A 3D morphological segmentation method is used to partition the brain volume, which in turn is used to train machine learning methods to classify the subjects into non-NPH vs. NPH based on volumetric information.
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I. INTRODUCTION

NPH presents as ventriculomegaly accompanied with symptoms of dementia, specifically cognitive dysfunction, changes in gait, urinary incontinence (Shprecher, et al. 2008). It is estimated that more than 700,000 Americans have normal pressure hydrocephalus (NPH), however, due to the nonspecific and indolent nature of NPH, the majority of cases are under- or misdiagnosed (Jaraï et al. 2014). Without appropriate diagnostic testing, NPH is often misdiagnosed as Alzheimer’s disease or Parkinson’s disease, or the symptoms are attributed to the aging process. NPH is one of few reversible causes of dementia in the elderly, making correct diagnosis important, as shunt placement has been demonstrated to be a safe and effective treatment for NPH (Shprecher, et al. 2008).

Current diagnostic methods for NPH involve a mixture of clinical and imaging approaches (Shprecher, et al. 2008). Although MRI volumetric data may, in ideal cases, provide better detail of the borders of the ventricles than standard CT imaging it is important to remember that many cases are far from ideal. Patient motion, dental or other hardware artifact and different technique often results in poor definition of certain structures often including the ventricular system (Lin and Alessio 2009). Additionally, distinctions of the skull to define the peripheral border of the subarachnoid space is much easier achieved using CT images. Shorter acquisition time, use for follow-up, and the sheer number of data points also lead to the superiority of CT imaging in understanding and classifying NPH on a broad scale.

In this context, this paper presents a fully automated volumetric screening of NPH from CT scans obtained in clinical settings. The proposed algorithm overcomes these difficulties, using a combination of statistical and mathematical pre-processing methods, a-priori knowledge, and morphological operations, to accurately classify the ventricles, white matter, and subarachnoid space in CT scans of the head acquired in clinical settings. A random forest classifier is then trained to predict the diagnosis of each patient given the corresponding volumetric information of their CT scan. This method could be used to alert medical health professionals of possible cases of NPH, thereby facilitating diagnosis and expediting treatment.

The current methods available for analyzing brain scans for possible NPH, such as finding the Evan’s ratio, are time-intensive, manual, and prone to error (Toma et al. 2011). Evan’s index is the ratio of the transverse diameter of the anterior horns of the lateral ventricles to the greatest internal diameter of the skull in a single slice of a 3D volume. This is illustrated in Figure 1.
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Current guidelines state that an Evan’s index of greater than 0.3 indicates NPH. However, recent findings have shown that the Evan’s ratio in fact varies greatly depending on the level (slice location) of the brain CT scan image at which the frontal horns and maximal inner skull diameters are measured (Toma et al. 2011). The Evan’s index was shown to have a correlation of only 0.619 with the ventricle volume and 0.498 with the ventricle volume divided by the total intracranial volume (Toma et al. 2011).

A 3-dimensional, volumetric method of measuring the relevant regions of the brain could help to mitigate these challenges. In (Moore et al. 2012) the authors suggest that volumetric measurements hold promise for improving NPH differential diagnosis. While there are some semi-automated methods of segmenting regions of the brain, these methods are still labor intensive and require human expertise and intervention at each step.

While there are methods to obtain ventricle and white matter volumes in MRI, these methods cannot find the subarachnoid space, as it does not show up in MRI. The method detailed in (Gunter et al. 2018) automatically detects features of disproportionately enlarged subarachnoid space hydrocephalus in MRI, without differentiating between ventricles and subarachnoid space. (Coupé et al. 2011) uses expert priors to aid in patch based segmentation of the lateral ventricles in MRI. In (Takahashi et al. 2017; Yepes-Calderon, Nelson, and McComb 2018), automated ventricular volume measurement in MRI is implemented through the PACS system. Another method of lateral ventricle segmentation in MRI is presented in (Kobashi et al., n.d.). The authors in (Shao et al. 2018) explore challenges in ventricle segmentation using neural networks in MRI. An automated method of computing the Evan’s ratio from CT is presented in (Takahashi et al. 2017; Yepes-Calderon et al. 2018), but this method loses the volumetric advantage of directly computing the volumes from CT scans.

This paper proposes a novel method to automatically classify in 3 dimensions the lateral ventricles, white matter, and subarachnoid space from CT scans and use these volumes to predict possible NPH. The classification algorithm achieved a Dice score of $85.31 \pm 6.16\%$ for the lateral ventricles and $91.03 \pm 2.38\%$ for white matter. The NPH prediction method achieved a sensitivity of $84 \pm 6\%$ and a specificity of $92 \pm 8\%$. The proposed method has improved performance compared to predicting NPH using Evan’s Ratio. This can be used as an aid in screening for potential NPH in patients who might otherwise be misdiagnosed.

III. MATERIALS and METHODS

Data
The de-identified subject data comes from two sources: the University of California Irvine Medical Center and the Santa Barbara Cottage Hospital. This is a retroactive study, with all images de-identified as specified by the IRB agreement between each medical center and the University of California, Santa Barbara.

There was no protocol determining the number of slices, orientation, or other imaging parameters for the data used in this study. 177 CT scans of 79 patients from the University of California, Irvine and Santa Barbara Cottage Hospital were included in the study, with 49 scans (43 patients) having a diagnosis of normal, 80 scans (18 patients) having a diagnosis of NPH, 18 scans (11 patients) having a diagnosis of dementia (non-NPH), and 30 scans (7 patients) having a diagnosis of non-NPH hydrocephalus. Scans were acquired as part of the treatment process, and the number of slices varies from 25 to 207. The greater the number of slices, the higher the resolution in the z-dimension.

30 manual segmentations of 9 subjects were performed by members of the research team under direct supervision and validation by a neurological surgeon. The Evan’s ratio, as measured by a neurological surgeon, was provided for 54 subjects, with 11 scans (5 patients) having a diagnosis of normal, 34 scans (5 patients) having a diagnosis of NPH, and 9 scans (2 patients) having a diagnosis of dementia.

Of the subjects with known age ($N = 23$), the average age of the normal subjects is $71.6 \pm 12.4$ years and the average age of the NPH subjects is $71.3 \pm 18.8$ years. The subjects without known age ($N = 56$) are all between the ages of 60-80 years. For patients with multiple scans, the scans were taken over a period of time as follow-ups to the initial scan. All NPH subjects underwent treatment with a ventricular shunt.

Algorithm Overview
There are several major steps involved in the proposed method for NPH prediction. The first step is preprocessing, followed by automatic classification of the lateral ventricles, white matter, and subarachnoid space. These volumes are then used to train machine learning models to predict possible NPH. Implementation details are provided in Supplemental Materials.

The code to the algorithm is available at https://github.com/UCSB-VRL/NPH_Prediction.
I. Voxel-wise Classification

The following diagram provides an overview of the automated ventricle, white matter, and subarachnoid space classification process.

![Workflow of automatic classification algorithm](image)

Fig. 2: Workflow of automatic classification algorithm. From left to right, 1) the original volumetric image. 2) An affine transformation is computed to transform the original volume to a template, correcting for skew and rotation. 3) Random forest classification is used to classify the types of tissue in the volume. 4) Segmentation of the ventricle and white matter. 5) Post processing and segmentation of the subarachnoid space.

a) Preprocessing

First, the skull of each scan is extracted using thresholding, since the intensity value of the skull (~1000 x-ray interactions) is much higher than any other tissue (>100 x-ray interactions) in the CT scan. The skull volume is used to compute an affine transformation with the standard MRI in MNI152 space (Jenkinson et al. 2012). The MNI152 space is a 3-dimensional coordinate system for stereotactic localization in neurosurgery made from the average MRI of 152 scans from the Montreal Neurological Institute of McGill University Health Centre (Grabner et al. 2006). The computed affine transform is then applied to its corresponding CT scan.

b) Tissue Classification

The affine transformed scans are used to train a random forest classifier (Pedregosa et al. 2011; Breiman 2001) on a small subset of labeled data (~10,000 voxels) to recognize the intensity values of 3 different tissue types - cerebrospinal fluid (CSF), white matter, and skull. CSF serves as a proxy of the ventricular and subarachnoid spaces within the brain. The classifier then aggregates the votes from the different decision trees to decide the final class of the voxel. There are 4 classes total, the last of which is the background class. The trained classifier is then used to classify each voxel of every scan. Since the intensity values of CT scans are generally constant given tissue density and type, no further intensity normalization of the scans is done. The trained random forest classifier is used to select relevant regions of the volume and mask the other regions based on tissue type.

c) Ventricle / White Matter Segmentation

Each masked volume of the CSF is then seeded at the center of the anatomical ventricular region based on anatomical prior knowledge of the average ventricle location in MNI152 space. The seeds are then grown using the 3-dimensional Morphological Chan-Vese (MCV) algorithm (Chan and Vese 2001; van der Walt et al. 2014). This algorithm is a level set evolution algorithm with the goal of minimizing the energy function defined by:

\[ F = \mu_1 \cdot Surface\ Area(C) + \nu \cdot Volume(inside(C)) + \lambda_1 \int_{inside(C)} |u_0(x,y,z) - c_1|^2 \, dx\,dy\,dz + \lambda_2 \int_{outside(C)} |u_0(x,y,z) - c_2|^2 \, dx\,dy\,dz, \]

where \(u_0(x,y,z)\) is the volumetric image, \(\lambda_1, \lambda_2 > 0\) are parameters that can adjust the comparisons between average intensity inside and outside of 3-dimensional surface contour \(C\) (\(c_1, c_2\) respectively), and \(\mu_1 > 0\) is a regularizing parameter to promote evolution. A 2D illustration of the algorithm is shown in Fig. 3.
Fig. 3: 2-dimensional illustration of the inside and outside of the contour for lateral ventricles, with arrows showing example evolutions in one iteration.

Likewise, each masked volume of the white matter is seeded at three points: on the top, back, and front of the head next to the skull. The boundaries are then found using the MCV algorithm. An example is shown in Fig. 4.

Fig. 4: Example seed points for the lateral ventricle (top row) and white matter (bottom row).

Because the ventricular space is separate from the subarachnoid space in terms of fluid flow, this method allows for the separation of the two, even though their tissue classes are the same from the random forest classifier.

d) Post Processing / Subarachnoid Space Labeling
Following segmentation of the lateral ventricles and white matter, the remaining voxels (classified as ‘fluid’) are labeled as subarachnoid space. The volumes of each class are computed by multiplying the total number of labeled voxels with the 3D voxel spacing information in the metadata of the scan.

In cases of a previous or current stroke, there is a prevalence of darker tissue surrounding the ventricle. This tissue would be classified as ventricle in the above algorithm, but should actually be classified as white matter. Hence, the segmentation is modified in cases where the ventricles are larger than 90 mL. First, the original volume is denoised with the non-local means method (Buades et al. 2011) to better separate the two intensity distributions, eliminating most outliers within a region. Regions marked ‘ventricle’ are re-marked as ‘white matter’ if their intensity exceeds a threshold $T$ as determined by the lower peak in histogram of intensities for white matter.

The histograms in Fig. 5 show the difference in intensity frequencies in the white matter region in a subject with previous stroke and a normal subject. From the histogram, a threshold intensity of 10 was chosen to relabel stroke affected regions of the brain from ventricle to white matter after denoising.
Fig. 5: Histogram of intensities in white matter and lateral ventricle regions for patients with stroke and NPH. There is a bump in intensities from the range 8-20 in the white matter of stroke subjects, which overlaps with their ventricle intensities. This translates to an optimal threshold of 10 to differentiate between ventricular and white matter space.

II. NPH Prediction
Support Vector Machines (SVM) (Cortes and Vapnik 1995) with linear and radial basis function (RBF) kernels are trained and tested in this paper to determine the extent to which the brain volumes are linearly separable features for NPH prediction and obtain an optimal prediction scheme. A Random Forest classifier is also trained and tested on the same features.

In order to determine whether using all of the volumetric information results in better performance compared to using volumetric information analogous to obtaining the Evan’s Ratio, only the ventricle and whole brain volumes are first used and compared to models using the ventricle, white matter, subarachnoid space, and total brain volumes for prediction. The prediction procedure is illustrated in Fig. 6.

Brain size differs significantly based on gender (Lüders et al. 2002). In order to account for this variability, the total brain volume is calculated by adding the ventricle, white matter, and subarachnoid space volumes. This calculation underestimates the total brain volume due to the cutoff occurring at the brain stem. The ventricle, white matter, subarachnoid space, and total brain volumes are used as input features to train a linear SVM and rbf SVM, as well as a random forest classifier. Stratified k-fold cross-validation was used to create training and validation datasets. For each method, 100 classifiers are trained to obtain an average and standard deviation for classifier performance.

IV. RESULTS
Classification Validation and Comparison
To return the segmentation to the original patient space for purposes of visualisation and segmentation verification, the inverse affine transform from the MNI152 space to the patient space was computed and applied to the automatic segmentation using nearest neighbor interpolation. Each automatic segmentation was then compared to its corresponding manual segmentation in the original
patient space. The segmentations performed by the algorithm are compared with 30 manual segmentations of 9 subjects performed by members of the research team under the direct supervision and validation by a neurological surgeon.

Some basic machine learning methods are implemented to compare with the proposed method. Some of these methods are used as one step in our method. They include random forest classification, 3D morphological geodesic active contours, and 3D morphological Chan-Vese.

The implementation of the alternative methods of ventricle segmentation use thresholding to find the skull region and remove any labels outside of this region. All implementations first compute and apply the affine transformations into MNI152 space, then computes and applies the inverse transformation after completing segmentation. For the morphological chan-vease and morphological geodesic active contour methods, the volumes are seeded in the same manner as the proposed algorithm. The regions are then grown according to their perspective algorithms. Finally, the regions inside the skull not labeled as white matter are then labeled as ventricular space.

For the scores in Table 1, the Dice Score, \( \frac{2|X \cap Y|}{|X| + |Y|} = \frac{2TP}{2TP + FP + FN} \), where X and Y are two classes (positive and negative for each class), is used.

| Method                        | Ventricle (Dice) | White Matter (Dice) |
|-------------------------------|------------------|---------------------|
| Proposed Method               | 85.31 ± 6.16 %   | 91.03 ± 2.38 %      |
| Random Forest                 | 57.34 ± 16.52 %  | 88.16 ± 3.19 %      |
| 3D Morphological Geodesic Active Contours | 20.51 ± 19.87 % | 84.68 ± 9.13 %      |
| 3D Morphological Chan Vese    | 15.05 ± 18.36 %  | 85.71 ± 3.65 %      |

Table 1: Comparison of Dice Scores for various ventricle and white matter segmentation algorithms for CT scans. The scores are reported as mean ± standard deviation.

Example segmentation results for normal and NPH subjects are included in Fig. 7.

![Example segmentation results for normal and NPH subjects](image)

*Fig. 7: Examples of segmentations generated by our algorithm. The first (top) set of images consists of cross sections of a subject diagnosed with NPH and the second (bottom) set of images are cross sections of a normal subject.*

It is important to note that the proposed method is unique in that it allows for separation of ventricle space and subarachnoid space, due to the combination of prior anatomical knowledge, intensity-based tissue classifier, and level set evolution.
Volume Statistics
The lateral ventricle, subarachnoid, white matter, and total volumes are shown in Fig. 8 and Table 2.

![Fig. 8: Mean and standard deviation of ventricle, subarachnoid, white matter, and total volumes.]

|              | Ventricle     | Subarachnoid | White Matter      |
|--------------|---------------|--------------|-------------------|
| Normal       | 47.7 ± 30.2 mL| 89.1 ± 64.8 mL| 1229.8 ± 102.6 mL |
| NPH          | 108.7 ± 28.5 mL| 85.6 ± 39.3 mL| 1154.8 ± 105.6 mL |
| Dementia     | 68.3 ± 35.6 mL| 120.6 ± 67.4 mL| 1158.7 ± 115.1 mL |
| Hydro - no NPH | 200.0 ± 121.2 mL| 76.9 ± 49.3 mL| 1081.7 ± 129.6 mL |

Table 2: Mean and standard deviation of ventricular and white matter volumes.

Fig. 8 and Table 2 show that the ventricles volumes are greater for NPH and Hydrocephalus, as expected. The subarachnoid space is mostly consistent across subjects but with slightly higher mean in subjects with dementia. The white matter volumes roughly inversely correspond to ventricle volume. It is notable that the standard deviation for the ventricular volumes overlap for NPH and dementia. The ventricular volumes of normal patients are consistent with the average MRI-derived ventricular volumes in the age range of 69.5 ± 4.8 years (Jovicich et al. 2009).

Diagnosis Scores and Comparison with Evan’s Ratio
A subset of the data are labeled with the Evan’s ratio as measured by a neurological surgeon. The subset contains 54 subjects, with 11 scans (5 patients) having a diagnosis of normal, 34 scans (5 patients) having a diagnosis of NPH, and 9 scans (2 patients) having a diagnosis of dementia. NPH prediction on the labeled subset using only the Evan’s ratio are first computed by the current guidelines, with subjects having an Evan’s ratio greater than or equal to 0.3 classified as NPH, and the remaining subjects classified as non-NPH. The sensitivity and specificity of these methods are compared to a linear SVM, RBF SVM, and RF classifier trained and tested on the volumetric information of the subset of data. Because the RBF SVM and RF classifier performed better than the linear SVM, we relegate the linear SVM scores to Supplemental Materials.

|                        | Sensitivity (Train/Test) | Specificity (Train/Test) |
|------------------------|--------------------------|--------------------------|
| Evan’s Index, Thresholding | 89% (all data)         | 85% (all data)         |
| Volumetric Features, RBF SVM | 91 ± 3 / 89 ± 9%     | 90 ± 4 / 89 ± 15%     |
| Volumetric Features, RF   | 97 ± 2 / 89 ± 10%     | 98 ± 3 / 86 ± 17%     |

Table 3: Thresholding and 5-fold cross-validation scores for NPH and Dementia prediction using an average of 100 linear SVMs, RBF SVMs, and random forest classifiers using Evan’s Index or ventricle, white matter, subarachnoid space, and total brain volumes. The thresholding of Evan’s Index performs the worst in terms of specificity, but performs comparably with the fully automated methods in terms of sensitivity.
NPH diagnosis prediction scores using automatically segmented volumetric information on the full dataset is as follows:

|                  | Sensitivity (Train/Test) | Specificity (Train/Test) |
|------------------|--------------------------|--------------------------|
| **NPH (rbf SVM)**| 85 ± 2 / 84 ± 6%         | 94 ± 2 / 92 ± 8%         |
| **Dementia (rbf SVM)** | 25 ± 40 / 3 ± 1%         | 89 ± 2 / 88 ± 2%         |
| **NPH (RF)**     | 89 ± 2 / 83 ± 7%         | 98 ± 1 / 91 ± 9%         |
| **Dementia (RF)**| 94 ± 7 / 45 ± 40%        | 95 ± 1 / 90 ± 3%         |

Table 4: 5-fold cross-validation scores for NPH and Dementia prediction using an average of 100 linear SVMs, RBF SVMs, and random forest classifiers using ventricle, white matter, subarachnoid space, and total brain volumes.

![Figure 9](image-url)  
**Fig. 9:** Increase in performance when using all features (ventricle, white matter, subarachnoid space, and whole brain volumes) compared to using only ventricle and white matter volumes. The RBF SVM saw the most increase in sensitivity while the Random Forest Classifier saw the most increase in specificity.

![Figure 10](image-url)  
**Fig. 10:** Box-and-whisker plots showing the significance of each feature for each model. It is evident that the ventricular volume is the most important feature, which follows expectation. The significance of the other volumes change depending on the model.

As seen in Table 4, the SVM with RBF kernel had the best performance in NPH sensitivity and specificity. However, in terms of Dementia sensitivity and specificity, RF outperformed the SVMs. The misclassification of subjects with dementia may be due to the overlap between the ventricular volumes of NPH and dementia patients. In a clinical setting, the NPH detector may serve to alert clinicians to the possibility of NPH, with further clinical testing needed to validate the potential diagnosis.

From Fig. 9, the sensitivity of NPH diagnosis was higher when all of the volumetric data are included, while the specificity of NPH diagnosis was higher with just the ventricle and white matter volumes. It seems, then, that including the additional volume information is helpful in screening for NPH, as the potential application of our algorithm would serve to alert medical health professionals about the possibility of NPH so that they can conduct further investigation. Non-NPH hydrocephalus was not included in the diagnosis algorithm, due to the overlap in volumes with NPH. However, NPH is often misdiagnosed as other forms of dementia or missed entirely, and is not often confused with hydrocephalus from other causes.

**V. DISCUSSION AND FUTURE WORK**

The paper presents a fully automated, volumetric method of lateral ventricles, subarachnoid space and white matter segmentation in CT scans which outperforms the thresholding method using Evan’s ratio. Additionally, this paper proposes a fully automated, volumetric method to predict NPH diagnosis, which in conjunction with the clinical symptomatology, can facilitate the diagnosis of...
NPH and rule-out patients who do not meet the radiographic criteria of an NPH diagnosis. This technological system can be used as a screening tool to identify or stratify possible NPH cases in a clinical setting.

In this paper gender is not explicitly used as a feature for NPH prediction, although the ratio of each tissue type to the overall brain volume was included in addition to raw volumetric information. Nonetheless, the influence of age-related atrophy may contribute to the observed absence of gender-based differences in brain volume presented in this study.

Additionally, it may be beneficial to explore the combination of MRI and CT scans to create a multimodal method for more fine-tuned diagnosis as well as for symptom and treatment outcome prediction. This algorithm could be further refined by incorporating relevant demographic and medical variables.
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Supplementary Materials

Segmentation and Prediction Implementation Details

The optimal hyperparameters for the SVM are \( C = 1.0 \) and \( \text{gamma}=0.25 \). For the random forest classifier, the optimal hyperparameters are 20 trees, max depth=5, bootstrapping=True, minimum sample split=3, max features=2, and gini criterion (impurity measure).

The random forest tissue classifier used 20 trees and a max depth of 3, created with random subsets of the data and a gini impurity measure, \( \text{Gini}(E) = 1 - \sum_{j=1}^{c} p_j^2 \), where \( c \) is the number of classes and \( p_j \) is the fraction of items labeled with the class \( j \) in the set. For morphological chan vese, \( \lambda_1 = \lambda_2 = 1 \).

For diagnosis prediction, the linear and RBF SVMs had a \( C \) value of 1 and the RBF SVM had a \( \gamma \) value of 0.25. The random forest classifier had 20 trees, max depth of 5, bootstrapping, a minimum sample split of 10, a maximum feature of 2, and gini impurity measure. All other parameters are left at default values given by the sklearn (Pedregosa et al. 2011) and skimage (van der Walt et al. 2014) software.

Model optimization

The volumes are scaled to a range of [-1, 1]. To optimize the SVM parameters, a grid search was done with \( C \) and \( \text{gamma} \) (gamma for rbf kernel only) ranging logarithmically from \( 10^{-3} \) to \( 10^3 \). The grid search shown in Table 3 was used to optimize the random forest parameters. Since there is some variance in the performance of each classifier trained, scores are averaged over 100 different trained classifiers for each method. Stratified k-fold cross validation was used to separate the training and testing datasets.

| Parameter                  | Values          |
|----------------------------|-----------------|
| Number of estimators       | 10, 20, 100, 200|
| Max. depth                 | 1, 3, 5         |
| Max. features              | [1:3]           |
| Min. samples for split     | [2:10]          |
| Bootstrap                  | True, False     |
| Criterion                  | Gini, Entropy   |

Table 5: Grid search parameters for the random forest classifier

|                             | Sensitivity (Train/Test) | Specificity (Train/Test) |
|-----------------------------|--------------------------|--------------------------|
| NPH (linear SVM)            | 76 ± 1 / 76 ± 6%         | 94 ± 4 / 92 ± 10%        |
|                             | 79 ± 3 / 79 ± 6%         | 89 ± 3 / 88 ± 9%         |
| Dementia (linear SVM)       | 0 ± 0 / 0 ± 0%           | 88 ± 0 / 88 ± 1%         |
|                             | 13 ± 10 / 1 ± 7%         | 88 ± 0 / 88 ± 1%         |
| NPH (rbf SVM)               | 76 ± 2 / 76 ± 6%         | 94 ± 3 / 93 ± 9%         |
|                             | 85 ± 2 / 84 ± 6%         | 94 ± 2 / 92 ± 8%         |
| Dementia (rbf SVM)          | 21 ± 41 / 0 ± 0%         | 88 ± 0 / 88 ± 1%         |
|                             | 25 ± 40 / 3 ± 1%         | 89 ± 2 / 88 ± 2%         |
| NPH (RF)                    | 84 ± 3 / 76 ± 7%         | 97 ± 2 / 85 ± 11%        |
|                             | 89 ± 2 / 83 ± 7%         | 98 ± 1 / 91 ± 9%         |
| Dementia (RF)               | 97 ± 2 / 5 ± 20%         | 92 ± 1 / 88 ± 2%         |
|                             | 94 ± 7 / 45 ± 40%        | 95 ± 1 / 90 ± 3%         |

Table 6: 5-fold cross-validation scores for NPH prediction using an average of 100 linear SVMs, RBF SVMs, and random forest classifiers. The first row (in grey) are the scores using only ventricle and whole brain volumes, while the second row are scores using ventricle, white matter, subarachnoid space, and total brain volumes.
Fig. 11: Increase in performance when using all features (ventricle, white matter, subarachnoid space, and whole brain volumes) compared to using only ventricle and white matter volumes. Linear SVM, RBF SVM, and Random Forest are used.

Fig. 12: Feature Significance plot for linear SVM.

### Table 7: Confusion Matrices

|        | Linear SVM | RBF SVM | Random Forest Classifier |
|--------|------------|---------|--------------------------|
|        | Normal     | NPH     | Dementia                 | Normal | NPH     | Dementia | Normal | NPH     | Dementia |
|        | 37         | 11.0    | 0.34                     | 40     | 7.4     | 1.6      | 36     | 9.6     | 3.3      |
| Normal | 5.9        | 74.0    | 0.13                     | 4.0    | 76.0    | 0.06     | 3.9    | 75.0    | 0.68     |
| NPH    | 8.6        | 9.4     | 0.02                     | 10.0   | 7.4     | 0.28     | 7.2    | 6.7     | 4.2      |
| Dementia|           |         |                          |        |         |          |        |         |          |

Values represent number of scans.