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Abstract

The generalized fractional dynamical system with order lying in (0, 2) is investigated. We present the stability analysis of that system using Mittag-Leffler function, the Gronwall-Bellman Lemma and Laplace transform. The bifurcation diagram of generalized fractional-order Chen system is given. We investigate a theorem to control the chaotic generalized fractional-order systems by linear feedback control. Two examples to achieve the theorem of control are given. The synchronization between two different chaotic generalized fractional systems is presented. We give a theorem to calculate the control functions which achieve synchronization. This theorem is applied to achieve the synchronization between different generalized fractional-order systems with order lying in (0, 1]. And, also, used to achieve the synchronization between the identical generalized fractional-order Lü systems with order lying in [1, 2). There exist an agreement among analytical results and numerical treatments for stability, control and synchronization theorems.
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1. Introduction

In the last few decades, fractional derivatives and fractional differential equations have showed to be valuable tools in physical phenomena modeling in different fields of engineering and science \cite{1}. Many different definitions of fractional derivatives are introduced according to different kernels \cite{2, 3, 4}. Theses definitions are used in Rieszspace fractional equations \cite{5}, timefractional differential equations \cite{6, 7, 8}, complex network \cite{9, 10}, materials constitutive equations \cite{11, 12}, fractional diffusion modeling \cite{13, 14, 15}, control theories \cite{15, 16, 17, 18}, many kinds of synchronization such as complete synchronization \cite{19}, anti synchronization \cite{20}, projective synchronization \cite{21}, modified projective synchronization \cite{22} and function synchronization \cite{23}.

The generalized fractional derivative has many features over the integer derivatives and has potential many applications. Since chaos in fractional-order models is more complicated than the integer cases, then its are
proposed in image encryption [24, 25, 26]. Recently, Anderson and Ulness are used the generalized fractional derivative in quantum mechanics [27]. Ren and Zhai are investigated the generalized fractional memristor-based impulsive neural network [28]. Chaotic fractional-order models with the two parameters can recover secure communication and information transfer [24]. The generalized fractional derivative will be a novel direction in the fractional calculus because its important applications in many fields [24].

So many physical problems have been mobilised by the help of the Caputo fractional derivative in fractional calculus applications because Caputo derivative is suitable for initial value problems (IVPs) and has many characteristics similar to integer order derivatives. The generalized fractional integral operator [29] is greatly influenced by the value of the parameters $\alpha$ and $\rho$, thus it gives a valuable tool to control and build mathematical models in fractional calculus applications. Jarad et al. [30] introduced a generalized Caputo-type fractional derivative with properties similar to those of the Caputo derivative. They discussed the relationship between the generalized fractional integral operator and generalized fractional derivative operator. This type of generalized derivative seems closer to ordinary derivatives than other generalized derivatives. Thus, we dedicate this work to investigate generalized fractional-order nonlinear systems governed by the generalized fractional derivative [30] in the following form:

$$C^{\alpha,\rho}D_{t}^{\alpha,\rho}x(t) = Ax(t) + f(x(t)), \quad (1.1)$$

where $0 < \alpha < 2$, $\rho \geq 0$ and $C^{\alpha,\rho}D_{t}^{\alpha,\rho}$ denotes the left generalized Caputo-type fractional derivative. On the other hand, for the numerical simulation purposes of fractional order models, the predictor-corrector (P-C) techniques are one of the most efficient, stable and accurate methods that was implemented and modified to numerically solve Caputo fractional differential equations [31]. Odibat and Baleanu [32] present an adaptive predictor corrector method for the numerical solution of generalized Caputo-type initial value problems. In order to construct the predictor-corrector method for the IVP (1.1), we will follow the same procedure as in [32].

The pervious papers on the stability of generalized fractional-order nonlinear systems are investigated with fractional-order lying in $(0, 1)$. In this paper, we stated the generalized fractional dynamical system with order in $(0, 2)$. The stability analysis of that system using Mittag-Leffler function, the Gronwall-Bellman Lemma and Laplace transform is illustrated. We show that chaotic solutions for generalized fractional-order models are more complicated than the classical fractional and integer cases. We controlled the chaotic generalized fractional-order systems using the linear feedback control. By this technique of control, we synchronized two different chaotic generalized fractional-order systems. The paper is outlined as follows: In Section [2] we address some important preliminaries. In Section [3] using Mittag-Leffler function, the Gronwall-Bellman Lemma and Laplace transform, we prove the solution of the generalized fractional dynamical system approach to zero at the infinity. We investigate the control of chaotic generalized fractional system by linear feedback control in Section [4]. We give two examples to achieve the control theorem. In Section [5] the control functions which achieve synchronized two different chaotic generalized fractional systems is illustrated. The synchronization between the different
generalized fractional-order Chen and Lü systems is presented. And the synchronization between the identical generalized fractional-order Lü systems is introduced. Finally, a conclusion is given to summary our works.

2. Preliminaries

We stated basic definitions of fractional derivatives and some lemmas in this section [2, 33, 34, 35, 36, 37].

2.1. Liouville-Caputo Fractional Calculus

The left-sided and right-sided Riemann-Liouville integrals of order $\alpha$, when $0 < \alpha < 1$, are defined, respectively, as

$$
(\text{RL}_a I_x^\alpha f)(x) = \frac{1}{\Gamma(\alpha)} \int_a^x f(s) ds \frac{(x-s)^{1-\alpha}}{(x-s)^{1-\alpha}}, \quad x > a,
$$

(2.1)

and

$$
(\text{RL}_x I_b^\alpha f)(x) = \frac{1}{\Gamma(\alpha)} \int_x^b f(s) ds \frac{(x-s)^{1-\alpha}}{(x-s)^{1-\alpha}}, \quad x < b,
$$

(2.2)

where $\Gamma$ represents the Euler Gamma function. The corresponding inverse operators, i.e., the left-sided and right-sided fractional derivatives of order $\alpha$, are then defined based on (2.1) and (2.2), as

$$
(\text{RL}_a D_x^\alpha f)(x) = \frac{d}{dx} (\text{RL}_a I_x^{1-\alpha} f)(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x f(s) ds \frac{1}{(x-s)^\alpha}, \quad x > a,
$$

(2.3)

and

$$
(\text{RL}_x D_b^\alpha f)(x) = -\frac{d}{dx} (\text{RL}_x I_b^{1-\alpha} f)(x) = \frac{1}{\Gamma(1-\alpha)} \left(-\frac{d}{dx} \right) \int_x^b f(s) ds \frac{1}{(s-x)^\alpha}, \quad x < b.
$$

(2.4)

This allows for the definition of the left and right Riemann-Liouville fractional derivatives of order $\alpha$ ($n-1 < \alpha < n$), $n \in \mathbb{N}$ as

$$
(\text{RL}_a D_x^n f)(x) = \left(\frac{d}{dx}\right)^n (\text{RL}_a I_x^{1-n} f)(x) = \frac{1}{\Gamma(n-\alpha)} \left(\frac{d}{dx}\right)^n \int_a^x f(s) ds \frac{1}{(x-s)^{n+1-\alpha}}, \quad x > a,
$$

(2.5)

and

$$
(\text{RL}_x D_b^n f)(x) = \left(-\frac{d}{dx}\right)^n (\text{RL}_x I_b^{1-n} f)(x) = \frac{1}{\Gamma(n-\alpha)} \left(-\frac{d}{dx}\right)^n \int_x^b f(s) ds \frac{1}{(s-x)^{n+1-\alpha}}, \quad x < b.
$$

(2.6)

Furthermore, the corresponding left-sided and right-sided Caputo derivatives of order $\alpha$ ($n-1 < \alpha < n$) are obtained as

$$
(C_a D_x^n f)(x) = \left(\text{RL}_a I_x^{n-\alpha} \frac{d^n f}{dx^n}\right)(x) = \frac{1}{\Gamma(n-\alpha)} \int_a^x f^{(n)}(s) ds \frac{1}{(x-s)^{n+1-\alpha}}, \quad x > a,
$$

(2.7)

and

$$
(C_x D_b^n f)(x) = (-1)^n \left(\text{RL}_x I_b^{n-\alpha} \frac{d^n f}{dx^n}\right)(x) = \frac{1}{\Gamma(n-\alpha)} \int_x^b (-1)^n f^{(n)}(s) ds \frac{1}{(s-x)^{n+1-\alpha}}, \quad x < b.
$$

(2.8)

The Caputo operator satisfies the rule

$$
(\text{RL}_a I_x^n C D_x^\alpha f)(x) = f(x) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (t-a)^k.
$$

(2.9)
2.2. Generalized fractional Liouville-Caputo Fractional Calculus

Definition 2.1. (Katugampola [29]) The generalized left-sided Riemann-Liouville integral of \( f \) order \( \alpha \), when \( \alpha > 0 \), \( \rho \geq 0 \), is
\[
\left( R_L^a I_x^{\alpha, \rho} \right) f(x) = \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_a^x \frac{s^{\rho-1} f(s) ds}{(x^\rho - s^\rho)^{1-\alpha}}, \quad x > a.
\]

The generalized left-sided Riemann-Liouville fractional derivatives of order \( \alpha (n-1 < \alpha < n) \), \( n \in \mathbb{N} \) is defined as
\[
\left( R_L^a D_x^{\alpha, \rho} \right) f(x) = \left( x^{1-\rho} \frac{d}{dx} \right)^n \left( R_L^a I_x^{\alpha-n+1, \rho} \right) f(x) = \frac{\rho^{\alpha-n+1}}{\Gamma(n-\alpha)} \left( x^{1-\rho} \frac{d}{dx} \right)^n \int_a^x \frac{s^{\rho-1} f(s) ds}{(x^\rho - s^\rho)^{n+\alpha}}, \quad x > a.
\]

We can observe when \( \rho = 1 \), we recover the Riemann-Liouville fractional derivative in (2.5). Furthermore, the corresponding generalized left-sided Caputo derivatives of order \( \alpha (n-1 < \alpha < n) \) are obtained as
\[
\left( ^C D_x^{\alpha, \rho} \right) f(x) = \left( R_L^a D_x^{\alpha, \rho} \right) \left( f(t) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (t-a)^k \right), \quad x > a,
\]
where \( n = \lfloor \text{Re}(\alpha) \rfloor \).

Definition 2.2. (Jarad et al. [30]) The generalized left-sided Caputo derivative of \( f \) order \( \alpha (n-1 < \alpha < n) \), \( n \in \mathbb{N} \) is defined by
\[
\left( ^C D_x^{\alpha, \rho} \right) f(x) = \frac{\rho^{\alpha-n+1}}{\Gamma(n-\alpha)} \int_a^x \left( x^\rho - s^\rho \right)^{-n+1+\alpha} \left( s^{1-\rho} \frac{d}{ds} \right)^n \frac{ds}{s^{1-\rho}}, \quad x > a.
\]

further analysis includes
\[
\left( R_L^a T_x^{\alpha, \rho} \right) \left( ^C D_x^{\alpha, \rho} \right) f(x) = f(x) - \sum_{k=0}^{n-1} \frac{\left( s^{1-\rho} \frac{d}{ds} \right)^k f(s)|_{s=a}}{k!} \left( \frac{t^\rho - a^\rho}{\rho} \right)^k.
\]

We can observe when \( \rho = 1 \) in (2.13), we recover the Caputo fractional derivative in (2.7). For the rest of this paper, the Laplace transform will be used to help us in studying stability of the generalized fractional differential equations. The \( \rho \)-Laplace transform was recently introduced in the literature [33]. The \( \rho \)-Laplace transform of the Caputo generalized fractional derivative is expressed in the following form:
\[
\mathcal{L}_\rho \left( \left( ^C D_x^{\alpha, \rho} f \right)(t) \right) = s^\alpha \mathcal{L}_\rho \left( f(t) \right) - \sum_{j=0}^{n-1} s^{n-j-1} \left( (t^{1-\rho} \frac{d}{dt})^j f \right)(0),
\]
where \( ^C D_x^{\alpha, \rho} = \left( ^C D_x^{\alpha, 0} \right) \) (i.e. left generalized Caputo-type fractional derivative of order \( \alpha \)).

Besides, the \( \rho \)-Laplace transform of a given function \( f \) is described in the form:
\[
\mathcal{L}_\rho \left( f(t) \right) = \int_0^\infty e^{-st} \frac{d}{dt} f(t) \frac{dt}{t^{1-\rho}}.
\]

Definition 2.3. [37] The two-parameter Mittag-Leffler function is defined as:
\[
E_{\alpha, \beta}(z) = \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\alpha j + \beta)}, \quad \alpha, \beta > 0, z \in \mathbb{C}.
\]
Lemma 2.1. Let $F(s) = \mathcal{L}\{f(t)\}$. If all poles of $sF(s)$ are in the open left-half complex plane, then
\[
\lim_{t \to \infty} f(t) = \lim_{s \to 0} sF(s).
\]
The Laplace transform of the function $z^{\alpha+\beta-1}E_{\alpha,\beta}(az^\alpha)$ is:
\[
\mathcal{L}\{z^{\alpha+\beta-1}E_{\alpha,\beta}(az^\alpha)\} = \frac{\Gamma(\alpha\beta)}{\Gamma(\alpha\beta+\tau)}, \quad (R(s) \geq |a|^{\frac{1}{\tau}}),
\]
where $E_{\alpha,\beta}(z)$ is
\[
E_{\alpha,\beta}(z) = \frac{d^l}{dz^l} \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\alpha j + \beta)} = \sum_{j=0}^{\infty} \frac{(j + l)!z^j}{j!\Gamma(\alpha j + \alpha l + \beta)}.
\]
By using definition 2.3, the following relation is obtained as:
\[
\frac{dE_{\alpha,\beta}(z)}{dz} = \frac{E_{\alpha,\beta-1}(z) - (\beta - 1)E_{\alpha,\beta}(z)}{\alpha z}.
\]
From (2.20) one gets:
\[
E_{\alpha,\beta}(z) = (az)^{-k} \sum_{m=0}^{k} d_mE_{\alpha,\beta-m}(z),
\]
where $d_m$, $m = 0, 1, ..., k$ are constants depend on $\beta$.

Lemma 2.2. The function $f(x(t))$ satisfies the Lipschitz condition, if
\[
\|f(y) - f(x)\| \leq L \|y - x\|, \quad L \in \mathbb{R}^+.
\]

Lemma 2.3. $E_{\alpha,\beta}(B) \leq \frac{C}{1 + \|B\|}$, $0 < \alpha < 1$, $B \in \mathbb{R}^{n \times n}$, $C \in \mathbb{R}^+$,
where $\mu$ satisfies (i) $\pi\alpha/2 \leq \mu \leq \min\{\pi, \pi\alpha\}$ and (ii) $\mu \leq |\arg(eig(B))| \leq \pi$.

Lemma 2.4. (GronwallBellman lemma) If
\[
h(t) \leq g(t) + \int_0^t m(u)h(u)du,
\]
where $m(t) \geq 0$, $g(t)$, $h(t)$ are nondecreasing continuous functions, $0 \leq t \leq T$. Then $h(t)$ satisfies
\[
h(t) \leq g(t) + \int_0^t m(u)g(u)exp[\int_u^t m(v)dv]du.
\]

3. Stability analysis

Theorem 3.1. The zero solution of generalized Caputo fractional-order system (1.1) is stable if:
1. $|\arg(\lambda_i(A^\alpha))| > \pi\alpha/2$. 
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2. \( f(0) = 0, \lim_{\|x\| \to 0} \frac{\|f(x)\|}{\|x\|} = 0. \)

where \( x \in \mathbb{R}^{n \times k}, A \in \mathbb{R}^{n \times n}, t \in \mathbb{R}^+ \) and \( \lambda_i(A) \) be the eigenvalues of matrix \( A \).

**Proof:** Two cases will be considered separately.

(a) The case \( 0 < \alpha \leq 1. \)

Taking \( \rho \)-Laplace transform on (1.1), then taking \( \rho \)-Laplace inverse transform by using the inverse Laplace transform formula of the Mittag-Leffler function in two parameters and the integral convolution, it yields

\[
x(t) = E_{\alpha,1}[A(t^\rho/\rho)^\alpha]x(0) + \int_0^t \frac{(t^\rho-s^\rho)^{\alpha-1}}{\rho^\alpha} E_{\alpha,\alpha}[A(t^\rho-s^\rho)^\alpha]s^{\rho-1} f(s) \, ds.
\]

By part 2 of Theorem 3.1 there exists \( C > 0 \) and \( \delta_0 \) such that

\[
\|x(t)\| < \delta_0 \Rightarrow \|f(t)\| < \frac{\|x(0)\|}{C}, \quad t \geq 0.
\]

Let \( \delta \) be chosen such that \( 0 < \delta < \delta_0 \) and suppose

\[
\|x(0)\| < \delta.
\]

Using Eqs. 3.2, 3.3 and Lemma 2.3, we get

\[
\|x(t)\| \leq \frac{C}{1+\|A\|(t^\rho/\rho)\|} \|x(0)\| + \int_0^t \frac{C(t^\rho-s^\rho)^{\alpha-1}t^{\rho-1}}{1+\|A\|(t^\rho/\rho)^\alpha} \|x(0)\| \, ds.
\]

From Gronwall-Bellman Lemma 2.4 and (3.1), we get

\[
\|x(t)\| \leq \frac{C}{1+\|A\|(t^\rho/\rho)^\alpha} \|x(0)\| + \int_0^t \frac{C(t^\rho-s^\rho)^{\alpha-1}t^{\rho-1}}{1+\|A\|(t^\rho/\rho)^\alpha} \|x(0)\| \, ds.
\]

The integral in (3.3) equals

\[
\int_0^{t/2} \frac{C(t^\rho-s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds + \int_{t/2}^t \frac{C(t^\rho-s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds.
\]

Since \( \alpha < 1, \rho > 1 \) and \( t^\rho - s^\rho \geq s^\rho \) for \( s \in [0, t/2] \), the first integral of (3.6) can be written as

\[
\int_0^{t/2} \frac{C(t^\rho-s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds \leq \int_0^{t/2} \frac{C(s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds.
\]

Similarly, the second integral of (3.6) can be written as

\[
\int_{t/2}^t \frac{C(t^\rho-s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds \leq \int_{t/2}^t \frac{C(s^\rho)^{\alpha-1}s^{\rho-1}}{(1+\|A\|(t^\rho/\rho)^\alpha)(1+\|A\|(t^\rho/\rho)^\alpha)^{1-\frac{1}{\alpha}})} \|x(0)\| \, ds.
\]
let \((2^\rho - 1)t^\rho = t^\rho - s^\rho\) in (3.8), then
\[
\int_{t/2}^{t} \frac{C(t^{\rho - s^\rho})^{\frac{1}{\rho}}}{(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)^{1-\frac{1}{\rho\alpha}})} ||x(0)|| ds = (2^\rho - 1) \int_{0}^{t/2} \frac{C(t^{\rho})^{\frac{1}{\rho}}}{(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)^{1-\frac{1}{\rho\alpha}})} ||x(0)|| dr.
\]

(3.9)

From (3.7), (3.9) and \(\varrho(A) > 1\), where \(\varrho(A) = \max_{1 \leq i \leq n} |\lambda_i|\) is the spectral radius of A, then (3.5) takes the form
\[
\|x(t)\| \leq \frac{C}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} \|x(0)\| + \int_{0}^{t/2} \frac{C(s^\rho)^{\frac{1}{\rho}}}{(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)^2 - \frac{2^\rho}{\rho^2\alpha\pi}} \|x(0)\| ds
\]
\[
= \frac{C\|x(0)\|}{\alpha ||A|| - 1} + \frac{C\|x(0)\|}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} + \frac{C\|x(0)\|}{(-\alpha ||A|| + 1)(1 + ||A||(\frac{t^{2\rho}}{\rho})^\alpha)^{1-\frac{1}{\rho\alpha}}}. \tag{3.10}
\]

Using (3.3), then (3.10) gives
\[
\|x(t)\| \leq \frac{2^\rho C\delta}{\alpha ||A|| - 1} + \frac{2^\rho C\delta}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} + \frac{2^\rho C\delta}{(-\alpha ||A|| + 1)(1 + ||A||(\frac{t^{2\rho}}{\rho})^\alpha)^{1-\frac{1}{\rho\alpha}}}, \quad t \geq 0. \tag{3.11}
\]

this means \(\|x(t)\| \to 0\) as \(t \to \infty\) (i.e., the zero solution is stable).

(b) The case \(1 < \alpha < 2\)

In this case, the initial condition is
\[
\left(\frac{d}{dx}\right)^k(0) = x_k, \quad k = 0, 1. \tag{3.12}
\]

We can get the solution of (1.1) with the initial condition (3.12) by using the \(\rho\)-Laplace transform and \(\rho\)-Laplace inverse transform as:
\[
x(t) = E_{\alpha,1}[A(\frac{t^\rho}{\rho})^\alpha]x_1 + \frac{t^\rho}{\rho}E_{\alpha,2}[A(\frac{t^\rho}{\rho})^\alpha]x_2 + \int_{0}^{t} (\frac{t^\rho - s^\rho}{\rho})^{\alpha-1} E_{\alpha,\alpha}[A(\frac{t^\rho - s^\rho}{\rho})^\alpha]s^{\rho-1} f(x(s)) ds. \tag{3.13}
\]

By part 2 of Theorem 3.1, there exists \(C > 0\) and \(\delta_0\) such that
\[
\|x(t)\| < \delta_0 \Rightarrow \|f(x(t))\| < \kappa \frac{(\alpha-1)||A||\|x(t)\|}{C}, \quad t \geq 0, \quad 0 < \kappa < 1. \tag{3.14}
\]

Using Eqs. (3.3), (3.14) and Lemma 2.3 (3.13) gives
\[
\|x(t)\| \leq \frac{c_1 \|x_1\|}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} + \frac{c_2 \|x_2\|}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} + \kappa \int_{0}^{t} (\frac{t^\rho - s^\rho}{\rho})^{\alpha-1} s^{\rho-1}(\alpha-1)||A|| \|x(s)\| ds
\]
\[
\leq \frac{c_1 \|x_1\|}{(1 + ||A||(\frac{t^\rho}{\rho})^\alpha)^\kappa} + \frac{c_2 \|x_2\|}{1 + ||A||(\frac{t^\rho}{\rho})^\alpha} + \kappa \int_{0}^{t} (\frac{t^\rho - s^\rho}{\rho})^{\alpha-1} s^{\rho-1}(\alpha-1)||A|| \|x(s)\| ds. \tag{3.15}
\]
From Gronwall-Bellman Lemma \[2.4\] and \( (3.15) \), we get

\[
\|x(t)\| \leq \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)^\kappa)} + \frac{c_2\|x_2\|t^\rho}{1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa} + \kappa \int_0^t \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} + \frac{c_2\|x_2\|t^\rho}{1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa} \frac{(t^\rho - s^\rho)^{\alpha-1}s^\rho-1(\alpha-1)\|A\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} ds \, dt
\]

\[
\leq \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} + \frac{c_2\|x_2\|t^\rho}{1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa} + \kappa \int_0^t \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} + \frac{c_2\|x_2\|t^\rho}{1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa} \frac{(t^\rho - \tau^\rho)^{\alpha-1}\tau^\rho-1(\alpha-1)\|A\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa^-\kappa)} d\tau
\]

\[
\leq \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} + \frac{c_2\|x_2\|t^\rho}{t^\rho + \rho - \alpha\|A\|^{\rho\alpha-\rho}} + \kappa c_1(\alpha - 1)\|x_1\|A\|^{\kappa^{-\alpha}} - \kappa \int_0^t \tau^{\rho-\alpha-1}(t^\rho - \tau^\rho)^{\alpha-1}\kappa d\tau
\]

\[
+ \kappa c_2\|x_2\|\kappa^{-\alpha}(1 + \|A\|A^{\kappa^{-\alpha}} - \kappa \int_0^t 2^{\rho-\alpha-1}(t^\rho - \tau^\rho)^{\alpha-1} d\tau
\]

\[
= \frac{c_1\|x_1\|}{(1 + \|A\|((\frac{t^\rho}{\rho})^\alpha)\kappa)} + \frac{c_2\|x_2\|t^\rho}{t^\rho + \rho - \alpha\|A\|^{\rho\alpha-\rho}} + \kappa c_1(\alpha - 1)\|x_2\|A\|^{\kappa^{-\alpha}} - \kappa \Gamma(1 - \kappa\alpha)\frac{\Gamma(\kappa(\alpha - 1))}{\rho\Gamma(1 - \kappa)} t^{\rho(1-\kappa)}
\]

\[
+ \kappa c_2(\alpha - 1)\|x_2\|A\|^{\kappa^{-\alpha}} - \kappa \Gamma(2 - \alpha)\frac{\Gamma(\kappa(\alpha - 1))}{\rho\Gamma(2 - \alpha + \kappa(\alpha - 1))} t^{\rho(2-\alpha+k(\alpha-1))}.
\]

(3.16)

So, the zero solution of \([1.1]\) is locally asymptotically stable if \(\kappa < \frac{\alpha-1}{\alpha}\) and \(\rho < \frac{1}{1-\kappa} \).

\[\square\]

**Remark 3.1.** The proof of Theorem \(3.1\) is a generalization of the proof of Theorem 1 in [58] for the fractional order \(\alpha\) lying in \((0,1)\) and Theorem 1 in [7] when the fractional order \(\alpha\) lying in \((1,2)\).

**4. Control of chaotic generalized fractional-order systems**

We introduce a technique of control of solutions of chaotic generalized fractional-order systems by linear feedback control. The generalized fractional-order system \([1.1]\) can be written after adding the vector of control functions \(u(t)\) as:

\[
C^D^{\alpha,\rho}x(t) = Ax(t) + f(x(t)) + u(t).
\]

(4.1)

We can present the linear feedback control functions as \(u(t) = Kx(t)\), where \(K\) is \(n \times n\) constant matrix. So, the controlled system \([4.1]\) becomes:

\[
C^D^{\alpha,\rho}x(t) = (A + K)x(t) + f(x(t)).
\]

(4.2)
We investigate the sufficient conditions to hold that system (4.2) is asymptotically stable in the following theorem.

**Theorem 4.1.** The controlled system (4.2) is asymptotically stable for $0 < \alpha < 2$ if:

1. we choosing $K$ s.t. the zero solution of $C^\alpha D^\rho x(t) = (A + K)x(t)$ is asymptotically stable.
2. $\lim_{\|x\| \to 0} \frac{\|f(x)\|}{\|x\|} = 0$.

**Proof:** The proof is similar to that of Theorem 3.1. □

We take two examples of chaotic generalized fractional-order systems to achieve Theorem 4.1. The first example for order lying in $(0, 1]$ and the other example for order lying in $[1, 2)$.

### 4.1. Example 1

In this example, we do a control for chaotic generalized fractional-order Chen system [32] by linear feedback control. The chaotic generalized fractional-order Chen system can be written as:

\[
C^\alpha D^\rho x_1(t) = a_1(x_2 - x_1),
\]

\[
C^\alpha D^\rho x_2(t) = (c_1 - a_1)x_1 - x_1x_3 + c_1x_2,
\]

\[
C^\alpha D^\rho x_3(t) = x_1x_2 - b_1x_3,
\]

where $a_1, b_1,$ and $c_1$ are constant parameters. For the choice $a_1 = 35, b_1 = 3, c_1 = 28, \alpha = 0.98, \rho = 2.5$ and the initial values are $x_0 = (0.1, 0.3, 0.5)^T$, system (4.3) has one positive Lyapunov exponent as $\lambda_1 = 1.279 \times 10^4, \lambda_2 = -0.135 \times 10^4,$ and $\lambda_3 = -1.589 \times 10^4$. This means that system (4.3) has chaotic behavior as shown in Fig. 1. The bifurcation diagram between parameter $b \in (0, 5]$ and solution $x$ of that system is given in Fig. 2 which shows that system has chaotic attractor for the same parameters of Fig. 1. If we take $\rho = 1$ and the same values of other parameters and the initial conditions of Fig. 1 the behaviour of the solution of fractional-order Chen system can be shown in Fig. 3. We can notice that the solution of generalized fractional-order Chen system is more complicated than the solution of usual fractional-order Chen system for the same time ($t=10$).

The chaotic Chen system (4.3) can be written after adding the control functions as:

\[
C^\alpha D^\rho x_1(t) = a_1(x_2 - x_1) + u_1,
\]

\[
C^\alpha D^\rho x_2(t) = (c_1 - a_1)x_1 - x_1x_3 + c_1x_2 + u_2,
\]

\[
C^\alpha D^\rho x_3(t) = x_1x_2 - b_1x_3 + u_3.
\]

The control functions can be written as:

\[
\begin{pmatrix}
    u_1 \\
    u_2 \\
    u_3
\end{pmatrix} =
\begin{pmatrix}
    -10 & 0 & 0 \\
    0 & -25 & 0 \\
    0 & 0 & -20
\end{pmatrix}
\begin{pmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{pmatrix}.
\]
Figure 1: The chaotic behaviour of system (4.3) for $\rho = 2.5$ in (a) $(x_1, x_2)$ space, (b) $(x_1, x_3)$ space.

Figure 2: The bifurcation diagram of chaotic system (4.3) for $b \in (0, 5]$. 
Figure 3: The chaotic behaviour of system \( \text{(4.3)} \) for \( \rho = 1 \) in (a) \((x_1, x_2)\) space, (b) \((x_1, x_3)\) space.

Using \( \text{(4.5)} \), the control system \( \text{(4.4)} \) can be written as

\[
C_\mathcal{D}^{\alpha, \rho} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = \begin{pmatrix} -45 & 35 & 0 \\ -7 & 3 & 0 \\ 0 & 0 & -23 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} + \begin{pmatrix} 0 \\ -x_1 x_3 \\ x_1 x_2 \end{pmatrix},
\]

where \( A + K = \begin{pmatrix} -45 & 35 & 0 \\ -7 & 3 & 0 \\ 0 & 0 & -23 \end{pmatrix} \) and \( f(x) = \begin{pmatrix} 0 \\ -x_1 x_3 \\ x_1 x_2 \end{pmatrix} \).

System \( \text{(4.6)} \) holds the sufficient conditions of Theorem 4.1 as:

1. The eigenvalues of \( A + K \) are \( \lambda_1 = -39.2 \), \( \lambda_2 = -23 \) and \( \lambda_3 = -2.8 \), then the zero solution of \( C_\mathcal{D}^{\alpha, \rho} x(t) = (A + K)x(t) \) is asymptotically stable.

2. \( \lim_{\|x\| \to 0} \frac{\sqrt{x_1^2 + x_2^2 + x_3^2}}{\|x\|} \leq \lim_{\|x\| \to 0} \|x\| = 0. \)

In numerical simulation, if we take the same values of the parameters and the initial values of Fig. 1, the solution of the controlled system \( \text{(4.6)} \) is approach to zero as shown in Fig. 4. This means there exist agreement between Theorem 4.1 and the numerical results.
4.2. Example 2

In this subsection, we use linear feedback control to control the solution of chaotic generalized fractional-order Lü system for order lying in $[1, 2)$. The chaotic generalized fractional-order Lü system takes the form:

\[
\begin{align*}
C D_{\alpha,\rho} x_1(t) &= a(x_2 - x_1), \\
C D_{\alpha,\rho} x_2(t) &= -x_1 x_3 + c x_2, \\
C D_{\alpha,\rho} x_3(t) &= x_1 x_2 - b x_3,
\end{align*}
\]

where $a, b,$ and $c$ are constant parameters. For the choice $a = 36, b = 3, c = 20, \alpha = 1.11, \rho = 2.5$ and the initial values are $x_0 = (0.1, 0.5, 0.2)^T$ and $\dot{x}_0 = (1, 2, 3)^T$, system (4.7) has chaotic behavior as shown in Fig. 5.

By adding control functions, system (4.7) can be written as

\[
\begin{align*}
C D_{\alpha,\rho} x_1(t) &= a(x_2 - x_1) + u_1, \\
C D_{\alpha,\rho} x_2(t) &= -x_1 x_3 + c x_2 + u_2, \\
C D_{\alpha,\rho} x_3(t) &= x_1 x_2 - b x_3 + u_3,
\end{align*}
\]

We can write the control functions as

\[
\begin{pmatrix}
u_1 \\
u_2 \\
u_3
\end{pmatrix} =
\begin{pmatrix}
-10 & 0 & 0 \\
0 & -25 & 0 \\
0 & 0 & -20
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}.
\]
Using (4.9), the control system (4.8) can be written as
\[
C \mathcal{D}^{\alpha,\rho} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = \begin{pmatrix} -46 & 36 & 0 \\ 0 & -5 & 0 \\ 0 & 0 & -23 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} + \begin{pmatrix} 0 \\ -x_1 x_3 \\ x_1 x_2 \end{pmatrix},
\]
(4.10)
where \( A + K = \begin{pmatrix} -46 & 36 & 0 \\ 0 & -5 & 0 \\ 0 & 0 & -23 \end{pmatrix} \) and \( f(x) = \begin{pmatrix} 0 \\ -x_1 x_3 \\ x_1 x_2 \end{pmatrix} \).

System (4.10) holds Theorem 4.1 as:

1. The eigenvalues of \( A + K \) are \( \lambda_1 = -46, \lambda_2 = -23 \) and \( \lambda_3 = -5 \), then the zero solution of \( C \mathcal{D}^{\alpha,\rho} x(t) = (A + K)x(t) \) is asymptotically stable.

2. \( \lim_{\|x\| \to 0} \frac{\sqrt{x_1^2 + x_2^2}}{\|x\|} \leq \lim_{\|x\| \to 0} \|x\| = 0. \)

The zero solution of controlled system (4.10) is asymptotically stable as shown in Fig. 6 for the same choice of parameters and initial values of Fig. 5.

5. Synchronization between different and identical chaotic generalized fractional-order system

In this section, we investigate the synchronization between two different chaotic generalized fractional-order systems using linear feedback control method. We present two examples of synchronization between chaotic generalized fractional-order systems. The first one discuss the synchronization between two different chaotic
generalized fractional-order Lü and Chen systems with order \( \alpha \in (0, 1] \). The second example explains the synchronization between two identical chaotic generalized fractional-order Lü systems with order \( \alpha \in (1, 2] \).

**Definition 5.1.** We can said the drive system (1.1) is synchronized with the following response system

\[
{}^C\mathcal{D}^{\alpha, \rho} y = By + f(y) + u,  \tag{5.1}
\]

if \( \|e(t)\| = \|y(t) - x(t)\| \to 0 \) as \( t \to \infty \).

From systems (1.1) and (5.1), the error system can be written as:

\[
{}^C\mathcal{D}^{\alpha, \rho} e = Ae + (B - A)y + f(y) - f(x) + u,  \tag{5.2}
\]

**Theorem 5.1.** The solution of the error system (5.2) can be approach to zero if the vector of control functions \( u \) takes the form

\[
u = (A - B)y - Ke,  \tag{5.3}
\]

where \( K = \text{diag}(k_1, k_2, ..., k_n) \) is again matrix, \( \alpha \in (0, 2] \) and the initial values of the error system (5.2) are \( e^{(j)}(0) = e_0^{(j)}, \ j = 0, 1 \).

**Proof:**

Using the control functions (5.3), system (5.2) can be written as:

\[
{}^C\mathcal{D}^{\alpha, \rho} e = (A - K)e + f(y) - f(x),  \tag{5.4}
\]
by taking $\rho$-Laplace transform for system (5.4), then

$$s^\alpha L_\rho\{e(t)\} - \frac{1}{s} \sum_{j=0}^{1} s^{-j-1}(e^{(j)})(0) = (A - K)L_\rho\{f(y) - f(x)\},$$  \hspace{1cm} (5.5)$$

then,

$$L_\rho\{e(t)\} = \frac{1}{s^\alpha I - A + K} L_\rho\{f(y) - f(x)\} + \frac{1}{s^\alpha I - A + K} \sum_{j=0}^{1} s^{-j-1}(e^{(j)})(0),$$  \hspace{1cm} (5.6)$$

using Lemma 2.1, we obtain

$$\lim_{t \to \infty} e(t) = \lim_{s \to 0} s L_\rho\{e(t)\} = \lim_{s \to 0} \frac{s}{s^\alpha I - A + K} L_\rho\{f(y) - f(x)\} + \sum_{j=0}^{1} \frac{s^{-j-1}(e^{(j)})(0)}{s^\alpha I - A + K} = 0, \quad (5.7)$$

then the synchronization between the drive system (1.1) and the response system (5.1) can be achieved. \hspace{1cm} \Box

5.1. Synchronization between two different chaotic generalized fractional-order Lü and Chen systems

We consider the drive system is chaotic generalized fractional-order Lü system (4.7) and chaotic generalized fractional-order Chen system (4.4) is the response system. The response system after adding the control functions can be written as:

\begin{align*}
C^{D^\alpha,\rho}y_1(t) &= a_1(y_2 - y_1) + u_1, \\
C^{D^\alpha,\rho}y_2(t) &= (c_1 - a_1)y_1 - y_1y_3 + c_1y_2 + u_2, \\
C^{D^\alpha,\rho}y_3(t) &= y_1y_2 - b_1y_3 + u_3,
\end{align*}

Using the drive system (4.7), the response system (5.8) and the control functions (5.3), the error system takes the form

\begin{align*}
C^{D^\alpha,\rho}e_1(t) &= a(e_2 - e_1) - k_1e_1, \\
C^{D^\alpha,\rho}e_2(t) &= x_1x_3 - y_1y_3 + (c - k_2)e_2, \\
C^{D^\alpha,\rho}e_3(t) &= y_1y_2 - x_1x_2 - (b + k_3)e_3.
\end{align*}

For the choice $a = 36, b = 3, c = 20, a_1 = 35, b_1 = 3, c_1 = 28, k_1 = 10, k_2 = 25, k_3 = 20, \alpha = 0.98, \rho = 2.5$ and the initial values of the drive system (4.7) and the response system (5.8), respectively, are $x_0 = (0.1, 0.3, 0.5)^T$ and $y_0 = (0.4, 0.5, 0.6)^T$. The synchronization is achieved and the results are shown in Figs. 7 and 8. Fig. 7 shows the same chaotic attractor for drive system (4.7) and response system (5.8), while the synchronization errors go to zero as given in Fig. 8.
Figure 7: Chaotic attractors for (a) drive system (4.7) in $(x_1, x_3, x_2)$ space, (b) response system (5.8) in $(y_1, y_3, y_2)$ space.

Figure 8: The synchronization errors of drive system (4.7) and response system (5.8) in (a) $(t, e_1)$ diagram, (b) $(t, e_2)$ diagram, (c) $(t, e_3)$ diagram.
5.2. Synchronization between two identical chaotic generalized fractional-order Lü systems

In this subsection, we present the identical synchronization between two generalized fractional Lü systems with order $\alpha \in (1, 2]$. We consider the chaotic Lü system (4.7) the drive system and the response takes the form:

$$
C D^{\alpha, \rho} y_1(t) = a(y_2 - y_1) + u_1,
C D^{\alpha, \rho} y_2(t) = -y_1 y_3 + cy_2 + u_2,  \quad (5.10)
C D^{\alpha, \rho} y_3(t) = y_1 y_2 - by_3 + u_3.
$$

Using Theorem 5.1, the error system is

$$
C D^{\alpha, \rho} e_1(t) = a(e_2 - e_1) - k_1 e_1, \\
C D^{\alpha, \rho} e_2(t) = x_1 x_3 - y_1 y_3 + (c - k_2)e_2,  \quad (5.11)
C D^{\alpha, \rho} e_3(t) = y_1 y_2 - x_1 x_2 - (b + k_3)e_3.
$$

For the choice $a = 36, b = 3, c = 20, k_1 = 10, k_2 = 25, k_3 = 20, \alpha = 1.11, \rho = 2.5$ and the initial values of the drive system (4.7) and the response system (5.8), respectively, are $x_0 = (0.1, 0.3, 0.5)^T, \dot{x}_0 = (0.1, 0.3, 0.5)^T$ and $y_0 = (0.4, 0.5, 0.6)^T, \dot{y}_0 = (0.5, 0.6, 0.7)^T$. The synchronization is achieved and the results are shown in Figs. 9-10. Fig. 9 shows the state variables of drive system (4.7) and response system (5.10) versus $t$. The synchronization errors approach to zero as shown in Fig. 10. The generalized fractional dynamical system was simulated using Adams-Bashforth-Moulton method in this paper.
Figure 10: The synchronization errors of drive system (4.7) and response system (5.8) in (a) \((t, e_1)\) diagram, (b) \((t, e_2)\) diagram, (c) \((t, e_3)\) diagram.

6. Conclusion

We introduced the generalized fractional dynamical system with order in \((0,2)\). In Theorem 3.1, the stability analysis of that system is investigated using Mittag-Leffler function, the Gronwall-Bellman Lemma and Laplace transform. The chaotic generalized fractional-order Chen and Lü systems and the bifurcation diagram of Chen system are presented. Using linear feedback control, we illustrated the control of chaotic generalized fractional-order system in general and two examples are given to achieve the control Theorem 4.1. We investigated the synchronization between two different chaotic generalized fractional systems. The control functions (5.3) which achieve synchronization are given in Theorem 5.1. The synchronization between the different generalized fractional-order Chen and Lü systems and between the identical generalized fractional-order Lü systems are achieved. Other examples of generalized fractional-order systems can be similarly studied.

Compliance with ethical standards

Conflict of Interest:
We have no conflict of interest.

Declarations:
Not applicable.
References

[1] R. Zhang, G. Tian, S. Yang, H. Cao, Stability analysis of a class of fractional order nonlinear systems with order lying in (0, 2), ISA transactions 56 (2015) 102–110.

[2] I. Podlubny, Fractional differential equations: an introduction to fractional derivatives, fractional differential equations, to methods of their solution and some of their applications, Elsevier, 1998.

[3] D. Baleanu, K. Diethelm, E. Scalas, J. J. Trujillo, Fractional calculus: models and numerical methods, volume 3, World Scientific, 2012.

[4] R. Herrmann, Fractional calculus: an introduction for physicists, World scientific, 2014.

[5] F. Zeng, F. Liu, C. Li, K. Burrage, I. Turner, V. Anh, A Crank–Nicolson ADI spectral method for a two-dimensional Riesz space fractional nonlinear reaction-diffusion equation, SIAM Journal on Numerical Analysis 52 (2014) 2599–2622.

[6] D. A. Benson, S. W. Wheatcraft, M. M. Meerschaert, The fractional-order governing equation of Lévy motion, Water resources research 36 (2000) 1413–1423.

[7] X. Li, C. Xu, A space-time spectral method for the time fractional diffusion equation, SIAM Journal on Numerical Analysis 47 (2009) 2108–2131.

[8] W. Chen, H. Sun, X. Zhang, D. Korošak, Anomalous diffusion modeling by fractal and fractional derivatives, Computers & Mathematics with Applications 59 (2010) 1754–1758.

[9] C. M. Pinto, Strange dynamics in a fractional derivative of complex-order network of chaotic oscillators, International Journal of Bifurcation and Chaos 25 (2015) 1550003.

[10] X. Yang, Q. Song, Y. Liu, Z. Zhao, Finite-time stability analysis of fractional-order neural networks with delay, Neurocomputing 152 (2015) 19–26.

[11] M. Fukunaga, N. Shimizu, Fractional Derivative Constitutive Models for Finite Deformation of Viscoelastic Materials, Journal of Computational and Nonlinear Dynamics 10 (2015). 061002.

[12] Y. Q. Chen, H.-S. Ahn, D. Xue, Robust controllability of interval fractional order linear time invariant systems, in: International Design Engineering Technical Conferences and Computers and Information in Engineering Conference, volume 47438, 2005, pp. 1537–1545.

[13] F. Mainardi, Fractional relaxation-oscillation and fractional diffusion-wave phenomena, Chaos, Solitons & Fractals 7 (1996) 1461–1477.
[14] R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach, Physics reports 339 (2000) 1–77.

[15] R. Gorenflo, F. Mainardi, D. Moretti, P. Paradisi, Time fractional diffusion: a discrete random walk approach, Nonlinear Dynamics 29 (2002) 129–143.

[16] C. A. Monje, Y. Chen, B. M. Vinagre, D. Xue, V. Feliu-Batlle, Fractional-order systems and controls: fundamentals and applications, Springer Science & Business Media, 2010.

[17] N. Aguila-Camacho, M. A. Duarte-Mermoud, J. A. Gallegos, Lyapunov functions for fractional order systems, Communications in Nonlinear Science and Numerical Simulation 19 (2014) 2951–2957.

[18] G. M. Mahmoud, A. A. Arafa, T. M. Abed-Elhameed, E. E. Mahmoud, Chaos control of integer and fractional orders of chaotic Burke–Shaw system using time delayed feedback control, Chaos, Solitons & Fractals 104 (2017) 680–692.

[19] G. M. Mahmoud, T. M. Abed-Elhameed, M. E. Ahmed, Generalization of combination–combination synchronization of chaotic n-dimensional fractional-order dynamical systems, Nonlinear Dynamics 83 (2016) 1885–1893.

[20] M. Srivastava, S. Ansari, S. Agrawal, S. Das, A. Leung, Anti-synchronization between identical and non-identical fractional-order chaotic systems using active control method, Nonlinear dynamics 76 (2014) 905–914.

[21] H.-B. Bao, J.-D. Cao, Projective synchronization of fractional-order memristor-based neural networks, Neural Networks 63 (2015) 1–9.

[22] G. M. Mahmoud, M. E. Ahmed, T. M. Abed-Elhameed, Active control technique of fractional-order chaotic complex systems, The European Physical Journal Plus 131 (2016) 200.

[23] G. M. Mahmoud, M. E. Ahmed, T. M. Abed-Elhameed, On fractional-order hyperchaotic complex systems and their generalized function projective combination synchronization, Optik-International Journal for Light and Electron Optics 130 (2017) 398–406.

[24] D. Baleanu, G.-C. Wu, S.-D. Zeng, Chaos analysis and asymptotic stability of generalized Caputo fractional differential equations, Chaos, Solitons & Fractals 102 (2017) 99–105.

[25] W. Zhen, H. Xia, L. Ning, S. Xiao-Na, Image encryption based on a delayed fractional-order chaotic logistic system, Chinese Physics B 21 (2012) 050506.

[26] G.-C. Wu, D. Baleanu, Z.-X. Lin, Image encryption technique based on fractional chaotic time series, Journal of Vibration and Control 22 (2016) 2092–2099.
[27] D. R. Anderson, D. J. Ulness, Properties of the Katugampola fractional derivative with potential application in quantum mechanics, Journal of Mathematical Physics 56 (2015) 063502.

[28] J. Ren, C. Zhai, Stability analysis for generalized fractional differential systems and applications, Chaos, Solitons & Fractals 139 (2020) 110009.

[29] U. N. Katugampola, New approach to a generalized fractional integral, Applied Mathematics and Computation 218 (2011) 860–865.

[30] F. Jarad, T. Abdeljawad, D. Baleanu, On the generalized fractional derivatives and their caputo modification, J. Nonlinear Sci. Appl 10 (2017) 2607–2619.

[31] K. Diethelm, N. J. Ford, A. D. Freed, A predictor-corrector approach for the numerical solution of fractional differential equations, Nonlinear Dynamics 29 (2002) 3–22.

[32] Z. Odibat, D. Baleanu, Numerical simulation of initial value problems with generalized Caputo-type fractional derivatives, Applied Numerical Mathematics 156 (2020) 94 – 105.

[33] F. Jarad, T. Abdeljawad, A modified Laplace transform for certain generalized fractional operators, Results in Nonlinear Analysis 1 (2018) 88–98.

[34] K. S. Miller, B. Ross, An introduction to the fractional calculus and fractional differential equations (1993).

[35] D. G. Duffy, Transform methods for solving partial differential equations, Chapman and Hall/CRC, 2004.

[36] J. Luo, G. Li, H. Liu, Linear control of fractional-order financial chaotic systems with input saturation, Discrete Dynamics in Nature and Society 2014 (2014).

[37] L. Chen, Y. Chai, R. Wu, J. Yang, Stability and stabilization of a class of nonlinear fractional-order systems with Caputo derivative, IEEE Transactions on Circuits and Systems II: Express Briefs 59 (2012) 602–606.

[38] X.-J. Wen, Z.-M. Wu, J.-G. Lu, Stability analysis of a class of nonlinear fractional-order systems, IEEE Transactions on circuits and systems II: Express Briefs 55 (2008) 1178–1182.
Figures

Figure 1

See the Manuscript Files section for the complete figure caption.

Figure 2

See the Manuscript Files section for the complete figure caption.
Figure 3

See the Manuscript Files section for the complete figure caption.

Figure 4

See the Manuscript Files section for the complete figure caption.
Figure 5

See the Manuscript Files section for the complete figure caption.

Figure 6

See the Manuscript Files section for the complete figure caption.
Figure 7

See the Manuscript Files section for the complete figure caption.

Figure 8

See the Manuscript Files section for the complete figure caption.
Figure 9

See the Manuscript Files section for the complete figure caption.

Figure 10

See the Manuscript Files section for the complete figure caption.