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Empirical, formal, and speculative understandings of logic as identified by Hegel will be formalized. Being formalized the propositions will be deduced from how probabilities can be used to make decisions by appropriating Hegel’s concept of being two-sided for inferences. This will work for what I will call grounded as opposed to ungrounded probability functions. The domain of their values will be decided by a three-valued modal relation of the binomial probability function. Keynes (1920, Ch. IV §17) and Popper’s (1959, Ch. 59) solution to the problem of unknown proportions will be challenged by an understanding of logic that puts the content of what the axioms mean for making rational decisions before their mere being. What is true for the different types inferences will then work for the principle of the dialectic in contrast to the two proposed by Hume and the one proposed by David Lewis. In this way, it will be demonstrated that Hegel’s understanding of logic is still more advanced than one that fails to recognize it falls within the scope of the dialectic. Dialectic as such will be a principle where the different understandings of a predicated logic will have a modal value within a higher standpoint of system.
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1. Introduction

In this essay, I will first go through the arguments for re-examining Hegel’s Speculative Logic (1830, §9) within the concept of a dialectical method (see Section 2). This will lead to Section 3, where I will give a more detailed explanation of the three general ways in which logic can be understood. In Section 3 I will give an explanation of what the theoretical differences mean for the binomial probability function and what they entail for Bernoulli’s Theorem. After that, in Section 4 I will set out what the predicated relations of grounded to ungrounded probability functions mean for necessity, possibility, and contingency. Once this is done I will set out how the principle of the dialectic can override and include (sublate) the modality of the principles given by Hume and Lewis.

2. Setting Out the Problem

Popper’s (1963, 421) interpretation of the Dialectic takes the thesis and antithesis to be in a theoretical opposition until both the merits and limitations are resolved by their synthesis. Whereas for Hegel (1831, 56), the Dialectic is the necessary function of reason and the grasping of opposites in their unity. Taking Popper’s method of trial and error and Keynes’ (1920) postulated set of probability axioms to be in an opposition; there resolution suggests a contradiction rather than a correction. To get the correction, I will propose the dialectic method works by weighing up the possible solutions and selecting the one which is most likely to achieve the...
desired result. The problem is how to make this relevant to the concepts which Hegel is referring to. More than that, if the dialectic cannot have a principle, then Kant (1790) was right to dismiss there being any reason for one in the Dialectic of Teleological Judgment. Hegel, however, does give us a foundation by setting out the logical form of the inference (syllogism) in a way which is not abstracted from its content: “its genuine solution can only be this: two opposed determinations which belong necessarily to one and the same Notion cannot be valid each on its own in its one-sidedness; on the contrary, they are only true as sublated, only in the unity of their Notion” (Hegel 1831, 191-192).

From this it can be deduced that truth and probability cannot each be valid on their own. Admittedly Hegel’s (1807, §250; 1831, 242) references to probability seem to exclude it from the truth, as he rightly claims mathematical knowledge is about proof and so should count as scientific. What is clear, is that Hegel’s Speculative Logic (SL) (1830, §9), is not ground on a theory of hypothetical assumptions and conjectures or postulated axioms. Hegel’s critique of Empirical Logic (EL) (1831, 613) and Formal Logic (FL) (1831, 789) should be evidence enough to back this up. In opposition to advocating either or both as the right standpoint, I will explain how the updating of the evidence can be modally significant. That is, the relations which hold for the three understandings of logic will be determinate for their contingency, possibility, and their necessity. This will mean that scientific progress is neither determined by the discovery through the method of trial and error, as Popper (1963) claimed, nor by the theory of probability axioms postulated by Keynes’ (1920), but by the way knowledge is acquired: “speculative thinking consists solely in the fact that thought holds fast contradiction, its own self, but does not allow itself to be dominated by it as in ordinary thinking, where its determinations are resolved by contradiction only into other determinations or into nothing” (Hegel 1831, 440).

Unlike Popper’s (1963) argument in the chapter What is Dialectic?, I think there are reasons why the consequence of contradiction does not entail any statement whatsoever. Rather it entails the understanding of logic upon which the old theories and their methods rely on, can be superseded; by imagining and then considering those possibilities which it has overlooked. To do this I will consider Keynes and Popper’s position regarding the relation of the binomial formula, or Newton’s formula as named by Popper in the (1959, 154) to that of Bernoulli’s theorem. That is, I will propose an alternative interpretation to theirs, so the problem of unknown proportions has a solution which can be extrapolated from Hegel’s Speculative Logic. In opposition to Keynes’ (1920, 134) FL, where the probability $P$ is defined by the proposition $a$ given the hypothesis $h$: $P = a/h$, I will present the case for a two-sided relation of its identity. By introducing a symbolism which included a plurality of probability functions, it seems obvious from the start that Keynes presupposes there is no way of deciding between them. It will also be shown that there are reasons to doubt that Keynes is right about probabilities being certain or impossible.

To counter the indeterminacy of Popper’s EL, I will take the properties of the syllogism (Hegel 1831, 665) and update them to take into account what it means for the binomial to be grounded as opposed to ungrounded. This is intended to resolve the relation of the genuine universality of the binomial (Hegel 1831, 280, 647), so it works with the concept of a properties state (1831, 105, 254) within the system. This will mean concentrating on what is qualitatively determinate (Hegel 1831, 245) for its existential and or universal predication: “Hence, the dialectical constitutes the moving soul of scientific progression, and it is the principle through which alone immanent coherence and necessity enter into the content of science, just as all genuine, non-external elevation above the finite is to be found in this principle” (Hegel 1830, §81).
Its method, if to have any recognition as such, must be made relevant to the problem of unknown as well as known proportions. Given that Hegel’s SL is ground on a dialectical methodology, I can see no reason why probabilistic inferences from statistical data should not be relevant. It is certainly relevant to Hegel’s (1831, 105) ontology: “… there is nothing which is not an intermediate state between being and nothing” (254). So it would seem that if being has a chance of continuation or otherwise, this must be true for it not being. A static being or nothing duality cannot therefore be a becoming. The problem is that Hegel never advances a calculus of probabilities in a way which is consistent with his ontology. All that matters is that the self-identical (Hegel 1807, §162) can have no absolute essence, but is only one of the moments as the self-relation has no difference within it. By developing Socrates’ (Plato, ≈ 380 BC, 103c, 180) principle: “… an opposite can never be opposite to itself,” the case against the postulation of axioms can be given. Being purely for-themselves, the probability axioms of Keynes cannot hold for what is necessary. Accounting for a two-sided concept of the binomial probability function, what it entails for Bernoulli’s was therefore not considered. This as I hope to show is essential to resolve the speculative problem of unknown proportions. Even the dynamic one of external influence if the proportions are known is also relevant, as the event does not exist within a vacuum.

While Keynes is stuck with an abstract understanding of identity, with Popper (1963, 91) the facts of a relation is obscured by his belief in the downfall of Hegelianism which he attributes to Russell. Russell’s (1940, Ch. X, 140, Ch. XXI, 289, Ch. XXIV, 327-340; 1910) analysis, as far as it concerns the relation of whole to part, does not cover the problem of what the unity of oppositions mean for probabilities. However he does acknowledge that the Hegelian advocates that the truth must be coherent. What Russell does not deal with in his Correspondence Theory, is it being ground on a severance between the judging mind and what it judges (Joachim 1906, 120).

3. Making the Method Relevant

By considering a general structure for the content of a proposition, e.g., if the history of an event can be counted then its future can be predicted as if p then q, p therefore q then many other particular examples can be deduced from other syntactical modes of operation, i.e., if a president has been assassinated, then there is a probability that the next one will be if and only if there is a new president. You might then argue that this does not take into account the case when no presidents have been assassinated. What about the first president? Taking the possibility of their introduction into account also becomes problematic as the conditions for the substituted propositions can be made more or less relevant to the facts. So if other premises or conclusions need to be added, how many are required to confirm the truth of the proposition so it can be in a correspondence with the facts? With ordinary language it soon seems that the reason for the correspondence depends upon the belief that their future can be deduced from their past. What empirical thinking does not take into account, is the consequences of when the future does not have to resemble the past. In fact it can be otherwise. Consider, the probability of the match being lit if it is struck, so the regular expectation of its event can be a belief which could be ground on a greater or lesser degree of confidence. Popper (1959, Ch. X), opts for corroboration, so there is a problem of presupposing a correspondence for the demarcation between psychology and logic (1963, 308) given a belief in the inference requires an assumption. Popper would believe that the likelihood of the match lighting is not logical, but an empirical account given the logical truth that it will either light or not light is. Unless I have erred, his or any EL is one-sided, as our reasons for believing that both of the probabilities for the match lighting or not lighting follow from the same hypothesis. If Popper were right, it would mean the
binomial cannot belong to a method which can differentiate between having a greater degree of confidence that the selected hypothesis is the right one as opposed to the wrong one. This point is never considered as Popper presupposes what should have been proved in the first place: “it is more important, in my opinion, to be quite clear about the fact that every predictive estimate of frequencies, including one which we may get from statistical extrapolation—and certainly all those that refer to infinite empirical sequences—will always be pure conjecture since it will always go far beyond anything we are entitled to affirm on the basis of observation” (1959, 159).

Being clear or having an opinion should not count as empirical evidence. Such evidence should not rule out the complements of the selected hypothesis’ probabilities. These can and should be considered as they will be in an opposition to it. Taking the complement of the hypothesis would merely be assuming an alternative and since there are many, the case for it being a two-sided opposition would give the impression it can be refuted. This if I am right, means Popper’s (1959, 248) concept of corroboration together with the severity of testing does not justify his argument for assumed hypotheses and conjecture. That the results of a theory can or cannot be reproduced again and again is no evidence that theories are not verifiable; any pseudo theory of science would be fit given the severance between its psychology and its logic holds. Worse still Popper’s opinion implies that different theories of probability make no moral difference in terms of decision making. Even after Popper, van Fraasen (1980, §5.1) argues that empirical adequacy justifies the correspondence between the models of an EL and its reality, but adequacy is not an exact term. Rather it is introduced to avoid the failure to ground the predictive estimates of frequencies. For the sake of scientific progress these should not rely on an understanding of falsification or fallibilism (Popper 1963, 309) that is indeterminate. Consider Keynes’ (1920) interpretation of Bernoulli’s Theorem: “if the probability of an event’s occurrence under certain conditions is \( p \), then, if these occurrences are present on \( m \) occasions, the most probable number of the event’s occurrences is \( mp \)” (338, 341).

Note the repetition of occurrence; the binomial as will be explained gives different probabilities for the possible proportions. The point being that the certain conditions are in a relation to the events occurrences. Whereas the actual proportions are not necessarily equal to the hypotheses for which we can have different reasons for believing, i.e., if the proportion of coloured balls in an urn is already known, or the method of updating the hypothesis is consistent with the average being observed when the proportions are not known. Given there can be no absolute control of the conditions, it is false that the order of outcomes should make no difference to the probabilities of the binomial. Given the probabilities, \( p \) are calculated from the hypothesis this then puts the focus back onto the method of their calculation. As Keynes (1920, 343) notes for runs say of 1, 000 tosses of a penny so that 999 heads are the outcome, the theorem as quoted gives us no reason to modify in any respect our prediction a priori. Although it was most likely not their intention, those who advocate Bernoulli’s Theorem then have a reason for doing so; to undermine Hegel’s claim of genuine universality for the binomial (1831, 280, 647). For if the hypothesis for different proportions for the same quantity of states have the same probability as their sequences tend to infinity they can have no identity in a union with their difference (1831, 415).

Keynes (1920, 341) also asserts that Bernoulli’s Theorem exhibits algebraic rather than logical insight. He does this by claiming it is reserved for a special class of cases and so fails for many others, i.e., ones with two headed or two tailed coins where the outcome is presumed to be certain. In opposition to this it can be argued that the state of the coin’s property, however constructed does not constitute the certainty of an event. States
being certain undermine the chance that the coin being flipped is a cheat’s coin, or just its chance of being flipped. When the hypothesis of their proportion is taken to be 1, all you get is the contradiction for the possibility of it being an event. Popper’s abduction of the binomial seems to completely ignore what it entails for oppositions as a probability function. He also focuses on properties being symmetrically distributed even though the binomial is also applicable to asymmetrical distributions:

*The overwhelming majority* of all sufficiently long finite segments will be “fair samples;” that is to say, their relative frequency will deviate from the frequency value $p$ of the random sequence in question by an arbitrarily fixed small amount; the frequency $p$ is realized, approximately, in *almost all* sufficiently long segments. [How we arrive at the value $p$ is irrelevant to our present discussion; it may be, say, the result of a hypothetical estimate]. (Popper 1959, 170)

Not only does Popper distort Bernoulli’s theorem as reported by Keynes (1920, 290-291) by presupposing fair samples (1959, 147, 181) but appeals to the arbitrary while also claiming they are random. Random of course is not the opposite of being bias as a sequence can be generated so the properties are evenly distributed or unevenly distributed. As Keynes (1920, Ch. XXIV, §11) points out in what is arguably a far superior analysis, random should be defined in terms of probability, not what will happen in the long run. By realizing that the methods of selection can be just as likely or irrelevant his analysis allows for the objectivity that Popper’s dismisses.

Binomial probabilities cannot be severed from the idea of sequences being insensitive to ordinal and neighborhood selection. Being insensitive its one-sided ordinals are the particular properties which correspond to a position in a sequence, e.g., being even and blue, while for the later they correspond to the predecessors or successors, e.g., if blue is drawn from the urn it will be followed by a green. Assuming these types of selection holds for all the proportions of the properties states or alternatives (Popper 1959, 147) the evidence does not back up the conjecture of being absolutely free (Popper 1959, 163): this is where the frequency limit corresponding to a sequence is presumed to be random or chance like if and only if the limits, e.g., 1/2 can be distributed in any possible way. So given all the sequences primary properties are insensitive to every selection based upon the properties of any $n$-tuple of predecessors, it seems the properties of events cannot be affected by the decisions that are made: “It seems therefore that the deduction of Bernoulli’s Theorem does not depend on an axiom postulating the existence of a frequency limit, but only on ‘absolute freedom’ or randomness” (Popper 1959, 174).

Taking speculative knowledge to be ground on the relation of properties in their proportion to other properties, Popper’s freedom contradicts the difference between the successes of their probabilities and their complements. When freedom is not bound by being dependent on randomness then the selection where their likelihood counts can be seen to be in opposition to one where it does not. If I am right, randomness within EL is sublated by the system. Whereas for the formalist, it is abstract as its relation regarding that which holds for the unity of oppositions can never be other than for-itself. Being posited, as opposed to postulated, evidence for the hypotheses of the binomial probability function means it is a ground for differentiating between its probabilities and those of its complements. Given there is reason to justify the relation of the one-sided use of probabilities to that of the two-sided concept is constituted by their likelihood, this should demystify the concept of chance. If Hume is to blame for its opacity, then an analysis of his principles might help the reader better get the psychology behind the error of EL: “that there is nothing in any object, considered in itself, which can afford us a reason for drawing a conclusion beyond it; and, that even after the observation of the frequent and constant
conjunction of objects, we have no reason to draw any inference concerning any object beyond those which we have experienced” (Hume 1739-1740, 95).

There is no reason for an inference to be in or emerge from an object seems simple enough, but this begs the question of where it does come from. Is not a brain unlike most objects, in that it has a mind? If its truth is that which holds for the experience of them, it is an error to severe the way the processes work from the way they are judged. Inferences do after all make the language of objects intelligible. This is done by giving and asking for reasons (Brandom 2003) so the understanding within an interpretation can be relevant to a disposition. Say these are the terms of the model, if its interpretation is the dialectic, having a degree of belief in such a model means its value is not independent of the likely consequences of acting upon it.

There should be no doubt that methods claiming to be scientific can be more or less advanced in their understanding of logic. Where there is doubt, is whether their claim is coherent within the Dialectic. According to Hegel (1831, §39) and Heiberg (1832), this depends on grasping the unity of their oppositions, but exactly how this should be formalized has only been attempted within the understandings of EL and FL (McGill and Parry 1948; 1949; Mitrof and Betz 1972; Mitrof and Mason 1981; Butler 1991, 425) that fit better with Russell’s correspondence theory of truth.

4. Theoretical Relevancy

When it comes to positing the syllogism as a method for SL, the essential feature is the unity of the extremes with the middle terms (Hegel 1831, 50, 665), but The Common View of the Syllogism (Hegel 1831, 681) where terms are treated like tokens in a board game and the universal and particular are reduced to one-sided relations of probability (Slater 2011); then the complements of the probabilities have opposite states. When the probabilities and their complements belong to the same state, their difference becomes significant to the extent where there can be some confidence in the hypothesis or some alternatives for any interval. Each state should have a probability it is likely to be as well as one it is not. If the states can only have one probability then it becomes indeterminate if it is in fact closer or further away from being the right one. What matters for coherence, is the relation between the two methods of calculating probabilities.

Within the Bayesian framework (Bayes 1763), the principle is to choose an act of maximum desirability. By making the degree of belief a reason for the agent’s preferences (Jeffrey 1990), it is their priors that determine how the probabilities are calculated. With no priors, it seems Popper’s criterion of falsification (1963, Ch. 10, §3) can give no reason for the preferences. That is, given a set $s$ of the property’s states, $\frac{1}{m!(s-m)!} h^m (1-h)^{s-m} = Pr(m)$, so $Pr(\bar{m}) = 1 - Pr(m)$ given the hypothesis might be false, I can assert: $(Pr(s)\lor Pr(\bar{s}))$ which contradicts $(Pr(s)\lor \neg Pr(s))$ given SL can be incorporated within an Intuitionist Speculative Logic. To give an example, say the proportion of red balls to black ones in an urn is evenly distributed, and you get two red and one black in that order: $\{r, r, b\}$, then the probability of getting the black one by the binomial is $\frac{3!}{1!(3-1)!} \frac{1^1 (1-\frac{2}{3})^{3-1}}{2} = \frac{2}{9}$ and the probability of its complement would then be $\frac{7}{9}$, so depending which scores better for some confidence interval the result tells us whether the hypothesis is closer to being the right one. Even though this is also true for $\{b, r, r\}$ and $\{b, r, r\}$ so it appears they are exchangeable (De Finetti, Foresight: Its Logical Laws, Its Subjective Sources, 1937), one of the subsets is not; $\{r, r\}$ is not equal to $\{r, b\}$ or $\{b, r\}$; given the probability of getting just one red is $\frac{1}{9}$ if two balls are taken
from the urn and \( \frac{1}{4} \) if both of them are the same colour; \{r, r\} or \{b, b\}. Note while \( \frac{1}{2} \) implies indeterminacy, the indeterminacy does not rule out distinct intermediate values.

Being one-sided and ungrounded, it is only so if the properties counted as having unit states are in a ratio to their zero states; \( \text{pr}(S_u) : \text{pr}(S_z) \) i.e., \{0,1,0\} for one red ball being drawn while for the two-sided concept you have \( \text{pr}(S_u) : \text{pr}(S_z) : \text{pr}(S_{u'}) \) the first ratio can be read as the probability of the hypothesis for the unit state to the probability of the hypothesis’ complement; its zero state, while the second set of ratios count for the probabilities and the complements of the same states. Appealing to alternative hypothesis given the first type of ratios hold is no better than guesswork. Neither does it help to presuppose that all the possible combinations for sets with the same extension are evidence that the predictive estimation of frequencies (Popper 1959, 159) is impossible. In fact their partition should not count as a proof if this is based on some arbitrary set of selection procedures. Assuming the binomial can be constructed to predict those properties which are combinatorially possible for a hypothetical distribution, if the states of a set are taken in isolation, their utility becomes questionable. Being in an opposition, the probabilities of the hypotheses to those of their complements, it seems evident that either one or the other as a sequence of outcomes will be closer to the actual proportion. Popper (1959, 172) also errs in his footnote that his critique of Keynes (1920, 291) does not take into account the way the probabilities are calculated from the hypotheses given the class being referred to is a sample of a propositional function: what I do object to is the fact that \( p \) is at one time a degree of rational belief and at another a frequency; in other words, I do not see why an empirical frequency should be equal to a degree of rational belief; or it can be proved to be so by any theorem however deep.

If I am right, then the binomial probability function can be interpreted differently to Popper’s understanding of Bernoulli’s theorem: \( \left| \frac{m}{n} - p \right| < \delta \) so it has a \( \lim_{n \to \infty} \) of 1, for \( \delta > 0 \). As the likelihood \( l \) for a state having two probabilities; being two-sided means \( \left| \frac{m}{n} - l \right| < \delta \). It cannot be both; have the same limit and not have the same one, so the ambiguity leaves open the predication of grounded probability functions being in a relation to ungrounded ones. Now taking the distribution of the properties states to be the hypothesis, as future expectation can be based on an actual proportion or an average selected from a set belonging to an unknown one, the limit fails to take account that different methods for the understandings of logic have different limits. Given the probabilities calculated from the hypotheses can better predict the possible proportions or fail to do so when \( \delta \) is large as \( n \to \infty \), there can be more unsuccessful predictions then successful ones, and conversely when \( \delta \) is small there will be more successful predictions then unsuccessful ones. Delta should not be confounded with the limit. Being equal to 1, it therefore seems to presuppose the method of prediction makes no difference, whereas if \( \left| \frac{m}{n} - p \right| < 1/2 \) and \( \left| \frac{m}{n} - p \right| \geq 1/2 \) are clearer statements of what it means to be for or against the possibility of speculation. This is not so given Keynes’ idea of certainty being 1 and impossibility being 0 as that makes the relation of the formula determinate for contingency.

What is important for Hegel’s (1831, 647) whole thesis must be the universality of the judgment. For if each possible extension of the set having exchangeable probabilities is confounded with it having the same or different ones, the hypothesis of fairness and bias becomes dual. Like two sides of a minted coin (Hegel 1807, §39, §250), the EL would mean there is evidence for the contradiction of \( l \) being synonymous with \( p \).

Say there are 20 black balls and 10 red balls in an urn, and the hypothesis for the known proportion of the black balls is \( \frac{2}{3} \) and that of red balls is \( \frac{1}{3} \). No doubt, you would expect the ratio of successes to failures to be greater for the hypothesis which matches the actual proportion of coloured balls. Also with the actual proportion,
when four balls are taken in succession from the urn, the probability for \( \{r,b,b,b\} \) gives you the set 
\[
\{\frac{1}{7}, \frac{4}{27}, \frac{12}{81}\}
\]
whereas for the set \( \{b,r,r,r\} \) you would get a difference set of probabilities: 
\[
\{\frac{2}{7}, \frac{4}{27}, \frac{6}{81}\}.
\]

Notice only the initial probabilities of the two sets sum to one. However every probability in a set does have a complement; so Keynes’ (1920, 139) number 2. *Fundamental theorem of necessary inference*: 
\[
a/h + \bar{a}/h = 1
\]
does appear to hold universally for relations, but rather than just \( P = a/h \) it could be true that \( P = \bar{a}/h \) predicted the correct result. Not drawing a red ball from the urn, does mean a black or blue one will be drawn from it, but rather could mean the hypothesis is wrong. It can also be assumed that most rational people would go for the choice between the probabilities and their complements that with the greater number of successes. By counting the successes of the hypothesis’ probabilities and its complements probabilities, it appears there can be a reason to have a degree of belief, or rather a degree of confidence in the method of selection. Moreover given the actual proportion of the properties states is ground by the Hegelian identity (1831, Remark 2: First Original Law of Thought. 413-417) then it is only in union with its difference that it belongs to every experience. This I take it means both the probabilities and their complements cannot be wrong, hence SL has a sound decision procedure. All that is needed is a rule for the initial proportions that coincide with the hypotheses, and this can be constructed by calculating them according to the averages of the sets. This parallel way of processing data to make predictions about unknown proportions then seems to be two-sided in a way that would satisfy Hegel’s SL. Even if \( n \) as the number of numerals in a set are replaced with \( s \) the states of the properties; so the set can be counted as the proportion of the properties states:
\[
\frac{s!}{m!(s-m)!} h^m(1-h)^{s-m} = Pr(a/h)
\]
This still leaves out the complements of the probabilities which are within the systems method and could have a higher degree of success given the hypothesis is off target. That is to say an inference can be constructed which is quite different from the more empirically biased ones (Greco, 2010) and the more formally biased ones (Yalcin, 2012):

if the successes of \( Pr(a/h) > Pr(\bar{a}/h) \), \( Pr(\bar{a}/h) \epsilon Ah \) else \( Pr(a/h) \epsilon Ah \)

Being in the middle the Assumed hypothesis \( Ah \) connects the probabilities with their complements so the syllogistic is complete within the dialectic; so you can have an opposition where the Assumed hypothesis is not presupposed. Whereas Popper’s (1956, 333, 184) use of a conditional asserts it is possible to define relative probability in terms of absolute probability:
\[
\text{if } p(b) \neq 0 \text{ then } p(a,b) = p(ab)/p(b)
\]

From the Hegelian standpoint this makes the consequence one-sided. Negating the case for successful predictions rests on Popper’s interpretation of Bernoulli’s Theorem. An immediate problem that can be easily identified is the presupposition that properties like being a letter \( b \) can never have a zero state of being; unless states can be separated from their numerals. Worse when proportions \( P \) are deduced from the difference between the unit \( S_u \) and zero states \( S_z \) you get: 
\[
\frac{S_u}{S_z} = P.
\]
Extrapolating from Hegel (1831, 293) the relation exposes the inconsistency of Popper’s analysis; given the zero states multiplied by any number will be equal to 0. Popper (1956, Section 55, 152) failed to see this as he had not comprehended the two-sided concept of inference is the one that does the sublating. With this his whole argument for sequences of 1’s and 0’s being insensitive to different types of selection; from being 1-free to 2-free to the generating period of n-free
alternatives can be stood on its head. Consider whether the correspondence between primary properties like that of the balls being red, black, or blue etc., to their secondary properties being whether one of the primary ones occurs or does not. Since there seems no reason why states should be secondary as opposed to primary or intermediary (1831, 254), there seems no reason why conditionals should be understood to be independent of their relation to each other. Taking all the generating periods for the possible sequences of the states the hypothesis is qualified by its being in a relation of opposition i.e., taking the conditional method of selection: \(0 \rightarrow 1\) and \(1 \rightarrow 0\) to cover sequences like 01010... and 10101... they will also have some success for the sequence constructed by the generating period 1100... which according to Popper is 1-free as presumably two successor rules are required; \(1 \rightarrow 1\) and \(0 \rightarrow 0\). Clearly, there are other sequences that have different generating periods and the same methods of selection; but their relation to other types have been conveniently excluded. Neither does Popper’s argument consider the difference between one; \(0 \rightarrow 1\) to some other type for the total of predictive successes. With the more advanced use of conditions, more than one can be accounted for to get a far stronger case for making selections, e.g., \(if \Sigma s_u > \Sigma s_z, \Sigma s_u / \Sigma (s_u + s_z), else \Sigma s_z / \Sigma (s_u + s_z)\); by running the results in parallel, the successes of the two opposite consequences can be counted and differentiated. Even though there are many different ways in which the states can be equally distributed or otherwise, Popper’s idea of being free does not take the two-sided type of selection into account. Rather what results with Popper is the illusion of freedom from the moral and ethical consequences of speculative decision making. This is easily seen by what he presumes are tautologies; like excluded-middle: \(a \lor \neg a\) which he claims cannot be refuted and therefore should not be regarded as empirical (1956, 19, 337). What is meant by a tautology is supposed to mean that any statement substituted for the variable \(a\) does not alter the value of its functionality. It then seems excluded-middle implies a contradiction as the negation of \(\delta \Pr / \delta P = 0\), would mean its differences are as real as one where the proportions can be 0. Including the possibility of the Assumed hypothesis \(Ah\), the middle exists so the negation is negated (1831, 125-126) and one-sided types of inference can be refuted. Both understandings of differences for real proportions cannot hold speculatively given the one that excludes complements undermines quantitative difference (1831, 282).

Neither the method of trial and error, with its hypothetical assumptions or conjectures nor the postulation of axioms does more than presuppose the absolute. With Popper’s use of \(p(a, a) = 1\) and \(p(a, b) \equiv 0\) past states have no probability of being, so his empirical axioms imply that probabilities cannot be recorded. Even false propositions have a probability of being thought. When Keynes (1920, 98) criticizes Venn for holding that “… there are no logical grounds of decision” it could just as easily be leveled at Popper. Events can be counted as occurring or not occurring, e.g., the next card was not an ace, so the proportion of their properties states should also have a probability; rather than \(0 \leq Pr(A) \leq 1\) being a valid domain, it could just as easily be asserted that \(0 < Pr(A) \leq 1/2\) to keep events random or \(0 < Pr(A) < 1\). With the later, speculation concerned with predicting the truth or falsity of a state is not fixed by any postulates. That is, if future states have probabilities of occurring or not occurring, why should past ones not of had them? To presume the past states have a probability of either 0 or 1 would entail the past has no consequences for affecting the predictions of the future. Not having the property of being in a state at a specific time, would mean properties could not be measured. Instead of the one-sided \(S_0 < Pr(a/h) < S_1\), let the chance of the proposition “\(a\)” be defined by the likelihoods of the probabilities and their complements given the hypothesis:
This appears to make sense if it is agreed that zero and unit states cannot have a probability 0 or 1.

Lewis (1980) makes uniformity and independence a ground of his reasoning. That is, different degrees of belief can be abducted as a judge would if not impartial before being presented with any evidence. With uniformity the hypotheses lose the significance as their sum; probabilities as degree of partial belief are multiplied by those probabilities which are presumed to be objective to get what is considered to be the agents’ total evidence. The problem is that the balance of probabilities is not beyond reasonable doubt given the total evidence can be based on probabilities governed by opinion driven by caprice and prejudice; by its probability having less weight than its complement. With the one-sided use of inference, what all the probabilistic judgment can conveniently be is merely an assumption or conjecture. Popper’s (1963, 85) idea of a severance between his conjectures about tautologies and the empirical assumptions is therefore also false given the conditions which constitute the probability mass function are in a relation to the method of selection. Clearly the domains for the different understandings of the probability mass functions mean they cannot have the same limits, so being different it must be their relation which is the ground that determines them. Within SL it therefore appears, there is an objective reason for preferring a weighted set of hypotheses if and only if the significance of their probabilities to that of their complements within a confidence interval can count. Going back to Keynes’ (1920, Ch. IV, §17) analysis of the Principle of Indifference; for the probabilities of unknown proportions you can deduce the equiprobability of their initial probabilities, but not the equiprobability for the prediction of each numerical ratio for their successive predictions! Popper’s (1956, Ch. 59) understanding of what is random, also seems less secure then Keynes’s, in that it has more to do with the method than limiting the type of selection. Keynes (1920, 134) only falters in being seduced into believing the contingency of their success is a necessary criterion of their truth. This is the heart of the problem with formal thinking per se, as the relation between the proposition $a$ and its hypothesis $h$: $a/h = P$ fails to take account the relation of the for-itself to that which is other than itself. Put into context with Hegel’s (1831, 709) critique of Subjective Idealism; with $P = 1$ different types of probability function (Prazen 1960) can be postulated as measures of mass as if all can effectively predict the particular states of properties. With this criterion there interaction would be unknowable. In contrast, Popper’s (1956, 337) tautology in the footnote: $p(a, a) = 1$, cannot be for-itself in its difference other than being in correspondence with itself as a fact. Empirical logic as understood by Popper (1963) is based on the method of trial and error, so making formal or deductive logic the organon of rational criticism (1963, 85). As such given the severity of its tests relies on hypothetical assumption and conjecture it can no longer be about the consistency of its axioms. In defense of FL against such a skeptical position, they can reproach the empiricist for being inconsistent, or rather not having any priors.

In opposition to Hume and later Lewis’ (1994) program, SL’s modal concepts mean what is true for chance does not depend on the partial degree of belief in the chance of an outcome. That is, such a proposition would not be admissible (Hall 1994, 507) to Lewis’ Principal Principle as the Truth Supervenes Being (1994, 474). By separating matters of chance and non-chance (Thau 1994), the understanding of logic presupposes there can be no coherence. To get coherence, determinacy for the way probability functions are constructed must be ground by their relation. Universal and or existential predication of their relation must therefore adhere to SL, but not EL or FL given the former limits the two types of selection to that which is contingent and the second to that which is possible. Also, if according to Hume’s two principles the method cannot come from the object, how can there be a correspondence of its concept with the facts of its experience? Unlike the subjective activity
(1830, §206) of the brain, the method has a function where the conditions of its properties are invariant for decision-making. Adding new conditions need not be consistent with its old ones; change the conditions which determine its relation to how the decisions are made and the understanding of the system changes. Such change, does not contradict its value being absolute as an idea. What matters, is if the understanding of a two-sided binomial probability functions can raise the chance of their being in a correspondence with the facts while a one-sided one will lower it.

4. Understandings of Modality

By presupposing a freedom from every type of selection, Popper’s tautologies merely refer to their own contingency. All that matters for experience is the assumption of the hypothesis; its conjecture according to what can be experienced can be refuted. Acting according to the method of trial and error EL has no moral ground. With Keynes the analysis is more advanced, as the possibility of the two-sided inference is not denied but limited to being for-itself. That is, the independence of the axioms put them in opposition to those which can be postulated as other. Although there is a freedom to construct the postulates according to other rules, given there is no determinacy the consequences of this entails an indeterminate modality. Whereas for EL when the facts are in a mere correspondence with other facts there can be no correspondence with the understanding of the logic. This cannot be consistent with FL, where being is for-itself not only that which is contingent. Within the idea of Hegel’s (1831, 580) higher standpoint of system, the two-sided relation of difference within SL then seems to work with a finite number of elements in a way that the one-sided concept of difference cannot. It means that its structural properties become admissible for a modally determinate set of futures \( F_{mi} \). Being modally indeterminate \( F_{ni} \) it is just a case of denying that the one-sided understanding of the binomial is not in a valid relation to the two-sided understanding of it:

\[
P_r(F_{ni}) = \frac{s! \cdot h^m \cdot (1 - h)^{(s-m)}}{(m!) \cdot (s-m)!}
\]

Apart from not using the subscript to differentiate modally indeterminate futures from modally determinate ones, the other difference with Lewis’ (1980) abduction of the binomial is that he uses \( P \) instead of \( Pr \) and subscripts it with \( t \) for time and \( n \) for numerals instead of \( s \) for states. Multiplicative and sum rules for initial total credence can then be easily appropriated. That is, let \( P_{tw} \) be the chance distribution for any proposition \( A \) holding that obtains at time \( t \) and world \( w \). Making \( C \) any reasonable initial credence function and \( H_{tw} T_w \) the conjunction of a complete history with a complete theory of chance, you get Lewis’ old Principal Principle:

\[
P_{tw}(A) = C(A/H_{tw}T_w)
\]

The initial credence is presupposed to be a credible degree of partial belief. Making no difference to the outcome of events, what you believe in is what it means for the modal truth of chances to supervene their being. Such partial degrees of belief do not constitute the categorical facts of the world. Just believing in a proposition given a complete theory of chance together with a complete history of the world at a particular time does not undermine the chance distribution of its likelihood. Credence is not what makes the dialectic credible, rather it is the other way around. It is only a knowledge of the method for-itself, being thought to be as the in-itself, it can be in a relation to that which is other than itself. Even a false credence has a chance distribution. That is if \( C(A/H_{tw}T_w) = 0 \) given that it can have a zero state of being for any given mind but still satisfies \( P_{tw}(A) \neq 0 \) given it is a possible proposition. FL can accommodate this, but EL cannot. Lewis’ (1980) uniformity and
independence assumptions are necessary to make any use of inference contingent, but the chance of each is negated by the chance of their totality. Likelihoods, seen from the narrow perspective of an abstract identity confound Lewis’ (1994, 484; Hall 2004, 105-6) thinking about universals; their likelihoods and the actual hypotheses for the binomial probability mass function. Taken as a collective, the methods are not indifferent to each other. If this were so, any set of methods belonging to the same context would be just as likely of getting the prediction right. Limiting the probability calculus by reducing it to a degree of belief, does not explain its hypotheses, or if the probabilities can or cannot be weighed against their complements.

Within the dialectic, this appears to render Popper’s understanding of Bernoulli’s theorem obsolete, but can nevertheless also be one that is believed in. Clearly a degree of belief taken as a credible prior does not provide us with evidence of its validity, or utility within a given context if it excludes what can be otherwise:

The Principal Principle tells us that the chance distribution, at any time \( t \) and world \( w \), is the objectification of any reasonable credence function, with respect to the history-theory partition for time \( t \), at world \( w \). Chance is credence conditional on the truth—if the truth is subject to censorship along the lines of the history-theory partition, and if credence is reasonable. (Lewis 1980, 278)

As has been pointed out, the history theory partition presupposes that the beliefs of the probabilities can be meaningfully multiplied and added to get their total chance. Like a black box, the belief cannot control how chance works only how an agent might act. If I am right, the Principal Principle as would’ve been criticized by Hegel is in a relation to a degree of credible belief in the hypothesis having a value determined by the likelihoods of the probabilities and their complements. Even with a New Principal Principle: \( P(A/T) = C(A/HT) \) the problem of supervenience still remains. With a correspondence between credence and chance no account can be given for the different understandings of logic belonging to the same system. Given the higher standpoint of the system \( H \); belongs to a modally determinate future: \( H \in F_{md} \) for grounded (two-sided) as opposed to the ungrounded (one-sided) futures \( F \) of the probability functions; let \( \Box \) be necessity, \( \Diamond \) be possibility, and \( \nabla \) be contingency to get:

\[
\begin{align*}
\Box & \forall Pr_g \forall Pr_u \forall F (Pr_g(F) > Pr_u(F)) \\
\Diamond & \exists Pr_g \exists Pr_u \forall F (Pr_g(F) \geq Pr_u(F)) \\
\nabla & \exists Pr_g \exists Pr_u \exists F (Pr_g(F) = Pr_u(F))
\end{align*}
\]

For one understanding of logic belonging to \( C \) there is no problem, but for more than one there chance distribution contradicts them having an identity in union with their difference. To overcome this, it seems reasonable to let the dialectic \( D \) be a function for credible degrees of belief \( C_g \) within a frame of reference given a manifold \( M \). With this the modal categories for the empirical logic EL, the formal logic FL and the speculative logic SL can be set out:

\[
D(C_g | M) = \begin{cases} 
EL & \text{if } \nabla, \neg \Diamond, \neg \Box \\
FL & \text{if } \nabla, \Diamond, \neg \Box \\
SL & \text{if } \nabla, \Diamond, \Box 
\end{cases}
\]

And this can be further simplified to get the value \( V \) of the credence:
Assuming $Pr(E) = V(C)/S_f$ where $S_f$ is the sample of the function, each event $E$ for a state has a probability in a relation to its predicted value. If this is a false proposition, it must be so according to whether it contradicts an established principle (Wolff 1999, 4). In this case, it is the principle of the dialectic itself. Whether the conditional only includes the $Ah$ being the one that has no reason for the rule of its inference or also includes the one that is not assumed, the value of the credence should still be within the scope of the system. With the modal use of negation, the negation that negates difference can be negated.

With Keynes, the hypotheses can only be about that which is possible for the understanding of experience. Such is the transcendent principle (metaphysics) of postulated thinking, where hypotheses can be updated according to a rule, but the rule itself is not in a relation to that which is necessary for its being. Even postulating arbitrary levels of significance for errors of type 1 when the hypothesis is false when it is believed to be true and type 11 when the hypothesis is true when it is believed to be false (Cohen 1994; Schmidt 1996; Greco 2010), the inference is one-sided. With a two-sided approach to inference, there is no postulated or indeterminate ground. With a real ground, there can be a relation between the hypotheses with its probabilities and their complements and their assumptions. Given both fall within the scope of the binomial it can have a mass and therefore some force that raises the chance of predicting the outcome of an act. Even the more recent criticism of Error and Bayesian methods of statistical inference (Blume 2011; Taper and Lele 2011; Grossman 2011) do not appear to undermine the case for SL.
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