ABSTRACT: Locality in physical space is critical in understanding chemical reactivity in the analysis of various phenomena and processes in chemistry, biology, and materials science, as exemplified in the concepts of reactive functional groups and active sites. Frontier molecular orbitals (FMOs) pinpoint the locality of chemical bonds that are chemically reactive because of the associated orbital energies and thus have achieved great success in describing chemical reactivity, mainly for small systems. For large systems, however, the delocalization nature of canonical molecular orbitals makes it difficult for FMOs to highlight the locality of the chemical reactivity. To obtain localized molecular orbitals that also reflect the frontier nature of the chemical processes, we develop the concept of frontier molecular orbitalets (FMOLs) for describing the reactivity of large systems. The concept of orbitalets was developed recently in the localized orbital scaling correction method, which aims for eliminating the delocalization error in common density functional approximations. Orbitalets are localized in both physical and energy spaces and thus contain both orbital locality and energy information. The FMOLs are thus the orbitalets with energies highest among occupied orbitalets and lowest among unoccupied ones. The applications of FMOLs to hexadeca-1,3,5,7,9,11,13,15-octaene in its equilibrium geometry, inter- and intra-molecular charge-transfer systems, and two transition states of a bifurcating reaction demonstrate that FMOLs can connect quantum mechanical treatments of chemical systems and chemical reactivities by locating the reactive region of large chemical systems. Therefore, FMOLs extend the role of FMOs for small systems and describe the chemical reactivity of large systems with energy and locality insight, with potentially broad applications.
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INTRODUCTION

Describing and predicting molecular properties, such as chemical reactivity, are fundamental tasks in chemistry and are essential for understanding various phenomena in biology and materials science. To this end, the concept of molecular orbital (MO) in the quantum mechanical treatment of chemical systems has achieved great success during the past many decades. The frontier molecular orbitals (FMOs), especially the highest occupied molecular orbitals (HOMOs) and the lowest unoccupied molecular orbitals (LUMOs), have been widely used by chemists to understand the reactivity and regioselectivity of various chemical systems. Despite their great success in small systems, FMOs suffer from the delocalization nature when applied to large systems. FMOs of large systems tend to span a large portion of the system, resulting in the loss of locality information that is important to identify the functional groups significantly involved in the reaction.

Consider the Diels–Alder (DA) reaction. It is one of the earliest reactions that can be described by FMOs, where the essence of a DA reaction can be successfully captured from the interaction between the FMOs of a diene molecule and a dienophile molecule. To be more specific, the HOMO of diene interacts with the LUMO of dienophile, while the LUMO of diene interacts with the HOMO of dienophile at the same time, as shown in Figure 1. The butadiene-like diene FMOs describe DA reactions in a clear and concise manner and have been used as a prototypical example in many textbooks. However, the clear picture can be blurred when the system is larger. Zhang et al. examined the effectiveness of FMOs on a hypothetical DA reaction between hexadeca-1,3,5,7,9,11,13,15-octaene and ethene. As shown in Figure 2a,b, the HOMO and LUMO of hexadecaocatene spread out over the whole molecule, burying the butadiene-like model in massively delocalized FMOs. Hence, the delocalization character of FMOs significantly reduces the effectiveness of the ability to describe the reactivity of large chemical systems.

Unlike canonical molecular orbitals (CMOs) that are often delocalized over the entire molecule, localized molecular orbitals (LMOs) are limited to a small region of a system. In general, LMOs come from the linear combination of CMOs, with the way of combination decided by a chosen objective function.
LMO models were designed to provide more chemical information in each local region. The earliest and still widely used LMOs are based on the Foster–Boys localization and Edmiston–Ruedenberg localization. Various other objective functions have been designed to localize CMOs for different purposes, and a large number of localization procedures have been designed to reduce the computational cost for both bulk and molecular systems. Although these approaches can provide LMOs that are effectively localized in physical space, the energy information cannot be preserved during the localization procedure. The orbital energies of these LMOs that are obtained from the expectation values of the one-electron Hamiltonian lose their physical meaning. Because of the loss of energy information, it is impossible to select the frontier orbitals from these LMOs. These LMOs cannot be used to describe chemical reactivity, which is dominated by the energetic frontier orbitals.

To connect the quantum mechanical treatments of chemical systems and chemists' insight, many efforts have been devoted to finding a set of properly localized orbitals that keep part of the energy information. Weinhold et al. developed natural atomic orbitals (NAOs) and natural bonding orbitals (NBOs) using the density matrix. To date, these two orbital models have been widely used. NBOs are usually in accord with the Lewis structure description and therefore have been called "a chemists' basis set". Despite the great success of the NBO model, Zhang et al. found that NBOs cannot provide the butadiene-like FMOs of the long-chain molecule. Instead of localizing the HOMO/LUMO in the butadiene-like region, NBOs can only identify several double bonds in the molecule. More recently, the resonance natural bonding orbitals (RNBOs) have been developed from the natural resonance theory. The RNBOs can adopt a multiconfigurational character at the intermediate region of a reaction curve. Based on the NBO analysis, some other methods have been developed to describe complicated interactions. For example, searching multicentered bonds, an adaptive natural density partitioning approach can provide a better description of cluster compounds. More recently, Zhang et al. developed the principal interacting orbital (PIO) analysis by applying principal component analysis twice on the off-diagonal elements of the NAO-based density matrix. PIOs can quantitatively describe interactions between various chemical fragments, which makes it easy to identify the pair of PIOs with the strongest interaction with each other.

In addition to the NBO analysis and the approaches developed from it, a number of other models aiming at describing chemical interactions have been developed. The Fukui function developed within density functional theory (DFT) is frequently utilized in predicting the reactivities of chemical systems. Based on the Fukui function, efforts have been devoted to improving the description of the chemical properties of various systems. Some other models have been developed for specific systems or specific properties. For example, charge decomposition analysis can describe donor–acceptor interactions quantitatively. The reactive hybrid orbital method was developed to measure the interactions in electrophilic aromatic substitution reactions. The frontier effective-for-reaction molecular orbitals and spatially constrained diabatic states have been applied to analyze donor–acceptor interactions of charge-transfer (CT) complexes. The orbitals from the Fermi–Löwdin orbital self-interaction correction approach that was developed to eliminate the self-interaction error have also been applied to describe the chemical properties of various systems.

Natural orbitals for chemical valence (NOCV), which are defined as the eigenvectors of the chemical valence operator, can well describe the bond between the transition metals and the ligands by providing individual descriptions of the σ-donation and the π-back-donation contributions. More recently, the NOCV method has been combined with the extended transition-state (ETS) method, and the resulting ETS-NOCV methods can provide new understandings of the bond formation process by decomposing the different components of the chemical bond. Despite all of those efforts, a unified and
computationally efficient method that can be applied to various systems is still lacking.

In this work, we develop a new LMO model, that is, the frontier molecular orbitalets (FMOLs), aiming at describing the reactivity of large chemical systems and extending the roles of FMOs for small systems. Orbitalets were first introduced to capture local fractional charges and spins for the newly developed density functionals, the localized orbital scaling correction (LOSC)\textsuperscript{46,47} and fractional-spin LOSC (FSLOSC),\textsuperscript{48} so as to systematically correct the delocalization error and static correlation error in commonly used density functional approximations.\textsuperscript{49−53} Here, we will further demonstrate that orbitalets not only properly capture the fractional charges and fractional spins but also localize FMOs in a way that best reflects the chemical reactivity of systems. Being localized in both physical space and energy space, orbitalets are able to combine the energy information from CMOs and the locality information from LMOs, making them a unique choice to clearly show the chemical properties of large systems.

The construction of orbitalets and the definition of FMOLs will be introduced in the next section. The potential of FMOLs will be explored in the rest part of this paper. We will show that FMOLs are accurate indicators of chemical reactivity with locality information and thus can provide a better understanding of many complex problems in large systems.

**THEORY**

Orbitalets are obtained by unitarily combining CMOs, $\phi_p = \sum q U_{pq} \phi_q$, the summation including both occupied and virtual CMOs in a manner determined by minimizing the following cost function\textsuperscript{46,47}

$$F = (1 - \gamma)E + \gamma CF$$

\textbf{Figure 3.} Bar graphs showing orbital energy structures of hexadecaoctaene. (a) Comparison between energy structures of CMOs ($\gamma = 1$) and LMOs from the Foster–Boys localization ($\gamma = 0$). LMOs completely lose the energy information to reach the maximal localization in physical space. (a) Comparison between energy structures of CMOs ($\gamma = 1$) and orbitalets ($\gamma = 0.7959$). Orbitalets can maintain the overall energy structure of CMOs while sacrificing some energy information to achieve better localization in the physical space.
\[ F_r = \sum_p \left( \langle \phi_p | r | \phi_p \rangle - \langle \phi_p | r | \phi_p \rangle \right) \]
\[ F_e = \sum_p \left( \langle \phi_p | \hat{H} | \phi_p \rangle - \langle \phi_p | \hat{H} | \phi_p \rangle \right) \]

where \( r \) is the position operator and \( \hat{H} \) is the reference one-electron Hamiltonian of the system. The total cost function is composed of the physical space part \( F_r \) and the energy space part \( F_e \). Taken from the Foster–Boys localization,\(^5^4\) \( F_r \) shows how much the orbitalets spread out in the physical space. We note that a similar idea was proposed by Gygi et al.\(^5^5\)–\(^5^7\) to include the Hamiltonian in the objective function to obtain orbitals that are localized in physical space while still being well confined in each local region of the eigenvalue spectrum. The key difference in our approach (eq 1) is that we always include both occupied and virtual CMOs in the localization and let the CMO energies and spatial delocalizations determine their mutual mixing. With this, the resulting fractional occupied LMOs are able to capture fractional charge information on each local region, which is needed for the LOSC correction. The larger the value of \( F_r \), the wider the orbitalets spread. \( F_e \) is the cost function for energy delocalization. It shows the degree to which the orbitalets deviate from the eigenstates of the Hamiltonian (i.e., CMOs), which describe the energy structure of a real system. The smaller the value of \( F_e \), the less the loss of energy information. In the above equations, \( C \) is a constant used to unify units and match magnitudes between the physical and energy spaces, and \( \gamma \) stands for the fraction of the energy cost part in the total cost function. The main function of \( C \) is to make sure that the value of \( \gamma \) is not too close to 1, which can make the optimization of \( \gamma \) easier. \( C \) is set to 1000 (in atomic unit) for tests in this work. By changing the value of \( \gamma \), the weights of the two parts can be adjusted accordingly. If \( \gamma \) is equal to 1, \( F_r \) makes no contribution to the total cost function, so the orbitalets will be the same as CMOs. If \( \gamma \) is equal to 0, \( F_e \) has no contribution to the total spread function, and the orbitalets are just the generalized Foster–Boys LMOs, resulting in a very large deviation from the eigenfunctions of the Hamiltonian, which means that the orbitalets will completely lose the energy information and reach maximal localization in physical space. Taking hexadecaoctaene as an example, \( F_r \) and \( F_e \), as functions of \( \gamma \), can be found in Figure S1 in the Supporting Information (SI). \( \gamma \) is optimized to be 0.7959 by considering the reactions and CT systems studied in this paper and remains the same value for all of the studies in this work. Note, however, that this value can be adjusted if necessary when different systems are studied. For each system, there exists a range of \( \gamma \) that can be used to study the chemical reactivity.

The energy of an orbitalet is defined as the expectation value of the one-electron Hamiltonian with the corresponding orbitalet wave function, namely, \( \langle \phi_p | \hat{H} | \phi_p \rangle \). It is the weighted average of the CMOs that have contributions to the orbitalet. The occupation number of an orbitalet is the expectation value of \( \rho_o \), the reference one-electron density matrix of the system.

**Figure 4.** Structure and CT process of betaine-30. The dipole moment of this molecule decreases upon excitation.

**Figure 5.** FMOs and FMOLs of betaine-30. FMOs, (a) HOMO and (b) LUMO, are too delocalized to show a clear trend of the CT process. FMOLs, (c) HOMOL and (d) LUMOL, clearly show that the electron transfers from the lower aromatic ring to the upper aromatic ring when the molecule is excited, which is consistent with the experimental result.\(^6^7\) Iso = 0.02.
with the corresponding orbitalet wave function, namely, \( \langle \phi_p | \rho | \phi_p \rangle \). The occupation numbers of orbitalets are fractions ranging from 0 to 1. This divides the orbitalets into two sets: the occupied orbitalets with occupation numbers close to 1 and the unoccupied orbitalets with occupation numbers near 0. The highest occupied molecular orbitalet (HOMOL) is defined as the occupied orbitalet with the highest energy, and the lowest unoccupied molecular orbitalet (LUMOL) is defined as the unoccupied orbitalet with the lowest energy. HOMOL and LUMOL together are called FMOLs.

To understand orbitalets, here we take hexadecaoctaene as an example. Comparison between the energy structures of CMOs and LMOs from the Foster–Boys localization is shown in Figure 3a. Fine energy structures can be seen clearly from the bar graph of CMOs. When \( \gamma \) is set to 0, the overall energy distribution in Figure 3a indicates that the orbital energies completely lose their meaning and there is barely any structure. When \( \gamma \) is set to 0.7959, even though the fine structures of energy are blurred as compared to those of CMOs, the orbitalets can still retain the main energy information (see Figure 3b). The mix of CMOs that are close in energy makes the energies of the resulting orbitalets even closer; thus, a set of “frontier” orbitalets could be obtained, which are located in different local regions of the system. Therefore, orbitalets can maintain the overall energy structure of CMOs while trading some energy information for better localization in the physical space, which endows orbitalets with both energy and locality information. As will be shown below, the loss of energy information is small; thus, the orbitalets are very effective for the analysis of active sites, especially when the chemical system is large.
COMPUTATIONAL DETAILS

Structures of hexadecaotaene, 1,3-dipole compounds, the donor-bridge−acceptor (DBA) system, and 2,6-diphenyl-4-(2,4,6-triphenyl-1-pyridinio)phenolate (betaine-30) were optimized with Gaussian 2009 using the B3LYP functional and 6-31G* basis sets. Structures of the transition states in the bifurcating reaction were offered by Lin’s group, and structures of intermolecular CT systems are from ref 64. SCF and post-SCF calculations were done with QM4D using the B3LYP functional. Basis sets used were cc-pVDZ for hexadecaotaene and 6-31G* for all of the other systems. For the DBA system, to reduce the computational cost, the 2′,3′,5′-tri-O-(tert-butylidimethylsilyl)ribofuranosidyl group was approximated as a hydrogen atom.

RESULTS AND DISCUSSION

Diels−Alder Reaction

The explanation of DA reactions is one of the most famous applications of the FMO theory. DA reactions are described as interactions between FMOs of the diene and the dienophile, as demonstrated in Figure 1. This figure suggests that chemists tend to concentrate on “reactive functional groups” when analyzing chemical reactions. However, the clear butadiene-like shape of the FMOs can be buried due to the delocalization nature of FMOs when the R group is large. For the hypothetical DA reaction between hexadeca-1,3,5,7,9,11,13,15-octaene and...
ethene, one may expect the frontier orbitals of hexadecaetaene to be butadiene-like orbitals located at two adjacent double bonds in the middle. However, as shown in Figure 2a,b, the FMOs are undesirably delocalized over the whole molecule, presenting major challenges for applications to describe chemical reactivities. Compared with CMOs, orbitalets contain both energy and locality information, allowing FMOLs to clearly reflect the most reactive site. For the hypothetical DA reaction studied in this work, Figure 2 shows the preference. As shown in Figure 2c,d, HOMO and LUMO of hexadecaetaene are mainly localized on the central adjacent double bonds, with their shapes resembling FMOs of butadiene, which means that FMOLs are able to locate in the region where chemical reactions most likely occur. This picture is consistent with the chemists’ understanding of reactive functional groups with small perturbative effects from substitution.

Betaine-30 Intramolecular Charge-Transfer System

CT is one of the important phenomena in chemistry, physics, and materials science. Systems with a charge-transfer character have different dipole moments in their ground states and excited states. The observation that FMOLs can localize FMOs to a more specific fragment inspired the application of FMOLs to describe the charge-transfer character of chemical systems. Reichardt’s dye, also known as betaine-30 (see Figure 4), shows negative solvatochromism because of the change in its dipole moment when the molecule is excited. In its ground state, the molecule remains in a charge-transferred state ($D^+ - A^-$), while upon photoexcitation, the molecule turns into a $D^{-} - A$ state. The dipole moment of this molecule is about 15 and 6.2 D in its ground and excited states, respectively. FMOs and FMOLs of betaine-30 are shown in Figure 5. FMOs show only a very blurred trend of the CT process from the lower part to the upper part of the molecule. However, it can be seen more clearly from the HOMO/LUMO pair. Figures 5c,d clearly show that the electron transfers from the lower aromatic ring to the upper aromatic ring when excited, which is consistent with the experimental result.

Donor-Bridge–Acceptor Intermolecular Charge-Transfer System

The success in the description of the single-molecular CT encouraged us to apply FMOL analysis to intermolecular CT systems. The DBA system, where an anthracene-derived acceptor and a dimethylaniline-containing donor are connected by guanosine–cytidine hydrogen bonds, is studied. As shown in Figure 6, an electron will transfer from the fragment in the blue box to the fragment in the red box when the system is excited. Orbitalets and CMOs near FMO(L)s were examined. As shown in Figure 7, although neither the HOMO-to-LUMO transition nor the HOMO-to-LUMO transition of the system can well explain the CT process, we do observe that the CT character can be largely captured by the (HOMO – 1)-to-LUMO transition. In the time-dependent DFT (TDDFT), the description of the excitation process contains contributions from a number of electron transitions between orbitals. It can be seen from the experimental result in Figure 6 that the main contribution should come from the HOMO – 1-to-LUMO transition. However, we did not observe any CMOs that have a similar shape as that of HOMO – 1. (CMOs and orbitalets near HOMO(L) and LUMO(L) can be found in Figure S2 in the SI.) For this CT system, although the CT character is not captured by the HOMO-to-LUMO transition, the most important contribution can still be found using orbitalets.

Tetracyanoethylene (TCNE)-Aromatic Molecule Intermolecular Charge-Transfer Systems

For intermolecular CT systems, three other systems with tetracyanoethylene (TCNE) being the acceptor have been tested. When the donor molecules are small (for example, benzene and naphthalene, as shown in Figure 8), the FMOs can predict directions of CT accurately enough. FMOLs are just a little more localized than FMOs. We tested the performance of FMOLs on the anthracene–TCNE system with the double bond in TCNE perpendicular to anthracene (V configuration) and parallel with anthracene (P configuration) (see Figure 9). For the V configuration, the situation is similar to that of small donor systems. FMOs are localized enough to show the CT character. However, for the P geometry, HOMO and LUMO...
Spread over the whole system, making the boundary between the donor and acceptor unclear. FMOLs can improve the description by locating HOMOL on the donor molecule and LUMOL on the acceptor molecule. Results of configuration interaction single (CIS) calculations show the same CT character as FMOLs show, as shown in Figure S3 in the SI.

1,3-Dipolar Cycloaddition Reactions

1,3-Dipolar cycloaddition reactions are reactions between 1,3-dipole compounds and dipolarophiles. Common dipolarophiles include olefins, alkynes, and their derivatives. 1,3-Dipolar cycloaddition reactions are very similar to DA reactions in mechanism, with 1,3-dipole compounds in 1,3-dipolar cycloaddition reactions playing a similar role as diene molecules in DA reactions.

The addition of N-methyl-C-phenylnitrone to methyl methacrylate and the addition of diphenyldiazomethane to ethyl acrylate shown in Figure 10 are used to examine the effectiveness of FMOLs. As demonstrated in Figures 11 and 12, FMOLs of both the 1,3-dipole compounds are more localized on the atoms that are involved in the reactions than the corresponding FMOs, though the difference between FMOLs and FMOs is not as significant as that in the hexadecaocetene molecule of the DA reaction. For these two 1,3-dipolar cycloaddition reactions, the FMOs are not so delocalized that they already provide a reasonable description of the reactive sites. In essence, FMOLs can improve the description of molecular reactivity when FMOs do not offer a clear description and stay consistent with FMOs when FMOs can accurately show the reactive region.

Bifurcating Reactions

Here, we show the application of FMOLs to the analysis of more complex bifurcating reactions. In a bifurcating reaction, the
reactants go through the same transition state into multiple product channels, forming different products from different channels. As shown in Figure 13, the same transition state (TS1) is formed by the reactants before they turn into product 1 or product 2. Once formed, the two products can transform from one to the other through TS2.

Recently, Zhang et al. successfully applied the PIO analysis to the description of a bifurcating reaction (shown in Figure 14).\(^9\) However, the PIO analysis requires a priori segmentation of the system; a preliminary understanding of the reaction under study is necessary to perform the correct segmentation and PIO analysis. To test if FMOLs can provide a reasonable description of the same bifurcating reaction without dividing the system a priori, we plotted the FMOLs of the two transition states of the reaction. In the reaction, either a [6+4] or a [4+2] cycloaddition will take place through the same transition state, as shown in Figure 13.\(^73\) According to the Hückel–Möbius transition-state interaction model,\(^74\) HOMO is the most important orbital for analyzing the chemical interactions occurring during transition states. Therefore, we focus on the analysis of the HOMOLs of TS1 and TS2 in this section. The corresponding LUMOLs can be found in the SI.

HOMOL of TS1 is shown in Figure 15. The interaction between HOMOL fragments of the same sign on carbon 1 (C1) and carbon 5 (C5) will result in the formation of the C1−C5 bond that exists in both products. This interaction can be achieved by rotating the bond linking C1 and C2 and the bond linking C5 and C6. Fragments of HOMOL on C4 and C10 indicate that they can interact with each other to form the C4−C10 bond in product 1; fragments on C2 and C8 indicate that they can interact with each other to form the C2−C8 bond in product 2; fragments on C1 and C5 indicate that they can interact with each other to form the C1−C5 bond that exists in both products. Iso = 0.05.

Figure 14. Bifurcating reaction studied in this work. The blue part and the red part are where the reactions occur. Either a [6+4] or a [4+2] cycloaddition will take place.
between the C4–C10 bond and the C2–C8 bond. Conversion between the two products is achieved by the transition.

Figure 16. HOMOL for TS2 of the bifurcating reaction shown in Figure 14. HOMOL shows the formation of the C4–C10 bond in product 1 and the C2–C8 bond in product 2. Iso = 0.05.

Therefore, FMOLs can describe the bifurcating reaction by identifying the most important interactions based on the geometry of the transition states without fragmentation of the transition states. Interactions between fragments of FMOLs show clearly which parts of the molecule will be involved in the reaction and how will these chemical fragments interact with each other. Although these interacting fragments can also be found in FMOs (see the SI), the significance of these interactions is hidden with the delocalized orbitals.

CONCLUSIONS

To connect quantum mechanical description and chemists’ intuitions, we developed a new LMO model, the orbitalets that are localized in both physical and energy spaces. Containing both locality and energy information, FMOLs can be used to describe and predict the reactivity of a wide range of large systems. The successful application of FMOLs to several examples shows that the FMOLs are effective in (i) finding the reactive functional groups of chemical systems in their equilibrium geometries, (ii) providing rapid chemical reaction analysis based on the geometries of the transition states, and (iii) capturing important electron transitions between orbitals in excitation CT processes that cannot be captured by CMOs. Therefore, FMOLs can be used as reactivity descriptors with the electron density mainly localized in the region where the chemical reaction really occurs. We believe that FMOLs can offer important insights into the study of many chemical phenomena in large and complex systems. In addition, the FMOLs should also be useful for bulk systems, in particular, for describing and predicting chemical reactivities on surfaces and in interfaces.75
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