Ion-channel-like behavior in lipid bilayer membranes at the melting transition
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It is well known that at the gel-liquid phase transition temperature a lipid bilayer membrane exhibits an increased ion permeability. We analyze the quantized currents in which the increased permeability presents itself. The open time histogram shows a “−3/2” power law which implies an open-closed transition rate that decreases like \( k(t) \propto t^{-1} \) as time evolves. We propose a “pore freezing” model to explain the observations. We discuss how this model also leads to the \( 1/t^2 \) noise that is commonly observed in currents across biological and artificial membranes.
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I. INTRODUCTION

Lipid bilayer membranes undergo melting transitions at temperatures that are generally close to physiological temperatures [1]. In the fluid phase there is free lateral diffusion of the lipids with a diffusion constant in the \( \mu m^2/s \) regime. In the solid or gel phase the lipids are arranged in a more rigid two-dimensional lattice. Near the phase transition temperature solid lipid domains drift in the liquid embedding.

The solid-to-liquid transition involves significant changes in the volume and in the surface area. This leads to increased volume compressibility and area compressibility at the phase transition [1]. Consequently, Brownian noise causes relatively large fluctuations in volume and area at the point of phase transition. Monte-Carlo simulations have affirmed that fluctuations are indeed particularly large at the solid-liquid interface near solid domains in the liquid membrane [2].

Already in 1973 it was reported that the sodium permeability of an artificial lipid bilayer membrane peaked sharply at the melting temperature [3]. Given the large fluctuations at the solid-liquid interface this result is no surprise. What was truly surprising was the discovery in 1980 by Antonov et al that this increased permeability comes in the form of quantized currents [4]. For a relatively small transmembrane voltage (\( \sim 100 \) mV) “channels” of a fixed conductance in the picoammeter range present themselves. The compartmental noise causes relatively large fluctuations in currents across biological and artificial membranes.

In our experiments we followed a procedure that was first described by Müller et al [7]: a black lipid membrane (BLM) is assembled in a small aperture (80 \( \mu m \) diameter) in a thin (25 \( \mu m \)) electrically insulating teflon film. The compartments on both sides of the film contain a 150 mM KCl solution. Across the film there is a constant electric potential and a resulting transmembrane current is measured. For further details the reader is referred to Refs. [8] and [9]. Our bilayer membrane was made up of dioleoyl-phosphatidylcholine (DOPC) and dipalmitoyl phosphatidylcholine (DPPC) in a 2:1 ratio. We picked these phospholipids and this ratio because they give rise to a phase transition at room temperature, i.e. 19°C. For reasons explained later in this article, the membrane was also made to contain 15.9 mol% octanol. Typical results are depicted in Fig. 1.

![Figure 1](image1.png)

**FIG. 1.** A typical result of the BLM experiment described in the text (see also Refs. [8] and [9]). This current trace was obtained at a 210 mV transmembrane voltage. Measurements were done at a few degrees above the melting temperature. We sampled data for 30 seconds. A 300 Hz filter was applied. The resulting open times are collected in a histogram (Fig. 2a).

II. DATA AND ANALYSIS

Figure 1 does indeed look very much like an ion channel that is fluctuating between one open and one closed state. We put the cut-off at \( I_m^c = 10 \) pA and associated a transmembrane current of \( I_m = I_m^c \) with the closed state and a transmembrane current of \( I_m > I_m^c \) with the open state. The results that we found on the statistics of open and closed time intervals appeared robust under
small variations (about ±1 pA) of $I_{o}^{\epsilon}$. We took data for 30 seconds. We checked that there was no drift of the open-closed statistics in the course of the analyzed time interval.

When putting together an open time histogram like Fig. 2a, the bin size choice generally constitutes a compromise. For a small bin size, the number of events in each bin may become very small and, especially for large open times, the statistical variations from bin to bin will overwhelm any general trend. For larger bin size, one can lose a lot of information in the region of the shorter open times. In Ref. [10] a method is described to join data for different bin sizes into one histogram. In Ref. [11] an actual computer program is provided to construct such a histogram. That program was configured to work with our data. At each bin width, twenty bins were allocated to count occurrences. The smallest bin size, $t_{i}$, was twice the minimum open time and at each cycle, the bin size increased as $t_{i+1} = 1.1 \times t_{i}$. In Ref. [11] a factor 2 was used in place of 1.1. We took the smaller number so as to generate more data points over a smaller range of time. In order to fit the histograms with different bin sizes together, the counts in each bin were normalized by $1/(t_{i} N_{\text{total}})$, where $N_{\text{total}}$ is the total number of open times. The first bin must be excluded because it will contain all of the the times unresolved at time $t_{i}$. As soon as a bin is encountered that contains no counts the loop breaks to the next $t_{i}$. Eventually, the bins become large enough that the counts become too sparse or all of the counts are in the first bin and no more information can be obtained. Figure 2a shows how, over more than two decades, the open time histogram is well fitted with a power law.

When normalized, the histogram is a probability density function of open times $f(t)$. If we let $P(t)$ denote the probability that the pore stays open till time $t$ or longer, then $f(t) = -\frac{dP(t)}{dt}$. The distribution $f(t)$ is related to the transition rate $k(t)$ out of the open state in the following way: $k(t) = -f(t)/P(t) = -\frac{d}{dt} \ln P(t)$. Reference [11] also shows how to calculate the transition rate $k(t)$ from the open time histogram data. Kinetic rate constants were calculated at each bin size by fitting the 2nd, 3rd, and 4th bins to a single exponential if those bins contained any counts. The result is depicted in Fig. 2b.

The pure lipid bilayer has a heat capacity maximum at 19°C. The phase transition occurs in a range around this temperature. At 19°C we regularly recorded what looked like two channels that were open at the same time. The analysis of such observations is problematic: when one of two simultaneously open channels closes, there is no way to know which one of the two it is. The resulting ambiguity makes an accurate open time histogram impossible. We also did a number of experiments with different concentrations of octanol dissolved in the membrane. The anesthetic octanol is a very nonpolar substance. Much of this substance will dissolve among the lipid tails of the phospholipids. This will bring down the melting temperature, $T_{m}$, of the membrane through the same mechanism by which the addition of salt brings down the freezing temperature of water [12]. By dissolving the appropriate amount of octanol in the membrane, we can achieve any desired shift of $T_{m}$. Increasing the difference between the ambient temperature and $T_{m}$ makes channel openings correspondingly more rare. The results that are depicted in our Figs. 1 and 2 were obtained with an octanol concentration in the membrane of 15.9 mol%. In Fig. 3 of Ref. [9] it can be seen that 15.9 mol% octanol leads to a melting temperature that is about 5°C below the temperature at which experiments were performed. With 15.9 mol% octanol double openings constituted a negligible fraction of the total amount of openings. Similar results were obtained for 7.9 mol% octanol [8, 9].

Ion channel proteins with a closed state (C) and an open state (O) have commonly been modeled as two-state molecules with Markov transitions connecting the two states. The simple C⇔O scheme with transition rates that do not depend on time leads to exponentially distributed lifetimes in both the open and closed state. However, nonexponential distributions like our apparent power-law (Fig. 2a) have been often encountered. Electrophysiologists have commonly explained nonexponential distributions of closed and open times with kinetic schemes that contain more than two states [13].

An alternative approach has been to model a transition with a time dependent transition rate, e.g. $k(t) \propto t^{-\mu}[10]$. There is ample biomolecular justification for such a decreasing transition rate when we are dealing with the complicated ion channel proteins. These are protein complexes with a behavior that is often not adequately described with states and rates or with a straightforward 1D reaction coordinate. Even a relatively simple protein like myoglobin turns out to be better described in terms of diffusive motion in a many-dimensional conformational space [14]. With the power law $k(t) \propto t^{-\mu}$ we imagine...
consistent with the observation that pores in a purely lipid bilayer may be formed if phospholipids freeze. It will stabilize further if phospholipids around the pore also freeze. This freezing is necessary that the “frozen” surroundings melt again. It is this freezing that is not flat, but has some minor undulations they were the same in this case as what Millhauser, Salpeter, and Oswald had derived. Even for an energy landscape that is associated with the kinetic scheme is: $p_1(t) = -2p_1 + p_2$

$$p_n(t) = p_{n-1} - 2p_n + p_{n+1} \quad \text{for} \ 1 < n < N$$

$$p_N(t) = p_{N-1} - p_N \ .$$

We have for the aforementioned $P(t)$:

$$P(t) = \sum_{n=1}^N p_n(t) \ .$$

It is obvious from the kinetic scheme that $f(t) = -dP(t)/dt = p_1(t)$. We start out with $p_1(0) = 1$ and $p_n(0) = 0$ for $n > 2$. This implies $P(0) = 1$. For $N \to \infty$ the analytic solution of Eq. (2) is:

$$p_n(t) = \exp[-2t] (I_{n-1}(2t) - I_{n+1}(2t)) ,$$

where $I_n(t)$ represents the modified Bessel function of order $n$. An expansion for $t >> 1/n^2$ leads to:

$$p_n \approx \frac{n}{2\sqrt{\pi} t^{3/2}} \ .$$

For the open-closed transitions, all that matters is $p_1(t)$. So for $t \geq 1$ we have a good approximation with:

$$P(t) \approx \frac{1}{\sqrt{\pi} t} , \quad f(t) \approx \frac{1}{2\sqrt{\pi} t^{3/2}} , \quad k(t) \approx \frac{1}{2t} .$$

All of these results are also shown in [15].

We have to unscale the normalized transition rates in the kinetic scheme before we can relate the data in Fig. 2 to the theory. Redimensionalization turns the $t \geq 1$ condition that goes with Eq. (5) into $t \geq 3$ ms. Unscaling Eq. (6) leads to $f(t) \approx t^{-3/2}/(2\sqrt{\pi} \lambda)$. As $k(t) \times t$ is dimensionless the $k(t) \approx 1/(2t)$ remains unaffected by the unscaling. Figure 2 shows how the theory provides for observable pore formation and close within milliseconds after the transmembrane voltage is brought back to physiological levels [17, 18].

It turns out that the kinetic scheme [11] can be analytically solved for the case in which all rate constants are identical [15]. This is exactly the case we have at hand between states 1 and $N$, as our diffusion is isotropic and has no directional bias. Going from state 1 into the direction of state $N$ is just the attachment of more lipids to the solid raft. For noise suppression we used a 300 Hz filter as we analyzed the data. This means that, in effect, we are taking a snapshot of the system about every three milliseconds. It is therefore that Fig. 2 shows a breakdown of the power law at about 3 ms. Because of the 300 Hz cut-off there is no way of knowing how far the power law extends for the actual physical process. We therefore have to take $\lambda \approx 300$ s$^{-1}$ as the rate for the “0 $\rightarrow$ 1” transition in the kinetic scheme [11]. We can model the fluctuating size of the solid domain as a diffusion in conformational space and, with the aforementioned results of Goychuk and Hänggi [16], we take all the rates in the kinetic scheme to be the same $\lambda \approx 300$ s$^{-1}$.

When all the rates are normalized, the master equation is:

$$0 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow \ldots \rightarrow N .$$

This model applies to our case in the following way. State “0” denotes the initial absence of the electropore. The pore forms amid high fluctuations in the liquid area near the solid-liquid interface. The states 1 to $N$ denote open states of the pore. We propose that going from 1 to $N$ corresponds to the freezing of an increasing amount of lipids in and around the pore’s lining. Upon transiting to state 2, a pore can only close again after it goes back to state 1. The states 1 to $N$ all correspond to the same pore size and conductance. But as the state of the pore moves from 1 to $N$, the pore becomes embedded in an ever larger solid region. For the pore to close again, it is necessary that the “frozen” surroundings melt again. Such melting can only occur from the boundaries inward towards the pore. In terms of the kinetic scheme [11], the decreasing $k(t)$ for the closing transition comes about as a significant fraction of the probability diffuses away towards $N$. Though the individual transitions in the above kinetic scheme are Markovian, there is a time-dependent rate $k(t)$ from the 1-to-$N$ set of states back to the closed 0-state.

More than a decade after the above kinetic scheme [11] was first proposed, Goychuk and Hänggi published a series of papers where the discrete diffusion in terms of states and rates was replaced by a continuous time random walk [16]. They found that the closed time statistics were the same in this case as what Millhauser, Salpeter, and Oswald had derived. Even for an energy landscape that is not flat, but has some minor undulations they found the same power laws to hold. The model that was worked out by Millhauser, Salpeter, and Oswald and by Goychuk and Hänggi (MSOGH) was intended to describe diffusion in a protein’s conformational space. Such a space is an abstraction. But in our case the MSOGH model actually describes the much less abstract growth of a solid domain. Simulations presented in [19] show that even at a few degrees above $T_m$, solid domains form in the membrane.

We assume that a pore will most readily form at a state $p$ that, after crossing the activation barrier to the other state, diffuses away from that activation barrier. The transition rate back to the original state then decreases and the channel thus “stabilizes in its state” as time progresses.

In 1988 Millhauser, Salpeter, and Oswald proposed the following kinetic scheme to explain the Fig. 2 type statistics that had, at that time, been found for closed times of several ion channel proteins [15]:

$$0 \leftarrow 1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow \ldots \leftrightarrow N .$$

We assume that a pore will most readily form at a solid domain. Simulations presented in [9] show that the membrane.

We assume that a pore will most readily form at a state $p$ that, after crossing the activation barrier to the other state, diffuses away from that activation barrier. The transition rate back to the original state then decreases and the channel thus “stabilizes in its state” as time progresses.

In 1988 Millhauser, Salpeter, and Oswald proposed the following kinetic scheme to explain the Fig. 2 type statistics that had, at that time, been found for closed times of several ion channel proteins [15]:

$$0 \leftarrow 1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow \ldots \leftrightarrow N .$$

This model applies to our case in the following way. State “0” denotes the initial absence of the electropore. The pore forms amid high fluctuations in the liquid area near a solid-liquid interface. The states 1 to $N$ denote open states of the pore. We propose that going from 1 to $N$ corresponds to the freezing of an increasing amount of lipids in and around the pore’s lining. Upon transiting to state 2, a pore can only close again after it goes back to state 1. The states 1 to $N$ all correspond to the same pore size and conductance. But as the state of the pore moves from 1 to $N$, the pore becomes embedded in an ever larger solid region. For the pore to close again, it is necessary that the “frozen” surroundings melt again. Such melting can only occur from the boundaries inward towards the pore. In terms of the kinetic scheme [11], the decreasing $k(t)$ for the closing transition comes about as a significant fraction of the probability diffuses away towards $N$. Though the individual transitions in the above kinetic scheme are Markovian, there is a time-dependent rate $k(t)$ from the 1-to-$N$ set of states back to the closed 0-state.

More than a decade after the above kinetic scheme [11] was first proposed, Goychuk and Hänggi published a series of papers where the discrete diffusion in terms of states and rates was replaced by a continuous time random walk [16]. They found that the closed time statistics were the same in this case as what Millhauser, Salpeter, and Oswald had derived. Even for an energy landscape that is not flat, but has some minor undulations they found the same power laws to hold. The model that was worked out by Millhauser, Salpeter, and Oswald and by Goychuk and Hänggi (MSOGH) was intended to describe diffusion in a protein’s conformational space. Such a space is an abstraction. But in our case the MSOGH model actually describes the much less abstract growth of a solid domain. Simulations presented in [19] show that even at a few degrees above $T_m$, solid domains form in the membrane.

We assume that a pore will most readily form at a solid-liquid interface where area and volume fluctuations are high. A pore can then next stabilize if the involved phospholipids freeze. It will stabilize further if phospholipids around the pore also freeze. It is this freezing that can make a pore long lived. This model assumption is consistent with the observation that pores in a purely liquid membrane have much higher activation barriers for their formation (more than 250 mV is generally required for observable pore formation) and close within milliseconds after the transmembrane voltage is brought back to physiological levels [17, 18].
FIG. 3. A pore in a lipid bilayer involves a rearrangement of a number of phospholipids. The figure is adapted from R.A. Böckmann, B.L. de Groot, S. Kakorin, E. Neumann, and H. Grubmüller, Biophys. J. 95, 1837 (2008). The polar headgroups of the phospholipids make up the lining of the pore and make the pore permeable to water and small ions. Shown is a schematic idea of (a) the narrowest part of the pore viewed from the direction perpendicular to the membrane and (b) a cross sectional view in the plane of the membrane through the center of the pore.

an almost perfect fit to the data. The kinetic scheme [1] and the ensuing theory correctly predict both the slope and the height of the data points.

The current traces (Fig. 1) make clear that the conductance of a single pore has a preferred level. Histograms presented in Refs [8] and [9] make this assertion more rigorous. Figure 3 gives a schematic idea of the architecture of a pore in a lipid bilayer. If we assume the pore to be cylindrical and electrolyte filled, then the conductance of 70 pS that we have at 15.9 mol% octanol corresponds to a pore of about 0.35 nm radius. Such a radius is indeed similar to that of many protein channels. A single head-group covers a surface area of about 0.6 nm$^2$ of a live nerve cell displays $1/f^\alpha$ noise (with an $\alpha$ very close to unity) in the 10 to 1000 Hz regime [22]. Recently, these data have been more accurately rerecorded and it has been claimed that the apparent power law comes about as a sum of Lorentzian contributions of individual types of ion channel proteins [24]. However, the phenomenon discussed in this article may be partly behind this observation.

III. DISCUSSION

A $1/f$ noise spectrum has also been found when an electropore is current clamped [27]. But it should be re-
FIG. 4. The power spectral density as a function of the frequency for the signal depicted in Fig. 1. A straight line of a slope $-1/2$ is added for reference. Power law behavior, $S(f) \propto f^{-1/2}$, is apparent in the significant frequency range. It is because of the logarithmic scale that data points get more dense towards the right end of the graph.

This would increase the pore’s electrical resistance $R$. With $V = IR$, this would increase the transmembrane voltage $V$. Through the aforementioned Maxwell stress, such larger transmembrane voltage increases the force that widens the pore \[21\]. It is possible to keep pores open for hours with a current clamp setup \[27\] \[28\]. How this negative feedback mechanism precisely leads to $1/f$ noise is unclear, but $1/f$ noise is commonly observed in current clamp setups. Ordinary solid resistors have been shown to exhibit $1/f$ noise over six decades when current clamped \[29\]. It should be realized that our $1/f$ noise does not originate in such fluctuations around the open level. Our experiments are done under voltage clamp and our noise spectrum arises from the openings and closings of the pore, such as the ones that are are shown in Fig. 1.

We have presented a description and an explanation of ion channel like behavior of electropores in a lipid bilayer membrane. The possibility has to be seriously considered that some of the behavior that is traditionally attributed to ion channels may actually originate in the lipid membrane. Many important ion channels exhibit open times in the millisecond regime. When we extrapolate the power laws found in Figs. 2 and 4 to the millisecond regime, we see that frequent openings can occur there.

[1] T. Heimburg, *Thermal Biophysics of Membranes*, (Wiley-VCH Verlag, Weinheim, Germany 2007)
[2] H. Seeger, M. Fidorra, and T. Heimburg, Macromol. Symposia 219, 85 (2005).
[3] D. Papahadjopoulos et al, Biophys. Acta 311, 330 (1973).
[4] V.F. Antonov et al, Nature 283, 585 (1980).
[5] B. Hille, *Ionic Channels of Excitable Membranes*, (Sinauer, Sunderland, MA 1992)
[6] J.C. Weaver and Yu. Chizmadzhev, in *Handbook of Biological Effects of Electromagnetic Fields*, edited by F.S. Barnes and B. Greenebaum (CRC Press, Boca Raton, FL 2006).
[7] P. Müller et al, Nature 194, 979 (1962).
[8] A. Blicher et al, Biophys. J. 96, 4581 (2009)
[9] K. Wodzinska, A. Blicher, and T. Heimburg, Soft Matter 5, 3319 (2009)
[10] J.B. Bassingthwaighte, L.S. Liebovitch, and B.J. West, *Fractal Physiology*, (Oxford University Press, New York 1994)
[11] L.S. Liebovitch et al, Methods 24, 359 (2001).
[12] T. Heimburg and A.D. Jackson, Biophys. J. 92, 3159 (2007).
[13] D. Colquhoun and A.G. Hawkes, in *Single-Channel Recording*, edited by B. Sakmann and E. Neher (Plenum Press, New York, 1995).
[14] H. Frauenfelder, S.G. Sligar, and P.G. Wolynes, Science 254, 1598 (1991).
[15] G.L. Millhauser, E.E. Salpeter, and R.E. Oswald, Proc. Natl. Acad. Sci. U.S.A. 85, 1503 (1988).
[16] I. Goychuk and P. Hänggi, Proc. Natl. Acad. Sci. U.S.A. 99, 3552 (2002); Physica A 325, 9 (2003); Phys. Rev. E 70, 051915 (2004).
[17] L.V. Chernomordik et al, Bioelectrochem. Bioenerg. 9, 149 (1982).
[18] R. Benz and U. Zimmerman, Biochim. Biophys. Acta 640, 169 (1981).
[19] M. Bier et al, Bioelectromagnetics 25, 634 (2004).
[20] J.D. Litster, Phys. Lett. 53A(3), 193 (1975).
[21] M. Winterhalter and W. Helfrich, Phys. Rev. A 36, 5874 (1987).
[22] S.M. Bezrukov and M. Winterhalter, Phys. Rev. Lett. 85, 202 (2000); Z. Siwy and A. Fuliński, Phys. Rev. Lett. 89, 158101 (2002).
[23] S.B. Lowen and M.C. Teich, Phys. Rev. E 47, 992 (1993); IEEE Trans. Inform. Theory, 39, 1699 (1993).
[24] E. Milotti, arXiv:physics/0204033v1 (2002).
[25] H.E. Derksen and A.A. Verveen, Science 151, 1388 (1966).
[26] K. Diba, H.A. Lester, and C. Koch, J. Neurosci. 24, 9723 (2004).
[27] A. Ridi, E. Scalas, and A. Gliozzi, Eur. Phys. J. E 2, 161 (2000).
[28] M. Kotulska, S. Koronkiewicz, and S. Kalinowski, Phys. Rev. E. 69, 031920 (2004).
[29] B. Pellegrini, R. Saletti, P. Terreni, and M. Prudeniati, Phys. Rev. B. 27, 1233 (1983).