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Abstract—Beyond diagonal reconfigurable intelligent surface (BD-RIS) is a novel branch of RIS which breaks through the limitation of conventional RIS with diagonal scattering matrices. However, the existing research focuses on BD-RIS with fixed architectures regardless of channel state information (CSI), which limit the achievable performance of BD-RIS. To solve this issue, in this paper, we propose a novel dynamically group-connected BD-RIS based on a dynamic grouping strategy. Specifically, RIS antennas are dynamically divided into several subsets adapting to the CSI, yielding a permuted block-diagonal scattering matrix. To verify the effectiveness of the proposed dynamically group-connected BD-RIS, we propose an efficient algorithm to optimize the BD-RIS with dynamic grouping for a BD-RIS-assisted multi-user multiple-input single-output system. Simulation results show that the proposed dynamically group-connected architecture outperforms fixed group-connected architectures.

Index Terms—Beyond diagonal reconfigurable intelligent surface (BD-RIS), dynamic grouping.

I. INTRODUCTION

Reconfigurable intelligent surface (RIS) has emerged as a revolutionary technique enabling spectrum, cost, and energy efficient communications [1], [2]. However, most existing works focus on a simple RIS architecture, where each RIS element is connected to a load disconnected from the other elements, yielding mathematically a diagonal phase shift matrix. This architecture enables the phase shift control of the incident waves and can only support the signal reflection, which limits the beam control accuracy and coverage of RIS.

To break through the limitation of conventional RIS, a novel branch namely beyond diagonal RIS (BD-RIS) as illustrated in Fig. 1, has been recently proposed and investigated. The BD-RIS relies on different circuit topologies of antenna ports and thus has scattering matrices beyond diagonal matrices. Specifically, modeling and architecture design of RIS and microwave theory was first bridged in [3]. More general group- and fully-connected architectures were proposed in [3], leading to block-diagonal scattering matrices and enabling more flexible dual phase shift and amplitude control of the impinging waves. Furthermore, optimal design for group/fully-connected BD-RIS was proposed in [4] and group/fully-connected BD-RIS with discrete-value impedance networks was investigated in [5]. Another novel architecture with a non-diagonal phase shift matrix was proposed in [6]. However, the BD-RIS models proposed in [3], [4], [5], [6] are restricted to the reflective mode, that is signals can only be reflected to one side of the surface, resulting a “waste” of space. To realize a full-space coverage, simultaneously transmitting and reflecting RIS (STAR-RIS) [7] or intelligent omni-surface (IOS) [8] supporting the hybrid mode has been proposed recently as an important extension of RIS. The STAR-RIS/IOS is then first practically implemented in [9]. To go deep into the essence of STAR-RIS, a BD-RIS model unifying modes (reflective/transmissive/hybrid) and architectures (single/group/fully-connected) has been established in [10], showing that STAR-RIS is essentially a particular instance of group-connected architecture when group size is equal to 2. The work in [10] was further extended to a multi-sector mode, which was a generalization of hybrid mode achieving not only full-space coverage, but also significant performance enhancement [11].

The limitation of the proposed BD-RIS architectures in [3], [10], [11] is that they are restricted to fixed grouping strategies, where all RIS antennas are uniformly partitioned and adjacent grouped regardless of channel state information (CSI). However, exploring different grouping strategies of BD-RIS still remains an open problem. To solve this issue, in this paper, we, for the first time, propose a dynamically group-connected BD-RIS model, which is a novel branch of BD-RIS as shown in Fig. 1. Specifically, the proposed model is based on a dynamic grouping strategy, whose main idea is to dynamically partition RIS antennas into multiple groups with variable group sizes adapting to CSI. The contributions of this paper are summarized as follows.

First, we derive the mathematical model and discuss the practical implementation of the proposed dynamically group-connected BD-RIS. Second, we apply the dynamically group-connected BD-RIS in a multi-user multiple-input multiple-output (MU-MISO) system and propose a novel and efficient algorithm to optimize the BD-RIS with the dynamic grouping strategy. Third, we provide simulation results to evaluate the performance enhancement of the proposed dynamically group-connected BD-RIS compared to fixed group-connected cases.

Notations: Boldface lower- and upper-case letters indicate column vectors and matrices, respectively. $(\cdot)^T$ and $(\cdot)^D$ denote transpose and conjugate-transpose operations, respectively. $\Re\{\cdot\}$ denotes the real part of a complex number. $I_d$ denotes an $L \times L$ identity matrix. $\|A\|_F$ denotes the Frobenius norm of $A$. $|A|$ denotes the size of set $A$. 

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
\text{blkdiag}(\cdot)\text{ denotes a block-diagonal matrix. } \text{Tr}(\cdot)\text{ denotes the trace of a matrix.}

\section{Dynamically Group-Connected BD-RIS Model}

As illustrated in [10] and also in Fig. 1, the hybrid reflective and transmissive mode of the RIS is essentially based on the group-connected reconfigurable impedance network. More specifically, for a BD-RIS working on the hybrid mode, each two antenna ports are connected to each other, thereby constructing one “cell” as illustrated in Fig. 2. Within each cell, two antennas are back to back placed such that each antenna covers half space. For an \( M \)-cell BD-RIS, we assume antenna ports \( m \) and \( m + m \) are connected to each other to support the hybrid mode. Mathematically, we define \( \Phi_t \in C^{M+M} \) and \( \Phi_r \in C^{M+M} \) as BD-RIS matrices in charge of users from two sides of the hybrid BD-RIS, which are sub-matrices of the scattering matrix \( \Phi \in C^{2M+2M} \) for the \( M \)-port reconfigurable impedance network,\(^1\) that is

\[ \Phi_t = [\Phi_t]_{1:M,1:M}, \quad \Phi_r = [\Phi_r]_{M+1:M,1:M}. \tag{1} \]

They are constrained by [10]

\[ \Phi_t^H \Phi_t + \Phi_r^H \Phi_r = I_M. \tag{2} \]

Constraint (2) is a general description without specifying the mathematical characteristics of \( \Phi_t \) and \( \Phi_r \), both of which depend on the architectures of BD-RIS cells. In the following subsections, we will propose a novel and unified cell-wise dynamically group-connected (CW-DGC) architecture of BD-RIS based on a dynamic grouping strategy and derive the corresponding constraints of \( \Phi_t \) and \( \Phi_r \). Then we will discuss the practical implementation of the proposed architecture.

\subsection{Mathematical Model}

In this work, we propose a CW-DGC architecture of BD-RIS by adapting the grouping strategy to channel environments. Different from the cell-wise group-connected (CW-GC) architecture proposed in [10], where \( M \) cells are uniformly divided into \( G \) subsets and every adjacent \( M = G/M \) cells are connected to each other, CW-DGC is based on a dynamic grouping strategy, which is embodied in two aspects: 1) The number of cells in each group can be different; 2) the positions/indexes of cells in the same group are not restricted to adjacent ones. To model this dynamic grouping strategy, we first present the following definition.

**Definition 1:** Define \( G \) subsets \( D_1, \ldots, D_G \) which store indexes of RIS cells for each group. These subsets satisfy the following constraints:

\[ D_g \neq \emptyset, \forall g \in G = \{1, \ldots, G\}, \tag{3a} \]

\[ D_p \cap D_q = \emptyset, \forall p \neq q, p, q \in G, \tag{3b} \]

\[ \cup_{g=1}^{G} D_g = M = \{1, \ldots, M\}, \tag{3c} \]

which indicate 1) each group contains at least one cell, 2) that each BD-RIS cell can only be mapped into one group, and 3) that there is no overlap among different groups.\(^2\)

Based on Definition 1, we have the following corollary.

**Corollary 1:** The CW-DGC BD-RIS matrices, \( \Phi_t \) and \( \Phi_r \), should satisfy the following constraints\(^3\)

\[ [\Phi_t]_{m,n} = 0, \forall m \in D_p, \forall n \in D_q, \forall p \neq q, p, q \in G, \tag{4a} \]

\[ [\Phi_t]_{m,n} = 0, \forall m \in D_p, \forall n \in D_q, \forall p \neq q, p, q \in G, \tag{4b} \]

\[ \Phi_t^H \Phi_t + \Phi_r^H \Phi_r = I_{|D_p|}, \forall g \in G, \tag{4c} \]

where \( \Phi_t/\Phi_r \) is a sub-matrix of \( \Phi_t/\Phi_r \) which selects rows and columns according to indexes in the set \( D_p, \forall g \in G \).

\textbf{Proof:} Please refer to the Appendix.

**Remark 1:** Constraint (4) indicates that \( \Phi_t \) and \( \Phi_r \) of the CW-DGC BD-RIS are essentially permuted block-diagonal matrices. Specifically, when the BD-RIS has a CW-GC architecture [10], the \( M \) cells within a fixed group \( G_g = \{(g - 1)M + 1, \ldots, gM\} \), the \( \Phi_g \) cells within \( G_g \) are connected to each other. In this case, we have \( [\Phi_t]_{m,n} \neq 0, [\Phi_t]_{m,n} \neq 0, \forall m, n \in G_g \), and the resulting \( \Phi_t \) and \( \Phi_r \) are both block diagonal matrices.

\subsection{Implementation and Discussion}

To show the feasibility of the proposed CW-DGC architecture, we employ an impedance-switch network, which enables a joint control of impedance components and the on/off states of switches. Specifically, impedance components can be realized by using tunable capacitance and inductance, such as using varactors. Fig. 3 provides an example of the realization of CW-DGC BD-RIS with \( M = 3 \). Specifically, ports \( m \) and \( m + m \) are connected to each other by an impedance to support the hybrid mode (as shown in the left-hand side of Fig. 3), while ports \( m \) and \( m', m' \neq M + m \), are connected by the series of one impedance and one switch to support the dynamic grouping (as shown in the right-hand side of Fig. 3). Therefore, to realize an \( M \)-cell BD-RIS with hybrid mode and the CW-DGC architecture, \( M(2M + 1) \) impedance components and \( 2M(M - 1) \) switches are required. To realize the dynamic grouping, when cells \( m \) and \( n, n < m \), are in the same group, the \( (m, n) \)-th, \((m, M + n)\)-th, \((n, M + m)\)-th, and \((M + n, M + n)\)-th switches are turned on and the corresponding impedance components are tuned based on CSI.

**Remark 2:** Although the number of connected links, that is the number of connections between every two BD-RIS antennas, of the impedance-switch network as illustrated in Fig. 3 scales with \( M^2 \), the activated links, that is the actual number of connections between RIS antennas with given CSI and \( G \), of the CW-DGC architecture could be

\[^1\]The scattering matrix \( \Phi \in C^{2M \times 2M} \) for the \( M \)-port reconfigurable impedance network is determined by the impedance matrix \( Z \in C^{2M \times 2M} \) of the impedance network, that is \( \Phi = (Z + Z_0 I_{2M})^{-1} (Z - Z_0 I_{2M}) \). \( Z \) can be constructed by impedance values \( Z_{m,n} \) as detailed in [3].

\[^2\]In this work, we consider the hybrid mode of BD-RIS to demo the proposed CW-DGC architecture. However, the CW-DGC architecture can also support multi-sector mode and the illustrated model can be easily extended to the multi-sector case.

\[^3\]Herein we provide a simple example to explain Definition 1. For a 4-cell BD-RIS with 2 groups, 2 possible grouping results could be \( D_1 = \{1, 3\}, D_2 = \{2, 4\} \) or \( D_1 = \{2\}, D_2 = \{1, 3, 4\} \).
Aiming at jointly optimizing the precoder and BD-RIS matrix to maximize the sum-rate, we have

$$\max_{W, \Phi^t, \Phi^r} \sum_{k \in K} \log_2 \left( 1 + \frac{|\tilde{h}_k^H w_k|^2}{\sum_{p \neq k} |\tilde{h}_k^H w_p|^2 + \sigma_k^2} \right)$$

(6a)

s.t. $D_p \cap D_q = \emptyset, \forall p \neq q$, $D_p \neq \emptyset, \forall g$, $\bigcup_{g=1}^{d} D_g = M$, $[\Phi^r]_{m,n} = 0, \forall m \in D_p, \forall n \in D_q, p \neq q$, $[\Phi^t]_{m,n} = 0, \forall m \in D_p, \forall n \in D_q, p \neq q$, $\Phi^t_{\rho g} \Phi^r_{\rho g} + \Phi^r_{\rho g} \Phi^t_{\rho g} = I_{[\rho g]}, \forall g$, $\|W\|_F \leq P$, $\Phi^t \neq 0$, (6b) – (6h)

where $P$ is the total transmit power at the BS.

### B. CW-DGC BD-RIS Design

Problem (6) is a joint transmit precoder and BD-RIS design with complicated objective function and constraints. To simplify the design, we transform problem (6) into a more tractable multi-block problem based on fractional programming [12], which 1) takes the ratio parts of the objective out of the log($\cdot$) functions and 2) transforms the ratio terms into integral expressions by introducing auxiliary vectors $\xi \triangleq [s_1, \ldots, s_K]^T \in \mathbb{R}^K$ and $\tau \triangleq [r_1, \ldots, r_K]^T \in \mathbb{C}^K$, yielding

$$\max_{W, \Phi^t, \Phi^r} \sum_{k \in K} \log_2 (1 + \tau_k) - \tau_k + 2 \Re\{\tilde{h}_k^H w_k\} - \sum_{p \in K} |\tau_k^* \tilde{h}_k^H w_p|^2 - |\tau_k|^2 \sigma_k^2$$

(7a)

s.t. (6b) – (6h),

(7b)

where $\tilde{h}_k = \sqrt{1 + \tau_k} \tilde{h}_k, \forall k \in K$. Then problem (7) can be efficiently solved by iteratively updating four blocks, i.e., $\tau$, $W$, and $\{\Phi^t, \Phi^r\}$, until convergence. Sub-problems regarding blocks $\xi$, $\tau$, and $W$ are all convex optimizations whose closed-form solutions can be easily obtained, while the design of block $\{\Phi^t, \Phi^r\}$ is challenging due to the newly introduced constraints (6b)–(6h). Therefore, in this paper we omit the details for updating the above three blocks due to the space limitation and focus on the design of block $\{\Phi^t, \Phi^r\}$.

When $W$, $\tau$, and $\xi$ are fixed, the first two and the last terms in objective (7a) are constants and can be removed. Therefore, the objective function with respect to $\Phi^t$ and $\Phi^r$ is

$$\sum_{k \in K} \sum_{p \neq k} |\tau_k^* \tilde{h}_k^H \Phi^r G w_p|^2 - 2 \Re\{\tilde{h}_k^H \Phi^r G w_k\}$$

(8a)

for $\Phi^t$ and $\Phi^r$ is

$$\sum_{k \in K} \sum_{p \neq k} |\tau_k^* \tilde{h}_k^H \Phi^r G w_p|^2 - 2 \Re\{\tilde{h}_k^H \Phi^r G w_k\} = \eta_k$$

(8a)

for $\Phi^t$ and $\Phi^r$ is

$$\sum_{k \in K} \sum_{p \neq k} |\tau_k^* \tilde{h}_k^H \Phi^r G w_p|^2 - 2 \Re\{\tilde{h}_k^H \Phi^r G w_k\} = \eta_k$$

(8a)

s.t. (6b) – (6h),

where $\tilde{h}_k = (h_k^H \Phi^t G)^H, \forall k \in K, \forall i \in \{t, r\}, h_k \in \mathbb{C}^M, \forall k \in K$ is the channel vector between the RIS and each user, $G \in \mathbb{C}^{M \times N}$ is the channel matrix between the BS and the RIS, and $n_k \sim \mathcal{CN}(0, \sigma_k^2), \forall k \in K$ is the noise.
where (a) holds by defining matrices $X_i, Y_{d_y}, D_{d_y}, Z_{i, d_y}, \forall g \in G$, $\forall i \in \{t, r\}$, which are sub-matrices selecting rows and columns according to $D_g$ from $X_i$, and selecting rows according to $D_y$ and columns according to $D_g$ from $Y_{d_y}$ and $Z_{i, d_y}$, respectively; (b) holds by the finding (based on large amount of simulations) that the value of the term $\sum_{g \in G} D_{d_y} Y_{d_y} D_{d_y} Z_{i, d_y}$ is negligible compared to $X_i D_y$ due to the severe double fading of the cascaded BS-RIS-user channels. Based on the above derivations, the sub-problem with respect to $\Phi_t$ and $\Phi_r$ is

$$
\min_{\Phi_t, \Phi_r, \forall g \in G} \sum_{g \in G} f_g(\Phi_t, \Phi_r, \Phi_t, \Phi_r) \text{ s.t. (6b) - (6g).}
$$

(9)

Problem (9) is still difficult to solve due to the coupling of grouping $D_1, \ldots, D_G$ and non-zero parts of the BD-RIS matrices $\Phi_{i, d_y}, \forall g \in G$. To further simplify the design, we propose to iteratively update $D_g, \forall g \in G$ and $\Phi_{i, d_y}, \forall g \in G$, until the convergence is achieved.

1) Dynamic Grouping Optimization: When RIS matrices are fixed, the grouping problem is

$$
\min_{D_g, \forall g \in G} \sum_{g \in G} f_g(\Phi_t, D_g, \Phi_r, \Phi_r) \text{ s.t. (6b) - (6d).}
$$

(10)

We propose a simple yet practical iterative algorithm to solve the grouping problem. Given a proper initialization of $D_1, \ldots, D_G$, we aim to successively determine which group each RIS cell should belong to based on the following steps.

Step 1: For cell $m, \forall m \in M$, we first check which group this cell belongs to and tag the exact position as $g_{tag}$. To guarantee each group contains at least one BD-RIS cell, we check the size of $D_{g_{tag}}$. If $|D_{g_{tag}}| > 1$, the following Steps 2-4 are executed.

Step 2: We calculate the value of objective (10), which is marked as $\bar{f}_{m,g}$, when cell $m$ is either in group $g_{tag}$, i.e., $g = g_{tag}$ or moved to other $G - 1$ groups, i.e., $g \neq g_{tag}$, according to (11):

$$
\bar{f}_{m,g} = \begin{cases} 
\sum_{g \in G} f_g(\Phi_t, D_g, \Phi_r, \Phi_r), & g = g_{tag}; \\
\sum_{g \in G} f_g(\Phi_t, \Phi_t, \Phi_r, \Phi_r), & g \neq g_{tag}.
\end{cases}
$$

(11)

where $D_{g_{tag}} - m \cup \{m\} = D_{g_{tag}} \cup \{m\}$.

Note that the initialization of the dynamic grouping subsets, the BD-RIS matrices and the transmit precoder is required. For simplicity, we initialize dynamic grouping sets as $D_g = g_{tag}, \forall g \in G$, the BD-RIS matrices as diagonal ones with non-zero entries having constant magnitude and random phase, and the transmit precoder as zero-forcing precoder.

Step 3: Among all $\bar{f}_{m,g}, \forall g \in G$, we find the index with the minimum value, i.e.,

$$
g_{tag} = \arg \min_g \bar{f}_{m,g}.
$$

(12)

Step 4: When $g_{tag} \neq g_{tag}$, we update the corresponding dynamic subsets as

$$
D_{g_{tag}} = D_{g_{tag}} \cup \{m\}, \quad D_{g_{tag}} = D_{g_{tag}} \setminus \{m\}.
$$

(13)

Successively updating positions of all $M$ RIS cells, we can obtain the dynamic grouping subsets $D_1, \ldots, D_G$. The computational complexity of the proposed dynamic grouping optimization mainly comes from step 2, which requires around $O(\sum_{g=1}^G |D_g|^2 \epsilon_{1,m})$ due to the matrix multiplication, yielding a worst-case total complexity $O(M \sum_{g=1}^G |D_g|^2 \epsilon_{1,m})$.

2) BD-RIS Matrix Optimization: With fixed grouping subsets, the BD-RIS matrix design problem for each group is separated, which is given by

$$
\min_{\Phi_{d_y}} \operatorname{Tr}(\Phi_{d_y} Y_{d_y} D_{d_y} \Phi_{d_y}^H Z_{i, d_y}) - 2 \operatorname{Re}[\operatorname{Tr}(\Phi_{d_y} X_{d_y})] \quad \text{s.t.} \quad \Phi_{d_y} \Phi_{d_y}^H = I_{|D_{d_y}|},
$$

(14a)

where the fresh notations are respectively defined as $\Phi_{d_y} \triangleq \Phi_{i, d_y}, \Phi_{y, d_y}^H \in \mathbb{C}^{|D_{d_y}| \times |D_{d_y}|}, X_{d_y} \triangleq X_{i, d_y}, X_{r, d_y}, Z_{i, d_y}, D_{d_y} \in \mathbb{C}^{2|D_{d_y}| \times 2|D_{d_y}|}$, and $D_{d_y} \triangleq \text{blkdiag}(Z_{i, d_y}, Z_{r, d_y}) \in \mathbb{C}^{2|D_{d_y}| \times 2|D_{d_y}|}$. Problem (14) is an unconstrained optimization on the Steifel manifold and can be solved by typical conjugate-gradient methods on the manifold space [13] with complexity $O(I_{g_{tag}} |D_{g_{tag}}|)$, where $I_{g_{tag}}, \forall g \in G$ denotes the number of iterations. After solving (14), BD-RIS matrices for each group are given by

$$
\Phi_{d_y}^* = |\Phi_{d_y}|_{1,|D_{d_y}|}, \forall g \in G,
$$

(15)

With $\Phi_{d_y}^*$ and $\Phi_{r, d_y}, \forall g \in G$, we need to perform a restoring operation to get the original $\Phi_t^*$ and $\Phi_r^*$ satisfying (6e) and (6f). To this end, we introduce $G$ vectors $d_g \in \mathbb{R}^{2|D_{g}|}$, $\forall g \in G$, which list the indexes in $D_g$ in ascending order. Then we have

$$
|\Phi_{d_y}^*|_{1,|D_{d_y}|} d_g = \Phi_{d_y}^* d_g, \forall g \in G.
$$

(16)

3) Summary: After iteratively updating grouping subsets and BD-RIS matrices until some convergence thresholds are achieved, we can get $D_1, \ldots, D_G$ and corresponding BD-RIS matrices. For clarity, the CW-DGC BD-RIS design is summarized in Algorithm 1. The complexity of Algorithm 1 mainly comes from the BD-RIS matrix optimization, yielding a total complexity $O(I_{g_{tag}} |D_{g_{tag}}|^2)$, where $I$ denotes the number of iterations of Algorithm 1. Specifically, when the BD-RIS has a CW-GC architecture, there is no need to do iterations and the complexity reduces to $O(I_{g_{tag}} |D_{g_{tag}}|^2)$.

IV. PERFORMANCE EVALUATION

In this section, we present simulation results to demonstrate the performance of the proposed design. In the following simulations, we assume Rician fading channels for the BS-RIS link and Rayleigh fading channels for RIS-user links. In addition, we adopt the typical distance-dependent pathloss model to account for the large-scale fading for BS-RIS link, i.e., $\zeta_{Bu} = \zeta_{BU} \epsilon_{BU}^{-\epsilon_{BU}}$ and RIS-user link, i.e., $\zeta_{RU} = \zeta_{RU} \epsilon_{RU}^{-\epsilon_{RU}}$, where $\zeta_0 = -30 \text{ dB}$ is the signal attenuation at a reference distance $d_0 = 1 \text{ m}$, $d_{BU} = 100 \text{ m}$ and $d_{RU} = 10 \text{ m}$ are distances between the BS and RIS, and between the RIS and users, respectively. $\epsilon_{BU}$ and $\epsilon_{RU}$ are path loss exponents for BS-RIS and RIS-user links, respectively. The noise power is set to $\sigma_n^2 = -80 \text{ dBm}, \forall k \in K$.
This 38 dBm. Given that three fixed grouping strategies have similar performance, in Fig. 5, we show the sum-rate performance as a function of the number of groups $G$. Left: $M = 36$; right: $M = 64$. ($N = K = 6, K_t = K_f = 3, P = 38$ dBm).

![Algorithm 1: CW-DGC BD-RIS Design](image)

![Fig. 4. Comparison among different grouping strategies ($M = 36, N = K = 6, K_t = K_f = 3$). (a) Three fixed grouping strategies with $G = 18$ and $G = 12$. (b) Sum-rate versus transmit power $P$. Left: $G = 18$; right: $G = 12$.](image)

strategy outperforms three CW-GC cases. In addition, there are no obvious performance gaps among three CW-GC architectures. These two observations can be explained as follows. 1) With Rayleigh fading channels between the RIS and users and fixed group size, the positional information for users is not a decisive factor. 2) The change of group size, however, boosts the performance by adapting to the strength of different channel coefficients. Therefore, we can deduce from Fig. 4 that the performance of CW-GC BD-RIS in this case depends more on the change of group size than on locations of cells.

In Fig. 5, we show the sum-rate performance as a function of the number of groups $G$. With increasing number of groups, equivalently the decrease of the number of non-zero elements of the BD-RIS matrix, the performance gap between CW-DGC and CW-GC architectures becomes larger. For example, the performance achieved by a 36-cell CW-DGC architecture improves by 12% when $G = 12$ while by 15% with $G = 16$; the performance of a 64-cell CW-DGC architecture improves by 13% when $G = 16$ and by 21% when $G = 32$. This fact demonstrates that the benefit of dynamic grouping is much more obvious when the size of each group is relatively small.

Finally, Fig. 6 shows the sum-rate versus the number of cells. We can observe that the proposed CW-DGC architecture always outperforms the CW-GC architecture. More importantly, with relatively large number of cells, e.g., $M = 100$ in Fig. 6, the CW-DGC architecture can achieve performance close to the CW-FC case even when $G = 25$. This observation shows the benefit of CW-DGC architecture in achieving satisfactory performance with a reduced control complexity.

Given that three fixed grouping strategies have similar performance, in Fig. 5 we only plot the horizontal case, which is marked as “CW-GC”.

![Fig. 6. Sum-rate versus the number of cells $M$. ($N = K = 6, K_t = K_f = 3, P = 38$ dBm).](image)
V. CONCLUSION

In this paper, we propose a novel CW-DGC architecture for BD-RIS with the hybrid mode. To show the advantage of the proposed architecture, we deploy the CW-DGC BD-RIS into a MU-MISO communication system, and consider the joint dynamic grouping and BD-RIS matrix design to maximize the sum-rate performance. To efficiently solve the problem, we propose a simple yet practical algorithm to iteratively update dynamic grouping and BD-RIS matrix. Finally, simulation results demonstrate that the proposed CW-DGC architecture outperforms fixed CW-GC architectures. In addition, with Rayleigh fading channels between the RIS and users, the change of group size has a greater impact than that of cell locations on the achievable performance. In the future, there are many interesting topics worth studying, such as more efficient beamforming design and hardware impairments of BD-RIS implementation.

APPENDIX

PROOF OF COROLLARY 1

Based on the derivations in [10], since we consider the cell connection topology, while the antenna ports within the same cell are always connected to each other to support the hybrid mode, $\Phi_r$ and $\Phi_t$ share the same mathematical characteristics. Meanwhile, based on the circuit topology analysis in [3], when cell $m$ and cell $n$, $m \neq n$, are connected to each other by reconfigurable impedance components, the corresponding $(m, m)$-th, $(m, n)$-th, $(n, m)$-th, and $(n, n)$-th entries of $\Phi_r$ and $\Phi_t$ are nonzero; when cell $m$ and cell $n$ are not connected to each other, the corresponding $(m, n)$-th and $(n, m)$-th entries are zeros. Combining the above statements and Definition 1, we prove constraints (4a) and (4b). Constraint (4c) is straightforward given constraint (2) and that cells in the same group essentially construct a cell-wise fully-connected architecture with a reduced dimension.
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