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Abstract
An important technique to explore a black-box machine learning (ML) model is called SHAP (SHapley Additive exPlanation). SHAP values decompose predictions into contributions of the features in a fair way. We will show that for a boosted trees model with some or all features being additively modeled, the SHAP dependence plot of such a feature corresponds to its partial dependence plot up to a vertical shift. We illustrate the result with XGBoost.
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1 Introduction

In their 2017 article [11], Scott Lundberg and Su-In Lee introduced a method called “SHAP” (SHapley Additive exPlanation) used to explain black-box machine learning (ML) models. Since then, SHAP has received a lot of attention [13]. SHAP values decompose a prediction into contributions of the covariates in a fair way, using ideas from cooperative game theory.

Originally intended as a method to explain a model locally around a specific observation, SHAP is nowadays also used to explain a model globally by decomposing many predictions and then visualizing the resulting decompositions by statistical plots, see [10] [13]. An important visualization is the SHAP dependence plot of a feature $j$, which is a scatter plot of SHAP values of feature $j$ against the corresponding feature values. It serves as a rich alternative to Friedman’s partial dependence plot [3]. Such global model inspections work especially well for gradient boosted trees implementations like XGBoost [2], LightGBM [6], and CatBoost [15], because they benefit from the extremely fast TreeSHAP algorithm for tree-based models introduced in [10].

By using tree stumps as base learners [9] [14] [12] or by setting interaction constraints [7] [12], gradient boosted trees allow to model all or certain features additively, i.e., without interactions. Such additive or partly additive models often provide an excellent trade-off between interpretability and performance, see [12] for use cases in geographic modeling. Interaction constraints are implemented, e.g., in XGBoost and LightGBM.
In this paper, we will show that the SHAP dependence plot of an additively modeled feature in a boosted trees model is identical to its partial dependence plot up to a vertical shift. This makes the two types of effect plots interchangeable in this situation.

In the next section, we will provide the necessary background and present our results. In Section 3 we illustrate these with the statistical software R [16].

2 Results

SHAP is based on Shapley values [17] from cooperative game theory: Let \( N \) denote a set of \( p = |N| \) players playing a cooperative game with a numerical payoff to be maximized. The contribution to the payoff of a subset \( S \subseteq N \) of the players is measured by a function \( v : S \mapsto \mathbb{R} \). Shapley’s seminal article [17] answers the question “How to distribute the total payoff fairly among the players?” as follows: The amount that player \( j \) should receive is called Shapley value and equals

\[
\phi_j = \sum_{S \subseteq N \setminus \{j\}} \frac{|S|!(p - |S| - 1)!}{p!} \left( v(S \cup \{j\}) - v(S) \right), \quad j = 1, \ldots, p. \tag{1}
\]

Thus, a player’s contribution is equal to the weighted average of his contribution to each possible coalition \( S \) of other players. “Fairness” is characterized by a number of properties, see [17] for the original formulation or, e.g., [1] for a modern take.

Shapley values are not only relevant in game theory, but also in statistical modeling: For example, [8] used it as a strategy to decompose the R-squared of a linear regression into additive contributions of the covariates in a fair way. Their approach involved retraining the model for each of the \( 2^p \) feature subsets. The major breakthrough of Shapley values in statistics and ML came with the 2017 article [11] by Scott Lundberg and Su-In Lee who used Shapley values to decompose predictions into feature contributions called SHAP values. The outcome of the cooperative game is the prediction, and the features are the players, see also [18, 19].

The prediction \( f(x) \) of a given feature vector \( x = (x_1, \ldots, x_p)' \in \mathbb{R}^p \) is to be decomposed into contributions \( \phi_j \in \mathbb{R}, 1 \leq j \leq p \), such that “local accuracy” (also called “efficiency”) [10]

\[
f(x) = \phi_o + \sum_{j=1}^{p} \phi_j \tag{2}
\]

holds, where \( \phi_o = \mathbb{E}_X(f(X)) \). Only if the \( \phi_j \) are Shapley values, the decomposition will be fair in the sense of Shapley. In order to apply Equation 1 a contribution function \( v \) must be selected. A natural candidate is \( v(S) = f_S(x) \), where \( x_S \) represents the components in the feature subset \( S \subseteq N \) selected from the full feature set \( N \).

Important algorithms to estimate \( f_S(x) \) include Kernel SHAP [11, 1] (model-agnostic), and TreeSHAP [10] (for tree-based models). Thanks to the latter, the predictions of many (for instance \( n = 1000 \)) observations can be decomposed.
within seconds. Analyzing their SHAP values with simple descriptive statistics leads to rich global explanations of the model [10].

Let $X$ be the $(n \times p)$ feature matrix with elements $x_{ij}$ and $\Phi$ the corresponding $(n \times p)$ matrix of SHAP values with elements $\phi_{ij}$, $1 \leq i \leq n$, $1 \leq j \leq p$. Furthermore, let $\phi_o$ be the average model prediction over all $n$ observations. Thanks to the local accuracy property 2,

$$f(x^{(i)}) = \phi_o + \sum_{j=1}^{p} \phi_{ij}, \; 1 \leq i \leq n,$$

where $x^{(1)}, \ldots, x^{(n)}$ are the $n$ feature vectors. In order to visualize the effect of the $j$-th feature, one then considers the so-called SHAP dependence plot representing the graph

$$\{(x_{ij}, \phi_{ij}), 1 \leq i \leq n\}.$$  

This scatter plot serves as an informative alternative to the partial dependence plot [3]. The empirical (one-dimensional) partial dependence function of feature $x_j$ is given by

$$\text{PD}_j(v) = \frac{1}{n} \sum_{i=1}^{n} f(v, x^{(i)}_j),$$

where $x^{(i)}_j$ denotes all but the $j$-th component of $x^{(i)}$. The partial dependence plot (PDP) represents the graph

$$\{(v_k, \text{PD}_j(v_k)), 1 \leq k \leq K\}$$

for a grid of values $v_k$. It shows how $f$ reacts on changes in $x_j$ (averaged over potential interaction effects), while keeping everything else fixed (“ceteris paribus”). For models with additive $x_j$, the PDP is parallel to any individual conditional expectation (ICE) curve [4], and gives a complete description of the effect of $x_j$ [3]. Interestingly, Friedman describes in [3] (page 27) an algorithm to calculate the PDP of a decision tree for the full training data using an efficient method identical to the (path-dependent) TreeSHAP Algorithm 1 [10], a fact that was also pointed out in an online comment [5]. (Since our result is not limited to path-dependent TreeSHAP, we do not make use of this fact.)

In order to prove our main result, we provide a simple Lemma on SHAP values of univariable models.

**Lemma 1.** Let $g$ be a model with single feature $z \in \mathbb{R}$ and partial dependence function $z \mapsto \text{PD}(z) = g(z)$. Furthermore, let $z^{(i)}$, $1 \leq i \leq n$, denote observations of $z$ with SHAP values $\phi^{(i)}$ satisfying local accuracy 2. Then, for all $1 \leq i \leq n$,

$$\phi^{(i)} = g(z^{(i)}) - \phi_o = \text{PD}(z^{(i)}) - \phi_o,$$

for a constant $\phi_o$, typically (but not necessarily) $\phi_o = \frac{1}{n} \sum_{i=1}^{n} g(z^{(i)})$.

**Proof.** From local accuracy, $g(z^{(i)}) = \phi_o + \phi^{(i)}$, $1 \leq i \leq n$, for some constant $\phi_o$. Thus, $\phi^{(i)} = g(z^{(i)}) - \phi_o$. Plugging $z = z^{(i)}$ into $\text{PD}(z) = g(z)$ finishes the proof.

From Lemma 1, the main result follows:
Proposition 1. Let $f$ be a boosted trees model. Denote by $x_{ij}$ the $i$-th value of the $j$-th feature in a sample of size $n$, $1 \leq i \leq n$, $1 \leq j \leq p$, and by $\phi_{ij}$ the corresponding SHAP values obtained from the (path-dependent or interventional) TreeSHAP algorithm in [10]. If the model is additive in a specific feature $x_{j'}$, then there exists $c \in \mathbb{R}$ such that $\phi_{ij'} = \text{PD}_{j'}(x_{ij'}) + c$ for all $1 \leq i \leq n$, where the partial dependence function $\text{PD}_{j'}$ is calculated from arbitrary feature vectors.

Proof. Let $f$ be the sum of $K \geq 1$ decision trees $f_1, \ldots, f_K$. Since $f$ is additive in $x_{j'}$, some trees split only on $x_{j'}$, and the others do not split on $x_{j'}$. Let $M_1 \subset \{1, \ldots, K\}$ denote the indices of the first group, and $M_2 = \{1, \ldots, K\} \setminus M_1$ the others. Denote by $\phi^{(k)}_{ij'}$ the SHAP values of the $k$ tree for the $j'$-th feature, $1 \leq i \leq n$. Let $k \in M_2$. From the missingness (or dummy) property satisfied by the TreeSHAP algorithms in [10], $\phi^{(k)}_{ij'} = 0$. Furthermore, the partial dependence function does not depend on $v$, i.e., $\text{PD}_{j'}(v) = c_k$ for some constant $c_k$. Thus, $\phi_{ij'} = \text{PD}_{j'}(x_{ij'}) - c_k$, and the claim holds for trees in $M_2$. Now, let $k \in M_1$. The prediction function $f_k$ only depends on the component $j'$ and thus we can define the univariable function $f^*_k(x_{j'}) := f_k(x)$. Applying Lemma 1 with $g = f^*_k$ shows the claim for trees in $M_1$. By additivity, since the claim holds for all trees in $M_1$ and $M_2$, the claim of Proposition 1 follows.

Remark 1 (Practical consequences).

- Up to a vertical shift, the SHAP dependence plot corresponds to the PDP (and any ICE curve) evaluated at unique values of $x_{ij'}$.
- Just like the PDP, the SHAP dependence plot can be interpreted ceteris paribus. Thus, it gives a complete description of the effect of $x_{j'}$.
- Two observations with equal value in the $j'$-th feature will receive the same SHAP value for that feature.
- The result holds for models with any number of additive features.

Remark 2 (Case weights). It is easy to see that the proof of Proposition 1 also works in modeling situation involving case weights, just with different constants.

Remark 3 (Link functions). For models involving a link function, some implementations of TreeSHAP provide SHAP values on the link scale. In such a case, the correspondence with the PDP will occur on the link scale, see Section 3 for an example with a log link.

Remark 4 (Monotonicity). In addition to using interaction constraints or limiting the maximum tree depth to 1, most boosted trees implementations allow to force some effects to be monotonically increasing or decreasing. This provides another way to structure a model. For additive features, thanks to the ceteris paribus interpretation implied by Proposition 1, monotonicity is visible not only in the PDP, but also in the SHAP dependence plot.
3 Illustration

To illustrate the main result, we use a subset of an insurance dataset from OpenML (ID 42876) [https://www.openml.org/d/42876](https://www.openml.org/d/42876) synthetically generated by Colin Priest. It describes workers compensation claims regarding their ultimate loss, the initial claim amount, and other information.

We will first describe all relevant variables and then study the result of two boosted trees models for the ultimate loss. The first model is additive in all covariates, while the second model is additive only in some of the features.

3.1 Data

The prepared data contains 82,017 observations of the ultimate claim amount in USD (= the model response Ultimate) and the following ten features:

- *LogInitial*: Logarithmic initial case reserve in USD
- *LogWeeklyPay*: Logarithmic salary per week in USD
- *LogDelay*: Logarithmic number of days from accident to reporting
- *LogAge*: Logarithm of age of worker
- *DateNum*: Decimal year (1988 - 2007)
- *PartTime*: Dummy (1: part time worker, 0: full time worker)
- *Female*: Dummy (1: Female, 0: Other)
- *Married*: Dummy (1: Married, 0: Other)
- *WeekDay*: Weekday (1: Monday, 7: Sunday)
- *Hour*: Hour of accident (0-23)

Example rows of the prepared data look as follows:

| Ultimate | LogInitial | LogWeeklyPay | LogDelay | LogAge | DateNum |
|----------|------------|--------------|----------|--------|---------|
| 102.00   | 9.16       | 6.21         | 2.48     | 3.81   | 2005.   |
| 1451.00  | 8.01       | 5.65         | 3.00     | 3.69   | 1995.   |
| 320.00   | 6.91       | 6.25         | 3.69     | 3.91   | 2002.   |
| 108.00   | 4.70       | 5.30         | 2.94     | 2.94   | 1995.   |
| 7111.00  | 9.18       | 6.64         | 3.22     | 2.94   | 2005.   |
| 8379.00  | 9.16       | 5.30         | 4.19     | 3.04   | 2002.   |

| PartTime | Female | Married | WeekDay | Hour |
|----------|--------|---------|---------|------|
| 0        | 0      | 0       | 4       | 9    |
| 0        | 0      | 1       | 3       | 15   |
| 0        | 1      | 0       | 4       | 7    |
| 0        | 0      | 0       | 4       | 14   |
| 0        | 0      | 0       | 5       | 14   |
| 0        | 1      | 0       | 3       | 12   |

The response and the features are summarized by Figures 1–3.
Figure 1: Histogram of (logarithmic) response.

Figure 2: Histograms of continuous features.
3.2 Models

We consider two Gamma regression models fitted with XGBoost (and using an implicit log link). The models are trained on 80% randomly selected rows. The inspection by PDPs and SHAP dependence plots is done on 1000 rows sampled from the training data. In order to better compare the two types of plots, and in line with Proposition 1, we evaluate the PDPs at all unique feature values of the subsample and shift the SHAP values vertically such that they are placed slightly below the PDP. The plots are shown on the log link scale.

3.2.1 Additive XGBoost model

The first model represents each feature additively, mimicking a generalized additive Gamma regression without interactions. This is enforced by setting the tree depth to one (\texttt{max_depth = 1}). The other parameters were chosen by random grid search using five-fold cross-validation on the training data. The number of boosting rounds (484) was found by early stopping.

Figure 4 indicates that the SHAP dependence plots are indeed parallel to the PDPs. Thus, we can interpret a SHAP dependence plot like a PDP: For instance, we can say that the effect of being female increases the log expected ultimate by about $8.85 - 8.53 = 0.32$, everything else being fixed. By the absence of interaction effects, this serves as a complete description of the effects.

3.2.2 Partly additive XGBoost model

The second model is constructed such that \texttt{DateNum} and \texttt{Female} receive additive effects, while letting other feature pairs interact with each other.
Figure 4: PDPs and (shifted) SHAP dependence plots for selected features of the additive model. The two types of plots are parallel.
Figure 5: PDPs and (shifted) SHAP dependence plots of selected features for the partly additive model. The two types of plots are parallel only for DateNum and Female, i.e., the additively modeled covariates.

This structure is achieved by setting `max_depth = 2` and using interaction constraints `list(c(0, 1, 2, 3, 5, 7, 8, 9), 4, 6)` (the 0-based indices 4 and 6 represent the two additive features). Further parameters were found by a similar strategy as in the first model. The partly additive model is built from 202 trees. Figure 5 shows that the two additively modeled features yield SHAP dependence plots perfectly parallel to the PDPs. For the other features, the SHAP dependence plots show vertical scatter, indicating interaction effects.

4 Discussion

We have investigated the question how to interpret SHAP dependence plots of features modeled additively in a boosted trees model. Thanks to the correspondence with PDPs, they can be interpreted ceteris paribus. For such variables, one can examine either SHAP dependence plots or PDPs, whichever is more appropriate. For example, if the model has an additive treatment effect and involves interactions between other covariates, then one can study SHAP dependence plots to see the ceteris paribus effect of treatment and still get information on interaction effects.
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Appendix: R Code

The following R code completely reproduces the results of Section 3.

```r
# R 4.2.0
library(OpenML) # 1.10
library(farff) # 1.1.1
library(tidyverse) # 1.3.1
library(lubridate) # 1.8.0
library(withr) # 2.5.0
library(xgboost) # 1.6.0.1

# Download and save dataset

main <- file.path("r", "workers_compensation")
raw_file <- file.path(main, "raw.rds")
if (!file.exists(raw_file)) {
  if (!dir.exists(main)) {
    dir.create(main)
  }
  raw <- tibble(getOMLDataSet(data.id = 42876)$data)
  saveRDS(raw, file = raw_file)
} else {
  raw <- readRDS(raw_file)
```
# Preprocessing

# Clip small and/or large values

clip <- function(x, low = -Inf, high = Inf) {
  pmax(pmin(x, high), low)
}

prep <- raw %>%
  filter(WeeklyPay >= 200, HoursWorkedPerWeek >= 20) %>%
  mutate(
    Ultimate = clip(UltimateIncurredClaimCost, high = 1e6),
    LogInitial = log(clip(InitialCaseEstimate, 1e2, 1e5)),
    LogWeeklyPay = log(clip(WeeklyPay, 100, 2000)),
    LogAge = log(clip(Age, 17, 70)),
    Female = (Gender == "F") * 1L,
    Married = (MaritalStatus == "M") * 1L,
    PartTime = (PartTimeFullTime == "P") * 1L,
    DateTimeOfAccident = as_datetime(DateTimeOfAccident),
    LogDelay = log1p(
      as.numeric(ymd(DateReported) - as_date(DateTimeOfAccident))
    ),
    DateNum = decimal_date(DateTimeOfAccident),
    WeekDay = wday(DateTimeOfAccident, week_start = 1),
    Hour = hour(DateTimeOfAccident)
  )

# Lost claim amount -> in practice, use a correction factor (0.01)
1 - with(prep, sum(Ultimate) / sum(UltimateIncurredClaimCost))

# Variable groups

y_var <- "Ultimate"
x_continuous <- c("LogInitial", "LogWeeklyPay", "LogDelay", "LogAge", "DateNum", "Hour")
x_discrete <- c("PartTime", "Female", "Married", "WeekDay")
x_vars <- c(x_continuous, x_discrete)

# Some rows
prep %>%
  select(all_of(c(y_var, x_vars))) %>%
  head()

# Histogram of the response on log scale
ggplot(prep, aes(.data[[y_var]])) +
```r
geom_histogram(bins = 19, fill = "darkred") + scale_x_log10()
# ggsave("response.pdf", width = 5, height = 3)

# Histograms of continuous predictors
prep %>%
  select(all_of(x_continuous)) %>%
  pivot_longer(everything()) %>%
  ggplot(aes(value)) + geom_histogram(bins = 19, fill = "darkred") + facet_wrap(~ name, scales = "free")
# ggsave("histograms.pdf", width = 6, height = 3.5)

# Barplots of discrete predictors
prep %>%
  select(all_of(x_discrete)) %>%
  pivot_longer(everything()) %>%
  ggplot(aes(factor(value))) + geom_bar(fill = "darkred") + facet_wrap(~ name, scales = "free")
# ggsave("barplots.pdf", width = 6, height = 4)

#=================================================================
# Data splits for models
#=================================================================
with_seed(656,
  .in <- sample(nrow(prep), 0.8 * nrow(prep), replace = FALSE)
)

train <- prep[.in, ]
test <- prep[-.in, ]
y_train <- train[[y_var]]
y_test <- test[[y_var]]
X_train <- prep[.in, x_vars]
X_test <- prep[-.in, x_vars]

#=================================================================
# Functions
#=================================================================

# Model agnostic PDP, not the fast one for trees
partial_dependence <- function(model, v, data) {
  grid <- unique(data[, v])
  pd <- numeric(length(grid))
  for (i in seq_along(grid)) {
    data[, v] <- grid[i]
    pd[i] <- mean(
      predict(model, data.matrix(data), outputmargin = TRUE)
    )
  }
  setNames(data.frame(grid, pd), c("value", "prediction"))
}
```
shap <- function(model, v, data) {
  s <- predict(model, data.matrix(data), predcontrib = TRUE)
  data.frame(value = data[, v], prediction = s[, v])
}

pdp_shap <- function(model, v, data) {
  pd <- partial_dependence(model, v, data)
  shp <- shap(model, v, data)
  eps <- diff(range(pd$prediction)) / 40

  # Shift SHAP values a bit (otherwise they would overlap PD)
  m <- pd[1, "value"]
  shift_shp <- pd[pd$value == m, "prediction"] -
              mean(shp[shp$value == m, "prediction"])
  shp <- transform(shp, prediction = prediction + shift_shp - eps)
  dat <- bind_rows(list(PD = pd, SHAP = shp), .id = "Type")
  cbind(dat[order(dat$Type, decreasing = TRUE), ], Feature = v)
}

pdp_shap_multi <- function(model, vs, data) {
  dat <- bind_rows(lapply(vs, function(v) pdp_shap(model, v, data)))
  ggplot(dat, aes(value, prediction, Type, color = Type)) +
  geom_point(alpha = 0.8, size = 0.6) +
  facet_wrap(reformulate("Feature"), scales = "free") +
  scale_color_viridis_d(begin = 0.2, end = 0.8) +
  theme(legend.position = "top")
}

# XGBoost: Additive model

nrounds <- 484

params <- list(
  learning_rate = 0.1,
  objective = "reg:gamma",
  max_depth = 1,
  colsample_bytree = 1,
  subsample = 1,
  reg_alpha = 3,
  reg_lambda = 1,
  tree_method = "hist",
  min_split_loss = 0.001,
  nthread = 7 # adapt
)

dtrain <- xgb.DMatrix(data.matrix(X_train), label = y_train)

with_seed(3089,
  xgb_add <- xgb.train(
    params = params, data = dtrain, nrounds = nrounds
  )
)
# Inspect
with_seed(536,
    X_small <- data.frame(sample_n(X_train, 1000))
)
vs <- c("Female", "DateNum", "LogInitial", "Married")
pdp_shap_multi(xgb_add, vs, X_small)
# ggsave("xgb_add.pdf", width = 6, height = 5)

#----------------------------------
# XGBoost: Partly additive model
#----------------------------------

# Build interaction constraint vector
additive <- c("Female", "DateNum")
ic <- c(
    list(which(!(x_vars %in% additive)) - 1),
    as.list(which(x_vars %in% additive) - 1)
)
ic

nrounds2 <- 202
params2 <- list(
    learning_rate = 0.1,
    objective = "reg:gamma",
    max_depth = 2,
    interaction_constraints = ic,
    colsample_bynode = 0.8,
    subsample = 1,
    reg_alpha = 0,
    reg_lambda = 2,
    min_split_loss = 0,
    tree_method = "hist",
    nthread = 7
)

with_seed(839,
    xgb_part_add <- xgb.train(
        params = params2, data = dtrain, nrounds = nrounds2
    )
)
pdp_shap_multi(xgb_part_add, vs, X_small)
# ggsave("xgb_part_add.pdf", width = 6, height = 5)