Abstract

Digitizing physical objects into the virtual world has the potential to unlock new research and applications in embodied AI and mixed reality. This work focuses on recreating interactive digital twins of real-world articulated objects, which can be directly imported into virtual environments. We introduce Ditto to learn articulation model estimation and 3D geometry reconstruction of an articulated object through interactive perception. Given a pair of visual observations of an articulated object before and after interaction, Ditto reconstructs part-level geometry and estimates the articulation model of the object. We employ implicit neural representations for joint geometry and articulation modeling. Our experiments show that Ditto effectively builds digital twins of articulated objects in a category-agnostic way. We also apply Ditto to real-world objects and deploy the recreated digital twins in physical simulation. Code and additional results are available at https://ut-austin-rpl.github.io/Ditto/

1. Introduction

Synthetic data has played a steadily more vital role in fueling emerging AI applications, from training and prototyping computer vision models [20,42] to teaching robots to perform physical tasks [2,28,57]. As modern AI models become larger and increasingly data-hungry, virtual platforms and synthetic datasets supply a massive amount of cheap training data. For vision models to benefit from synthetic data, realism is key — the distribution mismatch between the real and virtual worlds hinders the generalization of models trained in simulation. A promising path towards closing the reality gap is digitizing physical objects and recreating them in virtual environments. Research on 3D vision and SLAM [3,12,34,35,53] has made significant advances in capturing realistic objects and scenes with static 3D models. Nonetheless, the burgeoning body of embodied AI and mixed reality research calls for interactive digital twins of physical objects that can be spawned in simulated environments and interact with virtual agents. Building digital twins of articulated objects is particularly challenging as it requires not only a good understanding of its overall geometry but the part compositions as well as the kinematic relations between the parts.

Recent efforts in embodied AI platforms [22,23,50] have incorporated interactive articulated objects, such as cabinets and drawers, in simulated household environments and employed them for training virtual agents. Even so, they heavily rely on graphics designers and engineers to author and curate the object models, limiting the scalability of the asset acquisition process. Developing vision-based methods to automate the estimation [1,17] and reconstruction [33] of articulated objects has been an active line of research, accelerated by new tools developed from the 3D vision community, including geometric deep learning [19,37,39] and implicit neural representations [10,36]. The majority of prior work focuses on solving individual components of the problem rather than constructing a full-fledged model. Several recent works [24,52] have studied the joint learning of part segmentation and joint estimation. However, they infer part-level geometry on the point cloud which cannot be used for physical simulation, because physical simulation requires compact geometry of the object such as the mesh.
for collision computation.

Departing from prior work, we seek the full-fledged virtual recreation of articulated physical objects from unknown categories. These digital twins of articulated objects represent the geometry and physics of individual object parts and their articulation relations (e.g., prismatic or revolute joints). Category-agnostic articulation estimation from a single image is inherently ambiguous. The parts may move along a prismatic axis or rotate around a revolute axis depending on the underlying kinematic joints. Following pioneer work on the interactive perception of articulated objects [14, 29], we propose to infer the digital twins from visual observations collected before and after articulated motions (see Fig. 1). This task comprises three intimately connected challenges: object part segmentation based on motion cues, part reconstruction from a partial point cloud, and articulation estimation of unknown joint types.

We introduce Ditto (Digital twin of articulated objects), an implicit neural representation-based model that jointly predicts part-level geometry and kinematic articulation between the parts. We employ implicit neural representations [6, 31, 38, 45] to encode continuous and high-resolution 3D information. Ditto is built on top of ConvONets [40], which learns local implicit fields based on convolutional feature grids. The input to Ditto is partial point cloud observations of an articulated object before and after interaction with one of its parts. The key technical challenge is to establish correspondences between these two partial observations. To achieve this, we encode the point clouds with PointNet++ [41] into two sets of subsampled point features. Then we fuse these two sets of point features with a self-attention layer [51] and decode the fused subsampled features into dense point features. We construct structured feature grids from the decoded point features. A local feature can be computed from the feature grids at a query 3D coordinate. We learn an implicit occupancy decoder and an implicit segmentation decoder that maps from a 3D coordinate and its local feature to the occupancy/part segmentation label at that coordinate to reconstruct part-level geometry. We use another set of implicit decoders that densely predict the relative joint parameters at each query point. Such dense articulation prediction brings forth more robust articulation estimation than predicting the joint parameters globally.

We evaluate our approach on two datasets of articulated objects [1, 52]. Our results demonstrate that Ditto accurately reconstructs part-level geometry and articulation model in a category-agnostic fashion. Ditto achieves superior results across all datasets and metrics compared with the baselines. Furthermore, we apply our method to real-world articulated objects for recreating digital twins. We provide examples of instantiating digital twins in simulation for a virtual robot to interact and transfer the interaction back to the real world.

2. Related Work

Articulation Model Estimation. Probabilistic methods [8, 46–49] are first used to estimate the articulation relationships between different parts of an articulated object. As articulation can be ambiguous to infer from a single observation, interactive perception methods [4, 14, 21, 29, 30] have been employed to estimate articulation from action-generated visual stimuli. Conventional methods take a series of sensory observations as input and rely on markers or handcrafted features to track the mobile parts. Recently, deep learning methods have been developed for articulation estimation from raw sensory data [1, 16, 17, 26]. Most of these works primarily focus on predicting the articulation parameters. In contrast, our method jointly reconstructs the full 3D geometry and estimates the articulation model.

3D Reconstruction of Articulated Objects. 3D models of articulated objects encode articulation and geometry properties of the objects. Pioneer work from Huang et al. [15] uses structure from motion to reconstruct the full point cloud of the object and segment the point cloud using feature-based correspondence. More recently, learning-based methods [24, 52] are developed to predict part segmentation together with joint parameters. These works reason about the part-level geometry on the point cloud, which lacks the mesh information required for physical simulation. A series of methods on reconstructing deformable object [5, 55, 56] use articulated bones to represent articulation. These representations loosely constrain the motions of object parts. In contrast, the digital twins require accurate part-level geometry and precise articulation modeling to be simulated in a physics engine.

Closest to our work is A-SDF [33], which learns a deep signed function for articulated objects from which a 3D mesh can be extracted. It uses a separate latent code to model the articulation state implicitly. Instead, our method builds full 3D meshes for each part and models their articulations explicitly. The resultant digital twin can spawn in virtual environments for physical interaction.

Implicit Neural Representations. Our method builds on top of recent work on implicit neural representations [6, 31, 38]. These works encode a 3D shape with the iso-surface of an implicit function. These implicit models are parametrized with deep networks so that they are capable of representing complex shapes smoothly and continuously in high resolution. Aiming at better scalability and finer details, several approaches [13, 25, 40] learn local implicit decoders and condition the implicit representations on local features instead of a global shape feature. Specifically, our model extends ConvONets [40] with a stronger encoder and a fusing module for processing two input data streams.

Physical Simulation with Articulated Objects. Physical simulators have become a vital tool for embodied AI re-
search. A growing trend is shifting from static 3D scenes for visual navigation [22,44,57] to interactive environments that support physical interaction between the robot and the objects [9,23,50]. Interactive 3D assets are the key elements to construct these simulators. Existing interactive 3D assets are mostly authored and refined by 3D artists [32,50,52,54] or procedurally generated [1]. Our method builds interactive digital twins of daily articulated objects directly from visual observations. It has the potential to accelerate the acquisition of realistic interactive 3D assets.

3. Problem Formulation

We study the problem of recreating interactive digital twins of articulated objects from a pair of sensory observations before and after an interaction. Digital twins are commonly represented in standard 3D formats, such as URDF, such that they can be imported into physics engines. To enable physical interaction in the virtual world, a digital twin of an articulated object constitutes a kinematic tree, where the nodes define the geometry and physical properties (e.g., mass and friction) of individual parts and the edges define the kinematic joints between the parts. This work focuses on estimating part geometry and kinematic articulation while setting the physical properties to default values based on real-world statistics.

Given an articulated object from an unknown category, we interact with the object to change the articulation state. Without the loss of generality, we assume only one part is moved after the interaction, which we call the mobile part. The input to our method is a pair of point cloud observations \( \mathcal{P}_1, \mathcal{P}_2 \in \mathbb{R}^{N \times 3} \) of the articulated object before and after an interaction. \( N \) is the number of input points. The objective is to segment and reconstruct the 3D geometry for static and mobile parts, estimate the joint parameters that connect these two parts, and relative change of the joint states.

For articulation estimation, we consider the 1D revolute joints and 1D prismatic joints. We follow the parameterization of joints in [24]. The parameters of a prismatic joint consist of the direction of the translation axis \( \mathbf{u}^p \in \mathbb{R}^3 \) and the joint state \( c^p \). The joint state \( c^p \) is defined as the relative translation distance between the two observations. The parameters of a revolute joint consist of the direction of the revolute axis \( \mathbf{u}^r \in \mathbb{R}^3 \), a pivot point \( \mathbf{q} \in \mathbb{R}^3 \) on the revolute axis and the joint state \( c^r \). The joint state \( c^r \) is defined as the relative rotation angle between the two observations.

4. Method

We now present Ditto, a learning framework that builds digital twins of articulated objects through interactive perception. Ditto jointly learns part-level geometry reconstruction and articulation model estimation with structured feature grids and unified implicit neural representations. Fig. 2 illustrate the overall model architecture. Ditto consists of a two-stream encoder that fuses two input point clouds and multiple implicit decoders for geometry and articulation. The model is jointly optimized with a combination of loss functions on geometry reconstruction and articulation estimation. Upon inference, we extract explicit models of articulated objects from the implicit decoders.

4.1. Two-Stream Encoder

To jointly learn the 3D reconstruction and articulation model estimation, we need to extract features that fuse the information from the input pair of point clouds. We build our encoder based on ConvONets [40], the state-of-the-art implicit representation-based 3D reconstruction method.

We use an attention layer [51] to fuse the two sets of point features of two input point clouds. The complexity of attention operations exhibits quadratic growth with respect to the number of points. To process more dense point clouds
which capture finer details of the object, we use a PointNet++ [41] encoder \( \mu_{\text{enc}} \) to obtain two sets of subsampled point features \( f_1 = \mu_{\text{enc}}(P_1) \) and \( f_2 = \mu_{\text{enc}}(P_2) \), where \( f_1, f_2 \in \mathbb{R}^{N \times d_{\text{sub}}} \), \( N' < N \) is the number of the subsampled points, and \( d_{\text{sub}} \) is the dimension of the subsampled point features. A scaled dot-product attention operation is applied to these subsampled feature points

\[
\text{Attn}_{12} = \text{softmax} \left( \frac{f_1 f_2^T}{\sqrt{d_{\text{sub}}}} \right) f_2, \quad f_{12} = [f_1, \text{Attn}_{12}].
\]

The fused subsampled point features \( f_{12} \in \mathbb{R}^{N' \times 2d_{\text{sub}}} \) is the concatenation of the \( f_1 \) and the output of attention. Then we use two PointNet++ decoder \( \nu_{\text{geo}} \) and \( \nu_{\text{art}} \) to propagate the fused subsampled point features into dense features aligned with the original points

\[
f_{\text{geo}} = \nu_{\text{geo}}(f_{12}) \quad \text{and} \quad f_{\text{art}} = \nu_{\text{art}}(f_{12}),
\]

where \( f_{\text{geo}}, f_{\text{art}} \in \mathbb{R}^{N \times d_{\text{pose}}} \) are \( d_{\text{pose}} \)-dim point features aligned with \( P_1 \). We use two separate sets of dense point features because geometry reconstruction mainly exploits the static observation, while the articulation estimation relies more on the correspondence between two observations. Also, these features are processed separately. \( f_{\text{geo}} \) is projected into 2D feature planes and \( f_{\text{geo}} \) is projected into voxel grids as in the ConvONets [40]. The points that fall into the same pixel cell or voxel cell are aggregated together via max pooling. This projection operation greatly reduces the computation cost while keeping the spatial distribution of feature points. We apply the projection to three canonical planes \( c \) and a coarse voxel grid \( v \). The resulting feature planes and grid are processed with independent 2D and 3D UNets [43]. The output voxel feature grid is used for the geometry implicit decoder, and the feature planes are used for the articulation implicit decoders. Because geometry reconstruction requires dense feature grids for fine-grained and local reasoning, while sparse feature planes are sufficient for articulation estimation.

### 4.2. Implicit Decoders

Motivated by recent works that demonstrate the continuity and versatility of implicit neural representations [11, 18, 31, 38], we design implicit decoders for both geometry and articulation reasoning. As both tasks require reasoning about fine-grained geometry details, we condition the implicit decoders on local features. These local features can be computed from the feature grid/planes using trilinear/bilinear sampling given a query 3D coordinate \( p \in \mathbb{R}^3 \).

#### 4.2.1 Geometry Implicit Decoder

Our geometry implicit decoder is a mapping from a coordinate \( p \in \mathbb{R}^3 \) to the occupancy probability \( o(p) \) at the coordinate. The occupancy \( o(p) \) should be 1 if the point \( p \) is occupied by the object and 0 otherwise. We query the local feature \( \psi^c_p \) from the feature grid \( v \) using trilinear sampling. Conditioned on the query point coordinate \( p \) and local feature \( \psi^c_p \), our geometry implicit decoder predicts the occupancy probability:

\[
f_{\theta_{\text{geo}}}(p, \psi^c_p) \rightarrow o(p).
\]

#### 4.2.2 Articulation Implicit Decoders

Our articulation implicit decoders map from an arbitrary point \( p_{m} \) inside the object to the segmentation label and joint parameters with respect to this point. We only consider the space inside the object because articulation is only meaningful for points in this space. We query the local feature \( \psi^c_{p_m} \) from the feature planes \( c \) using bilinear sampling.

**Segmentation.** Since we assume that only one joint’s state is changed due to the interaction, we can segment the object into the static and mobile parts during each interaction. Therefore we predict a binary segmentation label \( s(p_{m}) \) where 0 stands for the static part and 1 stands for the mobile part. Our segmentation implicit decoder predicts the segmentation probability conditioned on the local feature:

\[
f_{\theta_{\text{seg}}}(p_{m}, \psi^c_{p_m}) \rightarrow s(p_{m}).
\]

**Joint Parameters.** Even though the joint is a global property of an articulated object, we use a per-point representation to better utilize our structured feature representation and get a more robust estimation through voting. We share the feature planes for articulation and segmentation prediction since the articulation can be inferred from motion cues like segmentation. First, we use an implicit decoder to predict joint type \( p_{j\text{type}} \):

\[
f_{\theta_{\text{type}}}(p_{m}, \psi^c_{p_m}) \rightarrow p_{j\text{type}}(p_{m}).
\]

Then we use two implicit decoders to predict parameters and states of prismatic joints and revolute joints. The prismatic joint is defined by its translation axis direction, a 3D unit vector \( u^p \). The joint state is the translation distance \( c^p \) resulting from the interaction. Revolute joint parameters include the rotation axis direction \( u^r \). Different from the prismatic joint, the position of the revolute joint axis also matters. We follow Li et al. [24] and define the joint position with respect to point \( p_{m} \) as the projection of \( p_{m} \) to the axis, represented by a 3D unit vector for the projection direction \( d^r_{p_m} \) and a scalar \( h^r_{p_m} \) for the projection distance. The joint state of the revolute joint is the rotation angle \( c^r \) resulting from the interaction. We directly predict these parameters with the implicit decoders:

\[
\begin{align*}
&f_{\theta_{\text{type}}}(p_{m}, \psi^c_{p_m}) \rightarrow [u^p, c^p], \\
&f_{\theta_{\text{type}}}(p_{m}, \psi^c_{p_m}) \rightarrow [u^r, d^r_{p_m}, h^r_{p_m}, c^r].
\end{align*}
\]
4.3. Training

Our method does not assume known joint types during inference. Therefore, the model can be trained with data from different categories. The loss for training consists of two parts: the geometry loss and the joint loss. The geometry loss optimizes the part-level geometry reconstruction, and the joint estimation loss optimizes joint estimation.

**Geometry Loss.** We apply standard binary cross-entropy losses on occupancy and segmentation predictions,

\[
L_{\text{occ}} = \sum_{p} BCE(o(p), \hat{o}(p)), \\
L_{\text{seg}} = \sum_{p, m} BCE(s(p_m), \hat{s}(p_m)),
\]

where \(\hat{o}(p)\) is the ground truth occupancy at \(p\) and \(\hat{s}(p_m)\) is the ground truth segmentation label at \(p_m\).

**Joint Loss.** We have three implicit decoders that predict joint type, prismatic joint parameters, and revolute joint parameters respectively. For joint type prediction, we apply the standard binary cross entropy loss. The joint type loss is denoted as \(L_{\text{type}} = \sum_{p, m} BCE(p_{\text{type}}(p_m), \hat{t})\), where \(\hat{t}\) is the ground truth joint type.

**Prismatic Joint.** We penalize the orientation difference between the estimated joint axis and the ground truth one with loss \(L_{\text{ori}_p} = \arccos(\hat{u}^p \cdot \hat{u}^p)\). The state prediction is optimized with simple \(\ell_1\) loss \(L_{\text{state}_p} = |\vec{c}^p - \vec{\hat{c}}^p|\), where \(\vec{\hat{c}}^p\) is the ground truth joint state. Besides, we also minimize the difference between the predicted placement and ground truth one. The state prediction and parameter prediction can be jointly optimized with this loss \(L_{\text{disp}_{p}} = ||\vec{c}^p \hat{u}^p - \vec{\hat{c}}^p \hat{u}^p||\). All together we have joint loss of the prismatic joint

\[
L_{\text{param}_{p}} = \sum_{p_m}(L_{\text{ori}_{p_m}} + L_{\text{state}_{p_m}} + L_{\text{disp}_{p_m}}).
\]

**Revolute Joint.** The loss for axis orientation and joint state of the revolute joint is the same as the prismatic joint, denoted as \(L_{\text{ori}_r}\) and \(L_{\text{state}_r}\). We apply the same loss for orientation of the projection direction \(d_{p_r}\) and projection distance \(h_{p_r}\) which are added together to form \(L_{\text{param}_{r}}\). Thanks to our dense joint representation, displacement based loss can be also applied to revolute joint parameters prediction.

For each point \(p_m\), we compute predicted rotation matrix \(R_{p_m}\) and ground truth one \(R_{p_m}\) based on predicted and ground truth axis orientation and rotation angle. We also locate the estimated pivot point on the axis \(q_{p_m} = p_m + h_{p_m} \hat{d}_{p_m}\). Then the displacement can be computed as \(\hat{I}_{p_m} = R_{p_m}(p_m - q_{p_m}) + q_{p_m}\). The ground truth displacement \(I_{p_m}\) can be computed similarly with the ground truth parameters. And the displacement loss \(L_{\text{disp}_{p}} = ||I_{p_m} - \hat{I}_{p_m}||\). Moreover, we apply an extra loss on rotation matrix following ScrewNet [17] \(L_{\text{rot}_{p}} = \|I_{3,3} - R_{p_m}\hat{R}_{p_m}^{T}\|\). All together we have joint loss of the revolute joint

\[
L_{\text{param}_{r}} = \sum_{p_m}(L_{\text{ori}_r} + L_{\text{state}_r} + L_{\text{pos}_r} + L_{\text{disp}_{r}} + L_{\text{rot}_{r}}).
\]

Since the joint type is unknown, we need to dynamically apply the prismatic or revolute joint loss based on the joint type. The full loss is

\[
L = L_{\text{occ}} + L_{\text{seg}} + L_{\text{type}} + \mathbb{1}_p L_{\text{param}_{p}} + \mathbb{1}_r L_{\text{param}_{r}},
\]

where \(\mathbb{1}_p\) and \(\mathbb{1}_r\) are indicators of whether the ground truth joint type is prismatic or revolute.

4.4. Explicit Articulated Object Extraction

We need to extract the explicit part-level meshes and articulation model from the learned implicit representation to build interactive digital twins that can be spawned in a virtual environment.

**Part-Level Mesh Extraction.** To reconstruct part-level meshes, we mask the occupancy query results with segmentation query results. The occupancy query results of mobile part and static part are

\[
o_m(p) = \mathbb{1}[o(p) > t_{\text{occ}}] \mathbb{1}[s(p) > t_{\text{seg}}], \\
o_s(p) = \mathbb{1}[o(p) > t_{\text{occ}}] \mathbb{1}[s(p) \leq t_{\text{seg}}],
\]

where \(t_{\text{occ}}\) and \(t_{\text{seg}}\) are thresholds for the predicted occupancy and segmentation probability. Then we apply Multiresolution IsoSurface Extraction [31] and Marching Cube [27] to extract per-part surface meshes.

**Global Articulation Model Extraction.** We use a simple average voting strategy to aggregate the dense joint prediction. During the mesh extraction, we can sample numerous points inside the mesh with their predicted label. Because the object’s motion determines the articulation model, we only let points inside the mobile part vote for the global joint. For joint axis direction and joint state of both types of joint, we average all mobile points’ predictions. As for the position of the revolute axis, we compute the pivot point coordinate of each mobile point using the predicted projection direction and distance. Then we average the results of all mobile points and get the estimated pivot point on the axis.

5. Experiments

We examine Ditto’s ability to recreate digital twins of articulated objects. We first perform systematic quantitative evaluations on two 3D asset datasets, showing that Ditto can accurately reconstruct the geometry and estimate the articulation model. We then qualitatively show that our method generalizes well to objects in the real world.
| Dataset               | Method                  | Geometry | Joint |
|----------------------|-------------------------|----------|-------|
|                      |                         | Whole Chamfer Distance ↓ | Mobile Chamfer Distance ↓ | Prismatic Angle Err ↓ | Revolute Angle Err ↓ | Pos Err ↓ |
| Synthetic Dataset [1] | A-SDF [33]              | 2.48     | -     | -     | -     | -     |
|                      | Correspondence [7]      | 2.13     | 93.2  | 10.3  | 46.5  | 0.46  |
|                      | Global Joint [17]       | 0.54     | 37.7  | 0.69  | 52.0  | 0.13  |
| Ditto (Ours)         |                         | 0.38     | 0.21  | 0.06  | 0.72  | 0.03  |
| Shape2Motion [52]    | Correspondence [7]      | 2.22     | 35.7  | 15.2  | 45.5  | 0.28  |
|                      | Global Joint [17]       | 0.90     | 64.9  | 1.36  | 79.8  | 0.17  |
|                      | Share Feature           | 0.75     | 10.7  | 0.07  | 2.22  | 0.04  |
|                      | Concat Fusion           | 0.97     | 3.09  | 0.17  | 3.13  | 0.03  |
|                      | Share Decoder           | 0.68     | 3.30  | 0.19  | 1.93  | 0.02  |
| Ditto (Ours)         |                         | 0.72     | 0.42  | 0.08  | 1.36  | 0.02  |

Table 1. Quantitative results of geometry reconstruction and articulation estimation on Shape2Motion [52] and synthetic [1] datasets.

5.1. Datasets

We conduct experiments on two 3D articulated object datasets, the synthetic objects dataset provided by Abbatematteo et al. [1] and the Shape2Motion dataset [52]. The synthetic dataset contains procedurally generated articulated objects. Shape2Motion contains human-designed objects. We select four categories from each dataset. During data generation, we randomly spawn an object in simulation and set the object into random start and end states to mimic articulated motions. In each state, we fuse multi-view depth images into point cloud observation. Even though we use multi-view depth images, the point cloud may still be incomplete due to the self-occlusion of the objects. We generate occupancy data points for each part separately for ground truth geometry and aggregate the samples to get shape-level occupancy and segmentation. Ground-truth articulation and occupancy are directly acquired from the simulator.

5.2. Baselines

A-SDF. A-SDF [33] is the closest work to ours, given that no existing method is designed specifically for the full-fledged virtual recreation of articulated objects. There are two main differences between A-SDF and our work. First, A-SDF is a category-level model that assumes the same kinematic tree structures of objects in the same category. Second, it estimates the articulation model implicitly rather than explicitly. Accordingly, we train one A-SDF model for each category and evaluate only the geometry reconstruction result on the synthetic dataset.

Correspondence. We first train an FCGF [7] feature extractor on the whole dataset. Then we use the extracted features to find point correspondence across the observations before and after the interaction. An articulation model is fitted based on correspondence and using the non-linear least square algorithm. Besides, we use correspondence to compute the moving distance of every point and segment the mobile points with a threshold of 0.02 on this distance. We reconstruct the mesh of segmented points using a ConvNet [40] trained for part reconstruction. This baseline has the same output as Ditto.

Global Joint. To validate our choice of dense joint representation, we modify our model and use decoders that predict joint parameters from a global feature. Since the pivot point of a revolute joint axis is ambiguous, i.e., it can move along the axis, we adopt the screw-based joint parametrization in ScrewNet [17]. We also apply the loss function of ScrewNet to train the model.

In addition to the baselines above, we validate our design choices with the following ablated versions of our model:

Concat Fusion. Instead of the attention-based fusion, it directly concatenates the structured features of the pair of point clouds and conditions the local implicit decoders on the concatenated features.

Share Feature. We use 3D feature grids for occupancy prediction and 2D feature planes for segmentation and joint prediction in our current model. This ablated version shares the 3D and 2D features for both geometry and articulation.

Share Decoder. In our current model, we use two separate decoders in PointNet++ for geometry and articulation. This ablated version uses a shared decoder instead.

5.3. Evaluation Metrics

Part-level Geometry. To evaluate the quality of the reconstructed part-level mesh, we use Chamfer-ℓ₁ distance (CD) as the evaluation metric. Apart from the CD between the whole reconstructed mesh and the ground truth, we also evaluate the CD of the segmented mobile part because it is the only interactable region of the object. CD shown are multiplied by 1000 as in A-SDF [33].
Articulation Model. For both types of joints, we measure the orientation error (Angle Err). For the revolute joint, we also measure the position error (Pos Err) using the distance between the predicted and ground truth rotation axis.

5.4. Articulated Object Reconstruction

The quantitative results are shown in Tab. 1. On both datasets, Ditto gets significantly better results on all metrics compared with the baselines. Both the Correspondence [7] and Global Joint [17] baselines perform poorly on articulation estimation. As shown in Fig. 3, while the baseline methods produce overall well-reconstructed shapes, the predicted mobile parts have many artifacts. In contrast, Ditto achieves precise part-level geometry reconstruction as well as accurate joint estimation.

Due to the two-stage design, the Correspondence baseline highly relies on a learned disentangled feature representation at the beginning. Bad initial feature representation is prone to inaccurate correspondence and articulation estimation. In comparison, Ditto does not suffer from such a bottleneck as an end-to-end method. The Global Joint baseline performs poorly mainly due to the high variance of direct global joint regression. Failure of joint estimation also harms segmentation prediction because they share the same feature planes. Differently, Ditto predicts joint parameters with respect to each point. The dense predictions are aggregated into the final joint estimation and thus lead to a more robust and accurate result.

To compare with A-SDF [33], we provide the shape reconstruction results on the synthetic dataset. When it comes to the whole Chamfer distance, Ditto surpasses A-SDF by a notably large margin. As visualized in Fig. 3, A-SDF fails to reconstruct the shape details of unseen objects, especially the objects with prismatic joints. In contrast, Ditto accurately reconstructs the whole object and the fine-grained geometry detail like the handles of the cabinet door and drawer. A key difference between A-SDF and ours is that we use a feedforward model while A-SDF uses test-time optimization to find the articulation and shape codes. The inferior performance of A-SDF is due to the interference of articulation code and shape code in test-time optimization. Note that A-SDF requires separate training for each category while Ditto is a category-agnostic method. Thus, the task should be more challenging for Ditto. Furthermore, Ditto can extract explicit articulation and part-level geome-
5.5. Ablation Studies

As shown in Tab. 1, Ditto achieves superior or at least on-par performance on all metrics. The mobile Chamfer distance (CD) of Ditto is substantially lower (better) than the ablated versions. Mobile CD measures the quality of the reconstructed mobile part, which is vital for simulating interaction. Share Feature baseline has the worst performance in Mobile CD. We observe that using the same 3D and 2D features for geometry and articulation makes training unstable, and 2D features would harm the reconstruction due to the loss of spatial information after projection. Concat Fusion does not reason about correspondence explicitly and thus shows inferior performance on all metrics compared with Ditto. Finally, the Share Decoder baseline applies one decoder for both geometry and motion features. This decoder needs to reason about geometry and articulation simultaneously. Suffering from a limited capacity, this baseline obtains sub-optimal performance on Mobile-CD and joint angle errors. Qualitative results and analysis of ablation study are in the appendix.

5.6. Real-World Experiments

Finally, we use Ditto to recreate digital twins of real-world objects. We choose three daily objects, a toy cabinet, a laptop, and a faucet. The results are shown in Fig. 4. The results have some artifacts due to the noisy and incomplete input point clouds from depth cameras. Despite these artifacts, Ditto can generally reconstruct the geometry and articulation of these physical objects. Moreover, we import the digital twin of the faucet into Robosuite [58], a robot learning simulation framework. We use a simulated robot arm to interact with the digital twin and transfer the actions back to the real world after calibrating the simulated and real robot frames. The video of this experiment is provided on the project website. With Ditto we can recreate a real-world articulated object to the digital twin in a virtual environment and map the interactions with the digital twin back to actions in the real world.

5.7. Limitations

Kinematic tree. Currently Ditto only segments the object into two parts, the mobile and static ones. We hope to extend our method to reconstruct the full kinematic tree of a composite object with multiple joints and parts via consecutive interactions and aggregation of model inference.

Active perception. We use interactions to create novel sensory data for inferring articulation. These interactions are either by setting the joint states (in simulation) or by human (real world). We hope to develop algorithms to autonomously interact with objects and actively collect data.

6. Conclusion

We introduce Ditto, an implicit neural representation-based model for recreating digital twins of articulated objects through interactive perception. Ditto is an end-to-end model that jointly learns full-fledged geometry reconstruction and articulation estimation from two visual inputs before and after articulated motions. Results show that Ditto achieves significantly more accurate results on geometry and articulation reasoning over baselines. Furthermore, we demonstrate Ditto generalizes to real-world objects, and we can directly spawn the recreated digital twins in interactive simulation. These results manifest the potential of autonomous digital twin building in empowering embodied AI research and AR/VR applications.
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