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Abstract

Contextual bandit algorithms are ubiquitous tools for active sequential experimentation in healthcare and the tech industry. They involve online learning algorithms that adaptively learn policies over time to map observed contexts $X_t$ to actions $A_t$ in an attempt to maximize stochastic rewards $R_t$. This adaptivity raises interesting but hard statistical inference questions, especially counterfactual ones: for example, it is often of interest to estimate the properties of a hypothetical policy that is different from the logging policy that was used to collect the data — a problem known as “off-policy evaluation” (OPE). Using modern martingale techniques, we present a comprehensive framework for OPE inference that relax unnecessary conditions made in some past works (such as performing inference at prespecified sample sizes, uniformly bounded importance weights, constant logging policies, constant policy values, among others), significantly improving on them both theoretically and empirically. Importantly, our methods can be employed while the original experiment is still running (that is, not necessarily post-hoc), when the logging policy may be itself changing (due to learning), and even if the context distributions are a highly dependent time-series (such as if they are drifting over time). More concretely, we derive confidence sequences for various functionals of interest in OPE. These include doubly robust ones for time-varying off-policy mean reward values, but also confidence bands for the entire cumulative distribution function of the off-policy reward distribution. All of our methods (a) are valid at arbitrary stopping times (b) only make nonparametric assumptions, (c) do not require importance weights to be uniformly bounded and if they are, we do not need to know these bounds, and (d) adapt to the empirical variance of our estimators. In summary, our methods enable anytime-valid off-policy inference using adaptively collected contextual bandit data.
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1 Introduction

The so-called “contextual bandit” problem is an abstraction that can be used to describe several problem setups in statistics and machine learning [35, 36]. For example, it generalizes the multi-armed bandit problem by allowing for “contextual” side information, and it can be used to describe many adaptive sequential experiments. The general contextual bandit problem can be described informally as follows: an agent (such as a medical scientist in a clinical trial) views contextual information $X_t \in \mathcal{X}$ for subject $t$ (such as the clinical patient’s demographics, medical history, etc.), takes an action $A_t \in \mathcal{A}$ (such as whether to administer a placebo, a low dose, or a high dose), and observes some reward $R_t$ (such as whether their adverse symptoms have subsided). This description is made formal in the protocol for the generation of contextual bandit data in Algorithm 1. In the present paper, no restrictions are placed on the dimensionality or structure of the context and action spaces $\mathcal{X}$ and $\mathcal{A}$ beyond them being measurable, but it is often helpful to think about $\mathcal{X}$ as a $d$-dimensional Euclidean space, and $\mathcal{A}$ as $\{0, 1\}$ for binary treatments, or $\mathbb{R}$ for different dosages, and so on. Indeed, while high-dimensional settings often pose certain challenges in contextual bandits (such as computational ones, or inflated variances), none of these issues will affect the validity of our statistical inference methods.

Throughout, we will require that the rewards are real-valued and bounded in $[0, 1]$ — a common assumption in contextual bandits [50, 28] — except for Section 4 where we relax the boundedness constraint.

There are two main objectives that one can study in the contextual bandit setup: (1) policy optimization, and (2) off-policy evaluation (OPE) [36, 35, 11, 12]. Here, a “policy” $\pi(a | x)$ is simply a conditional distribution over actions, such as the probability that patient $t$ should receive various treatments given their context $X_t$. Policy optimization is concerned with finding policies that achieve high cumulative rewards (typically measured through regret), while off-policy evaluation is concerned with asking the counterfactual question: “how would we have done if we used some policy $\pi$ instead of the policy that is currently collecting data?”. In this paper, we study the latter with a particular focus on statistical inference in adaptive, sequential environments under nonparametric assumptions.

1.1 Off-policy inference, confidence intervals, and confidence sequences

By far the most common parameter of interest in the OPE problem is the expected reward $\nu := \mathbb{E}_\pi(R)$ that would result from taking an action from the policy $\pi$. This expectation $\nu$ is called the “value” of the policy $\pi$. While several estimators for $\nu$ have been derived and refined over the years, many practical problems call for more than just a point estimate: we may also wish to quantify the uncertainty surrounding our estimates via statistical inference tools such as confidence intervals (CI).
However, a major drawback of CIs is the fact that they are only valid at fixed and prespecified sample sizes, while contextual bandit data are collected in a sequential and adaptive fashion over time.

We lay out the assumed protocol for the generation of contextual bandit data in Algorithm 1, and in particular, all of our results will assume access to the output of this algorithm, namely the (potentially infinite) sequence of tuples \( (X_t, A_t, R_t)_{t=1}^{\infty} \) for \( T \in \mathbb{N} \cup \{x\} \). As is standard in OPE, we will always assume that the policy \( \pi \) is (almost surely) absolutely continuous with respect to \( h_t \) so that \( \pi/h_t \) is almost surely finite (without which, estimation and inference are not possible in general).

Indeed, this permits many bandit techniques and in principle allows for Thompson sampling since it always assigns positive probability to an action (note that it may not always easy to compute the probability of taking that action via Thompson sampling, but if those probabilities can be computed, they can be used directly within our framework). However, \( (h_t)_{t=1}^{\infty} \) cannot be the result of Upper Confidence Bound (UCB)-style algorithms since they take conditionally deterministic actions given the past, violating the absolute continuity of \( \pi \) with respect to \( h_t \).

In Algorithm 1, the term “exogenously time-varying” simply means that the context and reward distributions at time \( t \) can only depend on the past through \( X_{t-1}^{t-1} \equiv (X_1, \ldots, X_{t-1}) \), and not on the actions taken (or rewards received). Formally, we allow for any joint distribution over \( (X_t, A_t, R_t)_{t=1}^{\infty} \) as long as

\[
\begin{align*}
    p_{R_t}(r \mid x, a, \mathcal{H}_{t-1}) &= p_{R_t}(r \mid x, a, X_{t-1}^{t-1}) \quad \text{and} \quad p_{X_t}(x \mid \mathcal{H}_{t-1}) = p_{X_t}(x \mid X_{t-1}^{t-1}),
\end{align*}
\]

where \( \mathcal{H}_t \) is all of the history \( \sigma((X_i, A_i, R_i)_{i=1}^{t}) \) up until time \( t \). This conditional independence requirement (1) includes as a special case more classical setups where \( X_t \) is independent of all else given \( A_t \), such as those considered in Bibaut et al. [4] or iid scenarios [28], but is strictly more general, since, for example, \( (X_t)_{t=1}^{\infty} \) can be a highly dependent time-series. However, we do not go as far as to consider the adversarial setting that is sometimes studied in the context of regret minimization. We impose this conditional independence requirement since otherwise, the interpretation of \( \mathbb{E}_{\pi}(R_t \mid \mathcal{H}_{t-1}) \) changes depending on which sequence of actions were played by the logging policy. Making matters more concrete, the conditional off-policy value \( \mathbb{E}_{\pi}(R_t \mid \mathcal{H}_{t-1}) \) at time \( t \) is given by

\[
\begin{align*}
    \nu_t := \mathbb{E}_{\pi}(R_t \mid \mathcal{H}_{t-1}) &= \int_{X \times A \times \mathbb{R}} r \cdot p_{R_t}(r \mid a, x, \mathcal{H}_{t-1})\pi(a \mid x)p_{X_t}(x \mid \mathcal{H}_{t-1}) \, dx \, da \, dr \quad (2) \\
    &= \int_{X \times A \times \mathbb{R}} r \cdot p_{R_t}(r \mid a, x, X_{t-1}^{t-1})\pi(a \mid x)p_{X_t}(x \mid X_{t-1}^{t-1}) \, dx \, da \, dr, \quad (3)
\end{align*}
\]

and the equality (3) follows from (1). Notice that (2) could in principle depend on the logging policies and actions played, but (3) does not. Despite imposing the conditional independence assumption (1), the integral (2) is still a perfectly well-defined functional, and if (1) is not satisfied, then our CSs will still cover a quantity in terms of this functional. However, its interpretation would no longer be counterfactual with respect to the entire sequence of actions (only conditional on the past).

While most prior work on OPE in contextual bandits is not written causally in terms of potential outcomes (e.g. [50, 28, 4, 5, 25], it is nevertheless possible to write down a causal target \( \nu^*_t \) (i.e. a functional of the potential outcome distribution) and show that it is equal to \( \nu_t \) under certain causal identification assumptions. These assumptions resemble the familiar consistency, exchangeability, and positivity conditions that are ubiquitous in the treatment effect estimation literature. Moreover, there is a close relationship between OPE and the estimation of so-called stochastic interventions in causal inference; indeed, they can essentially be seen as equivalent but with slightly different emphases and setups. However, given that neither the potential outcomes view nor the stochastic intervention interpretation of OPE are typically emphasized in the contextual bandit literature (with the exception of Zhan et al. [61], who use potential outcomes throughout), we leave this discussion to Appendix B.

To illustrate the shortcomings of CIs for OPE, suppose we run a contextual bandit algorithm and want to see whether \( \pi \) is better than the current state-of-the-art policy \( h \) — e.g. whether \( \mathbb{E}_{\pi}(R) > \mathbb{E}_{h}(R) \). (Here, we are implicitly assuming that \( \mathbb{E}_{\pi}(R) = \mathbb{E}_{\pi}(R \mid \mathcal{H}_{t-1}) \) for any policy \( \pi' \) for the sake of illustration.) Suppose we compute a CI for the value of \( \pi \) based on \( n \) samples (for some prespecified
Algorithm 1 Protocol for the generation of contextual bandit data

// Here, $T \in \mathbb{N} \cup \{x\}$.
for $t = 1, 2, \ldots, T$ do
  // The agent selects a policy $h_t$ based on the history $H_{t-1} \equiv \sigma((X_i, A_i, R_i)_{i=1}^{t-1})$.
  $h_t \in \mathcal{H}_{t-1}$.

  // The environment draws a context from an (exogenously time-varying) distribution.
  $X_t \sim p_{X_t}(\cdot)$

  // The agent plays a random action drawn from the selected policy.
  $A_t \sim h_t(\cdot \mid X_t)$.

  // The environment draws a reward from an (exogenously time-varying) distribution based on the
  // action and context.
  $R_t \sim p_{R_t}(\cdot \mid A_t, X_t)$.
end for

// Return a (potentially infinite) sequence of contextual bandit data.
return $(X_t, A_t, R_t)_{t=1}^T$

$n$), and while $\pi$ seems promising, the CI turns out to be inconclusive (the CI for $E_\pi(R)$ includes $E_h(R)$ if the latter is known, or the two CIs overlap if the latter is unknown). It is tempting to collect more data, for a total of $n'$ points, to see if the result is now conclusive; however the resulting sample size $n'$ is now a data-dependent quantity, rendering the CI invalid. (This could happen more than once.) Fortunately, there exist statistical tools that permit adaptive stopping in these types of sequential data collection problems: confidence sequences (CSs [9, 34]). A CS is a sequence of confidence intervals, valid at all sample sizes uniformly (and hence at arbitrary stopping times). Importantly for the aforementioned OPE setup, CSs allow practitioners to collect additional data and continuously monitor it, so that the resulting CI is indeed valid at the data-dependent stopped sample size $n'$. More formally, we say that a sequence of intervals $[L_t, U_t]_{t=1}^\infty$ is a CS for the parameter $\theta \in \mathbb{R}$ if

$$\mathbb{P}(\forall t \in \mathbb{N}, \theta \in [L_t, U_t]) \geq 1 - \alpha,$$

or equivalently,

$$\mathbb{P}(\exists t \in \mathbb{N} : \theta \notin [L_t, U_t]) \leq \alpha.$$  \hspace{1cm} (4)

Contrast (4) above with the definition of a CI which states that $\forall n \in \mathbb{N}$, $\mathbb{P}(\theta \in [L_n, U_n]) \geq 1 - \alpha$, so that the “$\forall n$" is outside the probability $\mathbb{P}(\cdot)$ rather than inside. A powerful consequence of (4) is that $[L_\tau, U_\tau]$ is a valid CI for any stopping time $\tau$. In fact, $[L_\tau, U_\tau]$ being a valid CI is not just an implication of (4) but the two statements are actually equivalent; see Howard et al. [24, Lemma 3].

The consequence for the OPE practitioner is that they can continuously update and monitor a CS for the value of $\pi$ while the contextual bandit algorithm is running, and deploy $\pi$ as soon as they are confident that it is better than the current state-of-the-art $h$. Karampatziakis et al. [28] refer to this adaptive policy switching as “gated deployment”, and we will return to this motivating example through the paper. Let us now lay out five desiderata that we want all of our CSs to satisfy.

1.2 Desiderata for anytime-valid off-policy inference

Throughout this paper, we will derive methods for off-policy evaluation and inference in a variety of settings — including fixed policies (Section 2), time-varying policies (Section 3), and for entire cumulative distribution functions (Section 4). However, what all of these approaches will have in common is that they will satisfy five desirable properties which we enumerate here.

1. Nonasymptotic: Our confidence sets will satisfy exact coverage guarantees for any sample size,
unlike procedures based on the central limit theorem which only satisfy approximate guarantees for large samples.\(^1\)

2. **Nonparametric**: We will not make any parametric assumptions on the distribution of the contexts, policies, or rewards.

3. **Time-uniform / anytime-valid**: Our confidence sets will be uniformly valid for all sample sizes, and permit off-policy inference at arbitrary data-dependent stopping times.

4. **Adaptive data collection (via online learning)**: All of our off-policy inference methods will allow for the sequence of logging policies \( (h_t)_{t=1}^{\infty} \) to be predictable (i.e. \( h_t \) can depend on \( H_{t-1} \)). In particular \( (h_t)_{t=1}^{\infty} \) can be the result of an online learning algorithm.

5. **Unknown and unbounded \( w_{\text{max}} \)**: In all of our algorithms, the maximal importance weight

\[
\hat{w}_{\text{max}} := \text{ess sup}_{t \in \mathbb{N}, a \in \mathcal{A}, x \in \mathcal{X}} \frac{\pi(a \mid x)}{h_t(a \mid x)}
\]

...can be unknown, and need not be uniformly bounded (i.e. \( \hat{w}_{\text{max}} \) can be infinite). Note that we do require that importance weights \( \pi(a \mid x)/h_t(a \mid x) \) themselves are finite for each \( (t, a, x) \), but their essential supremum need not be. Perhaps surprisingly, even if \( \hat{w}_{\text{max}} \) is infinite, it is still possible for our CSs to shrink to zero-width since they depend only on empirical variances.

As an illustrative example, see Proposition 3 for a closed-form CS whose width can shrink at a rate of \( \sqrt{\log \log t/t} \) as long as the importance-weighted rewards are well-behaved (e.g. in the iid setting, if they have finite second moments).

In addition to the above, we will design procedures so that they have strong empirical performance and are straightforward to compute. While some of these desiderata are quite intuitive and common in statistical inference (such as nonasymptotic, nonparametric, and time-uniform validity, so as to avoid relying on large sample theory, unrealistic parametric assumptions, or prespecified sample sizes), desiderata 4 and 5 are more specific to OPE and have not been satisfied in several prior works as we outline in Sections 2, 3, and 4. Given their central importance to our work, let us elaborate on them here.

**Why allow for logging policies to be predictable?** For the purpose of policy optimization, contextual bandit algorithms are tasked with balancing exploration and exploitation: simultaneously figuring out which policies will yield high rewards (at the expense of trying out suboptimal policies) and playing actions from the policies that have proven effective so far. On the other hand, in adaptive sequential trials, an experimenter might aim to balance context distributions between treatment arms (such as via Efron’s biased coin design [14]) or to adaptively find the treatment policy that yields the most efficient treatment effect estimators [29]. In both cases, the logging policies \( (h_t)_{t=1}^{\infty} \) are not only changing over time, but adaptively so based on previous observations. We strive to design procedures that permit inference in precisely these types of adaptive data collection regimes, despite most prior works on off-policy inference for contextual bandits having assumed that there is a fixed, prespecified logging policy [50, 28, 5, 25]. Of course, if a CS or CI is valid under adaptive data collection, they are also valid when fixed logging policies are used instead.

**Why not rely on knowledge of \( w_{\text{max}} \)?** Related to the previous discussion, it may not be known \( a \text{ priori} \) how the range of the predictable logging policies will evolve over time. Moreover, one can imagine a situation where \( \sup_{p, a, x} \pi(a \mid x)/h_t(a \mid x) \rightarrow \infty \), even if every individual importance weight

\(^1\)Note that nonasymptotic procedures may be more conservative than asymptotic ones as they satisfy more rigorous coverage (similarly, type-I error) guarantees. Whether one should sacrifice stronger guarantees for tightness comes down to philosophical preference. For the purposes of this paper, we focus solely on nonasymptotics.
π/hₜ is finite. In such cases, having CSs be agnostic to the value of w_max is essential. However, even if w_max is known, it may be preferable to design CSs that do not depend on this worst-case value. Suppose for the sake of illustration that a logging policy h assigns a novel treatment (denoted by a = 1) with probability 1/5 and a placebo (denoted by a = 0) with probability 4/5 for most subjects, except for a small but high-risk subpopulation, who receive the novel treatment with probability 1/1000. To estimate the expected reward of the novel treatment, note that the importance weight for subject t will take on the value w_t := 1/h(A_t | X_t) for treatment A_t ∈ {0, 1} and context X_t ∈ X. Despite the fact that most of the importance weights are only 5, and hence most importance-weighted pseudo-outcomes w_tR_t will take values in [0, 5], the worst-case w_max is much larger at 1000. Consequently, we should expect a CS that scales with w_max = 1000 to be much wider than one that only scales with a quantity like an empirical variance. For these reasons we prefer procedures that depend on an empirical variance term (defined later) rather than the worst-case importance weight w_max.

1.3 Outline and contributions

Our fundamental contribution is in the derivation of CSs for various off-policy parameters, including fixed policy values, time-varying policy values, and quantiles of the off-policy reward distribution. We begin in Section 2 with the most common formulation of the OPE problem: estimating the value ν of a target policy π. Theorem 1 presents time-uniform CSs for ν, a result that generalizes and improves upon the current state-of-the-art CSs for ν by Karampatziakis et al. [28]. In Section 3, we consider the more challenging problem of estimating a time-varying average policy value νₜ, where the distribution of off-policy rewards can change over time in an arbitrary and unknown fashion. In Section 4, we derive CSs for quantiles of the off-policy reward distribution, and in particular, Theorem 3 presents a confidence band for the entire cumulative distribution function (CDF) that is both uniformly valid in time and in the quantiles. For the results of Sections 3 and 4, no other solutions to this problem exist in the literature, to the best of our knowledge. Finally, in Section 5, we summarize our results and describe some natural extensions and implications of them, namely false discovery rate control under arbitrary dependence when evaluating several policies, and differentially private off-policy inference.

1.4 Related work

Throughout the paper, we will draw detailed comparisons to work that is most closely related to ours, i.e. papers that are broadly concerned with estimating policy values and/or the off-policy CDF from contextual bandit data in a model-free setting — here we are using the term “model-free” to mean that no restrictions are placed on the functional form between the rewards R and the actions A nor on the covariates X. Specifically, Table 1 and the preceding text provides a (selective) property-by-property comparison to the directly related works of Karampatziakis et al. [28], Bibaut et al. [4], Zhan et al. [61], and Howard et al. [24], and Table 2 provides a similar comparison to the works of Howard and Ramdas [22], Chandak et al. [5], and Huang et al. [25]. However, there are several other works that focus on fixed-n (i.e. not time-uniform) and asymptotic statistical inference from adaptively collected data (e.g. in the form of multi-armed bandits, contextual bandits, or more general reinforcement learning). For example, Ramprasad et al. [41] develop a bootstrap procedure for estimating policy values under Markov noise with temporal difference learning algorithms, Dimakopoulou et al. [10] perform adaptive inference in the multi-armed bandit setting, Hadad et al. [18] provide asymptotic confidence intervals for treatment effects in adaptive experiments, and Zhang et al. [63] provide distribution-uniform asymptotic procedures for M-estimation from contextual bandit data. Other works that consider more model-based approaches include Zhang et al. [62], Khamaru et al. [33], Shen et al. [48], and Chen et al. [6].
1.5 Notation: supermartingales, filtrations, and stopping times

Since all of our results will rely on the analysis of nonnegative (super)martingales, predictable processes, stopping times, and so on, it is worth defining some of these terms before proceeding. Consider a universe of distributions $\Pi$ on a filtered probability space $(\Omega, \mathcal{F})$. A single draw from any distribution $P \in \Pi$ results in a sequence $Z_1, Z_2, \ldots$ of potentially dependent observations. (In the context of this paper, $Z_t$ may represent $(X_t, A_t, R_t)$, for example, and the distribution $P$ may be induced by the policy, and not specified in advance.) If $Z_1, Z_2, \ldots$ are independent and identically distributed (iid), we will explicitly say so, but in general we eschew iid assumptions in this paper.

As is common in the statistics literature, we will use upper-case letters like $Z$ to refer to random variables and lower-case letters $z$ to refer to non-stochastic values in the same space that $Z$ takes values. Let $Z_t^k$ denote the tuple $(Z_1, \ldots, Z_t)$ and let $\mathcal{H} = (\mathcal{H}_t)_{t=1}^\infty$ by default represent the data (or “canonical”) filtration, meaning that $\mathcal{H}_t = \sigma(Z_t^k)$.

A sequence of random variables $Y = (Y_t)_{t=1}^\infty$ is called a process if it is adapted to $\mathcal{H}$, that is if $Y_t$ is measurable with respect to $\mathcal{H}_t$ for every $t$. A process $Y$ is predictable if $Y_t$ is measurable with respect to $\mathcal{H}_{t-1}$ — informally “$Y_t$ only depends on the past”. A process $M$ is a martingale for $P$ with respect to $\mathcal{H}$ if

$$E_P[M_t | \mathcal{H}_{t-1}] = M_{t-1}$$

for all $t \geq 1$. $M$ is a supermartingale for $P$ if it satisfies (5) with “$=$” relaxed to “$\leq$”. A (super)martingale is called a test (super)martingale if it is nonnegative and $M_0 = 1$. A process $M$ is called a test (super)martingale for $P \in \Pi$ if it is a test (super)martingale for every $P \in P$.

Throughout, if an expectation $E$ operator is used without a subscript $P$, or if a boldface $P$ is used to denote a probability, these are always referring to the distribution of $(X_t, A_t, R_t)_{t \geq 1}$ induced by Algorithm 1 and the logging policies $(h_t)_{t \geq 1}$.

An $\mathcal{H}$-stopping time $\tau$ is a $\mathbb{N} \cup \{\infty\}$-valued random variable such that $\{\tau \leq t\} \in \mathcal{H}_t$ for each $t \geq 0$. Informally and in the context of this paper, a stopping time can be thought of as a sample size that was chosen based on all of the information $\mathcal{H}_t$ up until time $t$.

2 Warmup: Off-policy inference for constant policy values

This section deals with the case where $\nu_t$ from (2) does not depend on $t$, meaning that it is constant as a function of time. We handle the time-varying case in the next section.

We begin by extending a result of Karampatziakis et al. [28, Section 5.2] which applied in the iid setting, meaning that the logging policy $h$ is fixed and the contexts and rewards are assumed to be iid. Their paper derives several CSs for the value $\nu := E_{A \sim \pi}(R)$ of the policy $\pi$ for $[0, 1]$-bounded rewards $R$, but some of their CSs require knowledge of $w_{\text{max}}$, which we would like to avoid as per our desiderata in Section 1.2. However, their so-called “scalar betting” approach in [28, Section 5.2] makes use of importance-weighted random variables and does not depend on knowing $w_{\text{max}}$. To elaborate, let $w_t$ be the importance weight for the target policy $\pi$ versus the logging policy $h$ given by

$$w_t := \frac{\pi(A_t | X_t)}{h(A_t | X_t)},$$

and let $\phi_t^{(\text{IW}-t)} := w_t R_t$ and $\phi_t^{(\text{IW}-u)} := w_t(1 - R_t)$ be importance-weighted rewards that will be used to construct lower and upper bounds respectively. Note that $\phi_t^{(\text{IW}-t)}$ is ubiquitous in the bandit and causal inference literatures, and the authors were not concerned with deriving new estimators, but rather new confidence sequences using existing estimators. While $w_t \equiv w_t(X_t, A_t)$ does depend on both $A_t$ and $X_t$, we leave the dependence on them implicit going forward to reduce notational clutter.

**Proposition 1** (Scalar betting off-policy CS [28]). Suppose $(X_t, A_t, R_t)_{t=1}^\infty$ are iid with $[0, 1]$-valued rewards $(R_t)_{t=1}^\infty$, and the logging policy $h$ is fixed. For each $\nu' \in [0, 1]$, let $(\lambda_t^{(\nu')})_{t=1}^\infty$ be any $[0, 1/\nu']$-
valued predictable sequence. Then,

\[ L_{t}^{\text{IW}} := \inf \left\{ \nu' \in [0, 1] : \prod_{i=1}^{t} \left( 1 + \lambda_i^L(\nu') \cdot (\phi_t^{(\text{IW}, t)} - \nu') \right) < \frac{1}{\alpha} \right\} \]

forms a lower \((1 - \alpha)\)-CS for \(\nu\), meaning \(\mathbb{P}(\forall t \in \mathbb{N}, \nu \geq L_{t}^{\text{IW}}) \geq 1 - \alpha\). Similarly, for any \([0, 1/(1 - \nu')]\)-valued predictable sequence \((\lambda_i^U(\nu'))_{i=1}^{\infty}\),

\[ U_{t}^{\text{IW}} := 1 - \inf \left\{ 1 - \nu' \in [0, 1] : \prod_{i=1}^{t} \left[ 1 + \lambda_i^U(\nu') \cdot (\phi_t^{(\text{IW}, u)} - (1 - \nu')) \right] < \frac{1}{\alpha} \right\} \]

forms an upper \((1 - \alpha)\)-CS for \(\nu\), meaning \(\mathbb{P}(\forall t \in \mathbb{N}, \nu \leq U_{t}^{\text{IW}}) \geq 1 - \alpha\). A two-sided CS can be formed using \([L_t^{\text{IW}}, U_t^{\text{IW}}]_{t=1}^{\infty}\) combined with a union bound.

The above CS \([L_t^{\text{IW}}, U_t^{\text{IW}}]_{t=1}^{\infty}\) due to Karampatziakis et al. [28] has a number of desirable properties. Namely, it satisfies the first four of five desiderata in Section 1.2, meaning it is a nonasymptotic, nonparametric, time-uniform confidence sequence that does not require knowledge of \(w_{\text{max}}\). Note that while infima appear in the definitions of \(L_{t}^{\text{IW}}\) and \(U_{t}^{\text{IW}}\) they are straightforward to compute (e.g. via line or grid search) when the product is quasiconvex in \(\nu' \in [0, 1]\) which is often the case as we discuss in Section 2.2. The idea behind Proposition 1 is to show that the product inside the above infima are nonnegative martingales when \(\nu' = \nu\) and then apply Ville’s inequality to it [53]. Our main results in the coming sections use similar techniques albeit with very different (super)martingales tailored to different problem settings.

We also wish to highlight that indeed, \([L_t^{\text{IW}}, U_t^{\text{IW}}]_{t=1}^{\infty}\) forms a valid \((1 - \alpha)\)-CS regardless of how the sequences \((\lambda_i^L(\nu'))_{t}\) and \((\lambda_i^U(\nu'))_{t}\) are chosen. Such phenomena are common in martingale-based statistical procedures such as in Waudby-Smith and Ramdas [58] (see also the review paper of Ramdas et al. [40]) and will be seen in several of the results to follow. We will discuss some guiding principles for how to choose these sequences in Remark 1.

### 2.1 Tighter confidence sequences via doubly robust pseudo-outcomes

Here, we generalize and improve upon Proposition 1 in three ways. First, we show that the logging policy \(h\) can be replaced by a sequence of predictable logging policies \((h_t)_{t=1}^{\infty}\) so that \(h_t\) can be built from the entire history \(H_{t-1}\) up until time \(t - 1\) (and in particular, \((h_t)_{t=1}^{\infty}\) can be the result of an online learning algorithm), so that the importance weight \(w_t\) at time \(t\) is given by

\[ w_t := \frac{\pi(A_t \mid X_t)}{h_t(A_t \mid X_t)}. \]

Second, we show how the importance-weighted pseudo-outcomes \((\phi_t)_{t=1}^{\infty}\) can be made doubly robust in the sense of Dudík et al. [11, 12]. Indeed, define the lower and upper doubly robust pseudo-outcomes \((\phi_t^{(\text{DR} - \text{H})})_{t=1}^{\infty}\) and \((\phi_t^{(\text{DR} - \text{u})})_{t=1}^{\infty}\) given by

\[ \phi_t^{(\text{DR} - \text{H})} := w_t \cdot \left( R_t - \left( \hat{r}_t(X_t; A_t) \wedge \frac{k_t}{w_t} \right) + \mathbb{E}_{a \sim \pi(\cdot \mid X_t)} \left( \hat{r}_t(X_t; a) \wedge \frac{k_t}{w_t} \right) \right), \]

\[ \phi_t^{(\text{DR} - \text{u})} := w_t \cdot \left( 1 - R_t - \left( (1 - \hat{r}_t(X_t; A_t)) \wedge \frac{k_t}{w_t} \right) \right) + \mathbb{E}_{a \sim \pi(\cdot \mid X_t)} \left( (1 - \hat{r}_t(X_t; a)) \wedge \frac{k_t}{w_t} \right), \]

where \(\hat{r}_t(X_t; A_t)\) is any \([0, 1]\)-valued predictor of \(R_t\) built from \(H_{t-1}\) and \(k_t\) is a \(\mathbb{R}_{\geq 0} \cup \{\infty\}\)-valued tuning parameter built from \(H_{t-1}\) that determines how “doubly robust” \(\phi_t^{(\text{DR} - \text{H})}\) should be. Note that \(\phi_t^{(\text{DR} - \text{H})}\) and \(\phi_t^{(\text{DR} - \text{u})}\) are both at least \(-k_t\) by construction, and have conditional means of \(\nu\) and \(1 - \nu\) respectively. Note that the phrase “doubly robust” is sometimes used to refer to properties of estimators (e.g. that
their bias is second order and depends only on products of nuisance errors in observational studies where importance weights are unknown [32] and sometimes to refer to types of estimators that enjoy variance-reduction without compromising validity in experiments where importance weights are known. We are using this phrase in the second sense following the conventions of Dudík et al. [11, 12].

Similar to the discussion surrounding Proposition 1, the doubly robust pseudo-outcomes in (10) are ubiquitous in the causal inference and bandit literatures [44, 11, 12, 51] with the minor tweak that we are truncating the reward predictor. Note that we are not doing this for the purposes of deriving better estimators — instead, we are doing so for the purposes of sharp concentration of measure in the pursuit of tighter CSs.

Setting $k_1 = k_2 = \cdots = 0$ recovers the IW outcomes exactly, while setting $k_1 = k_2 = \cdots = \infty$ recovers the classic doubly robust outcomes [11, 12] (this could also be achieved by setting $k_1 = k_2 = \cdots = w_{\text{max}}$, provided $w_{\text{max}}$ is finite and known). We discuss the need to truncate $\hat{r}_t$ in Remark 2, but the motivation to include a reward predictor at all is to reduce the variance of $\phi_i^{(\text{DR-})}$ and $\phi_i^{(\text{DR-u})}$ if $R_t$ can be well-predicted by $\hat{r}_t$, a well-known phenomenon in doubly robust estimation [44, 52, 7]. Indeed, we find that the resulting CSs are able to adapt to this reduced variance accordingly for large $t$ (see Figure 1 for an illustration).

Third and finally, we relax the iid assumption, and only require that $\mathbb{E}_\nu(R_t \mid \mathcal{H}_{t-1}) = \nu \equiv \mathbb{E}_\nu(R_t)$ and $R_t \in [0,1]$ almost surely. This relaxation of assumptions can be obtained for free, without any change to the resulting CSs whatsoever, and with only a slight modification to the proof. We summarize our extensions in the following theorem.

**Theorem 1** (Doubly robust betting off-policy CS). Suppose $(X_t, A_t, R_t)_{t=1}^\infty$ is an infinite sequence of contextual bandit data generated by the predictable policies $(\nu_t)_{t=1}^\infty$ whose $[0,1]$-valued reward $R_t$ at time $t$ has conditional mean $\mathbb{E}_\nu(R_t \mid \mathcal{H}_{t-1}) = \nu \equiv \mathbb{E}_\nu(R_t)$. For any predictable sequence $(\lambda_t^p(\nu'))_{t=1}^\infty$ such that $\lambda_t^p(\nu') \in [0, (\nu' + k_1)^{-1}]$, we have

$$L_t^{\text{DR}} := \inf \left\{ \nu' \in [0,1]: \prod_{i=1}^t \left[ 1 + \lambda_t^p(\nu') \cdot (\phi_i^{(\text{DR-})} - \nu') \right] < \frac{1}{\alpha} \right\}$$

forms a lower $(1 - \alpha)$-CS for $\nu$. Similarly, if $\lambda_t^p(\nu') \in [0, (\nu' + k_1)^{-1}]$ is predictable, then

$$U_t^{\text{DR}} := 1 - \inf \left\{ 1 - \nu' \in [0,1]: \prod_{i=1}^t \left[ 1 + \lambda_t^p(\nu') \cdot (\phi_i^{(\text{DR-u})} - (1 - \nu')) \right] < \frac{1}{\alpha} \right\}$$

forms an upper $(1 - \alpha)$-CS for $\nu$.

The proof of Theorem 1 can be found in Appendix A.2 and relies on applying Ville’s inequality [53] to the products in (12) and (13). Note that the dimensionality of $\mathcal{X}$ does not in any way affect the validity of Theorem 1. Moreover, $\phi_i^{(\text{DR-})}$ and $\phi_i^{(\text{DR-u})}$ are always unbiased and yield valid CSs regardless of how $\hat{r}_t$ is chosen. The reason to introduce these doubly robust pseudo-outcomes is to obtain lower-variance CSs (as illustrated in Figure 1) since doubly robust estimators can be semiparametric efficient thereby attaining the optimal asymptotic mean squared error in a local minimax sense. These details are outside the scope of the present paper, but we direct the interested reader to Kennedy [32] and Uehara et al. [51] for modern reviews discussing this subject.

Notice that Theorem 1 is a generalization of Proposition 1. Indeed, if the logging policies do not change (i.e., $h_1 = h_2 = \cdots = h$), and if the observations $(X_t, A_t, R_t)_{t=1}^\infty$ are iid, and if $k_t = 0$ for each $t$, then Theorem 1 recovers Proposition 1 exactly. For this reason, we do not elaborate on empirical comparisons between Proposition 1 and Theorem 1 — any CS that can be derived using the former is a special case of the latter. Moreover, in the on-policy setting with all importance weights set to 1 and without a reward predictor, Theorem 1 recovers the betting-style CSs of Waudby-Smith and Ramdas [58, Theorem 3]. As alluded to in the discussion following Proposition 1, the infima above are straightforward to compute for many choices of predictable sequences $(\lambda_t^p(\nu'))_{t=1}^\infty$ and $(\lambda_t^p(\nu'))_{t=1}^\infty$, including all of those discussed in the following section.
Confidence sequences and their widths when the policy value is $\nu = 0.6$
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Figure 1: Three confidence sequences for a policies with values $\nu = 0.6$ and $\nu = 0.1$. The first CS is built from importance-weighted pseudo-outcomes (“IW”), and the other two are built from doubly robust pseudo-outcomes (“DR”) with $k$ taking values 1 and 2, respectively. In these examples, the reward $R_t$ can be predicted easily, a property that only the doubly robust CSs can exploit. Notice that a larger value of $k$ allows the doubly robust CS to become narrower for large $t$, but it pays for this adaptivity with wider bounds at small $t$. Nevertheless, all three CSs are time-uniform, and nonasymptotically valid in both simulation scenarios.
2.2 Tuning, truncating, and mirroring

We make three remarks below, that are important on both theoretical and practical fronts.

Remark 1 (Tuning \((\lambda_t^L)_{t=1}^\infty\) and \((k_t)_{t=1}^\infty\)). As stated, Theorem 1 yields a valid lower CS for \(\nu\) using any predictable sequence of \([0,(\nu^t+k_t)^{-1}]\)-valued tuning parameters \((\lambda_t^L(\nu^t))\) — referred to as “bets” by Karampatziakis et al. [28] and Waudby-Smith and Ramdas [58], but how should these bets be chosen? Waudby-Smith and Ramdas [58, Appendix B] discuss several possible options, but in practice none of them uniformly dominate the others. (This should not be surprising, since there is a certain formal sense in which different nontrivial nonnegative martingales cannot uniformly dominate each other for a given composite sequential testing problem; see Ramdas et al. [39] for a precise statement.) For a simple-to-implement and empirically compelling option, we suggest scaling \(\phi_t^{DR}\) as \(\xi_t := \phi_t^{DR}/(k_t + 1)\) and setting \(\lambda_t^L(\nu^t)\) as

\[
\lambda_t^L(\nu^t) := \sqrt{\frac{2 \log(1/\alpha)}{\hat{\sigma}_t^2 t \log(1 + t)}} \wedge \frac{c}{k_t + \nu^t}, \quad \text{where}
\]

\[
\hat{\sigma}_t^2 := \frac{\sigma_0^2 + \sum_{i=1}^t (\xi_i - \hat{\xi}_t)^2}{t + 1}, \quad \text{and} \quad \hat{\xi}_t := \left( \frac{1}{t} \sum_{i=1}^t \xi_i \right) \wedge \frac{1}{k_t + 1}.
\]

with a similar definition for \(\lambda_t^U(\nu^t)\) but with \(c/(k_t + \nu^t)\) replaced by \(c/(k_t + (1 - \nu^t))\). Here, \(c \in (0, 1)\) is some truncation scale, reasonable values of which may lie between 1/4 and 3/4, but it is of relatively minor practical importance, and for sufficiently large \(t\), the choice of \(c\) will be inconsequential. A justification for why \(\lambda_t^L(\nu^t)\) is a sensible choice can be found in Waudby-Smith and Ramdas [58, Section B.1], but the practitioner is nevertheless free to use any other sequence of bets, as long as they are predictable and satisfy the aforementioned boundedness constraints. Furthermore, as in Waudby-Smith and Ramdas [58], when \(\lambda_t^L(\nu^t)\) is chosen as above, the product in (12) is quasiconvex in \(\nu^t \in [0, 1]\) and hence the infima in Theorem 1 (and Proposition 1) can be computed straightforwardly via line or grid search (see Waudby-Smith and Ramdas [58, Section A.5]).

The sequence of nonnegative \((k_t)_{t=1}^\infty\) that truncate the reward predictors can also be chosen in any way as long as they are predictable. There are several heuristics that one might use, with increasing levels of complexity. One option is to have a prior guess for \(w_{\max}\) (or some value \(w_{\max}\) that the practitioner believes will upper-bound most importance weights) and set \(k_t = w_{\max}/C\) for some \(C \geq 1\), e.g. \(C = 2\). For a more adaptive option, one could set \(k_t := \text{median}(w_1, \ldots, w_{t-1})\), or even try out a grid of values \(\{k^{(1)}, \ldots, k^{(J)}\}\) and choose the \(k^{(j)}\) that would have yielded the tightest CSs in hindsight. Nevertheless, all three of these options yield nonasymptotically valid \((1 - \alpha)\)-CSs for \(\nu\).

Remark 2 (Why truncate the reward predictor \(\hat{r}_t?\)). Readers familiar with doubly robust estimation in causal inference or contextual bandits will notice that if \(k_1 = k_2 = \cdots = \infty\), then \(\phi_t^{(DR-\ell)}\) takes the form of a classical doubly robust estimator of the policy value, and that such estimators often vastly outperform those based on importance weighting alone (and in many cases, are provably more efficient, at least in an asymptotic sense), so why would we want to truncate \(\hat{r}_t\) at all?

The reason has to do with the fact that for nonasymptotic inference, we exploit the lower-boundedness of \(\phi_t^{(DR-\ell)}\) in order to show that the product in (12) is a nonnegative martingale. However, if we introduce a non-truncated reward predictor, we can only say that \(\phi_t^{(DR-\ell)}\) is lower-bounded by \(-w_{\max}\), which we do not want to assume knowledge of (or that it is finite at all). Truncation of \(\hat{r}_t\) allows us to occupy a middle ground, so that many of the efficiency gains from doubly robust estimation can be realized, without entirely losing the lower-boundedness structure of \(\phi_t^{(DR-\ell)}\).

This same line of thought helps to illustrate why including a reward predictor tightens our CSs for large \(t\) potentially at the expense of tightness for smaller \(t\). Notice that truncating the reward predictor at \(k_t/w_t\) simply restricts the tuning parameter \(\lambda_t^L(\nu^t)\) to lie in \([0,(\nu^t+k_t)^{-1}]\) instead of \([0,\nu^{-1}]\) for importance weighting. Without dwelling on the details too much, it is known that smaller values of \(\lambda_t\) correspond to CSs and CIs being tighter for larger \(t\) — e.g. the role that \(\lambda\) plays in Hoeffding’s CIs.
looks like $\sqrt{\log(2/\alpha)/2n}$ [21] — but we refer the reader to papers on CSs for more in-depth discussions [24, 58]. The important takeaway for our purposes here, is that larger $k_t$ corresponds to more variance adaptivity via double robustness, but does more to restrict the CSs tightness at small $t$. Nevertheless, this tradeoff is clearly worth it in some cases (see Figure 1).

We note that the idea to truncate $\tilde{R}_t$ based on $k_t/w_t$ was inspired by the so-called “reduced-variance” estimators of Zimmert and Lattimore [64], Zimmert and Seldin [65]. However, their reduced-variance estimators are slightly different since they multiply by an indicator $1(w_t \leq \eta)$ for some $\eta \geq 0$, which sends the reward predictor to zero for large importance weights, whereas ours only truncates the reward predictor.

**Remark 3** (Mirroring trick for upper CSs). Notice that in Proposition 1 and Theorem 1, upper CSs for $\nu$ were obtained by importance weighting $1 - R_t$ rather than $R_t$ to obtain a lower CS for $1 - \nu$, which was then translated into an upper CS for $\nu$. This “mirroring trick” — first used in the OPE setting by Thomas et al. [50] to the best of our knowledge — applies to all of the results that follow, but for the sake of succinctness, we will only explicitly write the lower CSs.

### 2.3 Closed-form confidence sequences

In Theorem 1, we derived CSs for the policy value that generalize and improve on prior work [28]. These bounds are empirically tight and can be computed efficiently, but are not closed-form, which may be desirable in practice. In this section, we derive a simple, closed-form, variance-adaptive CS for the fixed policy value $\nu := E_n(R_t | H_{t-1})$. Let

$$\xi_t := \frac{\phi_t^{(DR)}}{k_t + 1}, \quad \text{and} \quad \hat{\xi}_{t-1} := \left(1 - \frac{1}{t-1} \sum_{i=1}^{t-1} \xi_i\right) \wedge \frac{1}{k_t + 1}. \tag{16}$$

With the above notation in mind, we are ready to state the main result of this section.

**Proposition 2** (Closed-form predictable plug-in CS for $\nu$). Given contextual bandit data $(X_t, A_t, R_t)_{t=1}^{\infty}$ with $[0, 1]$-valued rewards, choose nonnegative and predictable tuning parameters $(k_t)_{t=1}^{\infty}$, and define $(\lambda_t)_{t=1}^{\infty}$ as

$$\lambda_t := \sqrt{\frac{2\log(1/\alpha)}{\hat{\sigma}_t^2 + \sum_{i=1}^{t}(\xi_i - \hat{\xi}_i)^2}} \wedge c, \quad \hat{\sigma}_t^2 := \frac{\sigma_0^2 + \sum_{i=1}^{t}(\xi_i - \hat{\xi}_i)^2}{t + 1}, \quad \hat{\xi}_t := \left(\frac{1}{t} \sum_{i=1}^{t} \xi_i\right) \wedge \frac{1}{k_t + 1}, \tag{17}$$

where $c \in (0, 1)$ is some truncation parameter (reasonable values of which may include 1/2 or 3/4); and $\xi_0 \in (0, 1)$ and $\sigma_0^2 > 0$ are some user-chosen parameters that can be thought of as prior guesses for the mean and variance of $\xi$, respectively. Then,

$$L_t^{\text{PrP1}} := \left(1 + \frac{\log(1/\alpha) + \sum_{i=1}^{t}(\xi_i - \hat{\xi}_{t-1})^2}{\sum_{i=1}^{t} \lambda_i/(k_i + 1)}\frac{2\psi_E(\lambda_t)}{\sum_{i=1}^{t} \lambda_i/(k_i + 1)} \right) \vee 0 \tag{18}$$

forms a lower $(1 - \alpha)$-CS for $\nu$. An analogous upper CS $(U_t^{\text{PrP1}})_{t=1}^{\infty}$ follows by mirroring (Remark 3).

The proof can be found in Appendix A.4 and relies on Ville’s inequality [53] applied to a predictable plug-in empirical Bernstein supermartingale similar to that of Waudby-Smith and Ramdas [58, Section 3.2] but with a variant of Fan’s inequality [15] for lower-bounded random variables with upper-bounded means. As seen in Figure 2, the betting CSs of Theorem 1 still have better empirical performance than the closed-form predictable plug-in CSs of Proposition 2, but the latter are more computationally and analytically convenient, and are valid under the same set of assumptions. A similar phenomenon was observed by Waudby-Smith and Ramdas [58] for bounded random variables (outside the context of OPE). In the on-policy setting with all importance weights set to 1 and without a reward predictor, Proposition 2 recovers Waudby-Smith and Ramdas [58, Theorem 2].
Confidence intervals for policy values. We begin by deriving fixed-time analogues of the CSs for $\nu$ presented in Theorem 1 and Proposition 2 — the former being a “betting-style” CS that is very tight in practice, and the latter being a closed-form predictable plug-in (PrPl) CS that is slightly more analytically and computationally convenient. In both cases, our suggested modification is essentially the same: choose a predictable sequence $(\lambda_t)_{t=1}^n$ that is tuned for the desired sample size $n$ — to be elaborated on shortly — and take the intersection of the implicit CS $(C_t)_{t=1}^n$ that is formed from times 1 through $n$. Concretely, define the predictable sequence $(\lambda_t)_{t=1}^n$ given by

$$\lambda_{t,n} = \sqrt{\frac{2\log(1/\alpha)}{n\hat{\sigma}_t^2}},$$

(19)

where $\hat{\sigma}_t^2$ is given as in (15). Then, we have the following corollary for betting-style CIs for $\nu$. 

Figure 2: Betting-based (Theorem 1) and predictable plug-in (PrPl) (Proposition 2) CSs for $\nu$ with both importance-weighted (IW) and doubly robust (DR) variants. Notice that for both IW and DR CSs, the betting-based approach of Theorem 1 outperforms the PrPl CSs. Nevertheless, the closed-form PrPl CSs are simpler to implement, and can still benefit from doubly robust variance adaptation.
Corollary 1. Let \((X_t, A_t, R_t)_{t=1}^n\) be a finite sequence of contextual bandit data with \([0,1]\)-valued rewards and define \((\lambda^L_t(\nu'))_{t=1}^n\) and \((\lambda^U_t(\nu'))_{t=1}^n\) by
\[
\lambda^L_t(\nu') := \hat{\lambda}_{t,n} \wedge \frac{c}{k_t + \nu'}, \quad \text{and} \quad \lambda^U_t(\nu') := \hat{\lambda}_{t,n} \wedge \frac{c}{k_t + (1 - \nu')},
\]
where \(c \in (0, 1)\) is some truncation scale as in Theorem 1. Let \(L_t^{\text{DR}}\) and \(U_t^{\text{DR}}\) be as in (12) and (13). Then,
\[
\hat{L}_n := \max_{1 \leq t \leq n} L_t^{\text{DR}} \quad \text{and} \quad \hat{U}_n := \min_{1 \leq t \leq n} U_t^{\text{DR}}
\]
form lower and upper \((1 - \alpha)\)-CIs for \(\nu\), respectively, meaning \(P(\nu \in [\hat{L}_n, \hat{U}_n]) \geq 1 - \alpha\).

Corollary 1 is an immediate consequence of Theorem 1 where the sequence of tuning parameters was chosen to tighten the CI for the sample size \(n\). This particular choice of \((\lambda^L_t(\nu'))_{t=1}^n\) is inspired by the fact that the product in (12) resembles an exponential supermartingale whose resulting CI can be tightened using tuning parameters that are well-estimated by (20). For more details, we refer the reader to Waudby-Smith and Ramdas [58, Section 3]. The fact that the maximum and minimum can be taken in (21) follows from the fact that \((L_t^{\text{DR}})_{t=1}^n\) satisfies \(P(\forall t \in \{1, \ldots, n\}, \nu \geq L_t^{\text{DR}}) \geq 1 - \alpha\), and similarly for the upper CI \(\hat{U}_n\). Figure 3 demonstrates what these CIs may look like in practice.

Figure 3 demonstrates what these CIs may look like in practice. Notice that the betting-based CI outperforms the closed-form PrPl CI, which itself significantly outperforms the bounds in Thomas et al. [50].

Corollary 2. Let \((X_t, A_t, R_t)_{t=1}^n\) be a finite sequence of contextual bandit data with \([0,1]\)-valued rewards and define \((\lambda_t)_{t=1}^n\) by
\[
\lambda_t := \hat{\lambda}_{t,n} \wedge c,
\]
with \(c\) chosen as in Proposition 2. Then, with \(L_t^{\text{PrPl}}\) and \(U_t^{\text{PrPl}}\) defined in Proposition 2, we have that
\[
\hat{L}_n^{\text{PrPl}} := \max_{1 \leq t \leq n} L_t^{\text{PrPl}} \quad \text{and} \quad \hat{U}_n^{\text{PrPl}} := \min_{1 \leq t \leq n} U_t^{\text{PrPl}}
\]
form lower and upper \((1 - \alpha)\)-CIs for \(\nu\), respectively, meaning \(P(\nu \in [\hat{L}_n^{\text{PrPl}}, \hat{U}_n^{\text{PrPl}}]) \geq 1 - \alpha\).
Corollary 2 is an immediate consequence of Proposition 2 instantiated for a different choice of \(\lambda_i\) and with an intersection being taken over the implicit CS from times 1 through \(n\).

While the methods of this section improve on past work both theoretically and empirically, each of our results thus far have assumed that \(\nu = \mathbb{E}_\pi(R_t)\) is fixed and does not change over time, an assumption that we may not always wish to make in practice (e.g. if the environment is nonstationary). Fortunately, it is still possible to design CSs that capture an interpretable parameter: the *time-varying average policy value* thus far. However, we will need completely different supermartingales to achieve this, which we outline in the following section.

## 3 Inference for time-varying policy values

Let us now consider the more challenging task of performing anytime-valid off-policy inference for a time-varying average policy value. Concretely, suppose that the value of the iterated logarithm. Nevertheless, both boundaries shrink to zero-width at a rate of \(O(\sqrt{\nu t}/t)\) [24]. Here, \(\hat{O}(\cdot)\) means \(O(\cdot)\) up to logarithmic factors.

In order to write down the empirical Bernstein CS, we first define the scaled doubly robust pseudo-outcomes \(\xi_i := \phi_i/(1 + k)\) where \(\phi_i \equiv \phi_i(O_{\text{DR}})\) is given in (10) and with all \(k_t\) equal to a fixed \(k\). Then, define the corresponding centered sum process \((S_t(\tilde{\nu}_t))_{t=1}^\infty\) and variance process \((V_t)_{t=1}^\infty\) given by

\[
S_t(\tilde{\nu}_t) := \sum_{i=1}^t \xi_i - \frac{t\tilde{\nu}_t}{1 + k}, \quad \text{and} \quad V_t := \sum_{i=1}^t (\xi_i - \hat{\xi}_{i-1})^2, \quad \text{where} \quad \hat{\xi}_t := \left(1 - \frac{t}{1 + k}\right) \left(1 - \frac{t}{1 + k}\right)
\]

and \(\xi_0 \in [0, (1 + k)^{-1}]\) is chosen by the user. With this setup and notation in mind, we are ready to state the empirical Bernstein CS for \(\tilde{\nu}_t\).

**Theorem 2 (Empirical Bernstein confidence sequence for \(\tilde{\nu}_t\)).** Let \((X_t, A_t, R_t)_{t=1}^\infty\) be an infinite sequence of contextual bandit data with \([0, 1]\)-valued rewards generated by the sequence of policies \((h_t)_{t=1}^\infty\), and let \((S_t(\tilde{\nu}_t))_{t=1}^\infty\) and \((V_t)_{t=1}^\infty\) be the centered sum and variance processes as in (24) and (25). Then for any \(\rho > 0\),

\[
M^\text{EB}_{t}(\tilde{\nu}_t) := \left(\frac{\rho^\rho e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)}\right) \left(\frac{1}{V_t + \rho}\right) _1F_1(1, V_t + \rho + 1, S_t(\tilde{\nu}_t) + V_t + \rho)
\]
forms a nonnegative supermartingale starting at one, where \( 1F_1(\cdot, \cdot, \cdot) \) is Kummer’s confluent hypergeometric function and \( \Gamma(\cdot, \cdot) \) is the upper incomplete gamma function. Consequently,

\[
L_t^{EB} := \inf \{ \delta_t^i \in [0,1] : M_t^{EB}(\delta_t^i) < 1/\alpha \} \tag{27}
\]

forms a lower \((1 - \alpha)\)-CS for \( \tilde{\nu}_t \), meaning \( \mathbb{P}(\forall t \in \mathbb{N}, \tilde{\nu}_t \geq L_t^{EB}) \geq 1 - \alpha \). Similarly, an upper CS can be derived by using \( \phi_t^{(DR-w)} \) defined in (11) and employing the mirroring trick described in Remark 3.

The proof of Theorem 2 can be found in Appendix A.3 and relies on an inequality due to Fan et al. [15] along with a mixture supermartingale analogous to that of Howard et al. [24, Proposition 9]. In the on-policy setting with all importance weights set to 1 and with no reward predictor (and hence \( k = 0 \)), we have that Theorem 2 recovers the gamma-exponential mixture CS of Howard et al. [24, Proposition 9].

The tuning parameter \( \rho > 0 \) effectively dictates the neighborhood of intrinsic time — i.e. the value of \( V_t \) — at which \( L_t^{EB} \) is tightest, and it is rather straightforward to choose \( \rho > 0 \) given this interpretation. Following Howard et al. [24], \( \rho > 0 \) can be chosen to (approximately) tighten \( L_t^{EB} \) at \( V_t = V^* \) by setting

\[
\rho(V^*) := \sqrt{-2 \log \alpha + \log(-2 \log \alpha + 1)} / V^*. \tag{28}
\]

Nevertheless, \( L_t^{EB} \) forms a valid lower \((1 - \alpha)\)-CS for \( \tilde{\nu}_t \) regardless of how \( \rho > 0 \) is chosen, as long as this is done data-independently.

Readers familiar with gamma-exponential mixture supermartingales such as those in Howard et al. [23, 24] and Choe and Ramdas [8] may have expected to see a lower incomplete gamma function \( \gamma(a,b) \) instead of \( 1F_1(1,a,b) \). Indeed, \( 1F_1(1,a,b) \) reduces to \( \gamma(a,b) \) when \( b = S_t(\tilde{\nu}_t) + V_t + \rho \) is nonnegative, but unlike the lower incomplete gamma, \( 1F_1(1,a,b) \) is well-defined when \( b < 0 \). Writing (26) in terms of a lower incomplete gamma would have required lower-bounding this term by a piece-wise function when \( b = S_t + V_t + \rho < 0 \) as in Choe and Ramdas [8, Appendix C]; see Remark 5 for details.

While \( L_t^{EB} \) is not a closed-form bound, it can be computed efficiently using root-finding algorithms, and it can also be shown to achieve an asymptotic width of \( O(\sqrt{V_t \log V_t} / t) \) (the justifications in Howard et al. [24] carry over to this scenario). While this rate is sufficient for deriving CSs with strong empirical performance that shrink to zero-width, one can derive CSs that achieve an improved rate of \( O(\sqrt{V_t \log \log V_t} / t) \) using a different technique known as “stitching”.

**Proposition 3** (Variance-adaptive iterated logarithm confidence sequence for \( \tilde{\nu}_t \)). Let \( \tilde{V}_t := V_t \lor 1 \) where \( V_t \) is given as in (25). Define the function \( \ell_t(\alpha) \):

\[
\ell_t(\alpha) := 2 \log(\log \tilde{V}_t + 1) + \log \left( \frac{1.65}{\alpha} \right). \tag{29}
\]

Then we have that under the same conditions as Theorem 2,

\[
L_t^{LIL} := (k + 1) \left( \frac{1}{t} \sum_{i=1}^{t} \xi_i - \sqrt{2.13\ell_t(\alpha)\tilde{V}_t + 1.76\ell_t(\alpha)^2} / t - \frac{1.33\ell_t(\alpha)^2}{t} \right) \lor 0 \tag{30}
\]

forms a lower \((1 - \alpha)\)-CS for \( \tilde{\nu}_t := \frac{1}{t} \sum_{i=1}^{t} \nu_i \), meaning \( \mathbb{P}(\forall t \in \mathbb{N}, \tilde{\nu}_t \geq L_t^{LIL}) \geq 1 - \alpha \). An analogous upper CS \( (U_t^{LIL})_{\tilde{\nu}_t=1} \) can be derived using the mirroring trick of Remark 3.

The proof in Appendix A.5 uses the “stitching” (sometimes called “peeling”) technique that is common in the derivation of LIL-type bounds [9, 27, 30] applied to linear sub-exponential boundaries. Importantly, \( L_t^{LIL} = O(t^{-1} \sqrt{V_t \log \log V_t}) \) which matches the unimprovable rate implied by the law of the iterated logarithm. We take a maximum with 0 in \( L_t^{LIL} \) (and hence an implicit minimum with 1 in \( U_t^{LIL} \)) since \( \tilde{\nu}_t \in [0,1] \) for every \( t \in \mathbb{N} \) by assumption. Of course, if one is in a stationary environment so that \( \nu_1 = \nu_2 = \cdots = \nu \), then \( \tilde{\nu}_t = \nu \), and hence \( L_t^{LIL}, U_t^{LIL} \) forms a \((1 - \alpha)\)-CS for \( \nu \).
Comparison of Theorems 1 and 2 with prior work. To the best of our knowledge, Thomas et al. [50] were the first to derive nonasymptotic confidence intervals for policy values in contextual bandits, and they did so without knowledge of $w_{\max}$. However, their bounds are not time-uniform, and the authors do not consider time-varying policy values nor data-dependent logging policies $p_hq_t^\tau$.

Four other prior works stand out as being related to the results of this section, namely Karampatziakis et al. [28], Howard et al. [24, Section 4.2], Bibaut et al. [4], and Zhan et al. [61] and we discuss each of them in some detail below. Note that in the last row labeled “Doubly robust” of Table 1, we are referring to the property of confidence sets to be potentially sharpened in the presence of regression estimators without compromising validity (as discussed in the paragraphs surrounding Theorem 1).

- **KMR21:** The off-policy CSs of Karampatziakis et al. [28] — reviewed in Proposition 1 — can in several ways be seen as an improvement of Thomas et al. [50] since they are time-uniform, in addition to being empirically tight. As discussed in Section 2, their importance-weighted off-policy CSs are strictly generalized and extended in our Theorem 1, but their result nevertheless yields the current state-of-the-art CSs for $\nu$.

- **BDKCvdL21 & ZHHA21:** Bibaut et al. [4] and Zhan et al. [61] both study the off-policy inference problem in contextual bandits from an asymptotic point of view. Their off-policy estimators take the form of sample averages of influence functions — what Bibaut et al. [4] refer to as the canonical gradient — to which martingale central limit theorems may be applied to obtain asymptotically valid inference.

  In contrast to our work, the confidence intervals of Bibaut et al. [4] and Zhan et al. [61] (a) are asymptotic, and hence do not have finite-sample guarantees, (b) are not time-uniform, and hence cannot be used at stopping times, and (c) do not track time-varying policy values.

- **HRMS21:** Howard et al. [24, Section 4.2] derive time-uniform, nonasymptotic CSs for the average treatment effect (ATE) in randomized experiments. The main difference between our results and those of [24, Section 4.2] is that they do not study the contextual bandit off-policy
evaluation problem. However, since estimating the ATE in randomized experiments can be seen as a special case of the contextual bandit problem, it is natural to wonder how our approach differs in this special case. The main difference here is that Howard et al. [24] require knowledge of \(w_{\max}\) — or equivalently in their setup, the maximal and minimal propensity scores — while ours do not. Moreover, our results allow \(w_{\max}\) to be infinite and nevertheless enjoy variance-adaptivity. See Section 3.2 for a more detailed discussion of the implications of our bounds for ATE estimation in randomized experiments.

| Theorem | KMR21 | BDKCvdL21 & ZHHA21 | HRMS21 | Thm. 1 | Thm. 2 |
|---------|-------|---------------------|--------|--------|--------|
| Contextual bandits | ✓ | ✓ | ✓ | ✓ | ✓ |
| Time-varying rewards | ✓ | ✓ | ✓ | ✓ | ✓ |
| Nonasymptotic | ✓ | ✓ | ✓ | ✓ | ✓ |
| Time-uniform | ✓ | ✓ | ✓ | ✓ | ✓ |
| Predictable \((b_t)_{t=1}^\infty\) | ✓ | ✓ | ✓ | ✓ | ✓ |
| \(w_{\max}\)-free | ✓ | ✓ | ✓ | ✓ | ✓ |
| Doubly robust | ✓ | ✓ | ✓ | ✓ | ✓ |

### 3.1 A remark on policy value differences

The results in this paper have taken the form of CSs for policy values, e.g. a sequence of sets \([L_t, U_t]_{t=1}^\infty\) such that \(\mathbb{P}(\forall t\in\mathbb{N}, \nu \in [L_t, U_t]) \geq 1 - \alpha\), but it may be of interest to directly estimate policy value differences — e.g. \(\delta = \nu_1 - \nu_2 = \nu(\pi_1) - \nu(\pi_2)\), where \(\nu(\pi)\) is the value of some policy \(\pi\), and \(\pi_1\) and \(\pi_2\) are two policies we would like to compare. In many cases including the gated deployment problem studied by Karampatziakis et al. [28], \(\pi_1\) is some target policy of interest and \(\pi_2 = h_1 = h_2 = \cdots = h\) is the logging policy so that \(\nu(\pi_1) - \nu(h)\) can be interpreted as the additional value (or “lift”) in the target policy \(\pi_1\) over the logging policy. However, our setup allows for \(\pi_1\) and \(\pi_2\) to be any two policies that are absolutely continuous with respect to the logging policies.

Of course, one can always solve this problem by union bounding: construct \((1 - \alpha/2)\)-CSs for \(\nu_1\) and \(\nu_2\) separately to yield a \((1 - \alpha)\)-CS for their difference. However, it is possible to remove this small amount of slack introduced by union bounding and instead derive a CS for the difference directly.

The idea is simple: rather than only leverage lower-boundedness of importance-weighted rewards \(w_t R_t\), we construct a new random variable \(\theta_t := w_t^{(1)} R_t - [1 - w_t^{(2)} (1 - R_t)]\) and leverage its lower-boundedness directly — here, \(w_t^{(1)} = \pi_1/h_t\) and \(w_t^{(2)} = \pi_2/h_t\) are the importance weights for policies \(\pi_1\) and \(\pi_2\), respectively. In particular, notice that

\[
E[\theta_t] = \delta, \quad \text{and} \quad \theta_t \geq -1, \quad \text{and hence} \quad (31)
\]

\[
\frac{1}{2} [\theta_t - \delta] \geq -1 \quad \text{almost surely.} \quad (32)
\]

Consequently, \((32)\) can be used in the proofs of our theorems to derive a CS for \(\delta\) directly, since those proofs fundamentally rely on the centered (i.e. with their mean subtracted) random variables being almost surely lower-bounded by \(-1\). For instance, we have that for any \((0,1)\)-valued predictable sequence \((\lambda_t(\delta))_{t=1}^\infty\),

\[
M_t(\delta) := \prod_{i=1}^t (1 + \lambda_i(\delta) \cdot (\theta_t - \delta)/2) \quad (33)
\]

forms a test martingale and hence \(L_t := \inf\{\delta' \in [-1, 1]: M_t(\delta') < 1/\alpha\}\) forms a lower \((1 - \alpha)\)-CS for \(\delta\). As usual, the mirroring trick can be used to obtain an upper CS for this policy value difference. Moreover, the above discussion can be extended to time-varying policy value differences and
doubly robust pseudo-outcomes (rather than just their importance-weighted counterparts), as well as sequences of policies — i.e. analyzing the sequences \((\pi_1^{(t)})_{t=1}^\infty\) and \((\pi_2^{(t)})_{t=1}^\infty\) — but we omit these derivations for the sake of brevity.

### 3.2 Time-varying treatment effects in adaptive experiments

While this paper is focused on anytime-valid contextual bandit inference — i.e. inference for policy values or their CDFs from contextual bandit data — one can nevertheless view off-policy evaluation as a generalization of treatment effect estimation from adaptive experiments. Consequently, every single result in this paper also has powerful implications for nonasymptotic inference for treatment effects from such experiments. In this section, we will focus on adaptive experiments with binary treatments for simplicity, but the analogy extends to more general settings.

From contextual bandits to adaptive experiments with binary treatments. The contextual bandit problem can be seen as a generalization of adaptive experiments since the latter has three key notational differences.

1. The “context” \(X_t\) is typically referred to as a “covariate” or a “feature”, and may be used to represent baseline demographics and medical history in a clinical trial, for example.

2. The “action” \(A_t\) (which is binary in this case) is referred to as a “treatment”, and the policy \(h_t\) is called the “propensity score”, and is simply the probability of a subject with covariates \(X_t\) receiving treatment \(A_t = 1\) at time \(t\).

3. The “reward” \(R_t\) is often referred to as the “outcome” for subject \(t\).

There are many reasons why one may wish to run an adaptive sequential experiment rather than a simple Bernoulli(h) experiment with a constant pre-specified propensity score \(h\). Two simple examples include: (a) balancing designs such as Efron’s biased coin [14] which vary the propensity scores \((h_t)_{t=1}^\infty\), over time to ensure that treatment groups are “balanced” within certain levels of the covariates, and (b) the experimental designs of Kato et al. [29] which adaptively choose propensity scores to minimize the variance of the resulting doubly robust and inverse propensity-weighted (IPW) estimators, yielding sharper confidence sets. (In the language of contextual bandits and off-policy evaluation, IPW and importance weighting are equivalent.) Both (a) and (b) — or any other design that varies propensity scores adaptively over time — can be paired with the CSs of the current paper.

Implications for causal inference in adaptive experiments. From the perspective of treatment effect estimation, the current paper provides nonasymptotic, nonparametric, time-uniform inference for treatment effects, all without knowledge of the minimal propensity score \(h_{\text{min}} := \text{ess inf}_{t,a,x} h_t(a \mid x)\) and this essential infimum can even be 0 (as long as it is not attained, meaning each \(h_t(a \mid x)\) is itself positive). Contrast this with prior work on nonasymptotic, nonparametric, time-uniform inference for treatment effects such as Howard et al. [24, Section 4.2], which require a priori knowledge of \(h_{\text{min}} > 0\). Their bounds necessarily scale with an implied upper-bound on the variance of \(h_{t-1}^{-1} R_t\) implied by \(h_{\text{min}}^{-1}\), while ours only scale with the empirical variance of \((h_{t-1}^{-1} R_t)_{t=1}^\infty\) — the latter always being smaller.

Concretely, Theorem 1 can be used to derive CSs for the average treatment effect from adaptively collected data in experiments with binary treatments and bounded outcomes. Theorem 2 goes further, enabling the construction of CSs for time-varying average treatment effects similar to Howard et al. [24, Section 4.2]. Finally, Theorem 3 — to be presented in Section 4 — allows for the construction of time-uniform confidence bands for the CDF of the outcome distribution under a given treatment. Moreover, all of this is possible in a nonparametric, nonasymptotic framework, without knowledge (or strict positivity) of \(h_{\text{min}}\). To the best of our knowledge, all three of these implied results are new in the literature for treatment effect estimation.
3.3 Sequential testing and anytime \( p \)-values for off-policy inference

While we have thus far taken an \textit{estimation} perspective (i.e. deriving CSs and CIs rather than \( p \)-values), all of our results have hypothesis testing analogues. In particular, the CSs and CIs developed in this paper have all been built by first deriving implicit \( e \)-processes. Formally, given a set of distributions \( \mathcal{P}_0 \) (referred to as “the null hypothesis”), an \( e \)-process \( E = (E_t)_{t=1}^{\infty} \) is \( \mathcal{H} \)-adapted process such that \( E \) is a nonnegative process such that \( \mathbb{E}_\nu [E_t] \leq 1 \) for any \( E \in \mathcal{P}_0 \) and any stopping time \( t \). (In particular, all test supermartingales for \( \mathcal{P}_0 \) are \( e \)-processes by the optional stopping theorem, but not vice versa.) While \( e \)-processes can serve as tools to derive CSs, they can also be used as interpretable testing tools in their own right, or as a way to derive \( p \)-values — \( p \)-values that are uniformly valid over time in the same sense as CSs. Formally, an \textit{anytime} \( p \)-value for \( \mathcal{P}_0 \) is an \( e \)-process \( p_t \) such that

\[
\sup_{p \in \mathcal{P}_0} P(\exists t \in \mathbb{N} : p_t \leq \alpha) \leq \alpha. \tag{34}
\]

Compare (34) with a traditional fixed-time \( p \)-value \( p_n \) that satisfies \( \sup_{p \in \mathcal{P}_0} P(p_n \leq \alpha) \leq \alpha \). On the other hand, an \( e \)-process \( (E_t)_{t=1}^{\infty} \) for \( \mathcal{P}_0 \) also satisfies Ville’s inequality:

\[
\sup_{p \in \mathcal{P}_0} P(\exists t \in \mathbb{N} : E_t \geq 1/\alpha) \leq \alpha. \tag{35}
\]

As a direct consequence of (35), notice that \( e \)-processes yield anytime \( p \)-values via the transformation \( p_t := (1/E_t) \wedge 1 \).

**Remark 4** (Which should you choose: \( e \) or \( p \)?). There are several philosophical and practical reasons why one may wish to use \( e \)-processes over anytime \( p \)-values, despite the fact that they can both be used for sequential hypothesis testing. Philosophically, \( e \)-processes (and hence test supermartingales) have game-theoretic interpretations and connections to Bayesian statistics [47, 17, 57], and have been argued to serve as a better foundation for statistical communication [46]. Practically, stopped \( e \)-processes form \( e \)-values — nonnegative random variables with expectation at most one [54] — which have several attractive properties over \( p \)-values, including the fact that they are very straightforward to combine for the sake of testing a global null [54], to perform meta-analyses [49], or to control the false discovery rate under arbitrary dependence [55]. In this section, we remain agnostic as to which of the two one should use: we will simply derive \( e \)-processes and note that their philosophical and practical properties can be enjoyed within OPE, and that if anytime \( p \)-values are preferred, they are always available via the transformation \( p_t := (1/E_t) \wedge 1 \).

Following Section 3.1, let us now derive sequential tests for whether a policy \( \pi_1 \) has a higher average value than some other policy \( \pi_2 \). Technically, one could also replace \( \pi_1 \) or \( \pi_2 \) with a \textit{sequence} of predictable policies, but for simplicity we will only discuss fixed policies. Concretely, let \( \Delta_t \) denote the difference in the values of policies \( \pi_1 \) and \( \pi_2 \) at time \( t \),

\[
\delta_t := \nu_1(\pi_1) - \nu_2(\pi_2) \equiv \mathbb{E}_{A_t \sim \pi_1}(R_t) - \mathbb{E}_{A_t \sim \pi_2}(R_t), \tag{36}
\]

and let \( \Delta_t := \frac{1}{t} \sum_{i=1}^{t} \delta_i \) denote the running average difference. We are interested in testing the \textit{weak} null hypothesis \( H_0 \),

\[
H_0 : \forall t, \Delta_t \leq 0, \text{ vs } H_1 : \exists t : \Delta_t > 0. \tag{37}
\]

In words, \( H_0 \) says that “\( \pi_1 \) is no better than \( \pi_2 \) on average thus far” and was used to compare sequential forecasters in Choe and Ramdas [8]. This “weak null” should be contrasted with the “strong null” that would posit \( H_0^* : \forall t, \delta_t \leq 0 \) — clearly, the latter implies the former, and hence any \( e \)-process (or anytime \( p \)-value) for \( H_0 \) can also be used for \( H_0^* \). Mathematically, \( H_0 \) is a composite superset of the point null \( H_0^* \). From a practical perspective, \( H_0 \) may be a favorable null to test since it allows for \( \nu_1(\pi_1) > \nu_2(\pi_2) \) at various \( t \) as long as \( \frac{1}{t} \sum_{i=1}^{t} \nu_1(\pi_1) \leq \frac{1}{t} \sum_{i=1}^{t} \nu_2(\pi_2) \) for all \( t \), whereas \( H_0^* \) requires \( \pi_1 \) to be uniformly dominated by \( \pi_2 \).
Let us now derive an explicit $e$-process for $H_0$. Using the techniques of Section 3.1, define

$$\theta_t := w_t^{(1)}R_t - (1 - w_t^{(2)}(1 - R_t)), \quad (38)$$

where $w_t^{(1)} := \pi_1(A_t \mid X_t)/h_t(A_t \mid X_t)$ and $w_t^{(2)} := \pi_2(A_t \mid X_t)/h_t(A_t \mid X_t)$ are the importance weights for policies $\pi_1$ and $\pi_2$. As before, we note that $\theta_t \geq -1$ and $E(\theta_t \mid H_{t-1}) = \delta_t$, and hence

$$E \left( \frac{1}{t} \sum_{i=1}^t \theta_i \mid H_{t-1} \right) = \Delta_t. \quad (39)$$

Given the above setup, we are ready to derive an $e$-process (and hence an anytime $p$-value) for the weak null $H_0$ (an illustration is provided in Figure 5).

**Proposition 4.** Given contextual bandit data $(X_t, A_t, R_t)_{t=1}^{\infty}$ and two target policies $\pi_1$ and $\pi_2$ that we would like to compare, define $S_t(\Delta'_t)$ and $V_t$ by

$$S_t(\Delta'_t) := \frac{1}{2} \left( \sum_{i=1}^t \theta_i - t\Delta'_t \right) \quad \text{and}$$

$$V_t := \frac{1}{2} \sum_{i=1}^t (\theta_i - \hat{\theta}_{i-1})^2, \quad \text{where } \hat{\theta}_t := \frac{1}{2} \left[ \left( \frac{1}{t} \sum_{i=1}^t \theta_i \right) \land 1 \right] \quad (40)$$

Then, given any $\rho > 0$, we have that

$$M_{t}^{\text{EB}}(0) := \left( \frac{\rho^e e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \right) \frac{1}{V_0 + \rho} \text{B}(1, V_0 + \rho + 1, S_0(0) + V_0 + \rho) \quad (42)$$

forms an $e$-process for $H_0$. Consequently, $p_t := (1/M_{t}^{\text{EB}}) \land 1$ forms an anytime $p$-value for the weak null $H_0 : \forall t, \Delta_t \leq 0$, meaning $\sup_{P \in H_0} P(\exists t : p_t \leq \alpha) \leq \alpha$.

![Figure 5](image_url)

Figure 5: An illustration of how the anytime $p$-value derived in Proposition 4 can be used to test the weak null $H_0 : \forall t, \Delta_t \leq 0$. In the left-hand side plot, notice that $\delta_t$ ventures above 0 at several points prior to $t = 2037$, but the average policy value difference is positive for the first time at $t = 2037$. In the right-hand side plot, we see that the anytime $p$-value dips below $\alpha$ shortly after $\Delta_t > 0$, at which point the weak null can be safely rejected, with no penalties for the $p$-value having been continuously monitored.
The fact that \( M_t^{EB}(0) \) forms an \( \epsilon \)-process is easy to see: under \( H_0 \), we have that \( \Delta_t \leq 0 \) and notice that \( M_t^{EB} \) with \( S_t(0) \) replaced with \( S_t(\Delta_t) \) forms a test supermartingale using the same techniques as Section 3. Since \( S_t(\cdot) \) is nonincreasing and \( t F_1 \) is nondecreasing in its third argument, we have that \( M_t^{EB} \) is upper-bounded by the aforementioned test supermartingale whenever \( \Delta_t \leq 0 \). The claimed \( \epsilon \)-process property is then an immediate consequence of the optional stopping theorem applied to the above test supermartingale.

4 Time-uniform inference for the off-policy CDF

Thus far we have focused on off-policy inference for mean policy values, i.e. functionals of the form \( \nu := \mathbb{E}_\pi (R) \). In some cases, however, it may be of interest to study quantiles (e.g. median or 75th percentile) or perhaps the entire cumulative distribution function (CDF) of the reward distribution under policy \( \pi \). In this section, we focus on the latter, deriving confidence bands for the CDF \( \mathbb{P}_\pi (R \leq r) \) of the reward \( R \) under policy \( \pi \). Our confidence bands will be uniform in two senses: in time, and in the quantiles. Concretely, if \( Q(p) \) and \( Q^-(p) \) are the right (standard) and left quantiles, respectively — meaning \( Q(p) := \sup \{ x \in \mathbb{R} : \mathbb{P}_\pi (R \leq x) \} \) and \( Q^-(p) := \sup \{ x \in \mathbb{R} : \mathbb{P}_\pi (R < x) \} \) — then we will derive a sequence of confidence bands \( [L_t(p), U_t(p)] \in \mathbb{N} \) such that

\[
\mathbb{P} \left( \forall t \in \mathbb{N}, p \in (0, 1), \ L_t(p) < Q^{-}(p) \text{ and } Q(p) < U_t(p) \right) \geq 1 - \alpha. \tag{43}
\]

Such a guarantee enables anytime-valid inference at arbitrary stopping times for all quantiles simultaneously, (as well as any functional thereof). In addition, all our confidence bands will satisfy all five desiderata laid out in Section 1.2, and they will consistently shrink to the true quantile \( Q(p) \) for all \( p \).

In order to state our main result, we first need to define a few terms. Define \( W_t, \bar{W}_t, \hat{q}_t(p) \), and \( \ell_t(p; \alpha) \) given by

\[
W_t := \sum_{i=1}^{t} w_i^2, \quad \bar{W}_t := W_t \vee 1, \tag{44}
\]

\[
\hat{q}_t(p) := \text{logit}^{-1} \left( \text{logit}(p) + 4 \sqrt{\frac{\epsilon}{W_t}} \right), \tag{45}
\]

\[
\ell_t(p; \alpha) := 2 \log \left( \log \bar{W}_t + 1 \right) + 2 \log \left( \left\lfloor \frac{\sqrt{W_t \logit(p)} - \ell_t(p; \alpha)}{4} \right\rfloor \vee 1 \right) + \log \left( \frac{7.06}{\alpha} \right), \tag{46}
\]

and

\[
\mathcal{B}_t(p; \alpha) := \sqrt{2.13 \ell_t(p; \alpha) W_t + 1.76 \hat{q}_t(p)^2 \ell_t(p; \alpha)^2} \tag{47}
\]

\[
+ 1.33 \hat{q}_t(p) \ell_t(p; \alpha) + t(\hat{q}_t(p) - p) \tag{48}
\]

While some of the above may seem complicated, they arise naturally from the proof technique discussed below, and it is straightforward to implement them into code. Given the above setup, we are ready to state the main result of this section.

**Theorem 3** (Time-uniform confidence band for the off-policy CDF). Consider a sequence of contextual bandit data \((X_t, A_t, R_t)_{t=1}^{\infty}\) with real-valued (i.e. not necessarily \([0, 1]\)-bounded) rewards. Let \( \hat{F}_t^\pi (x) := \frac{1}{t} \sum_{i=1}^{t} w_i 1(R_i \leq x) \) be the importance-weighted empirical CDF, and let \( \hat{Q}_t(p) \) and \( \hat{Q}_t^-(p) \) be the upper and lower empirical quantiles, meaning

\[
\hat{Q}_t(p) := \sup \{ x \in \mathbb{R} : \hat{F}_t^\pi (x) \leq p \}, \tag{49}
\]

and similarly for \( \hat{Q}_t^-(p) \) with \( \leq \) in the above supremum replaced by a strict inequality \( < \). Then,

\[
\mathbb{P} \left( \forall t \in \mathbb{N}, p \in (0, 1), \ Q(p) < \hat{Q}_t^-(p + \mathcal{B}_t(p; \alpha) \wedge 1) \right) \geq 1 - \alpha. \tag{50}
\]
Similarly, after applying the mirroring trick of Remark 3, we have that
\[ \mathbb{P} \left( \forall t \in \mathbb{N}, p \in (0, 1), Q_t \left( \left[ p + \frac{1}{t} \sum_{i=1}^{t} w_i - 1 - \mathbb{B}_i(1 - p; \alpha) \right] \lor 0 \right) < Q^-(p) \right) \geq 1 - \alpha. \] (51)

Figure 6: Time- and quantile-uniform 90% confidence band for the off-policy CDF $\mathbb{P}_\pi(R \leq Q)$ in a Bernoulli(1/2) experiment with the target policy set to $\pi(a | x) = 1(a = 1)$ — i.e. “always play action 1”. Here, the off-policy distribution of $R$ is a beta distribution with $\alpha = \beta = 10$. These confidence bands are simultaneously valid for all $Q \in \mathbb{R}$ and all $t \in \mathbb{N}$ (though we only display them at $t \in \{10^3, 10^4, 10^5\}$ above). In particular, notice that as $t$ gets larger, the confidence bands shrink towards the true CDF (and will continue to do so in the limit).

The proof in Appendix A.6 modifies the “double stitching” technique of Howard and Ramdas [22, Theorem 5] to handle importance-weighted observations, and relies on a sub-exponential concentration inequality rather than a sub-Bernoulli one. Notice that (50) and (51) could be written without $Q^-$ and $Q^-$ — i.e. replacing $Q^-_t$ and $Q^-$ with $Q_t$ and $Q$, respectively — but this would never result in a tighter bound. Illustrations of the time-uniform confidence bands derived in Theorem 3 are can be found in Figure 6.

Many of the CSs throughout this paper have recovered prior CSs in the literature when specialized to the on-policy regime (that is, when all importance weights are set to 1 and reward predictors are set to 0). Examples include Theorem 1 recovering Waudby-Smith and Ramdas [58, Theorem 3] or Theorem 2 recovering Howard et al. [24, Proposition 9]. However, Theorem 3 does not recover the on-policy bound it most resembles (Howard and Ramdas [22, Theorem 5]). The reason for this is subtle, and has to do with the fact that in the on-policy regime, $1(R_t \leq Q(p)) - p$ is a Bernoulli($p$) random variable, hence their partial sums $\frac{1}{t} \sum_{i=1}^{t} [1(R_i \leq Q(p)) - p]$ form sub-Bernoulli processes [23, 24, 22] with variance process $tp(1 - p)$ regardless of the value of $Q(p)$. On the other hand, in the off-policy setting, we use importance-weighted indicators $w_i [1(R_i \leq Q(p)) - p]$ whose partial sums are not sub-Bernoulli, but are instead sub-exponential with a variance process that depends on $Q(p)$. This fundamental difference changes the test supermartingales that we have access to, and consequently alters the downstream CSs.
Comparison with prior work. There are three prior works that are related to the results of this section, namely those of Howard and Ramdas [22], Chandak et al. [5], and Huang et al. [25], but it is important to note that none of them solve the problem that we are studying — time-uniform confidence bands for off-policy CDFs — and hence we focus on a theoretical comparison with these prior works, rather than an empirical one. We discuss each of them in detail below and summarize how they compare with the present paper in Table 2.

- **HR22:** Howard and Ramdas [22] derive time- and quantile-uniform confidence bands for the CDF of iid random variables in the on-policy setting, and in particular, Theorem 5 in their paper satisfies a guarantee of the form (43). However, Howard and Ramdas [22] do not consider the off-policy inference problem that we do here, and hence the “Predictable $p_t^q$” and “$w_{\text{max}}$-free” rows are not applicable (N/A). In addition, our setup can be seen as a generalization of theirs if all importance weights are set to 1.

- **UnO21:** In the paper entitled “Universal off-policy evaluation” (UnO), Chandak et al. [5] derive fixed-time quantile-uniform confidence bands for the off-policy CDF. Cleverly exploiting monotonicity of CDFs, they reduce the problem to computing finitely many confidence intervals for means of importance-weighted bounded random variables, and taking a union bound over them. Notably, their bounds do not require knowledge of $w_{\text{max}}$.

The main difference between our bounds and those of Chandak et al. [5] is that ours are both time- and quantile-uniform, while theirs are only quantile-uniform. Note that Chandak et al. [5] do consider the more general setup of reinforcement learning in Markov Decision Processes (MDP) — an area to which we intend to extend all of our CSs in the future — and MDPs include the contextual bandit setting as a special case. When focusing on contextual bandits specifically, however, and even when ignoring time-uniformity, Theorem 3 improves on the fixed-time results of Chandak et al. [5] in the two following ways.

First, the confidence bands of Chandak et al. [5] are not guaranteed to shrink to the true CDF as the sample size grows to infinity while ours are (and at an explicit rate of $O(\sqrt{\log t/t})$), which we refer to as “consistency” in Table 2.

Second, their bounds assume that the logging policy $h$ is fixed, while ours can take the form of a sequence of data-dependent logging policies $(h_t)_{t=1}^T$, such as those that result from online learning algorithms. However, since Chandak et al. [5, Theorem 2] simply requires taking a union bound over several CIs for importance-weighted bounded random variables, their Theorem 2 can presumably be extended to handle predictable logging policy sequences by employing the CIs provided in Corollaries 1 or 2.

- **HLLA21:** Huang et al. [25] derive impressive quantile-uniform confidence bands for the off-policy CDF. Their bounds are elegant and simple to state, resembling the famous Dvoretzky-Kiefer-Wolfowitz (DKW) inequalities and their sharpened forms [13, 37]. Notably, their bounds are consistent for the true CDF at $O(1/\sqrt{n})$ rates. Similar to Chandak et al. [5], however, their results are not time-uniform, and hence do not permit valid inference at stopping times, unlike ours. Moreover, all of their bounds require knowledge of $w_{\text{max}}$ (and for this value to be finite), while our bounds do not. Finally, similar to Chandak et al. [5], their bounds assume that the logging policy $h$ is fixed.

5 Summary & extensions

This paper derived time-uniform confidence sequences for various parameters in off-policy evaluation which remain valid even in contextual bandit setups where data are collected adaptively and sequentially over time. We began in Section 1.2 by laying out our desiderata for off-policy inference: we
Table 2: Comparison of various uniform confidence bands for the CDF

|                      | HR22 | UnO21 | HLLA21 | Thm. 3 |
|----------------------|------|-------|--------|--------|
| Off-policy           |      | ✓     | ✓      | ✓      |
| Time-uniform         | ✓    | ✓     | ✓      | ✓      |
| Consistency          | ✓    | ✓     | ✓      | ✓      |
| Predictable $(h_i)_{i=1}^\infty$ | N/A  | ✓     | ✓      | ✓      |
| $w_{\text{max}}$-free | N/A  | ✓     | ✓      | ✓      |

sought methods that (1) are exact and nonasymptotically valid, (2) only make nonparametric assumptions such as boundedness, (3) are time-uniform, and hence valid at arbitrary stopping times, (4) do not require knowledge of extreme values of importance weights, and (5) allow data to be collected by data-dependent logging policies.

In Section 2, we began by studying the most classical off-policy parameter — a fixed policy value $\nu$ — and we derived CSs that strictly generalize prior state-of-the-art CSs by weakening the required assumptions and allowing for variance reduction via double robustness. In the same section, we also develop the first closed-form confidence sequences for policy values, as well as some tight fixed-time confidence intervals that are instantiations of our time-uniform bounds. Section 3 then developed CSs for a more general parameter: the time-varying average policy value $\mu_t := \frac{1}{t} \sum_{i=1}^t \nu_i$, and we discussed what implications these bounds have for adaptive sequential experiments, such as online A/B tests.

Finally, in Section 4, we derived simultaneously valid CSs for every quantile of the off-policy reward distribution. Said differently, these bounds form time-uniform confidence bands for the CDF of the off-policy reward distribution.

There are a few other works that consider CSs and test supermartingales without reference to OPE or contextual bandits, but that nevertheless now have interesting consequences in the OPE problem once paired with the present paper. In particular, we want to highlight the implications that Wang and Ramdas [55] and Xu et al. [60] have on false discovery rate control in OPE, and how Waudby-Smith et al. [59] immediately yields algorithms for differentially private OPE. We briefly discuss these implications below, but omit their full derivations since these extensions are rather simple and not central to the current paper.

**False discovery/coverage rate control under arbitrary dependence.** Suppose that rather than estimate a single policy value $\nu$, we are interested in a collection $(\nu_1, \ldots, \nu_J)$ containing the values of the policies $(\pi_1, \ldots, \pi_J)$. When testing several hypothesis or constructing several CIs, etc., it is often of interest to control some multiple testing metric, such as the false discovery rate (FDR), or the false coverage rate (FCR), respectively [2, 3]. Rather surprisingly, Wang and Ramdas [55] and Xu et al. [60] show that for tests and CIs built from $e$-values — nonnegative test statistics with expectation at most one — the FDR and FCR can be controlled under arbitrary dependence with virtually no modification to the famous Benjamini-Hochberg [2] and Benjamini-Yekutieli [3] procedures, while this fact is not true for generic tests and CIs. Relevant to the current paper, all our CSs are fundamentally built from test supermartingales which form $e$-values at arbitrary stopping times. As a concrete consequence, we can take a collection of stopped CSs $C^{(1)}_\tau, \ldots, C^{(J)}_\tau$ for $(\pi_j)_{j \in [J]}$, adjust them via the $e$-BY procedure of Xu et al. [60] to produce $\tilde{C}^{(1)}_\tau, \ldots, \tilde{C}^{(J)}_\tau$, so that the FCR is controlled at some desired level $\delta \in (0, 1)$. The ability control the FCR under arbitrary dependence is crucial for our setting since the CSs $(C^{(j)}_\tau)_{j \in [J]}$ are highly dependent and constructed from the same data, but with different importance weights. Similar implications hold for sequential tests and control of the FDR via the $e$-BH procedure of Wang and Ramdas [55].

**Locally differentially private off-policy evaluation in contextual bandits.** Waudby-Smith et al. [59] developed nonparametric CSs and CIs for means of bounded random variables under pri-
vacy constraints. The authors developed a so-called “Nonparametric randomized response” (NPRR) mechanism that serves as a nonparametric generalization of Warner’s randomized response [56], mapping a [0, 1]-bounded random variable $Y_t$ to a new random variable $Z_t$ so that each $Z_t$ is an $\varepsilon$-locally differentially private view of $Y_t$ with mean $r\mathbb{E}(Y_t) + (1 - r)/2$, where $r$ is a known quantity that depends on $\varepsilon$ (and hence it is possible to work out what $\mathbb{E}(Y_t)$ is). While Waudby-Smith et al. [59] did not explicitly consider the contextual bandit setup, they did develop CSs for time-varying treatment effects in sequential experiments, similar to the discussion in Section 3.2. However, like other prior work, their CSs require a priori knowledge of the minimal propensity score (in the language of this paper: they require knowledge of $w_{\text{max}}$). Nevertheless, it is possible to derive locally private CSs for (time-varying) policy values without knowledge of $w_{\text{max}}$ using the techniques of the current paper. Moreover, several policies can be evaluated from a single application of NPRR, thereby avoiding inflation of the privacy parameter $\varepsilon$ from evaluating multiple policies. That is, given $[0,1]$-bounded rewards $(R_t)_{t=1}^\infty$, we can use NPRR to generate private views $(Z_t)_{t=1}^\infty$ of these rewards, and notice that $\mathbb{E}(w_t Z_t) = \mathbb{E}_{A_t \sim \pi}(Z_t) = r\mathbb{E}_{A_t \sim \pi}(R_t) + (1 - r)/2$, and hence a CS for $\mathbb{E}(w_t Z_t)$ can be translated into a CS for $\mathbb{E}_{A_t \sim \pi}(R_t)$ even though we only see a privatized version of $R_t$. In particular, practitioners can derive locally private CSs for time-varying policy values using Theorem 2 for several policies $\pi_1, \ldots, \pi_J$, with only a single application of NPRR.

We believe that this paper presents a comprehensive treatment of OPE inference, yielding procedures that are theoretically valid under more general settings and yet deliver state-of-the-art practical performance. A challenging open problem is to extend these techniques to the off-policy MDP (Markov Decision Process) setting, where the actions at each step affect subsequent covariate and reward distributions, as captured by state variables. Another important open problem is to design practical OPE inference methods not just for one policy, but uniformly over an entire family of policies.
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A Proofs of the main results

A.1 A technical lemma

Lemma 1. Let \( Z \) and \( \hat{Z} \) be \( \mathcal{H} \)-adapted processes such that \( Z_t - \hat{Z}_{t-1} \geq -1 \) almost surely for all \( t \). Denoting \( \mu_t := \mathbb{E}(Z_t | \mathcal{H}_{t-1}) \), we have that for any \((0,1)\)-valued predictable process \((\lambda_t)_{t=1}^\infty\),

\[
M_t := \exp\left( \sum_{i=1}^t \lambda_i (Z_i - \mu_i) - \sum_{i=1}^t \psi_E(\lambda_i)\left(Z_i - \hat{Z}_{t-1}\right)^2 \right),
\]

forms a test supermartingale, where \( \psi_E(\lambda) := -\log(1 - \lambda) - \lambda \).

Above, \( \hat{Z}_{t-1} \) is to be interpreted as an estimator of \( Z_t \) using the first \( t - 1 \) samples. Closely related lemmas have appeared in \([15, 23, 24, 58]\), but those papers assumed \( Z_t - \mu_t \geq -1 \), which does not suffice for our purposes. What is somewhat surprising above is that we do not require a particular lower bound on \( Z_t \) or an upper bound on \( \mu_t \), as long as \( Z_t - \hat{Z}_{t-1} \geq -1 \).

Proof. First, note that \( M_0 = 1 \) by construction, and \( M_t \) is always positive. It remains to show that \( M_t \) forms a supermartingale. Writing out the conditional expectation of \( M_t \) given \( \mathcal{H}_{t-1} \), we have that

\[
\mathbb{E}(M_t | \mathcal{H}_{t-1}) = M_{t-1} \mathbb{E}\left( \exp\left\{ \lambda_t (Z_t - \mu_t) - \psi_E(\lambda_t)(Z_t - \hat{Z}_{t-1})^2 \right\} | \mathcal{H}_{t-1} \right),
\]

and hence it suffices to prove that \((\dagger) \leq 1\). Denote for the sake of succinctness,

\[
Y_t := Z_t - \mu_t \quad \text{and} \quad \delta_t := \hat{Z}_{t-1} - \mu_t,
\]

and note that \( \mathbb{E}(Y_t | \mathcal{H}_{t-1}) = 0 \). Using the proof of Fan et al. \([15, \text{Proposition 4.1}]\), we have that \( \exp\{b\lambda - b^2\psi_E(\lambda)\} \leq 1 + b\lambda \) for any \( \lambda \in [0,1) \) and \( b \geq -1 \). Setting \( b := Y_t - \delta_t = Z_t - \hat{Z}_{t-1} \),

\[
\mathbb{E}\left[ \exp\left\{ \lambda_t Y_t - (Y_t - \delta_t)^2 \psi_E(\lambda_t) \right\} | \mathcal{H}_{t-1} \right] \leq \mathbb{E}\left[ 1 + (Y - \delta_t)\lambda_t | \mathcal{H}_{t-1} \right] \exp(\lambda_t \delta_t) 
\]

where the last line follows from the fact that \( Y_t \) is conditionally mean zero and the inequality \( 1 - x \leq \exp(-x) \) for all \( x \in \mathbb{R} \). This completes the proof.

\[\square\]

A.2 Proof of Theorem 1

We will only derive the lower CS for \( \nu \), since the upper CS follows analogously. Consider the process \((M_t(\nu))_{t=1}^\infty\) given by

\[
M_t(\nu) := \prod_{i=1}^t \left[ 1 + \lambda_i^2(\nu) \cdot (\phi_i^{(\text{DR-I)}} - \nu) \right].
\]

The proof proceeds in three steps, following the strategy of \([24, 58]\) and \([28]\). In Step 1, we show that the pseudo-outcomes have conditional mean \( \nu \), i.e. \( \mathbb{E}(\phi_i^{(\text{DR-I)}} | \mathcal{H}_{t-1}) = \mathbb{E}_r(R_t | \mathcal{H}_{t-1}) \). In Step 2, we use Step 1 to show that \( M_t(\nu) \) forms a test martingale and apply Ville’s inequality to it. In Step 3, we “invert” this test martingale to obtain the lower CS found in Theorem 1.
Step 1: Computing the conditional mean of the doubly robust pseudo-outcomes. Writing out the conditional expectation of $\phi_t^{(DR)}$, we have

$$
\mathbb{E}[\phi_t^{(DR)} \mid \mathcal{H}_{t-1}] = \mathbb{E}(w_t \cdot \left( \hat{\pi}_t(X_t; A_t) \wedge \frac{k_t}{w_t} \right) \mid \mathcal{H}_{t-1}) - \mathbb{E}_{a \sim \pi(\cdot \mid X_t)} \left( \hat{\pi}_t(X_t; a) \wedge \frac{k_t}{w_t} \right) \mid \mathcal{H}_{t-1} \\
= \mathbb{E}(w_t \cdot \left( \hat{\pi}_t(X_t; A_t) \wedge \frac{k_t}{w_t} \right) \mid \mathcal{H}_{t-1})
$$

Step 2: Showing that $M_t(\nu)$ forms a test martingale. First, note that $M_0 \equiv 1$ by construction. To show that $M_t$ is nonnegative, notice that since $R_t, \hat{\pi}_t \in [0, 1]$ almost surely, we have that $\phi_t^{(DR)} \geq -k_t$. Therefore, for any $\nu \in [0, 1]$,

$$
1 + \lambda_t^L(\nu) \cdot (\phi_t^{(DR)} - \nu) \geq 1 + \lambda_t^L(\nu) \cdot (-k_t - \nu) \\
> 1 + \frac{-k_t - \nu}{k_t + \nu} \quad \text{(since } \lambda_t^L(\nu) \in [0, (\nu + k_t)^{-1}]) \\
= 0.
$$

Lastly, it remains to show that $\mathbb{E}[M_t(\nu) \mid \mathcal{H}_{t-1}] = M_{t-1}(\nu)$. Writing out the conditional expectation of $M_t(\nu)$, we have

$$
\mathbb{E}[M_t(\nu) \mid \mathcal{H}_{t-1}] = \mathbb{E}\left[ M_{t-1}(\nu) \left( 1 + \lambda_t^L(\nu) \cdot (\phi_t^{(DR)} - \nu) \right) \mid \mathcal{H}_{t-1} \right] \\
= M_{t-1}(\nu) \cdot \left( 1 + \lambda_t^L(\nu) \cdot \mathbb{E}\left[ (\phi_t^{(DR)} - \nu) \mid \mathcal{H}_{t-1} \right] \right) \\
= M_{t-1}(\nu) \cdot (1 + \lambda_t^L(\nu) \cdot 0) = M_{t-1}(\nu),
$$

where the second line follows from the fact that $M_{t-1}$, $\lambda_t^L$ are predictable, and the third line follows from Step 1. Therefore, by Ville’s inequality for nonnegative supermartingales [53], we have

$$
\mathbb{P}\left( \exists t \in \mathbb{N}, M_t(\nu) \geq \frac{1}{\alpha} \right) \leq \alpha. \quad (55)
$$

Step 3: Inverting Ville’s inequality to obtain a lower CS. Recall the lower boundary given by (12),

$$
L_t^{DR} := \inf \left\{ \nu' \in [0, 1] : \frac{1}{\alpha} \prod_{i=1}^{t} \left[ 1 + \lambda_i^L(\nu') \cdot (\phi_i^{(DR)} - \nu') \right] < \frac{1}{\alpha} \right\}
$$

and notice that if $\nu < L_t^{DR}$, then $M_t(\nu) \geq 1/\alpha$ by definition of $L_t^{DR}$. Consequently,

$$
\mathbb{P}(\exists t \in \mathbb{N}, \nu < L_t^{DR}) \leq \mathbb{P}\left( \exists t \in \mathbb{N}, M_t(\nu) \geq \frac{1}{\alpha} \right) \leq \alpha.
$$

Therefore, we have $\mathbb{P}(\forall t \in \mathbb{N}, \nu \geq L_t^{DR}) \geq 1 - \alpha$, so $L_t^{DR}$ forms a lower $(1 - \alpha)$-CS for $\nu$, which completes the proof. 

\[ \square \]
A.3 Proof of Theorem 2

Proof of Theorem 2. The proof proceeds in three steps, following the high level outline of the conjugate mixture method in [24]. First, we invoke Lemma 1 to derive a test supermartingale for each $\lambda \in (0,1)$. Second, we mix over $\lambda \in (0,1)$ using the truncated gamma density to obtain (26). Third and finally, we invert this test supermartingale to obtain a lower CS for $\hat{\nu}_t$.

Step 1: Deriving a test supermartingale indexed by $\lambda \in (0,1)$. Let $Z_t := \xi_t$ and $\hat{Z}_{t-1} := \hat{\xi}_{t-1}$ as in the setup of Theorem 2. First, notice that $E(\xi_t \mid H_{t-1}) = \nu_t$:

$$E(\xi_t \mid H_{t-1}) = \int_{x,a} \frac{\pi(a \mid x)}{h_t(a \mid x)} r p_{R_t}(r \mid a, x, H_{t-1}) h_t(a \mid x) p_X(x \mid H_{t-1}) \, dx \, da \, dr. \quad (57)$$

Notice that $\xi_t - \hat{\xi}_{t-1} \geq -1$, and hence by Lemma 1, we have that for any $\lambda \in (0,1)$

$$M_t(\hat{\nu}_t; \lambda) := \exp \{ \lambda S_t(\hat{\nu}_t) - V_t \psi_E(\lambda) \}$$

forms a test supermartingale.

Step 2: Mixing over $\lambda$ using the truncated gamma density. For any distribution $F$ on $(0,1)$,

$$M_t^{EB}(\hat{\nu}_t) := \int_{\lambda \in (0,1)} M_t(\hat{\nu}_t; \lambda) \, dF(\lambda) \quad (58)$$

forms a test supermartingale by Fubini’s theorem. In particular, we will use the truncated gamma density $f(\lambda)$ given by

$$f(\lambda) = \frac{\rho^\rho e^{-\rho(1-\lambda)} (1-\lambda)^{\rho-1}}{\Gamma(\rho) - \Gamma(\rho, \rho)}, \quad (59)$$

as the mixing density. Writing out $M_t(\nu)$ using $dF(\lambda) := f(\lambda) d\lambda$, we have

$$M_t^{EB}(\hat{\nu}_t) := \int_0^1 \exp \{ \lambda S_t(\hat{\nu}_t) - V_t \psi_E(\lambda) \} f(\lambda) \, d\lambda$$

$$= \int_0^1 \exp \{ \lambda S_t(\hat{\nu}_t) - V_t \psi_E(\lambda) \} \frac{\rho^\rho e^{-\rho(1-\lambda)} (1-\lambda)^{\rho-1}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \, d\lambda$$

$$= \frac{\rho^\rho e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \int_0^1 \exp \{ \lambda (\rho + S_t + V_t) \} (1-\lambda)^{\rho+1-1} \, d\lambda$$

$$= \left( \frac{\rho^\rho e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \right) \left( \frac{1}{V_t + \rho} \right) \left( \frac{1}{V_t + \rho} \right) \left( \frac{\Gamma(\rho + 1)}{\Gamma(\rho + a + 1)} \right) \int_0^1 e^{\frac{a}{V_t + \rho}} (1 - u)^{b-a-1} \, du$$

$$= \left( \frac{\rho^\rho e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \right) \left( \frac{1}{V_t + \rho} \right) F(1, V_t + \rho + 1, S_t + V_t + \rho),$$

which completes this step.

Step 3: Inverting the mixture test supermartingale to obtain (26). Similar to Step 3 of the proof of Theorem 1, we have that $\hat{\nu}_t < L_t^{EB}$ if and only if $M_t(\hat{\nu}_t) \geq 1/\alpha$, and hence by Ville’s inequality for nonnegative supermartingales, we have that

$$P(\exists t : \hat{\nu}_t < L_t^{EB}) = P(\exists t : M_t^{EB}(\hat{\nu}_t) \geq 1/\alpha) \leq \alpha,$$

and hence $L_t^{EB}$ forms a lower $(1 - \alpha)$-CS for $\hat{\nu}_t$. This completes the proof. \qed
Remark 5 (Writing (26) in terms of the lower incomplete gamma function). For readers familiar with Howard et al. [24, Proposition 9], we can rewrite (26) in terms of the lower incomplete gamma function via the identity \( \text{E}_1(1, b, z) = (b - 1) e^z z^{1 - b} (\Gamma(b - 1) - \Gamma(b - 1, z)) \), resulting in
\[
\begin{align*}
\left( \frac{\rho^p e^{-\rho}}{\Gamma(\rho) - \Gamma(\rho, \rho)} \right) \left( \frac{1}{v + \rho} \right) \text{E}_1(1, v + \rho + 1, s + v + \rho) \\
= \left( \frac{\rho^p}{\Gamma(\rho) \gamma(\rho, \rho)} \right) \frac{(v + \rho) \gamma(v + \rho, s + v + \rho)}{(s + v + \rho)^{v + \rho}} \exp(s + v),
\end{align*}
\]
where \( \gamma(\cdot, \cdot) \) is the lower regularized incomplete gamma function and \( v = V_t \) and \( s = S_t(\nu_t) \). This matches Howard et al. [24, Eq. (66)] when setting \( c = 1 \). The final representation above is real-valued after some complex terms are cancelled (in the case where \( (s + v + \rho) \) is negative), but the representation in terms of \( \text{E}_1(1, \cdot, \cdot) \) sidesteps this subtlety altogether, which is why we prefer to use it in Theorem 2.

A.4 Proof of Proposition 2

Proof. Consider the process \( M_t = (M_t)_{t=1}^\infty \) given by
\[
M_t := \exp\left\{ \sum_{i=1}^t \lambda_i \left( \xi_i - \frac{\nu}{k_i + 1} \right) - \sum_{i=1}^t \left( \xi_i - \hat{\xi}_{i-1} \right)^2 \psi_E(\lambda_i) \right\}.
\] (60)

Then by Lemma 1, we have that \( M_t \) is a test supermartingale, and hence by Ville’s inequality, \( \mathbb{P}(\exists t: M_t \geq 1/\alpha) \leq \alpha \). Inverting this time-uniform concentration inequality, we have that with probability at least \((1 - \alpha)\) and for all \( t \in \mathbb{N} \),
\[
M_t < 1/\alpha \iff \exp\left\{ \sum_{i=1}^t \lambda_i \left( \xi_i - \frac{\nu}{k_i + 1} \right) - \sum_{i=1}^t \left( \xi_i - \hat{\xi}_{i-1} \right)^2 \psi_E(\lambda_i) \right\} < \frac{1}{\alpha}
\]
\[
\iff \sum_{i=1}^t \lambda_i \left( \xi_i - \frac{\nu}{k_i + 1} \right) - \sum_{i=1}^t \left( \xi_i - \hat{\xi}_{i-1} \right)^2 \psi_E(\lambda_i) < \log(1/\alpha)
\]
\[
\iff \sum_{i=1}^t \lambda_i \xi_i - \nu \sum_{i=1}^t \frac{\lambda_i}{k_i + 1} - \sum_{i=1}^t \left( \xi_i - \hat{\xi}_{i-1} \right)^2 \psi_E(\lambda_i) < \log(1/\alpha)
\]
\[
\iff \nu > \frac{\sum_{i=1}^t \lambda_i \xi_i}{\sum_{i=1}^t \lambda_i/(k_i + 1)} - \frac{\log(1/\alpha) + \sum_{i=1}^t \left( \xi_i - \hat{\xi}_{i-1} \right)^2 \psi_E(\lambda_i)}{\sum_{i=1}^t \lambda_i/(k_i + 1)},
\]
which completes the proof. \( \square \)

A.5 Proof of Proposition 3

We will prove a more general result below for arbitrary \( \eta, s > 1 \), but the exact constants in Proposition 3 can be obtained by setting \( \eta = e, s = 2 \). By Lemma 1 combined with Howard et al. [23, Table 5, row 7], we have that \( S_t(\nu_t) \) is a sub-gamma process with scale parameter \( c = 1 \), meaning for any \( \lambda \in [0, 1) \)
\[
M_t^G(\lambda) := \exp \left\{ \lambda S_t(\nu_t) - V_t \psi_G(\lambda) \right\},
\] (61)
where \( \psi_G(\lambda) \equiv \psi_{G,1}(\lambda) = \frac{\lambda^2}{2(1-\lambda)} \). Define the following parameters:

\[
\lambda_k := \psi^{-1}(\log(1/\alpha)/\eta^{k+1/2}), \quad \text{where} \quad \psi^{-1}(a) := \frac{2}{1 + \sqrt{1 + 2/a}}.
\]

\[
\alpha_k := \frac{\alpha}{(k+1)^s \zeta(s)}, \quad \text{and}
\]

\[
b_{t,k} := \frac{V_t \psi_G(\lambda_k) + \log(1/\alpha_k)}{\lambda_k}.
\]

Taking a union bound over \( k \in \mathbb{N} \), we have that

\[
\mathbb{P}(\forall t \in \mathbb{N}, k \in \mathbb{N}, \ S_t(\hat{\nu}_t) \leq b_{t,k}) \geq 1 - \alpha.
\]

It remains to find a deterministic upper bound on \( b_{t,k} \) that does not depend on \( k \). Indeed, similar to Howard et al. [24, Eq. (39)], we have that

\[
b_{t,k} \leq A \left( \frac{\log(1/\alpha_k)}{\eta^{k+1/2}} \right) \left[ \eta^{-1/4} + \eta^{1/4} \right] \sqrt{\frac{\log(1/\alpha_k)V_t}{2}},
\]

where \( A(a) := \sqrt{2a/\psi_G^{-1}(a)} = \sqrt{1 + a/2 + \sqrt{a/2}} \). Now, notice that (*) is convex in \( V_t \) on \( V_t \in [\eta^k, \eta^{k+1}] \), and hence (*) is maximized at the endpoints \( \eta^k \) and \( \eta^{k+1} \). Consequently, on the \( k^{th} \) epoch — i.e. when \( \eta^k \leq V_t \leq \eta^{k+1} \) — we have that

\[
b_{t,k} \leq A \left( \frac{\log(1/\alpha_k)}{\eta^{k+1/2}} \right) \left[ \eta^{-1/4} + \eta^{1/4} \right] \sqrt{\frac{\log(1/\alpha_k)V_t}{2}}
\]

\[
\leq A \left( \sqrt{\eta \log(1/\alpha_k)/V_t} \right) \left[ \eta^{-1/4} + \eta^{1/4} \right] \sqrt{\frac{\log(1/\alpha_k)V_t}{2}}
\]

\[
= \left[ \sqrt{1 + \sqrt{\eta \log(1/\alpha_k)/V_t}} + \sqrt{\eta \log(1/\alpha_k)/2V_t} \right] \cdot \left[ \eta^{-1/4} + \eta^{1/4} \right] \cdot \sqrt{\frac{\log(1/\alpha_k)V_t}{2}}
\]

where the first inequality follows from our analysis of (*), the second follows from monotonicity of \( A(\cdot) \) and the fact that \( V_t \leq \eta^{k+1} \) on the \( k^{th} \) epoch, the third follows from the definition of \( A(\cdot) \). Rewriting the final line (63) more succinctly, we have the following upper bound on \( b_{t,k} \) for every \( k \in \mathbb{N} \),

\[
b_{t,k} \leq \sqrt{\gamma_1^2 \log(1/\alpha_k)V_t + \gamma_2^2 \log^2(1/\alpha_k) + \gamma_2 \log(1/\alpha_k)},
\]

where \( \gamma_1 := \eta^{1/4} + \eta^{-1/4} \sqrt{2} \), and \( \gamma_2 := \frac{\eta^{1/2} + 1}{2} \).

Now, notice that the above bound only depends on \( k \) through \( \log(1/\alpha_k) \). As such, we will upper bound \( \log(1/\alpha_k) \) solely in terms of \( V_t \) and other constants. Indeed, on the \( k^{th} \) epoch, we have

\[
\log(1/\alpha_k) \equiv \log \left( \frac{(k+1)^s \zeta(s)}{\alpha} \right) = s \log(k+1) + \log \left( \frac{\zeta(s)}{\alpha} \right)
\]

\[
\leq s \log(\log \eta V_t + 1) + \log \left( \frac{\zeta(s)}{\alpha} \right) \equiv \ell_t
\]

where the final line used the upper bound \( k \leq \log_\eta V_t \) which follows because \( \eta^k \leq V_t \) on the \( k^{th} \) epoch. Combining (64) and (66), we have that

\[
b_{t,k} \leq \sqrt{\gamma_1^2 \ell_t V_t + \gamma_2^2 \ell_t^2 + \gamma_2 \ell_t}, \quad \text{where} \quad \ell_t := s \log(\log_\eta V_t + 1) + \log \left( \frac{\zeta(s)}{\alpha} \right),
\]

\[
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\]
which no longer depends on $k$. Consequently, we have that

$$1 - \alpha \leq \mathbb{P} \left( \forall t \in \mathbb{N}, \frac{1}{t} \sum_{i=1}^{t} \xi_i - \frac{1}{t} \sum_{i=1}^{t} \nu_i \leq \sqrt{\gamma_1^2 \ell_t V_t + \gamma_2^2 \ell_t^2 + \gamma_3 \ell_t} \right)$$

and hence (1) forms a lower $(1 - \alpha)$-CS for $\tilde{\nu}_t$.

### A.6 Proof of Theorem 3

We will prove a more general result below for arbitrary $\eta, s, \delta > 1$, but the exact constants in Proposition 3 can be obtained by setting $\eta = e$, and $s = \delta = 2$. The proof will proceed in five steps. First, we derive an exponential $\epsilon$-process — i.e. an adapted process upper-bounded by a test supermartingale — from $S_t(p) := \sum_{i=1}^{t} w_i 1 \{ R_i \leq Q(p) \} - tp$. Second, we apply Ville’s inequality to the aforementioned $\epsilon$-process to obtain a level-$\alpha$ linear boundary $b_t(p)$ on $S_t(p)$, meaning $\mathbb{P}(\exists t \in \mathbb{N} : S_t(p) \geq b_t(p)) \leq \alpha$. Third, we derive one level-$\alpha_{k,j}$ linear boundary for each $k \in \mathbb{N}, j \in \mathbb{Z}$ using the techniques of Step 2 so that $\sum_{k \in \mathbb{N}} \sum_{j \in \mathbb{Z}} \alpha_{k,j} \leq \alpha$ and take a union bound over all of them. Here, $k \in \mathbb{N}$ will index exponentially spaced epochs of time $t \in \mathbb{N}$, while $j \in \mathbb{Z}$ will index evenly-spaced log-odds of $p \in (0, 1)$. Fourth, we modify the boundaries derived in Step 3 to obtain a boundary that is uniform in both $t \in \mathbb{N}$ and in $p \in (0, 1)$. Fifth and finally, we obtain an analytic upper bound on the boundary derived in Step 4.

At several points throughout the proof, we will make use of various functions that depend on $k$ and $j$. While we will define them as they are needed, we also list them here for reference.

\begin{align}
W_t := \sum_{i=1}^{t} w_i^2, \quad & (68a) \\
\alpha_{k,j} := \frac{\alpha}{(k+1)^s(j+1)^s \zeta(s)(2\zeta(s) + 1)}, \quad & (68b) \\
g(k,j) := \frac{1}{1 + \exp \{ -2j\delta / \eta k / 2 \}}, \quad & (68c) \\
j(k,p) := \left[ \frac{\eta k / 2 \logit(p)}{2\delta} \right], \quad & (68d) \\
\lambda(k,j) := \psi^{-1}_{G,q(k,j)}( \log(1/\alpha_{k,j}) / \eta k / 2), \quad & \text{where } \psi^{-1}_{G,c}(a) := \frac{2}{c + \sqrt{c^2 + 2a}}, \quad \text{and} \quad & (68e) \\
b_{k,p}(k,j) := \frac{W_t \psi_{G,p}(\lambda(k,j)) + \log(1/\alpha_{k,j})}{\lambda(k,j)} \quad & (68f)
\end{align}

**Step 1: Deriving an $\epsilon$-process.** Invoking Lemma 1 combined with Howard et al. [23, Table 5, row 7] we have that for any $p \in (0, 1)$, $S_t(p)$ is sub-gamma [23, 24] with variance process $V_t(p) := \sum_{i=1}^{t} (w_i 1 \{ R_i \leq Q(p) \})^2$ and scale $c = p$, meaning we have that for any $\lambda \in [0, 1/c)$,

$$M_t^G(\lambda; p) := \exp \{ \lambda S_t(p) - V_t(p) \psi_{G,p}(\lambda) \} \quad (69)$$

forms a test supermartingale. Now, since $V_t(p) \leq \sum_{i=1}^{t} w_i^2 = W_t$ almost surely, we have that

$$E_t^G(\lambda; p) := \exp \{ \lambda S_t(p) - W_t \psi_{G,p}(\lambda) \} \leq M_t^G(\lambda; p) \quad (70)$$

forms an $\epsilon$-process — i.e. it is upper-bounded by a test supermartingale. This completes the first step of the proof.
Step 2: Applying Ville’s inequality to $E_t^G(\lambda;p)$, yielding a time-uniform linear boundary.
In Step 1, we showed that $E_t^G(\lambda;p)$ forms an $\epsilon$-process. By Ville’s maximal inequality for nonnegative supermartingales [53], we have that
\[
\mathbb{P}(\exists t \in \mathbb{N} : E_t^G(\lambda;p) \geq 1/\alpha) \leq \mathbb{P}(\exists t \in \mathbb{N} : M_t^G(\lambda;p) \geq 1/\alpha) \leq \alpha. \tag{71}
\]
Now, we will rewrite the inequality $E_t^G(\lambda;p) \geq 1/\alpha$ slightly more conveniently so that we can derive a time-uniform concentration inequality for $S_t(p)$. Indeed,
\[
E_t^G(\lambda;p) \geq 1/\alpha \iff \lambda S_t(p) - W_t\psi_{G,p}(\lambda) \geq \log(1/\alpha)
\iff S_t(p) \geq \frac{W_t\psi_{G,p}(\lambda) + \log(1/\alpha)}{\lambda} \cdot b_t(p).
\]
In summary, we have the following time-uniform concentration inequality on $S_t(p)$ for any $p \in (0,1)$, $\alpha \in (0,1)$ and $\lambda \in [0,1/p)$,
\[
\mathbb{P}(\exists t \in \mathbb{N} : S_t(p) \geq b_t(p)) \leq \alpha, \quad \text{where } b_t(p) := \frac{W_t\psi_{G,p}(\lambda) + \log(1/\alpha)}{\lambda}, \tag{72}
\]
which could also be written as a time-uniform high-probability upper bound on $S_t(p)$:
\[
\mathbb{P}(\forall t \in \mathbb{N}, S_t(p) < b_t(p)) \geq 1 - \alpha. \tag{73}
\]

Step 3: Union-bounding over infinitely many choices of $\lambda$, $\alpha$, and $p$.
In Step 2, we showed that $b_t(p)$ forms a time-uniform high-probability upper bound for $S_t(p)$. We will now take a union bound over a countably infinite two-dimensional grid of $t$ and $p$. Concretely, for each $k \in \mathbb{N}$ and $j \in \mathbb{Z}$, recall $\alpha_{k,j}$, $q(k,j)$, and $\lambda(k,j)$ as in (68b), (68c), and (68e). The exact choices of $q(k,j)$ and $\lambda(k,j)$ will become relevant later. For now, note that by (72) from Step 2 combined with a union bound, we have that
\[
\mathbb{P}(\exists t \in \mathbb{N}, k \in \mathbb{N}, j \in \mathbb{Z} : S_t(q(k,j)) \geq b_{t,k}(q(k,j))) \leq \sum_{k \in \mathbb{N}} \sum_{j \in \mathbb{Z}} \alpha_{k,j}, \tag{74}
\]
where
\[
b_{t,k}(q(k,j)) := \frac{W_t\psi_{G,q(k,j)}(\lambda_{k,j}) + \log(1/\alpha_{k,j})}{\lambda_{k,j}}. \tag{75}
\]
We will now show that $\sum_{k \in \mathbb{N}} \sum_{j \in \mathbb{Z}} \alpha_{k,j} = \alpha$ so that (74) holds with probability at most $\alpha$. Indeed,
\[
\sum_{k \in \mathbb{N}} \sum_{j \in \mathbb{Z}} \alpha_{k,j} = \frac{\alpha}{\zeta(s)(2\zeta(s) + 1)} \sum_{k \in \mathbb{N}} \frac{1}{(k+1)^s} \sum_{j \in \mathbb{Z}} \frac{1}{(|j| + 1)^s}
= \frac{\alpha}{\zeta(s)(2\zeta(s) + 1)} \left( \sum_{k=0}^{\infty} \frac{1}{(k+1)^s} + 2 \sum_{m=1}^{\infty} \frac{1}{m^s} \right)
= \frac{\alpha}{\zeta(s)(2\zeta(s) + 1)} \cdot 2\zeta(s) + 1
= \alpha.
\]
Therefore, in summary, we have that
\[
\mathbb{P}(\exists t \in \mathbb{N}, k \in \mathbb{N}, j \in \mathbb{Z} : S_t(q(k,j)) \geq b_{t,k}(q(k,j))) \leq \alpha. \tag{76}
\]
Step 4: Removing dependence on \( j \in \mathbb{Z} \) and obtaining \( p \)-uniformity. We will obtain a bound that is uniform in \( p \in (0, 1) \) by replacing \( j \) with \( j(k, p) \) — a function of both \( k \in \mathbb{N} \) and \( p \in (0, 1) \). For any \( k \in \mathbb{N} \) and any \( p \in (0, 1) \), define \( j(k, p) \) as

\[
j(k, p) := \left[ \frac{q^{k/2} \log(p/(1-p))}{2\delta} \right].
\]

(77)

Of course, \( j(k, p) \in \mathbb{Z} \) is not unique. It is easy to check that \( p \leq q(k, j(k, p)) \), a fact that we will use shortly. Abusing notation slightly, let \( j_1, j_2, \ldots \) denote the integers generated by \( j(k, p) \) for every \( k \in \mathbb{N} \) and \( p \in (0, 1) \), and let \( \mathcal{J} := \{j_1, j_2, \ldots\} \subseteq \mathbb{Z} \) denote their image. Given this setup and applying (76) from Step 3, we have that

\[
\mathbb{P}(\exists t \in \mathbb{N}, k \in \mathbb{N}, p \in (0, 1) : S_i(q(k, j(k, p))) \geq b_{t,k}(q(k, j(k, p))))
\]

\[
= \mathbb{P}(\exists t \in \mathbb{N}, k \in \mathbb{N}, j \in \mathcal{J} : S_i(q(k, j)) \geq b_{t,k}(q(k, j)))
\]

\[
\leq \mathbb{P}(\exists t \in \mathbb{N}, k \in \mathbb{N}, j \in \mathbb{Z} : S_i(q(k, j)) \geq b_{t,k}(q(k, j)))
\]

\[
\leq \alpha,
\]

where the second line follows from the definition of \( \mathcal{J} \), the third follows from the fact that \( \mathcal{J} \subseteq \mathbb{Z} \), and the last follows from (76). In summary, we have the time- and \( p \)-uniform concentration inequality given by

\[
\mathbb{P}(\forall t \in \mathbb{N}, k \in \mathbb{N}, p \in (0, 1), S_i(q(k, j(k, p))) < b_{t,k}(q(k, j(k, p))) \leq \alpha,
\]

or equivalently,

\[
\mathbb{P}(\forall t \in \mathbb{N}, k \in \mathbb{N}, p \in (0, 1), S_i(q(k, j(k, p))) \geq b_{t,k}(q(k, j(k, p))) \geq 1 - \alpha
\]

(79)

Step 5: Obtaining a time- and \( p \)-uniform upper bound on \( S_t(p) \). While (79) is now written to be \( p \)-uniform, the quantity \( b_{t,k}(q(k, j(k, p))) \) is only a high-probability upper bound on \( S_t(q(k, j(k, p))) \), but what we need is a high-probability upper bound on \( S_t(p) \). To this end, we use a similar technique to Howard and Ramdas [22] to bound the distance between \( S_t(q(k, j(k, p))) \) and \( S_t(p) \) for any \( p \in (0, 1) \). Indeed, consider the following representation of \( S_t(p) \) in terms of \( S_t(q(k, j(k, p))) \):

\[
S_t(p) := \sum_{i=1}^{t} w_i \mathbb{I}(R_i \leq Q(p)) - tp
\]

\[
\leq \sum_{i=1}^{t} w_i \mathbb{I}(R_i \leq Q(q(k, j(k, p)))) - tp
\]

\[
= S_t(q(k, j(k, p))) + t(q(k, j(k, p)) - p),
\]

where the first line follows by definition of \( S_t(p) \), the second by monotonicity of \( Q \rightarrow \mathbb{I}(R_i \leq Q) \) and the fact that \( p \leq p_{k,j(k,p)} \), and the third follows from the definition of \( S_t(q(k, j(k, p))) \). Combining (79) with the above representation of \( S_t(p) \), we have that

\[
\mathbb{P}
\left(
\forall t \in \mathbb{N}, k \in \mathbb{N}, p \in (0, 1), S_t(p) < b_{t,k}(q(k, j(k, p))) + t(q(k, j(k, p)) - p) \right) \geq 1 - \alpha,
\]

(80)

where \((i) = b_{t,k}(q(k, j(k, p)))\) is given by

\[
b_{t,k}(q(k, j(k, p))) := \frac{W_t \psi_{G,q(k,j(k,p))}(\lambda_{k,j(k,p)}) + \log(1/\alpha_{k,j(k,p)})}{\lambda_{k,j(k,p)}},
\]

(81)
Step 5(i): Upper-bounding (i) without dependence on $k$. Applying Lemma 2 but with $j(k, p)$ in place of $j$, we have that for every $\eta^k \leq W_t \leq \eta^{k+1}$,

$$b_{t,k}(q(k, j(k, p))) \leq \sqrt{\gamma_1^2 \log(1/\alpha_{k,j(k,p)})} W_t + \gamma_2^2 q(k, j(k, p))^2 \log^2(1/\alpha_{k,j(k,p)}) + \gamma_2 q(k, j(k, p)) \log(1/\alpha_{k,j(k,p)}).$$

Now notice that the above upper bound depends on $k$ solely through $q(k, j(k, p))$ and $\log(1/\alpha_{k,j(k,p)})$, each of which we will upper-bound independently of $k$. By Lemma 3, we have that

$$q(k, j(k, p)) \leq \tilde{q}_t(p) \equiv \log^{-1}\left(\logit(p) + 2\delta \sqrt{\frac{\eta}{W_t}}\right) \text{ for all } \eta^k \leq W_t \leq \eta^{k+1}, \tag{82}$$

so it remains to upper-bound $\log(1/\alpha_{k,j(k,p)})$. Recall the definition of $\alpha_{k,j}$ for any $k \in \mathbb{N}, j \in \mathbb{Z}$ given in (68b). Then we can write $\log(1/\alpha_{k,j(k,p)})$ as

$$\log(1/\alpha_{k,j(k,p)}) = s \log(k + 1) + 2 \log(|j(k, p)| \lor 1) + \log \zeta(s) + \log(2\zeta(s) + 1) + \log(1/\alpha), \tag{83}$$

and we observe that $(\ast k)$ and $(\ast j)$ are the only terms depending on $k$. Firstly, notice that $(\ast j)$ can be upper bounded for every $\eta^k \leq W_t \leq \eta^{k+1}$ as

$$(\ast j) \equiv 2 \log(|j(k, p)| \lor 1) = 2 \log \left(\left\lfloor \frac{\eta^{k/2} \logit(p)}{2\delta} \right\rfloor \lor 1 \right) \leq 2 \log \left(\left\lfloor \frac{\sqrt{W_t} \logit(p)}{2\delta} \right\rfloor \lor 1 \right).$$

Second, notice that we can easily upper-bound $(\ast k)$ on epoch $\eta^k \leq W_t \leq \eta^{k+1}$ as

$$s \log(k + 1) \leq s \log(\log_{\eta} W_t + 1).$$

Therefore, we have the following upper-bound on $\log(1/\alpha_{k,j(k,p)})$:

$$\log(1/\alpha_{k,j}) \leq s \log(\log_{\eta} W_t + 1) + 2 \log \left(\left\lfloor \frac{\sqrt{W_t} \logit(p)}{2\delta} \right\rfloor \lor 1 \right) + \log \zeta(s) + \log(2\zeta(s) + 1) + \log(1/\alpha),$$

$$\equiv \ell_t(p),$$

which no longer depends on $k$. In summary, we have that

$$b_{t,k}(q(k, j(k, p))) \leq \sqrt{\gamma_1^2 \ell_t(p) W_t + \gamma_2^2 \tilde{q}_t(p)^2 \ell_t(p)^2 + \gamma_2 \tilde{q}_t(p) \ell_t(p)}.$$ 

Step 5(ii): Upper-bounding (ii) without dependence on $k$. By Lemma 3, we have that

$$q(k, j(k, p)) \leq \tilde{q}_t(p) \equiv \log^{-1}\left(\logit(p) + 2\delta \sqrt{\frac{\eta}{W_t}}\right)$$

Therefore, we can upper bound (ii) as

$$(ii) \equiv t(q(k, j(k, p)) - p) \leq t(\tilde{q}_t(p) - p) \equiv t \left[\log^{-1}\left(\logit(p) + 2\delta \sqrt{\frac{\eta}{W_t}}\right) - p\right], \tag{84}$$

where the final inequality no longer depends on $k$. In sum, with probability at least $1 - \alpha$,

$$\forall t \in \mathbb{N}, p \in (0, 1), \quad S_t(p) < \sqrt{\gamma_1^2 \ell_t(p) W_t + \gamma_2^2 \tilde{q}_t(p)^2 \ell_t(p)^2 + \gamma_2 \tilde{q}_t(p) \ell_t(p)} + t(\tilde{q}_t(p) - p). \tag{85}$$
Lemma 2. For any $k \in \mathbb{N}$ and any $j \in \mathbb{Z}$, we have that for all $\eta^k \leq W_t \leq \eta^{k+1}$,

$$b_{t,k}(q(k,j)) \leq \sqrt{\gamma_1^2 \log(1/\alpha_{k,j})W_t + \gamma_2^2 q(k,j)^2 \log^2(1/\alpha_{k,j}) + q(k,j)\gamma_2 \log(1/\alpha_{k,j})}.$$  \hspace{1cm} (86)

where $\gamma_1, \gamma_2$ are constants defined as

$$\gamma_1 := \frac{\eta^{1/4} + \eta^{-1/4}}{\sqrt{2}} \quad \text{and} \quad \gamma_2 := \frac{\sqrt{\eta} + 1}{2}.$$  \hspace{1cm} (87)

Proof. Recall the chosen value of $\lambda_{k,j}$ given in (68e),

$$\lambda(k,j) := \psi^{-1}_{G,q(k,j)}(\log(1/\alpha_{k,j})/\eta^{k+1/2}), \quad \text{where} \quad \psi^{-1}_{G,a}(a) := \frac{2}{c + \sqrt{c^2 + 2a}}.$$  \hspace{1cm} (88)

Similar to Howard et al. [24, Eq. (39)], some algebra will reveal that for any $t, k \in \mathbb{N}, j \in \mathbb{Z}$, we have that

$$b_{t,k}(q(k,j)) = A_{q(k,j)} \left( \frac{\log(1/\alpha_{k,j})}{\eta^{k+1/2}} \right) \left[ \sqrt{\frac{\eta^{k+1/2}}{W_t}} + \sqrt{\frac{W_t}{\eta^{k+1/2}}} \right] \sqrt{\frac{\log(1/\alpha_{k,j})W_t}{2}},$$

where $A_c(a) := \sqrt{2a}/\psi^{-1}_{G,c}(a) = \sqrt{1 + c^2a/2 + c\sqrt{a}/2}$. Now, notice that the second derivative of (*) with respect to $W_t$ is positive on $W_t \in [\eta^k, \eta^{k+1}]$, and hence (*) is convex in $W_t$. As such, for every $W_t \in [\eta^k, \eta^{k+1}]$ — i.e., the $k$th epoch — we have that (*) is maximized at the endpoints $W_t = \eta^k$ and $W_t = \eta^{k+1}$, and we thus have the following upper bound on $b_{t,k}(q(k,j))$ on the $k$th epoch:

$$b_{t,k}(q(k,j)) \leq A_{q(k,j)} \left( \frac{\log(1/\alpha_{k,j})}{\eta^{k+1/2}} \right) \left[ \eta^{1/4} + \eta^{-1/4} \right] \sqrt{\frac{\log(1/\alpha_{k,j})W_t}{2}}.$$  \hspace{1cm} (89)

Furthermore, since $W_t/\sqrt{\eta} \leq \eta^{k+1/2}$ on the $k$th epoch, we also have that

$$A_{q(k,j)} \left( \frac{\log(1/\alpha_{k,j})}{\eta^{k+1/2}} \right) \leq A_{q(k,j)} \left( \sqrt{\eta} \log(1/\alpha_{k,j}) \right) \quad \text{for all} \quad \eta^k \leq W_t \leq \eta^{k+1}. \hspace{1cm} (90)$$

Putting (89) and (90) together, we have that for all $\eta^k \leq W_t \leq \eta^{k+1}$,

$$b_{t,k}(q(k,j)) \leq \frac{\eta^{1/4} + \eta^{-1/4}}{\sqrt{2}} \left( \sqrt{\log(1/\alpha_{k,j})W_t} + \sqrt{\eta q(k,j)^2 \log^2(1/\alpha_{k,j})} \right) \frac{2}{\eta^{1/4} \log(1/\alpha_{k,j})}$$

$$= \sqrt{\gamma_1^2 \log(1/\alpha_{k,j})W_t + \gamma_2^2 q(k,j)^2 \log^2(1/\alpha_{k,j}) + q(k,j)\gamma_2 \log(1/\alpha_{k,j})},$$  \hspace{1cm} (91)

where $\gamma_1, \gamma_2$ are constants defined in (87). This completes the proof of Lemma 2. \hfill \Box

Lemma 3. Define $\bar{q}_t(p)$ as

$$\bar{q}_t(p) := \logit^{-1} \left( \logit(p) + 2\delta \sqrt{\frac{\eta}{W_t}} \right).$$

For all $\eta^k \leq W_t \leq \eta^{k+1}$, we have that $q(k,j(k,p)) \leq \bar{q}_t(p)$.  \hspace{1cm} (92)
Proof. The result follows by definition of \( q(k, j(k, p)) \). Indeed, we have that for all \( \eta^k \leq W_t \leq \eta^{k+1} \),

\[
q(k, j(k, p)) := \frac{1}{1 + \exp \left\{-2j(k, p)\delta/\eta^{k/2}\right\}} \\
= \left(1 + \exp \left\{-2 \left[ \frac{\eta^{k/2} \logit(p)}{2\delta} \right] \frac{\delta/\eta^{k/2}}{\eta^{k/2}} \right\} \right)^{-1} \\
\leq \left(1 + \exp \left\{-2 \left[ \logit(p) \right] + 1 \right\} \left(\frac{\delta/\eta^{k/2}}{\eta^{k/2}} \right) \right)^{-1} \\
= \logit^{-1} \left(\logit(p) + 2\delta/\eta^{k/2}\right) \\
\leq \logit^{-1} \left(\logit(p) + 2\delta/\eta^{k/2}\right),
\]

which completes the proof. \( \square \)

B A causal view of contextual bandits via potential outcomes

In Section 1, we discussed how the OPE problem can be interpreted as asking a counterfactual question, such as “how would the rewards have been, had we used a different policy \( \pi \) than the logging policy \( h \) that collected the data?”. While it is somewhat reasonable to think about the functional \( \nu_t = \mathbb{E}_\pi(R_t \mid X_t^{-1}) \) in a counterfactual sense, the Neyman-Rubin potential outcomes framework was designed for the rigorous study of precisely these types of causal questions [38, 45]. In this section, we will define a target causal functional \( \nu_t^* \) in terms of potential outcomes, and outline the identification assumptions under which \( \nu_t^* \) is equal to \( \nu_t \) (and hence, the conditions under which our CSs can be interpreted as covering the causal quantity \( \tilde{\nu}_t := \frac{1}{t} \sum_{i=1}^t \nu_t^* \)). We emphasize that these identification assumptions are not required for the CSs to be useful or sensible — indeed, \( \tilde{\nu}_t \) is still an interpretable statistical quantity that we may wish to estimate — but they cannot otherwise be said to cover a causal functional defined in terms of potential outcomes.

Making our setup precise, we posit that for each time \( t \), there is one potential outcome \( R_t(a) \) for every action \( a \in A \). The functional we are ultimately interested in estimating is the conditional mean potential outcome reward under the policy \( \pi \), i.e.

\[
\nu_t^* = \mathbb{E}_\pi(R_t(G) \mid X_t^{-1}) := \mathbb{E} \left\{ \mathbb{E}_{G \sim \pi(\cdot \mid X_t)}(R_t(G) \mid X_t, X_t^{-1} \mid X_t^{-1}) \right\} \\
= \int_{A \times \mathcal{X}} \mathbb{E}(R_t(g) \mid G = g, X_t = x, X_t^{-1}) \pi(g \mid x)p_{X_t}(x \mid X_t^{-1}) \, dg \, dx. \tag{94}
\]

In words, \( \nu_t \) is the average of the potential outcomes \( \{R_t(g)\}_{g \in A} \) conditional on \( X_t^{-1} \) with respect to the distribution \( \pi(\cdot \mid X_t) \). We use \( g \) and \( G \) in place of \( a \) and \( A \) to avoid confusion between the actual (random) action \( A_t \) played according to the logging policy \( h_t(\cdot \mid X_t) \) and the hypothetical (random) action \( G \). Without further assumptions, however, the counterfactual quantity \( \nu_t^* \) is not necessarily identified, meaning it cannot necessarily be written as a functional of the distribution of the observed data \( \{X_t, A_t, R_t\}_{t=1}^T \). This is simply due to the fact that the potential outcome \( R_t(g) \) is not directly observable from \( \{X_t, A_t, R_t\}_{t=1}^T \). To remedy this, consider the following causal identification assumptions for every subject \( t \),

(IA1): Consistency: \( A_t = a \implies R_t(a) = R_t \) for every \( a \in A \) with positive \( \pi \)-density,

(IA2): Sequential exchangeability: \( A_t \perp R_t(a) \mid X_t \), and

(IA3): Positivity: \( \pi \prec h_t \), meaning \( h_t(A_t \mid X_t) = 0 \implies \pi(A_t \mid X_t) = 0 \) almost surely.
Notice that in the contextual bandit setup, IA2 and IA3 are known to hold by design, while IA1 is more subtle (e.g. IA1 may not hold even in a randomized experiment due to interference between subjects, such as in a vaccine trial). Nevertheless, with IA1, IA2, and IA3 in mind, we are ready to state the main identification result of this section.

**Lemma 4.** Under causal assumptions IA1, IA2, and IA3, we have that

\[ \nu_t^* = \nu_t, \quad \text{and hence} \quad \tilde{\nu}_t^* := \frac{1}{t} \sum_{i=1}^t \nu_i^* = \frac{1}{t} \sum_{i=1}^t \nu_i =: \tilde{\nu}_t. \]  

(95)

In other words, the counterfactual conditional mean \( \nu_t^* \) can be represented as a function of the distribution of observed data \((X_t, A_t, R_t)_{t=1}^T\), and that representation is given by \( \nu_t \).

**Proof.** The proof is an exercise in causal identification and essentially follows that of Kennedy [31, Theorem 1] and Robins’ \( g \)-formula [43], but we nevertheless provide a derivation here for completeness.

Writing out the definition of \( \nu_t^* \); we have

\[ \nu_t^* := \int_{A \times \mathcal{X}} \mathbb{E}(R_t(g) \mid G = g, X_t = x, X_{t-1}^t) \pi(g \mid x_t) p_{X_t}(x \mid X_{t-1}^t) \, dg \, dx \]  

(96)

\[ = \int_{A \times \mathcal{X}} \mathbb{E}(R_t(g) \mid G = g, A_t = g, X_t = x, X_{t-1}^t) \pi(g \mid x) p_{X_t}(x \mid X_{t-1}^t) \, dg \, dx \]  

(97)

\[ = \int_{A \times \mathcal{X}} \mathbb{E}(R_t(g) \mid A_t = g, X_t = x, X_{t-1}^t) \pi(g \mid x) p_{X_t}(x \mid X_{t-1}^t) \, dg \, dx \]  

(98)

\[ = \int_{A \times \mathcal{X}} \mathbb{E}(R_t) \mid A_t = g, X_t = x, X_{t-1}^t \pi(g \mid x) p_{X_t}(x \mid X_{t-1}^t) \, dg \, dx \]  

(99)

\[ = \mathbb{E}\left\{ \mathbb{E}_{\pi(\cdot \mid X_t)} (R_t \mid X_t, X_{t-1}^t) \mid X_{t-1}^t \right\} \]  

(100)

\[ \equiv \mathbb{E}_{\pi}(R_t \mid X_{t-1}^t) =: \nu_t, \]  

(101)

where (97) follows from IA2 (sequential exchangeability), (98) follows from the fact that \( R_t(G) \perp G \mid X_t^t \) (by definition), and (99) follows from IA1 (consistency). Throughout, we implicitly used IA3 (positivity) so that the outer integral is well-defined. That is, we conditioned on \( A_t = g \) at several points, which implicitly leaves us with a factor of \( \pi(g \mid x)/h_t(g \mid x) \) — positivity ensures that this quantity is well-defined with probability one. This completes the proof of Lemma 4. 

\( \square \)

**Remark 6** (On the relationship between OPE and stochastic intervention effect estimation). It is no surprise that the proof of Lemma 4 follows Robins [43] and Kennedy [31] who study stochastic intervention effects in causal inference. Indeed, OPE and estimation of stochastic interventions are two different framings of essentially the same problem, and use the same importance-weighted and doubly robust estimators. The main differences between these fields lie in their emphases: the former is focused on adaptive experiments where logging policies are data-adaptive and known, whereas the latter typically places more emphasis on potential outcomes and causal identification, observational studies (i.e. where logging policies must be estimated), and more complex causal functionals, such as those of Haneuse and Rotnitzky [20] and Kennedy [31]. Of course, these are incomplete characterizations made with broad strokes; for a more detailed summary of prior work in stochastic interventions, see Kennedy [31, Section 1].

**Remark 7** (Implications for design-based confidence sequences). As an alternative to estimating treatment effects in superpopulations, one can opt to consider a so-called “design-based” approach to causal inference where the potential outcomes of all individuals are conditioned on, and confidence intervals are constructed for the sample average treatment effect (SATE) given by \( \text{SATE}_t := \frac{1}{t} \sum_{i=1}^t (R_t(1) - R_t(0)) \) where \( R_t(a) \) is subject \( i \)'s potential outcome under treatment \( a \in \{0, 1\} \). Here, the resulting confidence intervals cover the SATE with high probability, where the probability is taken
with respect to the randomness in the treatment assignment mechanism only. The design-based approach goes back to Fisher and has a deep and extensive literature [16, 38, 26], and more recent work has constructed nonasymptotic CSs for the time-varying effect \( (\text{SATE}_t)_{t=1}^{\infty} \) in Howard et al. [24, Section 4.2] and asymptotic ones in Ham et al. [19]. For a more comprehensive literature review, we direct readers to Abadie et al. [1] and Ham et al. [19] as well as the references therein.

We simply remark here that the results of Section 3 simultaneously apply to the design-based and superpopulation settings as immediate corollaries. Indeed, in the stochastic (non-design-based) setting for binary experiments and under the causal identification assumptions IA1–IA3, we have that Lemma 4 yields

\[
\Delta_t^* := \frac{1}{t} \sum_{i=1}^{t} \left[ \text{E}(R_i(1) - R_i(0)) = \frac{1}{t} \sum_{i=1}^{t} [\text{E}(R_i \mid A_i = 1) - \text{E}(R_i \mid A_i = 0)] =: \Delta_t. \right.
\]

Now, to recover CSs for \( (\text{SATE}_t)_{t=1}^{\infty} \) we simply condition on \( (R_t(1), R_t(0), X_t)_{t=1}^{\infty} \) so that \( (A_t)_{t=1}^{\infty} \) are the only non-degenerate random variables here. The techniques for time-varying treatment effects described in Section 3.1 and Section 3.2, yield a \((1 - \alpha)\)-CS \([L_t, U_t]_{t=1}^{\infty}\) for \((\Delta_t)_{t=1}^{\infty} \equiv (\Delta_t^*)_{t=1}^{\infty}\) and hence for \( (\text{SATE}_t)_{t=1}^{\infty} \). Going further, when instantiated for the design-based setting, our CSs substantially improve on Howard et al. [24, Section 4.2], both practically and theoretically. Indeed, as discussed in Ham et al. [19, Section 3.2], one of the drawbacks of existing nonasymptotic CSs in the literature is that the minimal propensity score — i.e. \( p_{\text{min}} := \text{ess inf}_{t,a,x} \text{Pr}(A_t = a \mid x \mid \mathcal{H}_{t-1}) \) — must be specified in advance, and the downstream CSs always scale with \( p_{\text{min}} \). However, as we have emphasized throughout this paper, beginning with desideratum 5 in Section 1.2, none of our CSs suffer from this limitation.

Simultaneously, if we consider the superpopulation setting where \( \text{E}(R_t(1)) - \text{E}(R_t(0)) = \delta \) for all \( t \geq 1 \) and for some \( \delta \in [-1, 1] \), then under identification assumptions IA1–IA3, the same CS \([L_t, U_t]_{t=1}^{\infty}\) also covers \( \delta \) by Lemma 4. In this way, our time-varying CSs simultaneously handle the stationary superpopulation setting where treatment effects do not change over time, as well as the design-based setting where all potential outcomes are conditioned on, since these are both special cases of the time-varying stochastic setting considered in Section 3.