A Synthesis Inversion to Constrain Global Emissions of Two Very Short Lived Chlorocarbons: Dichloromethane, and Perchloroethylene
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Abstract Dichloromethane (CH2Cl2) and perchloroethylene (C2Cl4) are chlorinated very short lived substances (CI-VSLS) with anthropogenic sources. Recent studies highlight the increasing influence of such compounds, particularly CH2Cl2, on the stratospheric chlorine budget and therefore on ozone depletion. Here, a multiyear global-scale synthesis inversion was performed to optimize CH2Cl2 (2006–2017) and C2Cl4 (2007–2017) emissions. The approach combines long-term surface observations from global monitoring networks, output from a three-dimensional chemical transport model (TOMCAT), and novel bottom-up information on prior industry emissions. Our posterior results show an increase in global CH2Cl2 emissions from 637 ± 36 Gg yr⁻¹ in 2006 to 1,171 ± 45 Gg yr⁻¹ in 2017, with Asian emissions accounting for 68% and 89% of these totals, respectively. In absolute terms, Asian CH2Cl2 emissions increased annually by 12% from 2006 to 2017. The time-varying posterior emissions show significant improvements over the prior. Utilizing the posterior emissions leads to modeled tropospheric CH2Cl2 and C2Cl4 abundances and trends in good agreement to those observed (including independent observations to the inversion). A shorter C2Cl4 lifetime, from including an uncertain Cl sink, leads to larger global C2Cl4 emissions by a factor of ~1.5, which in some places improves model-measurement agreement. The sensitivity of our findings to assumptions in the inversion procedure, including CH2Cl2 oceanic emissions, is discussed.

Plain Language Summary The 1987 Montreal Protocol banned production for dispersive uses of major ozone-depleting gases, such as chlorofluorocarbons, due to their role in depletion of the stratospheric ozone layer. In consequence, the ozone layer is expected to recover in coming decades, as stratospheric chlorine from banned substances slowly declines. However, chlorinated very short lived substances (CI-VSLS), not controlled by the Montreal Protocol, represent a small, but growing, source of atmospheric chlorine that could potentially slow ozone recovery. It is thus important that the magnitude of emissions of
these compounds, their spatial distribution, and changes with time are quantified. Here, we combined observations of Cl-VSLS, prior estimates of their emissions, and a chemical transport model to produce an optimized set of emission estimates on a region-by-region basis between 2006 and 2017. We show that industrial emissions of dichloromethane, the most abundant Cl-VSLS, increased by ~84% within this period, predominately due to an increase in Asian emissions, while European and North American emissions decreased. Over 2007–2017, emissions of perchloroethylene, a less abundant Cl-VSLS, decreased, particularly in Europe and North America. We show that our new emission estimates lead to better agreement with observational data compared to previous estimates.

1. Introduction

Halogenated very short lived substances (VSLS) are organic compounds with annual mean atmospheric lifetimes at the planetary surface of ~6 months or less (Engel et al., 2018). These lifetimes are short compared to the principal gases synonymous with ozone depletion, such as chlorofluorocarbons (CFCs), which were banned under the terms of the 1987 Montreal Protocol and its later amendments. However, despite their short lifetimes, over the last two decades, a wealth of research has shown that VSLS of both natural and anthropogenic origin can reach the stratosphere, where they contribute to stratospheric bromine and chlorine and thus ozone depletion (e.g., Claxton et al., 2019; Fernandez et al., 2014; Hossaini et al., 2017; Laube et al., 2008; Sturges et al., 2000; Wales et al., 2018; ). Brominated VSLS (e.g., bromoform and dibromomethane) are predominately of natural oceanic origin (e.g., Quack & Wallace, 2003; Ziska et al., 2013), while chlorinated VSLS (Cl-VSLS) have significant anthropogenic sources (e.g., Engel et al., 2018; McCulloch et al., 1999). At present, these compounds account for a small, but growing, portion of atmospheric chlorine, and they are not controlled by the Montreal Protocol. In 2016, Cl-VSLS were estimated to provide 115 (75–160) ppt of chlorine to the stratosphere, which represents 3.5% of total chlorine in the stratosphere from all sources (Engel et al., 2018; Hossaini et al., 2019).

The most abundant Cl-VSLS, dichloromethane (CH₂Cl₂), is of particular interest owing to an observed rapid increase in its global concentration since the mid-2000s (Hossaini et al., 2017, 2019; Leedham Elvidge et al., 2015). As a versatile solvent, CH₂Cl₂ has a range of industrial applications and roughly 90% of total emissions have been estimated to be anthropogenic (Montzka, Reimann, et al., 2011). Annual global CH₂Cl₂ emissions have been estimated at ~1,000 Gg yr⁻¹ in 2016, with a global mean surface mole fraction of 33–39 ppt observed from monitoring networks, a factor of ~2 larger compared to the early part of the century (Engel et al., 2018). Biogenic CH₂Cl₂ sources have also been hypothesized from the ocean (Jones et al., 2019; Leedham Elvidge et al., 2015; Oram et al., 2017), and (b) may continue to increase in coming decades (Carpenter et al., 2014; Simpson et al., 2004), due to phasing out in favor of less toxic alternatives. In 2016, the global mean CH₂Cl₂ mole fraction was 1.1–1.2 ppt, with global emissions estimated at 83–103 Gg yr⁻¹ (Engel et al., 2018).

Claxton et al. (2019) recently quantified the ozone-depletion potential (ODP) of several Cl-VSLS, highlighting a strong dependence of the ODP on the location of emission. They reported ODP ranges for CH₂Cl₂ and C₂Cl₄ of 0.0097–0.0208 and 0.0057–0.0198, respectively, with emissions from Southern Asia having the largest ODPs. This is significant for Cl-VSLS, as Asian emissions (a) likely account for a large fraction of present-day global total emissions, having grown in importance over the last decade (Fang et al., 2019; Leedham Elvidge et al., 2015; Oram et al., 2017), and (b) may continue to increase in coming years (Feng et al., 2018). On the above basis, it is important that the geographical distribution and strength of Cl-VSLS emissions are investigated and that accurate, up-to-date inventories are available as input for global modeling studies. Such modeling studies examining the stratospheric input of Cl-VSLS have thus far relied on simple surface mixing ratio boundary conditions to constrain surface abundances of CH₂Cl₂ and other compounds based on measurements in the remote atmosphere. While these are observationally based and have been implemented so that time trends and latitudinal gradients are captured (Hossaini et al., 2019), zonal variability is not represented by the approach. This includes any
potential colocation of large surface emissions with regions of efficient transport pathways to the upper troposphere/stratosphere, such as from continental East Asia (e.g., Ashfold et al., 2015), which are likely relevant to determining accurate ODPs (Claxton et al., 2019).

Despite a growing interest in Cl-VSLS, there have been few recent studies examining their emissions at the global scale. Keene et al. (1999) established the Reactive Chlorine Emissions Inventory (RCEI) framework in which global emissions were estimated using a bottom-up approach for a wide range of chlorocarbons. Within that framework, industrial emissions of 583 ± 32 Gg yr⁻¹ CH₂Cl₂ and 366 ± 20 Gg yr⁻¹ C₂Cl₄ were estimated (McCulloch et al., 1999). These values, based on analysis relevant to the 1990s, likely underestimate present CH₂Cl₂ emissions and overestimate C₂Cl₄ emissions, based on recent trends (Engel et al., 2018). Khalil et al. (1999) added to the RCEI framework by estimating total oceanic emissions of 191 Gg yr⁻¹ CH₂Cl₂ and 19 Gg yr⁻¹ C₂Cl₄. However, Cl-VSLS fluxes from the ocean are highly spatially variable (e.g., Kolusu et al., 2016) and a significantly lower CH₂Cl₂ source (<90 Gg yr⁻¹) has been inferred in later work (Trudinger et al., 2004). Furthermore, while some evidence for in situ CH₂Cl₂ production (related to biological activity) has been reported (Ooki & Yokouchi, 2011), the ocean may also take up atmospheric CH₂Cl₂ and re-emit it elsewhere (Moore, 2004). This possibly confounds the interpretation of observational results that were used to infer the magnitude of natural emissions in earlier work. In addition, Lobert et al. (1999) estimated a biomass burning CH₂Cl₂ source of 59 Gg yr⁻¹, though evidence for the existence of this source is missing from more recent analyses (Lawson et al., 2015; Leedham Elvidge et al., 2015; Mühle et al., 2007; Simpson et al., 2011).

There are two core objectives of this study: first, to investigate global and regional changes in CH₂Cl₂ and C₂Cl₄ emission magnitudes and distributions on a multiannual timescale; second, to generate and evaluate a set of up-to-date global emissions for both compounds, suitable for use as input to atmospheric models. To accomplish this, we performed a global synthesis inversion to optimize Cl-VSLS emissions over the period 2006–2017. Briefly, this approach combines long-term observations from global monitoring networks, prior information on emissions, and a chemical transport model. The paper is structured as follows. The 3-D chemical transport model is described in section 2. The inversion procedure is outlined in section 3, including both the theory and a description of the different observations used. Our main inversion results, including various sensitivity analyses, are presented in section 4. These include the addition of ocean sources of CH₂Cl₂ and an added Cl sink of C₂Cl₄. Conclusions and recommendations for future work are given in section 5.

2. Description of the TOMCAT Chemical Transport Model

TOMCAT is an offline 3-D Chemistry Transport Model (CTM) (Chipperfield, 2006; Monks et al., 2016) that has been widely used to investigate tropospheric chemistry and transport, including several VSLS-focused studies (e.g., Hossaini et al., 2010, 2019; Claxton et al., 2019). The CTM is forced by six-hourly wind, temperature, and humidity fields taken from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim meteorological reanalyses (Dee et al., 2011). The TOMCAT configuration used had a horizontal resolution of 2.8° × 2.8°, with a vertical resolution of 60 levels, up to an altitude of ~64 km. Our model configuration also employs a simplified tropospheric chemistry scheme, reading an offline monthly varying field of the tropospheric hydroxyl radical (OH) concentration (Spivakovsky et al., 2000; Huijnen et al., 2010). The OH field was used in the Atmospheric Tracer Transport Model Intercomparison Project (TransCom) study of CH₄ (Patra et al., 2011) and leads to an average methyl chloroform lifetime (1992–2007) of 4.71 (±0.18) years in TOMCAT, in reasonable agreement with recent estimates of ~5 years obtained from inverse methods (e.g., Rigby et al., 2013). Although the model OH field here is fixed in time, we note that evidence for interannual OH variability, for instance, due to ENSO activity, exists (e.g., Montzka, Krol, et al., 2011; Prinn et al., 2005; Turner et al., 2018).

Both CH₂Cl₂ and C₂Cl₄ are subject to OH oxidation and photolysis sinks in the model. An additional inversion experiment (see ensuing discussion) was performed for C₂Cl₄ in which the competing three-bodied loss reaction of C₂Cl₄ with Cl atoms was also included. The inclusion of this reaction in models has been shown to be important to reproduce atmospheric C₂Cl₄ observations in the upper troposphere (Hossaini et al., 2019; Rudolph et al., 1996). In this case, the model assumes a fixed tropospheric mean Cl concentration of
1.3 × 10^3 atoms cm^{-3} globally, based on model estimates from Hossaini et al. (2016). In practice, the spatial distribution of tropospheric Cl would be nonuniform, and given this uncertainty, this model run is treated as a sensitivity. Reaction rate constants were taken from the 2015 Jet Propulsion Laboratory (JPL) report (Burkholder et al., 2015). For the purposes of this study which investigates source gas emissions, product gas chemistry was not required.

3. Description of the Inversion Technique

3.1. Synthesis Inversion

The “synthesis inversion” technique optimizes model prior emissions of a given compound by minimizing differences between modeled and observed mixing ratios (e.g., Baker et al., 2006). This top-down technique is well established and has been used to investigate surface emissions of several compounds, including CH4 (McNorton et al., 2018), CO2 (Law et al., 2008; Wang et al., 2018), CO (Pétron et al., 2002), and H2 (Bousquet et al., 2011). Here, we apply the technique to CH2Cl2 and C2Cl4 to optimize their emissions for 12-year (2006–2017) and 11-year (2007–2017) periods, respectively, over which a wide range of tropospheric observations are available (section 3.2). Prior surface CH2Cl2 and C2Cl4 emissions (section 3.4) were aggregated over a possible 14 source regions (Figure 1(a)). Boundaries for these source regions (10 land and four ocean), which are continental in scale, are adapted from previous TransCom inversion studies (e.g., Baker et al., 2006). The four ocean regions are defined by the following latitude bands: Extratropical Northern Ocean (30°–90°N), Tropical Northern Ocean (0°–30°N), Tropical Southern Ocean (0°–30°S), and Extratropical Southern Ocean (30°–90°S). Given the large uncertainty surrounding oceanic CH2Cl2 emissions (see discussion in section 3.2.3), for this compound, two different inversions were performed as part of our sensitivity analysis.

Within each source region, the distribution of emission is fixed (see section 3.4), and the inversion optimizes the total emission from each region on an annual basis.

The technique is based on minimizing the cost function, $J$:

$$J(x) = \frac{1}{2}(x - x_0)^TB^{-1}(x - x_0) + \frac{1}{2}(y - Gx)^TR^{-1}(y - Gx)$$

where $x$ is an emission estimate, $x_0$ are the prior emissions, $B$ is the covariance matrix for the errors in emissions, $y$ are the observations, $R$ is the covariance matrix for the errors in observations, and $G$ is the normalized model output concentration Jacobian matrix. It maps the emission field on to the observation vector $y$ via the transport model.

The cost function is at a minimum at $x = x_0$, where $x_0$ is given as (Tarantola & Valette, 1982):

$$x_0 = x_0 + [G^T.R^{-1}.G + B^{-1}]^{-1}\cdot G^T.R^{-1}.(y - Gx_0)$$

Since all the other quantities are known, the posterior emissions for each of the 14 regions analyzed in the inversion can be solved on a year-by-year basis. Note that our justification for estimating annual emissions (e.g., as opposed to monthly resolved) is based on several factors that are outlined in section 3.2.1 below. This solution of $x_0$ gives the best match to the observations, while reducing the likelihood of straying
unrealistically from the prior emissions $x_0$. A successful inversion is indicated by a significant reduction in the posterior emission errors compared to the prior emission errors.

3.2. Observations

3.2.1. Surface Observations of CH$_2$Cl$_2$ and C$_2$Cl$_4$

Most of the CH$_2$Cl$_2$ and C$_2$Cl$_4$ observational data considered in this study come from remote surface sites, as summarized in Tables 1 and 2. We consider monthly mean measurements of both compounds over the 12-year period obtained from a total of 29 unique surface locations, 19 used as input into the inversion, and 10 held back for independent verification. These data are from the National Oceanic and Atmospheric Administration (NOAA) and Advanced Global Atmospheric Gases Experiment (AGAGE) long-term monitoring networks, which have been described extensively in the literature (e.g., Montzka et al., 2018; Prinn et al., 2018). AGAGE network monthly mean measurements include pollution events, while NOAA measurements are mostly obtained at remote sites. Observations obtained from the sites in Table 1 were used directly in the inversion. Between the two networks, a reasonable level of geographical coverage is achieved (see Figure 1(b)). Critically, this includes sites in each of the main industrialized regions where CI-VSLS emissions are expected to be greatest, such as the continental USA (four sites), Europe (four sites), and East Asia (one site). A conversion factor of 1.1038 was applied to the AGAGE CH$_2$Cl$_2$ record to account for a known calibration difference between the NOAA-2003 and AGAGE SIO-14 calibration scales of ~10% (Carpenter et al., 2014; Engel et al., 2018). Note that four measurement sites are shared between the two networks; for this study, we use both measurements; however, we convert AGAGE data to NOAA calibration scales. For C$_2$Cl$_4$, NOAA and AGAGE use NOAA-2003 and NOAA-2003B calibration scales, respectively, which have been found to agree to within <1%.

We additionally considered NOAA measurements of both compounds in 2015 from the USA-based tall tower network (Table 2). These data were not assimilated in the inversion but rather were used to provide an independent assessment of the prior versus posterior emissions over the USA (at 10 sites).

The availability and abundance of CI-VSLS measurement data was a principal factor in our decision to estimate annual mean emissions as opposed to monthly resolved emissions. The 19 unique observational sites (Table 1) provide a maximum of 228 monthly mean measurements in a given year. Solving emissions for 14 different regions would, in a monthly resolved inversion, require 168 (14 × 12) model CI-VSLS tracers for each year of our study period. This number of tracers (168) is comparable to the number of observations we have available to us in a year (maximum of 228 monthly means, assuming no missing data) and would lead to a less well constrained inversion process, as each month's emissions would only be constrained on average by 1.4 observations. In addition, we believe that the large computational expense of running with such a large number of tracers is not warranted on the basis of (1) our study is primarily interested in long-term interannual emission trends and (2) the seasonal cycle of CI-VSLS is found to be reproduced well using our non-seasonal posterior emissions (see sections 4.6 and 4.7). Finally, we note that there is little information in the literature with which to inform any prior emission seasonality in our model. Furthermore, for CH$_2$Cl$_2$, no significant seasonal variation in industrial emissions has been reported (McCulloch & Midgley, 1996).

3.2.2. Aircraft Observations of CH$_2$Cl$_2$ and C$_2$Cl$_4$

We also considered measurements of both CI-VSLS from three different flight campaigns: the 2014 Co-ordinated Airborne Studies in the Tropics (CAST) mission (Andrews et al., 2016; Harris et al., 2017), the 2014 Convective Transport of Active Species in the Tropics (CONTRAST) mission (Pan et al., 2017), and the 2014 Airborne Tropical Tropopause Experiment (ATTREX) mission (Navarro et al., 2015). The locations of these campaigns are shown in Figure 1(b). The CAST mission (January–February) centered around Guam in the tropical West Pacific and made extensive measurements in the marine boundary layer during 22 flights, with vertical profiles extending up to ~10 km. Likewise, the CONTRAST (January–February) and ATTREX (January–March) missions also sampled the tropical West Pacific in a region centered around Guam. However, these campaigns sampled air from higher altitudes, with ATTREX extending into the lower stratosphere. Data from these three flight campaigns are not used as input to the inversion; instead they are used as independent observations to test the posterior results (in the relevant months of 2014).
As noted in section 1, the ocean is a potential source of CH$_2$Cl$_2$ and C$_2$Cl$_4$. However, there are large uncertainties and several important confounding issues that require attention. Given that oceanic emissions have been proposed to be relatively more important for CH$_2$Cl$_2$ than C$_2$Cl$_4$ (Keene et al., 1999), we focus most of the following discussion on CH$_2$Cl$_2$, which provides a rationale for performing an inversion with and without an ocean CH$_2$Cl$_2$ source.

First, there is very limited observational data with which to draw any firm conclusions regarding the strength of any oceanic emission. Khalil et al. (1999) estimated a total oceanic CH$_2$Cl$_2$ source of ~196 Gg yr$^{-1}$ distributed in four latitude bands: 30–90°N (−24 Gg yr$^{-1}$), 0–30°N (−50 Gg yr$^{-1}$), 0–30°S (−50 Gg yr$^{-1}$), and 30–90°S (~72 Gg yr$^{-1}$). Khalil et al. (1999) acknowledged that the data available to them to calculate fluxes, including measured seawater and atmosphere concentrations of CH$_2$Cl$_2$ (and C$_2$Cl$_4$), were limited. The calculated fluxes were thus deemed to be “extremely uncertain” and later work inferred a significantly smaller upper limit to total ocean CH$_2$Cl$_2$ emissions (<90 Gg yr$^{-1}$) based on analysis of firn air samples (Trudinger et al., 2004).

Second, in addition to a paucity of measurements, observational results and expectations suggest the possibility for very large spatiotemporal variability in ocean CH$_2$Cl$_2$ fluxes. For example, based on data collected during a cruise in the tropical Atlantic, Kolusu et al. (2016) calculated a mean CH$_2$Cl$_2$ flux of 81 (±82) nmol m$^{-2}$ day$^{-1}$. Given this large variability, short-term observational studies likely lack sufficient spatial and seasonal coverage to provide adequate estimates of annual net emissions over large domains. Extrapolation to infer regional or global emission totals, while common practice, can be problematic. Extrapolating the Kolusu et al. (2016) flux to a tropical ocean band gives ~236 (±237) Gg yr$^{-1}$ and to the entire ocean gives a total of ~915 (±468) Gg yr$^{-1}$. This is a similar order to our prior global emission of 1,011.5 Gg yr$^{-1}$, that includes both land and ocean sources.

Table 1
Summary of Surface Observational Sites Used as Input to the Inversion (Arranged North to South)

| Code | Station name, location | Lat (°) | Lon (°) | Elevation (m) | Network |
|------|-----------------------|---------|---------|---------------|---------|
| ALT  | Alert, Canada         | 82.5    | −62.5   | 190.0         | NOAA    |
| ZEP  | Zeppelin, Svalbard, Norway | 78.9    | 11.9    | 490.0         | AGAGE   |
| SUM  | Summit, Greenland    | 72.6    | −38.4   | 3209.5        | NOAA    |
| BRW  | Barrow, AK, USA      | 71.3    | −156.6  | 11.0          | NOAA    |
| MHD  | Mace Head, Ireland   | 53.3    | −9.9    | 5.0           | NOAA, AGAGE |
| JFI  | Jungfraujoch, Switzerland | 46.3    | 8.0     | 3580.0        | AGAGE   |
| LEF  | Park Falls, WI, USA  | 45.9    | −90.3   | 472.0         | NOAA    |
| CMN  | Monte Cimone, Italy  | 44.2    | 10.7    | 2165.0        | AGAGE   |
| HFM  | Harvard Forest, MA, USA | 42.5    | −72.2   | 340.0         | NOAA    |
| THD  | Trinidad Head, CA, USA | 41.1    | −124.2  | 107.0         | NOAA, AGAGE |
| NWR  | Niwot Ridge, CO, USA | 40.1    | −105.6  | 3523.0        | NOAA    |
| GSN  | Gosan, Jeju, South Korea | 33.3    | 126.2   | 89.0          | AGAGE   |
| MLO  | Mauna Loa, HI, USA   | 19.5    | −155.6  | 3397.0        | NOAA    |
| KUM  | Cape Kumukai, HI, USA | 19.5    | −154.8  | 3.0           | NOAA    |
| RPB  | Ragged Point, Barbados | 13.2    | −59.5   | 42.0          | AGAGE   |
| SMO  | Tutuila, American Samoa | −14.2   | −170.6  | 42.0          | NOAA, AGAGE |
| CGO  | Cape Grim, Australia | −40.7   | 144.7   | 94.0          | NOAA, AGAGE |
| PSA  | Palmer Station, Antarctica | −64.9   | −64.0   | 10.0          | NOAA    |
| SPO  | South Pole, Antarctica | −90.0   | −24.8   | 2810.0        | NOAA    |

3.2.3. Ocean Emission Data

As noted in section 1, the ocean is a potential source of CH$_2$Cl$_2$ and C$_2$Cl$_4$. However, there are large uncertainties and several important confounding issues that require attention. Given that oceanic emissions have been proposed to be relatively more important for CH$_2$Cl$_2$ than C$_2$Cl$_4$ (Keene et al., 1999), we focus most of the following discussion on CH$_2$Cl$_2$, which provides a rationale for performing an inversion with and without an ocean CH$_2$Cl$_2$ source.

First, there is very limited observational data with which to draw any firm conclusions regarding the strength of any oceanic emission. Khalil et al. (1999) estimated a total oceanic CH$_2$Cl$_2$ source of ~196 Gg yr$^{-1}$ distributed in four latitude bands: 30–90°N (~24 Gg yr$^{-1}$), 0–30°N (~50 Gg yr$^{-1}$), 0–30°S (~50 Gg yr$^{-1}$), and 30–90°S (~72 Gg yr$^{-1}$). Khalil et al. (1999) acknowledged that the data available to them to calculate fluxes, including measured seawater and atmosphere concentrations of CH$_2$Cl$_2$ (and C$_2$Cl$_4$), were limited. The calculated fluxes were thus deemed to be “extremely uncertain” and later work inferred a significantly smaller upper limit to total ocean CH$_2$Cl$_2$ emissions (<90 Gg yr$^{-1}$) based on analysis of firn air samples (Trudinger et al., 2004).

Second, in addition to a paucity of measurements, observational results and expectations suggest the possibility for very large spatiotemporal variability in ocean CH$_2$Cl$_2$ fluxes. For example, based on data collected during a cruise in the tropical Atlantic, Kolusu et al. (2016) calculated a mean CH$_2$Cl$_2$ flux of 81 (±82) nmol m$^{-2}$ day$^{-1}$. Given this large variability, short-term observational studies likely lack sufficient spatial and seasonal coverage to provide adequate estimates of annual net emissions over large domains. Extrapolation to infer regional or global emission totals, while common practice, can be problematic. Extrapolating the Kolusu et al. (2016) flux to a tropical ocean band gives ~236 (±237) Gg yr$^{-1}$ and to the entire ocean gives a total of ~915 (±468) Gg yr$^{-1}$. This is a similar order to our prior global emission of 1,011.5 Gg yr$^{-1}$, that includes both land and ocean sources.

Third, another major confounding issue related to the above and relevant to drawing inference on the nature of any ocean CH$_2$Cl$_2$ source related to in situ production was discussed by Moore (2004). Due to
seasonal changes in CH$_2$Cl$_2$ ocean solubility (a decrease in warmer waters) and large seasonal changes in the CH$_2$Cl$_2$ concentration, summertime measurements may show ocean supersaturations that are unrelated to in situ production. In consequence, seasonally resolved data (or analyses accounting for temporary fluxes arising from physical effects, e.g., Ooki & Yokouchi, 2011) are needed to determine the degree to which fluxes derived from measured ocean-water saturation are a result of in situ production or simply seasonal changes in solubility and atmospheric concentration. Moore (2004) also provided strong evidence that dissolved CH$_2$Cl$_2$ persists for extended periods (possibly years to decades) in intermediate and deep ocean waters. In consequence, observed CH$_2$Cl$_2$ supersaturations in seawater may be caused by its transport from colder waters at higher latitudes. Based on the above, the inferred oceanic CH$_2$Cl$_2$ source reported in previous studies (Keene et al., 1999; Khalil et al., 1999) may reflect re-equilibration processes and does not necessarily provide evidence for marine production.

A plausible mechanism by which CH$_2$Cl$_2$ may be produced in the ocean has been proposed and involves the photolysis and subsequent reaction of biogenic precursors, such as CH$_2$ICl, in seawater (Jones & Carpenter, 2005). To our knowledge, the only observational study that provides some evidence of marine CH$_2$Cl$_2$ production (related to phytoplankton) is that of Ooki and Yokouchi (2011). That study accounted for the physical factors discussed above to derive a marine CH$_2$Cl$_2$ in situ source from the Indian Ocean (between 10°S and 40°S) of 0.29–0.43 µg m$^{-2}$ day$^{-1}$. When extrapolated zonally across the globe, a CH$_2$Cl$_2$ source of 10–15 Gg yr$^{-1}$ was derived for this latitude band. In summary, considering the uncertainties mentioned above, we performed inversions with and without ocean CH$_2$Cl$_2$ sources.

For the inversion performed allowing net CH$_2$Cl$_2$ emissions from the ocean, we compare posterior emissions from our inversion to novel measurements from two recent ship cruises: (a) AMT-22 (Atlantic Meridional Transect, RRS James Cook) and (b) ACCACIA-2 (Aerosol-Cloud Coupling And Climate Interactions in the Arctic, JR288, RRS James Clark Ross). These campaigns took place in October/November 2012 and July/August 2013, respectively. AMT-22 covered a track through the Atlantic Ocean from 45°N to 30°S and ACCACIA-2 covered the North Atlantic/Arctic Oceans from 70°N to 80°N, including a navigation around the archipelago of Svalbard, Norway (Figure 1(b)). Along these cruise tracks, sea-to-air flux estimates of CH$_2$Cl$_2$ (only) were derived based in situ automated measurements of CH$_2$Cl$_2$ concentrations in surface seawater (from the ships’ clean underway seawater supply inlets; nominal depth 5–6 m) and in air from a continuously pumped air inlet (Hackenberg et al., 2017). Details of the GC-MS measurement systems are given in Andrews et al. (2015). The CH$_2$Cl$_2$ sea-to-air flux was calculated following the approach of Johnson (2010) but would reflect the combination of both physical effects and any in situ production as discussed above. Average fluxes within the latitude limits of our ocean regions (Figure 1 and section 3.1) were calculated and an estimate of the global ocean emission from each latitude band was obtained through a simple extrapolation. These integrated fluxes are a starting point to compare to our posterior ocean emissions for CH$_2$Cl$_2$ in section 4.4.

### 3.3. Observation Errors

The covariance matrix for errors in observations (e.g., $R$ in equation 1) is made up of various error sources. Our approach to quantifying these follows the framework described by Xiao (2008), which considers (1) “sampling frequency” errors, (2) “measurement” errors, and (3) “mismatch” errors (Chen & Prinn, 2006). Each of these terms is used to define the total observational error and are detailed in turn below.

#### 3.3.1. Sampling Frequency

The first error source arises due to the sampling frequency of the observational networks. That is, how well the observed monthly mean CH$_2$Cl$_2$ or C$_2$Cl$_4$ mole fractions are described by a finite number of measurements (Xiao, 2008). For each site, and each month, the total sampling frequency error, $\sigma_{sf}$, for an observational monthly mean is given as

$$
\sigma_{sf} = \sqrt{\frac{\sigma^2_{\text{mon}}}{m}} \tag{3}
$$

where $\sigma^2_{\text{mon}}$ is the variance of the reported mole fractions over the month and $m$ is the number of observations in that month. For AGAGE surface sites, where measurements are obtained at relatively high frequency (order of 200 measurements per month), the sampling frequency error is calculated according to...
As it is difficult to assess the independence of successive measurements, equation 3 assumes uncorrelated observations. This might lead to an underestimation in \( \sigma_{sf} \), but this is likely to be small compared to the overall error. For the NOAA surface sites, mole fractions are obtained based on paired flask samples obtained approximately weekly (i.e., relatively low frequency). Therefore, following Xiao (2008) sampling frequency errors for the NOAA data points were generated from the TOMCAT model, using 30-min averaged output at each of the NOAA locations.

### 3.3.2. Measurement Error

A second source of error arises from errors in the measurements. These can result from instrument precision or other uncertainties in the measuring techniques, such as calibration imperfections. Every observation will have a measurement error, although these are often difficult to fully estimate. In terms of precisions, the AGAGE network reports 0.5% for both CH\(_2\)Cl\(_2\) and C\(_2\)Cl\(_4\) based on the measurement precisions of the working standard used (Prinn et al., 2018), while the NOAA network reports precision for each individual measurement, which is aggregated over each month (typically around 0.7%). In this study, we assume a minimum overall 5% measurement error (\( \sigma_{\text{meas}} \)) for both compounds. This value is based on the study of Andrews et al. (2016) who performed an intercomparison of CH\(_2\)Cl\(_2\) mole fractions obtained by four different instruments, operated by four different groups, using the same standards. The results indicated that the mean absolute percentage error between the four instruments was ~5% in the troposphere.

### 3.3.3. Mismatch Error

An additional source of error is the mismatch between the observations and the model. This arises when comparing relatively low spatial resolution model output to point observations. An observational site could be unrepresentative of the model grid cell that it is located in. For example, the Harvard Forest (HFM) surface site is in the same TOMCAT grid cell as New York and other parts of the US Eastern seaboard. However, the site lies in the middle of a forest with presumably lower emissions and concentrations more characteristic of other rural observations. To take this into account, a mismatch error can be defined using the neighboring grid cells (Chen & Prinn, 2006). This is defined in equation 4:

\[
\sigma_{\text{mismatch}} = \sqrt{\frac{1}{9} \sum_{i=1}^{9} (c_i - \bar{c})^2},
\]

where \( c_i \) is the model concentration output for each of the eight neighboring grid cells, taken as an annual mean, and \( \bar{c} \) is the mean model output over the nine cells. The mismatch error equation is a measure of the spatial variance, and although it is not a perfect metric, it helps to place uncertainty on observations with significant variation in their locality.

The three sources of error are combined in equation 5 to give a total observational error:

\[
\sigma_{\text{total}} = \sqrt{\sigma_{sf}^2 + \sigma_{\text{meas}}^2 + \sigma_{\text{mismatch}}^2}
\]

Of the three error terms contributing in equation 5, the sampling frequency term is typically small (<0.1% relative to observations) compared to, for example, the measurement error (5%). The size of the mismatch error is on average 2% but can vary strongly across sites. For some sites, particularly ones that neighbor urban locations, it can be as large as 15%, or even up to 150% at one site in particular (GSN). For more remote sites (e.g., in the Arctic), the mismatch error could be as low as 0.5%, 10 times lower than the measurement error.

### 3.4. Prior Emissions: Magnitude and Errors

Our prior emission estimates for CH\(_2\)Cl\(_2\) and C\(_2\)Cl\(_4\) are summarized in Tables 3 and 4, respectively. Note that these annual priors are held constant over each year of the inversion period. For CH\(_2\)Cl\(_2\), prior estimates of Asian, European, and North American emissions (i.e., the expected three most significant industrialized regions) are 671, 50, and 55 Gg yr\(^{-1}\), respectively (based on data from Nolan Sherry Associates, NSA). These bottom-up estimates (see also Table S1 in the supporting information) were commissioned for this study and represent expected industrial emissions in 2016, based on a global industry database of chloromethane production and production capacity available to NSA. Production figures are calculated and refined by a combination of this extensive database, industry dialogue, trade data, and back-calculations.
based on known feedstock applications and quantities. These are entered into a chloromethanes mass balance scheme which is checked against industry capacity and closely calculated production ratios. Of the 671 Gg yr\(^{-1}\) industry estimate of total Asian CH\(_2\)Cl\(_2\) emissions from NSA, 621 Gg yr\(^{-1}\) (~93%) is set as the inversion prior estimate for our Temperate Asia region (incorporating the NSA data for China, India, Japan, and Korea). The remaining 50 Gg yr\(^{-1}\) is taken as the prior for our Tropical Asian region (where NSA analysis shows the major markets for CH\(_2\)Cl\(_2\) are Thailand, Indonesia, Singapore, Malaysia, and Vietnam). For the other six land regions, in the absence of more recent up-to-date data, prior industry CH\(_2\)Cl\(_2\) emissions are taken from the RCEI, as summarized by Keene et al. (1999).

Recall that for CH\(_2\)Cl\(_2\), two inversions are performed, one without ocean emissions and one with. For the without ocean case, our global total CH\(_2\)Cl\(_2\) prior is ~815 Gg yr\(^{-1}\) (Table 3), that is, considering industrial emissions only. For the with ocean case, prior estimates of ocean CH\(_2\)Cl\(_2\) emissions from four different ocean regions (see also sections 3.1 and 3.2) are taken from Khalil et al. (1999), also part of the RCEI framework.

| Table 3 |
|--------|
| **A Summary of Prior (2016 Best Estimate) and Posterior CH\(_2\)Cl\(_2\) Emissions (Gg yr\(^{-1}\)) and their Uncertainties, from the Synthesis Inversion not Allowing for an Oceanic CH\(_2\)Cl\(_2\) Source** |
| Region | Prior emissions | Posterior emissions | Error reduction | Posterior emissions | Error reduction |
|--------|-----------------|---------------------|-----------------|---------------------|-----------------|
| Europe | 50.0            | 112.0 ± 9.1         | 81.9%           | 75.1 ± 11.4         | 77.3%           |
| Africa | 9.18            | 16.6 ± 8.4          | 8.0%            | 19.2 ± 8.7          | 5.2%            |
| Australia | 4.85          | 3.90 ± 2.22         | 54.2%           | 3.41 ± 2.62         | 45.9%           |
| Boreal Asia | 6.81        | −19.8 ± 5.4         | 20.5%           | −21.8 ± 6.2         | 9.3%            |
| Boreal NA | 1.11           | 0.002 ± 1.08        | 3.0%            | 0.14 ± 1.11         | 1.1%            |
| Temperate Asia | 621.0       | 89.9 ± 22.8         | 96.3%           | 590.7 ± 28.4        | 95.4%           |
| Temperate LA | 8.43         | −2.57 ± 4.68        | 44.5%           | 0.96 ± 5.62         | 33.4%           |
| Temperate NA | 55.0           | 71.1 ± 4.9          | 91.1%           | 32.1 ± 5.9          | 89.3%           |
| Tropical Asia | 50.0         | 341.4 ± 22.7        | 54.5%           | 454.2 ± 28.7        | 42.6%           |
| Tropical LA | 8.67          | 243.1 ± 7.8         | 10.1%           | 171.1 ± 8.1         | 7.0%            |
| Combined Asia | 671.0        | 433.3 ± 32.2        | -               | 1,044.9 ± 40.4      | -               |
| Global total | 815.1          | 636.6 ± 36.5        | -               | 1,171.2 ± 44.9      | -               |

**Note.** See the main text for a description of the prior emissions. NA = North America; LA = Latin America. Combined Asia = Temperate + Tropical.

| Table 4 |
|--------|
| **A Summary of Prior (2016 Best Estimate) and Posterior C\(_2\)Cl\(_4\) Emissions (Gg yr\(^{-1}\)) and their Uncertainties, from the Synthesis Inversion** |
| Region | Prior emissions | Posterior emissions | Error reduction | Posterior emissions | Error reduction |
|--------|-----------------|---------------------|-----------------|---------------------|-----------------|
| Europe | 48.0            | 65.2 ± 4.4          | 90.9%           | 36.6 ± 2.6          | 94.6%           |
| Africa | 2.30            | 3.77 ± 2.20         | 4.5%            | 3.65 ± 3.09         | 9.2%            |
| Australia | 0.62           | 1.44 ± 0.33         | 47.1%           | 0.52 ± 0.25         | 59.7%           |
| Boreal Asia | 1.80          | −2.34 ± 1.66        | 7.6%            | −2.69 ± 1.60        | 10.9%           |
| Boreal NA | 0.50           | −0.06 ± 0.48        | 5.3%            | 0.52 ± 0.47         | 6.7%            |
| Temperate Asia | 93.3         | 1.92 ± 8.80         | 90.6%           | 6.47 ± 7.35         | 92.1%           |
| Temperate LA | 1.06           | 2.00 ± 1.03         | 2.8%            | 2.04 ± 0.97         | 9.1%            |
| Temperate NA | 24.0           | 44.8 ± 2.7          | 88.6%           | 33.5 ± 1.8          | 92.3%           |
| Tropical Asia | 15.0          | 38.1 ± 8.0          | 45.1%           | 35.0 ± 7.9          | 46.1%           |
| Tropical LA | 1.58           | 2.73 ± 1.55         | 2.1%            | 2.29 ± 1.53         | 3.3%            |
| Extratropical NO | 3.51         | −16.5 ± 2.2         | 37.8%           | −12.6 ± 1.7         | 51.2%           |
| Extratropical SO | 5.85         | −0.50 ± 0.79        | 86.4%           | −0.14 ± 0.65        | 89.0%           |
| Tropical NO | 3.51           | −0.63 ± 1.66        | 52.7%           | 1.06 ± 1.59         | 54.5%           |
| Tropical SO | 5.85           | 0.93 ± 1.25         | 78.7%           | −0.09 ± 1.25        | 78.7%           |
| Combined Asia | 108.3         | 40.0 ± 11.9         | -               | 41.4 ± 10.8         | -               |
| Global total | 206.5          | 140.8 ± 13.8        | -               | 106.1 ± 12.0        | -               |

**Note.** Results are based on inversion that did not include the C\(_2\)Cl\(_4\) + Cl sink.
The total ocean CH$_2$Cl$_2$ prior is 197 Gg yr$^{-1}$, increasing the global total prior to 1,012 Gg yr$^{-1}$ in the “with ocean” inversion case (Table S2). Note that the original RCEI inventory also included a small biomass burning CH$_2$Cl$_2$ source of 59 Gg yr$^{-1}$ (Lobert et al., 1999). However, this estimate was based on an assumed single global CH$_2$Cl$_2$/CO emission ratio for all fuel types. Subsequent studies have reported a lower (by two orders of magnitude) CH$_2$Cl$_2$/CO ratio (Simmonds et al., 2006) or have found no evidence for significant CH$_2$Cl$_2$ enhancements in biomass burning plumes (Lawson et al., 2015; Leedham Elvidge et al., 2015; Mühle et al., 2007; Simpson et al., 2011). On this basis, a biomass burning CH$_2$Cl$_2$ source was not considered in the present work.

For C$_2$Cl$_4$, a similar approach was adopted whereby prior industry emission estimates for our Asia, Europe, and North American regions are adapted from 2016 bottom-up estimates obtained from NSA (Tables 4 and S1). Similarly to CH$_2$Cl$_2$, the Asia estimate is distributed among our Temperate and Tropical Asian regions as 93.3 and 15.0 Gg yr$^{-1}$, respectively. For the other six land regions, prior C$_2$Cl$_4$ emissions were formulated by reducing industrial emissions from the RCEI inventory by a factor of 2. This reduction was performed because tropospheric C$_2$Cl$_4$ mixing ratios have been observed to be declining since 2000 or earlier (e.g., Simpson et al., 2004; Simmonds et al., 2006), meaning the older RCEI estimates (formulated in the 1990s) are very likely to overestimate present-day emissions. The magnitude of our resultant global total C$_2$Cl$_4$ prior emission (207 Gg yr$^{-1}$), of which 9% is from the ocean, is therefore in closer agreement to more recent independent global estimates (e.g., Engel et al., 2018).

In addition to the observational errors necessary to the inversion procedure (section 3.3), there are also errors in the prior emission estimates discussed above. As these are generally poorly quantified in inversion studies, they are set to ±100% for all regions as default. The sensitivity of our results to assumptions about prior errors is discussed in section 4.3.

## 3.5. Prior Emissions: Distribution

Within the continental-scale regions considered in this study (Figure 1(a)), CH$_2$Cl$_2$ emissions are distributed according to a recent 1° × 1° global HCFC-22 emissions inventory reported by Xiang et al. (2014). The rationale behind this choice is that CH$_2$Cl$_2$ is coproduced by industry with CHCl$_3$ (Oram et al., 2017), and the latter is used almost exclusively as a feedstock in the production of HCFC-22 and fluoropolymers (Fang et al., 2019; Mühle et al., 2019; Tsai, 2017), despite CH$_2$Cl$_2$ emissions likely being primarily associated with use, not production. On this basis, the use of the HCFC-22 emission distribution can be used as a reasonable proxy for CH$_2$Cl$_2$ and is a desirable alternative to the far older RCEI distribution. We understand that HCFC-22 is also likely to be emitted where it is used, not where it is produced, which makes this a rough approximation. In the similar absence of more recent data, the HCFC-22 distribution was used as a proxy for C$_2$Cl$_4$. It is important to stress that (a) these distributions only affect fluxes within regions (Figure 1(a)) and (b) that the inversion procedure adjusts the integrated regional total emissions, on a region-by-region basis. The distribution of our prior CH$_2$Cl$_2$ emissions is presented in Figure S1. It is assumed that the within-region distribution does not change over our study period (2006–2017).

## 4. Results and Discussion

### 4.1. Posterior CH$_2$Cl$_2$ Emissions and Trends

The synthesis inversion produces regional emission estimates, on an annual basis, for each of the 12 years studied. We investigated the degree to which our inversion was able to differentiate between emissions arising from one region over another. A strong negative covariance was found for the closely located regions, Temperate Asia and Tropical Asia, which implies a difficulty in differentiating between these two regions. On this basis, in the ensuing discussion results from these regions are combined and referred to as “combined Asia.” We first consider results from the “no ocean” CH$_2$Cl$_2$ inversion. Table 3 compares prior and posterior CH$_2$Cl$_2$ emissions for 2006 and 2017, the first and last years of our study, highlighting an increase in posterior global total CH$_2$Cl$_2$ emissions from 637 ± 37 Gg yr$^{-1}$ (2006) to 1,171 ± 45 Gg yr$^{-1}$ (2017). This 84% increase is largely due to increasing emissions from combined Asia, estimated to rise from 431 ± 32 Gg yr$^{-1}$ in 2006 to 1,045 ± 40 Gg yr$^{-1}$ in 2017. Our results thus imply that combined Asian emissions more than doubled during the study period and account for ~70% of global total CH$_2$Cl$_2$ emissions in
2006 and ~90% in 2017. The latter is a similar relative proportion to that derived from the bottom-up information from NSA presented in Table S1.

While there are no other estimates of total Asian CH₂Cl₂ emissions in the literature, to our knowledge, some country-specific estimates have been reported. Oram et al. (2017) roughly estimated Chinese CH₂Cl₂ emissions of 455 (410–500) Gg yr⁻¹ in 2015 from bottom-up information from NSA. However, significantly smaller Chinese CH₂Cl₂ emissions in 2016 of 318 (254–384) Gg yr⁻¹ have also been reported, apparently also based on bottom-up information (Feng et al., 2018), thus highlighting the uncertainty in the regional budget. Our estimate of total Asian emissions (1,045 Gg yr⁻¹ in 2017) includes emissions from other major economies, such as India, expected to be significant emitters of CH₂Cl₂ (e.g., Leedham Elvidge et al., 2015). The sensitivity of the above findings to inclusion of ocean emissions in our inversion is discussed in section 4.4.

For other major industrialized regions, North America and Europe, our posterior emissions show a decrease over the 12-year study period (2006–2017). CH₂Cl₂ emissions from North America decreased from 71 ± 5 to 32 ± 6 Gg yr⁻¹ (−55%) and from Europe decreased from 112 ± 9 to 75 ± 11 Gg yr⁻¹ (−33%). Again, there is limited information in the literature to compare these findings to. Combining surface observations, model calculations, and CO ratio methods, Simmonds et al. (2006) derived European top-down CH₂Cl₂ emissions of 51–61 Gg yr⁻¹ over the 2002–2004 period. Our estimate of European CH₂Cl₂ emissions, for the closest year to their study (2006), is larger at 112 Gg yr⁻¹. Simmonds et al. (2006) also reported a bottom-up estimate of industrial CH₂Cl₂ emissions of 139 Gg yr⁻¹ from Europe, based on industry sales, in 2002/2003. We note that this is a very similar figure to our bottom-up estimate from NSA (albeit for 2007, Table S1).

Figure 2 presents a time series of annual posterior CH₂Cl₂ emissions for a selection of the most important regions. The top panel shows the global total CH₂Cl₂ emission over the 12-year study period, the middle panel the contribution from our combined Asian region, and the bottom panel European and North American emissions. Also shown in the top panel are independent estimates of global CH₂Cl₂ emissions.
(e.g., Cunnold et al., 1983; Rigby et al., 2013). These annual emission data were prepared for the 2018 WMO/UNEP Scientific Assessment of Ozone Depletion and show CH₂Cl₂ emissions increasing from 442–759 Gg yr⁻¹ in 2006 to 698–1,256 Gg yr⁻¹ in 2016, with the ranges in each period reflecting results obtained considering the two different observational networks analyzed by the 12-box model (Engel et al., 2018). Good agreement between results from this study and those of the 12-box model is found, particularly when the latter assimilates NOAA data, which is plausible as our model also incorporates CH₂Cl₂ data on the NOAA calibration scale. For example, our global total CH₂Cl₂ emission in 2006 (637 ± 37 Gg yr⁻¹) and 2016 (1,117 ± 41 Gg yr⁻¹) fall within the 12-box model ranges noted above. In the most recent years, our posterior emissions fall towards the upper bound of the full uncertainty range of the 12-box model calculations (Figure 2). The relative increase in global CH₂Cl₂ emissions between 2006 and 2016 is 61% (12-box model average) and 75% (this work), and the mean annual differences (±1SD) between our total emissions and the 12-box model AGAGE and NOAA estimates are 159 ± 51 and 42 ± 36 Gg yr⁻¹, respectively.

Our inversion approach allows us to examine the regional drivers of the increase in global CH₂Cl₂ emissions, which—as apparent from Figure 2(b)—are strongly driven by increasing emissions from Asia. In contrast, the relative changes in emissions from Europe and North America over the study period are relatively small. As previously noted, both these latter regions experienced an overall decrease in emissions, though the time series is also characterized by significant interannual variability (Figure 2(c)). Figure 2 also includes, on a regional basis, the bottom-up estimates of CH₂Cl₂ emissions from NSA for Asia, Europe, and North America in the years 2007 and 2016 (Table S1). Recall that these 2016 inventory-based estimates were used as the prior emissions for these three respective regions in our inversion (see section 3.4). Like top-down estimates, any bottom-up inventory-based emission data is subject to uncertainty. Therefore, we do not overinterpret these data, though note (a) that they imply a striking decrease in European CH₂Cl₂ emissions between 2007 and 2016 that is larger than predicted by our posterior emissions and (b) that discrepancies between top-down CH₂Cl₂ emissions (from Europe) and bottom-up estimates have been previously reported (Simmonds et al., 2006). Our North American posterior emissions in 2007 more closely relate to the bottom-up estimate; however, our posterior emissions in 2016 are slightly lower than the bottom-up estimate but agree within the uncertainty range of the inversion (Figure 2(c)).

4.2. Posterior C₂Cl₄ Emissions and Trends

The posterior C₂Cl₄ emissions are summarized in Table 4 and Figure 3. The tabulated results are based on an inversion that only included loss of C₂Cl₄ by OH and photolysis, ignoring the C₂Cl₄ + Cl sink. Correlations
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**Figure 3.** As Figure 2 but for C₂Cl₄. Results are shown for simulations with (dashed line) and without (solid line) the C₂Cl₄ + Cl sink reaction.
between regions were analyzed in the same manner as for CH$_2$Cl$_2$, and a strong negative covariance was found between the Temperate and Tropical Asia regions. Therefore, we also employ the same “Combined Asia” for the ensuing discussion. Based on this inversion setup, global total C$_2$Cl$_4$ emissions decreased from $141 \pm 14$ Gg yr$^{-1}$ in 2007 to $106 \pm 12$ Gg yr$^{-1}$ in 2017. Both are significant reductions compared to our prior estimate of 207 Gg yr$^{-1}$. Also shown in Figure 3 are (a) emission estimates prepared using a 12-box model as reported by Engel et al. (2018) and (b) regional bottom-up estimates of C$_2$Cl$_4$ emissions commissioned for this work (Table S1). The 12-box model results show global C$_2$Cl$_4$ emissions decreasing from 95–199 Gg yr$^{-1}$ in 2007 to 66–160 Gg yr$^{-1}$ in 2016. The ranges in these values reflect the two different observational datasets used to force the model. Our posterior emissions show similar absolute decreases, from $141 \pm 14$ to $104 \pm 10$ Gg yr$^{-1}$ over the same period. Similarly, the relative decrease in global C$_2$Cl$_4$ emissions (2007–2016) is 24% (12-box model average) and 26% (this work), and the mean annual differences ($\pm$1SD) between our total emissions and the 12-box model AGAGE and NOAA estimates are 26 ± 6 and 13 ± 7 Gg yr$^{-1}$, respectively.

As described above, there is very good agreement between global C$_2$Cl$_4$ emissions derived in this work and those from Engel et al. (2018), which used primarily the same observations, though analyzed with a simpler (12-box) model.

However, there are clear discrepancies between our regional posterior emissions and the regional bottom-up estimates from NSA shown in Figure 3. First, our posterior results for Europe show declining emissions over the study period. While a decline is consistent with the bottom-up data, the magnitude of emissions is not in agreement, with the inversion showing lower C$_2$Cl$_4$ emissions in both 2007 and 2016 (in 2016 by a factor of ~2.2 lower). Second, our inversion produces far lower Asian emissions than implied from the bottom-up data. The latter show an increase in Asian C$_2$Cl$_4$ emissions from 66 Gg yr$^{-1}$ in 2007 to 108 Gg yr$^{-1}$ in 2016. For comparison, our posterior combined Asian emissions in the same years are 40 ± 12 and 41 ± 9 Gg yr$^{-1}$, respectively. The bottom-up Asian 2016 estimate (108 Gg yr$^{-1}$) is larger than the 2016 global total emissions calculated from both our inversion and from the average of the 12-box model estimates (Engel et al., 2018). Better agreement is found for North American emissions (Figure 3).

Unlike for CH$_2$Cl$_2$, tropospheric loss of C$_2$Cl$_4$ via Cl radicals (in addition to OH oxidation) can be a significant sink, although its magnitude is not well constrained as the concentration of tropospheric Cl radicals is uncertain. Its inclusion in global models has been shown to lead to better agreement with C$_2$Cl$_4$ observations, particularly in the upper troposphere (e.g., Hossaini et al., 2019). The main inversion results discussed above did not consider this sink, nor did the 12-box model estimates (Engel et al., 2018). A second inversion was performed that did include this additional C$_2$Cl$_4$ sink. The posterior results from that inversion are presented in Table S3 and shown with dashed lines in Figure 3. It is evident that inclusion of the Cl atom sink for C$_2$Cl$_4$ significantly changes the predicted global total C$_2$Cl$_4$ emissions. As would be expected, emissions are larger in the presence of an additional atmospheric loss process. For example, we estimate global total C$_2$Cl$_4$ emissions of $106 \pm 12$ Gg yr$^{-1}$ in 2017 without the Cl sink (Table 4) and $162 \pm 12$ Gg yr$^{-1}$ with it (Table S3, i.e., 53% larger). On a regional basis, Asian emissions provide the bulk of this increase, with 90% larger combined Asian C$_2$Cl$_4$ in 2017 when the C$_2$Cl$_4$ + Cl sink is included compared to without it. Inclusion of the sink reduces the discrepancy between our posterior Asian emissions and the NSA bottom-up estimates (Figure 3(b)), though our emissions are still lower in the present day. Better agreement is also obtained for Europe, while North American emissions are broadly unchanged. It is expected that agreement between our posterior C$_2$Cl$_4$ emissions and the 12-box model are poorer in absolute magnitude when the Cl sink is included, as this sink is absent in the 12-box model study. However, we note that the trends remain similar.

### 4.3. Posterior Errors

Our inversion procedure calculates the error in the posterior emissions from the terms in equation 1, using the relationship in equation 6:

$$
A = \left( G^T R^{-1} G + B^{-1} \right)^{-1}
$$

(6)

To find the regional emission error, the square root of the leading diagonal elements of $A$ is taken.
Tables 3 and 4 show the regional posterior errors for CH$_2$Cl$_2$ and C$_2$Cl$_4$, respectively. The percentage reductions between the prior error and the posterior errors are also given in these tables. A large error reduction implies more confidence in the posterior solution, and for CH$_2$Cl$_2$, the largest reductions occur for the main emitting regions where observations are available, for example, Temperate North America (89% error reduction for CH$_2$Cl$_2$ in 2017), Temperate Asia (95%), and Europe (77%). Note that these values should be considered in tandem with the posterior errors themselves. For example, although Europe has a significant error reduction (e.g., in 2017 a reduction of 77%), this results in a posterior error of $\pm$11 Gg yr$^{-1}$, which is a 15% of the actual posterior CH$_2$Cl$_2$ emission from this region. The inverse is true for Temperate Asia, where relatively large posterior emissions (591 Gg yr$^{-1}$ in 2017) and a large error reduction (95%) lead to a very small (5%) error in the posterior emission. The C$_2$Cl$_4$ errors generally show a similar behavior, with the largest prior versus posterior error reduction achieved for the main industrial regions where large emissions are derived.

A small error reduction corollary is a sign of less confidence in the posterior emissions. For both compounds, these generally apply to regions that are minimally constrained by local observations, such as Africa and tropical Latin America. Fortunately, as it is assumed that these regions do not contribute much to the total global emissions, relatively large uncertainty in their regional posterior emissions have minimal impact on our findings. That said, we highlight Boreal Asia, a region that is a small net source in our prior emissions (6.8 Gg yr$^{-1}$ for CH$_2$Cl$_2$, 1.8 Gg yr$^{-1}$ for C$_2$Cl$_4$) but becomes a net sink for both compounds in our posterior solution. In 2017, our posterior emissions for Boreal Asia are $-22 \pm 6$ Gg yr$^{-1}$ for CH$_2$Cl$_2$ and $-2.7 \pm 1.6$ Gg yr$^{-1}$ for C$_2$Cl$_4$. For this region, the percentage reductions between the prior error and the posterior error are small (Tables 3 and 4). While some chlorocarbons are taken up by terrestrial ecosystems (e.g., Khalil & Rasmussen, 1999), no terrestrial sinks of CH$_2$Cl$_2$ have been reported, and the lack of observational constraints in this region could point towards a small inversion artifact. An analysis of covariances did not reveal a strong coupling between Boreal Asia and another region.

### 4.4. Ocean Emissions

Thus far, we have largely focused on our posterior emissions from land (in the “no ocean” inversion for CH$_2$Cl$_2$). In this section, we examine ocean emissions. A summary of posterior CH$_2$Cl$_2$ emissions with the ocean source included is given in Table S2 and can be compared to the equivalent no ocean case (Table 3). In the inversion in which net emissions from the ocean are allowed, oceanic CH$_2$Cl$_2$ emissions (sum from all four ocean bands) account for 197 Gg yr$^{-1}$ (19%) of our prior global total emission, decreasing to 162 Gg yr$^{-1}$ (14%) in our posterior solution in 2017. The global total CH$_2$Cl$_2$ emission is relatively insensitive to the inclusion of the ocean source, 1,171 ± 45 Gg yr$^{-1}$ (no ocean) versus 1,166 ± 64 Gg yr$^{-1}$ (with ocean) for 2017. However, inclusion of the ocean decreases the combined Asia posterior emissions by $\sim$18%, from 1,045 ± 40 Gg yr$^{-1}$ (no ocean) in 2017 to 886 ± 53 Gg yr$^{-1}$ (with ocean). This effect is largely explained by the inversion placing emissions of CH$_2$Cl$_2$ in the tropical Northern Ocean (0–30°N latitude). As was the case in the “no ocean” inversion, Figure S2 highlights increasing Asian emissions over our study period, while European and North American emissions decrease. With the ocean included, the Combined Asian emissions provide a closer match to the bottom-up NSA estimates of industrial Asian emissions (i.e., our prior) in 2016 (Figure S2). However, as mentioned later in section 4.6, there is no discernible difference in performance between the inversions with and without the ocean source, when compared with observations (even independent data), despite these changes in Asian emissions.

The geographical distribution of our posterior ocean CH$_2$Cl$_2$ emissions differs significantly from the prior in the inversion that allows nonzero ocean fluxes. For example, when averaged over the entire 12-year study period, the Extratropical Northern Ocean represents a net sink of CH$_2$Cl$_2$ (Table 5). In the extratropical Southern Ocean, the derived net flux is significantly lower than the prior but remains positive. Also shown in Table 5 are results from the inversion study of AGAGE and NOAA observations by Xiao (2008), who allowed nonzero fluxes from the ocean and tabulated ocean CH$_2$Cl$_2$ emissions from these same latitude bands. Posterior emissions for the Tropical Northern and Extratropical Southern Oceans from our study fall within the Xiao (2008) uncertainty ranges. However, notably the
significant mean CH$_2$Cl$_2$ sink we derive to the Extratropical Northern Ocean is not apparent in the Xiao (2008) study for the observations during 2000–2005, a period before the large atmospheric increase in CH$_2$Cl$_2$ occurred.

It is also possible to perform a basic comparison of our posterior ocean CH$_2$Cl$_2$ emissions to observed estimates based on (limited) cruise data. As noted in section 3.2.3, ocean CH$_2$Cl$_2$ sea-to-air fluxes from the AMT-22 and ACCACIA-2 ship cruises (see tracks in Figure 1(b)) were derived based on concentration measurements without consideration of the potential influence of physical effects on the derived fluxes. These cruises sampled in three out of the four ocean bands used in our inversion and the integrated flux from each ocean band is presented in Table 5. Broadly, the sign of the emissions agrees in all three regions observed; however, it is important to note that this comparison is potentially confounded by considering annual average inversion results to cruise data that we expect could be influenced by seasonally varying sea-to-air fluxes based on seasonal changes in solubility and atmospheric concentrations (Moore, 2004).

Table 5

Optimized CH$_2$Cl$_2$ Oceanic Emissions (Gg yr$^{-1}$) Derived from Positive Prior Fluxes for this Inversion, a Previous Inversion (Xiao, 2008), and Measurements from Four Observational Studies

| Ocean band   | This work$^a$ | Xiao (2008)$^b$ | AMT-22 Campaign$^c$ | ACCACIA-2 Campaign$^c$ | Kolusu et al. (2016)$^c$ | Ooki and Yokouchi (2011)$^d$ |
|--------------|---------------|-----------------|----------------------|------------------------|-------------------------|-----------------------------|
| Extratropical NO | −64.4 ± 10.9 | 3.5 ± 3.0       | 14.7 ± 26.9          | −47.9 ± 32.7           | 236 ± 237               | 12.5 ± 2.5                  |
| Tropical NO   | 111.8 ± 43.1  | 38 ± 29         | 70.9 ± 63.6          | 111.8 ± 43.1           | 88 ± 29                 | 70.9 ± 63.6                 |
| Tropical SO   | 9.9 ± 12.7    | 31 ± 24         | 64.0 ± 43.3          | 111.8 ± 43.1           | 111.8 ± 43.1            | 236 ± 237                   |
| Extratropical SO | 4.3 ± 3.9    | 2 ± 5           |                      | 4.3 ± 3.9              |                        |                            |

Note. All measurements converted into Gg yr$^{-1}$. Reported uncertainties for inversion calculations and campaign ocean tracks of 1SD. NO = Northern Ocean; SO = Southern Ocean.

$^a$Twelve-year average posterior emission. $^b$Five-year average posterior emission from 2000–2005. $^c$Atlantic Ocean sea-to-air flux measurements, originally reported as nmol m$^{-2}$ day$^{-1}$, and converted into Gg band$^{-1}$ yr$^{-1}$ for the relevant ocean latitude bands. AMT-22 campaign measurements took place in October–November 2012, ACCACIA-2 campaign measurements in July–August 2013, and Kolusu et al. (2016) measurements in April–May 2009. $^d$Indian Ocean biogenic production from phytoplankton, reported between 10°S and 40°S in μg m$^{-2}$ day$^{-1}$. These measurements were taken from November 2009 to January 2010 and account for physical effects that are the likely principle source in the sea-to-air flux measurements.

Figure 4. Summary of results testing the sensitivity of posterior emissions to the assumed error in the prior emissions for (a) CH$_2$Cl$_2$ and (b) C$_2$Cl$_4$. Results are shown indicatively for the year 2007 and for seven different regions (five for CH$_2$Cl$_2$), including a Combined Asian result. Note that a 0% prior emission error equates to the prior emissions. For CH$_2$Cl$_2$, results are shown for the no ocean inversion scenario.
atmospheric concentrations. Rather, this data simply highlights an ocean region where a significant quantity of CH$_2$Cl$_2$ may enter the atmosphere (at least during the period of the campaign of April–May). Due to the large uncertainty, it is difficult to say how representative the observations are, as the study showed there was a strong latitudinal gradient, especially when crossing the Equator (Kolusu et al., 2016). Lastly, in Table 5, are estimated biogenic CH$_2$Cl$_2$ emissions reported by Ooki and Yokouchi (2011) based on data collected in the tropical Southern Indian Ocean (10°–40°S). Factoring in the uncertainty ranges, our inversion emissions from the tropical Southern Ocean are comparable.

In summary, our posterior CH$_2$Cl$_2$ net ocean source (11% of the global total from all sources in 2017 or 125 Gg yr$^{-1}$) is comparable to previous inversion estimates and to a small set of available oceanic observations. However, while the total source magnitude is comparable, the distribution shifts the majority of the emissions into the Tropical NO region and very few emissions into the Tropical SO region. This distribution is likely a consequence of the large driving force of Combined Asian land emissions; practically, it is plausible that the tropical distribution is more even, as observations suggest. For C$_2$Cl$_4$, the posterior ocean source is negligible and often negative (Table 4). For both compounds, our inversion does not distinguish between ocean re-emission and, if it exists, “true” marine production.

4.5. Sensitivity to Prior Uncertainty

Our prior emission errors were set to ±100% for all regions (section 3.4), and we tested the sensitivity of our posterior emissions to this value. Figure 4 illustrates this by presenting posterior CH$_2$Cl$_2$ and C$_2$Cl$_4$ emissions for seven of the most important inversion regions under different prior error assumptions applied to each region simultaneously. Note that for this analysis, a 0% error simply represents the prior emission. As errors are progressively increased, each of the inversion regions is given a greater degree of freedom to reach a target. There are several features apparent in Figure 4 that warrant attention. For CH$_2$Cl$_2$, Temperate North America and Europe are examples of regions whose emission magnitudes are insensitive to the uncertainty assumed for the prior when it is above ~50%. The Temperate and Tropical Asian regions were found to vary more with the assumed prior uncertainty, and the derived emissions are slightly anticorrelated. However, our Combined Asia region is insensitive to prior error when assumed to be equal or larger than ±100% (Figure 4(a)). Temperate Latin America is an example of a region that reaches its optimum emission value at a larger emissions error than ±100%, and at further increased error drifts negatively. As previously noted, our posterior CH$_2$Cl$_2$ emissions from this region are negative, possibly reflecting a small inversion artifact due to the lack of data, but are also very small and thus of limited global importance: $-0.96 \pm 5.62$ Gg yr$^{-1}$ in 2017. A similar sensitivity analysis to prior errors for the with ocean CH$_2$Cl$_2$ case was also performed (Figure S3).

For C$_2$Cl$_4$, the posterior emissions are generally stable beyond ±100% prior error. Again, Temperate and Tropical Asia have a small tendency to drift towards each other, though likewise, the Combined Asia region is insensitive to prior error, justifying our initial assumption, but only at errors beyond ±200% (Figure 4(b)).

4.6. Posterior Versus Prior Emissions Performance

With prior and posterior CH$_2$Cl$_2$ and C$_2$Cl$_4$ emissions calculated, their performance can be evaluated by comparing modeled mixing ratios obtained with each to observations. We first focus on a single year (2016) and consider how well the posterior emissions reproduce background NOAA and AGAGE surface observations. Both the NOAA and AGAGE data used in these comparisons were assimilated by the inversion (i.e., to construct the posterior emissions). Comparisons to independent observational
data are considered in section 4.7. Modeled monthly mean CH$_2$Cl$_2$ ("no ocean" inversion) and C$_2$Cl$_4$ are compared to NOAA measurements in Figures S4 and S5, respectively. For CH$_2$Cl$_2$, Figure S4 reveals generally very good agreement between the model (posterior emissions) and the observations. At several sites, particularly those at midlatitude and high latitude in the Northern Hemisphere (NH),

Figure 6. Comparison of modeled monthly mean CH$_2$Cl$_2$ mixing ratio (ppt) versus NOAA observations (2006–2017) at stations (a) ALT, (b) LEF, (c) KUM, and (d) CGO. Each panel contains model output based on the prior (blue) and the posterior (red) emissions, with annual trends (ppt yr$^{-1}$) in the model (posterior) and observations annotated. For CH$_2$Cl$_2$, results are generated using the posterior emissions from the no ocean inversion scenario.

Figure 7. Comparison of modeled monthly mean C$_2$Cl$_4$ mixing ratio (ppt) versus NOAA observations (2007–2017) at the same stations as in Figure 6. Panels (a)–(d) are comparisons without the C$_2$Cl$_4$ + Cl reaction, and (e)–(h) are with the reaction.
the prior and posterior emissions perform similarly. However, a clear improvement is obtained when using the posterior emissions in the tropics and in the Southern Hemisphere (SH). For C\textsubscript{2}Cl\textsubscript{4}, posterior improvements at NOAA sites are more striking. Figure S5 shows that our prior C\textsubscript{2}Cl\textsubscript{4} emissions were too large, leading to a significant overestimation of observed mole fractions.

Similar comparisons but for AGAGE observations (converted to the NOAA calibration scale) are shown in Figures S6 and S7. These comparisons are also for the year 2016, with the exception of the Gosan (GSN) site in South Korea (2015). For CH\textsubscript{2}Cl\textsubscript{2}, the measurements are better reproduced using our posterior emissions at most sites, except for ZEP, though as noted above, the differences between prior and posterior results are relatively small in the NH. For C\textsubscript{2}Cl\textsubscript{4}, again, the posterior emissions lead to much better agreement between the model and observations. A notable feature for CH\textsubscript{2}Cl\textsubscript{2} in Figure S6, apparent when using both the prior and posterior emissions, is the model overestimation of baseline CH\textsubscript{2}Cl\textsubscript{2} observations at Gosan. This site is heavily influenced by several large nearby sources, and the mismatch errors in the inversion are particularly large. Significantly improved agreement to the Gosan data is, however, obtained when the “raw” measurements are used to construct monthly means (i.e., without filtering out pollution events). Such events are inherently included in the model monthly means.

The comparisons discussed above focused on a single recent year. A more informative approach is to consider the performance of the posterior emissions over the entire study period. To quantify this performance, we calculate the mean absolute deviation (equation (7)) over the full study periods at each available NOAA site (14 for CH\textsubscript{2}Cl\textsubscript{2} and 12 for C\textsubscript{2}Cl\textsubscript{4}) based on monthly means:

\[
\text{Mean absolute deviation} = \frac{1}{n_{\text{months}}} \sum_{\text{months}} |\text{model} - \text{observation}|.
\]

For CH\textsubscript{2}Cl\textsubscript{2}, the posterior emissions provide much improved agreement to the observations at all sites, reducing the model/observation deviation to below ~5 ppt at most NH sites and below ~0.9 ppt at all SH sites (Figure 5(a)). This is not entirely unexpected given that these observations were included in the inversion itself. However, overall, the reduction of the prior deviations by roughly 60% in the posterior indicates that the inversion procedure has been successful. C\textsubscript{2}Cl\textsubscript{4} is equally successful, also with an average deviation reduction of roughly 80% and 40% when the C\textsubscript{2}Cl\textsubscript{4} + Cl sink is included (Figure 5(b)). Evident from the same figure, the magnitude of these improvements is not overly sensitive to inclusion of the +Cl sink, but the decreased reduction is due to the reduction in the prior deviations.

In addition to the above deviations, it is important that the time-dependent posterior emissions adequately capture trends. The four NOAA sites shown in Figure 6 for CH\textsubscript{2}Cl\textsubscript{2} are a selection from various geographical locations (Table 1): a high latitude NH site (ALT), a midlatitude NH site (LEF), a tropical site (KUM), and an SH site (CGO). The posterior CH\textsubscript{2}Cl\textsubscript{2} model output is far better at matching with the observations over the 12-year period compared to the prior model output. This is especially true of the earlier parts of our study period given that our prior emissions (for the main industrialized regions) were based on bottom-up data from 2016. Annotated in Figure 6 are the modeled (posterior) and observed CH\textsubscript{2}Cl\textsubscript{2} trends over the 2006–2017 period, calculated using a simple least squares regression. The modeled and observed trends are 3.0 and 2.9 ppt yr\textsuperscript{−1} at ALT, 2.8 and 3.0 ppt yr\textsuperscript{−1} at LEF, 2.6 and 2.9 ppt yr\textsuperscript{−1} at KUM, and 0.7 and 0.7 ppt yr\textsuperscript{−1} at CGO and thus are in excellent agreement. Despite the geographical range of the three NH sites, similar trends, roughly 3 ppt yr\textsuperscript{−1}, are found.
A similar analysis for C2Cl4 was performed at the same four sites, with again good agreement between the model (with posterior emissions) and the observations (Figure 7). The modeled and observed trends without the C2Cl4 + Cl sink reaction included are \(-0.14\) and \(-0.13\) ppt yr\(^{-1}\) at ALT, \(-0.15\) and \(-0.12\) ppt yr\(^{-1}\) at LEF, \(-0.07\) and \(-0.08\) ppt yr\(^{-1}\) at KUM, and \(-0.02\) and \(-0.01\) ppt yr\(^{-1}\) at CGO. In addition, Figure 7 includes the Cl sink of C2Cl4. The trends are slightly improved in the posterior for three of the sites (except KUM), and the figure shows the stark contrast between the two prior model outputs. The addition of the Cl sink leads to a decreased lifetime of C2Cl4 (Hossaini et al., 2019), and therefore, prior concentrations are decreased. The inversion compensates for this by increasing posterior emissions, as shown in Figure 3. Despite two very different prior positions, the two almost identical C2Cl4 posterior outputs (in Figures 5(b) and 7) indicate how effective the inversion process can be.

Note that for CH2Cl2, the discussion above has focused on the “no ocean” inversion. The posterior modeled CH2Cl2 mixing ratios from the with ocean inversion (not shown) are found to be almost identical; thus, the performance of the two inversions is very similar. This implies that it cannot be concluded (or excluded) that a significant ocean CH2Cl2 source exists from this analysis.

**4.7. Independent Observations**

In the previous section, we compared modeled CH2Cl2 and C2Cl4 mixing ratios, generated using our posterior emissions, to observations used in the inversion itself. Here, we examine independent observations, first considering aircraft measurements during the 2014 CAST, CONTRAST, and ATTREX missions over the tropical West Pacific (section 3.2). Modeled and observed vertical profiles (surface to \(\sim20\) km) are displayed in Figure 8. Throughout the vertical extent of these profiles, there is (a) near-perfect agreement between modeled CH2Cl2 using the posterior emissions (“no ocean” inversion) compared to the observations and (b) a
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**Figure 9.** Comparison between monthly mean NOAA tall tower observations of CH2Cl2 (ppt) in 2015 (independent observations) and modeled values obtained using the prior and posterior emissions. The vertical bars on the observations indicate \(\pm1\)SD of all measurements acquired at that site during that month. Annotated for each site are the average annual deviations (Dev) between the two model outputs and the observations, and the correlation coefficient, R. Results are generated using the posterior emissions from the no ocean inversion scenario.
significant improvement over the prior. The latter presumably reflects the larger Asian emissions in our posterior model occurring in the vicinity to the measurement campaigns. For C₂Cl₄ (CONTRAST and ATTREX only), Figure 8(b) shows results from the model both with and without the Cl sink. In both cases, the posterior emissions outperform the prior. The Cl sink case matches with the observations more effectively at higher altitudes, whereas both cases are similar towards the surface. On average, the model output overestimates C₂Cl₄ by 0.53 ppt for the no Cl sink and by 0.47 ppt for the Cl sink case. This overestimation could be caused by the large Combined Asia emissions, which heavily influence these observations.

The second test for our inversion is from the independent network of NOAA tall tower sites (USA-based, e.g., see Figure 1). At each of the 10 sites where CH₂Cl₂ observations are available, the posterior model provides a reasonable representation of the measurements in 2015 (Figure 9). Annotated on this figure are the mean absolute deviations at each site between the model (with prior and with posterior emissions) versus the observations, in that year. At most sites, the posterior model outperforms the prior, but generally, only small improvements in the CH₂Cl₂ average deviation are achieved. The correlations between model and observations (also annotated) also show a consistent improvement for the posterior. At certain sites, large standard deviations on the monthly mean observations coincide with poor model-measurement agreement, in some months. For example, the proximity of the MWO site to large urban areas may partly explain why the monthly mean observations are consistently larger than the model outputs, and for the other instances where large standard deviations occur, the model outputs lie at the lower range of the observations. For C₂Cl₄, a similar analysis was performed and reveals a more varied picture (Figure 10). As prior emissions generally overestimate C₂Cl₄, this leads to large improvements in the posterior output at most sites. However, at some sites the modeled-observed C₂Cl₄ deviations are larger for the posterior compared to the prior (e.g., BAO and MWO). As for CH₂Cl₂, this is largely due to the close proximity of substantial sources influencing observations that are likely not well captured by the model. However, at most sites, we note that our posterior model output lies within the observed variability. We further note that as with

![Figure 10. As Figure 9 but for C₂Cl₄. Note that the model results here did not include the C₂Cl₄ + Cl sink.](image-url)
all comparisons of relatively coarse global-scale models with point-based observations, sampling errors in the model can affect such comparisons.

For Europe, beyond the NOAA and AGAGE observational data used in the inversion, there are few long-term surface measurements of CH₂Cl₂ and C₂Cl₄. However, a recent network addition is the establishment of a CH₂Cl₂ record at the Taunus Observatory (50.22° N, 8.44° E, at 825 m) in central Germany (Schuck et al., 2018). Taunus reports CH₂Cl₂ measurements using the AGAGE SIO-14 scale (here converted to the NOAA scale). Figure 11(a) compares modeled and observed monthly mean CH₂Cl₂ at the Taunus site between 2014 and 2017. The agreement between the model (with posterior emissions) and observations is reasonable, with the shape of the seasonal cycle generally well captured. The model does overestimate CH₂Cl₂ at this particular site during some periods. Since sampling errors in the model could cause this overestimation, Figure 11 also investigates model variability by including the standard deviation between the eight neighboring model grid cells, using equation 4. At this particular site, variability introduced from neighboring model grid cells is reasonably small and does not fully rationalize the small discrepancies between the model and observations, including apparent slight offsets in the seasonal cycle. However, we note that at other NH sites—including from the USA-based tall tower network—the CH₂Cl₂ seasonal cycle is very well captured (e.g., Figures S4, S6, and 9).

Also included in Figure 11 are comparisons of modeled CH₂Cl₂ and C₂Cl₄ using our posterior emissions to baseline measurements obtained from the AGAGE-affiliated site in Hateruma, Japan (HAT, 24.1° N, 123.8° E, at 46.5 m). Hateruma is calibrated with the NIES-08 scale and for CH₂Cl₂ can be converted to the AGAGE SIO-14 scale by a factor of 1.066 ± 0.008. The conversion factor between the NIES-08 scale and AGAGE’s NOAA-2003B scale for C₂Cl₄ is 0.994 ± 0.010. Given that the number of monitoring stations in Asia is limited and that this is where the largest Cl-VSLS emissions are predicted to occur, these independent comparisons are particularly useful. For CH₂Cl₂, model-observation agreement is generally good, though in the most recent years of our study period, the model underestimates observed CH₂Cl₂ mixing.

Figure 11. A comparison between modeled and observed monthly mean mixing ratios (ppt) of CH₂Cl₂ and C₂Cl₄ at independent measurement sites. (a) CH₂Cl₂ at the Taunus Observatory in central Germany (Schuck et al., 2018), (b) CH₂Cl₂ at Hateruma, Japan, (c) C₂Cl₄ at Hateruma (no C₂Cl₄ + Cl sink), and (d) C₂Cl₄ at Hateruma (including +Cl sink). The model output was generated using the posterior emissions from the inversion. In the case of CH₂Cl₂, results from the no ocean inversion scenario are shown (see main text). Model variability (light orange) was calculated from the standard deviation of the surrounding eight model grid cells (equation 4). All observations here are calibrated to NOAA scales.
ratios, particularly in winter. This wintertime disparity could represent a combination of uncaptured seasonality in CH$_3$Cl$_2$ emissions and underestimated model CH$_3$Cl$_2$ lifetime and is apparent even when considering the model sampling/mismatch issues noted above. For C$_2$Cl$_4$, comparisons to the Hateruma data are shown for the model with and without the Cl sink used to construct the posterior emissions. Both cases lead to adequate model–measurement agreement, though including the Cl sink provides far better agreement in the most recent years.

5. Summary and Conclusions

Combining long-term surface observations and a chemical transport model, we have performed a global-scale synthesis inversion to (a) constrain regional/global emissions of CH$_3$Cl$_2$ and C$_2$Cl$_4$, (b) investigate emission trends over the 2006 to 2017 period, and (c) produce a set of evaluated emission inventories for future global modeling studies. Our main findings are the following:

- For an inversion in which only industrial CH$_3$Cl$_2$ emissions are considered, we estimate that global CH$_3$Cl$_2$ emissions increased from $637 \pm 37$ Gg yr$^{-1}$ in 2006 to $1,171 \pm 45$ Gg yr$^{-1}$ in 2017, with reasonably good agreement between our results and those reported in the recent WMO Ozone Assessment with a simplified model and similar data as input (Engel et al., 2018). This increase is largely attributed to an increase in Asian emissions, while relatively small European and North American emissions decrease over the same period. This geographical shift in the emission distribution is broadly consistent with studies that have highlighted the growing importance of major Asian economies as a CH$_3$Cl$_2$ source (e.g., Leedham Elvidge et al., 2015; Feng et al., 2018). In 2017, we estimate Asian emissions accounted for 89% ($1,045 \pm 40$ Gg yr$^{-1}$) of total CH$_3$Cl$_2$ emissions, up from 68% ($431 \pm 32$ Gg yr$^{-1}$) in 2006. CH$_3$Cl$_2$ emissions from Europe and North America combined represented 9% of the global total in 2017, down from 29% in 2006. Decreases in these regions may, in part, reflect recent concerns over the compound’s toxicity in consumer products.

- For an inversion in which both oceanic and industrial CH$_3$Cl$_2$ sources are considered, we estimate global CH$_3$Cl$_2$ emissions of $1,166 \pm 64$ Gg yr$^{-1}$ in 2017, that is, very similar to the no ocean case. However, including the ocean, source reduces the estimate of 2017 Asian emissions from $1,045 \pm 40$ to $886 \pm 53$ Gg yr$^{-1}$ (a reduction of 15%). A large portion of this difference is explained by the inversion placing a significant emission of CH$_3$Cl$_2$ in the tropical Northern Ocean (0–30°N latitude). Averaged over our study period, oceanic CH$_3$Cl$_2$ emissions from this latitude band are approximately $123 \pm 45$ Gg yr$^{-1}$, which is comparable to $88 \pm 29$ Gg yr$^{-1}$ for the same band estimated from a previous inversion study using primarily the same observational data as input but for an earlier time period (Xiao, 2008). The inclusion of an ocean source does not affect our overarching conclusions on a shift in global CH$_3$Cl$_2$ emissions, with an increasing contribution from Asia, and a declining contribution from Europe and North America since the mid-2000s. Additionally, comparisons of atmospheric measurements between this and the “no ocean” inversion lead to no evidence for (or against) an ocean CH$_3$Cl$_2$ source.

- Unlike CH$_3$Cl$_2$, which has increased in the atmosphere since the early/mid-2000s, C$_2$Cl$_4$ has been in long-term decline. Our results indicate a decrease in global emissions from $141 \pm 14$ Gg yr$^{-1}$ in 2007 to $106 \pm 12$ Gg yr$^{-1}$ in 2017. These values were obtained from an inversion setup in which the C$_2$Cl$_4$ + Cl sink reaction was not included and agree well with estimates produced for the recent WMO Ozone Assessment using a simplified model and similar input data (Engel et al., 2018). Inclusion of the C$_2$Cl$_4$ + Cl reaction, shown to be an important, albeit uncertain, sink of C$_2$Cl$_4$ in recent modeling studies (Hossaini et al., 2019), increases the estimated global C$_2$Cl$_4$ emissions to $216 \pm 14$ Gg yr$^{-1}$ in 2007 and $162 \pm 12$ Gg yr$^{-1}$ in 2017, that is, around 50% larger. Further work to constrain tropospheric Cl atom concentrations may help to constrain top-down emission estimates for C$_2$Cl$_4$. Inclusion of the Cl sink generally leads to slight improvements compared to the default inversion when comparing against atmospheric measurements.

- Using observational data not included in the inversion, the performance of the posterior CH$_3$Cl$_2$ and C$_2$Cl$_4$ emissions was evaluated. For both compounds, observed surface trends between the mid-2000s and 2017 are well reproduced: ~3 ppt CH$_3$Cl$_2$ yr$^{-1}$ and ~0.1 ppt C$_2$Cl$_4$ yr$^{-1}$ at NH sites. Independent measurements from the 2014 CAST/CONTRAST/ATTREX aircraft missions over the tropical West Pacific are also reproduced very well throughout the vertical extent of the troposphere for CH$_3$Cl$_2$, but
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In conclusion, emissions of CH₂Cl₂—a substance known to cause ozone depletion—have increased significantly since the mid-2000s. Given that Asian emissions lead to a relatively large CH₂Cl₂ ODP compared to emissions from other regions (Claxton et al., 2019), its regional and global abundance should continue to be monitored. As emissions from the Asian continent are by far the largest, a denser set of measurements, from the surface to the tropopause, would be beneficial to distinguish emissions from different subregions and ultimately constrain the troposphere-stratosphere input of chlorine from VSLS. A consideration of how emissions are likely to change in coming decades would also help constrain the influence of CH₂Cl₂ on the timescale of stratospheric ozone recovery. Future work should also focus on elucidating the mechanism by which CH₂Cl₂ is recycled through the ocean and quantifying the magnitude and distribution of biogenic sources.
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