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Abstract

The problem of interference management is considered in the context of a linear interference network that is subject to long term channel fluctuations due to shadow fading. The fading model used is one where each link in the network is subject independently to erasure with probability $p$. It is assumed that each receiver in the network is interested in one unique message, which is made available at $M$ transmitters. For the case where $M = 1$, the cell association problem is considered, and for $M > 1$, the problem of setting up the backhaul links for Coordinated Multi-Point (CoMP) transmission is investigated. In both cases, optimal schemes from a Degrees of Freedom (DoF) viewpoint are analyzed for the setting of no erasures, and new schemes are proposed with better average DoF performance at higher probabilities of erasure. Additionally, for $M = 1$, the average per user DoF is characterized for every value of $p$, and optimal message assignments are identified. For $M > 1$, it is first established that there is no strategy for assigning messages to transmitters in networks that is optimal for all values of $p$. The optimal cooperative zero-forcing scheme for $M = 2$ is then identified, and shown to be information-theoretically optimal when the size of the largest subnetwork that contains no erased links is at most five.
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I. INTRODUCTION

Modern wireless networks are limited by interference from other links, and managing this interference is essential in meeting the exponential growth in demand for wireless data services. Much of the recent effort on interference management has considered special settings where a fixed model is assumed for the channel connectivity (see e.g., [3]). However, in practice, wireless network topologies change frequently because of user mobility. Moreover, because of the envisioned development of heterogeneous networks, where client devices may be enabled to serve as infrastructural nodes, network topologies are expected to change even more frequently to exploit opportunities for improved performance.

Our goal in this paper is to start developing an information-theoretic framework for analyzing dynamic interference networks. The task of this envisioned framework is two-fold. First, as the network connectivity is expected to change, the choices made for transmitter (and possibly receiver) selection, fractional reuse, Coordinated Multi-Point (CoMP) transmission and reception, and interference alignment and zero-forcing have to take into account statistical knowledge of these changes. More specifically, these choices can be vastly different from those made for any specific realization of the network. Second, as devices have to learn the topology of the network, there arises a tradeoff between exploring the structure of the network and exploiting current knowledge for efficient transceiver design. Since this is a first attempt, we only focus on the first task and consider the problem of assigning messages to transmitters in order to achieve optimal average performance in a single-hop dynamic linear interference network.

In [4], the authors analyzed the average capacity for a point-to-point channel model where slow changes in the channel result in varying severity of noise. In this work, we apply a similar concept to interference networks by assuming that slowly changing deep fading conditions result in link erasures. We consider the linear interference network introduced by Wyner [5], with the consideration of two fading effects. Long-term fluctuations that result in link erasures over a complete block of time slots, and short-term fluctuations that allow us to assume that any specific joint realization for the non-zero channel coefficients, will take place with zero probability. We study the problem of associating receivers with transmitters and setting up the backhaul links for Coordinated Multi-Point (CoMP) transmission, in order to achieve the optimal average Degrees of Freedom (DoF). This problem was studied in [6] for the case of no erasures. The results in [6] also reveal that optimal transceiver strategies depend intimately on the interference network topology.
Therefore, our goal in this work is to leverage these results for static interference networks to dynamic interference networks. We extend the schemes in [6] to consider the occurrence of link erasures, and propose new schemes that lead to achieving better average DoF at high probabilities of erasure.

A. Motivating Example

The following example motivates the study of new strategies for interference management in dynamic interference networks.

Consider the linear interference network depicted in Figure 1, where each transmitter is connected to the receiver labelled with the same index as well as one following receiver. Also, with probability $1 - p$, all transmitters will be connected to preceding receivers. If the dashed lines do not exist, then this channel is known as Wyner’s asymmetric interference channel, and if they exist, it is known as Wyner’s symmetric interference channel [5]. The $i^{th}$ receiver is interested only in message (word) $W_i$. We further assume that each message can only be available at one transmitter, and we are required to find the message assignment that leads to maximizing the sum DoF averaged over all possible network realizations. For the case of Wyner’s symmetric interference channel, we know that the sum DoF of the network equals half the number of users (or a per user DoF of $\frac{1}{2}$). As shown in Figure 1b, the optimal per user DoF can be achieved by assigning each message to the transmitter carrying the same index, and either activating all transmitter-receiver pairs with an odd index or those with an even index, with both choices being equally good with respect to the sum DoF criterion. For the case of Wyner’s
asymmetric interference channel, the same message assignment and transmission scheme can be used to achieve a per user DoF of $\frac{1}{2}$, and this remains the optimal per user DoF if the message assignment is fixed. The average per user DoF in this case across network topologies is thus $\frac{1}{2}$ regardless of the value of $p$.

In [7], and [8], the message assignment of Figure 2 is shown to achieve $\frac{2}{3}$ per user DoF for the case of Wyner’s asymmetric interference channel by activating transmitters $\{X_1, X_2, X_4, X_5, \ldots\}$ to transmit messages $\{W_1, W_3, W_4, W_6, \ldots\}$, with respect to order. It can be shown that the same message assignment can be used with the activation of all nodes in the network and using a simple modification of the asymptotic interference alignment scheme of [9] to achieve $\frac{1}{2}$ per user DoF for Wyner’s symmetric interference channel. The average per user DoF in this case is $\frac{3 + p}{6} \geq \frac{1}{2}$, which can be shown to be the maximum achievable average per user DoF for this dynamic network. It follows that the message assignment in Figure 2 is better than that of Figure 1.

The above example shows that the consideration of network dynamics may lead to different design parameters and give rise to problems that were not considered before. For example, even though the message assignment of Figure 2 is not uniquely optimal for Wyner’s symmetric interference channel, the analysis of the optimal transmission scheme using this message assignment becomes important for the case where this particular assignment is optimal for other possible network realizations. Furthermore, this example is particularly relevant to the case when each message is allowed to be available at more than one transmitter. This models the downlink of a dynamic cellular network where the problem of assigning messages to transmitters corresponds to utilizing the backhaul in a way that maximizes the average performance of Coordinated Multi-Point transmission under network variations (see e.g. [10] and [11] for a review of CoMP transmission techniques). In this work, we extend our previous study of CoMP transmission techniques to consider dynamic interference networks. We believe that the new framework can help find new insights that were not apparent in previously studied models.

B. Document Organization

We describe the system model and notation in Section II. In Section III, we consider the problem of assigning mobile transmitters to base station receivers (cell association) in a dynamic linear interference network. We then extend the analysis in Section IV to a Coordinated Multi-
Fig. 2: Optimal message assignment for dynamic Wyner’s interference network, achieving $\frac{2}{3}$ per user DoF when the dashed edges of Figure 1 do not exist, and $\frac{1}{2}$ per user DoF when they exist. On the right hand side, all transmitters are active and asymptotic interference alignment is used to achieve $\frac{1}{2}$ per user DoF.

Point transmission scenario where each message can be available at more than one transmitter. We finally present concluding remarks in Section VI.

C. Related Work

At a fundamental level, the proposed work aims to significantly extend the notion of cognition in wireless networks. The term cognitive has typically been used in literature to refer to a wireless transceiver that is aware of the messages/signals of another user in full or in part [12], [13]. Our notion of cognition further allows wireless transceivers to be aware of the (changing) topology as well as the channel states of the network containing them.

In [14], global knowledge of the network topology and local knowledge of the channel state information is assumed. It is worth noting here that although we assume global knowledge of the channel state information, the coding schemes described in this work make use of only local channel state information. Moreover, the knowledge of the topology is assumed to be available at the wireless transceivers but only statistics of the topology are taken into account when designing the infrastructural backhaul (assigning messages to transmitters).

In practice, the channel coefficients are approximately estimated at the receivers by transmitting known pilot signals, and then they are fed back to the transmitters (see e.g. [15], [16] and [17]). It is a common practice in information theoretic analysis to ignore the overhead of the estimation and communication of channel coefficients, in order to derive insights relevant to the remaining design parameters of the coding scheme; we follow this layered approach in this paper.

One major obstacle toward a practical implementation of asymptotic interference alignment is that the achievable DoF is approached only with a very large number of signal dimensions.
The feasibility of alignment with finite symbol extension is studied in [18] and [19]. All the presented coding schemes in this work do not require symbol extension.

In [20], it is shown that for linear interference networks with no erasures, the optimal schemes under the considered maximum number of transmitters per message constraint can be used to achieve the DoF under a more practical constraint that only limits the total backhaul load. The total backhaul load constraint is a constraint on the average transmit set size that allows for assigning some messages to a large number of transmitters at the cost of assigning others to fewer transmitters. In this work, we consider the maximum transmit set size constraint since it simplifies the combinatorial aspect of the problem and this is a first attempt at solving the problem in the dynamic interference network setting.

II. SYSTEM MODEL AND NOTATION

We use the standard model for the $K$ – user interference channel with single-antenna transmitters and receivers,

$$Y_i(t) = \sum_{j=1}^{K} H_{i,j}(t) X_j(t) + Z_i(t),$$

where $t$ is the time index, $X_j(t)$ is the transmitted signal of transmitter $j$, $Y_i(t)$ is the received signal at receiver $i$, $Z_i(t)$ is the zero mean unit variance Gaussian noise at receiver $i$, and $H_{i,j}(t)$ is the channel coefficient from transmitter $j$ to receiver $i$ over the time slot $t$. We remove the time index in the rest of the paper for brevity unless it is needed.

We use $[K]$ to denote the set $\{1, 2, \ldots, K\}$. Finally, for any set $A \subseteq [K]$, we use the abbreviations $X_A$, $Y_A$, and $Z_A$ to denote the sets $\{X_i, i \in A\}$, $\{Y_i, i \in A\}$, and $\{Z_i, i \in A\}$, respectively.

A. Channel Model

Each transmitter can only be connected to its corresponding receiver as well as one following receiver, and the last transmitter can only be connected to its corresponding receiver. More precisely,

$$H_{i,j} \text{ is identically 0 iff } i \notin \{j, j + 1\}, \forall i, j \in [K].$$

In order to consider the effect of long-term fluctuations (shadowing), we assume that communication takes place over blocks of time slots, and let $p$ be the probability of block
erasure. In each block, we assume that for each \( j \), and each \( i \in \{j, j + 1\} \), \( H_{i,j} = 0 \) with probability \( p \). Moreover, short-term channel fluctuations allow us to assume that in each time slot, all non-zero channel coefficients are drawn independently from a continuous distribution. Finally, we assume that global channel state information is available at all transmitters and receivers.

B. Message Assignment

For each \( i \in [K] \), let \( W_i \) be the message intended for receiver \( i \), and \( T_i \subseteq [K] \) be the transmit set of receiver \( i \), i.e., those transmitters with the knowledge of \( W_i \). The transmitters in \( T_i \) cooperatively transmit the message \( W_i \) to the receiver \( i \). The messages \( \{W_i\} \) are assumed to be independent of each other. The cooperation order \( M \) is defined to be the maximum transmit set size:

\[
M = \max_{i} |T_i|.
\]  

C. Message Assignment Strategy

A message assignment strategy is defined by a sequence of transmit sets \( (T_{i,K}), i \in [K], K \in \{1, 2, \ldots\} \). For each positive integer \( K \) and \( \forall i \in [K], T_{i,K} \subseteq [K], |T_{i,K}| \leq M \). We use message assignment strategies to define the transmit sets for a sequence of \( K \)-user channels. The \( k \)th channel in the sequence has \( k \) users, and the transmit sets for this channel are defined as follows. The transmit set of receiver \( i \) in the \( k \)th channel in the sequence is the transmit set \( T_{i,k} \) of the message assignment strategy.

D. Degrees of Freedom

The average power constraint at each transmitter is \( P \). In each block of time slots, the rates \( R_i(P) \) are achievable if the decoding error probabilities of all messages can be simultaneously made arbitrarily small as the block length goes to infinity, and this holds for almost all realizations of non-zero channel coefficients. The sum capacity \( C_{\Sigma}(P) \) is the maximum value of the sum of the achievable rates. The total number of degrees of freedom (\( \eta \)) is defined as \( \limsup_{P \to \infty} \frac{C_{\Sigma}(P)}{\log P} \). For a probability of block erasure \( p \), we let \( \eta_p \) be the average value of \( \eta \) over possible choices of non-zero channel coefficients.
For a $K$-user channel, we define $\eta_p(K, M)$ as the best achievable $\eta_p$ over all choices of transmit sets satisfying the cooperation order constraint in (3). In order to simplify our analysis, we define the asymptotic average per user DoF $\tau_p(M)$ to measure how $\eta_p(K, M)$ scale with $K$,

$$\tau_p(M) = \lim_{K \to \infty} \frac{\eta_p(K, M)}{K}. \quad (4)$$

We call a message assignment strategy optimal for a given erasure probability $p$, if there exists a sequence of coding schemes achieving $\tau_p(M)$ using the transmit sets defined by the message assignment strategy. A message assignment strategy is universally optimal if it is optimal for all values of $p$.

E. Interference Avoidance Schemes

We pay special attention in this paper to the class of interference avoidance schemes. For these schemes, each message is either not transmitted or allocated one degree of freedom. Accordingly, every receiver is either active or inactive. An active receiver does not observe any interfering signals. For the case of no-cooperation i.e., $M = 1$, we refer to these schemes as orthogonal TDMA schemes. The case where $M \geq 2$ corresponds to the scenario where cooperative zero-forcing can be used.

For a given erasure probability $p$, let $\tau_p^{(TDMA)}$ and $\tau_p^{(ZF)}(M \geq 2)$ be the average per user DoF under the restriction to orthogonal TDMA schemes, and cooperative zero-forcing transmit beamforming with cooperation order constraint $M$, respectively.

F. Subnetworks

It will be useful in the rest of the paper to view each realization of the network where some links are erased, as a series of subnetworks that do not interfere. We formally define subnetworks below, but we first need to make the following definitions for a given message assignment and network realization.

**Definition 1.** For a given network realization and message assignment, we say that a message is enabled if there exists a transmitter carrying the message and connected to its destined receiver.

We also need to use the definition of irreducible message assignments that is made in [6] for the case when no links can be erased (see also [3, Chapter 6]). The definition in [6] can be extended to the considered setting where links can be erased in the given realization, by
replacing the condition \(|x - y| \leq 1\), with the condition that the transmitters with indices \(x\) and \(y\) have to be connected to at least one common receiver. More precisely, for each user \(i\), we construct a graph \(G_i\) of \(|\mathcal{T}_i|\) vertices with indices in \(\mathcal{T}_i\), such that vertices \(x, y \in \mathcal{T}_i\) are connected with an edge if transmitters \(x\) and \(y\) are connected to a common receiver. Further, vertices \(i\) and \(i - 1\) are given a special mark if \(H_{i,i} \neq 0\) and \(H_{i,i-1} \neq 0\), respectively. We then have the following definition.

**Definition 2.** We say that an assignment of message \(W_i\) to transmitter \(x\) is useful if the vertex \(x\) is connected to a marked vertex in the graph \(G_i\).

**Definition 3.** We say that a message assignment is irreducible, if for every user \(i \in [K]\), the graph \(G_i\) has only one component.

The result in [6, Lemma 2] would then follow. In other words, a message assignment can be reduced if we can remove one or more elements from the transmit set while guaranteeing that the sum rate does not decrease due to this change. This is true if a transmitter carrying the message cannot be used either for delivering this message to its destination or for interference cancellation. We say that such assignments of messages to transmitters are not useful. Since in our setting, the message assignment is based on the statistics of the network topology, it is possible that some message assignments can be reduced for a given realization of the topology.

**Definition 4.** For a given network realization and message assignment, we say that the message assignment is topology-reduced, if we first remove all receivers whose messages are not enabled, and then for every transmit set, we remove all elements that are not useful, and the message assignment becomes irreducible for the considered realization.

It follows from [6, Lemma 2] that topology-reduction of the message assignment cannot decrease the sum rate.

**Definition 5.** For a given network realization and message assignment, we say that a set of \(k\) users with successive indices \(\{i, i + 1, \ldots, i + k - 1\}\) form a subnetwork if the following two conditions hold:

1) The first condition is that \(i = 1\), or it is the case that for the topology-reduced version of the message assignment, either \(W_i\) is not enabled or it is the case that there exists no message \(W_x, x < i\) that is available at a transmitter connected to receiver \(i\), and \(W_i\) is
not available at a transmitter connected to any receiver with an index \( x < i \).

2) Secondly, \( i + k - 1 = K \) or the first condition holds for \( i + k \), i.e., \( i + k \) is the first user in a new subnetwork.

Definition 6. We say that the subnetwork is atomic if it does not contain smaller subnetworks.

Note that for an atomic subnetwork, the transmitters carrying messages for users in the subnetwork have successive indices and for any transmitter \( t \) carrying a message for a user in the subnetwork, and receiver \( r \) in the subnetwork such that \( r \in \{ t, t + 1 \} \), the channel coefficient \( H_{r,t} \neq 0 \) (is not erased).

III. Cell Association

We first consider the case where each receiver can be served by only one transmitter. This reflects the problem of associating mobile users with cells in a cellular downlink scenario. We start by discussing orthogonal schemes (TDMA-based) for this problem, and then show that the proposed schemes are optimal.

For \( i \in [K] \), let \( N_i \) be the number of messages available at the \( i^{th} \) transmitter, and let \( \mathbf{N}^K = (N_1, N_2, \ldots, N_K) \). It is clear that the sequence \( \mathbf{N}^K \) can be obtained from the transmit sets \( \mathcal{T}_i, i \in [K] \); it is also true, as stated in the following lemma, that the converse holds. We borrow the notion of irreducible message assignments from [6]. For \( M = 1 \), an irreducible message assignment will have each message assigned to one of the two transmitters connected to its designated receiver.

Lemma 1. For any irreducible message assignment where each message is assigned to exactly one transmitter, i.e., \( |\mathcal{T}_i| = 1, \forall i \in [K] \), the transmit sets \( \mathcal{T}_i, i \in [K] \), are uniquely characterized by the sequence \( \mathbf{N}^K \).

Proof. Since each message can only be available at one transmitter, then this transmitter has to be connected to the designated receiver. More precisely, \( \mathcal{T}_i \subset \{ i - 1, i \}, \forall i \in \{ 2, \ldots, K \} \), and \( \mathcal{T}_1 = \{ 1 \} \). It follows that each transmitter carries at most two messages and the first transmitter carries at least the message \( W_1 \), i.e., \( N_i \in \{ 0, 1, 2 \}, \forall i \in \{ 2, \ldots, K \} \), and \( N_1 \in \{ 1, 2 \} \). Assume that \( N_i = 1, \forall i \in [K] \), then \( \mathcal{T}_i = \{ i \}, \forall i \in [K] \). For the remaining case, we know that there exists \( i \in \{ 2, \ldots, K \} \) such that \( N_i = 0 \), since \( \sum_{i=1}^{K} N_i = K \); we handle this case in the rest of the proof.
Let $x$ be the smallest index of a transmitter that carries no messages, i.e., $x = \min\{i : N_i = 0\}$. We now show how to reconstruct the transmit sets $T_i, i \in \{1, \ldots, x\}$ from the sequence $(N_1, N_2, \ldots, N_x)$. We note that $T_i \in [x], \forall i \in [x]$, and since $N_x = 0$, it follows that $T_i \notin [x], \forall i \notin [x]$. It follows that $\sum_{i=1}^{x-1} N_i = x$. Since $T_i \subset \{i - 1, i\}, \forall i \in \{2, \ldots, x\}$, we know that at most one transmitter in the first $x - 1$ transmitters carries two messages. Since $\sum_{i=1}^{x-1} N_i = x$, and $N_i \in \{1, 2\}, \forall i \in [x - 1]$, it follows that there exists an index $y \in [x - 1]$ such that $N_y = 2$, and $N_i = 1, \forall i \in [x - 1]\{y\}$. It is now clear that the $y^{th}$ transmitter carries messages $W_y$ and $W_{y+1}$, and each transmitter with an index $j \in \{y + 1, \ldots, x - 1\}$ is carrying message $W_{j+1}$, and each transmitter with an index $j \in \{1, \ldots, y\}$ is carrying message $W_j$. The transmit sets are then determined as follows. $T_i = \{i\}, \forall i \in [y]$ and $T_i = \{i - 1\}, \forall i \in [y + 1, \ldots, x]$.

We view the network as a series of subnetworks, where the last transmitter in each subnetwork is either inactive or the last transmitter in the network. If the last transmitter in a subnetwork is inactive, then the transmit sets in the subnetwork are determined in a similar fashion to the transmit sets $T_i, i \in [x]$, in the above scenario. If the last transmitter in the subnetwork is the $K^{th}$ transmitter, and $N_K = 1$, then each message in this subnetwork is available at the transmitter with the same index.

We use Lemma 1 to describe message assignment strategies for large networks through repeating patterns of short ternary strings. Given a ternary string $S = (S_1, \ldots, S_n)$ of fixed length $n$ such that $\sum_{i=1}^{n} S_i = n$, we define $N^K, K \geq n$ as follows:

- $N_i = S_i \mod n$ if $i \in \{1, \ldots, n \left\lfloor \frac{K}{n} \right\rfloor \}$,
- $N_i = 1$ if $i \in \{n \left\lfloor \frac{K}{n} \right\rfloor + 1, \ldots, K\}$.

We now evaluate all possible message assignment strategies satisfying the cell association constraint using ternary strings through the above representation. We only restrict our attention to irreducible message assignments, and note that if there are two transmitters with indices $i$ and $j$ such that $i < j$ and each is carrying two messages, then there is a third transmitter with index $k$ such that $i < k < j$ that carries no messages. It follows that any string defining message assignment strategies that satisfy the cell association constraint, has to have one of the following forms:

- $S^{(1)} = (1)$,
- $S^{(2)} = (2, 1, 1, \ldots, 1, 0)$,
- $S^{(3)} = (1, 1, \ldots, 1, 2, 0)$,
Fig. 3: The optimal message assignment strategies for the cell association problem. The red dashed boxes represent transmit signals that are inactive in all network realizations. The strategies in (a), (b), and (c) are optimal at high, low, and middle values of the erasure probability $p$, respectively.

- $S^{(4)} = (1, 1, \ldots, 1, 2, 1, 1, \ldots, 1, 0)$.

Note that there is similarity between the message assignment strategies described by $S^{(2)}$ and $S^{(3)}$. In particular, any asymptotic per user DoF achievable through one of these strategies, is also achievable through the other. We hence introduce the three candidate message assignment strategies illustrated in Figure 3 and characterize the per user DoF achieved through each of them; we will formally show later that the optimal message assignment strategy at any value of $p$ is given by one of the three introduced strategies. We first consider the message assignment strategy defined by the string having the form $S^{(1)} = (1)$. Here, each message is available at the transmitter having the same index.

**Lemma 2.** Under the restriction to the message assignment strategy $T_{i,K} = \{i\}, \forall K \in \mathbb{Z}^+, i \in [K]$, and orthogonal TDMA schemes, the average per user DoF is given by,

$$
\tau_p^{(1)} = \frac{1}{2} \left( 1 - p + (1 - p) \left( 1 - (1 - p)^2 \right)^2 \right)
+ \sum_{i=1}^{\infty} \frac{1}{2} \left( 1 - (1 - p)^2 \right)^2 (1 - p)^{4i+1}.
$$

**Proof.** We will first explain a transmission scheme where $\frac{1}{2} \left( 1 - p + (1 - p) \left( 1 - (1 - p)^2 \right)^2 \right)$ average per user DoF is achieved, and then modify it to show how to achieve $\tau_p^{(1)}$. For each user with an odd index $i$, message $W_i$ is transmitted whenever the channel coefficient $H_{i,i} \neq 0$; the rate achieved by these users contributes to the average per user DoF by $\frac{1}{2}(1 - p)$. For each
user with an even index \(i\), message \(W_i\) is transmitted whenever the following holds: \(H_{i,i} \neq 0\), \(W_{i-1}\) does not cause interference at \(Y_i\), and the transmission of \(W_i\) will not disrupt the communication of \(W_{i+1}\) to its designated receiver; we note that this happens if and only if \(H_{i,i} \neq 0\) and \((H_{i-1,i-1} = 0 \text{ or } H_{i,i-1} = 0)\) and \((H_{i+1,i} = 0 \text{ or } H_{i+1,i+1} = 0)\). It follows that the rate achieved by users with even indices contributes to the average per user DoF by \(\frac{1}{2}(1 - p)(1 - (1 - p)^2)^2\).

We now show a modification of the above scheme to achieve \(\tau_p(1)\). As above, users with odd indices have priority, i.e., their messages are delivered whenever their direct links exist, and users with even indices deliver their messages whenever their direct links exist and the channel connectivity allows for avoiding conflict with priority users. However, we make an exception to the priority setting in atomic subnetworks consisting of an odd number of users, and the first and last users have even indices; in these subnetworks, one extra DoF is achieved by allowing users with even indices to have priority and deliver their messages. The resulting extra term in the average per user DoF is calculated as follows. Fixing a user with an even index, the probability that this user is the first user in an atomic subnetwork consisting of an odd number of users in a large network is \(\sum_{i=1}^{\infty} (1 - (1 - p)^2)^2 (1 - p)^{4i+1}\); for each of these events, the sum DoF is increased by 1, and hence the added term to the average per user DoF is equal to half this value, since every other user has an even index.

The optimality of the above scheme within the class of orthogonal TDMA-based schemes follows directly from [21, Theorem 1] for each realization of the network.

We will show later that the above scheme is optimal at high erasure probabilities. In [6], the optimal message assignment for the case of no erasures was characterized. The per user DoF was shown to be \(\frac{2}{3}\), and was achieved by deactivating every third transmitter and achieving 1 DoF for each transmitted message. We now consider the extension of this message assignment illustrated in Figure 3b, which will be shown later to be optimal for low erasure probabilities.

**Lemma 3.** Under the restriction to the message assignment strategy defined by the string \(S = (2, 1, 0)\), and orthogonal TDMA schemes, the average per user DoF is given by,

\[
\tau_p^{(2)} = \frac{2}{3} (1 - p) + \frac{1}{3} p (1 - p)(1 - (1 - p)^2). \tag{6}
\]

**Proof.** For each user with an index \(i\) such that \((i \mod 3 = 0)\) or \((i \mod 3 = 1)\), message \(W_i\) is transmitted whenever the link between the transmitter carrying \(W_i\) and the \(i^{th}\) receiver is
not erased; these users contribute to the average per user DoF by a factor of \( \frac{2}{3} (1 - p) \). For each user with an index \( i \) such that \((i \mod 3 = 2)\), message \( W_i \) is transmitted through \( X_{i-1} \) whenever the following holds: \( H_{i,i-1} \neq 0 \), message \( W_{i-1} \) is not transmitted because \( H_{i-1,i-1} = 0 \), and the transmission of \( W_i \) will not be disrupted by the communication of \( W_{i+1} \) through \( X_i \) because \((H_{i,i} = 0) \) or \((H_{i+1,i} = 0)\); these users contribute to the average per user DoF by a factor of \( \frac{1}{3} p (1 - (1 - p)^2) \). Using the considered message assignment strategy, the TDMA optimality of this scheme follows from [21, Theorem 1] for each network realization.

We now consider the message assignment strategy illustrated in Figure 3c. We will show later that this strategy is optimal for a middle regime of erasure probabilities.

**Lemma 4.** Under the restriction to the message assignment strategy defined by the string \( S = (1, 2, 1, 0) \), and orthogonal TDMA schemes, the average per user DoF is given by,

\[
\tau_p^{(3)} = \frac{1}{2} (1 - p) + \frac{1}{4} (1 - p) (1 - (1 - p)^2) \left( 1 + p + (1 - p)^3 \right).
\]

(7)

**Proof.** As in the proof of Lemma 2, we first explain a transmission scheme achieving part of the desired rate, and then modify it to show how the extra term can be achieved. Let each message with an odd index be delivered whenever the link between the transmitter carrying the message and the designated receiver is not erased; these users contribute to the average per user DoF by a factor of \( \frac{1}{2} (1 - p) \). For each user with an even index \( i \), if \( i \mod 4 = 2 \), then \( W_i \) is transmitted through \( X_i \) whenever the following holds: \( H_{i,i} \neq 0 \), message \( W_{i+1} \) is not transmitted through \( X_i \) because \( H_{i+1,i} = 0 \), and the transmission of \( W_i \) will not be disrupted by the communication of \( W_{i-1} \) through \( X_{i-1} \) because either \( H_{i-1,i-1} = 0 \) or \( H_{i-1,i-1} = 0 \); these users contribute to the average per user DoF by a factor of \( \frac{1}{3} p (1 - p) (1 - (1 - p)^2) \). For each user with an even index \( i \) such that \( i \) is a multiple of 4, \( W_i \) is transmitted through \( X_{i-1} \) whenever \( H_{i,i-1} \neq 0 \), and the transmission of \( W_i \) will not disrupt the communication of \( W_{i-1} \) through \( X_{i-2} \) because either \( H_{i-1,i-1} = 0 \) or \( H_{i-1,i-2} = 0 \); these users contribute to the average per user DoF by a factor of \( \frac{1}{4} (1 - p) (1 - (1 - p)^2) \).

We now modify the above scheme to show how \( \tau_p^{(3)} \) can be achieved. Since the \( i^{th} \) transmitter is inactive for every \( i \) that is a multiple of 4, users \( \{i - 3, i - 2, i - 1, i\} \) are separated from
the rest of the network for every $i$ that is a multiple of 4, i.e., these users form a subnetwork. We explain the modification for the first four users, and it will be clear how to apply a similar modification for every following set of four users. Consider the event where message $W_1$ does not cause interference at $Y_2$, because either $H_{1,1} = 0$ or $H_{2,1} = 0$, and it is the case that $H_{2,2} \neq 0$, $H_{3,2} \neq 0$, $H_{3,3} \neq 0$, and $H_{4,3} \neq 0$; this is the event that users $\{2, 3, 4\}$ form an atomic subnetwork, and it happens with probability $\left(1 - (1 - p)^2\right)(1 - p)^4$. In this case, we let messages $W_2$ and $W_4$ have priority instead of message $W_3$, and hence the sum DoF for messages $\{W_1, W_2, W_3, W_4\}$ is increased by 1. It follows that an extra term of $\frac{1}{4}\left(1 - (1 - p)^2\right)(1 - p)^4$ is added to the average per user DoF.

The TDMA optimality of the illustrated scheme follows from [21, Theorem 1] for each network realization.

In Figure 4 we plot the values of $\tau_p^{(1)}/(1-p)$, $\tau_p^{(2)}/(1-p)$, and $\tau_p^{(3)}/(1-p)$, and note that $\max\left\{\tau_p^{(1)}, \tau_p^{(2)}, \tau_p^{(3)}\right\}$ equals $\tau_p^{(1)}$ at high probabilities of erasure, and equals $\tau_p^{(2)}$ at low probabilities of erasure, and equals $\tau_p^{(3)}$ in a middle regime.

![Fig. 4: The average per user DoF achieved through the strategies in Lemmas 2, 3, and 4, normalized by $(1-p)$.](image)

We now show that under the restriction to TDMA schemes, one of the message assignment strategies illustrated in Lemmas 2, 3, and 4 is optimal at any value of $p$. 
Theorem 1. For any value $0 \leq p \leq 1$, the average per user DoF under restriction to orthogonal TDMA schemes is given as follows.

$$
\tau_p^{\text{TDMA}} = \max \left\{ \tau_p^{(1)}, \tau_p^{(2)}, \tau_p^{(3)} \right\},
$$

where $\tau_p^{(1)}$, $\tau_p^{(2)}$, and $\tau_p^{(3)}$ are given in (5), (6), and (7), respectively.

Proof. The inner bound follows from Lemmas 2, 3, and 4. In order to prove the converse, we need to consider all irreducible message assignment strategies where each message is assigned to a single transmitter. We know from Lemma 2 that the TDMA average per user DoF achieved through the strategy defined by the string of all ones having the form $S^{(1)} = (1)$ equals $\tau_p^{(1)}$, and hence the upper bound holds in this case.

We now show that the TDMA average per user DoF achieved through strategies defined by strings of the form $S^{(2)} = (2,1,\ldots,1,0)$ is upper bounded by a convex combination of $\tau_p^{(1)}$ and $\tau_p^{(2)}$, and hence, is upper bounded by $\max \left\{ \tau_p^{(1)}, \tau_p^{(2)} \right\}$. The considered message assignment strategy splits each network into subnetworks consisting of a transmitter carrying two messages followed by a number of transmitters, each is carrying one message, and the last transmitter in the subnetwork carries no messages. We first consider the case where the number of transmitters carrying single messages is odd. We consider the simple scenario of the message assignment strategy defined by the string $(2,1,1,1,0)$, and then the proof will be clear for strategies defined by strings of the form $(2,1,1,\ldots,1,0)$ that have an arbitrary odd number of ones. In this case, it suffices to show that the average per user DoF in the first subnetwork is upper bounded by a convex combination of $\tau_p^{(1)}$ and $\tau_p^{(2)}$. The first subnetwork consists of the first five users; $W_1$ and $W_2$ can be transmitted through $X_1$. $W_3$, $W_4$ and $W_5$ can be transmitted through $X_2$, $X_3$, and $X_4$, respectively, and the transmit signal $X_5$ is inactive.

We now explain the optimal TDMA scheme for the considered subnetwork. We first explain a simple scheme and then modify it to get the optimal scheme. Each of the messages $W_1$, $W_3$, and $W_5$ is delivered whenever the direct link between its carrying transmitter and its designated receiver is not erased. Message $W_2$ is delivered whenever message $W_1$ is not transmitted, and message $W_3$ is not causing interference at $Y_2$. Message $W_4$ is transmitted whenever $W_5$ is not causing interference at $Y_4$, and the transmission of $W_4$ through $X_3$ will not disrupt the communication of $W_3$. We now explain the modification; if there is an atomic subnetwork consisting of users $\{2,3,4\}$, then we switch the priority setting within this subnetwork, and
messages $W_2$ and $W_4$ will be delivered instead of message $W_3$. The TDMA optimality of this scheme for each realization of the network follows from [21, Theorem 1]. Now, we note that the average sum DoF for messages $\{W_1, \ldots, W_5\}$ is equal to their sum DoF in the original scheme plus an extra term due to the modification. The average sum DoF for messages $\{W_1, W_2, W_5\}$ in the original scheme equals $3\tau_p^{(2)}$, and the sum of the average sum DoF for messages $\{W_3, W_4\}$ and the extra term is upper bounded by $2\tau_p^{(1)}$. It follows that the average per user DoF is upper bounded by $\frac{n-1}{n+2}\tau_p^{(1)} + \frac{3}{n+2}\tau_p^{(2)}$. The proof can be generalized to show that the average TDMA per user DoF for message assignment strategies defined by strings of the form $S^{(2)}$ with an odd number of ones $n$, is upper bounded by $\frac{n-1}{n+2}\tau_p^{(1)} + \frac{3}{n+2}\tau_p^{(2)}$.

For message assignment strategies defined by a string of the form $S^{(2)}$ with an even number of ones $n$, it can be shown in a similar fashion as above that the TDMA average per user DoF is upper bounded by $\frac{n}{n+2}\tau_p^{(1)} + \frac{2}{n+2}\tau_p^{(2)}$. Also, for strategies defined by a string of the form $S^{(3)} = (1, 1, \ldots, 1, 2, 0)$ with a number of ones $n$, the TDMA average per user DoF is the same as that of a strategy defined by a string of the form $S^{(2)}$ with the same number of ones, and hence, is upper bounded by a convex combination of $\tau_p^{(1)}$ and $\tau_p^{(2)}$. Finally, for strategies defined by a string of the form $S^{(4)} = (1, 1, \ldots, 1, 2, 1, 1, \ldots, 1, 0)$ with a number of ones $n$, it can be shown in a similar fashion as above that the average per user DoF is upper bounded by $\frac{n-2}{n+2}\tau_p^{(1)} + \frac{4}{n+2}\tau_p^{(3)}$.

We now characterize the average per user DoF for the cell association problem by proving that TDMA schemes are optimal for any candidate message assignment strategy. In order to prove an information theoretic upper bound on the per user DoF for each network realization, we use Lemma 4 from [6], which we restate below. For any set of receiver indices $\mathcal{A} \subseteq [K]$, define $U_\mathcal{A}$ as the set of indices of transmitters that exclusively carry the messages for the receivers in $\mathcal{A}$, and the complement set is $\bar{U}_\mathcal{A}$. More precisely, $U_\mathcal{A} = [K] \setminus \bigcup_{i \notin \mathcal{A}} T_i$.

**Lemma 5.** [6, Lemma 4] If there exists a set $\mathcal{A} \subseteq [K]$, a function $f_1$, and a function $f_2$ whose definition does not depend on the transmit power constraint $P$, and $f_1(Y_\mathcal{A}, X_{U_\mathcal{A}}) = X_{U_\mathcal{A}} + f_2(Z_\mathcal{A})$, then the sum DoF $\eta \leq |\mathcal{A}|$.

**Theorem 2.** The average per user DoF for the cell association problem is given by,

$$\tau_p(M = 1) = \tau_p^{(TDMA)} = \max \left\{ \tau_p^{(1)}, \tau_p^{(2)}, \tau_p^{(3)} \right\},$$

(9)
where $\tau_p^{(1)}$, $\tau_p^{(2)}$, and $\tau_p^{(3)}$ are given in (5), (6), and (7), respectively.

Proof. In order to prove the statement, we need to show that $\tau_p(M = 1) \leq \tau_p^{(TDMA)}$; we do so by using Lemma 5 to show that for any irreducible message assignment strategy satisfying the cell association constraint, and any network realization, the asymptotic per user DoF is given by that achieved through the optimal TDMA scheme.

Consider message assignment strategies defined by strings having one of the forms $S^{(1)} = (1)$, $S^{(2)} = (2, 1, 1, \ldots, 1, 0)$, and $S^{(3)} = (1, 1, \ldots, 1, 2, 0)$. We view each network realization as a series of atomic subnetworks, and show that for each atomic subnetwork, the sum DoF is achieved by the optimal TDMA scheme. For an atomic subnetwork consisting of a number of users $n$, we note that $\left\lfloor \frac{n+1}{2} \right\rfloor$ users are active in the optimal TDMA scheme; we now show in this case using Lemma 5 that the sum DoF for users in the subnetwork is bounded by $\left\lfloor \frac{n+1}{2} \right\rfloor$. Let the users in the atomic subnetwork have the indices $\{i, i+1, \ldots, i+n-1\}$, then we use Lemma 5 with the set $A = \{i + 2j : j \in \{0, 1, 2, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor\}$, except the cases of message assignment strategies defined by strings having one of the forms $S^{(1)} = (1)$ and $S^{(3)} = (1, 1, \ldots, 1, 2, 0)$ with an even number of ones, where we use the set $A = \{i + 1 + 2j : j \in \{0, 1, 2, \ldots, \frac{n-2}{2}\}\}$. We now note that each transmitter that carries a message for a user in the atomic subnetwork and has an index in $\bar{U}_A$, is connected to a receiver in $A$, and this receiver is connected to one more transmitter with an index in $U_A$, and hence, the missing transmit signals $X_{\bar{U}_A}$ can be recovered from $Y_A - Z_A$ and $X_{U_A}$. The condition in the statement of Lemma 5 is then satisfied; allowing us to prove that the sum DoF for users in the atomic subnetwork is upper bounded by $|A| = \left\lfloor \frac{n+1}{2} \right\rfloor$.

The proof is similar for message assignment strategies defined by strings that have the form $S^{(4)} = \{1, 1, \ldots, 1, 2, 1, 1, \ldots, 1, 0\}$. However, there is a difference in selecting the set $A$ for atomic subnetworks consisting of users with indices $\{i, i+1, \ldots, i+x, i+x+1, \ldots, i+n-1\}$, where $1 \leq x \leq n-2$, and messages $W_{i+x}$ and $W_{i+x+1}$ are both available at transmitter $i+x$. In this case, we apply Lemma 5 with the set $A$ defined as above, but including indices $\{i+x, i+x+1\}$ and excluding indices $\{i+x-1, i+x+2\}$. It can be seen that the condition in Lemma 5 will be satisfied in this case, and the proved upper bound on the sum DoF for each atomic subnetwork, is achievable through TDMA. □

In Figure 5, we plot $\tau_p(M = 1)$ at each value of $p$. The result of Theorem 2 implies that the message assignment strategies considered in Lemmas 2, 3, and 4 are optimal at high, low, and middle
values of the erasure probability $p$, respectively. We note that in densely connected networks at a low probability of erasure, the interference-aware message assignment strategy in Figure 3b is optimal; through this assignment, the maximum number of interference free communication links can be created for the case of no erasures. On the other hand, the linear nature of the channel connectivity does not affect the choice of optimal message assignment at high probability of erasure. As the effect of interference diminishes at high probability of erasure, assigning each message to a unique transmitter, as in the strategy in Figure 3a, becomes the only criterion of optimality. At middle values of $p$, the message assignment strategy in Figure 3c is optimal; in this assignment, the network is split into four user subnetworks. In the first subnetwork, the assignment is optimal as the maximum number of interference free communication links can be created for the two events where there is an atomic subnetwork consisting of users \{1, 2, 3\} or users \{2, 3, 4\}.

**IV. COORDINATED MULTI-POINT TRANSMISSION**

We have shown that there is no message assignment strategy for the cell association problem that is optimal for all values of $p$. We first show in this section that this statement is true even for the case where each message can be available at more than one transmitter ($M > 1$). Recall that for a given value of $M$, we say that a message assignment strategy is universally optimal if it can be used to achieve $\tau_p(M)$ for all values of $p$.

**Theorem 3.** For any value of the cooperation constraint $M \in \mathbb{Z}^+$, there does not exist a universally optimal message assignment strategy.
Proof. The proof follows from Theorem 2 for the case where $M = 1$. We show that for any value of $M > 1$, any message assignment strategy that enables the achievability of $\tau_p(M)$ at high probabilities of erasure, is not optimal for the case of no erasures, i.e., cannot be used to achieve $\tau_p(M)$ for $p = 0$. For any message assignment strategy, consider the value of $\lim_{p \to 1} \frac{\tau_p(M)}{1-p}$ and note that this value equals the average number of transmitters in a transmit set that can be connected to the designated receiver. More precisely,

$$\lim_{p \to 1} \frac{\tau_p(M)}{1-p} = \frac{\sum_{i=1}^{K} |T_i \cap \{i-1, i\}|}{K},$$

(10)

where $T_i$ in (10) corresponds to an optimal message assignment strategy at high probabilities of erasure. It follows that there exists a value $0 < \bar{p} < 1$ such that for any message assignment strategy that enables the achievability of $\tau_p(M)$ for $p \geq \bar{p}$, almost all messages are assigned to the two transmitters that can be connected to the designated receiver, i.e., if we let $S_K = \{i : T_{i,K} = \{i-1, i\}\}$, then $\lim_{K \to \infty} \frac{|S_K|}{K} = 1$.

We recall from [6] that for the case of no erasures, the average per user DoF equals $\frac{2M}{2M+1}$. We also note that following the same footsteps as in the proof of [6, Theorem 7], we can show that for any message assignment strategy such that $\lim_{K \to \infty} \frac{|S_K|}{K} = 1$, the per user DoF for the case of no erasures is upper bounded by $\frac{2M-2}{2M+1}$; we do so by using Lemma 5 for each $K$-user channel with the set $A$ defined such that the complement set $\bar{A} = \{i : i \in [K], i = (2M-1)(j-1) + M, j \in \mathbb{Z}^+\}$.

The condition of optimality identified in the proof of Theorem 3 for message assignment strategies at high probabilities of erasure suggest a new role for cooperation in dynamic interference networks. The availability of a message at more than one transmitter may not only be used to cancel its interference at other receivers, but also to increase the chances of connecting the message to its designated receiver, i.e., to maximize coverage. This new role leads to three effects at high erasure probability. The achieved DoF in the considered linear interference network becomes larger than that of $K$ parallel channels, in particular, $\lim_{p \to 1} \frac{\tau_p(M > 1)}{1-p} = 2$. Secondly, as the effect of interference diminishes at high probabilities of erasures, all messages can simply be assigned to the two transmitters that may be connected to their designated receiver, and a simple interference avoidance scheme can be used in each network realization, as we show below in the scheme of Theorem 5. It follows that channel state information is no longer needed at transmitters for interference management, and only information about the slow changes in
the network topology is needed to achieve the optimal average DoF. Finally, unlike the optimal scheme of [6, Theorem 4] for the case of no erasures, where some transmitters are always inactive, achieving the optimal DoF at high probabilities of erasure requires all transmitters to be used in at least one network realization.

We now restrict our attention to the case where $M = 2$. Here, each message can be available at two transmitters, and transmitted jointly by both of them. We first study in Theorems 4 and 5 two message assignment strategies that are optimal in the limits of $p \to 0$ and $p \to 1$, respectively, and derive closed form expressions for inner bounds on the average per user DoF $\tau_p(M = 2)$ based on the considered strategies.

In [6], the message assignment of Figure 6a was shown to be DoF optimal for the case of no erasures ($p = 0$). The network is split into subnetworks, each with five consecutive users. The last transmitter of each subnetwork is deactivated to eliminate inter-subnetwork interference. In the first subnetwork, message $W_3$ is not transmitted, and each other message is received without interference at its designated receiver. Note that the transmit beams for messages $W_1$ and $W_5$ contributing to the transmit signals $X_2$ and $X_3$, respectively, are designed to cancel the interference at receivers $Y_2$ and $Y_4$, respectively. An analogous scheme is used in each following subnetwork. The value of $\tau_p(M = 2)$ is thus $\frac{4}{5}$ for the case where $p = 0$. In order to prove the following result, we extend the message assignment of Figure 6a to consider the possible presence of block erasures.

**Theorem 4.** For $M = 2$, the following average per user DoF is achievable using a zero-forcing scheme,

$$\tau_{p}^{(ZF)}(M = 2) \geq \frac{1}{5} (1 - p) (4 + A \cdot p),$$

where

$$A = 2p + (1 - (1 - p)^2 + p(1 - p)^3) (1 + (1 - p)^2),$$

and

$$\lim_{p \to 0} \tau_p(2) = \frac{4}{5}.$$  

**Proof:** We know from [6] that $\lim_{p \to 0} \tau_p(2) = \frac{4}{5}$, and hence, it suffices to show that the inner bound in (11) is valid. For each $i \in [K]$, message $W_i$ is assigned as follows,
\[ T_i = \begin{cases} \{i-1,i\}, & \text{if } i \equiv 2 \mod 5, \text{ or } i \equiv 4 \mod 5, \\ \{i-1,i-2\}, & \text{if } i \equiv 0 \mod 5, \\ \{i,i+1\}, & \text{otherwise}, \end{cases} \]

We illustrate this message assignment in Figure 6b. We note that the transmit signals \( \{X_i : i \equiv 0 \mod 5\} \) are inactive, and hence, we split the network into five user subnetworks with no interference between successive subnetworks. We explain the transmission scheme in the first subnetwork and note that a similar scheme applies to each following subnetwork. In the proposed transmission scheme, any receiver is either inactive or receives its desired message without interference, and any transmitter will not transmit more than one message for any network realization. It follows that 1 DoF is achieved for each message that is transmitted.

Messages \( W_1, W_2, W_4, \) and \( W_5 \) are transmitted through \( X_1, X_2, X_3, \) and \( X_4, \) respectively, whenever the coefficients \( H_{1,1} \neq 0, H_{2,2} \neq 0, H_{4,3} \neq 0, \) and \( H_{5,4} \neq 0, \) respectively. Note that the transmit beam for message \( W_1 \) contributing to \( X_2 \) can be designed to cancel its interference at \( Y_2. \) Similarly, the interference caused by \( W_5 \) at \( Y_4 \) can be canceled through \( X_3. \) There is an extra case where \( W_4 \) should be delivered through \( X_4, \) if \( H_{4,4} \neq 0 \) and \( H_{4,3} = 0 \) and \( H_{5,4} = 0. \) This extra case takes place with probability \( p^2(1-p). \) Similarly, there is an extra case for delivering \( W_2 \) through \( X_1 \) if \( H_{2,1} \neq 0 \) and \( H_{1,1} = 0 \) and \( H_{2,2} = 0. \) It follows that \((1-p)\) DoF is achieved for each of \( W_1 \) and \( W_5 \) and \((1-p)(1+p^2)\) DoF is achieved for each of \( W_2 \) and \( W_4, \) and hence, \( \tau_p(2) \geq \frac{4}{5}(1-p) + \frac{2}{5}p^2(1-p). \)

Now, we consider possibilities for sending message \( W_3 \) without violating the above four priority links. First, message \( W_3 \) can only be delivered through \( X_3 \) if it is either the case that one of \( H_{2,2} \) and \( H_{3,2} \) is erased, or it is the case that \( H_{1,1} = 0 \) and all of \( H_{2,1}, H_{2,2}, H_{3,2} \) exist. Otherwise, \( W_2 \) will be transmitted through \( X_2 \) and will cause interference at \( Y_3 \) that cannot be eliminated. This event will take place with probability \((1-(1-p)^2 + p(1-p))^3.\) Further, \( H_{3,3} \) has to exist, which has probability \((1-p).\) Also, it is either the case that \( H_{4,3} = 0 \) so that \( W_4 \) cannot be delivered through \( X_3 \) and \( W_3 \) would not cause interference at \( Y_4, \) or it is the case that \( H_{4,3} \neq 0, H_{4,4} \neq 0 \) and \( H_{5,4} = 0, \) and hence \( W_3 \) can be delivered through \( X_3 \) and its interference is canceled at \( Y_4, \) and \( W_4 \) is delivered through \( X_4, \) while \( W_5 \) cannot be delivered through \( X_4. \) The first of these cases takes place with probability \( p, \) and the second takes place with probability \( p(1-p)^2. \)

Summing up the probabilities of the above transmissions, we get the inner bound in (11).
Fig. 6: The message assignment in (a) is optimal for a linear network with no erasures ($p = 0$). We extend this message assignment in (b) to consider non-zero erasure probabilities. In both figures, the red dashed boxes correspond to inactive signals.

Although the scheme of Theorem 4 is optimal for the case of no erasures ($p = 0$), we know from Theorem 3 that better schemes exist at high erasure probabilities. Since in each five user subnetwork in the scheme of Theorem 4 only two users have their messages assigned to the two transmitters that can be connected to the destined receiver, and four users have only one of these transmitters carrying their messages, we get the asymptotic limit of $\frac{7}{5}$ for the achieved average per user DoF normalized by $(1 - p)$ as $p \to 1$. This leads us to consider an alternative message assignment where the two transmitters carrying each message $i$ are the two transmitters $\{i - 1, i\}$ that can be connected to its designated receiver. Such assignment would lead the ratio $\frac{\tau_p(2)}{1 - p} \to 2$ as $p \to 1$. In the following theorem, we analyze a transmission scheme based on this assignment.

**Theorem 5.** For $M = 2$, the following average per user DoF is achievable using a zero-forcing scheme,

$$\tau_p^{(ZF)}(M = 2) \geq \frac{1}{3} (1 - p) \left( 1 + (1 - p)^3 + B \cdot p \right),$$

where

$$B = 3 + \left( 1 + (1 - p)^3 \right) \left( 1 - (1 - p)^2 + p (1 - p)^3 \right) + p \left( 1 + (1 - p)^2 \right),$$

and

$$\lim_{p \to 1} \frac{\tau_p(2)}{1 - p} = 2.$$
Proof. For any message assignment, no message can be transmitted if the links from both transmitters carrying the message to its designated receiver are absent, and hence, the average DoF achieved for each message is at most $1 - p^2$. It follows that $\lim_{p \to 1} \frac{\tau_p(2)}{1-p} \leq \lim_{p \to 1} \frac{(1-p)(1+p)}{1-p} = 2$.

We then need only to prove that the inner bound in (14) is valid. In the achieving scheme, each message is assigned to the two transmitters that may be connected to its designated receiver, i.e., $\mathcal{T}_i = \{i-1, i\}, \forall i \in [K]$. Also, in each network realization, each transmitter will transmit at most one message and any transmitted message will be received at its designated receiver without interference. It follows that 1 DoF is achieved for any message that is transmitted, and hence, the probability of transmission is the same as the average DoF achieved for each message.

Each message $W_i$ such that $i \equiv 0 \mod 3$ is transmitted through $X_{i-1}$ whenever $H_{i,i-1} \neq 0$, and is transmitted through $X_i$ whenever $H_{i,i-1} = 0$ and $H_{i,i} \neq 0$. It follows that $d_0$ DoF is achieved for each of these messages, where,

$$d_0 = (1-p)(1+p).$$

(17)

We now consider messages $W_i$ such that $i \equiv 1 \mod 3$. Any such message is transmitted through $X_{i-1}$ whenever $H_{i-1,i-1} \neq 0$ and $H_{i-1,i-1} = 0$. We note that whenever the channel coefficient $H_{i-1,i-1} \neq 0$, message $W_i$ cannot be transmitted through $X_{i-1}$ as the transmission of $W_i$ through $X_{i-1}$ in this case will prevent $W_{i-1}$ from being transmitted due to either interference at $Y_{i-1}$ or sharing the transmitter $X_{i-1}$. It follows that $d_1^{(1)} = p(1-p)$ DoF is achieved for transmission of $W_i$ through $X_{i-1}$. Also, message $W_i$ is transmitted through $X_i$ whenever it is not transmitted through $X_{i-1}$ and $H_{i,i} \neq 0$ and either $H_{i,i-1} = 0$ or message $W_{i-1}$ is transmitted through $X_{i-2}$. More precisely, $W_i$ is transmitted through $X_i$ whenever all the following is true: $H_{i,i} \neq 0$, and either $H_{i,i-1} = 0$ or it is the case that $H_{i,i-1} \neq 0$ and $H_{i-1,i-1} \neq 0$ and $H_{i-1,i-2} \neq 0$. It follows that $d_1^{(2)} = p(1-p) + (1-p)^4$ is achieved for transmission of $W_i$ through $X_i$, and hence, $d_1$ DoF is achieved for each message $W_i$ such that $i \equiv 1 \mod 3$, where,

$$d_1 = d_1^{(1)} + d_1^{(2)} = 2p(1-p) + (1-p)^4.$$

(18)

We now consider messages $W_i$ such that $i \equiv 2 \mod 3$. Any such message is transmitted through $X_{i-1}$ whenever all the following is true:

- $H_{i,i-1} \neq 0$.
- Either $H_{i-1,i-1} = 0$, or $W_{i-1}$ is not transmitted.
- $W_{i+1}$ is not causing interference at $Y_i$.

The first condition is satisfied with probability $(1 - p)$. In order to compute the probability of satisfying the second condition, we note that $W_{i-1}$ is not transmitted for the case when $H_{i-1,i-1} \neq 0$ only if $W_{i-2}$ is transmitted through $X_{i-2}$ and causing interference at $Y_{i-1}$, i.e., only if $H_{i-2,i-3} = 0$ and $H_{i-2,i-2} \neq 0$ and $H_{i-1,i-2} \neq 0$. It follows that the second condition is satisfied with probability $p + p(1 - p)^3$. The third condition is not satisfied only if $H_{i,i} \neq 0$ and $H_{i+1,i} \neq 0$, and hence, will be satisfied with probability at least $1 - (1 - p)^2$. Moreover, even if $H_{i,i} \neq 0$ and $H_{i+1,i} \neq 0$, the third condition can be satisfied if message $W_{i+1}$ is transmitted through $X_{i+1}$ without causing interference at $Y_{i+2}$, i.e., if $H_{i+1,i+1} \neq 0$ and $H_{i+2,i+1} = 0$. It follows that the third condition will be satisfied with probability $1 - (1 - p)^2 + p(1 - p)^3$, and $d_2^{(1)}$ DoF is achieved by transmission of $W_i$ through $X_{i-1}$, where,

$$d_2^{(1)} = p(1 - p) \left( 1 + (1 - p)^3 \right) \left( 1 - (1 - p)^2 + p(1 - p)^3 \right). \quad (19)$$

Message $W_i$ such that $i \equiv 2 \mod 3$ is transmitted through $X_i$ whenever $H_{i,i} \neq 0$, and $H_{i+1,i} = 0$, and either $H_{i,i-1} = 0$ or $W_{i-1}$ is transmitted through $X_{i-2}$. It follows that $d_2^{(2)}$ DoF is achieved by transmission of $W_i$ through $X_i$, where,

$$d_2^{(2)} = p(1 - p) \left( p + d_1^{(1)} (1 - p) \right), \quad (20)$$

and hence, $d_2 = d_2^{(1)} + d_2^{(2)}$ DoF is achieved for each message $W_i$ such that $i \equiv 2 \mod 3$. We finally get,

$$\tau_p(2) \geq \frac{d_0 + d_1 + d_2}{3}, \quad (22)$$

which is the same inequality as in $(14)$. \hfill \Box$

We plot the inner bounds of $(11)$ and $(14)$ in Figure 7. We note that below a threshold erasure probability $p \approx 0.34$, the scheme of Theorem 4 is better, and hence is proposed to be used in this case. For higher probabilities of erasure, the scheme of Theorem 5 should be used. It is worth mentioning that we also studied a scheme based on the message assignment $\mathcal{T}_i = \{i, i + 1\}, \forall i \in [K - 1]$, that is introduced in [22]. However, we did not include it here as it does not increase the maximum of the bounds derived in $(11)$ and $(14)$ at any value of $p$. Finally, although the considered channel model allows for using the interference alignment
scheme of [2] over multiple channel realizations (symbol extensions), all the proposed schemes require only coding over one channel realization because of the sparsity of the linear network.

A. Optimal zero-forcing scheme with two transmitters per message ($M = 2$)

We have presented above two schemes that rely on zero-forcing transmit beamforming, and achieve the limits for $\tau_p(2)$ as $p \to 0$ and $p \to 1$. Here, we present an algorithm that reduces the problem of characterizing $\tau_p^{(ZF)}(2)$ to that of identifying the optimal message assignment, at every value of $p$.

We present Algorithm 1 below that takes as input an atomic subnetwork with user indices $[N] = \{1, 2, \ldots, N\}$, and outputs the transmit signals $\{X_i, i \in [N]\}$ which employs zero-forcing transmit beamforming to maximize the DoF value for users within the atomic subnetwork. Note that the first receiver can be connected to a transmitter with a preceding index; we let the index of that transmitter be zero.

We define a set of binary variables $b_{i,j}, j \in \{i - 2, i - 1, i, i + 1\}$ for each message $W_i$ that are initialized to zero. For each message we determine the conditions under which a message can be sent and decoded at its desired receiver, such that no interference occurs, in a successive
order starting from \( W_1 \) to \( W_N \). For each decision to transmit a message \( W_i \) from transmitter \( j \), the corresponding variable \( b_{i,j} \) is set to one.

In the algorithm below, two cases are considered for sending message \( W_i \) to its destination by using either transmitter \( i \) or \( i - 1 \). In the following we are discussing and justifying optimal choices in both cases. Due to their position at the beginning of the atomic subnetwork, the first two users represent a special case and thus are considered separately in lines 4 – 21.

**Case 1:** Starting at line 23 of the algorithm, we examine the conditions for sending \( W_i \) from transmitter \( i - 1 \). Clearly this is only possible if \( W_i \) is available at transmitter \( i - 1 \), i.e. \((i-1) \in \mathcal{T}_i\). We first restrict our attention to the case when transmitter \( i - 1 \) does not send \( W_{i-1} \), i.e., \( b_{i-1,i-1} = 0 \). To ensure that transmitter \( i - 1 \) does not cause interference at receiver \( i - 1 \), we have to consider the possibility when receiver \( i - 1 \) is not able to decode its desired message anyway, i.e. \( W_{i-1} \) is not sent from transmitter \( i - 2 \). If these above conditions are satisfied, then we set \( b_{i,i-1} = 1 \). Further, starting at line 26, we consider the scenario where \( W_i \) would cause interference at receiver \( i - 1 \), but this interference can be canceled by transmitting \( W_i \) from transmitter \( i - 2 \). In this case, we have to make sure that \( W_i \) is available at transmitter \( i - 2 \), i.e., \((i-2) \in \mathcal{T}_i\). Also, we have to ensure that transmitting \( W_i \) from transmitter \( i - 2 \) would not cause interference at receiver \( i - 2 \). This would happen when \( W_{i-2} \) is not being delivered, i.e., \( b_{i-2,i-2} = 0 \) and \( b_{i-2,i-3} = 0 \). The last scenario starts at line 29 and considers the case when both \( W_i \) and \( W_{i-1} \) can be delivered through \( X_{i-1} \), while making sure that the interference they cause at receivers \( i - 1 \) and \( i \), respectively, is canceled. In this last case, \( W_i \) is transmitted from transmitters \( i - 2 \) and \( i - 1 \) and \( W_{i-1} \) is transmitted from transmitters \( i \) and \( i + 1 \). Note that for any irreducible message assignment, \( W_i \) can be available at transmitter \( i - 1 \) only if it is available at transmitter \( i - 1 \); this is why we do not check for \((i-1) \in \mathcal{T}_i\) at line 29.

**Case 2:** In the second case message \( W_i \) is sent from transmitter \( i \) (lines 32-37). The trivial conditions for achieving this are that message \( W_i \) is available at transmitter \( i \), and \( W_i \) is not being delivered through transmitter \( i - 1 \). Here, we also have to ensure that receiver \( i \) can decode message \( W_i \) without any interference. That is if transmitter \( i - 1 \) is not active. Hence, we set \( b_{i,i} \) to 1 if the above conditions are satisfied. Further, there is one more case where the interference from transmitter \( i - 1 \) can be canceled whenever message \( W_{i-1} \) is available at transmitter \( i \) and receiver \( i \) only experiences interference by \( W_{i-1} \). Consequently, both \( b_{i,i} \) and \( b_{i-1,i} \) are set to 1 in this last case.
Algorithm 1 Algorithm leads to optimal zero-forcing DoF value within an atomic subnetwork.

1: for i=1:N do
2: Define $b_{i-2,i-1} = b_{i-1,i} = b_{i,i} = b_{i,i+1} = 0$
3: end for
4: if $H_{1,0} \neq 0 \land 0 \in \mathcal{T}_1$ then
5: $b_{1,0} = 1$
6: else
7: $b_{1,1} = 1$
8: end if
9: if $1 \in \mathcal{T}_2 \land b_{1,1} = 0$ then
10: if $0 \in \mathcal{T}_2 \land H_{1,0} \neq 0$ then
11: $b_{2,1} = 1; b_{2,0} = 1$
12: end if
13: else if $0 \in \mathcal{T}_2 \land H_{1,0} \neq 0 \land 2 \in \mathcal{T}_1$ then
14: $b_{2,1} = 1, b_{2,0} = 1, b_{1,2} = 1, b_{1,1} = 1$
15: else if $2 \in \mathcal{T}_2$ then
16: if $b_{1,1} = 0$ then
17: $b_{2,2} = 1$
18: else if $2 \in \mathcal{T}_1$ then
19: $b_{2,2} = 1; b_{1,2} = 1$
20: end if
21: end if
22: for i=3:N do
23: if $(i-1) \in \mathcal{T}_i \land b_{i-1,i-1} = 0$ then
24: if $b_{i-1,i-2} = 0$ then
25: $b_{i,i-1} = 1$
26: else if $(i-2) \in \mathcal{T}_i \land b_{i-2,i-2} = 0 \land b_{i-2,i-3} = 0$ then
27: $b_{i,i-1} = 1; b_{i,i-2} = 1$
28: end if
29: else if $(i-2) \in \mathcal{T}_i \land i \in \mathcal{T}_{i-1} \land b_{i-2,i-3} = 0 \land b_{i-2,i-2} = 0$ then
30: $b_{i,i-1} = 1, b_{i,i-2} = 1, b_{i-1,i} = 1, b_{i-1,i-1} = 1$
31: end if
32: if $i \in \mathcal{T}_i \land b_{i,i-1} = 0 \land b_{i-2,i-1} = 0$ then
33: if $b_{i-1,i-1} = 0$ then
34: $b_{i,i} = 1$
35: else if $i \in \mathcal{T}_{i-1}$ then
36: $b_{i,i} = 1; b_{i-1,i} = 1$
37: end if
38: end if
39: end for
for $i = 0: N - 1$ do
  Set $X_i = 0$
  Generate $X_{i,i}$ from $W_j$ using an optimal AWGN channel point-to-point code (see e.g., [23])
  if $i > 0$ then
    Generate $X_{i,i-1}$ from $W_j$ using an optimal AWGN channel point-to-point code
    if $b_{i,i} = 1$ then
      $X_i \leftarrow X_i + X_{i,i}$
    end if
  end if
  if $b_{i+1,i} = 1$ then
    $X_i \leftarrow X_i + X_{i,i+1}$
  end if
end for

if $H_{N,N} \neq 0$ then
  Set $X_N = 0$
  Generate $X_{N,j}$, $j \in \{N - 1, N\}$ from $W_N$ using an optimal AWGN channel point-to-point code.
  if $b_{N,N} = 1$ then
    $X_N \leftarrow X_N + X_{N,N}$
  end if
end if

for $i = 0: N$ do
  if $i \geq 2 \land b_{i-1,i} = 1$ then
    $X_i \leftarrow X_i - \frac{H_{i-1,i}X_{i-1,i-1}}{H_{i,i}}$
  end if
  if $i \leq N - 2 \land b_{i+2,i} = 1$ then
    $X_i \leftarrow X_i - \frac{H_{i+2,i+1}X_{i+2,i+1}}{H_{i+1,i}}$
  end if
end for

Lemma 6. For any message assignment such that each message is only assigned to two transmitters ($M = 2$), Algorithm 1 leads to the DoF-optimal zero-forcing transmission scheme for users within the input atomic subnetwork.

Proof:

We consider in the algorithm the messages in ascending order from $W_1$ to $W_N$, and check which transmitter can deliver message $W_i$ such that it can be decoded at its desired receiver without interfering at any previous active receiver. If this is true, the message is transmitted. Also, if this is possible through any of the transmitters $i$ and $i - 1$, then there is priority to
transmit \( W_i \) from transmitter \( i - 1 \). In the following, we prove by induction that this procedure leads to the optimal transmission scheme. We first consider the base case, i.e., we prove that transmitting \( W_1 \) from transmitter 0 is always optimal if it is available and the link \( H_{1,0} \neq 0 \). Otherwise, transmitting \( W_1 \) from transmitter 1 would be optimal.

Consider the feasible set \( \Omega \triangleq \{ H_{i,j} : i \in [N], j \in T_i, H_{i,j} \neq 0 \} \) that denotes the subset of all links \( H_{i,j} \) through which a message \( W_i \) can be sent and decoded at its desired receiver. Assume an arbitrary set of links \( S \subset \Omega \setminus H_{1,0} \), such that all links in \( S \) can be used simultaneously to deliver messages to their desired receivers while eliminating interference. If \( H_{1,0} \in \Omega \), we now show that we can either add \( H_{1,0} \) to \( S \), or replace the first link in \( S \) by \( H_{1,0} \) and illustrate how this replacement does not lead to a decrease in the DoF. First note that if \( H_{1,0} \in \Omega \), then no receiver in the atomic subnetwork would observe interference due to transmitting \( W_1 \) from transmitter 0, since transmitter 0 is only connected to receiver 1. Further, if \( H_{2,1} \) is the first link in \( S \), then we replace it by \( H_{1,0} \) and the sum DoF in the atomic subnetwork would remain the same by delivering \( W_1 \) instead of \( W_2 \).

For the case when \( H_{1,0} \notin \Omega \), we apply the same technique as in the previous case by substituting \( H_{1,0} \) with \( H_{1,1} \). Again, the replacement of the first link in \( S \) by \( H_{1,1} \) would not decrease the DoF due to the fact that sending \( W_1 \) from the first transmitter only causes interference at the second receiver, and since \( H_{2,j}, j \in \{1,2\} \) is either not in \( S \) or it is the first link in \( S \) that is replaced by \( H_{1,1} \), the transmission of \( W_1 \) from transmitter 1 would not necessitate a decrease in the number of links in \( S \). Finally, when it is possible to deliver \( W_1 \) through either transmitter 0 or transmitter 1, then choosing transmitter 0 can only reduce the interference caused by \( W_1 \) at subsequent receivers. Hence, it is always optimal to transmit \( W_1 \) from the first transmitter in its transmit set \( T_1 \) as long as the corresponding link exists.

Next, we extend the proof to all users by induction. The induction hypothesis in the \( i \)th step is as follows. We assume that transmission decisions for messages \( \{ W_k : k < i \} \) have been taken optimally to maximize the sum DoF. Let \( S_1 \subset \Omega \) be the set of links \( H_{k,t} \), through which a subset of the messages \( \{ W_k, k < i \} \) can be delivered simultaneously to their destinations, while eliminating interference. Assume that all links in \( S_1 \) are chosen optimally, i.e. the number of delivered messages cannot be increased by changing any of these links.

Then, we do the induction step. Let \( S_2 \subset \Omega \) be any set of links \( H_{k,t} \), through which a subset of the messages \( \{ W_k, k > i \} \) can be transmitted simultaneously such that they can be decoded at their destinations. Also, the links in \( S_2 \) are chosen optimally to maximize the number of
delivered messages. If it is possible to send $W_i$ through $H_{i,i-1}$ without causing a conflict with any of the messages, that are sent through the links in $S_1$, the same logic applies to $H_{i,i-1}$ as to $H_{1,0}$ in the base case. More precisely, if $W_i$ does not interfere at any previous active receiver and it can be decoded at receiver $i$ while eliminating interference, $H_{i,i-1}$ can be either added to $S_2$ or replace the first link in $S_2$, in order to obtain an optimal set of links for the transmission of the messages $\{W_k, k \geq i\}$. This is possible since again, $W_i$ does not cause interference at any active receiver with an index $k > i$, and any of the links $\{H_{i+1,k}, k \in \{i,i+1\}\}$ is either not in $S_2$ or is the link that is replaced by $H_{i,i-1}$. If it is not possible to send $W_i$ through $H_{i,i-1}$ without causing a conflict with any of the messages that are sent through the links in $S_1$, but it is possible to do so through $H_{i,i}$, then again the same argument applies for adding $H_{i,i}$ to $S_2$. Further, we note that the preference to send $W_i$ through $H_{i,i-1}$ is optimal, since $H_{i,i-1}$ may only cause a conflict with $H_{i+1,i}$ in $S_2$, while $H_{i,i}$ may cause a conflict with any of $H_{i+1,i}$ and $H_{i+1,i+1}$. Therefore, as long as the aforementioned preference rule is applied, sending a message $W_i$ through a link $H_{i,j}$ is always optimal as long as it is possible to decode $W_i$ at receiver $i$ without causing interference at a previous active receiver.

We have hence shown that the greedy approach followed by Algorithm 1 to first explore all possibilities to deliver $W_i$ through $H_{i,i-1}$, and if not possible, investigate all possibilities to deliver it through $H_{i,i}$, without interfering with any previous actively delivered message, is DoF-optimal under restriction to zero-forcing schemes.

The optimality of the greedy approach illustrated in the above proof simplifies the optimal algorithm in two ways. On the one hand, we can go through the links one by one and check if it is possible to send a message to its desired receiver without interfering with any of the previous active messages. If it is possible, we will always decide to send the message. On the other hand, decisions that we already made do not have to be changed later, because at each step we make sure to avoid conflicts with previously activated messages. This procedure is applied in Algorithm 1, as we illustrate below.

In the following, we derive the decision conditions for the first two messages in the input atomic subnetwork. If $H_{1,0} \in \Omega$, sending $W_1$ is optimal, as shown in the base case of the proof by induction. Hence, set $b_{1,0} = 1$. If not, then it must be the case that $H_{1,1} \in \Omega$, because otherwise receiver 1 would not have belonged to the atomic subnetwork. In that last case, we set $b_{1,1} = 1$, since it is optimal then to send $W_1$ from transmitter 1 as shown in the above proof.

We next consider the possibilities for delivering $W_2$ to its destination through transmitter 1.
If $H_{2,1} \in \Omega$, we have the following possibilities. If $0 \in T_2$ and $b_{1,0} = 1$, then we can send $W_2$ from transmitter 1 and cancel interference at the first receiver by sending $W_2$ from transmitter 0. Hence, we set $b_{2,0} = 1$ and $b_{2,1} = 1$ in this first case. In the second case, we deliver both $W_1$ and $W_2$ to their destinations through transmitter 1, and cancel their interference through transmitters 2 and 0, respectively. This second case is possible when $T_1 = \{1,2\}$ and $T_2 = \{0,1\}$ and transmitter 0 is in the atomic subnetwork, i.e., $H_{1,0} \neq 0$. The above two possibilities are the only ones that exist for delivering $W_2$ through transmitter 1.

We next consider the cases for delivering $W_2$ through transmitter 2. If $H_{2,2} \in \Omega$ and we are not sending $W_2$ from the first transmitter, i.e. $b_{2,1} = 0$, then if $b_{1,1} = 0$, $W_1$ is not causing interference at the second receiver and we set $b_{2,2} = 1$. The second possible case is when $W_1$ is causing interference at receiver 2, but this interference can be canceled through transmitter 2, i.e., when $T_1 = \{1,2\}$. In this case, we set $b_{2,2} = 1$ and $b_{1,2} = 1$.

The illustration of the greedy approach for transmitting messages \{\(W_i, i \in \{3,4, \ldots, N\}\)\} follows from the explanation of lines 22 – 39 of the algorithm, that is provided above before Lemma 6. We now show that Algorithm 1 can be used to achieve the optimal zero-forcing DoF in a general $K$-user network.

**Theorem 6.** Algorithm 1 can be used to achieve the optimal zero-forcing DoF for any message assignment satisfying the cooperation order constraint $M = 2$, and any realization of a general $K$-user dynamic linear network.

**Proof:** Consider any realization of a $K$-user linear dynamic network. We show below how the network can be partitioned into atomic subnetworks with no inter-subnetwork interference. It then follows by Lemma 6 that Algorithm 1 achieves the optimal zero-forcing DoF in each atomic subnetwork. Further, since there is no interference between the subnetworks, and no transmitter in a subnetwork is connected to a receiver in another subnetwork, it follows that invoking Algorithm 1 for each of the atomic subnetworks in the partition leads to the optimal zero-forcing DoF for the entire network.

We first form a grouping of non-erased channel links, such that each group consists of a maximal set of consecutive non-erased links. More precisely, we scan the links in ascending order of index, and check if they are erased, e.g., we first check $H_{1,0}$, then $H_{1,1}$, then $H_{2,1}$, then $H_{2,2}$, and so on. We start adding links to the first group until we encounter the first erased link, and then start adding following non-erased links to the second group until we encounter
an erased link again, and so on.

We then show how to alter the above grouping of links to form atomic subnetworks. For each group of links we do the following. We first scan the receivers connected to any link in the group in ascending order of index. We add the scanned receiver to a subnetwork if the message corresponding to the scanned receiver is available at a transmitter connected to that receiver. Otherwise, we end the current subnetwork, and start a new subnetwork, and resume scanning receivers. Now, we have a partitioning of the network into non-interfering subnetworks. We finally do the following to make sure the subnetworks are atomic. In each subnetwork, we scan the transmitters connected to receivers in the subnetwork in ascending order of index. If the scanned transmitter does not carry a message for a receiver in its subnetwork, then we split the subnetwork at the index of that transmitter. In other words, the two receivers connected to that transmitter will belong to two different subnetworks. We keep repeating the above process of scanning transmitters until we have that in each subnetwork, each transmitter connected to a receiver in the subnetwork is carrying at least one message for a receiver in the subnetwork.

The above process shows how the network can be partitioned into atomic subnetworks. The optimality of Algorithm 1 then follows from Lemma 6 by applying the algorithm for each atomic subnetwork.

\[ \text{Lemma 7. For any message assignment such that each message is only assigned to two transmitters (} M = 2) , \text{ Algorithm 1 leads to the DoF-optimal transmission scheme for users within an input atomic subnetwork whose size } N \in \{1, 2, 3, 4, 5\}. \]
Algorithm 2 Using Lemma 5 to prove optimality of Algorithm 1 with subnetwork size $N = 5$.

1: if transmitter 0 is in the atomic subnetwork and transmitter 5 is not in the atomic subnetwork then
2:   if $3 \not\in \mathcal{T}_5$ then
3:     if $0 \not\in \mathcal{T}_1$ then
4:       $\mathcal{A} = \{2, 3, 4\}$
5:     else if $3 \not\in \mathcal{T}_3$ then
6:       $\mathcal{A} = \{1, 2, 4\}$
7:     else if $\mathcal{T}_2 = \{1, 2\}$ then
8:       $\mathcal{A} = \{1, 3, 4\}$
9:   else
10:     $\mathcal{A} = \{1, 2, 4, 5\}$
11:   end if
12: else if $3 \not\in \mathcal{T}_3$ then
13:   if $0 \not\in \mathcal{T}_1$ then
14:     $\mathcal{A} = \{2, 3, 5\}$
15:   else if $3 \not\in \mathcal{T}_3$ then
16:     $\mathcal{A} = \{1, 2, 5\}$
17:   else if $\mathcal{T}_2 = \{1, 2\}$ then
18:     $\mathcal{A} = \{1, 3, 5\}$
19:   else
20:     $\mathcal{A} = \{1, 2, 4, 5\}$
21:   end if
22: else
23:   $\mathcal{A} = \{1, 2, 4, 5\}$
24: end if
25: end if
26: if transmitter 0 is not in the atomic subnetwork and transmitter 5 is in the atomic subnetwork then
27:   if $(2 \not\in \mathcal{T}_1)$ then
28:     if $5 \not\in \mathcal{T}_5$ then
29:       $\mathcal{A} = \{2, 3, 4\}$
30:     else if $2 \not\in \mathcal{T}_3$ then
31:       $\mathcal{A} = \{2, 4, 5\}$
32:     else if $\mathcal{T}_4 = \{3, 4\}$ then
33:       $\mathcal{A} = \{2, 3, 5\}$
34:     else
35:       $\mathcal{A} = \{1, 2, 4, 5\}$
36:     end if
37:   else if $(2 \not\in \mathcal{T}_2)$ then
38:     if $5 \not\in \mathcal{T}_5$ then
39:       $\mathcal{A} = \{1, 3, 4\}$
40:     else if $2 \not\in \mathcal{T}_3$ then
41:       $\mathcal{A} = \{1, 4, 5\}$
42:     else if $\mathcal{T}_4 = \{3, 4\}$ then
43:       $\mathcal{A} = \{1, 3, 5\}$
44:     else
45:       $\mathcal{A} = \{1, 2, 4, 5\}$
46:     end if
47:   else
48:     $\mathcal{A} = \{1, 2, 4, 5\}$
35

Proof: We have formal proofs for the information-theoretic optimality of Algorithm 1 for atomic subnetworks that have sizes $N \leq 5$. For brevity, we only state here the proof for $N = 5$, as the proofs with smaller subnetwork sizes are simpler. The proof is based on exploring all possibilities for the message assignment, and establishing the optimality of Algorithm 1 for each by showing that the DoF achieved by the algorithm is optimal. We do so through using Lemma 5 by following the procedure stated in Algorithm 2 to construct the set $\mathcal{A}$ of received signals that suffice to reconstruct all received signals in the subnetwork, with an uncertainty that does not increase with the transmit power $P$.

In what follows, we illustrate the steps followed by Algorithm 2. Note that we say that a transmitter is in the atomic subnetwork if the following conditions are satisfied:

1) The transmitter is connected to a receiver whose index is in the subnetwork.

2) The transmitter is carrying a message whose index is in the subnetwork.

Since the considered atomic subnetwork has size $N = 5$, we know that transmitters with indices in the set $\{1, 2, 3, 4\}$ are in the subnetwork. We hence consider cases on the membership of transmitters 0 and 5.

The case where transmitter 0 belongs to the subnetwork and transmitter 5 does not is considered at the start of the algorithm. Note that Algorithm 1 can always lead to achieving 3 DoF in this
case, since $W_5$ can be delivered through $X_4$, and $W_1$ and $W_2$ can be delivered simultaneously while eliminating interference. First consider the case when $W_5$ is not available at transmitter 3:

1) If it is also the case that $W_1$ is not available at transmitter 0, then we can reconstruct all transmit signals from $Y_2$, $Y_3$ and $Y_4$ as stated in line 4 of the algorithm. This is because for any reliable communication scheme, we can reconstruct $W_2$, $W_3$ and $W_4$ from these received signals, and hence reconstruct $X_0$ and $X_3$ from the considered conditions on the message assignment. Following the linear connectivity of the network, we can then reconstruct $X_4$, $X_2$ and $X_1$ from $Y_4$, $Y_3$ and $Y_2$, with respect to order.

2) The second case is when $W_3$ is not available at transmitter 3, then we apply Lemma 5 with the set $A = \{1, 2, 4\}$ as in line 6 of the algorithm. Since both $W_3$ and $W_5$ do not contribute to $X_3$, we can reconstruct this transmit signal. We can then reconstruct $X_4$ from $Y_4$. Further, since transmitter 0 can only have $W_1$ and $W_2$ since we can restrict our attention to irreducible message assignments (see [3, Chapter 6]), and hence we can reconstruct $X_0$. Following the connectivity of the network, we can then reconstruct $X_1$ and $X_2$ from $Y_1$ and $Y_2$, respectively.

3) The third case is when $W_2$ is available at transmitters 1 and 2. In this case, we apply Lemma 5 with the set $A = \{1, 3, 4\}$ as in line 8 of Algorithm 2. $X_0$ can be reconstructed since we know $W_1$, and $W_2$ is not available at transmitter 0. Also, $X_1$ can then be reconstructed from $Y_1$. Since $W_2$ is not available at transmitters 3, 4, we can reconstruct $X_3$ and $X_4$ as well. Finally, $X_2$ can be reconstructed from $Y_3$.

4) The final case is when none of the above three cases applies. In this case, Lemma 5 applies with the set $A = \{1, 2, 4, 5\}$ per line 10 of the algorithm. The upper bound proof here is the same as the case where no erasures occur [5, Chapter 6]. Algorithm 1 leads to achieving 4 DoF within the input subnetwork in this case as follows. Since the first case above does not apply, then $W_1$ can be delivered through $X_0$. Since the second case above does not apply, then $W_3$ can be delivered through $X_3$. Also, since transmitter 5 is not in the subnetwork, and $W_5$ is not available at transmitter 3, then it has to be the case that $W_5$ is available at transmitter 4, and can be delivered through $X_4$. Finally, since the second case above does not apply, then it is either the case that $T_2 = \{0, 1\}$ and in this case $W_2$ is delivered through $X_1$ and its interference at $Y_1$ is canceled through $X_0$, or it is the case that $T_2 = \{2, 3\}$ and in this case $W_2$ is delivered through $X_2$ and its interference at $Y_3$ is
canceled through $X_3$.

Note that the justification for the case when $W_5$ is available at transmitter 3, but $W_4$ is not, which is investigated in lines 12 – 24 of Algorithm 2, is identical to the above case when $W_5$ is not available at transmitter 3, but with switching the receiver and message indices 4 and 5. Further, the justification for the case when transmitter 5 is in the subnetwork, but transmitter 0 is not, which is investigated in lines 26 – 50 of Algorithm 2, is identical to that when transmitter 0 is in the subnetwork, but transmitter 5 is not, but with switching transmitter indices $i$ and $5 - i$ and switching receiver indices $i$ and $6 - i$ for $i \in \{1, 2, 3, 4, 5\}$. In other words, we view the subnetwork in this case as a mirrored version of the first case (upside down) and apply the same logic. It hence remains to check the cases when transmitters 0 and 5 are either both in the subnetwork or both not in. If both are in the subnetwork, then we apply Lemma 5 with $\mathcal{A} = \{1, 2, 4, 5\}$ and the proof is the same as for the case of no erasures. Further, Algorithm 1 in this case can be used to achieve 4 DoF, as it is always possible to deliver $W_1, W_2, W_4$ and $W_5$ with no interference.

The final scenario is considered starting at line 54 of Algorithm 2, when both transmitters 0 and 5 are not in the subnetwork. Here also, Algorithm 1 leads to achieving 3 DoF within the input subnetwork, by delivering $W_1$ through $X_1$ and delivering $W_5$ through $X_4$, and delivering $W_3$ through either $X_2$ or $X_3$. We have the following cases for the converse proof.

1) The first case is when $W_1$ is not available at transmitter 2, then we apply Lemma 5 with the set $\mathcal{A} = \{2, 3, 4\}$ as in line 56 of Algorithm 2. $X_2$ can be reconstructed, since $W_1$ and $W_5$ do not contribute to it. Further, the linear connectivity implies that we can reconstruct $X_1, X_3$ and $X_4$ from $Y_2, Y_3$ and $Y_4$, respectively.

2) The second case is when $W_2$ is not available at transmitter 2, then we apply Lemma 5 with the set $\mathcal{A} = \{1, 3, 4\}$. In this case, $X_2$ can be reconstructed, since $W_2$ and $W_5$ do not contribute to it. Further, $X_1, X_3$ and $X_4$ can be reconstructed from $Y_1, Y_3$ and $Y_4$, respectively.

The proof for the next two cases when $W_3$ is not available at transmitters 5 and 4, is identical to the above two cases, with respect to order, but with switching transmitter indices $i$ and $5 - i$ and receiver and message indices $i$ and $6 - i$ for $i \in \{1, 2, 3, 4\}$. The remaining final case considered at line 63 of Algorithm 2, is when transmitter 2 has both $W_1$ and $W_2$, and transmitter 3 has both $W_4$ and $W_5$. In this case, Algorithm 1 delivers $W_1$ through $X_1$, and its interference at $Y_2$
is canceled through $X_2$. Also, $W_2$ is delivered through $X_2$. Further, $W_5$ is delivered through $X_4$, and its interference at $Y_4$ is canceled through $X_3$. Finally, $W_4$ is delivered through $X_3$. The converse argument in this last case is the same as in the no erasure case.

Although Lemma 7 applies only to realizations of the dynamic linear network, where the maximum size of an atomic subnetwork is $N = 5$, it represents an important step towards understanding the optimal message assignment and transmission schedule for CoMP transmission as we note the following.

**Remark 1.** In order to have an atomic subnetwork whose size $N > 5$, we have to have at least 10 consecutive channel links that are not erased, which takes place with a probability proportional to $(1 - p)^{10}$. These events are extremely rare for significant erasure probabilities.

**Remark 2.** We have not found any example of a message assignment satisfying the cooperation order constraint $M = 2$ and an atomic subnetwork whose size $N > 5$, where Lemma 5 cannot be used to prove the information-theoretic optimality of Algorithm 1, in a manner similar to the proof of Lemma 7 using Algorithm 2. Hence, we conjecture that Algorithm 1 can in fact be used to characterize $\tau_p(M = 2)$.

V. SIMULATION

In this section, we investigate through simulations the best average per user DoF achievable through Algorithm 1. We note that if our above conjecture that Lemma 7 extends to atomic subnetworks of arbitrarily large sizes, then what we are characterizing in this section is essentially $\tau_p(M = 2)$. For a given message assignment and a certain erasure probability $p$, we compute the average puDoF by simulating a sufficiently large number $n$ of channel realizations. Each link is erased with probability $p$ and the network is partitioned into atomic subnetworks before applying Algorithm 1. The value of the average per user DoF is then computed as the average number of decoded messages divided by the network size $K$.

To guarantee the validity of the computed value for large networks, we deactivate the last transmitter in the network. Hereby we ensure that for a large network that consists of concatenated subnetworks; each of size $K$, then the computed average per user DoF value can be achieved

---

1The MATLAB code is available at https://github.com/toluhatake/Fundamental-Limits-of-Dynamic-Interference-Management-with-Flexible-Message-Assignments
in the large network by repeating the scheme for each subnetwork, since there will be no inter-
subnetwork interference.

The simulation is done for a set of message assignments with different fractions $f(p)$ of
messages that are assigned to one transmitter connected to their desired receiver and another
transmitter that can be used to cancel interference, while the remaining fraction of $1 - f(p)$ of
messages are assigned to both transmitters that are connected to their destination. Furthermore,
we vary the network size $K$ to consider up to 100 users. More precisely, we use the following
assignment strategy.

$$\mathcal{T}_i = \begin{cases} 
\{0, 1\} & i = 1 \text{ and } f(p) = 0.01, \\
\{1, 2\} & i = 1 \text{ and } f(p) > 0.01, \\
\{K-2, K-1\} & i = K, \\
\{i, i+1\} & i = 1 + n \cdot \max\left\{2, \left\lfloor \frac{K}{f(p) \cdot K - 1} \right\rfloor \right\}, \\
& n \in \{1, 2, \ldots, \min\left\{f(p) \cdot K - 2, \left\lfloor \frac{K}{2} - 1 \right\rfloor \right\}, \\
\{i, i+1\} & i = 2n, n \in \{1, 2, \ldots, \left\lfloor (f(p) - \frac{1}{2})K \right\rfloor - 1\}, \\
\{i-1, i\} & \text{otherwise}, 
\end{cases}$$

where we use the notation $\{1, 2, \ldots, x\}$ to denote the set $[x]$ when $x \geq 1$ and the empty set when
$x < 1$. We vary the value of $f(p)$ from 0 up to 1 in steps of $\frac{1}{100}$, calculating the average puDoF
as a function of $p$ for each of these message assignments.

As a result, the maximum puDoF that is achievable with the set of message assignments
described above is shown in Figure 8. Compared to the schemes presented in Theorems 4 and
5 there exist message assignments with a better performance for middle ranges of $p$. These
are presented in Table I. Note that in [11], it was shown that an assignment with $f(p) = \frac{2}{3}$ is
optimal for $p \to 0$. Interestingly, we find the assignment presented in Theorem 4 with $f(p) = \frac{3}{5}$
(see the green curve in Fig. 8) achieves the same puDoF for $p = 0$, but performs slightly better
on the interval $(0, 0.15]$. From our results in Table I we observe that the optimal fraction $f(p)$
decreases monotonically from $\frac{3}{5}$ to 0 as $p$ goes from 0 to 1, which has an intuitive explanation
as the role of cooperation shifts from interference management, which requires a high value of
$f(p)$, to increasing the coverage probability for each message, which requires a low value of
$f(p)$, as the erasure probability increases.
Fig. 8: The plot shows the puDoF as a function of the erasure probability $p$ found by applying Algorithm 1 to 6000 randomly generated channel realizations for each value of $p \in \{0, 0.01, 0.02, \cdots, 1\}$. The green and blue curves correspond to the message assignment and transmission strategy presented in Theorems 4 and 5, which were shown to be optimal as $p \to 0$, and $p \to 1$, with respect to order. The red curve is the maximum puDoF that is achievable with the message assignments we considered in our simulation.

| Range of $p$ | Value of $f(p)$ for best performing message assignment |
|--------------|--------------------------------------------------------|
| 0 to 0.15    | $\frac{3}{5}$ (as in Theorem 4)                         |
| 0.16 to 0.29 | $\frac{1}{3}$                                        |
| 0.3          | $\frac{1}{2}$                                        |
| 0.31 to 0.32 | $\frac{1}{2}$                                        |
| 0.33 to 0.58 | $\frac{1}{5}$                                        |
| 0.59 to 1    | 0 (as in Theorem 5)                                   |

TABLE I: Message assignments with the best performance out of the set of assignments that was simulated.

In Figure 9 we plot the value of $\tau_p(M=1)$ derived in Section III versus the best average puDoF value obtained in this simulation for $M = 2$. One could observe from the simulation the value of the extra backhaul budget at each value of the erasure probability $p$. Interestingly, this added value for cooperation is quite significant up to very high values for $p$. Hence, whether cooperation is useful through interference management or increasing coverage, we observe that it leads to significant scalable degrees of freedom gains even in presence of harsh shadow fading conditions.
Fig. 9: The plot shows $\tau_p(M = 1)$ from [9] and the maximum value for the average puDoF achieved for $M = 2$ by Algorithm 1 as found by the simulation (Conjectured to be $\tau_p(M = 2)$).

VI. Conclusion

We considered the problem of assigning messages to transmitters in a linear interference network with link erasure probability $p$, under a constraint that limits the number of transmitters $M$ at which each message can be available. For the case where $M = 1$, we identified the optimal message assignment strategies at different values of $p$, and characterized the average per user DoF $\tau_p(M = 1)$. For general values of $M \geq 1$, we proved that there is no message assignment strategy that is optimal for all values of $p$. We then introduced message assignment strategies for the case where $M = 2$, and derived inner bounds on $\tau_p(M = 2)$ that are asymptotically optimal as $p \to 0$ and as $p \to 1$. Finally, we presented an algorithm for $M = 2$ that leads to the optimal average per user DoF under restriction to cooperative zero-forcing schemes. Further, we demonstrated the information-theoretic optimality of the presented algorithm for a wide class of network realizations. Simulation results were then used to affirm the intuition about the shifting role of cooperative transmission from interference management at low erasure probabilities to increasing coverage at high erasure probabilities.
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