Abstract

Maritime surveillance (MS) is of paramount importance for search and rescue operations, fishery monitoring, pollution control, law enforcement, migration monitoring, and national security policies. Since ground-based radars and automatic identification system (AIS) do not always provide a comprehensive and seamless coverage of the entire maritime domain, the use of space-based sensors is crucial to complement them. We reviewed space-based technologies for MS in the first part of this work, titled “Space-based Global Maritime Surveillance. Part I: Satellite Technologies” [1]. However, future MS systems combining multiple terrestrial and space-based sensors with additional information sources will require dedicated artificial intelligence and data fusion techniques for the processing of raw satellite images and fuse heterogeneous information. The second part of our work focuses on the most promising artificial intelligence and data fusion techniques for MS using space-based sensors.

I. INTRODUCTION

Maritime surveillance (MS) aims at providing seamless wide-area operational pictures in coastal areas and the oceans in real time. Multiple heterogeneous sensors and information sources are nowadays available for MS, all with their advantages and limitations, and significant research and engineering
effort has been made for their combination. Besides the most common terrestrial sensors for MS, e.g.,
the automatic identification system (AIS), X-band radars, and over-the-horizon (OTH) radars, space-based
sensor technologies enable persistent monitoring of the maritime domain and ship traffic on a global scale
even in remote areas of the Earth. Space-based remote sensing technologies, reviewed in the first part of
this work [1], include satellite-based AIS (Sat-AIS), synthetic aperture radar (SAR), multi-spectral (MSP)
and hyper-spectral (HSP) optical sensors and global navigation satellite systems reflectometry (GNSS-R).
Space-based sensors for Earth observation installed on satellites allow collecting images of very large
areas in remote regions of the globe with relatively short latency, and hence are strongly relevant to MS.

As a consequence of the deployment and spread of space-based sensor technologies, advanced data
processing paradigms, e.g., big data analysis, machine learning, artificial intelligence (AI) and data
fusion, are now extremely needed to fully exploit the wide availability of large data sets of satellite
images. In particular, the development of future MS systems combining multiple sensors requires
dedicated algorithms to process raw satellite images, detect and classify ships and fuse information
from heterogeneous sensors. These algorithms support MS by processing and organizing the increasing
amount of heterogeneous information. The extracted data and readily-understandable information digested
therefrom will help end-users, such as governmental and military authorities, coast guards, and police,
to detect anomalies, threats such as oil spills, piracy, and human trafficking, and act in time to prevent
accidents and wrongdoing. In this second part of our work, we describe the main AI and imaging
techniques for image segmentation, target detection and classification, and provide possible use cases
with real images acquired by satellite sensors. Then, we describe recent Bayesian and statistical fusion
techniques to extract knowledge from the troves of historical Sat-AIS data, such as most common
maritime routes, and to track multiple targets by fusing information collected by multiple heterogeneous
sensors. Among these, multitarget tracking (MTT) algorithms based on the sum-product algorithm (SPA)
are gaining popularity thanks to their ability to fuse information from heterogeneous sources, to their
scalability, i.e., low computational complexity in terms of the number of information sources, targets and
measurements, and to their capability to include contextual information, e.g., maritime routes and ships
class information extracted from satellite images. We also provide a use case that confirms the strength
of SPA-based MTT algorithms when combined with information acquired by satellite sensors is also
provided.

II. ADVANCED AI TECHNIQUES FOR SATELLITE SENSOR DATA

The proliferation of space-based sensors collecting images of the Earth has called for the development
of advanced AI and imaging techniques to extract ship features and identities to improve the surveillance
capability. In particular, and analogous to many other scientific fields, deep neural network (DNN)
techniques for detection and segmentation of specific targets from satellite images have recently
received increasing interest. Advanced AI and DNN techniques allow, for example, the production of a
“digital report” for any satellite image by performing vessel detection, segmentation, classification, and identification: by estimating ships dimensions and headings, and by providing geographic coordinates and timestamp. Fig. 1 shows some examples of satellite images augmented by a digital report for each detected ship.

In this section, we provide a review of the main AI and statistical techniques for target detection, segmentation and classification in images acquired by satellite sensors.

A. DNN Architectures for Satellite Image Segmentation and Target Classification

Complex DNNs with multiple hidden layers and neurons can be used for satellite image segmentation and target classification. The training of these requires large labeled datasets, and this is naturally demanding both of storage and of computational power. Graphical processing units (GPUs) are the key to address the computational demand. Data augmentation techniques, such as cropping, padding and flipping, enable practitioners to significantly increase the diversity of data images available to train large DNN models, without actually collecting new images [2, Ch. 7]. For image segmentation and target classification, convolutional neural network (CNN) architectures are the most common [2, Ch. 9], since they allow for an efficient analysis of image textures, i.e., the contextual signal from the neighbouring pixels of a pixel under test. During the training phase of a CNN, features automatically extracted from a set of training images are assessed to understand (learn) which of them are the most suitable and
Fig. 2. General workflow example of a satellite image segmentation task based on the U-Net architecture. The chosen DNN architecture is trained to perform pixel-wise classification (target/no-target) using a training dataset of pre-processed satellite images that have been segmented manually in accordance with the ground-truth (training phase). During this phase, the U-Net model parameters are optimized by minimizing an appropriate cost function. The trained U-Net model is then used to perform pixel-wise classification on a test satellite image (testing phase). Concretely, a test satellite image is divided into \( N \) sub-images; for each sub-image \( i \), the final Softmax layer in the U-Net model assigns a classification score to each pixel. The segmented satellite image is eventually obtained by averaging the scores assigned to each pixel in the overlapping sub-images.

relevant to perform segmentation and/or classification. Nowadays, the most used CNN architectures are the SegNet [3], the U-Net [4]–[6], and the Mask R-CNN [7]. The first two are fully-connected CNNs and they are mostly used for pixel-wise classification; the Mask R-CNN, instead, is a regional CNN mostly used to perform image segmentation by providing as output bounding boxes around the identified targets.

Fig. 2 depicts a general workflow example of a satellite image segmentation task based on the U-Net architecture.

B. Use Cases: AI Techniques for Satellite Image Segmentation and Classification

The first use case that we present is to detect ships and extract important features, e.g., position, width, length, heading and other relevant information, from very high resolution (VHR) optical satellite images by means of CNNs. The training dataset consists of about 200000 VHR images, with spatial resolution of approximately 1.5 m and dimension 768 by 768 pixels, acquired by the GeoEye, SPOT, Pleiades and Black Sky satellites. The inference, i.e., the testing of the CNN, is performed on new images acquired by the same sensors. A Mask R-CNN architecture is used, and Fig. 3-(a) shows an example result of the segmentation task: detected ships are surrounded by bounding boxes and highlighted with different colors.
Fig. 3. (a) Example result of the segmentation task on VHR images (first use case): detected ships are surrounded by bounding boxes and highlighted with different colors. (b) Example result of the segmentation task ran over a validation dataset of HR images (second use case): left-hand side images represent the ground-truth, i.e., ships are manually extracted, while the right-hand side images represents the output of the segmentation task.

The second use case is the segmentation of high resolution (HR) images, with spatial resolution of about 10 m. A real dataset of HR images for training and testing is not available. However, a synthetic dataset is obtained by degrading 10000 VHR images acquired by SPOT satellite, by means of appropriate
Fig. 4. Stern and bow classification for detected ships in clipped satellite images acquired by S-2.

computer vision techniques, such as the pyramid representation [8], in which an image is subject to repeated smoothing and subsampling. The type of architecture employed in this case is the U-Net, and Fig. 3(b) represents an example result of the segmentation task ran over a validation dataset of HR images. In particular, the left-hand side images of Fig. 3(b) represent the ground-truth, i.e., ships are manually extracted, while the right-hand side images represents the output of the segmentation task.

The third use case is related to the classification between ship stern and bow by means of a ResNet34 [9] architecture. The training dataset is composed of satellite images acquired by Sentinel-2 (S-2), from which detected ships are clipped, manually divided into stern and bow, and labelled. Fig. 4 represents the results of the classification.

In order to have a more complete view of the maritime situational picture, DNNs can be also conceived to discriminate among different types of vessels, by exploiting the heterogeneous information contained in historical Sat-AIS messages. In particular, the information provided by historical Sat-AIS data, e.g., ship width, length, and type, can be used to train neural networks to classify vessels into 14 categories derived by the AIS ship type, i.e., anti pollution-law, medical-non-conflict, cargo, dredging-military-sailboat, fishing, high speed craft, other-unknown-reserved, passenger, pilot boat, pleasure, search and rescue, tanker, tug-towing, wing in ground-effect. The neural network architecture used to perform this classification task consists of 2 hidden layers, the first with 200 neurons and the second with 100 neurons, and of an output layer of 14 neurons, with each neuron providing the probability of belonging to the
respective category. During the inference phase, the neural network utilizes the information, e.g., length, width and area, provided by a segmentation task on VHR or HR satellite images, to categorize each of the detected vessels into one of the 14 classes.

III. EXTRACTING KNOWLEDGE FROM SAT-AIS DATA

Sat-AIS is a revolutionary technology to obtain a comprehensive and global picture of maritime traffic, including that of areas far from ports and shore. AIS messages can be collected by low Earth orbit satellite systems and provide a global capability for maritime traffic monitoring using constellations of satellites and a network of globally distributed ground-based stations. This offers several benefits, including enhanced monitoring of fine-scale vessel behavior and traffic patterns, improved ability to identify potential threats, and more cost-effective use of assets. The global coverage enabled by space-based technology is a key feature that led Sat-AIS to become the major source, by volume and coverage, of maritime traffic information for global-scale monitoring. Nowadays, AIS data has been of increasing value, not only for ships themselves, but especially for coast guards, naval forces, and other marine operational authorities that can exploit such data to improve MS.

The availability of global datasets provided by Sat-AIS technology opens up new ways to extract valuable knowledge for MS. However, with the increase of the available Sat-AIS data to massive scales, computational strategies must cope with challenges typically faced when collecting, storing, querying, and processing globally distributed datasets of considerable size. Vast amounts of data tend to overwhelm human operators and call for approaches with a high degree of automation. Furthermore, standard algorithms are proving to be unable to deal with the non-idealities (e.g., erroneous, incomplete, intermittent, or counterfeit information) of such datasets. As an example, in contrast with traditional positional measurements, Sat-AIS messages are irregularly-sampled, with an update interval usually dependent on the specific vessel’s kinematic behaviour. Moreover, ships can enter and exit the receivers’ network coverage; or, worse, intentionally disable Sat-AIS transmitters. All this can lead to surveillance gaps that range from several minutes to many hours. From this perspective, the success of future surveillance systems using maritime data will increasingly require to combine statistical, big data analytics, and AI techniques in order to handle all the aforementioned challenges introduced by AIS datasets.

A. AIS-based Maritime Traffic Knowledge Discovery

One of the biggest challenges to improve MS is capitalising on the increasingly available stream of AIS data by turning this information into actionable knowledge of the maritime situational picture at global scale. In recent years, a significant body of research has been dedicated to the development of new methodologies in support of MS that aim at learning, from historical AIS data, motion patterns of ships, i.e., recurrent sea routes and statistical analytics about the dynamics, density and types of vessels
that, if well-characterised, can be beneficial for different MS applications such as anomaly detection, knowledge-based tracking, classification, and long-term prediction of vessels.

Knowledge discovery of maritime traffic patterns from AIS data can be broadly classified \[10\], \[11\] into statistics-grid-, and vector-based methods. In addition, machine learning tools have been recently explored to encode AIS historical (training) data for vessel trajectory prediction \[12\]–\[14\]. Common statistics-based techniques \[15\], \[16\] focus on analysing the available data in order to provide a visual representation and quantitative modelling of the fundamental statistical analytics. Grid-based methods \[17\]–\[19\] divide the area of interest into a spatial grid of indexed cells, each dealing with the static and dynamic properties of those vessels that passed through the specific element of the grid. This presents the benefit of reducing the overall scale of the information extraction process, as well as the storage
for fast query/search operations. On the other hand, vector-based methods use a vectorial representation of maritime traffic, as sea routes are considered as a set of links connecting waypoints. This allows for high compactness of the waypoints and traffic routes representation at a global scale. A vector-based approach based on point clustering is the traffic route extraction for anomaly detection (TREAD) algorithm developed in [20]. TREAD generates a set of historical patterns of life represented by waypoint and route features, where waypoints are defined as stationary objects like ports and offshore platforms or entry/exit points.

Successful advancements on vector-based knowledge discovery [21], [22] have recently led to the development of an unsupervised graph-based methodology to identify the spatiotemporal dynamics of ship routes, and efficiently extract a compact representation of global maritime patterns from large volumes of historical AIS data, in the form of a maritime traffic graph (MTG). This method builds on recent advances in long-term vessel motion modeling [23], [24] whereby the dynamics of ships can be effectively described by a piecewise Ornstein-Uhlenbeck (OU) mean-reverting stochastic process. This approach, extensively validated against real-world datasets [23], [25], relies on model parameters that change only at waypoints (places where ships regularly stop or change their velocity). The OU model makes it possible to statistically represent with increased accuracy the dynamics of maritime traffic, associate sparse (in space and time) measurements to tracks, and hence synthesize historical ship trajectories into a sequence of waypoints connected together by a network of navigational legs (with non-maneuvering motion between waypoints). The MTG method works in an unsupervised way, is computationally efficient, and can deal with big data processing models and paradigms. The effectiveness of the proposed methodology has been successfully demonstrated on real-world extensive AIS datasets collected in the Iberian Coast and English Channel areas [21], as well as during the validation phase in four operational trials of the EU-H2020 project for maritime integrated surveillance awareness (MARISA) [22]. Starting from raw AIS streams, the MTG model can be automatically extracted based on the following key data processing steps as also shown in Fig. 6:

1) Detection of navigational waypoints: Based on the OU dynamic model for accurate long-term ship prediction, statistical procedures for change detection [21], [26] can be applied to identify specific geospatial waypoints where the mean long-term velocity parameter of the underlying OU process tends to change. The detected waypoints represent: i) ports, where a ship’s speed is null either before (leaving the port) or after the change (entering the port); ii) navigational waypoints, where the direction of the ship changes (while the speed is possibly constant); iii) entry, exit, and entry/exit points, i.e. virtual boundary regions of the area of interest that summarise the entering and exiting traffic. In Fig. 6 (top-right map) a total of 162662 waypoints are identified during this step.

2) Clustering of navigational waypoints: Based on the assumption that most maritime traffic is inherently regular, change points are expected to be concentrated around specific geospatial regions. To find these significant waypoint areas, standard density-based clustering techniques (such as density-
Fig. 6. General workflow for the extraction of a MTG model. Tracks initially extracted from historical AIS data are used as input (top-left map: 19009 AIS tracks). In the first step, waypoints for each AIS track are identified by a statistical procedure for change detection based on the OU dynamic model (top-right map: 162662 detected waypoints). In the second step, the identified waypoints are then clustered to identify specific geospatial regions where waypoints are concentrated (bottom-right map: 2286 clusters with each cluster identified by a color). During the final step pruning and merging techniques can be used to encode ships’ patterns in a lower-dimensional graph representation (bottom-left map: 99 nodes and 401 edges).

Based spatial clustering of applications with noise (DBSCAN) [27]) can be used in order to group together multiple change points into a lower number of distinct waypoint clusters. Intuitively, a clustering algorithm will look for regions where navigational change points are very close in the feature space and will identify outliers as points lying in low-density regions. In Fig. 6 (bottom-right map) a total of 2286 clusters are found during this step (each cluster is identified by a color).

3) Merging and pruning procedures: When clustering algorithms are applied to large-scale real-world datasets involving a huge number of data points, the output generated by such unsupervised classification will usually need some post-processing. To this end, pruning and merging techniques can be used to progressively improve and simplify the overall MTG by reducing the number of graph entities (i.e., nodes and edges), and thus implicitly encode knowledge about ships’ patterns using a lower-dimensional representation. The number of graph edges can be reduced by eliminating those links characterized by low weights, these being least likely to represent recurrent patterns; and by merging closely-spaced edges (connecting waypoints in a cluster with waypoints in a different cluster) into one, as these are more efficiently represented by a single route. Fig. 6 (bottom-left image) represents the resulting MTG which
consists of 99 nodes and 401 edges.

As a result, the structure of maritime traffic in the area of interest during a reference time interval can be represented, using graph formalism, by a directed graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ where $\mathcal{N} = \{1, 2, ..., N\}$ is the set of nodes, and $\mathcal{E} \subseteq \mathcal{N} \times \mathcal{N}$ is the set of edges. In particular, it is supposed that $(i, j)$ belongs to $\mathcal{E}$ if and only if there are ship tracks with two consecutive waypoints $i$ and $j$, where node $i$ is the predecessor of node $j$. In this way, the adjacency matrix of the graph $\mathcal{A}$ can be directly constructed from the raw ship tracks data (i.e., time-ordered lists of AIS messages) by simply identifying the transitions (and associated direction) of ships from a generic pair of nodes. We naturally assume that $(i, i) \notin \mathcal{E}$ for any $i \in \mathcal{N}$, so that diagonal elements of $\mathcal{A}$ are set to zero, i.e. $\mathcal{G}$ is a directed simple graph with no self-loops. A graph of order (i.e., number of nodes) $|\mathcal{N}| = N$ and size (i.e., number of edges) $|\mathcal{E}| = L$ is denoted as $\mathcal{G}(N, L)$. In conclusion, the extracted waypoints – nodes and edges of the MTG – can be represented as vector features with different attributes directly extrapolated from the available AIS messages or computed during the graph extraction phase. The attributes of each graph entity will include aggregate georeferenced data and statistical analytics about the identified maritime patterns. The resulting geospatial information layer, that can be directly used for efficient mapping, query and search operations, serves as a baseline reference of maritime traffic for different MS applications.

B. Maritime Anomaly Detection

Contextual information about historical maritime traffic extracted through knowledge discovery methods discussed in Section III-A can be highly beneficial as prior information on the nominal dynamic behaviour of vessels to determine when anomalous activities are happening. Common threats in the maritime domain include drug smuggling, piracy and terrorism, illegal immigration, marine pollution, prohibited imports/exports, or illegal, unreported and unregulated (IUU) fishing. Recently, anomaly detection strategies have been explored and applied in maritime traffic monitoring [18], [28]–[32] in order to detect unexpected ship stops or unexpected changes in course, i.e. any vessel’s anomalous deviation from the standard route that might be related to an activity that requires closer attention. Most research on maritime anomaly detection [18], [28]–[30] relies on two steps: i) knowledge discovery of maritime traffic patterns from historical data, and ii) anomaly detection via unsupervised learning.

More recently, an innovative statistical framework [31], [32] that combines the available context data with a parametric model of the vessel’s kinematic behaviour has received special attention. Unlike other works [18], [28]–[30], here the formulation of maritime anomaly detection is based on the OU dynamic model [23]. While it is useful that the OU model represents targets’ motion in terms of speed and direction, its key strength is its greatly reduced prediction uncertainties: deviations from prediction are less easily explained as random noise than they would be if other models were used. This line of research has focused on the development of anomaly detection strategies that provide the ability to reveal vessel deviations from standard navigational routes as well as dark deviations in the presence of
possibly intentional surveillance gaps (due to AIS disabements or limited sensor coverage). Using the OU model to represent the vessel dynamics and contextual information to define the nominal behaviour at sea, the anomaly detector in [31], [32] runs a hypothesis testing procedure – the generalized likelihood ratio test – to make decisions on the existence of anomalous deviations within a given time window relying upon the available measurements (e.g. AIS, radar, SAR). This method, successfully applied to a real-world rendezvous detection scenario in [32], can integrate measurements from multiple sources and handle different levels of data unavailability. The use of multiple heterogeneous measurements associated with the vessel under track, e.g., AIS messages combined with non-cooperative contacts from coastal surveillance radar networks or satellite networks, can lead to a significant improvement of detection performance. From the end-user perspective, this method enables operators to establish the detection false alarm rate, which is a well-known issue for maritime command and control systems. Moreover, such an automatic detector enables quick reaction of human operators to anomalies at sea with much improved chances of a productive operation for surveillance and intercept units.

Further advances led to the design of a probabilistic joint anomaly detection and tracking methodology [33], [34] for sequential detection of maritime anomalous deviations and simultaneous vessel tracking where new contacts are periodically available based on surveillance coverage and reporting frequencies. This is motivated by the fact that maritime anomaly detection would ideally be performed in real-time, as new observations become available. This method allows for a mathematical definition of nominal vessel behaviour based on the combination of the OU dynamic model and context information extracted from historical data. The key idea behind this approach is to represent any anomalous deviation as a switching unknown control input that goes into action by modifying the nominal object dynamics, i.e., the OU mean velocity parameter. As a result, anomaly detection and target tracking can be recast as a special Bayesian state estimation problem for which recent advances on hybrid Bernoulli filtering [35] can be used. This Bayesian framework has been extended in [34] where an adaptive version, based on the multiple-model approach [36], of the single-model joint anomaly detection and tracking filter has been derived to handle unknown parameters in the underlying vessel dynamics.

IV. BAYESIAN INFORMATION FUSION AND MTT FOR MS

The main purpose of a multisensor MTT algorithm is to sequentially determine the number of ships in the MS area and estimate their states, e.g., position, velocity, course, and heading, by exploiting measurements from multiple heterogeneous sensors. The measurements are noisy observations of the kinematics, dimensions, shapes, or other features of the targets that can also be output of a classifier. The MTT problem thus consists of a detection step and an estimation step; mathematically, these can be formalized as follows. We denote with \( \mathbf{x}_n = [\mathbf{x}_{n,1}^T \cdots \mathbf{x}_{n,K_n}^T]^T \) the unknown states of \( K_n \) targets at time \( n \), with \( \mathbf{z}_{n}^{(s)} = [\mathbf{z}_{n,1}^{(s)} \cdots \mathbf{z}_{n,M_n}^{(s)}]^T \) the \( M_n \) measurements generated by sensor \( s \) at time \( n \) and with \( \mathbf{z} \) all the measurements from all sensors up to time \( n \). Fig. [7] represents examples of measurements \( \mathbf{z}_{n,m}^{(s)} \).
Fig. 7. Example of measurements $z_{n,m}$ (sensor index $s$ is omitted for clarity) extracted from four detected ships in a MSP image acquired by S-2 satellite. In this example scenario, each measurement $z_{n,m}$ consists of the range $\rho_{n,m}$, the bearing $\theta_{n,m}$, length $l_{n,m}$ and the width $w_{n,m}$ of the detected ships.

that could be extracted from a MSP image acquired by a S-2 optical sensor by means of a segmentation and classification technique, as described in Section II-A. Based on the measurements $z$, the likelihood functions $f(z_{n,m}^{(s)}|x_{n,k})$ and the probability density functions (pdfs) $f(x_{n,k}|x_{n-1,k})$, e.g., the OU dynamic model, we wish to

1) (Detection step) estimate the number of targets $\hat{K}_n$;

2) (Estimation step) estimate the target states $\hat{x}_n = [\hat{x}_{n,1}, \ldots, \hat{x}_{n,\hat{K}_n}]$.

In a Bayesian formulation, the estimation step essentially amounts to calculating at each time $n$, the posterior pdfs $f(x_{n,k}|z)$ of the states $x_{n,k}$ given all the measurements up to current time $z$. MTT methods have to cope with various challenges, for example, the heterogeneity of the different information sources [37]–[39], and the measurement-origin uncertainty (MOU), i.e., the fact that it is unknown which target (if any) generated which measurement. Existing MTT algorithms can be broadly classified as “vector-type” algorithms, such as the joint probabilistic data association (JPDA) filter [36] and the multiple hypothesis tracker (MHT) [40], [41], and “set-type” algorithms, such as the (cardinalized) probability hypothesis density filter [42]–[45] and multi-Bernoulli filters [42], [46]. Vector-type algorithms represent the multitarget states and measurements by random vectors, whereas set-type algorithms represent them by random finite sets. Algorithms of both types have been developed and evaluated [47], [48]. Several limitations have been noted. First, the fusion of heterogeneous information sources is not straightforward. Second, they do not adapt to time-varying model parameters. And third, their complexity usually does not scale well in relevant system parameters, e.g., the number of sensors.

A. SPA-based Multisensor MTT Algorithm

An emerging approach to MTT and information fusion – one with flexibility, low complexity and useful scalability – is based on a factor graph and the sum-product algorithm (SPA) [38], [39], [49]. First, a
factor graph representing the statistical model of the MTT problem is derived; then, the SPA is used to obtain a principled and intuitive approximation of the Bayesian inference needed for targets detection and estimation. A major advantage of the SPA is its ability to exploit conditional independence properties of random variables for a drastic reduction of complexity; thereby, SPA-based MTT algorithms can achieve an attractive performance-complexity compromise (see [39] and references therein), making them suitable for large-scale tracking scenarios involving a large number of targets, sensors, and measurements, and allowing their use on resource-limited devices. The SPA’s versatility and intuitiveness has enabled the establishment of a suite of Bayesian multisensor MTT tracking and information fusion algorithms where, similar to a construction kit system, algorithm parts can be combined, extended, or adapted to achieve desired functionalities and properties. SPA-based MTT algorithms can be extended to fuse heterogeneous data, e.g., terrestrial radars, SAR, optical sensors, and AIS. They can incorporate different dynamic models such as nearly constant velocity (NCV) or OU. They can also be designed to infer time-varying model parameters, such as detection probabilities of radar sensors; and to select an index from a menu of multiple target motion models. The use of SPA-based MTT algorithm is promising due to the highly efficient solution of the MOU problem combined with sequential Monte Carlo techniques, and is potentially suitable for arbitrary non-linear and non-Gaussian problems. The SPA-based MTT algorithm estimates the number of targets $K_n$ and their state at each time $n$ by efficiently solving the MOU problem and calculating the beliefs $\tilde{f}(x_{n,k})$, which approximates the marginal posterior pdfs $f(x_{n,k}|z)$, by employing an iterative version of the SPA on a suitably devised factor graph [38], [39].

The SPA approach is illustrated in Fig. 8 via a simple 2-target example with two measurements and a single sensor. It is structured into four sections that refer to various beliefs and/or operations within the SPA-based MTT algorithm. The previous belief for target $k \in \{1, 2\}$ approximates the marginal posterior pdf of the previous state $x_{k,n-1}$, i.e., $f(x_{k,n-1}|z^-)$, which is represented by the factor node “$f_k^{-}$” in
Fig. 8 and where $z^-$ denotes all the measurements up to time $n - 1$. In the prediction step, the previous belief is converted into the predicted belief, which approximates the pdf $f(x_{n,k}|z^-)$. The prediction is performed by utilizing an appropriate dynamic model $f(x_{n,k}|x_{n-1,k})$, which is represented by the factor node “$f_k$”. When the time interval between two consecutive time steps is large, e.g., in the order of hours, as for the case of two consecutive SAR images, the OU dynamic model can be used to reduce the prediction uncertainty. In the measurement update and data association step, the measurements $z_{n,1}^{(1)}$ and $z_{n,2}^{(1)}$ are used to evaluate the likelihoods $f(z_{n,m}^{(1)}|x_{n,k})$ and solve the MOU problem as described in [39]. This results in the current belief, which approximates the current marginal posterior pdf $f(x_{n,k}|z)$ at time step $n$. The current belief is centered around the current measurement and it is used for target detection and for state estimation at the current time step $n$. In addition to the factor graph, Fig. 8 also visualizes the previous, predicted, and current beliefs for the first and second target in the upper and lower three-dimensional plots, respectively. The arrows in the lefthand plots represent the trajectories of the targets. Because of the uncertainty of target-measurement association and the proximity of the two targets, the current beliefs are bimodal. The smaller of the two modes is centered roughly at the position of the respective other target.

1) Multiple Dynamic Models and Integration of Contextual Information: Many tracking scenarios, such as those involving maneuvering targets, require the use of different dynamic models in different time periods in order to better describe targets that maneuver, such as alternating between NCV and constant turn-rate motion models. Therefore, following an interacting multiple model approach [50, Ch. 11], the evolution of the state of a target can be modelled by means of a set of possible dynamic models. A dynamic model (DM) index $\ell_{n,k}$ is introduced for each target $k$ to select the most appropriate DM at time $n$ [51], [52]. The DM indices $\ell_{n,k}$ are modeled as discrete random variables that are independent across targets and evolve in time according to a Markov chain. Bayesian inference on the DM indices $\ell_{n,k}$ and the target states $x_{n,k}$ can be still be performed by running the SPA algorithm on a suitable devised factor graph.

Similarly, the multiple DM formalism can be used to improve the performance of an MTT algorithm by integrating geographic information about standard maritime routes, e.g., MTGs obtained by historical Sat-AIS data, as explained in Section III-A. In particular, each navigational leg of an MTG, i.e., an edge $(i, j)$ connecting waypoint $i$ to waypoint $j$, can be associated to a specific dynamic model characterized by a dominant direction, that is, from waypoint $i$ to waypoint $j$. Still, a discrete random variable $\ell_{n,k}$ can be introduced to select the DM, that is the maritime route, that the target is following at time $n$ [53]. The evolution of $\ell_{n,k}$ is again modeled by a Markov chain. This results in a multisensor MTT algorithm that automatically takes into account the knowledge of standard maritime routes.

2) Fusion of Sat-AIS information: The SPA-based MTT algorithm can also be extended to fuse information coming from a Sat-AIS system [53], [54]. The fusion of this information is often difficult due to the asynchronicity and sparsity of the Sat-AIS messages, and the non-trivial association between
Fig. 9. (Left images) Subsampled (5x times) quicklook SAR images acquired on 9 September 2018 at 04:37 (Left-Top) and on 10 September 2018 at 04:55 (Left-Bottom) by the COSMO-SkyMed constellation. (Right Images) Full resolution SAR images showing detected ships on 9 September 2018 at 04:37 (Top-Right) and on 10 September 2018 at 04:55 (Bottom-Right). (All the images are of ASI property and processed by E-GEOS.)

messages and targets. Indeed, although each Sat-AIS message usually includes a unique maritime mobile service identity (MMSI), this may be absent, or mistaken for a different MMSI, or observed for the first time, in which case no prior information is available on the target-message association. The SPA-based MTT method can be efficiently extended to fuse Sat-AIS messages and measurements obtained from SAR, optical images, or other sensors, and to identify (or label) each detected ship by means of the MMSI. The label associated to each target is modelled as a discrete random variable: marginal posterior pdfs of the targets states $x_{n,k}$ and of the labels can still be efficiently obtained by running the SPA algorithm on a factor graph derived by the underlying statistical formulation of the problem.

3) Classification-Aided SPA-based Multitarget Tracking: As explained in Section II-A, modern deep learning segmentation and classification techniques are able to provide, in addition to kinematic data, class information for detected ships in satellite images. This information assigns each ship to one category among a predefined finite set of categories, e.g., cargo, dredging-military-sailboat, fishing, high speed craft, other-unknown-reserved, passenger or pilot boat. The SPA-based MTT approach can be efficiently extended for the exploitation of imperfect class information. This class information allows, for instance, the use of class-dependent DMs or measurement models. As a consequence, the inclusion of class information greatly improves the performance of the SPA-based MTT algorithm [55], [56].
B. Use case scenario: SPA-based MTT to Fuse AIS Data and SAR Measurements

The use-case scenario described in the current section aims at demonstrating how SPA-based MTT methods can be efficiently used to fuse measurements (ship detections) extracted from SAR images, which do not provide any information regarding ship identities, and the information contained in the AIS messages, i.e., ship’s position and the MMSI identifier [53], [54]. The AIS messages and SAR measurements were collected from an area of the Mediterranean Sea, off the shore of Malta, in the period from 8 September 2018 at 16:30 till 12 September 2018 at 16:47. The SAR measurements are extracted from a sequence of SAR images acquired by the COSMO-SkyMed constellation, by means of AI segmentation techniques as described in Section II-A, and consist of estimated GPS coordinates of the detected targets, i.e., latitude and longitude. The time interval between two consecutive AIS messages is at least of 5 hours. Fig. 9 shows two examples of subsampled quicklook SAR images (left column) acquired by the COSMO-SkyMed constellation and two examples of full resolution SAR images (right column) showing detected ships. Due to the MOU problem, it is not known in advance whether a SAR measurement is originated from a target or is a false alarm, and, in the case it has been originated by a target, it is not known by which target.

The main purpose of this use case is therefore to fuse SAR measurements with AIS messages in order to track potential targets and also identify them by exploiting the MMSI identifiers. The SAR measurements and AIS messages used by the SPA-based MTT method are represented in Fig. 10-(a) by the red crosses and green triangles, respectively. The red dashed rectangle delimits a geographical area of little interest from a tracking point of view with a large number of docked ships. Therefore, the SAR measurements and AIS messages from ships within this red dashed rectangle are discarded.

The dynamic model used to describe ship motion in the SPA-based MTT algorithm is the OU model. Estimated positions of detected targets are calculated each time a SAR measurement is obtained, using all AIS messages gathered in the time interval between the current and the previous SAR measurements. Besides estimating the number of targets and their positions, the algorithm associates, when possible, an MMSI identifier to each of them. These MMSI identifiers are selected from a set consisting of all the MMSI identifiers so far observed. Fig. 10-(b) shows the output of the SPA-based MTT algorithm. One can observe that in the considered time period and area only a single target, identified by the algorithm as the vehicles carrier GAIA LEADER, is present. In particular, the red and blue lines show the real (derived by AIS messages) and estimated trajectories of the vehicles carrier GAIA LEADER. The SPA-based MTT algorithm is therefore able to provide fused trajectories of the targets using both SAR measurements and AIS messages and allows the identification of each estimated trajectory by associating it to the most likely MMSI identifier.
Fig. 10. (a) SAR (red crosses) and AIS (green triangles) measurements used by the SPA-based fusion algorithm obtained in the period from 8 September 2018 at 16:30 till 12 September 2018 at 16:47. The measurements inside the red dashed rectangle have not been considered. (b) Estimated and real (derived by AIS messages) trajectories for the vehicles carrier GAIA LEADER obtained using the SAR and AIS measurements.

V. CONCLUSIONS

The increasing availability of multiple space-based sensors providing detailed images of the ships at sea calls for the development of advanced image analysis techniques for target detection, segmentation and classification. In a companion paper [1], we introduced and discussed several satellite technologies for Maritime Surveillance (MS). In this paper, we reported the most recent deep-learning techniques and described their effectiveness in several use cases exploiting SAR, high-resolution (HR) and very high-resolution (VHR) images. We have presented Bayesian and allied statistical techniques to extract information (for example, common sea-lanes) from repositories of historical Sat-AIS data, and have shown how to track multiple targets using heterogeneous space-based and terrestrial sensors. Multitarget tracking (MTT) approaches based on the sum-product algorithm (SPA) have gained strong popularity thanks to their flexibility and scalability. A use case scenario that demonstrates the fusion of measurements extracted
from SAR images acquired near the shores of Malta island with AIS messages highlights the effectiveness of the SPA-based MTT methods in the context of MS using space-based sensors.
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