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Abstract

In this paper, we present the voice conversion (VC) systems developed at Nagoya University (NU) for the Voice Conversion Challenge 2020 (VCC2020). We aim to determine the effectiveness of two recent significant technologies in VC: sequence-to-sequence (seq2seq) models and autoregressive (AR) neural vocoders. Two respective systems were developed for the two tasks in the challenge: for task 1, we adopted the Voice Transformer Network, a Transformer-based seq2seq VC model, and extended it with synthetic parallel data to tackle nonparallel data; for task 2, we used the frame-based cyclic variational autoencoder (CycleVAE) to model the spectral features of a speech waveform and the AR WaveNet vocoder with additional fine-tuning. By comparing with the baseline systems, we confirmed that the seq2seq modeling can improve the conversion similarity and that the use of AR vocoders can improve the naturalness of the converted speech.

Index Terms: voice conversion, voice conversion challenge, sequence-to-sequence, neural vocoder, autoregressive modeling

1. Introduction

Voice conversion (VC) aims to convert speech in a source to that of a target without changing the linguistic content [1, 2]. The voice conversion challenge (VCC) aims to better understand advances in VC techniques. This year [3], two tasks were considered: the first task was intra-lingual semiparallel VC, where only a small subset of the training set was parallel, with the rest being nonparallel; the second task was cross-lingual VC, where the training set of the source speaker is different from that uttered by the target speaker in language and content, thus nonparallel in nature. In conversion, the source speaker’s voice in the source language is converted as if it was the target speaker’s voice.

In recent years, deep learning has been a game changer in many research fields, and VC is no exception. The theoretically unlimited expressive power of deep neural networks (DNNs) makes it possible to model various complex characteristics that are essential to the performance of VC systems, such as the high resolution nature of speech signals and the conversion of prosody and speaking rates. These characteristics have been addressed by two epoch-making technologies: sequence-to-sequence (seq2seq) models and neural vocoders.

First, as most VC studies have focused on frame-by-frame conversion models, i.e., the converted speech and the source speech are always of the same length, the modeling of speaking rate is largely restricted, and so are other prosody-related factors such as the F0 contour. Seq2seq models [4] are often equipped with an attention mechanism [5-6] to implicitly learn the alignment between the source and output sequences and generate outputs of various lengths and capture long-term dependences, are therefore suitable for converting prosody in VC. Since the suprasegmental characteristics of F0 and duration patterns well handled in seq2seq VC models are closely correlated with the speaker identity, it has been shown that seq2seq VC models can outperform conventional frame-wise VC systems, especially in terms of conversion similarity [7, 8].

On the other hand, neural-based speech generation models [9-22] have been proposed to directly model speech waveforms, to overcome the naturalness degradation caused by the loss of phase and temporal details from the oversimplified assumptions in conventional parametric-based vocoders [23-24]. Although autoregressive (AR) models [9-12] achieve marked high-fidelity speech generation, the AR mechanism greatly limits the generative speed or model complexity. That is, to achieve real-time generation, a compact AR model with specific prior knowledge [13, 14] is required. On the other hand, on the basis of the parallel computing advantage of convolution neural networks (CNNs), many non-AR models such as flow-based [15-17], source-filter-based [18], and GAN-based [19-22] models have been proposed. However, the naturalness of VC speech generated by these non-AR models has not been comprehensively evaluated and compared with AR models. Therefore, we provide more insight via the NU VC system in this paper.

Here, we describe our submission to the VCC2020. For task 1, we extended our previously proposed Transformer-based seq2seq VC framework, the Voice Transformer Network (VTN) [25-26], with synthetic parallel data, where we used text-to-speech (TTS) systems to generate synthetic data for parallel learning. For task 2, we used the frame-based cyclic variational autoencoder (CycleVAE) [27] framework to model the spectral features of the speech waveform and the AR WaveNet vocoder [9, 11] as the waveform generator with additional fine-tuning. We aim to answer the following research questions:

- In what aspects can seq2seq VC models outperform frame-based VC?
- How can VC systems benefit from AR neural vocoders over non-AR neural vocoders?

2. Task 1: VTN with synthetic parallel data

2.1. Motivation

Most seq2seq VC models are data-hungry, requiring over 1 h of data to generalize well. Although we previously proposed a TTS-based pretraining technique that can generalize seq2seq...
VC models to only 5 min of training data \cite{25, 26}, a major limitation of most existing seq2seq VC models, including ours, is that they can only achieve parallel VC, i.e., a requirement of a parallel corpus consisting of pairs of speech samples with identical linguistic contents uttered by both source and target speakers. The application of current seq2seq VC models to a semiparallel setting such as task 1 in VCC2020 is therefore not straightforward, since among the 70 utterances in total, only 20 are parallel and the remaining 50 are not. Inspired by \cite{28}, we utilized TTS models to generate synthetic parallel data for VTN training. Considering the corpus in task 1 being semiparallel, there are three types of speech to use:

1. **Natural speech**: the utterances in the corpus.
2. **Synthetic pseudo-parallel speech**: The synthetic target/source counterpart of the natural speech is generated by inputting the transcription of a source/target natural speech to a target/source TTS system.
3. **Synthetic external speech**: A synthetic pair of utterances with identical content is generated by inputting a set of external text to the source and target TTS systems.

As a result, there are four types of parallel data pairs available for training the VC model in total:

1. \(<\text{source natural}, \text{target natural}>\)
2. \(<\text{source synthetic pseudo-parallel}, \text{target natural}>\)
3. \(<\text{source natural}, \text{target synthetic pseudo-parallel}>\)
4. \(<\text{source synthetic external}, \text{target synthetic external}>\)

### 2.2. System Overview

In this section, we describe the training and conversion procedure in detail. Figure 1 illustrates the training procedure of our task 1 system.

#### 2.2.1. TTS training

To generate a synthetic speech, TTS systems for the source and target speakers need to be trained first. We adopted a seq2seq-based TTS model considering the success of seq2seq models in the field of TTS. However, the size of the training set of each target speaker in VCC2020 is too limited to train seq2seq TTS models from scratch. In light of this, we employed a pretraining–finetuning scheme that first pretrained and then trained on the limited source or target speaker dataset. This allowed us to successfully train on even 5 min of data.

#### 2.2.2. Pseudo-parallel data generation

For the source/target natural utterances in the corpus, we can generate the target/source counterpart to form a \(<\text{natural, synthetic}>\) data pair. For instance, by simply passing the transcription of a source utterance to the target TTS system mentioned in Section 2.2.1, the output will be of the identity of the target speaker but with the same content as that of the source utterance. This utterance can therefore be used together with the source natural utterance to form a parallel data pair.

#### 2.2.3. Synthetic external data generation

Even with pseudo-parallel data, the total number of valid parallel data pairs is still only 120. For data augmentation, we used an external set of text data as input and generated synthetic voices using the source and target TTS systems. Since we pass the same contents, this set of synthetic external data is parallel in nature and can be used to train the seq2seq VC model. In our initial experiments, we found that including such data can improve the intelligibility of the converted speech.

#### 2.2.4. VC model training and conversion process

Using the four types of parallel data pairs described in Section 2.1, we can extract acoustic features from them as inputs and outputs to train the seq2seq VC model in a parallel manner as usual. In the conversion phase, given a source speech utterance, we first extract the acoustic feature and pass it to the seq2seq VC model to obtain the converted acoustic features. A neural vocoder is then used to synthesize the final converted waveform.

### 2.3. Implementation

The seq2seq VC model was of the same architecture as described in \cite{26}, and we used the official implementation\footnote{https://github.com/espnet/espnet/tree/master/egs/arctic/vc1}. For TTS model training, we directly used the recipes provided in the open-source implementation of the VCC2020 seq2seq baseline\footnote{https://github.com/espnet/espnet/tree/master/egs/vcc20}. The external text that we used was from the CMU ARC-TIC dataset\footnote{https://github.com/espnet/espnet/tree/master/egs/arctic/vc1} which contained 1132 utterances. For the neural vocoder, we used the non-AR, faster than real-time Parallel WaveGAN (PWG)\footnote{https://github.com/espnet/espnet/tree/master/egs/vcc20}, and we directly used the pretrained models from the VCC2020 seq2seq baseline.

---

*Figure 1: Overview of the training procedure of task 1 system. The speech utterances generated by a TTS system are shown in grey.*
3. Task 2: CycleVAE and WaveNet vocoder

In this section, we describe the NU system for Task 2 using the CycleVAE-based [27] spectral model and WaveNet-based [11] vocoder. Compared with that in the official baseline systems [30], which also utilizes the CycleVAE-based spectral model, we used the AR neural vocoder, i.e., WaveNet, instead of a non-AR neural vocoder, i.e., PWG. Furthermore, we also used more variations of speech data to support the development of the WaveNet vocoder for producing high-quality synthetic speech. Therefore, compared with the CycleVAE baseline system T16 [30], the differences are as follows: (1) the use of more speech data for training CycleVAE and neural vocoder models, and (2) the use of an AR-based neural vocoder instead of a non-AR one.

3.1. CycleVAE-based spectral model

CycleVAE [27] is a frame-based nonparallel spectral modeling framework based on the variational autoencoder (VAE) [31] and a cycle-consistent approach that recycles converted spectra for generating cyclic-reconstructed spectra that can be utilized in the optimization. This technique has been found to be very effective, compared with only using reconstructed spectra in the optimization [32], to improve both the latent space condition, i.e., to be more speaker-independent, and the accuracy of the converted spectra. In this work, we follow the CycleVAE architecture described in [27], where the differences are the use of a standard Laplacian prior, the use of only two cycles, and the use of a unified encoder–decoder for many-to-many VC.

3.2. WaveNet vocoder

The WaveNet vocoder [9, 10] is an AR neural vocoder that can produce synthetic speech waveforms with natural quality. It consists of a stack of dilated convolutional blocks to effectively capture the receptive field of waveform samples. In this work, we follow the architecture of the shallow WaveNet vocoder using softmax output as in [11], with an extension of the fine-tuning procedure to reduce the mismatches [33] between naturally extracted spectra and converted spectra generated from a VC model, such as from CycleVAE.

3.3. Training and conversion process

The development procedure for the CycleVAE and WaveNet vocoder in task 2 is shown in Fig. 2. We used additional speech data of 24 speakers from the VCTK [34] corpus, 12 males and 12 females, each with 315 utterances, to accompany the VCC 2020 dataset. To train the CycleVAE-based spectral model, we also performed data augmentation using waveform similarity and overlap add (WSOLA)-based F0 transformation [35] to produce modified speech waveforms from the speech waveforms available from the VCC 2020 dataset. Specifically, for each of the 10 target speakers, F0 ratios with respect to each of the four source speakers were used to generate modified speech waveforms producing 40 additional speakers.

On the other hand, in the training of the WaveNet vocoder, we carried out a four steps training/fine-tuning procedure to reduce the mismatches between natural and converted spectra. In the first step, we used natural speech features of the 38 speakers from VCTK and VCC 2020 datasets to train a natural multi-speaker model. In the second step, we retrained the first model using speech features containing reconstructed spectra obtained from the CycleVAE model, i.e., from the 38 speakers. In the third step, we fine-tuned the second model using the generated speech features of only 14 speakers from the VCC 2020 dataset.

Finally, we carried out the last fine-tuning using the generated features of only the target speakers to produce speaker-dependent WaveNet vocoders.

The above second training phase was performed in ~5.5 days with NVIDIA Titan V with the number of optimization steps similar to that in the first training. The third and fourth phases were performed until the overfit condition was reached for the development set, which contained 10 utterances of the total 70 utterances for each speaker in the VCC 2020 dataset.

As the speech features, instead of the mel-spectrogram, we used WORLD-based [29] features for both CycleVAE and WaveNet containing unvoiced/voiced (U/V) decisions, continuous log fundamental frequency (log-F0) values, aperiodicity parameters, and 49-dimensional mel-cepstrum [50] parameters including 0-th power extracted from the WORLD-based spectral envelope. CycleVAE models only the estimation of mel-cepstrum parameters. In the conversion phase, we simply generated the converted spectra using the speaker code (one-hot vector) of the desired target speaker and the latent features of the source speaker as in [27]. Then, linear transformation of log-F0 values of the source speaker was performed to convert the pitch of the source to that of the target. Finally, to generate the converted speech waveform, we fed the converted speech features containing input UV decisions, converted F0, input aperiodicity, and converted spectra to the WaveNet vocoder.

4. Evaluation Results

The VCC2020 organizing committee conducted a large-scale subjective test on all submitted systems for both tasks 1 and 2. The evaluations included naturalness and similarity tests. We first describe the evaluation protocols. Then, we compare the performance of our entry with a subset of the participating systems, as briefly described in Table 1. The results are shown in Figure 3.

4.1. Evaluation protocol

In the naturalness test, a five-point mean opinion score (MOS) test was adopted, where listeners were instructed to rate the naturalness of each speech clip from 1 to 5. The similarity test, listeners were presented a converted utterance and a ground truth target utterance, and they were asked to determine whether the two utterances were spoken by the same person on a four-point scale. Figure 4 shows the overall results.

[4] Although the official listening report contained results from Japanese and English listeners, we only report results of English lis-
Table 1: Subset of systems that participated in VCC2020.

| Team ID | Description | Conversion Model | Vocoder | AR |
|---------|-------------|------------------|---------|----|
| T10     | VCC2020 top system | PPG → seq2seq → mel filterbanks | WaveNet | ✓ |
| T11     | [37] Baseline | PPG → LSTM → STRAIGHT features | WaveNet | ✓ |
| T16     | [27, 30] Baseline | WORLD features → CycleVAE → WORLD features | PWG | ✗ |
| T22     | [38] Baseline | Mel filterbanks → seq2seq ASR → text → seq2seq TTS → mel filterbanks | PWG | ✗ |
| T23 task 1 | NU system | mel filterbanks → seq2seq → mel filterbanks | PWG | ✗ |
| T23 task 2 | NU system | WORLD features → CycleVAE → WORLD features | WaveNet | ✓ |

4.2. Task 1 results

Figure 3(a) shows the scatter plot of the naturalness and similarity results of task 1. First, our system showed better results than the average of all submitted systems in terms of both naturalness and similarity. Compared with the T16 baseline, which also used the non-AR PWG, our system was superior in terms of both naturalness and similarity. As T16 used a frame-based method (Cycle-V AE), this result demonstrates the effectiveness of seq2seq modeling. Next, without using the AR WaveNet vocoder as T16 did, our system still performed better in terms of similarity, again showing the power of seq2seq models when it comes to modeling speaker identity. Finally, our system could not outperform the last baseline, T22, which also used PWG and seq2seq conversion models. This suggests that parallel acoustic feature mapping may not be the best approach when it comes to seq2seq VC modeling, although an integrated model should theoretically outperform a cascade model such as T22. Analysis on this result will be an important future work.

4.3. Task 2 results

The result of task 2 is shown in Figure 3(b). It can be observed that our system could yield significant naturalness improvements compared with the T16 baseline, which used CycleVAE-based spectral modeling but with a non-AR neural vocoder, i.e., Parallel WaveGAN. Even though the condition of CycleVAE training was not exactly the same, where our system used more data than the T16 baseline, the quality of speech waveforms is heavily affected by the use of the neural vocoder. This was also observed in our internal assessment, where we found that the quality of our system and that of the T16 baseline when using a conventional vocoder, such as WORLD, was similar. Thus, further improvements of feature mapping accuracy, to improve not only naturalness but also speaker similarity, can be achieved by using more constraints for speaker-independent space, such as PPG-based VC, where all of the best systems in VCC 2020 used this approach, as well as baseline T11 and the winner T10.

5. Conclusions

In this paper, we described the NU VC systems for the VCC2020. The task 1 system was based on VTN, a seq2seq VC model, with the help of synthetic parallel data generated with a TTS system. The task 2 system combined CycleVAE, a frame-based spectral mapping model, with WaveNet, an AR neural vocoder. By comparing with the baseline systems, we confirmed that seq2seq modeling and AR neural vocoders can improve conversion similarity and naturalness of the converted speech, respectively. For future work, we will investigate various aspects of the synthetic parallel data method, such as how the choice, size, and quality of the synthetic data affect the conversion performance. Also, the combination of seq2seq VC models and AR vocoders would be another promising direction.
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