Wireless Network Sensing of Urban Surface Water Environment Based on Clustering Algorithm
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1. Introduction

With the development of wireless sensing technology, especially the improvement of wireless sensing image processing level, wireless sensing is increasingly widely used in various social fields. In terms of urban planning, wireless sensing can realize dynamic monitoring of land use, supervision and control of air quality, urban ecological environment planning and construction, etc. [1]. Urban surface is a subsystem of urban ecosystem. As an important part of urban ecosystem, it plays an important role in improving urban ecological environment quality and improving residents’ living standards [2]. In recent years, many cities at home and abroad have applied wireless sensing technology to surface information extraction to dynamically master the coverage area, optimize the spatial structure of green space, improve the potential of sustainable development of the city, and realize the overall planning [3]. Compared with the traditional way, the extraction of green space information by aerial wireless sensing image has the advantages of wide field of view, strong macroscopic view, clear and realistic image, large amount of information, short repetition cycle, and convenient data collection. It is very economical in terms of manpower, material resources, and financial resources and has a short time and high efficiency. Wireless sensing is a comprehensive earth detection technology developed in the century [4]. That is, collect information about an object without directly touching it. It usually refers to the acquisition of various ground object information from the air or space by some kind of sensor and the extraction and analysis of this information, so as to measure and judge the nature or characteristics of the ground object. With the development of space technology, optical technology, sensor technology, computer technology, and modern communication technology, wireless sensing technology has made great
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progress [5]. Since the rise of the century, the development of wireless sensing technology is increasingly rapid, on the basis of aerial photogrammetry, with the rapid development of modern science and technology such as space technology and electronic computer, as well as the needs of the development of geoscience, biology, and other disciplines; as an emerging technical discipline gradually developed, it has formed a relatively complete basic theoretical system and a series of technical support [6]. As a means of information acquisition, wireless sensing technology has penetrated into various fields of the national economy, such as agriculture, forestry, geology, meteorology, oceanography, environment, urban planning and land management, and other professional fields and departments [7]. Zhao et al. proposed the main methods of urban wireless sensing summarized as postclassification comparison method, multitemporal complex method, image difference ratio method, vegetation index method, principal component analysis, and transformation vector analysis [8]. Song et al. proposed a new urban land use classification method, which determines urban building density based on image texture to determine land use type. They used panchromatic spectral images to conduct experiments in Athens, Greece, which is higher than the traditional maximum likelihood method. This method can be used for urban wireless sensing monitoring such as urban land use change, urban expansion, and illegal building monitoring [9]. Awad et al. adopted the difference method, used spatial texture information and set certain constraints to eliminate the change information of agricultural land, and accurately extracted the annual urban expansion area [10]. Based on the current research, MFCM algorithm only considers the fixed neighborhood of each pixel to improve the robustness of the algorithm [11]. Most of the mature monitoring system instruments are imported. The imported instruments have high precision and many measuring indexes, but they are expensive and cumbersome to operate. The wireless frequency domain used in China needs to be specially applied to the radio department. There are also some independent research and development monitoring systems, but compared with foreign countries, there are still some problems, such as the number of monitoring stations and limited scope. In particular, in the wireless sensor network, the application of wireless sensor network technology is less. Real-world objects, however, are irregular neighborhood areas. On the basis of the current research, this paper proposes a regional FCM clustering method combined with water index, which calculates the normalized water index (NDWI) through the fusion of multispectral wireless sensing images. Combined with normalized water index, fuzzy clustering results were obtained by RFCM algorithm proposed in this paper. The optimal threshold was selected to defuzzify the fuzzy clustering results, and finally, the extraction results of urban surface water were obtained. The accuracy of the proposed algorithm was compared with that of the traditional surface water extraction algorithm. The experimental results showed that the size of different neighborhood regions affected the water extraction accuracy. In W city, the kappa coefficient of MFCM16 was 0.411% higher than that of MFCM8, and the overall classification accuracy of MFCM16 was 1.33% higher than that of MFCM. In G city area, the kappa coefficient of MFCM16 was 1.81% higher than that of MFCM8, and the overall classification accuracy of MFCM16 was 1.7% higher than that of MFCM. Comparing the RFCM algorithm with other algorithms, the RFCM algorithm obtained the best experimental results, to reduce the “salt-and-pepper phenomenon” effect [12]. The innovation of sensor technology and communication technology makes wireless sensor network technology more perfect, which is often used in environmental monitoring. Using wireless sensor network to monitor water quality and obtain water quality data for storage and remote transmission can well solve the shortcomings of traditional monitoring methods and achieve real-time, low-cost, and long-term measurement of the environment.

2. Methods

2.1. Wireless Sensing Data Preprocessing. Two-scene gF-2 domestic high-resolution wireless sensing images (Guangzhou and Wuhan) were used to extract urban surface water. (1) Firstly, radiometric calibration and atmospheric correction are performed on the multispectral data and panchromatic data, and then, a 1 m resolution multispectral wireless sensing image is obtained by using NND (Nearest Neighbor Diffusion) image fusion algorithm. (2) Use morphological shadow index to remove building shadow. (3) Normalized water index (NDWI) was obtained by using fusion multispectral wireless sensing images. (4) Combined with normalized water index, fuzzy clustering results were obtained by using the RFCM algorithm proposed in this paper. (5) Select the optimal threshold to defuzzify the fuzzy clustering results, and finally, obtain the extraction results of urban surface water. (6) Artificial vectorized real surface water data is used to verify the effectiveness of the algorithm, and the accuracy of the algorithm is compared with that of the traditional surface water extraction algorithm [13].

2.2. Water Index. Water index method is a combination of single-band threshold method and multiband spectral logic operation, so as to improve the difference between water body and other ground objects and effectively suppress the influence of background noise (shadow, black impervious surface, ice and snow, etc.). Water index method is to use the water body in visible light reflectance which is generally low, less than 10%, generally 4%-5%, and gradually decreases with the increase of wavelength, but in the near-infrared band, water body almost shows full absorption. In order to enhance the difference between water body and other ground objects, the ratio calculation of visible band and near-infrared band is carried out or different weights are given to the band based on the above principle. At present, the mainstream water index includes normalized water index (NDWI), improved normalized water index (MNNDWI), enhanced water index (EWI), and automated water extraction index (AWEI). However, gF-2 domestic high-resolution wireless sensing image has only one panchromatic band, which consists of four multispectral bands, namely, red, green, blue, and near middle red, without middle infrared band and thermal infrared band. Therefore,
normalized water index (NDWI) is adopted in this paper. The specific calculation is shown in Formula (1). This water index has a good suppression effect on background noise [14].

\[
\text{NDWI} = \frac{\rho_{\text{Green}} - \rho_{\text{NIR}}}{\rho_{\text{Green}} + \rho_{\text{NIR}}},
\]

where \(\rho_{\text{Green}}\) is the surface reflectance of green band and \(\rho_{\text{NIR}}\) is the surface reflectance of near-infrared band.

2.3. Regional FCM Clustering Algorithm

2.3.1. Principle of Regional FCM Clustering Algorithm. RFCM (regional fuzzy C-means) clustering algorithm is derived from traditional FCM algorithm and improved FCM algorithm. The traditional FCM algorithm only considers the information of the pixel itself, not the spatial information of the pixel neighborhood. The improved FCM algorithm MFCM (modified FCM) considers the spatial information of the pixel neighborhood, but it only considers the spatial information of the fixed window in the pixel regular neighborhood. Real objects are irregular neighborhood areas (image objects). The regional FCM clustering algorithm will determine the size of the neighborhood region according to the spatial heterogeneity of the pixel and the neighborhood pixel. The principle of the RFCM algorithm only adds spatial information of pixel neighborhood region on the basis of the FCM algorithm and considers the membership degree constraint of pixel neighborhood region. Finally, the membership degree was obtained by iterative optimization of RFCM objective function considering neighborhood region constraints, and the category of pixels was determined according to the optimal threshold of membership degree. The objective function \(J_{\text{RFCM}}\) of region FCM is shown in

\[
J_{\text{RFCM}} = \sum_{i=1}^{C} \sum_{j=1}^{N} \mu_{ij} \|x_j - v_i\|^2 + a \sum_{i=1}^{C} \sum_{j=1}^{N} \|\bar{x}_j - \text{region} - v_i\|^2,
\]

where \(u_{ij}\) represents the membership degree that pixel \(j\) belongs to category \(i\); \(m \in [0, 1]\) represents a weighting coefficient; \(\|x_j - v_i\|^2\) represents the feature space distance between pixel \(j\) and cluster center \(v_i\); \(A\) is the constraint parameter of neighborhood area; \(\|\bar{x}_j - \text{region} - v_i\|^2\) represents the feature space distance between the mean value of the feature space of the pixel in the neighborhood of pixel \(j\) and \(v_i\) of the cluster center. By introducing Lagrange theory to optimize the objective function of regional FCM, a constraint function \(O_{\text{RFCM}}\) is constructed, as shown in

\[
O_{\text{RFCM}} = \sum_{i=1}^{C} \sum_{j=1}^{N} \left( \mu_{ij}^m \|x_j - v_i\|^2 + a \sum_{i=1}^{C} \sum_{j=1}^{N} \|\bar{x}_j - \text{region} - v_i\|^2 \right) + \gamma \left( 1 + \sum_{i=1}^{C} \mu_{ij} \right),
\]

where \(\lambda\) stands for Lagrange multiplier; \(\sum_{i=1}^{C} \mu_{ij}\) represents the sum of the membership degree of each category for the \(J\)th pixel, where \(\sum_{i=1}^{C} \mu_{ij} = 1\).

2.3.2. Calculation of Neighborhood Area. The key of RFCM algorithm is the calculation of neighborhood area. The size of neighborhood area is determined by the spectral difference between center pixel and neighborhood pixel. PSI index method is adopted in this paper to determine neighborhood area, which is more reasonable than fixed window neighborhood area [15]. The basic theory of the algorithm is a series of direction lines diverging from the center of the pixel in different directions as shown in Figure 1. The spectral heterogeneity of the pixel on each direction line and the central pixel is calculated. If the spectral heterogeneity is less than the threshold value and the length of the direction line is less than the threshold value, the pixel is determined as the neighborhood area of the central pixel. The calculation of spectral heterogeneity measure is shown in

\[
P_d(i, k) = \sum_{j=1}^{n} \left| p_s(i) - p_s(k) \right|,
\]

where \(P_d(i, k)\) represents the heterogeneity measure value of the current pixel \(I\) and the neighborhood pixel \(K\) on the direction line \(D\). \(p_s(i)\) and \(p_s(k)\) represent the spectral value of the center pixel and the current neighborhood pixel on band \(S\), respectively, and \(N\) represents the number of bands. Under the condition of two thresholds, each direction line expands simultaneously from the center pixel. One threshold condition is that when the current pixel heterogeneity value is greater than the spectral constraint threshold \(T1\), diffusion stops on this direction line. Another threshold condition is that the length of the direction line between the current pixel and the center pixel is less than the threshold \(T2\), so the search in this direction is stopped to prevent the neighborhood on the direction line from being too large. Finally, the neighborhood region pixels that meet the conditions in each direction of the central pixel are counted, and the pixel set obtained is the neighborhood region of the pixel.

2.3.3. The Specific Process of RFCM Algorithm. Set the number of clustering \(2 \leq C \leq C_{\text{num-max}} - 1\) and parameter \(M > 1\), and terminate the algorithm \(\varepsilon\), the maximum number of iterations \(n_{\text{max}}\), spectral difference measure threshold, and direction line length threshold. According to the neighborhood region calculation method, the neighborhood region of each pixel of the image is determined, and \(x_{j-region}\) of each pixel is calculated. Initialize \(v_{i(0)}\) of each cluster center. The membership function \(v_{i(0)}\) was calculated by using the current clustering center \(v_{i(0)}^{O(0)}\), and then, \(v_{i(0)}^{DOP}\) of various clustering centers was calculated according to the membership function \(\varepsilon\). According to the threshold \(v^{\text{OP}}\) and the maximum number of iterations \(n_{\text{max}}\) if \(\|v_{i(1)}^{O} - v^{n}\| < \varepsilon\) or the number of iterations \(n \geq n_{\text{max}}\), the iteration is terminated. When the algorithm converges, the membership degree of
each cluster center and each pixel to each cluster center is obtained, and the fuzzy clustering result is completed. Finally, the fuzzy clustering results are defuzzified according to the optimal threshold value, and the fuzzy clustering results are transformed into deterministic classification to realize the final clustering of wireless sensing images.

Compared with the spectral features of wireless sensing image, the water index improves the separability of water body and other ground objects and has a good suppression effect on background noise. Therefore, the normalized water index and shadow index are stacked with spectral features as the input features of RFCM clustering algorithm in the experiment. At the same time, in RFCM clustering algorithm, the spatial information of homogeneous neighborhood region of pixels is considered. Based on the advantages of the above two aspects, an urban surface water extraction algorithm integrating water index and RFCM was designed and applied to surface water extraction from domestic gF-2 wireless sensing images in complex urban environment.

2.4. Design Objectives of Water Environment Monitoring System Based on Wireless Sensor Network

(1) The construction of intelligent system and the application of wireless sensing technology to achieve the measurement and monitoring of water quality

(2) To achieve reliable, high-speed, and low-power wireless transmission of water monitoring data

(3) Collect data and monitor data: the host computer and the web page display the location of specific water areas and sensor nodes in water and display the latest time recorded data of various water quality parameters measured by sensor nodes

(4) Under low power consumption, it can work normally for a long time

3. Results and Analysis

The RFCM algorithm proposed in this paper is compared and analyzed with the improved MFCM algorithm (8 × 8 and 16 × 16 were considered as MFCM8 and MFCM16 in the experiment), K-means clustering algorithm, NDWI threshold algorithm (TH), and object-oriented method (OBIA). In the experiment, OA and kappa coefficients of overall classification accuracy were used for statistical and quantitative evaluation of accuracy, and visual discrimination was used for qualitative evaluation [16].

The classified kappa coefficients and overall accuracy of the two research areas in G city and W city are shown in Figures 2 and 3.

The kappa coefficient in G city is 89.88%, the kappa coefficient in W city is 92.49%, and the overall classification accuracy in G city is 89.14%. The overall classification accuracy of W city is 92.58%, and the classification accuracy of the method considering regional spatial information (MFCM and RFCM) and the object-oriented method (OBIA) is higher than that of the pixel-based method (K-means) and the water index threshold method (TH) and has a lower misclassification error rate and missed classification error rate [17]. Among them, in W city, the kappa coefficient of RFCM was 1%, 1.5%, and 1.3% higher than that of OBIA, MFCM8, and MFCM16, respectively. The OA of RFCM was 3.86%, 5.82%, and 4.48% higher than that of OBIA, MFCM8, and MFCM16, respectively. In city G, the
kappa coefficient of RFCM was 0.2%, 2.3%, and 0.7% higher than that of OBIA, MFCM8, and MFCM16, respectively, and the overall classification accuracy (OA) of RFCM was 3.2%, 5.83%, and 4.12% higher than that of OBIA, MFCM8, and MFCM16, respectively [18]. The OBIA method maintains the integrity of ground object better than K-means and TH method. RFCM and MFCM algorithms not only maintain the integrity of ground object but also better retain local details of ground object. Compared with other OBIA, K-means, TH, MFCM8, and MFCM16 algorithms, the RFCM algorithm can not only maintain the integrity of ground object but also better retain local details of ground object. The fine surface water bodies are effectively identified, the boundary information of surface water bodies is maintained well, and the influence of shadow of urban buildings is eliminated at the same time [19]. The improved FCM algorithm also considered the neighborhood regions with different window sizes of rules. Experimental results showed that the size of different neighborhood regions affected the water extraction accuracy. In W city, the kappa coefficient of MFCM16 was 0.41% higher than that of MFCM8, and the overall classification accuracy of MFCM16 was 1.33% higher than that of MFCM. In G city area, the kappa coefficient of MFCM16 was 1.81% higher than that of MFCM8, and the overall classification accuracy of MFCM16 was 1.7% higher than that of MFCM.

The “salt-and-pepper” phenomenon of the experimental results was quantitatively counted, and the speckle noise was defined as the water area less than the water area. Table 1 shows that compared with other algorithms, the RFCM algorithm can obviously eliminate the “salt-and-pepper phenomenon” of surface water extraction. In the comparison experiment of the six algorithms, TH has the worst effect and has a large number of noise spots. Due to the phenomenon of “same object, different spectrum, foreign object in the same spectrum” of high-resolution data, a large number of isolated noise points are caused. K-means algorithm is better than TH algorithm and MFCM8 and MFCM16 algorithms. Thirdly, MFCM algorithm significantly reduces the “noise” spots of surface water, which proves that the spatial information of pixel neighborhood has a certain inhibitory effect on the “noise” spots of water. The OBIA algorithm is better than MFCM8 and MFCM16. The RFCM algorithm achieves the best experimental results and has a significant effect on reducing “salt-and-pepper phenomenon” [20].

| Laboratory area | TH   | K-means | MFCM8 | MFCM16 | OBIA | RFCM |
|-----------------|------|---------|-------|--------|------|------|
| W               | 5048 | 1466    | 1269  | 1140   | 750  | 469  |
| G               | 8277 | 655     | 250   | 225    | 85   | 64   |

4. Conclusions

In this paper, a regional FCM clustering method combined with water index is proposed, which calculates the normalized water index (NDWI) from the fusion of multispectral wireless sensing images. Through the design of wireless sensor network water environment monitoring system, combined with normalized water index, fuzzy clustering results were obtained by the RFCM algorithm proposed in this paper. The optimal threshold was selected to defuzzify the fuzzy clustering results, and finally, the extraction results of urban surface water were obtained. The accuracy of the proposed algorithm was compared with that of the traditional surface water extraction algorithm. Comparing the RFCM algorithm with other algorithms, the RFCM algorithm obtained the best experimental results, to reduce the “salt-and-pepper phenomenon” effect. The algorithm in some details of surface water extraction was not taken into account and will continue to be studied in the future.
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