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Abstract

Symplectic $Q$-functions are a symplectic analogue of Schur $Q$-functions and defined as the $t = -1$ specialization of Hall–Littlewood functions associated with the root system of type $C$. In this paper we prove that symplectic $Q$-functions share many of the properties of Schur $Q$-functions, such as a tableau description and a Pieri-type rule. And we present some positivity conjectures, including the positivity conjecture of structure constants for symplectic $P$-functions. We conclude by giving a tableau description of factorial symplectic $Q$-functions.
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1 Introduction

The aim of this paper is to establish (and conjecture) properties of symplectic $P$-/Q-functions, which are a symplectic analogue of Schur $P$-/Q-functions defined in terms of Hall–Littlewood functions. It turns out that symplectic $P$-/Q-functions share many of the nice properties of Schur $P$-/Q-functions.

Schur $Q$-functions, introduced by Schur [19], are an important family of symmetric functions as well as Schur ($S$-)functions are. Schur functions and Schur $Q$-functions appear in similar situations with various applications, and enjoy similar properties. For example, Schur functions describe the characters of irreducible linear representations of symmetric groups, and Schur $Q$-functions play the same role for projective representations. From the combinatorial point of view, both of them are expressed as multivariate generating functions of certain tableaux. And one of the remarkable feature is that they have positive structure constants.

Schur functions and Schur $Q$-functions are obtained from Hall–Littlewood functions by specializing the parameter $t$ to 0 and $-1$ respectively. Macdonald [11 §10] introduced a generalization of Hall–Littlewood functions to any root system. In this paper, we study the $t = -1$ specialization of Macdonald’s Hall–Littlewood functions associated with the root system of type $C$, which we call symplectic $P$-/Q-functions.

Let us explain our results in more detail. A partition of length $l$ is a weakly decreasing sequence $\lambda = (\lambda_1, \ldots, \lambda_l)$ of positive integers. We write $l = l(\lambda)$ and $|\lambda| = \sum_{i=1}^{l} \lambda_i$.
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Let $\Phi$ be the root system of type $C_n$ with positive system given by

$$\Phi^+ = \{ \varepsilon_i \pm \varepsilon_j : 1 \leq i < j \leq n \} \cup \{ 2\varepsilon_i : 1 \leq i \leq n \},$$

where $(\varepsilon_1, \ldots, \varepsilon_n)$ is the standard orthonormal basis of $\mathbb{R}^n$. We denote by $W_n$ the Weyl group of $\Phi$, which is the semi-direct product $S_n \ltimes (\mathbb{Z}/2\mathbb{Z})^n$ of the symmetric group $S_n$ and an elementary abelian 2-group $(\mathbb{Z}/2\mathbb{Z})^n$. Then $W_n$ acts on the Laurent polynomial with coefficients in $\mathbb{Z}$ where $(\lambda_1, \ldots, \lambda_n)$ is identified with a sequence $(\lambda_1, \ldots, \lambda_l, 0, \ldots, 0)$ of length $n$, and the normalizing constant $v^{(n)}(t)$ is given explicitly by

$$v^{(n)}(t) = \prod_{j=1}^{m_0} \frac{1 - t^2j}{1 - t} \cdot \prod_{k \geq 1} \frac{1 - t^j}{1 - t}$$

with $m_k = \# \{ i : 1 \leq i \leq n, m_i = k \} \ (k \geq 0)$. It can be shown that $F^C_{\lambda}(x; t)$ is a $W_n$-invariant Laurent polynomial with coefficients in $\mathbb{Z}[t]$.

The symplectic Schur function, denoted by $S^C_{\lambda}(x)$, corresponding to a partition $\lambda$ of length $l \leq n$ is defined by specializing $t = 0$ in the symplectic Hall–Littlewood function:

$$S^C_{\lambda}(x) = F^C_{\lambda}(x; 0).$$

Then it follows from Weyl’s character formula that $S^C_{\lambda}(x)$ is the character of the irreducible highest weight representation of the symplectic group $\text{Sp}_{2n}(\mathbb{C})$ with highest weight $\lambda_1 \varepsilon_1 + \cdots + \lambda_n \varepsilon_n$. King [5] introduced the notion of symplectic tableaux with entries $1, 1, \ldots, \lambda_l, 0, \ldots, 0$, whose weighted generating functions are the symplectic Schur functions. Since the product of two symplectic Schur functions corresponds to the tensor product of associated representations, we see that the product is positively expanded as a linear combination of symplectic Schur functions.

Now we define symplectic $P$-/$Q$-functions. A partition $\lambda$ of length $l$ is called strict if $\lambda_1 > \cdots > \lambda_l$. Given a strict partition of length $l \leq n$, we define the corresponding symplectic $P$-function $P^C_{\lambda}(x)$ and symplectic $Q$-function $Q^C_{\lambda}(x)$ by putting

$$P^C_{\lambda}(x) = F^C_{\lambda}(x; -1), \quad Q^C_{\lambda}(x) = 2^{l(\lambda)} F^C_{\lambda}(x; -1)$$

respectively. Then we can use the theory of generalized $P$-/$Q$-functions developed in [16] to derive several formulas for symplectic $P$-/$Q$-functions.

One of our main results is a proof of King–Hamel’s conjecture [7] on a tableau description of symplectic $Q$-functions. The shifted diagram $S(\lambda)$ of a strict partition $\lambda$ is defined by

$$S(\lambda) = \{(i, j) \in \mathbb{Z}^2 : 1 \leq i \leq l(\lambda), \ i \leq j \leq \lambda_i + i - 1 \}$$

and represented by replacing lattice points with unit cells. A shifted tableau of shape $\lambda$ is a filling of the cells of $S(\lambda)$. 

2
Theorem 1.1. (the non-skew case of Theorem 4.2, conjectured in [7, Conjecture 3.1]) For a sequence \( x = (x_1, \ldots, x_n) \) of indeterminates and a strict partitions \( \lambda \) of length \( \leq n \), we have

\[
Q_C^\lambda(x) = \sum_{T \in \text{QTab}^C_\lambda} x^T,
\]

where the sum is taken over all symplectic primed shifted tableaux of shape \( \lambda \) with entries \( 1', 1, T, 1, \ldots, n', n, \overline{n}, \overline{n} \), and entries \( i' \) and \( i \) (resp. \( \overline{i} \) and \( \overline{i} \)) in \( T \) contribute with \( x_i \) (resp. \( x_i^{-1} \)). See Definition 4.1 for a precise definition.

More generally, we obtain the skew version (Theorem 4.2) and the factorial extension (Theorem 7.10) of this theorem.

For three strict partitions \( \lambda, \mu, \) and \( \nu \) of length \( \leq n \), let \( \tilde{f}_{\lambda,\mu,\nu} \) be the structure constant determined by the formula

\[
P_C^\mu(x) \cdot P_C^\nu(x) = \sum_{\lambda} \tilde{f}_{\lambda,\mu,\nu} P_C^\lambda(x), \tag{1.5}
\]

Another main result of this paper is the Pieri-type rule for symplectic \( P \)-functions, which gives an explicit formula for the structure constants \( \tilde{f}_{\lambda,\mu,\nu} \) in the case where \( \nu = (r) \) is a one-row partition.

Theorem 1.2. (Theorem 5.1) For two strict partitions \( \lambda, \mu \) and a positive integer \( r \), we have

\[
\tilde{f}_{\mu,\nu}^{(r)} = \begin{cases} 
\sum_{\kappa} 2^{a(\mu,\kappa)+a(\lambda,\kappa)-\chi(l(\mu)>l(\kappa))-1} & \text{if } l(\lambda) = l(\mu) \text{ or } l(\mu) + 1, \\
0 & \text{otherwise},
\end{cases}
\]

where \( \kappa \) runs over all strict partitions satisfying \( \mu_1 \geq \kappa_1 \geq \mu_2 \geq \kappa_2 \geq \ldots, \lambda_1 \geq \kappa_1 \geq \lambda_2 \geq \kappa_2 \geq \ldots, \) and \((|\mu| - |\kappa|) + (|\lambda| - |\kappa|) = r\). And \( a(\mu,\kappa) \) (resp. \( a(\lambda,\kappa) \)) is the number of connected components of the skew shifted diagram \( S(\mu) \setminus S(\kappa) \) (resp. \( S(\lambda) \setminus S(\kappa) \)), and \( \chi(l(\mu) > l(\kappa)) = 1 \) if \( l(\mu) > l(\kappa) \) and 0 otherwise.

Based on this result and computer experiments, we propose the following conjecture.

Conjecture 1.3. (Conjecture 6.1) The structure constants \( \tilde{f}_{\mu,\nu}^{(r)} \), defined by (1.5) are non-negative integers.

Moreover we give several positivity conjectures on various expansion coefficients involving symplectic \( P/Q \)-functions (Conjectures 6.3, 6.5, 6.6 and 6.9).

Here we mention orthogonal \( P/Q \)-functions, which are defined as the \( t = -1 \) specialization of Hall–Littlewood functions associated with the root system of types \( B \) and \( D \). By [16, Theorem 7.2], we can express them as generalized \( P \)-functions associated to certain polynomial sequences, so we obtain the Nimmo-type formula like (2.9) and the Schur-type Pfaffian formula like (2.11). However orthogonal \( P/Q \)-functions do not behave as nicely as symplectic \( P/Q \)-functions. For example, some formulas take different forms depending the parity of the rank of the root system, and some structure constants with respect to the odd orthogonal \( P \)-functions are negative.

The remainder of this paper is organized as follows. In Section 2, we apply results on generalized \( P \)-functions given in [16] to obtain several properties of symplectic \( P/Q \)-functions. In Section 3, we lift symplectic \( P/Q \)-functions from Laurent polynomials in finitely many
variables to symmetric functions in infinitely many variables, and introduce the notion of skew symplectic $Q$-functions. Sections 4 and 5 are devoted to the proof of the tableau description and the Pieri-type rule respectively. In Section 6, we present some positivity conjectures on various expansion coefficients involving symplectic $P$-functions. In Section 7, we introduce a factorial analogue of symplectic $Q$-functions as the $t = -1$ specialization of Hall–Littlewood-type function and give a tableau description for them.

2 Basic properties of symplectic $P$-/$Q$-functions

In this section, we collect several properties of symplectic $P$-/$Q$-functions, which will be used in our discussion below. These properties follow from results on generalized $P$-functions proved in [16].

Recall the definition of generalized $P$-functions associated with a polynomial sequence ([16 Definition 1.2]). Let $\mathcal{F} = \{f_d(u)\}_{d=0}^{\infty}$ be a sequence of polynomials in one variable $u$ such that $f_0(u) = 1$ and $\det f_d(u) = d$ for $d \geq 0$. Given a sequence $x = (x_1, \ldots, x_n)$ of $n$ indeterminates and a strict partition $\lambda$ of length $l$, we define the generalized $P$-function $P_\lambda^\mathcal{F}(x)$ associated with $\mathcal{F}$ by

$$P_\lambda^\mathcal{F}(x) = \begin{cases} \frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} A(x) & V_\lambda^\mathcal{F}(x) \\ -V_\lambda^\mathcal{F}(x) & O \end{pmatrix} & \text{if } n + l \text{ is even}, \\ \frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} A(x) & V_\lambda^\mathcal{F}(x) \\ -V_{\lambda^0}^\mathcal{F}(x) & O \end{pmatrix} & \text{if } n + l \text{ is odd}, \end{cases} \quad (2.1)$$

where $\lambda = (\lambda_1, \ldots, \lambda_l)$, $\lambda^0 = (\lambda_1, \ldots, \lambda_l, 0)$, and

$$A(x) = \left( \frac{x_j - x_i}{x_j + x_i} \right)_{1 \leq i, j \leq n}, \quad \Delta(x) = \prod_{1 \leq i < j \leq n} \frac{x_j - x_i}{x_j + x_i}, \quad V_\alpha^\mathcal{F}(x) = \left( f_{\alpha_j}(x_i) \right)_{1 \leq i \leq n, 1 \leq j \leq r}. \quad (2.2)$$

By the Nimmo formula [13 (A13)], we see that, if the polynomial sequence $\mathcal{F}$ is given by $f_d(u) = u^d$ (resp. $2u^d$) for $d \geq 1$, then the associated generalized $P$-functions are the classical Schur $P$-functions (resp. $Q$-functions).

The symplectic $P$-/$Q$-functions given by (1.4) are written as generalized $P$-functions up to a simple transformation of variables. For a nonnegative integer $d$, we define Laurent polynomials $\widetilde{f}_d(x)$, $\widetilde{g}_d(x)$ and polynomial $f_d(u)$, $g_d(u)$ by

$$\widetilde{f}_d(x) = f_d(x + x^{-1}) = \begin{cases} 1 & \text{if } d = 0, \\ (x^d - x^{-d}) \frac{x + x^{-1}}{x - x^{-1}} & \text{if } d \geq 1, \end{cases} \quad (2.3)$$

$$\widetilde{g}_d(x) = g_d(x + x^{-1}) = \begin{cases} 1 & \text{if } d = 0, \\ 2(x^d - x^{-d}) \frac{x + x^{-1}}{x - x^{-1}} & \text{if } d \geq 1. \end{cases} \quad (2.4)$$

Then we have

**Proposition 2.1.** ([16 Theorem 7.2]) Let $\mathcal{F} = \{f_d(u)\}_{d=0}^{\infty}$ and $\mathcal{G} = \{g_d(u)\}_{d=0}^{\infty}$ be the polynomial sequences defined by (2.3) and (2.4) respectively. For a sequence $x = (x_1, \ldots, x_n)$ of variables and a strict partition $\lambda$ of length $\leq n$, we have

$$P_\lambda^\mathcal{F}(x) = P_\lambda^\mathcal{F}(x + x^{-1}), \quad Q_\lambda^\mathcal{G}(x) = P_\lambda^\mathcal{G}(x + x^{-1}), \quad (2.5)$$
where \( x + x^{-1} = (x_1 + x_1^{-1}, \ldots, x_n + x_n^{-1}) \).

In particular, if \( x = (x) \) is a single variable, then we have
\[
P_{(r)}^C(x) = \tilde{f}_r(x), \quad Q_{(r)}^C(x) = \tilde{g}_r(x).
\] (2.6)

By combining Proposition 2.1 with the definition (2.1) of generalized \( P \)-functions, we obtain the following Nimmo-type expression of symplectic \( P \)/\( Q \)-functions.

**Proposition 2.2.** Let \( x = (x_1, \ldots, x_n) \) and put
\[
\tilde{A}(x) = \begin{pmatrix} (x_j + x_j^{-1}) - (x_i + x_i^{-1}) \\ (x_j + x_j^{-1}) + (x_i + x_i^{-1}) \end{pmatrix} \quad \text{and} \quad \tilde{A}(x) = \prod_{1 \leq i < j \leq n} \frac{(x_j + x_j^{-1}) - (x_i + x_i^{-1})}{(x_j + x_j^{-1}) + (x_i + x_i^{-1})},
\] (2.7)
and
\[
\tilde{V}_{(a_1, \ldots, a_r)}(x) = \left( f_{a_j}(x_i) \right)_{1 \leq i \leq n, 1 \leq j \leq r}, \quad \tilde{W}_{(a_1, \ldots, a_r)}(x) = \left( \tilde{g}_{a_j}(x_i) \right)_{1 \leq i \leq n, 1 \leq j \leq r}.
\]

Then, for a strict partition \( \lambda \) of length \( l \leq n \), we have
\[
P_{\lambda}^C(x) = \begin{cases} \frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} \tilde{A}(x) & \tilde{V}_{\lambda}(x) \\ -\tilde{V}_{\lambda}(x) & O \end{pmatrix} & \text{if } n + l \text{ is even,} \\
\frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} \tilde{A}(x) & \tilde{V}_{\lambda^0}(x) \\ -\tilde{V}_{\lambda^0}(x) & O \end{pmatrix} & \text{if } n + l \text{ is odd,} 
\end{cases}
\] (2.8)
and
\[
Q_{\lambda}^C(x) = \begin{cases} \frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} \tilde{A}(x) & \tilde{W}_{\lambda}(x) \\ -\tilde{W}_{\lambda}(x) & O \end{pmatrix} & \text{if } n + l \text{ is even,} \\
\frac{1}{\Delta(x)} \text{Pf} \begin{pmatrix} \tilde{A}(x) & \tilde{W}_{\lambda^0}(x) \\ -\tilde{W}_{\lambda^0}(x) & O \end{pmatrix} & \text{if } n + l \text{ is odd,} 
\end{cases}
\] (2.9)
where \( \lambda^0 = (\lambda_1, \ldots, \lambda_l, 0) \).

In what follows, we adopt (2.8) and (2.9) as the definitions of \( P_{\lambda}^C(x) \) and \( Q_{\lambda}^C(x) \) for a general strict partition \( \lambda \) respectively.

Recall the following relation between Pfaffians and determinants (see e.g. [13] Corollary 2.4 (1)):
\[
\text{Pf} \begin{pmatrix} Z & W \\ -W & O \end{pmatrix} = \begin{cases} (-1)^{n(n-1)/2} \det W & \text{if } n = m, \\
0 & \text{if } n < m, \end{cases}
\] (2.10)
where \( Z \) is an \( n \times n \) skew-symmetric matrix and \( W \) is an \( n \times m \) matrix. By using this relation (2.10), we obtain

**Lemma 2.3.** Let \( x = (x_1, \ldots, x_n) \). Under the definition (2.8) and (2.9), we have \( P_{\lambda}^C(x) = Q_{\lambda}^C(x) = 0 \) for a strict partition \( \lambda \) with \( l(\lambda) > n \).

By [15] Theorem 2.6] we obtain the following Schur-type Pfaffian expression of \( Q_{\lambda}^C(x) \).
Proposition 2.4. For an arbitrary strict partition \( \lambda \), we have

\[
Q^C_\lambda(x) = \text{Pf}\left( Q^C_{\lambda_i, \lambda_j}(x) \right)_{1 \leq i, j \leq m},
\]

where \( m = l(\lambda) \) or \( l(\lambda) + 1 \) according whether \( l(\lambda) \) is even or odd, and we use the convention

\[
Q^C_{(s, r)}(x) = -Q^C_{(r, s)}(x), \quad Q^C_{(0, r)}(x) = Q^C_{(r)}(x), \quad Q^C_{(0, 0)}(x) = 0
\]

for positive integers \( r \) and \( s \).

The entries of the Pfaffian of (2.11) are obtained from the following generating functions.

Proposition 2.5. ([16] Proposition 7.6) If we put

\[
\Pi_z(x) = \prod_{i=1}^{n} \frac{(1 - x_i z)(1 - x_i^{-1} z)}{(1 + x_i z)(1 + x_i^{-1} z)},
\]

then we have

\[
\sum_{r \geq 0} Q^C_{(r)}(x) z^r = \Pi_z(x),
\]

\[
\sum_{r, s \geq 0} Q^C_{(r, s)}(x) z^r w^s = \frac{(z - w)(1 - zw)}{(z + w)(1 + zw)} \left( \Pi_z(x) \Pi_w(x) - 1 \right),
\]

where \( Q_{(0)}^C(x) = 1 \) and we use the convention (2.12).

We can use these generating functions to derive a formula for symplectic \( Q \)-functions for length 2 partitions in terms of those for length 1 partitions.

Corollary 2.6. For a strict partition \( (r, s) \) of length 2, we have

\[
Q^C_{(r, s)}(x) = Q^C_{(r)}(x) Q^C_{(s)}(x) + 2 \sum_{k=1}^{s} (-1)^k \left( Q^C_{(r+k)}(x) + 2 \sum_{i=1}^{k-1} Q^C_{(r+2i)}(x) + Q^C_{(r-k)}(x) \right) Q^C_{(s-k)}(x).
\]

Proof. In the proof we simply write \( Q_\lambda \) for \( Q^C_{\lambda}(x) \) and \( Q'_{(r,s)} \) for the right hand side of (2.15). We prove \( Q_{(r,s)} = Q'_{(r,s)} \) by induction on \( s \). It follows from (2.13) and (2.14) that

\[
(z + w)(1 + zw) \sum_{r, s \geq 0} Q_{(r,s)} z^r w^s = (z - w)(1 - zw) \left( \sum_{r \geq 0} Q_{(r)} z^r \sum_{s \geq 0} Q_{(s)} w^s - 1 \right).
\]

Suppose that \( r \geq 2 \). By equating the coefficients of \( z^{r+1} w \) in (2.16), we have

\[
Q_{(r,1)} + Q_{(r+1,0)} + Q_{(r-1,0)} = Q_{(r)} Q_{(1)} - Q_{(r+1)} - Q_{(r-1)},
\]

which implies \( Q_{(r,1)} = Q_{(r)} Q_{(1)} - 2Q_{(r+1)} - 2Q_{(r-1)} = Q'_{(r,1)} \).

Suppose that \( r > s \geq 2 \). By equating the coefficients of \( z^{r+1} w^s \) in (2.16), we have

\[

\text{proof continued...}
\[ Q_{(r,s)} + Q_{(r+1,s-1)} + Q_{(r-1,s-1)} + Q_{(r,s-2)} = Q(r)Q(s) - Q(r+1)Q(s-1) - Q(r-1)Q(s-1) + Q(r)Q(s-2). \] (2.17)

By the definition of \(Q'_{(u,v)}\), we have

\[ Q'_{(u,v)} + Q'_{(u-1,v-1)} = Q(u)Q(v) + 2\sum_{i=1}^{v} (-1)^{i}Q(u+i)Q(v-i) - Q(u-1)Q(v-1) - 2\sum_{i=1}^{v-1} (-1)^{i}Q(u-1+i)Q(v-1-i). \]

Hence, by taking \((u, v) = (r, s) \) and \((r + 1, s - 1)\), we see that

\[ Q_{(r,s)}' + Q_{(r+1,s-1)}' + Q_{(r-1,s-1)}' + Q_{(r,s-2)}' = Q_{(r,s)} - Q_{(r+1,s-1)} - Q_{(r-1,s-1)} + Q_{(r,s-2)}. \] (2.18)

Since \(Q_{(r+1,s-1)} = Q'_{(r+1,s-1)}\), \(Q_{(r-1,s-1)} = Q'_{(r-1,s-1)}\) and \(Q_{(r,s-2)} = Q'_{(r,s-2)}\) by the induction hypothesis, we can conclude \(Q_{(r,s)}' = Q_{(r,s)}\) by comparing (2.17) with (2.18).

Let \(\Lambda^{(n)} = \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]^{S_n}\), the ring of \(S_n\)-invariant Laurent polynomials in \(x_1, \ldots, x_n\). Let \(\Gamma^{(n)}\) be the subring of \(\Lambda^{(n)}\) defined by

\[ \Gamma^{(n)} = \{ g \in \Lambda^{(n)} : g(t, -t, x_3, \ldots, x_n) \text{ is independent of } t \}. \]

**Proposition 2.7.** We denote by \(\text{SPar}^{(n)}\) the set of all strict partitions of length \(\leq n\). The symplectic \(P\)-functions \(\{P_{\chi}^{\lambda}(x) : \lambda \in \text{SPar}^{(n)}\}\) form a basis of \(\Gamma^{(n)}\), and so does the symplectic \(Q\)-functions \(\{Q_{\chi}^{\lambda}(x) : \lambda \in \text{SPar}^{(n)}\}\).

**Proof.** Let \(\Gamma^{(n)}\) be the subring of \(\Lambda^{(n)} = \mathbb{Q}[z_1, \ldots, z_n]^{S_n}\), the ring of symmetric polynomials, consisting of \(f \in \Lambda^{(n)}\) such that \(f(u, -u, z_3, \ldots, z_n)\) is independent of \(u\). Let \(F = \{f_d(u)\}_{d \geq 0}\) be the polynomial sequence given by (2.3). Then, by [16, Corollary 5.2], the generalized \(P\)-functions \(\{P_{\chi}^{\lambda}(z) : \lambda \in \text{SPar}^{(n)}\}\) form a basis of \(\Gamma^{(n)}\).

Let \(\phi : \mathbb{Q}[z_1, \ldots, z_n] \to \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]^{S_n}\) be the ring homomorphism given by \(\phi(z_i) = x_i + x_i^{-1}\) (\(1 \leq i \leq n\)). Since \(\Lambda^{(n)} = \mathbb{Q}[x_1 + x_1^{-1}, \ldots, x_n + x_n^{-1}]^{S_n}\), the homomorphism \(\phi\) induces an isomorphism \(\Lambda^{(n)} \to \Lambda^{(n)}\). Given a (Laurent) polynomial \(h(x_1, \ldots, x_n)\), we see that \(h(t, -t, x_3, \ldots, x_n)\) is independent of \(t\) if and only if \((\partial h/\partial x_1)(t, -t, x_3, \ldots, x_n) = (\partial h/\partial x_2)(t, -t, x_3, \ldots, x_n)\). By using this observation, we can check that \(f \in \Gamma^{(n)}\) if and only if \(\phi(f) \in \Gamma^{(n)}\).

Hence the proposition follows from \(\phi(P_{\chi}^{\lambda}(z)) = P_{\chi}^{\lambda}(x)\) (Proposition 2.1).

We conclude this section with a relation between symplectic \(P\)-functions and symplectic Schur functions. For a partition \(\mu\) of length \(\leq n\), the definition (1.3) of the symplectic Schur function \(S_{\mu}^{\lambda}(x)\) can be rewritten in the bialternant form

\[ S_{\mu}^{\lambda}(x) = \frac{\det \left( x_i^{\mu_j+n-j+1} - x_i^{-\mu_j+n-j+1} \right)_{1 \leq i,j \leq n} \det \left( x_i^{-n-j+1} - x_i^{-(n-j+1)} \right)_{1 \leq i,j \leq n} }{\det \left( x_i^{n-j+1} - x_i^{-(n-j+1)} \right)_{1 \leq i,j \leq n}}. \] (2.19)
Note that the denominator factors as
\[
\det \left( x_i^{n-j+1} - x_i^{-(n-j+1)} \right)_{1 \leq i, j \leq n} = \prod_{i=1}^{n} (x_i - x_i^{-1}) \prod_{1 \leq i < j \leq n} \left( (x_i + x_i^{-1}) - (x_j + x_j^{-1}) \right) . \tag{2.20}
\]

Let \( \delta_n = (n, n - 1, \ldots, 2, 1) \) be the staircase strict partition of length \( n \).

**Proposition 2.8.** For a partition \( \mu \) of length \( \leq n \), the symplectic \( P \)-function corresponding to a strict partition \( \mu + \delta_n = (\mu_1 + n, \ldots, \mu_n + 1) \) can be expressed as the product of two symplectic Schur functions:
\[
P_{\mu+\delta_n}^{\mathbb{C}}(x) = S_{\delta_n}^{\mathbb{C}}(x) \cdot S_{\mu}^{\mathbb{C}}(x) . \tag{2.21}
\]

**Proof.** By applying the formula \( (2.10) \) to the Pfaffian in the Nimmo-type formula \( (2.8) \), we have
\[
P_{\mu+\delta_n}^{\mathbb{C}}(x) = \frac{1}{\Delta(x)} \cdot (-1)^{\binom{n}{2}} \det \left( \left( x_i^{\mu_j+n-j+1} - x_i^{-(\mu_j+n-j+1)} \right) \frac{x_i + x_i^{-1}}{x_i - x_i^{-1}} \right)_{1 \leq i, j \leq n}
= \prod_{i=1}^{n} (x_i + x_i^{-1}) \prod_{1 \leq i < j \leq n} \left( (x_i + x_i^{-1}) + (x_j + x_j^{-1}) \right) \prod_{1 \leq i < j \leq n} \left( (x_i - x_i^{-1}) - (x_j + x_j^{-1}) \right) \times \det \left( x_i^{\mu_j+n-j+1} - x_i^{-(\mu_j+n-j+1)} \right)_{1 \leq i, j \leq n} .
\]

Since \( S_{\delta_n}^{\mathbb{C}}(x) = \prod_{i=1}^{n} (x_i + x_i^{-1}) \prod_{1 \leq i < j \leq n} \left( (x_i + x_i^{-1}) + (x_j + x_j^{-1}) \right) \) by \( (2.19) \) and \( (2.20) \), we can obtain the desired identity \( (2.21) \).

## 3 Universal symplectic \( P \)-functions

In the first half of this section, we define a family of symmetric functions, called universal symplectic \( P \)-/\( Q \)-functions, in infinitely many variables, which are a lift of symplectic \( P \)-/\( Q \)-functions in finitely many variables. And in the second half we introduce a skew version of universal symplectic \( Q \)-functions.

### 3.1 Universal symplectic \( P \)-functions

We begin with introducing Schur \( Q \)-functions as symmetric functions. We refer the reader to \cite{10} III.8 for an exposition of Schur \( Q \)-functions. Let \( \Lambda = \Lambda(X) \) be the ring of symmetric functions in a countably infinite number of variables \( X = \{x_1, x_2, \ldots \} \) with rational coefficients. Let \( q_r \ (r \geq 0) \) be the symmetric functions defined by
\[
\sum_{r \geq 0} q_r(X)z^r = \prod_{i \geq 1} \frac{1}{1 - x_i z} . \tag{3.1}
\]

We denote by \( \Gamma \) be the subring of \( \Lambda \) generated by \( q_r \ (r \geq 1) \), and by \( \Gamma_d \) the subspace of \( \Gamma \) consisting of homogeneous elements of degree \( d \).

We define Schur \( Q \)-functions \( Q_\lambda \) as symmetric functions inductively on the length of \( \lambda \), as Schur \cite{19} Abschnitt IX did. For the empty partition \( \emptyset \), we define \( Q_{\emptyset} = 1 \), and for strict partitions of length 1 and 2, we define
\[
Q_r = q_r \quad (r > 0) . \tag{3.2}
\]
\[ Q_{(r,s)} = q_r q_s + 2 \sum_{k=1}^{s} (-1)^k q_{r+k} q_{s-k} \quad (r > s > 0). \] (3.3)

Then the Schur \( Q \)-function \( Q_\lambda \) corresponding to an arbitrary strict partition \( \lambda \) is defined by

\[ Q_\lambda = \text{Pf} \left( Q_{(\lambda_i, \lambda_j)} \right)_{1 \leq i, j \leq m} \] (3.4)

where \( m = l(\lambda) \) or \( l(\lambda) + 1 \) according whether \( l(\lambda) \) is even or odd, and we use the convention \( Q_{(s,r)} = -Q_{(r,s)} \), \( Q_{(r,0)} = -Q_{(0,r)} = Q_{(r)} \), and \( Q_{(0,0)} = 0 \) for positive integers \( r \) and \( s \). And Schur \( P \)-functions \( P_\lambda \) are given by

\[ P_\lambda = 2^{-l(\lambda)} Q_\lambda. \] (3.5)

If we set \( x_{n+1} = x_{n+2} = \cdots = 0 \) in \( P_\lambda \) and \( Q_\lambda \), then we obtain the \( t = -1 \) specialization of Hall–Littlewood polynomials in \( (x_1, \ldots, x_n) \).

**Proposition 3.1.** (see [10] III (8.9)) Let \( \text{SPar}_d \) be the set of all strict partitions of \( d \). Then both \( \{ P_\lambda : \lambda \in \text{SPar}_d \} \) and \( \{ Q_\lambda : \lambda \in \text{SPar}_d \} \) are bases of \( \Gamma_d \).

In a similar way, we introduce another family of symmetric functions, which we call universal symplectic \( P/Q \)-functions. The **universal symplectic \( Q \)-functions** \( Q^C_\lambda \) are defined by induction on the length \( l(\lambda) \). We put \( Q^C_\emptyset = 1 \), and

\[ Q^C_{(r)} = q_r \quad (r > 0), \] (3.6)

\[ Q^C_{(r,s)} = q_r q_s + 2 \sum_{k=1}^{s} (-1)^k \left( q_{r+k} + 2 \sum_{i=1}^{k-1} q_{r+k-2i} + q_{r-k} \right) q_{s-k} \quad (r > s > 0). \] (3.7)

Then, for any strict partition \( \lambda \), we define

\[ Q^C_\lambda = \text{Pf} \left( Q^C_{(\lambda_i, \lambda_j)} \right)_{1 \leq i, j \leq m} \] (3.8)

where \( m = l(\lambda) \) or \( l(\lambda) + 1 \) according whether \( l(\lambda) \) is even or odd, and

\[ Q^C_{(r,s)} = -Q^C_{(s,r)}, \quad Q^C_{(r,0)} = -Q^C_{(0,r)} = q_r, \quad Q^C_{(0,0)} = 0 \] (3.9)

for positive integers \( r \) and \( s \). The **universal symplectic \( P \)-functions** \( P^C_\lambda \) are given by

\[ P^C_\lambda = 2^{-l(\lambda)} Q^C_\lambda. \] (3.10)

Universal symplectic \( P/Q \)-functions are a lift of symplectic \( P/Q \)-functions to the symmetric functions in the following sense.

**Proposition 3.2.** Let \( \tilde{\pi}_n : \Lambda \to \tilde{\Lambda}^{(n)} = \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]^{W_n} \) be the ring homomorphism given by

\[ \tilde{\pi}_n(x_i) = \begin{cases} x_i & \text{if } 1 \leq i \leq n, \\ x_i^{-1} & \text{if } n + 1 \leq i \leq 2n, \\ 0 & \text{if } i \geq 2n + 1. \end{cases} \] (3.11)

For each strict partition \( \lambda \), the symmetric functions \( P^C_\lambda \) and \( Q^C_\lambda \in \Lambda \) are the unique ones satisfying

\[ \tilde{\pi}_n(P^C_\lambda) = P^C_\lambda(x_1, \ldots, x_n), \quad \tilde{\pi}_n(Q^C_\lambda) = Q^C_\lambda(x_1, \ldots, x_n). \] (3.12)
Note that $P^C_\lambda(x_1, \ldots, x_n) = Q^C_\lambda(x_1, \ldots, x_n) = 0$ if $l(\lambda) > n$ (Lemma 2.3).

Proof. We have $\tilde{\pi}_n(Q^C_{\{r\}}) = Q^C_{\{r\}}(x_1, \ldots, x_n)$ by (3.1) and (2.13). Then, by (3.7) and (2.15), we obtain $\tilde{\pi}_n(Q^C_{\{r,s\}}) = Q^C_{\{r,s\}}(x_1, \ldots, x_n)$. Hence we can derive (3.12) by comparing (2.11) and (3.8). The uniqueness follows from Part (1) of the lemma below.

Lemma 3.3. (1) If $f \in \Lambda$ satisfies $\tilde{\pi}_n(f) = 0$ for any large enough $n$, then we have $f = 0$.

(2) If $f \in \Lambda \otimes \Lambda$ satisfies $(\tilde{\pi}_n \otimes \tilde{\pi}_m)(f) = 0$ for any large enough $n$ and $m$, then we have $f = 0$.

Proof. (1) Since $\Lambda = \mathbb{Q}[e_r : r \geq 1]$, there exists a positive integer $n$ such that $f \in \mathbb{Q}[e_1, \ldots, e_n]$ and $\tilde{\pi}_n(f) = 0$. Since $\Lambda^{(n)} = \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]W_n$ is a polynomial ring on algebraically independent generators $\tilde{\pi}_n(e_1), \ldots, \tilde{\pi}_n(e_n)$, we see that the restriction of $\tilde{\pi}_n$ to $\mathbb{Q}[e_1, \ldots, e_n]$ gives an isomorphism between $\mathbb{Q}[e_1, \ldots, e_n]$ and $\mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]W$. Hence we can conclude $f = 0$.

(2) is proved similarly to (1).

By comparing the definitions of Schur $Q$-functions and universal symplectic $Q$-functions, we can show the following proposition.

Proposition 3.4. (1) For a strict partition $\lambda$, the universal symplectic $P$-/$Q$-functions are expressed as linear combinations of Schur $P$-/$Q$-functions in the form

$$P^C_\lambda = P_\lambda + \sum_{\mu} b'_{\lambda,\mu} P_\mu, \quad Q^C_\lambda = Q_\lambda + \sum_{\mu} b'_{\lambda,\mu} Q_\mu \quad (3.13)$$

respectively, where $\mu$ runs over all strict partitions such that $|\mu| < |\lambda|$ and $|\lambda| - |\mu|$ is even.

(2) Both $\{P^C_\lambda : \lambda \in \text{SPar}\}$ and $\{Q^C_\lambda : \lambda \in \text{SPar}\}$ are bases of $\Gamma$, where $\text{SPar}$ is the set of all strict partitions.

Proof. (1) Comparing (3.3) with (3.7), we have $Q^C_{\{r,s\}} - Q_{\{r,s\}} \in \bigoplus_{i \geq 1} \Gamma_{r+s-2i}$. Hence, by expanding the Pfaffians in (3.4) and (3.8), we see that $Q^C_\lambda - Q_\lambda \in \bigoplus_{i \geq 1} \Gamma_{|\lambda|-2i}$. Then by using Proposition 3.1 we can express $Q^C_\lambda$ as a linear combination of Schur $Q$-functions in the form (3.13).

(2) The claim follows from Proposition 3.1 and (3.13).

3.2 Universal skew symplectic $P$-functions

Now we introduce a skew version of universal symplectic $Q$-functions. For sequences of non-negative integers $\alpha = (\alpha_1, \ldots, \alpha_r)$ and $\beta = (\beta_1, \ldots, \beta_s)$, we put

$$\tilde{K}_\alpha = \left(Q^C_{(\alpha_i, \alpha_j)}\right)_{1 \leq i,j \leq r}, \quad \tilde{M}_{\alpha/\beta} = \left(Q^C_{(\alpha_i, -\beta_s+1-j)}\right)_{1 \leq i \leq r, 1 \leq j \leq s},$$

where $Q^C_{(0)} = 1$ and $Q^C_{(k)} = 0$ for $k < 0$. Given two strict partition $\lambda$ and $\mu$, we define

$$Q^C_{\lambda/\mu} = \begin{cases} Pf \begin{pmatrix} \tilde{S}_\lambda & \tilde{M}_{\lambda/\mu} \\ \tilde{M}_{\lambda/\mu} & O \end{pmatrix} & \text{if } l(\lambda) + l(\mu) \text{ is even,} \\ Pf \begin{pmatrix} \tilde{S}_\lambda & \tilde{M}_{\lambda/\mu} \\ \tilde{M}_{\lambda/\mu} & O \end{pmatrix} & \text{if } l(\lambda) + l(\mu) \text{ is odd.} \end{cases} \quad (3.14)$$
Comparing (3.8) with (3.14), we obtain

We call \( Q_{\lambda/\mu} \) the universal skew symplectic \( Q \)-function and \( P_{\lambda/\mu} \) the universal skew symplectic \( P \)-function respectively. For a finite number of variables \( x = (x_1, \ldots, x_n) \), we put

\[
Q_{\lambda/\mu}^C(x) = \pi_n(Q_{\lambda/\mu}^C), \quad P_{\lambda/\mu}^C(x) = \pi_n(P_{\lambda/\mu}^C).
\]

Comparing (3.8) with (3.14), we obtain \( Q_{\lambda/\emptyset}^C = Q^C \). Since \( Q_{(k)}^C = 0 \) for \( k < 0 \), we can use the same arguments as in the proof of \([16, \text{Propositions 4.4}]\) to prove the following proposition.

**Proposition 3.5.** For two strict partitions \( \lambda \) and \( \mu \), we have \( Q_{\lambda/\mu}^C = 0 \) unless \( \lambda \supset \mu \), i.e., \( S(\lambda) \supset S(\mu) \).

The following proposition justifies the name “skew” symplectic \( Q \)-functions.

**Proposition 3.6.** Let \( X \) and \( Y \) be two disjoint sets of infinitely many variables. For strict partitions \( \lambda \) and \( \nu \), we have

\[
Q_{\lambda/\nu}^C(X \cup Y) = \sum_{\mu} Q_{\lambda/\mu}^C(X)Q_{\mu/\nu}^C(Y),
\]

\[
Q_{\lambda/\nu}^C(X \cup Y) = \sum_{\mu} Q_{\lambda/\mu}^C(X)Q_{\mu/\nu}^C(Y),
\]

where \( \mu \) runs over all strict partitions.

For the proof of this proposition, we need the following relations, which correspond the cases where \( l(\lambda) = 1 \) and \( 2 \) of (3.16).

**Lemma 3.7.** For nonnegative integers \( r \) and \( s \), we have

\[
Q_{(r)}^C(X \cup Y) = \sum_{k \geq 0} Q_{(k)}^C(X)Q_{(r-k)}^C(Y),
\]

\[
Q_{(r,s)}^C(X \cup Y) = Q_{(r,s)}^C(X) + \sum_{k,l \geq 0} Q_{(r-k)}^C(X)Q_{(s-l)}^C(Y)Q_{(k,l)}^C(Y).
\]

**Proof.** Since \( Q_{(r)}^C = q_r \) by the definition (3.6), Equation (3.18) follows from (3.1). By Lemma 3.3 (2), it is enough to prove (3.19) for finitely many variables. Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_m) \), and consider the generating function. By using Proposition 3.5, we have

\[
\sum_{r,s \geq 0} \left( Q_{(r,s)}^C(x) + \sum_{k,l \geq 0} Q_{(r-k)}^C(x)Q_{(s-l)}^C(x)Q_{(k,l)}^C(y) \right) z^r w^s
\]

\[
= \sum_{r,s \geq 0} Q_{(r,s)}^C(x) z^r w^s + \left( \sum_{a \geq 0} Q_{(a)}^C(x) z^a \right) \left( \sum_{b \geq 0} Q_{(b)}^C(y) z^b \right) \left( \sum_{k,l \geq 0} Q_{(k,l)}^C(y) z^k w^l \right)
\]
\[
(z - w)(1 - zw) \left( \prod_x (x) \prod_w (x) - 1 \right) + \prod_x (x) \prod_w (x) \cdot (z - w)(1 - zw) \left( \prod_x (y) \prod_w (y) - 1 \right) = \frac{(z - w)(1 - zw)}{(z + w)(1 + zw)} \left( \prod_x (x, y) \prod_w (x, y) - 1 \right) = \sum_{r,s \geq 0} Q_{(r,s)}^C (x, y) z^r w^s.
\]

Hence we obtain (3.19).

**Proof of Proposition 3.6.** First we derive (3.17) from (3.16). If \(Z\) is another set of infinitely many variables, then by using (3.16) we have

\[
\sum_{\nu} Q_{\lambda/\mu}^C (X \cup Y) Q_{\nu}^C (Z) = Q_{\lambda/\mu}^C (X \cup Y \cup Z) = \sum_{\mu} Q_{\lambda/\mu}^C (X) Q_{\mu}^C (Y \cup Z)
= \sum_{\mu, \nu} Q_{\lambda/\mu}^C (X) Q_{\mu/\nu}^C (Y) Q_{\nu}^C (Z).
\]

By equating the coefficients of \(Q_{\lambda/\mu}^C (Z)\), we obtain (3.17).

Now we prove (3.16). We use the following Pfaffian version of Ishikawa–Wakayama’s minor-summation formula ([15, Theorem 3.4]). Let \(r\) be an even integer and \([r] = \{1, \ldots, r\}\), \(\mathbb{N}\) the set of nonnegative integers. Let \(A\) be an \(r \times r\) skew-symmetric matrix with rows and columns indexed by \([r]\), \(B\) a skew-symmetric matrix with rows and columns indexed by \(\mathbb{N}\), and \(S\) an \(r\)-rowed matrix with rows indexed by \([r]\) and columns indexed by \(\mathbb{N}\). Then we have

\[
\sum_I \text{Pf}(B(I)) \text{Pf} \begin{pmatrix} A & S([r]; I) \\ -S([r]; I) & O \end{pmatrix} = \text{Pf} (A - SB^t S),
\]

(3.20)

where \(I\) runs over all even-element subsets of \(\mathbb{N}\). Here \(B(I)\) stands for the skew-symmetric submatrix of \(B\) obtained by taking rows/columns with indices in \(I\), and \(S([r]; I)\) for the submatrix of \(S\) consisting for columns with indices in \(I\).

First we consider the case \(l = l(\lambda)\) is even. In this case, we apply the above formula (3.20) to the matrices

\[
A = \left( Q_{(\lambda_i, \lambda_j)}^C (X) \right)_{1 \leq i, j \leq l}, \quad B = \left( -Q_{(i,j)}^C (Y) \right)_{i,j \geq 0}, \quad S = \left( Q_{(\lambda_i, -j)}^C (X) \right)_{1 \leq i \leq l, j \geq 0}.
\]

Strict partitions \(\mu\) are in bijection with even-element subsets \(I = \{\mu_1, \ldots, \mu_m\}\) with \(m = l(\mu)\) or \(l(\mu) + 1\). If \(I\) corresponds to \(\mu\), then by (3.18) and (3.14) we have

\[
\text{Pf} (B(I)) = \text{Pf} \left( -Q_{(\mu_m+1, -i, \mu_m+1, -i, \ldots, \mu_m+1, -i)}^C (Y) \right)_{1 \leq i, j \leq m} = \text{Pf} \left( Q_{(\mu_i, \mu_j)}^C (Y) \right)_{1 \leq i, j \leq m} = Q_{\mu}^C (Y),
\]

\[
\text{Pf} \left( A \right) \text{Pf} \left( S([r]; I) \right) \text{Pf} \left( -S([r]; I) \right) = Q_{\lambda/\mu}^C (X).
\]

By using (3.19), we see that the \((i, j)\)-entry of \(A - SB^t S\) is equal to

\[
Q_{(\lambda_i, \lambda_j)}^C (X) + \sum_{k,l} Q_{(\lambda_i, -l)}^C (X) Q_{(\lambda_j, -l)}^C (X) Q_{(k,l)}^C (Y) = Q_{(\lambda_i, \lambda_j)}^C (X \cup Y),
\]

hence we obtain \(\text{Pf}(A - SB^t S) = Q_{\lambda}^C (X \cup Y)\) by (3.8).
Next we consider the case where \( l = l(\lambda) \) is odd. In this case, we apply the above formula (3.20) to the matrices

\[
A = \left( Q_{(\lambda_i, \lambda_j)}^C(X) \right)_{1 \leq i, j \leq l+1}, \quad B = \left( -Q_{(i,j)}^C(Y) \right)_{i,j \geq 0}, \quad S = \left( Q_{(\lambda_i-j)}^C(X) \right)_{1 \leq i \leq l+1, j \geq 0}.
\]

If an even-element subset \( I \subset \mathbb{N} \) corresponds to a strict partition \( \mu \), then we have

\[
\text{Pf} \ B(I) = Q_{\mu}^C(Y), \quad \text{Pf} \left( A \begin{bmatrix} -tS([r]; I) & 0 \end{bmatrix} \right) = Q_{\lambda/\mu}^C(X).
\]

By using (3.19), we see that the \((i, j)\)-entry \((1 \leq i < j \leq l)\) of \( A - SB^tS \) is equal to \( Q_{(\lambda, \lambda_j)}^C(X \cup Y) \). By using \( Q_{(\lambda_i+1-j)}^C = \delta_{j, 0}, \ Q_{(r, 0)}^C = Q_{(r)}^C (r > 0), \ Q_{(0, 0)}^C = 0 \) and (3.18), we see that the \((i, l + 1)\) entry of \( A - SB^tS \) is equal to

\[
Q_{(\lambda, 0)}^C(X) + \sum_{k \geq 1} Q_{(\lambda, -k)}^C(X)Q_{(k, 0)}^C(Y) = Q_{(\lambda, j)}^C(X \cup Y) = Q_{(\lambda, 0)}^C(X \cup Y).
\]

Hence we have \( \text{Pf}(A - tSB) = Q_{\lambda}^C(X \cup Y) \) by (3.8). \( \square \)

4 Tableau description

In this section, we give a proof of a tableau description of symplectic \( Q \)-functions, which was originally conjectured by King–Hamel [7]. One of the keys to the proof is a determinant formula for skew symplectic \( Q \)-functions (see Lemma 4.3 (3)).

Let \( \lambda \) and \( \mu \) be strict partitions, and \( S(\lambda) \) and \( S(\mu) \) the corresponding shifted diagrams respectively. If \( S(\lambda) \supset S(\mu) \), then we write \( \lambda \supset \mu \), and define the skew shifted diagram \( S(\lambda/\mu) \) as the set-theoretical difference \( S(\lambda/\mu) = S(\lambda) \setminus S(\mu) \).

**Definition 4.1.** (Hamel–King [4]) Let \( \lambda \) and \( \mu \) be strict partitions such that \( \lambda \supset \mu \). A symplectic primed shifted tableaux of shape \( \lambda/\mu \) is a filling of the cells of \( S(\lambda/\mu) \) with entries from the totally ordered set

\[
\mathcal{A}_n = \{ 1' < 1 < 1' < 2' < 1 < 2 < 2' < 3' < \cdots < n' < n < n < \pi' < \pi \}
\]

satisfying the following 5 conditions:

(T1) the entries in each row weakly increase from left to right;

(T2) the entries in each column weakly increase from top to bottom;

(T3) each row contains at most one \( k' \) and at most one \( \overline{k} \);

(T4) each column contains at most one \( k \) and at most one \( \overline{k} \);

(T5) the main diagonal contains at most one entry from \( \{ k', k, \overline{k}, \overline{k} \} \).

For a symplectic primed shifted tableaux \( T \) of shape \( \lambda/\mu \), we define its weight \( x^T \) by putting

\[
x^T = \prod_{k=1}^n x_i^{m(k') + m(k) - m(k') - m(k)},
\]

where \( m(\gamma) \) is the multiplicity of \( \gamma \) in \( T \). We denote by \( \text{QTab}_n^C(\lambda/\mu) \) the set of all symplectic primed shifted tableaux of shape \( \lambda/\mu \) with entries from \( \mathcal{A}_n \). We write \( \text{QTab}_n^C(\lambda) \) for \( \text{QTab}_n^C(\lambda/\emptyset) \), where \( \emptyset \) is the unique partition of 0.
This definition is a symplectic analogue of primed shifted tableaux for Schur $Q$-functions (see \cite[8.16′]{10}) and a $Q$-function analogue of symplectic tableaux for symplectic Schur functions (see \cite[Section 4]{5}).

For example,

\[
T = \begin{array}{cccccc}
1 & 1' & 2 & 2' & 3 & 3' \\
2' & 2 & 3' & 3' & 4 & 4' \\
3' & 3' & 3' & 4 & 4' & 5 \\
5 &
\end{array}
\]

is a symplectic primed shifted tableau of shape $(8, 6, 5, 2)$ with weight $x^T = x_1^2 x_2^2 x_4^2 x_5^{-1}$.

The aim of this section is to prove the following theorem, which was conjectured by King and Hamel \cite[Conjecture 3.1]{7}.

**Theorem 4.2.** Let $x = (x_1, \ldots, x_n)$ be a sequence of $n$ indeterminates. For strict partitions $\lambda$ and $\mu$, we have

\[
Q_{\lambda/\mu}^C(x) = \sum_{T \in \text{QTab}_n^C(\lambda/\mu)} x^T, \quad (4.1)
\]

\[
P_{\lambda/\mu}^C(x) = \sum_{T \in \text{PTab}_n^C(\lambda/\mu)} x^T, \quad (4.2)
\]

where $\text{PTab}_n^C(\lambda/\mu)$ is the subset of $\text{QTab}_n^C(\lambda/\mu)$ consisting of $T \in \text{QTab}_n^C(\lambda/\mu)$ with no primed letter on the main diagonal.

In order to prove this theorem, we put

\[
Q_{\lambda/\mu}^\text{tab}(x) = \sum_{T \in \text{QTab}_n^C(\lambda/\mu)} x^T
\]

for two strict partitions $\lambda \supset \mu$, and show that the generating functions $Q_{\lambda/\mu}^\text{tab}(x)$ satisfy the same relations as symplectic $Q$-functions $Q_{\lambda/\mu}^C(x) = \tilde{\pi}_n(Q_{\lambda/\mu}^C)$.

**Lemma 4.3.** Let $\lambda$ and $\mu$ be strict partitions such that $\lambda \supset \mu$.

1. We have

\[
Q_{\lambda/\mu}^C(x_1, \ldots, x_n) = \sum_{i=1}^{n} Q_{\mu^{(i)} \mu^{(i-1)}}^C(x_i),
\]

where the sum is taken over all sequences $\mu = \mu^{(0)} \subset \mu^{(1)} \subset \cdots \subset \mu^{(n-1)} \subset \mu^{(n)} = \lambda$.

2. For a single variable $x_1$, we have $Q_{\lambda/\mu}^C(x_1) = 0$ unless $l(\lambda) - l(\mu) \leq 1$.

3. If $l(\lambda) - l(\mu) \leq 1$, then we have

\[
Q_{\lambda/\mu}^C(x_1) = \det \left( Q_{\mu_{i-\mu_j}}^C(x_1) \right)_{1 \leq i,j \leq l(\lambda)},
\]

where $Q_{\mu_{i-\mu_j}}^C(x_1) = 0$ for $r < 0$.

**Proof.** (1) is obtained by iteratively applying (5.13). Since $Q_{\mu_{i-\mu_j}}^C(x_1) = 0$, (2) and (3) follows from the definition (3.14) and (2.10).
Lemma 4.4. Let \( \lambda \) and \( \mu \) be strict partitions such that \( \lambda \supset \mu \).

(1) We have
\[
Q_{\lambda/\mu}(x_1, \ldots, x_n) = \sum_{i=1}^{n} \prod_{j=1}^{n} Q_{\mu(j)/\mu(i-1)}(x_i),
\]
where the sum is taken over all sequences \( \mu = \mu^{(0)} \subset \mu^{(1)} \subset \cdots \subset \mu^{(n-1)} \subset \mu^{(n)} = \lambda \).

(2) For a single variable \( x_1 \), we have \( Q_{\lambda/\mu}(x_1) = 0 \) unless \( l(\lambda) - l(\mu) \leq 1 \).

(3) If \( l(\lambda) - l(\mu) \leq 1 \), then we have
\[
Q_{\lambda/\mu}(x_1) = \det \left( Q_{\lambda/\mu}(x_1) \right)_{1 \leq i, j \leq l(\lambda)},
\]
where \( Q_{\nu}(x) = 0 \) for \( r < 0 \).

Proof. (1) The claim is obtained by decomposing a primed shifted tableau into subtableaux consisting of \( i', i, i' \) and \( i' \) for \( i = 1, \ldots, n \).

(2) Condition (T5) in Definition 4.1 implies that, if \( l(\lambda) - l(\mu) \geq 2 \), then there are no primed shifted tableaux of shape \( \lambda/\mu \) with entries from \( \{i', 1, \overline{1}, \overline{1} \} \).

(3) We appeal to the Lindstrøm–Gessel–Viennot lemma together with a bijection between symplectic primed shifted tableaux and non-intersecting lattice paths. Let \( G = (V, E) \) the directed graph with vertex set
\[
V = \{ A_i = (i, 0) : i \geq 0 \} \cup \{ B_i = (i, 1) : i \geq 0 \} \cup \{ C_i = (i, 2) : i \geq 0 \},
\]
and directed edge set
\[
E = \{(A_i, B_i), (B_i, C_i) : i \geq 0 \} \cup \{(A_i, B_{i+1}), (B_i, C_{i+1}) : i \geq 0 \}
\]
\[
\cup \{(B_i, B_{i+1}), (C_i, C_{i+1}) : i \geq 0 \}.
\]

See Figure 1. For two vertices \( A_s, C_r \in V \), a lattice path from \( A_s \) to \( C_r \) is a sequence \( (S_0, S_1, \ldots, S_m) \) of vertices of \( G \) such that \( S_0 = A_s, S_m = C_r \) and \( (S_k, S_{k+1}) \in E \) for \( 0 \leq k \leq m - 1 \). We denote by \( \mathcal{L}(s; r) \) the set of all lattice paths from \( A_s \) to \( C_r \). A family \( (P_1, \ldots, P_l) \) of lattice paths in \( G \) is called non-intersecting if no two of them have a vertex in common. For two strict partitions \( \lambda \) and \( \mu \) such that \( l(\lambda) = l \) and \( l(\mu) = l \) or \( l - 1 \), we denote by \( \mathcal{L}_0(\mu; \lambda) \) the set of all non-intersecting lattice paths \( (P_1, \ldots, P_l) \) with \( P_i \in \mathcal{L}(\mu(i); \lambda(i)) \). Note that \( \mu_l = 0 \) if \( l(\mu) = l(\lambda) - 1 \).
Proof of Theorem 4.2. Comparing the generating function of $Q_{\lambda}^{\mu}(x_1)$ and $Q_{\lambda/\mu}^{\mu}(x_1)$, we have

$$Q_{\lambda/\mu}^{\mu}(x_1) = \prod_{i=1}^{l} \text{wt}(P_i).$$

Then we define the weight $\text{wt}(P)$ of a lattice path $P$ to be the product of the weights of its individual steps, and put $\text{wt}(P_1, \ldots, P_l) = \prod_{i=1}^{l} \text{wt}(P_i)$.

There exists a weight-preserving bijection from $\text{QTab}^C_{\lambda/\mu}(\lambda/\mu)$ to $\mathcal{L}_0(\mu; \lambda)$. If a tableau $T \in \text{QTab}^C_{\lambda/\mu}(\lambda/\mu)$ corresponds to a family of lattice paths $(P_1, \ldots, P_l)$, then the entries of the $i$th row of $T$ are obtained by reading the diagonal and horizontal edges of the $i$th lattice path $P_i$ from left to right, and assigning 1, 1, $\top$ and $\top$ to the edges $(A_k, B_{k+1})$, $(B_k, B_{k+1})$, $(B_k, C_{k+1})$ and $(C_k, C_{k+1})$ respectively. See Figure 2 for an example of the correspondence in the case $\lambda = (6, 5, 2)$ and $\mu = (3, 2)$.

By using this bijection and the Lindström–Gessel–Viennot Lemma, we have

$$Q_{\lambda/\mu}^{ab}(x_1) = \sum_{T \in \text{QTab}^C_{\lambda/\mu}(\lambda/\mu)} x_1^{m(\lambda') + m(\mu) - m(\lambda) - m(\mu)} = \prod_{i=1}^{l} \text{wt}(P_i) = \det \left( \sum_{P \in \mathcal{L}(\mu; \lambda)} \text{wt}(P) \right)_{1 \leq i, j \leq l} = \det \left( Q_{(\lambda, \mu)}^{ab}(x_1) \right)_{1 \leq i, j \leq l}.$$

Now we are ready to complete the proof of Theorem 4.2.

Proof of Theorem 4.2. By Lemmas 4.3 and 4.4, it is enough to show $Q_{(r)}^{C}(x_1) = Q_{(r)}^{ab}(x_1)$.

Symplectic primed shifted tableaux $T \in \text{QTab}^C_{\lambda}(\lambda)$ of shape $(r)$ are in bijection with quadruples $(a, b, c, d) = (m(\lambda'), m(\lambda), m(\lambda), m(\lambda))$ of nonnegative integers such that $a, c \in \{0, 1\}$ and $a + b + c + d = r$. Hence the generating function of $Q_{(r)}^{ab}(x_1)$ is given by

$$Q_{(r)}^{ab}(x_1) = \sum_{r \geq 0} \sum_{a=0}^{\infty} \sum_{b=0}^{\infty} \sum_{c=0}^{\infty} \sum_{d=0}^{\infty} x_1^{a+b-c-d} z^{a+b+c+d} = \frac{1 + x_1 z}{1 - x_1 z} \frac{1 + x_1^{-1} z}{1 - x_1^{-1} z}.$$

Comparing the generating function of $Q_{(r)}^{C}(x_1)$ given by (2.3), we obtain $Q_{(r)}^{C}(x_1) = Q_{(r)}^{ab}(x_1)$. This completes the proof of (4.1).

Since each entry on the main diagonal of $T \in \text{QTab}^C_{\lambda}(\lambda)$ may be either unprimed or primed, we can obtain (4.2) from (4.1).
We conclude this section with a flip symmetry of skew symplectic $Q$-functions. Let $\delta_r = (r, r - 1, \ldots, 2, 1)$ be the staircase partition of length $r$. For a strict partition $\lambda \subset \delta_r$, let $\lambda^* = (\lambda_1^*, \lambda_2^*, \ldots)$ be the strict partition such that $\{\lambda_1, \lambda_2, \ldots\} \sqcup \{\lambda_1^*, \lambda_2^*, \ldots\} = \{1, 2, \ldots, r\}$, call it the complement of $\lambda$ in $\delta_r$. For example, if $\lambda = (5, 2) \subset \delta_5 = (5, 4, 3, 2, 1)$, then we have $\lambda^* = (4, 3, 1)$.

**Proposition 4.5.** Let $\lambda$ and $\mu$ be two strict partitions such that $\lambda \supset \mu$. Let $r$ be a positive integer such that $\delta_r \supset \lambda \supset \mu$, and $\lambda^*$ and $\mu^*$ the complements of $\lambda$ and $\mu$ in $\delta_r$ respectively. Then we have

$$Q^{C}_{\lambda/\mu} = Q^{C}_{\mu^*/\lambda^*}$$

in $\Lambda$.

**Proof.** By Lemma 3.3 (1), it is enough to show $Q^{C}_{\lambda/\mu}(x) = Q^{C}_{\mu^*/\lambda^*}(x)$ for $x = (x_1, \ldots, x_n)$.

Note that the skew shifted diagram $S(\mu^*/\lambda^*)$ is obtained from $S(\lambda/\mu)$ by flipping along the anti-diagonal of $S(\delta_r)$. By replacing $k'$, $k$, $k'$ and $k$ with $\bar{\mathcal{T}}$, $\mathcal{T}$, $l$ and $l'$ respectively, where $l = n + 1 - k$, for $k = 1, 2, \ldots, n$, and then flipping the resulting tableau along the anti-diagonal, we obtain a bijection $\Phi : Q_{\text{Tab}}(\lambda/\mu) \rightarrow Q_{\text{Tab}}(\mu^*/\lambda^*)$. For example, if $n = 6$, $\lambda = \delta_5 = (5, 4, 3, 2, 1)$ and $\mu = (5, 2)$, then we have

$$T = \begin{array}{ccccccc}
1 & 2' & 3 & 4 & 4' & \cdots & \\
\hline
2' & 3' & \cdots & \cdots & \cdots & \cdots & \\
5' & \cdots & \cdots & \cdots & \cdots & \cdots & \\
\end{array} \quad \rightarrow \quad \Phi(T) = \begin{array}{ccccccc}
2' & 3' & 4 & 5 & 5' & \cdots & \\
\hline
1 & 2' & 3 & 4 & 4' & \cdots & \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \\
\end{array}$$

Let $\phi$ be the ring automorphism of $Q[\mathbb{Z}_1, \ldots, \mathbb{Z}_n]$ defined by $\phi(x_i) = x_{n+1-i}$ for $1 \leq i \leq n$. Then we have $x^{\phi(T)} = \phi(x^T)$ for $T \in Q_{\text{Tab}}(\lambda/\mu)$. Since $\phi$ is the action of an element in the Weyl group $W_n$ and $Q^{C}_{\lambda/\mu}(x)$ is $W_n$-invariant, we have

$$Q^{C}_{\lambda/\mu}(x) = \sum_{T \in Q_{\text{Tab}}(\lambda/\mu)} x^{\phi(T)} = \sum_{T \in Q_{\text{Tab}}(\lambda/\mu)} x^{T} = \sum_{S \in Q_{\text{Tab}}(\mu^*/\lambda^*)} x^{S} = Q^{C}_{\mu^*/\lambda^*}(x).$$

$\square$

## 5 Pieri-type rule

This section is devoted to proving a Pieri-type rule, which describes the expansion of the product of an arbitrary symplectic $P$-function with the symplectic $P$-function corresponding to a one-row partition.

To state the Pieri-type rule for symplectic $P$-functions, we introduce some notation. For two strict partitions $\lambda$ and $\mu$, we write $\lambda \succ \mu$ if $\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots$. For such a pair of strict partitions, let $a(\lambda, \mu)$ denote the number of connected components of the skew shifted diagram $S(\lambda/\mu)$. Then it is not difficult to see that

$$a(\lambda, \mu) = \# \{ i : 1 \leq i \leq l - 1, \lambda_i > \mu_i > \lambda_{i+1}\} + \begin{cases} 1 & \text{if } \lambda_l > \mu_l, \\ 0 & \text{if } \lambda_l = \mu_l, \end{cases} \quad (5.1)$$

where $l$ is the length of $\lambda$. 
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Theorem 5.1. For strict partitions $\lambda, \mu$ and a positive integer $r$, we define the Pieri coefficient $\tilde{f}_{\mu,(r)}^\lambda$ by the relation
\[
P^C_\mu \cdot P^C_\mu = \sum_\lambda \tilde{f}_{\mu,(r)}^\lambda P^C_\lambda.
\] (5.2)

Then we have
\[
\tilde{f}_{\mu,(r)}^\lambda = \begin{cases} 
\sum_\kappa 2^{a(\mu,\kappa)+a(\lambda,\kappa)-\chi[l(\mu)>l(\kappa)]-1} & \text{if } l(\lambda) = l(\mu) \text{ or } l(\mu) + 1, \\
0 & \text{otherwise},
\end{cases}
\] (5.3)

where $\kappa$ runs over all strict partitions satisfying $\mu \succ \kappa$, $\lambda \succ \kappa$ and $(|\mu| - |\kappa|) + (|\lambda| - |\kappa|) = r$, and
\[
\chi[l(\mu) > l(\kappa)] = \begin{cases} 
1 & \text{if } l(\mu) > l(\kappa), \\
0 & \text{otherwise}.
\end{cases}
\]

This theorem is a symplectic analogue of Morris’ Pieri-type rule for Schur $P$-functions ([12, Theorem 1]) and a $P$-function analogue of Sundaram’s Pieri-type rule for symplectic Schur functions ([22, Theorem 4.1]).

Before giving the proof of Theorem 5.1, we present a corollary and an example. If $r = 1$, then we have the following multiplicity-free expansion.

Corollary 5.2. For a strict partition $\mu$, we have
\[
P^C_\mu \cdot P^C_{(1)} = \sum_\lambda P^C_\lambda,
\]
where $\lambda$ runs over all strict partitions satisfying one of the following conditions:

(i) $S(\lambda)$ is obtained from $S(\mu)$ by adding one box;

(ii) $S(\lambda)$ is obtained from $S(\mu)$ by removing one box, and $l(\lambda) = l(\mu)$.

Example 5.3. If $\mu = (4, 3, 1)$ and $r = 2$, then we have
\[
P^C_{(4,3,1)} \cdot P^C_{(2)} = P^C_{(6,3,1)} + P^C_{(5,4,1)} + 2P^C_{(5,3,2)} + 2P^C_{(5,2,1)} + 3P^C_{(4,3,1)} + P^C_{(3,2,1)}.
\]

If $\lambda = (4, 3, 1)$, then the strict partitions $\kappa$ satisfying $\mu \succ \kappa$, $\lambda \succ \kappa$ and $(|\lambda| - |\kappa|) + (|\mu| - |\kappa|) = 2$ are $\kappa = (4, 2, 1)$ and $(4, 3)$. By definition, we have
\[
a((4, 3, 1), (4, 2, 1)) = 1, \quad a((4, 3, 1), (4, 3)) = 1,
\]
\[
\chi[l((4, 3, 1) > l(4, 2, 1)] = 0, \quad \chi[l((4, 3, 1) > l(4, 3) = 1,
\]

hence we have
\[
\tilde{f}_{(4,3,1),(2)}^{(4,3,1)} = 2^{1+1-0-1} + 2^{1+1-1-1} = 3.
\]

Now we start the proof of Theorem 5.1. We take a positive integer $n$ such that $l(\mu) \leq n$, and apply $\pi_n$ to the both sides of (5.2). Then we have
\[
P^C_\mu(x) P^C_{(r)}(x) = \sum_\lambda \tilde{f}_{\mu,(r)}^\lambda P^C_\lambda(x),
\]
where the sum is taken over all strict partitions $\lambda$ of length $\leq n$. By (2.13), we have
\[
1 + 2 \sum_{r \geq 1} P^C_{(r)}(x) z^r = \bar{\Pi}(x) = \prod_{i=1}^{n} \frac{(1 + x_i z)(1 + x_i^{-1}z)}{(1 - x_i z)(1 - x_i^{-1}z)}.
\]
So we consider the following generating function for the Pieri coefficients $f^\lambda_{\mu,(r)}$:
\[
u^\lambda_{\mu}(z) = \delta_{\lambda,\mu} + 2 \sum_{r \geq 1} \bar{f}^\lambda_{\mu,(r)} z^r.
\]
Then we have
\[
P^C_{\mu}(x) \bar{\Pi}(x) = \sum_{\lambda} \nu^\lambda_{\mu}(z) P^C_{\lambda}(x).
\]
The proof of Theorem 5.1 consists of two steps: firstly we express $\nu^\lambda_{\mu}(z)$ as a determinant; then we interpret $\nu^\lambda_{\mu}(z)$ in terms of non-intersecting lattice paths.

The following lemma gives an explicit determinant expression for $\nu^\lambda_{\mu}(z)$.

**Lemma 5.4.** We define formal power series $b^r_s(z)$ by the relation
\[
\bar{f}_s(x) \cdot \bar{\Pi}(x) = \sum_{r=0}^{\infty} b^r_s(z) \bar{f}_r(x),
\]
where $\bar{f}_d(x)$ are the Laurent polynomials defined by (2.3), and
\[
\bar{\Pi}(x) = \frac{(1 + x z)(1 + x^{-1}z)}{(1 - x z)(1 - x^{-1}z)}.
\]
Then we have

1. The coefficients $b^r_s(z)$ are explicitly given by
\[
b^r_s(z) = \begin{cases}
1 & \text{if } s = 0 \text{ and } r = 0, \\
2z^r & \text{if } s = 0 \text{ and } r \geq 1, \\
0 & \text{if } s \geq 1 \text{ and } r = 0, \\
2z^{s-r}(1 + z^2) \frac{1 - z^{2r}}{1 - z^2} & \text{if } s \geq 1 \text{ and } 1 \leq r \leq s - 1, \\
2(1 + z^2) \frac{1 - z^{2s}}{1 - z^2} & \text{if } s \geq 1 \text{ and } r = s, \\
2z^{r-s}(1 + z^2) \frac{1 - z^{2s}}{1 - z^2} & \text{if } s \geq 1 \text{ and } r \geq s + 1.
\end{cases}
\]

2. For two sequences $\alpha = (\alpha_1, \ldots, \alpha_r)$ and $\beta = (\beta_1, \ldots, \beta_r)$ of nonnegative integers, we put $B^\alpha_{\beta} = \left(b^\alpha_{\beta j}(z)\right)_{1 \leq i, j \leq r}$. Then we have
\[
u^\lambda_{\mu}(z) = \begin{cases}
\det B^\lambda_{\mu} & \text{if } l(\lambda) = l(\mu), \\
\det B^\lambda_{\mu^0} & \text{if } l(\lambda) = l(\mu) + 1, \\
0 & \text{otherwise},
\end{cases}
\]
where $\mu^0 = (\mu_1, \ldots, \mu_{l(\mu)}, 0)$. 
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Proof. (1) By a straightforward computation, we have

\[ 1 + 2 \sum_{d=0}^{\infty} \tilde{f}_d(x)z^d = \tilde{\Pi}_z(x), \quad (5.9) \]

\[ \tilde{f}_d(x)\tilde{f}_1(x) = \begin{cases} \tilde{f}_1(x) & \text{if } d = 0, \\ \tilde{f}_2(x) & \text{if } d = 1, \\ \tilde{f}_{d+1}(x) + \tilde{f}_{d-1}(x) & \text{if } d \geq 2. \end{cases} \quad (5.10) \]

We proceed by induction on \( s \) to prove (5.7). The case \( s = 0 \) is immediate from (5.9). If \( s = 1 \), then by using (5.9) and (5.10), we have

\[ \tilde{f}_1(x)\tilde{\Pi}_z(x) = \tilde{f}_1(x) \left( 1 + 2 \sum_{d \geq 1} \tilde{f}_d(x)z^d \right) = \tilde{f}_1(x) + 2\tilde{f}_2(x)z + \sum_{d \geq 2} (\tilde{f}_{d+1}(x) + \tilde{f}_{d-1}(x))z^d, \]

from which the case \( s = 1 \) follows. If \( s = 2 \), then by using \( \tilde{f}_2(x) = \tilde{f}_1(x)^2 \), we have

\[ \tilde{f}_2(x)\tilde{\Pi}_z(x) = \tilde{f}_1(x) \left( \tilde{f}_1(x)\tilde{\Pi}_z(x) \right) = b_0^1(z)\tilde{f}_1(x) + b_1^1(z)\tilde{f}_2(x) + \sum_{r \geq 2} b_r^1(z) \left( \tilde{f}_{r+1}(x) + \tilde{f}_{r-1}(x) \right). \]

Hence we have

\[ b_0^2(z) = 0, \quad b_2^2(z) = b_1^{-1}(z) + b_1^{r+1}(z) \quad (r \geq 1), \]

and obtain the case \( s = 2 \) by using the induction hypothesis. If \( s \geq 3 \), then by using \( \tilde{f}_s(x) = \tilde{f}_1(x)\tilde{f}_{s-1}(x) - \tilde{f}_{s-2}(x) \), we have

\[ \tilde{f}_s(x)\tilde{\Pi}_z(x) = \tilde{f}_1(x) \left( \tilde{f}_{s-1}(x)\tilde{\Pi}_z(x) \right) - \tilde{f}_{s-2}(x)\tilde{\Pi}_z(x) \]

\[ = b_{s-1}^0(z)\tilde{f}_1(x) + b_{s-1}^1(z)\tilde{f}_2(x) + \sum_{r \geq 2} b_{s-1}^r(z) \left( \tilde{f}_{r-1}(x) + \tilde{f}_{r+1}(x) \right) - \sum_{r \geq 0} b_{s-2}^r(z)\tilde{f}_r(x). \]

Hence we have

\[ b_s^r(z) = \begin{cases} -b_{s-2}^0(z) & \text{if } r = 0, \\ b_{s-1}^{-1}(z) + b_{s-1}^{r+1}(z) - b_{s-2}^r(z) & \text{if } r \geq 1, \end{cases} \]

and use the induction hypothesis to complete the proof of (1).

(2) can be proved in the same way as in the proof of [10, Theorem 5.3 and Corollary 5.5], so we omit the proof. \( \square \)

Next we interpret the determinant in \( \det B_\mu^\lambda \) with \( \mu^* = \mu \) or \( \mu^0 \) as the generating function of non-intersecting lattice paths. Let \( G' \) be the directed graph with vertex set

\[ V' = \{ A_i = (i, 0) : i \geq 0 \} \cup \{ B_i = (i, 1) : i \geq 0 \} \cup \{ C_i = (i, 2) : i \geq 0 \} \]

and directed edge set

\[ E' = \{ (A_{i+1}, A_i) : i \geq 0 \} \cup \{ (A_i, B_i) : i \geq 0 \} \cup \{ (A_{i+1}, B_i) : i \geq 1 \} \]

\[ \cup \{ (B_i, C_i) : i \geq 0 \} \cup \{ (B_i, C_{i+1}) : i \geq 0 \} \cup \{ (C_i, C_{i+1}) : i \geq 0 \}. \]
Suppose that $r \geq 0$. If we have $P \in L_s$ of the multiplicity $u \in P$ and $\lambda \in \lambda$. Hence by Lemma 5.4 (2) it is enough to show that a family $(P_1, \ldots, P_l)$ of lattice paths on $G'$ is non-intersecting if no two of them have a vertex in common. We denote by $\mathcal{L}(s; r)$ the set of all lattice paths from $A_s$ to $C_r$. For two strict partitions $\lambda$ and $\mu$ such that $l(\lambda) = l(\mu)$ or $l(\mu) + 1$, let $\mathcal{L}_0(\mu; \lambda)$ be the set of all non-intersecting lattice paths with starting points $(A_{\mu_1}, \ldots, A_{\mu_l})$ and ending points $(C_{\lambda_1}, \ldots, C_{\lambda_1})$, where $l = l(\lambda)$. Note that, if $l(\mu) = l - 1$, then we put $\mu_l = 0$.

We define a weight function $w_t : E' \to \mathbb{Z}[z]$ by assigning 1 to the vertical edges and $z$ to other edges:

$$
 wt(A_i, A_i) = z, \quad wt(A_i, B_i) = 1, \quad wt(A_{i+1}, B_i) = z, \\
 wt(B_i, C_i) = 1, \quad wt(B_i, C_{i+1}) = z, \quad wt(C_i, C_{i+1}) = z.
$$

The weight $w_t(P)$ of a lattice path $P$ is the product of the weights of its individual steps, and $w_t(P_1, \ldots, P_l) = \prod_{i=1}^l w_t(P_i)$. The following lemma provides a combinatorial expression of the multiplicity $u^t_\mu(z)$.

**Lemma 5.5.** If $\lambda$ and $\mu$ are two strict partitions such that $l(\lambda) = l(\mu)$ or $l(\mu) + 1$, then we have

$$
 u^t_\mu(z) = \sum_{(P_1, \ldots, P_l) \in \mathcal{L}_0(\mu, \lambda)} \prod_{i=1}^l w_t(P_i), 
$$

where $l = l(\lambda)$.

**Proof.** We put

$$
 w^t_s(z) = \sum_{P \in \mathcal{P}(s, t)} w_t(P), \quad w^t_\mu(z) = \sum_{P \in \mathcal{P}(\mu, \lambda)} w_t(P).
$$

Then by applying the Lindström–Gessel–Vienot lemma, we have

$$
 w^t_\mu(z) = \det \left( w^t_{\mu_j}(z) \right)_{1 \leq i, j \leq l}.
$$

Hence by Lemma 5.4 (2) it is enough to show $w^t_s(z) = b^t_s(z)$ for $r \geq 1$ and $s \geq 0$.

We proceed by induction on $r + s$. It is easy to see that $w^t_0 = 2z = b^t_0$ and $w^t_1 = 1 + 2z^2 = b^t_1$. Suppose that $r + s \geq 2$. Then we can show the following recurrence:

$$
 w^t_s(z) = \begin{cases} 
 zw^t_{s-1} & \text{if } r \leq s - 2, \\
 zw^t_{s-1} + z & \text{if } r = s - 1, \\
 z^2 w^t_{s-1} + 1 + 3z^2 & \text{if } r = s, \\
 zw^t_{s+1} + z & \text{if } r = s + 1, \\
 zw^t_{s+1} + z & \text{if } r \geq s + 2.
\end{cases}
$$

Figure 3: Graph $G'$
In fact, if $r \leq s - 2$, then every path in $\mathcal{L}(s; r)$ passes through $A_{s-1}$, thus we have $w^r_s = z w^r_{s-1}$. If $r = s - 1$, then we have

$$\mathcal{L}(s; s - 1) = \{(A_s, A_{s-1}) * P : P \in \mathcal{L}(s-1; s-1) \} \cup \{(A_s, B_{s-1}, C_{s-1})\},$$

where * is the concatenation of paths. Hence we have $w^s_{s-1} = z w^s_{s-1} + z$. If $r = s$, then we have

$$\mathcal{L}(s; s) = \{(A_s, A_{s-1}) * P * (C_{s-1}, C_s) : P \in \mathcal{L}(s-1; s-1) \} \cup \{(A_s, A_{s-1}, B_{s-1}, C_{s-1}), (A_s, B_{s-1}, C_{s-1}, C_s), (A_s, B_{s-1}, C_{s}), (A_s, B_{s}, C_{s})\},$$

so that $w^s_s = z^2 w^s_{s-1} + 1 + 3z^2$. The other cases of (5.12) can be checked similarly. Then, by using the recurrence (5.12) and the induction hypothesis, we obtain $w^r_s = b^r_s$. \(\square\)

Now we can complete the proof of Theorem 5.1

**Proof of Theorem 5.1** By Lemma 5.4 (2) and (5.4), we have $\tilde{f}^\lambda_{\mu,(r)} = 0$ unless $l(\lambda) = l(\mu)$ or $l(\mu) + 1$.

Assume from now that $l(\lambda) = l(\mu)$ or $l(\mu) + 1$ and write $l = l(\lambda)$. For a strict partition $\kappa$ of length $l$ or $l - 1$, let $\mathcal{L}_0(\mu; \lambda)_\kappa$ be the set of non-intersecting paths $(P_1, \ldots, P_l) \in \mathcal{L}_0(\mu; \lambda)$ such that $P_i$ passes through the vertex $B_{\kappa_i}$ for $1 \leq i \leq l$. Then we have

$$\mathcal{L}_0(\mu; \lambda) = \bigcup_{\kappa} \mathcal{L}_0(\mu; \lambda)_\kappa,$$

where $\kappa$ runs over all strict partitions of length $l$ or $l - 1$.

First we show that $\mathcal{L}_0(\mu; \lambda)_\kappa = \emptyset$ unless $\mu \succ \kappa$ and $\lambda \succ \kappa$. Suppose that there exists a family of non-intersecting lattice paths $(P_1, \ldots, P_l) \in \mathcal{L}_0(\mu; \lambda)_\kappa$. Since the $i$th path $P_i$ starts at $A_{\mu_i}$ and passes through $B_{\kappa_i}$, we see that $\mu_i \geq \kappa_i$. If $\mu_i > \kappa_i$, then $P_i$ passes through $A_{\kappa_i+1}$ and does not intersect with $P_{i+1}$, hence $\kappa_i + 1 > \mu_{i+1}$, i.e., $\kappa_i \geq \mu_{i+1}$. Similarly we can check $\lambda \succ \kappa$.

Next it is clear from the definition of the weight that, if $(P_1, \ldots, P_l) \in \mathcal{L}_0(\mu; \lambda)_\kappa$, then we have

$$\text{wt}(P_i) = z^{(\mu_i - \kappa_i) + (\lambda_i - \kappa_i)}, \quad \text{wt}(P_1, \ldots, P_l) = z^{(|\mu| - |\kappa|) + (|\lambda| - |\kappa|)}.$$

Hence, by Lemma 5.5 and (5.4), we have

$$2 \tilde{f}^\lambda_{\mu,(r)} = \sum_{\kappa} \# \mathcal{L}_0(\mu; \lambda)_\kappa,$$

where $r > 0$ and $\kappa$ runs over all strict partitions satisfying $\mu \succ \kappa$, $\lambda \succ \kappa$ and $(|\mu| - |\kappa|) + (|\lambda| - |\kappa|) = r$.

Finally we compute the cardinality of $\mathcal{L}_0(\mu; \lambda)_\kappa$. Suppose that $\mu \succ \kappa$ and $\lambda \succ \kappa$. If $1 \leq i \leq l - 1$, we have

$$\#\{P \in \mathcal{L}(\mu_i; \kappa_i) : P \text{ does not pass through } A_{\mu_i+1}\} = \begin{cases} 1 & \text{if } \kappa_i = \mu_i, \\ 2 & \text{if } \mu_{i+1} > \kappa_i < \mu_i, \\ 1 & \text{if } \kappa_i = \mu_{i+1}, \end{cases}$$
\# \{ P \in \mathcal{L}(\kappa_i; \lambda_i) : P \text{ does not pass through } A_{\lambda_{i+1}} \} = \begin{cases} 1 & \text{if } \kappa_i = \lambda_i, \\ 2 & \text{if } \lambda_{i+1} < \kappa_i < \lambda_i, \\ 1 & \text{if } \kappa_i = \lambda_{i+1}, \end{cases}

Also we have

\[ \# \mathcal{L}(\mu_i; \kappa_i) = \begin{cases} 1 & \text{if } \mu_i > 0 \text{ and } \kappa_i = \mu_i, \\ 2 & \text{if } \mu_i > 0 \text{ and } 0 < \kappa_i < \mu_i, \\ 1 & \text{if } \mu_i > 0 \text{ and } \kappa_i = 0, \\ 1 & \text{if } \mu_i = 0 \text{ and } \kappa_i = 0, \end{cases} \quad \# \mathcal{L}(\lambda_i; \kappa_i) = \begin{cases} 1 & \text{if } \kappa_i = \lambda_i, \\ 2 & \text{if } \kappa_i < \lambda_i. \end{cases} \]

Note that \( \lambda_i > 0 \). Hence it follows from (5.1) that

\[ \# \mathcal{L}_0(\mu; \lambda) = 2^{a(\lambda, \kappa) + a(\mu, \kappa) - \chi([\mu] > [\kappa])}. \]

This completes the proof of Theorem 5.1.

6 Positivity conjectures

In this section, we present some positivity conjectures on various expansion coefficients involving symplectic \( P \)-functions. The conjectures in this section have been checked on a computer with a help of the Maple package SF developed by Stembridge [21]. It would be interesting to resolve these conjecture by finding combinatorial rules for describing the coefficients.

6.1 Structure constants for multiplication

Let \( \Lambda \) be the ring of symmetric functions and \( \Gamma \) the subring generated by \( q_r \) \((r \geq 1)\). Since the Schur \( P \)-functions \( P_\lambda \) form a basis of \( \Gamma \), we can expand the product \( P_\mu \cdot P_\nu \) in the form

\[ P_\mu \cdot P_\nu = \sum_{\lambda \in \text{SPar}} f^\lambda_{\mu, \nu} P_\lambda, \quad (6.1) \]

where \( \text{SPar} \) is the set of strict partitions. Since Schur \( P \)-functions are homogeneous, we have \( f^\lambda_{\mu, \nu} = 0 \) unless \( |\lambda| = |\mu| + |\nu| \). It is known that the coefficients \( f^\lambda_{\mu, \nu} \) are nonnegative integers, and there are several combinatorial models for the coefficients \( f^\lambda_{\mu, \nu} \) such as [24, Section 7.2], [20, Theorem 8.3], [1, Corollary 5.14] and [3, Theorem 4.13].

By Proposition 3.4 (2), the universal symplectic \( P \)-functions \( \mathcal{P}_\lambda^C \) form another basis of \( \Gamma \). Given three strict partitions \( \lambda, \mu, \) and \( \nu \), the structure constant \( \widetilde{f}^\lambda_{\mu, \nu} \) is defined as the coefficient of \( \mathcal{P}_\lambda^C \) in the expansion

\[ \mathcal{P}_\mu^C \cdot \mathcal{P}_\nu^C = \sum_{\lambda \in \text{SPar}} \widetilde{f}^\lambda_{\mu, \nu} \mathcal{P}_\lambda^C \quad (6.2) \]

Since \( \Gamma \) is a commutative ring with unit 1, we have \( \widetilde{f}^\lambda_{\mu, \nu} = \widetilde{f}^\lambda_{\nu, \mu} \) and \( \widetilde{f}^\lambda_{\emptyset, \mu} = \widetilde{f}^\lambda_{\emptyset, \mu} = \delta_{\emptyset, \mu} \).

And it follows from (3.13) that, if \( |\lambda| = |\mu| + |\nu| \), then \( \widetilde{f}^\lambda_{\mu, \nu} = f^\lambda_{\mu, \nu} \geq 0 \), and that \( \widetilde{f}^\lambda_{\mu, \nu} = 0 \) unless \( |\lambda| \leq |\mu| + |\nu| \) and \( |\mu| + |\nu| - |\lambda| \) is even.

By applying the ring homomorphism \( \overline{\pi}_n : \Lambda \rightarrow \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] W_n \) given by (3.11) to the both sides of (6.2), we have

\[ P^C_\mu(x_1, \ldots, x_n) \cdot P^C_\nu(x_1, \ldots, x_n) = \sum_{\lambda} \widetilde{f}^\lambda_{\mu, \nu} P^C_\lambda(x_1, \ldots, x_n), \quad (6.3) \]
where $\mu$ and $\nu$ are strict partitions of length $\leq n$ and $\lambda$ runs over all strict partitions of length $\leq n$.

**Conjecture 6.1.** The structure constants $\tilde{f}_{\mu,\nu}^\lambda$ for the multiplication of symplectic $P$-functions are nonnegative integers.

We have checked on a computer the validity of this conjecture for all pairs $(\mu, \nu)$ of strict partitions satisfying $|\mu| + |\nu| \leq 20$. And, in support of this conjecture, we have the following evidence.

**Proposition 6.2.** Conjecture 6.1 holds in the following cases:

1. $|\lambda| = |\mu| + |\nu|$. In this case, $\tilde{f}_{\mu,\nu}^\lambda = f_{\mu,\nu}^\lambda \geq 0$.
2. $l(\mu) = 1$ or $l(\nu) = 1$. In this case, the coefficients $\tilde{f}_{\mu,\nu}^\lambda$ are given by the Pieri rule in Theorem 5.1.
3. $\mu = \delta_r = (r, r-1, \ldots, 2, 1)$ and $\nu = \delta_s = (s, s-1, \ldots, 2, 1)$. In this case, we have
   \[ P_{\delta_r}^C \cdot P_{\delta_s}^C = P_{\delta_r+\delta_s}^C. \]

**Proof.** It remains to prove (3). By performing row/column operations on the Pfaffian in the numerator of the Nimmo-type formula (2.8) with use of the relation

\[ (x + x^{-1})^d = \sum_{i=0}^{\lfloor d/2 \rfloor} \binom{d-2}{i} \tilde{g}_{d-2i}(x), \]

we can show

\[ P_{\delta_r+\delta_s}(x) = P_{\delta_r+\delta_s}(x + x^{-1}), \]

where $x = (x_1, \ldots, x_n)$ and $x + x^{-1} = (x_1 + x_1^{-1}, \ldots, x_n + x_n^{-1})$. In particular, $P_{\delta_r}^C(x) = P_{\delta_r}(x + x^{-1})$.

Since $P_{\delta_r} P_{\delta_s} = P_{\delta_r+\delta_s}$ (see [24] (7.17) for a combinatorial proof and [14] Theorem 5.2] for a sketch of an algebraic proof), we obtain

\[ P_{\delta_r}^C(x) P_{\delta_s}^C(x) = P_{\delta_r}(x + x^{-1}) P_{\delta_s}(x + x^{-1}) = P_{\delta_r+\delta_s}(x + x^{-1}) = P_{\delta_r+\delta_s}^C(x). \]

Hence by Lemma 3.3 (1) we conclude $P_{\delta_r}^C \cdot P_{\delta_s}^C = P_{\delta_r+\delta_s}^C$ in $\Lambda$. \hfill \Box

### 6.2 Structure constants for comultiplication

The ring of symmetric functions $\Lambda$ has a structure of graded Hopf algebra, whose coproduct $\Delta$ is given by the “alphabet doubling trick”. For $f \in \Lambda$, we have $\Delta(f) = \sum_{i=1}^k q_i \otimes h_i$ if and only if $f(X \cup Y) = \sum_{i=1}^k g_i(X)h_i(Y)$, where $X$ and $Y$ are two disjoint sets of infinitely many variables. Since $q_r(X \cup Y) = \sum_{k=0}^r q_k(X)q_{r-k}(Y)$ by (3.1), we see that $\Gamma$ is the Hopf subalgebra of $\Lambda$. For Schur $Q$-functions, we have

\[ Q_\lambda(X \cup Y) = \sum_{\mu, \nu \in \text{SPAR}} f_{\mu,\nu}^\lambda Q_\mu(X)Q_\nu(Y), \]

(6.5)
where \( f_{\mu,\nu}^\lambda \) are the structure constants for the multiplication of Schur \( P \)-functions given by (6.1). Note that (6.5) is equivalent to \( Q_{\lambda/\mu} = \sum_\nu f_{\mu,\nu}^\lambda Q_\nu \) for skew \( Q \)-functions.

Let \( \overline{d}_{\mu,\nu}^{\lambda} \) be the structure constant for comultiplication of symplectic \( Q \)-functions defined by

\[
Q_C^\lambda(X \cup Y) = \sum_{\mu,\nu \in \text{Par}} \overline{d}_{\mu,\nu}^{\lambda} Q_\mu^C(X)Q_\nu^C(Y).
\]

By Proposition 3.6 we see that (6.6) is equivalent to

\[
Q_{\lambda/\mu}^C = \sum_\nu \overline{d}_{\mu,\nu}^{\lambda} Q_\nu^C.
\]

It follows from (3.13) that, if \(|\lambda| = |\mu| + |\nu|\), then \( \overline{d}_{\mu,\nu}^{\lambda} = f_{\mu,\nu}^\lambda \geq 0 \), and that \( \overline{d}_{\mu,\nu}^{\lambda} = 0 \) unless \(|\mu| + |\nu| \leq |\lambda|\) and \(|\lambda| - |\mu| - |\nu|\) is even. Since \( Q_C^{\lambda,\emptyset} = Q_C^\lambda \), we have \( \overline{d}_{\emptyset,\mu}^{\lambda} = \overline{d}_{\emptyset,\mu}^{\emptyset} = \delta_{\lambda,\mu} \). And, since \( Q_C^{\lambda/\mu} = 0 \) unless \( \lambda \supset \mu \) (Proposition 5.5), we see that \( \overline{d}_{\mu,\nu}^{\lambda} = 0 \) unless \( \lambda \supset \mu \) and \( \lambda \supset \nu \).

By applying \( \pi_n \otimes \pi_m \) to the both sides of (6.6), we obtain

\[
Q_{\lambda/\mu}^C(x_1, \ldots, x_n, y_1, \ldots, y_m) = \sum_{\mu,\nu} \overline{d}_{\mu,\nu}^{\lambda} Q_\mu^C(x_1, \ldots, x_n)Q_\nu^C(y_1, \ldots, y_m),
\]

where \( \lambda \) is a strict partition of length \( \leq n + m \) and the sum is taken over all pairs \((\mu, \nu)\) of strict partitions such that \( l(\mu) \leq n \) and \( l(\nu) \leq m \).

**Conjecture 6.3.** The structure constants \( \overline{d}_{\mu,\nu}^{\lambda} \) for the comultiplication of symplectic \( Q \)-functions are nonnegative integers.

We have checked that this conjecture holds for strict partitions \( \lambda \) with \(|\lambda| \leq 20 \). And we can prove the following proposition.

**Proposition 6.4.** Conjecture 6.3 holds in the following cases.

1. \(|\lambda| = |\mu| + |\nu|\). In this case, we have \( \overline{d}_{\mu,\nu}^{\lambda} = f_{\mu,\nu}^\lambda \geq 0 \).
2. \( l(\lambda) = 1 \). In this case, we have \( Q_{\lambda/\mu}^C(X \cup Y) = \sum_{k=0}^r Q_{(k)}^C(X)Q_{(r-k)}^C(Y) \).
3. \( \lambda = \delta_r \). In this case, we have \( Q_{\delta_r/\mu}^C(X \cup Y) = \sum_\mu Q_\mu^C(X)Q_{\mu^*}^C(Y) \), where \( \mu \) runs over all strict partitions such that \( \mu \subset \delta_r \) and \( \mu^* \) is the complement of \( \mu \) with respect to \( \delta_r \).

**Proof.** (1) is already discussed above. (2) is a consequence of (3.1) since \( Q_{(r)}^C = q_r \) by (3.6). (3) follows from \( Q_{\delta_r/\mu}^C = Q_{\mu^*}^C \) (see Proposition 4.5). \( \square \)

### 6.3 Symplectic \( Q \)-functions and symplectic Schur functions

Since Schur \( P \)-functions are symmetric functions, we can expand them in the Schur function basis:

\[
P_\lambda = \sum_{\mu \in \text{Par}} g_{\lambda,\mu} s_\mu,
\]

where \( \text{Par} \) is the set of partitions. Then it is known that the expansion coefficients \( g_{\lambda,\mu} \) are nonnegative integers, and there are several combinatorial models for the coefficients \( g_{\lambda,\mu} \) such
as [24] (7.12), [18] Theorem 13.1 and [20] Theorem 9.3. In this subsection we consider the expansion of universal symplectic $P$-functions into universal symplectic Schur functions.

The universal symplectic Schur function $s^C_\lambda \in \Lambda$ corresponding to a partition $\lambda$ is defined by

$$s^C_\lambda = \frac{1}{2} \det \left( h_{\lambda_i - i + j + 2} \right)_{1 \leq i,j \leq (\lambda)},$$

(6.8)

where $h_d$ is the $d$th complete symmetric function. For a partition $\lambda$ of length $\leq n$, we have $\tilde{\pi}_n(s^C_\lambda) = S^C_\lambda(x_1, \ldots, x_n)$, so $s^C_\lambda$ is a symmetric function lift of the irreducible characters of symplectic groups corresponding to $\lambda$. See [9], [8] and [6] for expositions of classical group characters and their lifts to symmetric functions, called universal characters.

It follows from (6.8) that $s^C_\lambda$ can be written as a linear combination of Schur functions in the form

$$s^C_\lambda = s_\lambda + \sum_{\mu} d^C_{\lambda,\mu} s_\mu,$$

(6.9)

where $\mu$ runs over all partitions such that $|\mu| < |\lambda|$ and $|\lambda| - |\mu|$ is even. Hence the universal symplectic Schur functions $\{s^C_\lambda : \lambda \in \text{Par}\}$ form a basis of $\Lambda$. We can define the expansion coefficients $\tilde{g}_{\lambda,\mu}$ by the relation

$$P^C_\lambda = \sum_{\mu \in \text{Par}} \tilde{g}_{\lambda,\mu} s^C_\mu,$$

(6.10)

where $\lambda$ is a strict partition. By using (6.9) and (6.10), we can see that if $|\lambda| = |\mu|$, then $\tilde{g}_{\lambda,\mu} = g_{\lambda,\mu} \geq 0$, and that $\tilde{g}_{\lambda,\mu} = 0$ unless $|\lambda| \geq |\mu|$ and $|\lambda| - |\mu|$ is even.

**Conjecture 6.5.** The expansion coefficients $\tilde{g}_{\lambda,\mu}$ in (6.10) are nonnegative integers.

Since the symplectic Schur functions $\{S^C_\lambda(x_1, \ldots, x_n) : \lambda \in \text{Par}^{(n)}\}$ form a basis of $\mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]^{W_n}$, where $\text{Par}^{(n)}$ is the set of partitions of length $\leq n$, we can define $\tilde{g}_{\lambda,\mu}(n)$ by the relation

$$P^C_\lambda(x_1, \ldots, x_n) = \sum_{\mu \in \text{Par}^{(n)}} \tilde{g}_{\lambda,\mu}(n) S^C_\mu(x_1, \ldots, x_n),$$

(6.11)

where $\lambda$ is a strict partition of length $\leq n$.

**Conjecture 6.6.** For a positive integer $n$, the expansion coefficients $\tilde{g}_{\lambda,\mu}(n)$ in (6.11) are nonnegative integers.

Since the specialization $\tilde{\pi}_n(s^C_\mu)$ is not a nonnegative linear combination of symplectic Schur functions in general, Conjecture 6.5 does not imply Conjecture 6.6. On the other hand, if $n$ is large enough for a given partition $\lambda$ (e.g. $n \geq |\lambda|$), then $\tilde{\pi}_n(s^C_\mu) = S^C_\mu(x_1, \ldots, x_n)$ for any partitions $\mu$ such that $|\mu| \leq |\lambda|$, and thus we have $\tilde{g}_{\lambda,\mu}(n) = \tilde{g}_{\lambda,\mu}$.

By multiplying the both sides of (6.11) with $P^C_{\delta_n}(x_1, \ldots, x_n)$ and using (2.21), we have

$$P^C_\lambda(x_1, \ldots, x_n) \cdot P^C_{\delta_n}(x_1, \ldots, x_n) = \sum_{\mu \in \text{Par}^{(n)}} \tilde{g}_{\lambda,\mu}(n) P^C_{\mu + \delta_n}(x_1, \ldots, x_n).$$

By comparing this with (6.3), we see that $\tilde{g}_{\lambda,\mu}(n) = \tilde{f}_{\lambda,\mu}^{\mu + \delta_n}$ if $l(\lambda), l(\mu) \leq n$. Hence Conjecture 6.6 is a consequence of Conjecture 6.1.

We have verified Conjecture 6.5 for all strict partitions $\lambda$ with $|\lambda| \leq 18$. And we can prove the following special cases of Conjectures 6.5 and 6.6.
Proposition 6.7. Conjecture [6.5] is true in the following cases:

1. $|\lambda| = |\mu|$. In this case, we have $\tilde{g}_{\lambda,\mu} = g_{\lambda,\mu} \geq 0$.

2. $l(\lambda) = 1$. In this case we have

$$\tilde{g}(r,\mu) = \begin{cases} 1 & \text{if } \mu \text{ is a hook and } |\mu| = r, \\ 2 & \text{if } \mu \text{ is a hook, } |\mu| \equiv r \mod{2} \text{ and } 1 \leq |\mu| \leq r - 1, \\ 1 & \text{if } \mu = \emptyset \text{ and } r \text{ is even,} \\ 0 & \text{otherwise}, \end{cases}$$

where a partition $\mu$ is a hook if $\lambda = (a + 1, 1^b)$ for some nonnegative integers $a$ and $b$.

3. $\lambda = \delta_r + \delta_s$.

Proof. We prove (2) and (3).

(2) Since $P^C_{(r)} = q_r/2$ by definition, it follows from [10, III.8 Example 6(c)] that

$$P^C_{(r)} = \sum_{a+b=r-1} s(a+b),$$

where $(a|b) = (a + 1, 1^b)$. Here we use the following Littlewood formula (6.12) (see e.g. [9, Theorem 2.3.1 (1)]) to express $s(a, b)$ in terms of universal symplectic Schur functions. For an arbitrary partition $\lambda$, the corresponding Schur function $s_{\lambda}$ is expressed in the form

$$s_{\lambda} = \sum_{\mu \in \text{Par}} \left( \sum_{\nu} c^\lambda_{\mu,\nu} \right) s^C_{\mu},$$

(6.12)

where $\nu$ runs over all partitions such that all columns have even length, and $c^\lambda_{\mu,\nu}$ stands for the ordinary Littlewood–Richardson coefficients. If $\lambda$ is a hook and $\nu$ is a partition such that all columns have even length, then $c^\lambda_{\mu,\nu} = 0$ unless $\nu$ is a one-column partition $(1^m)$. Hence we see that

$$s(a|b) = \sum_{i=0}^{[b/2]} s^C_{(b-2i|a)} + \sum_{i=0}^{[(b-1)/2]} s^C_{(a-1|b-2i-1)} \quad (a \geq 1),$$

$$s(0|b) = \sum_{i=0}^{[b/2]} s^C_{(0|b-2i)} + \begin{cases} 0 & \text{if } b \text{ is even,} \\ s^C_{\emptyset} & \text{if } b \text{ is odd}. \end{cases}$$

By combining these relations we obtain the desired result.

(3) The bialternant formula (2.19) can be transformed into

$$S^C_{\lambda}(x) = \frac{1}{\prod_{1 \leq i < j \leq n} (x_i + x_i^{-1} - (x_j + x_j^{-1}))} \det \left( c_{\lambda_j+n-j}(x_i) \right)_{1 \leq i,j \leq n},$$

where $x = (x_1, \ldots, x_n)$ and $c_d(x) = (x^{d+1} - x^{-(d+1)})/(x - x^{-1})$. By performing column operations on the determinant above with use of the relation

$$(x + x^{-1})^d = \sum_{i=0}^{[d/2]} \left( \binom{d-1}{i} - \binom{d-1}{i-2} \right) \tilde{c}_{d-2i}(x),$$
we can obtain
\[ S^C_{\delta_r}(x) = s_{\delta_r}(x + x^{-1}). \]
Hence, by using (6.4) and \( P_{\delta_r+\delta_s}(x) = s_{\delta_r}(x)s_{\delta_s}(x) \) (see [24] (7.17), [14] Theorem 5.2), we have
\[ P^C_{\delta_r+\delta_s}(x) = P_{\delta_r+\delta_s}(x + x^{-1}) = s_{\delta_r}(x + x^{-1})s_{\delta_s}(x + x^{-1}) = S^C_{\delta_r}(x)S^C_{\delta_s}(x). \]
Thus, by Lemma 3.3 (1), we see that \( P^C_{\delta_r+\delta_s} = s^C_{\delta_r}s^C_{\delta_s} \) in \( \Lambda \). The Newell–Littlewood formula (see e.g. [8] Theorem 3.1) asserts that the product \( s^C_{\mu}s^C_{\nu} \) is positively expanded in the universal symplectic Schur function basis. Hence we see that \( P^C_{\delta_r+\delta_s} \) is a nonnegative linear combination of universal symplectic Schur functions. \( \square \)

**Proposition 6.8.** Conjecture 6.6 is true in the following cases:

1. \( l(\lambda) = 1 \).
2. \( l(\lambda) = n \).
3. \( \lambda = \delta_r + \delta_s \) with \( r, s \leq n \).

**Proof.** (1) Let \( e_r(x, x^{-1}) \) and \( h_r(x, x^{-1}) \) be the \( r \)th elementary and complete symmetric polynomials in \((x, x^{-1}) = (x_1, \ldots, x_n, x_1^{-1}, \ldots, x_n^{-1})\). Then it follows from (2.13) that
\[ Q^C_{(r)}(x) = \sum_{p+q=r} e_p(x, x^{-1})h_q(x, x^{-1}). \]

Note that \( e_p(x, x^{-1}) \) and \( h_q(x, x^{-1}) \) are the characters of the exterior power \( \Lambda^p(V) \) and the symmetric powers \( S^q(V) \) of the vector representation \( V = \mathbb{C}^{2n} \) of \( \text{Sp}_{2n}(\mathbb{C}) \) respectively. Hence \( Q^C_{(r)}(x) \) is the character of some representation of \( \text{Sp}_{2n}(\mathbb{C}) \), and a nonnegative linear combination of symplectic Schur functions.

(2) If \( l(\lambda) = n \), then \( \lambda = \mu + \delta_n \) for some partition \( \mu \) of length \( \leq n \) and \( P^C_\lambda(x) = S^C_{\delta_n}(x)S^C_\mu(x) \) by (2.21). Hence it is a nonnegative linear combination of symplectic Schur functions.

(3) The claim follows from \( P^C_{\delta_r+\delta_s}(x) = S^C_{\delta_r}(x)S^C_{\delta_s}(x) \), which was proved in the proof of Proposition 6.7. \( \square \)

### 6.4 Schur P-functions and symplectic P-functions

It follows from (3.13) that the Schur \( P \)-function \( P_\lambda \) can be expressed as a linear combination of universal symplectic \( P \)-functions in the form
\[ P_\lambda = P^C_\lambda + \sum_{\mu} b_{\lambda,\mu} P^C_\mu, \] (6.13)
where \( \mu \) runs over all strict partitions such that \( |\mu| < |\lambda| \) and \( |\lambda| - |\mu| \) is even. This expansion is a \( P \)-function analogue of (6.12). By applying \( \pi_n \), we have
\[ P_\lambda(x_1, \ldots, x_n, x_1^{-1}, \ldots, x_n^{-1}) = P^C_\lambda(x_1, \ldots, x_n) + \sum_{\mu} b_{\lambda,\mu} P^C_\mu(x_1, \ldots, x_n), \] (6.14)
where \( \mu \) runs over all strict partitions satisfying \( |\mu| < |\lambda| \), \( |\lambda| - |\mu| \) is even and \( l(\mu) \leq n \).
**Conjecture 6.9.** The expansion coefficients $b_{\lambda,\mu}$ in the expansion (6.13) are nonnegative integers.

This conjecture has been checked by computer for strict partitions $\lambda$ with $|\lambda| \leq 20$. And we can prove the case where $l(\lambda) \leq 2$.

**Proposition 6.10.** Conjecture [6.9] holds in the following cases:

(1) $l(\lambda) = 1$. In this case, we have $P_{(r)} = P_{(r)}^C = q_r/2$.

(2) $l(\lambda) = 2$. In this case, we have

$$P_{(r,s)} = P_{(r,s)}^C + 2 \sum_{j=1}^{s-1} P_{(r-j,s-j)}^C + P_{(r-s)}^C.$$

**(6.15)**

**Proof.** (1) is obvious from the definition.

(2) By using the definitions (3.3) and (3.7), we have

$$Q_{(r,1)} = q_r q_1 - 2 q_{r+1}, \quad Q_{(r,1)}^C = q_r q_1 - 2 q_{r+1} - 2 q_{r-1},$$

$$Q_{(r,s)} - Q_{(r-1,s-1)} = Q_{(r,s)}^C + Q_{(r-1,s-1)}^C (s \geq 2).$$

Now the induction on $s$ shows $Q_{(r,s)} = Q_{(r,s)}^C + 2 \sum_{j=1}^{s-1} Q_{(r-j,s-j)}^C$, which is equivalent to (6.15).

\[ \square \]

### 7 Factorial symplectic $Q$-functions

In this section, we prove a factorial version of Theorem [4.2] (a tableau description of symplectic $Q$-functions), which implies that the factorial symplectic $Q$-functions introduced by Foley–King [2] are obtained by specializing $t = -1$ in the factorial Hall–Littlewood functions associated to the root system of type $C_n$.

#### 7.1 Factorial symplectic $Q$-functions

For factorial parameters $a = (a_0, a_1, a_2, \ldots)$, the factorial monomials $(x|a)^r (r \geq 0)$ are given by

$$(x|a)^r = \prod_{i=0}^{r-1} (x + a_i).$$

We introduce the *factorial symplectic Hall–Littlewood function* $\mathbb{P}_\lambda^C(x|a; t)$ corresponding to a partition $\lambda$ of length $\leq n$ by replacing the monomial $x_i^{\lambda_i}$ with the factorial monomial $(x_i|a)^{\lambda_i}$ in the definition (1.1):

$$\mathbb{P}_\lambda^C(x|a; t) = \frac{1}{v(\lambda)^{(n)}(t)} \sum_{w \in W_n} w \left( \prod_{i=1}^{n} (x_i|a)^{\lambda_i} \prod_{i=1}^{n} \frac{1 - t x_i^{-2}}{1 - x_i^{-2}} \prod_{1 \leq i < j \leq n} \frac{1 - t x_i^{-1} x_j}{1 - x_i x_j} \frac{1 - t x_i^{-1} x_j^{-1}}{1 - x_i^{-1} x_j^{-1}} \right),$$

**(7.1)**
where $v^{(n)}_\lambda(t)$ is given by (1.2). Then, for a strict partition of length $\leq n$, the factorial symplectic $P$-function and factorial symplectic $Q$-function are defined by

$$P^C_\lambda(x|a) = P^C_\lambda(x|a; -1), \quad Q^C_\lambda(x|a) = 2^{l(\lambda)}P^C_\lambda(x|a; -1)$$

(7.2)

respectively. When the factorial parameters $a_i$ are all zero, then these functions reduce to the symplectic $P$-/$Q$-functions.

The aim of this section is to prove a tableau description of $Q^C_\lambda(x|a)$, which enables us to identify our factorial symplectic $Q$-functions with Foley–King’s factorial symplectic $Q$-function defined in [2, Definition 6]. Following [2], we introduce the factorial weight $(x|a)^T$ of a symplectic primed shifted tableau $T$ of shape $\lambda/\mu$ by putting

$$(x|a)^T = \prod_{(i,j) \in S(\lambda/\mu)} w(T_{i,j}; i, j),$$

where $w(\gamma; i, j)$ is given by

$$\text{wt}(\gamma; i, j) = \begin{cases} x_k - a_{j-i} & \text{if } \gamma = k', \\ x_k + a_{j-i} & \text{if } \gamma = k, \\ x_k^{-1} - a_{j-i} & \text{if } \gamma = \overline{k}', \\ x_k^{-1} + a_{j-i} & \text{if } \gamma = \overline{k}. \end{cases}$$

The main result of this section is the following theorem.

**Theorem 7.1.** (See [2, Theorem 15]) Suppose that $a_0 = 0$. For a strict partition $\lambda$ of length $\leq n$, we have

$$Q^C_\lambda(x|a) = \sum_{T \in \text{QTab}^C_\lambda(\lambda)} (x|a)^T.$$  

(7.3)

The proof is postponed to Section 7.3, where we extend this theorem to a skew version (Theorem 7.10). Toward the proof, we establish some formulas for $Q^C_\lambda(x|a)$. The following proposition is proved by the same argument as in the proof of [16, Theorem 7.2].

**Proposition 7.2.** We define Laurent polynomials $\tilde{g}_d(x|a)$ and polynomials $g_d(u|a)$ by

$$\tilde{g}_d(x|a) = g_d(x + x^{-1}|a) = \begin{cases} 1 & \text{if } d = 0, \\ 2((x|a)^d - (x^{-1}|a)^d) \frac{x + x^{-1}}{x - x^{-1}} & \text{if } d \geq 1. \end{cases}$$

Then the factorial symplectic $Q$-function $Q^C_\lambda(x|a)$ is obtained from the generalized $P$-function associated with $G = \{g_d(u|a)\}_{d=0}^\infty$ by a simple transformation of variables:

$$Q^C_\lambda(x|a) = P^C_\lambda(x + x^{-1}).$$

In particular, for a single variable $x = (x)$, we have $Q^C_{(x)}(x|a) = \tilde{g}_r(x|a)$.

**Corollary 7.3.** (1) For a strict partition $\lambda$ of length $\leq n$, we have

$$Q^C_\lambda(x|a) = \begin{cases} \frac{1}{\Delta(x)} Pf \begin{pmatrix} \tilde{A}(x) & \tilde{W}_\lambda(x|a) \\ \tilde{W}_\lambda(x|a) & O \end{pmatrix} & \text{if } n + l(\lambda) \text{ is even,} \\ \frac{1}{\Delta(x)} Pf \begin{pmatrix} \tilde{A}(x) & \tilde{W}_{\lambda^0}(x|a) \\ \tilde{W}_{\lambda^0}(x|a) & O \end{pmatrix} & \text{if } n + l(\lambda) \text{ is odd,} \end{cases}$$

(7.4)

where $\tilde{A}(x)$ and $\tilde{\Delta}(x)$ are given by (2.7) and $\tilde{W}_{(\alpha_1, \ldots, \alpha_r)}(x|a) = (\tilde{g}_{\alpha_j}(x|a))_{1 \leq i \leq n, 1 \leq j \leq r}$.
(2) If we adopt (7.4) as as the definitions of $Q^C_\lambda(x|a)$ for a general strict partition $\lambda$, then we have

$$Q^C_\lambda(x|a) = \text{Pf} \left( Q^C_{(\lambda_i, \lambda_j)}(x|a) \right)_{1 \leq i, j \leq m},$$  

(7.5)

where $m = l(\lambda)$ or $l(\lambda) + 1$ according whether $l(\lambda)$ is even or odd.

### 7.2 Universal factorial symplectic Q-functions

In this subsection we lift factorial symplectic $Q$-functions to symmetric functions and introduce skew factorial symplectic $Q$-functions. Let $\Lambda[a] = \Lambda \otimes Q[a]$ be the ring of symmetric functions in $X = \{x_1, x_2, \ldots\}$ with coefficients in $Q[a] = Q[a_0, a_1, \ldots]$, and put $\Gamma[a] = \Gamma \otimes Q[a] = Q[a][q_r : r \geq 1]$.

Since $(x|a)^r = \sum_{k=0}^r e_{r-k}(a_0, \ldots, a_{r-1})x^k$, we have

$$\tilde{g}_r(x|a) = \sum_{k=1}^r e_{r-k}(a_0, \ldots, a_{r-k})\tilde{g}_k(x),$$  

(7.6)

where $e_d$ is the $d$th elementary symmetric polynomial and $\tilde{g}_d$ is the Laurent polynomial given by (2.24). By using this relation, we can express a factorial symplectic $Q$-function as a linear combination of symplectic $Q$-functions as follows:

**Lemma 7.4.** For a strict partition $\lambda$, we have

$$Q^C_\lambda(x|a) = \sum_{\mu} d_{\lambda, \mu} Q^C_\mu(x),$$  

(7.7)

where $\mu$ runs over all strict partitions such that $\mu \subset \lambda$ and $l(\mu) = l(\lambda)$, and the coefficients $d_{\lambda, \mu}$ are given by

$$d_{\lambda, \mu} = \det \left( e_{\lambda_i - \mu_j}(a_0, \ldots, a_{l-1}) \right)_{1 \leq i, j \leq l(\lambda)},$$  

(7.8)

**Proof.** We put $l = l(\lambda)$. First we consider the case where $n + l$ is even. We start with the Nimmo-type formula (7.4) for $Q^C_\lambda(x|a)$ and use the multilinearity and alternating property of Pfaffians together with (7.6). Then, by using the Nimmo-type formula (2.9) for symplectic $Q$-functions, we have

$$Q^C_\lambda(x|a) = \frac{1}{\Delta(x)} \sum_{\alpha} \prod_{i=1}^l e_{\lambda_i - \alpha_i}(a_0, \ldots, a_{l-1}) \text{Pf} \left( \begin{array}{cc} \tilde{A}(x) & \tilde{W}_\alpha(x) \\ -\tilde{W}_\alpha(x) & O \end{array} \right),$$

$$= \frac{1}{\Delta(x)} \sum_{\mu} \det \left( e_{\lambda_i - \mu_j}(a_0, \ldots, a_{l-1}) \right)_{1 \leq i, j \leq l} \text{Pf} \left( \begin{array}{cc} \tilde{A}(x) & \tilde{W}_\mu(x) \\ -\tilde{W}_\mu(x) & O \end{array} \right),$$

$$= \sum_{\mu} \det \left( e_{\lambda_i - \mu_j}(a_0, \ldots, a_{l-1}) \right)_{1 \leq i, j \leq l} Q_\mu(x),$$

where $\alpha = (\alpha_1, \ldots, \alpha_l)$ runs over all sequence of positive integers, $\mu$ runs over all strict partitions such that $l(\mu) = l(\lambda)$. Also we have $\det \left( e_{\lambda_i - \mu_j}(a_0, \ldots, a_{l-1}) \right)_{1 \leq i, j \leq l} = 0$ unless $\lambda \supset \mu$. We can prove the case where $n + l$ is odd in a similar way. \[\square\]

By using this lemma, we can introduce universal factorial symplectic $Q$-functions.
For sequences of nonnegative integers \( \alpha \), we define the corresponding universal factorial symplectic \( Q \)-function \( Q^C_\lambda(X|a) \in \Gamma[a] \) by

\[
Q^C_\lambda(X|a) = \sum_{\mu} d_{\lambda,\mu} Q^C_\mu(X),
\]

where \( Q^C_\mu \) is the universal symplectic \( Q \)-function, \( \mu \) runs over all strict partitions such that \( \mu \subset \lambda \) and \( l(\mu) = l(\lambda) \), and the coefficients \( d_{\lambda,\mu} \) are given by (7.8). Then we have

1. The symmetric function \( Q^C_{\pi_n}(X|a) \) is the unique one satisfying
   \[
   \tilde{\pi}_n(Q^C_\lambda(X|a)) = Q^C_\lambda(x_1, \ldots, x_n|a),
   \]
   where \( \tilde{\pi}_n : \Lambda \to \mathbb{Q}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]^{W_n} \) is the ring homomorphism given by (3.11).
2. For a strict partition \( \lambda \), we have
   \[
   Q^C_\lambda(X|a) = \text{Pf} \left( Q^C_{(\lambda_i, \lambda_j)}(x|a) \right)_{1 \leq i, j \leq m},
   \]
   where \( m = l(\lambda) \) or \( l(\lambda) + 1 \) according whether \( l(\lambda) \) is even or odd.
3. The universal factorial symplectic \( Q \)-functions \( \{ Q^C_\lambda(X|a) : \lambda \in \text{SPar} \} \) form a \( \mathbb{Q}[a] \)-basis of \( \Gamma[a] \).

**Proof.** By using Lemma (3.3) (1) and (2) follows from Lemma (7.4) and (7.5) respectively. Since \( Q^C_\lambda(X|a) = Q^C(X) + \text{lower degree terms} \) by definition, we can derive the claim (3) from Proposition (3.4) (2). \( \square \)

**Remark 7.6.** By [23, Theorem 3.5*], the coefficient \( d_{\lambda,\mu} \) given by (7.8) is equal to the multivariate generating function of row-strict tableaux of shape \( \lambda/\mu \) such that entries of the \( i \)-th row are bounded by \( \lambda_i - 1 \). Here a row-strict tableau of shape \( \lambda/\mu \) is a filling of the boxes of the skew shifted diagram \( S(\lambda/\mu) \) with nonnegative integers such that each row is strictly increasing and each column is weakly increasing.

Now we introduce skew factorial symplectic \( Q \)-functions. By the definition (7.7), we see that \( Q^C_{(r)}(X|a) \) depends on \( a_0, \ldots, a_{r-1} \), so we write \( Q^C_{(r)}(X|a_0, \ldots, a_{r-1}) \). For two nonnegative integer \( r \) and \( k \), we define \( R^C_{r/k}(X|a) \in \Lambda[a] \) by

\[
R^C_{r/k}(X|a) = \begin{cases} 
Q^C_{(r)}(X|a_0, a_1, \ldots, a_{r-1}) & \text{if } k = 0, \\
Q^C_{(r-k)}(X|a_{k+1}, \ldots, a_{r-1}) & \text{if } 1 \leq k \leq r - 1, \\
1 & \text{if } k = r, \\
0 & \text{otherwise.}
\end{cases}
\]

(7.10)

For sequences of nonnegative integers \( \alpha = (\alpha_1, \ldots, \alpha_r) \) and \( \beta = (\beta_1, \ldots, \beta_s) \), we put

\[
\tilde{K}_\alpha(X|a) = \left( Q^C_{(\alpha_i, \alpha_j)}(X|a) \right)_{1 \leq i, j \leq r}, \quad \tilde{M}_{\alpha/\beta}(X|a) = \left( R^C_{(\alpha_i/\beta_{s+1-j})}(X|a) \right)_{1 \leq i \leq r, 1 \leq j \leq s}.
\]
Given two strict partitions \( \lambda \) and \( \mu \), we define

\[
Q_{\lambda/\mu}^C(X|a) = \begin{cases}
\text{Pf} \left( \frac{K_\lambda(X|a)}{-M_{\lambda/\mu}(X|a)} \quad \frac{\tilde{M}_{\lambda/\mu}(X|a)}{O} \right) & \text{if } l(\lambda) + l(\mu) \text{ is even}, \\
\text{Pf} \left( \frac{\tilde{K}_\lambda(X|a)}{-\tilde{M}_{\lambda/\mu}(X|a)} \quad \frac{\tilde{M}_{\lambda/\mu}(X|a)}{O} \right) & \text{if } l(\lambda) + l(\mu) \text{ is odd},
\end{cases}
\tag{7.11}
\]

where \( \mu^{0} = (\mu_1, \ldots, \mu_{l(\mu)}, 0) \). We call \( Q_{\lambda/\mu}^C(X|a) \) the universal skew factorial symplectic \( Q \)-function. For a finite number of variables \( x = (x_1, \ldots, x_n) \), we put

\[
R_{r/k}(x|a) = \tilde{\pi}_n(R_{r/k}(X|a)), \quad Q_{\lambda/\mu}^C(x|a) = \tilde{\pi}_n(Q_{\lambda/\mu}^C(X|a)).
\]

By comparing \((7.5)\) with \((7.11)\), we see that \( Q_{\lambda/\mu}^C(X|a) = Q_{\mu/\mu}^C(X|a) \). Also by the same argument as in the proof of \([16\text{ } \text{Proposition } 4.4]\), we have

**Proposition 7.7.** For two strict partitions \( \lambda \) and \( \mu \), we have \( Q_{\lambda/\mu}^C(X|a) = 0 \) unless \( \lambda \supset \mu \).

The following is the key property of skew symplectic \( Q \)-functions, and play an important role in the proof of Theorems 7.1 and 7.10.

**Proposition 7.8.** Let \( X \) and \( Y \) be two disjoint sets of infinitely many variables. For strict partitions \( \lambda \) and \( \nu \), we have

\[
Q_{\lambda}^C(X \cup Y|a) = \sum_{\mu} Q_{\lambda/\mu}^C(X|a)Q_{\mu}^C(Y|a), \tag{7.12}
\]

\[
Q_{\lambda/\nu}^C(X \cup Y|a) = \sum_{\mu} Q_{\lambda/\mu}^C(X|a)Q_{\mu/\nu}^C(Y|a). \tag{7.13}
\]

In order to prove this proposition, we need the following lemma.

**Lemma 7.9.** For variables \( x_1, \ldots, x_n \) and \( y \), we have

\[
Q_{(r)}^C(x_1, \ldots, x_n, y|a) = \sum_{k=0}^{r} R_{r/k}^C(x_1, \ldots, x_n|a)\tilde{g}_k(y|a).
\tag{7.14}
\]

**Proof.** We express the both sides of \((7.14)\) as linear combinations of \( Q_{(j)}^C(x)\tilde{g}_j(y) \). By using \((7.7)\), \((3.18)\) and \((2.6)\), we have

\[
Q_{(r)}^C(x, y|a) = \sum_{s=1}^{r} e_{r-s}(a_0, \ldots, a_{r-1})Q_{(a)}^C(x, y) = \sum_{s=1}^{r} e_{r-s}(a_0, \ldots, a_{r-1}) \sum_{j=0}^{s} Q_{(s-j)}^C(x)\tilde{g}_j(y).
\]

Similarly we have

\[
\sum_{k=0}^{r} R_{r/k}^C(x_1, \ldots, x_n|a)\tilde{g}_k(y)
\]

\[
= \sum_{i=1}^{r} e_{r-i}(a_0, \ldots, a_{r-1})Q_{(i)}^C(x)
\]
\[ \frac{r-k}{r-k} - \sum_{k=1}^{r-k} \sum_{i=1}^{k} e_{r-k-i}(0, a_{k+1}, \ldots, a_{r-1}) Q^C_{(i)}(x) \sum_{j=1}^{k} e_{k-j}(a_0, \ldots, a_{k-1}) \tilde{g}_j(y) \]

\[ + \sum_{j=1}^{r} e_{r-j}(a_0, \ldots, a_{r-1}) \tilde{g}_j(y). \]

Now, by using the relation ([16, Lemma 6.4 (1)])

\[ \sum_{k=j}^{r-i} e_{k-j}(a_0, \ldots, a_{k-1}) e_{r-k-i}(a_{k+1}, \ldots, a_{r-1}) = e_{r-i-j}(a_0, \ldots, a_{r-1}), \]

we obtain the desired identity (7.14).

**Proof of Proposition 7.8.** Once the relation (7.14) is established, we can use the same argument as in the proof of [16, Theorem 4.2 and Proposition 4.5] to show

\[ Q^C_{\lambda/\mu}(x_1, \ldots, x_n, y_1, \ldots, y_m) = \sum_{\mu} Q_{\lambda/\mu}(x_1, \ldots, x_n) Q_{\mu}(y_1, \ldots, y_m), \]

where \( \mu \) runs over all strict partitions. Then by using Lemma 3.3 (2), we obtain (7.12). We can derive (7.13) from (7.12) by a standard argument used in the proof of Proposition 3.6.

### 7.3 Tableau description for skew factorial symplectic \( Q \)-functions

Now we can state and prove a skew version of Theorem 7.1.

**Theorem 7.10.** Let \( x = (x_1, \ldots, x_n) \) be a sequence of \( n \) indeterminates. Assume \( a_0 = 0 \). For strict partitions \( \lambda \) and \( \mu \), we have

\[ Q^C_{\lambda/\mu}(x|a) = \sum_{T \in \mathcal{Q}^{Tab}_n(\lambda/\mu)} (x|a)^T. \]

The method of the proof of Theorem 7.10 is exactly the same as the proof of Theorem 4.2 for skew symplectic \( Q \)-functions. The following lemma can be proved in a similar way to the proof of Lemma 3.3 by using properties of factorial symplectic \( Q \)-functions.

**Lemma 7.11.** Let \( \lambda \) and \( \mu \) be strict partitions such that \( \lambda \supset \mu \).

1. We have

\[ Q^C_{\lambda/\mu}(x_1, \ldots, x_n|a) = \prod_{i=1}^{n} Q^C_{\mu(i)/\mu(i-1)}(x_i|a), \]

where the sum is taken over all sequences \( \mu = \mu^{(0)} \subset \mu^{(1)} \subset \cdots \subset \mu^{(n-1)} \subset \mu^{(n)} = \lambda \).

2. For a single variable \( x_1 \), we have \( Q^C_{\lambda/\mu}(x_1|a) = 0 \) unless \( l(\lambda) - l(\mu) \leq 1 \).

3. If \( l(\lambda) - l(\mu) \leq 1 \), then we have

\[ Q^C_{\lambda/\mu}(x_1|a) = \det \left( R^C_{\lambda/\mu}(x_1|a) \right)_{1 \leq i, j \leq l(\lambda)}. \]
On the combinatorial side, we put

\[ Q_{\lambda/\mu}^{\text{tab}}(x|a) = \sum_{T \in \text{QTab}_{n}^C(\lambda/\mu)} (x|a)^T \]

and prove they satisfy the same relations as \( Q_{\lambda/\mu}^{C}(x|a) \).

**Lemma 7.12.** Let \( \lambda \) and \( \mu \) be strict partitions such that \( \lambda \supset \mu \).

1. We have
   \[ Q_{\lambda/\mu}^{\text{tab}}(x_1, \ldots, x_n|a) = \sum_{\mu = \mu^{(0)}}^{\mu^{(n)}} \prod_{i=1}^{n} Q_{\mu^{(i-1)}(\mu^{(i)})}^{\text{tab}}(x_i|a), \]
   where the sum is taken over all sequences \( \mu^{(0)} \subset \mu^{(1)} \subset \cdots \subset \mu^{(n-1)} \subset \mu^{(n)} = \lambda \).

2. For a single variable \( x_1 \), we have
   \[ Q_{\lambda/\mu}^{\text{tab}}(x_1|a) = 0 \]
   unless \( l(\lambda) - l(\mu) \leq 1 \).

3. If \( l(\lambda) - l(\mu) \leq 1 \), then we have
   \[ Q_{\lambda/\mu}^{\text{tab}}(x_1|a) = \det \left( Q_{(\lambda_i)/(\mu_j)}^{\text{tab}}(x_1|a) \right)_{1 \leq i,j \leq l(\lambda)}, \]
   where \( Q_{(r)/(k)}^{\text{tab}}(x) = 0 \) for \( r < k \).

**Proof.** We give a proof of (3). We consider the same graph \( G \) (see Figure 1) used in the proof of Theorem 4.2 with different edge weight given by

\[
\begin{align*}
\text{wt}(A_i, B_i) &= \text{wt}(B_i, C_i) = 1, \\
\text{wt}(A_i, B_{i+1}) &= x - a_i, \quad \text{wt}(B_i, B_{i+1}) = x + a_i, \\
\text{wt}(B_i, C_{i+1}) &= x^{-1} - a_i, \quad \text{wt}(C_i, C_{i+1}) = x^{-1} + a_i.
\end{align*}
\]

Then by applying the Lindström–Gessel–Viennot lemma, we obtain

\[ Q_{\lambda/\mu}^{\text{tab}}(x_1|a) = \det \left( Q_{(\lambda_i)/(\mu_j)}^{\text{tab}}(x_1|a) \right)_{1 \leq i,j \leq l(\lambda)}. \]

Now we can finish the proof of Theorem 7.10.

**Proof of Theorem 7.10.** By comparing Lemma 7.11 with Lemma 7.12 it is enough to show that \( R_{r/k}^{C}(x|a) = Q_{(r)/(k)}^{\text{tab}}(x|a) \). We put \( s = r - k \) and compute \( Q_{(r)/(k)}^{\text{tab}}(x|a) \) explicitly by listing all possible primed shifted tableaux of shape \( (r)/(k) \). Then we have

\[
Q_{(r)/(k)}^{\text{tab}}(x|a) = (x - a_k) \prod_{i=1}^{s-1} (x + a_{k+i}) + (x + a_k) \prod_{i=1}^{s-1} (x + a_{k+i})
\]

\[
+ \sum_{l=1}^{s-1} (x - a_k) \prod_{i=1}^{l-1} (x + a_{k+i}) \cdot (x^{-1} - a_{k+l}) \prod_{i=l+l}^{s-1} (x^{-1} + a_{k+i})
\]
\[
+ \sum_{l=1}^{s-1} (x + a_k) \prod_{i=1}^{l-1} (x + a_{k+i}) \cdot (x^{-1} - a_{k+i}) \prod_{i=l+1}^{s-1} (x^{-1} + a_{k+i}) \\
+ \sum_{l=1}^{s-1} (x - a_k) \prod_{i=1}^{l-1} (x + a_{k+i}) \cdot (x^{-1} + a_{k+i}) \prod_{i=l+1}^{s-1} (x^{-1} + a_{k+i}) \\
+ \sum_{l=1}^{s-1} (x + a_k) \prod_{i=1}^{l-1} (x + a_{k+i}) \cdot (x^{-1} + a_{k+i}) \prod_{i=l+1}^{s-1} (x^{-1} + a_{k+i}) \\
+ (x^{-1} - a_k) \prod_{i=1}^{s-1} (x^{-1} + a_{k+i}) + (x^{-1} + a_k) \prod_{i=1}^{s-1} (x^{-1} + a_{k+i}) \\
= 2x \prod_{i=1}^{s-1} (x + a_{k+i}) + 4 \sum_{l=1}^{s-1} \prod_{i=1}^{l-1} (x + a_{k+i}) \prod_{i=l+1}^{s-1} (x^{-1} + a_{k+i}) + 2x^{-1} \prod_{i=1}^{s-1} (x^{-1} + a_{k+i}) \\
= 2x \sum_{l=0}^{s-1} e_{s-l-1}(a_{k+1}, \ldots, a_{r-1}) x^l \\
+ 4 \sum_{l=1}^{s-1} \sum_{i=0}^{l-1} e_{l-1-i}(a_{k+1}, \ldots, a_{k+l-1}) x^l \sum_{j=0}^{l-1} e_{s-l-1-j}(a_{k+l+1}, \ldots, a_{r-1}) x^{-j} \\
+ 2x^{-1} \sum_{l=0}^{s-1} e_{s-l}(a_{k+1}, \ldots, a_{r-1}) x^{-l}.
\]

Here we appeal to the relation (7.15), which is used in the proof of Lemma 7.9. Then by using (7.6) and (7.10), we obtain

\[
Q^\text{tab}_{(r)/(k)}(x|a) = 2 \sum_{l=1}^{s} e_{s-l}(a_{k+1}, \ldots, a_{r-1})(x^l + 2x^{l-2} + 2x^{l-4} + \ldots + 2x^{-l+2} + x^{-l}) \\
= \sum_{l=1}^{s} e_{s-l}(0, a_{k+1}, \ldots, a_{r-1}) \tilde{g}_l(x) = \tilde{g}_l(0, a_{k+1}, \ldots, a_{r-1}) = R_{r/k}(x|a).
\]

This completes the proof of Theorem 7.10. \qed
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