ABSTRACTS Currently, the offline manual periodic detection method is a well-established practice in detecting the thermal state of the converter heatsink. This method, however, is huge in maintenance costs. To lower maintenance costs and improve maintenance efficiency in detecting the thermal dissipation state, this paper proposes an intelligent online prediction scheme based on Gauss-Newton iteration method. Firstly, the power loss model of the power module is established according to the characteristics of IGBT and FWD. The power loss of the power device is then calculated in real time with the voltage and current parameters of the converter. Next, the transient thermal model of the heatsink is established based on thermodynamics theory. And the calculation method of steady thermal resistance of heatsink based on Gauss-Newton iteration method is proposed according to the model. The transient thermal impedance data allow for timely prediction of thermal resistance of the heatsink and characterize the thermal state of the heatsink. Finally, with the help of DSP28377D, an experimental platform is built to verify the scheme. Results show that this method can realize intelligent prediction of thermal state online.
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I. INTRODUCTION

The trend of increasing power densities of modern-day power converters is pushing power devices to their thermal limits [1]. Failures of power devices are mostly caused by thermal stress [2]. Therefore, the thermal dissipation potential of the heatsink is critical to ensuring the long-term stable operation of power devices [3]. Currently, the forced air-cooled system takes a dominant position in the thermal management of power devices, thanks to its low cost, good heat dissipation, high reliability, and ease of implementation [4]. However, in practical application, forced air cooling heatsink will inevitably be blocked by some dust and debris, reducing the heat dissipation efficiency [5]. The blocked air outlets of the heatsink are mainly maintained as planned, which is "blind" and generates considerable maintenance costs. To reduce maintenance costs and improve maintenance efficiency, it is urgent to study repair according to the condition of the heatsink.

To date, the prediction method about the heat dissipation state of the heatsink is rarely researched. Most researchers direct their attention to heatsinks analysis and design. [6] designed an algorithm for calculating switching loss and junction temperature of switching elements in PSIM, to judge whether the heatsink meets the heat dissipation requirements. It provided an idea of calculating power loss when it is impossible to measure the voltage drop on switching elements. [7] built the RC parameter model of IGBT and heatsink by analyzing the thermal network, to obtain the temperature of the IGBT module, which provided a reference for thermal analysis about the cooling system. [8] proposed a thermal coupling resistances network model, established the relationships between the case-to-ambient thermal resistance of individual power devices and their thermal coupling resistance to the adjacent device. It provides a better understanding of the thermal behavior of power devices.

To analyze the heat dissipation potential of a heatsink, [9] and [10] studied the thermal transmission of the heatsink and described the relationship between the performance of forced air-cooled heatsink and airflow rate and heat transfer surface area. [11] established a thermal model of air cooling fin heatsink based on finite difference method, and realized the estimation of fin temperature with given heatsink parameters. The above literature has studied the thermal dissipation potential of a heatsink, which provides an insight into the
analysis of analyzing heat dissipation potential in normal operation. But there is a lack of research on the heat dissipation potential of the heatsink after failures.

In terms of heatsink degradation, [12] found that a critical reason for the deterioration of the heatsink is that when heatsink was exposed to the external environment, some dust and dirt adhere to the fin of the heatsink and form an insulation layer and affecting heat dissipation. [13] found that the main reason for heatsink performance degradation was the accumulation of dust in the air inlet, which reduced the airflow in the air flue and reduced the heat dissipation effect. [14] studied the influence of dirt on the heatsink and established the relationship between heat resistance and blocking degree of the heatsink. But the accuracy needed to be improved, and the intelligent prediction of the heatsink state is not yet achieved. [15] proposed a strategy to evaluate the effectiveness of a test procedure for checking the correct assembling and behavior of heatsinks for power devices is proposed. However, it only takes the specified thermal resistance change as the fault to obtain the junction temperature curve to judge the status of power devices. It does not consider how to get the thermal resistance. So how to apply it to practical engineering remains to be studied. [16] studied the operation state prediction of the forced air cooling system, but the scheme is an offline monitoring scheme, workable only during the downtime of equipment.

To solve the problems such as low accuracy and offline detection in predicting the thermal dissipation state of the heatsink, this paper proposes a real-time heatsink state prediction scheme based on thermal resistance. First, based on the thermal model of the heatsink, the steady temperature of the heatsink is predicted by Gauss-Newton iteration scheme with heatsink temperature and ambient temperature. Then the thermal resistance of the heatsink is calculated with the temperature on steady-state and power loss. Finally, the blocking degree is predicted. And this scheme involves no sensor.

II. SOLUTION FOR PREDICTING HEAT DISSIPATION STATE ONLINE

To avoid the failure of power devices caused by thermal stress and lower maintenance costs, this paper proposes an intelligent online prediction scheme that can support repair according to condition. This paper first analyzes the parameters which can reflect the condition of the heatsink and select thermal resistance as a key parameter. Then according to the definition of thermal resistance, this paper solves all the required variables to calculate thermal resistance. In this process, an algorithm to calculate steady-state temperature is proposed based on Gauss-Newton iteration method. Finally, this paper establishes the relation between thermal resistance and blocking degree.

Fig. 1 shows our research object, a three-phase inverter that relies on a forced air-cooled system for thermal dissipation. The heat source serves as the only IGBT module.
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**FIGURE 1. Inverter topological diagram**

Thermal resistance, as a physical quantity about heat transfer capacity, can characterize the ability of heating power to cause temperature changes [17]. The thermal resistance of the heatsink includes base plate thermal resistance, thermal conduction resistance of fins, and thermal convection resistance of fins. The thermal resistance of the base plate and thermal conduction resistance of fins mainly depends on the material and size of the heatsink. The thermal convection resistance of fins is affected by air velocity and convective heat transfer area [18]. When the heatsink is blocked, the airflow through the heatsink and the convective heat transfer area decreases, so the heat transfer efficiency of heatsink fins decreases, and the thermal resistance becomes larger [19]. It shows that thermal resistance can effectively characterize the working conditions of the heatsink. Therefore, this article uses thermal resistance to infer the heat dissipation state of the heatsink.

The calculation formula of thermal resistance is as follows.

$$Z_{hs}(t) = \frac{\Delta T_{hs}(t)}{P(t)}$$  \hspace{1cm} (1)

Where $P(t)$ is the power loss of the power device, $Z_{hs}(t)$ is the thermal resistance of the heatsink, and $\Delta T_{hs}(t)$ is the temperature rise of the heatsink relative to ambient temperature.

As the blocking degree of the heatsink increases, the thermal resistance grows stronger, causing the heatsink to vary in temperature. The heatsink temperature needs time to stabilize. We cannot directly solve actual thermal resistance with transient temperature [20-22]. In addition, due to the large heat capacity of the heatsink, it takes a long time for heatsink temperature to stabilize. Therefore, it is difficult to judge the sudden blockage (such as the blockage caused by plastic bags on high-speed rail) if we wait until the heatsink temperature is steady.
To this end, this paper establishes a heatsink thermal resistance model including the power loss model of the power device and transient heat model of the heatsink. Then it uses short-term data on transient-state to solve heatsink thermal resistance based on Gauss-Newton iteration method, thereby inferring the blocking degree of the heatsink.

Fig. 2 shows the flow chart of the online prediction scheme for the heat dissipation state of the heatsink proposed in this paper. Firstly, the power loss model and the transient heat model are derived. Critical data is then obtained through the existing sensor and filtered by a digital filter. After that, the parameters on steady state are solved based on Gauss-Newton iteration method, then the actual thermal resistance is calculated, and the blocking degree of the heatsink is finally obtained. This scheme allows us to calculate the blockage degree without adding any new sensors.

III. THERMAL IMPEDANCE MODEL OF HEATSINK

According to (1), we need power loss and temperature rise to solve thermal resistance. To achieve this end, we establish the power loss model and the transient thermal model in this section.

A. POWER LOSS CALCULATION MODEL

The inverter adopts SVPWM modulation. Considering the symmetry of the circuit, the power loss of each IGBT and its FWD are the same. Therefore, the power loss is solved only for IGBT Q1 and FWD D4, which are on the upper half-bridge arm of phase A. 

Q1 and D4 have different conduction times in sectors of SVPWM. And the sectors, which the SVPWM reference voltage passes through, are affected by power factor angle. In SVPWM modulation, IGBT only circulates forward current. According to the voltage vector diagram of SVPWM (Fig. 3), the phase angle of forward current covers [-π/2,π/2]. When the power factor Angle φ is at [0,π/6], the reference voltage passes through four sectors: I, II, V, and VI. When the power factor Angle φ is at [π/6,π/2], the reference voltage passes through other four sectors: I, II, III, and VI.

Assuming that the ac power factor Angle φ is at [0,π/6], and the reference voltage of SVPWM passes through four sectors: I, II, V, and VI. FIG. 4 shows the voltage and current waveform of IGBT and FWD within one switching cycle. A switching period includes the time of conduction, cut-off, and switch state. The conduction loss of IGBT and FWD cannot be ignored for the drop in conduction voltage. The cut-off loss, however, can be ignored since the offset current of IGBT and FWD in the cut-off state is very small. Switching loss occurs in the switch state since the voltage and current cannot switch to zero instantly.

The power loss of IGBT includes conduction loss $P_{\text{cond,Q1}}$ and switching loss $P_{\text{sw,Q1}}$ [23]. Their calculation is shown in (2) and (3).
The duty cycle of Q1 and D4 in all sectors is shown in Table I.

| Sector | Duty cycle of Q1 | Duty cycle of D4 |
|--------|-----------------|-----------------|
| I      | (1+ mcos(θ/6))/2 | (1- mcos(θ/6))/2 |
| II     | (1+ √3 mcos(θ))/2 | (1- √3 mcos(θ))/2 |
| III    | (1+ mcos(θ+π/6))/2 | (1- mcos(θ+π/6))/2 |
| IV     | (1+ mcos(θ-π/6))/2 | (1- mcos(θ-π/6))/2 |
| V      | (1+ √3 mcos(θ))/2 | (1- √3 mcos(θ))/2 |
| VI     | (1+ mcos(θ+π/6))/2 | (1- mcos(θ+π/6))/2 |

After calculating the duty cycle, we can solve \( P_{\text{cond,Q1}} \), \( P_{\text{sw,Q1}} \), \( P_{\text{cond,D4}} \), and \( P_{\text{sw,D4}} \) with (2) to (5). The total power loss of the inverter is six times the loss of Q1 and D4.

\[
P_{\text{in}} = 6 \left( P_{\text{cond,Q1}} + P_{\text{cond,D4}} + P_{\text{sw,Q1}} + P_{\text{sw,D4}} \right)
\]

### B. THERMAL TRANSIENT MODEL OF HEATSINK

This paper adopted the Foster model for the cooling system modeling. In this model, the change of the reference point will not affect the thermal resistance and heat capacity before the reference point. We only need to cascade the thermal network after the reference point. This model simplifies the thermal network. It is more accurate and more popular with researchers [25].

![Foster model diagram](image)

The power loss generated by the inverter is converted to heat. Part of the heat is dissipated to the ambient by the heatsink, and the rest increases heatsink temperature.

Note that \( P_{\text{in}} \) is the power loss that is converted to heat, and \( \phi \) is the instantaneous heat flow rate of the heatsink. According to the conservation law of energy:

\[
P_{\text{in}} = h_{\text{fin}} \cdot A \cdot \Delta T_{\text{in}}(t) + \phi \cdot V
\]

Where \( V \) is the volume of the heatsink, in m³; \( A \) is the convective heat transfer surface area of the heatsink, in m²; \( h_{\text{fin}} \) is the convective heat transfer coefficient, in W/(m²·K). The transient heat equation about internal heat source is:

\[
P_{\text{in}} = h_{\text{fin}} \cdot A \cdot \Delta T_{\text{in}}(t) + \phi \cdot V
\]

Where \( c \) is the heat capacity, in J/(kg·K); \( \rho \) is the density of heatsink, in kg/m³; \( t \) is time, in s.

Combined with (10) and (11), the differential equation about heatsink temperature can be obtained:
\[
\rho c V \frac{d\Delta T_{hs}(t)}{dt} = -h_{hs} \cdot A \cdot \Delta T_{hs}(t) - T_a(t) + R_0 \tag{12}
\]

By solving (12), the expression of heatsink temperature can be calculated. Assuming that the initial conditions of the differential equation are \(t=t_0\), \(\Delta T_{hs}(t_0)\). The solution of this equation is given in equation (13).

\[
\Delta T_{hs}(t) = \Delta T_{hs}(t_0) + \left(\Delta T_{hs}(\infty) - \Delta T_{hs}(t_0)\right) \left(1 - e^{-\frac{t-t_0}{\tau_{hs}}}\right) \tag{13}
\]

Where \(\tau_{hs} = 1/R_{hs}C_{hs}\), is the time constant; \(R_{hs} = 1/Ah_{fin}\), is the actual thermal resistance of the heatsink; \(C_{hs} = \rho c V\), is heat capacity of the heatsink; \(\Delta T_{hs}(\infty) = P_oR_{hs}\), is the temperature rise on steady state, which is the temperature rise at \(t=\infty\).

(14) is the expression of thermal resistance calculated with (13) and (1).

\[
Z_{hs}(t) = Z_{hs}(t_0) + \left(R_{hs} - Z_{hs}(t_0)\right) \left(1 - e^{-\frac{t-t_0}{\tau_{hs}}}\right) \tag{14}
\]

Blocking degree changes of heatsink will lead to changes about thermal resistance, which is reflected as change about \(R_{hs}\) and \(\tau_{hs}\) in (13). Fig. 6 is the schematic drawing of heatsink temperature at different blocking degrees.

**FIGURE 7. A heatsink real-time temperature rise relative to ambient temperature under different blockage conditions**

According to (13) and (14), the transient heatsink temperature and the thermal resistance calculated with equation (1) change slowly to steady state in exponential form, where the constant term is steady-state temperature and actual thermal resistance. The time constant is composed of thermal resistance and heat capacity. In practice, it takes a long time for the temperature to stabilize. So the actual thermal resistance cannot be directly calculated with transient temperature, so a method to predict the steady-state temperature and the actual thermal resistance is needed.

### III. STEADY-STATE PARAMETER SOLUTION BASED ON GAUSS-NEWTON ITERATION METHOD

To calculate the actual thermal resistance with transient temperature, an algorithm based on Gauss-Newton iteration method is proposed.

Gauss-Newton iteration method is mainly used to calculate parameters in nonlinear regression model [26]. It obtains an approximate linear model using Taylor expansion. The deviation between the theoretical value and the actual value is used to correct the parameter’s value. Gauss-Newton iteration method includes initial value selection, Jacobian matrix solution, parameter correction, and accuracy test [27].

We can obtain a new expression by sorting out (13):

\[
y = f(t) = \Delta T_{hs}(x) + (\Delta T_{hs}(t_0) - \Delta T_{hs}(x)) e^{\frac{t}{\tau_{hs}}} \tag{15}
\]

The parameters to be calculated are temperature rise on steady state \(\Delta T_{hs}(\infty)\), the initial temperature rise \(\Delta T_{hs}(t_0)\), and time constant \(\tau_{hs}\). Note the above parameters \(a_0, a_1, a_2\) in order. Their initial values are \(a^{(0)} = (a_0^{(0)}, a_1^{(0)}, a_2^{(0)})^T\). The initial values are set empirically and affect the convergence of iteration.

Taylor expansion is performed on (15) at \(a^{(0)}\), where the second and higher-order terms are omitted to obtain an approximate linear expression:

\[
f(t_i, a) \approx f(t_i, a^{(0)}) + \sum_{k=0}^2 \frac{\partial f(t_i, a)}{\partial a_k} \left(a_k - a_k^{(0)}\right) + \epsilon_i \tag{16}
\]

Partial derivatives of the parameters are:

\[
\frac{\partial f}{\partial a_0} = 1 - e^{-\frac{1}{\tau_{hs}}} \tag{17}
\]

\[
\frac{\partial f}{\partial a_1} = -e^{-\frac{1}{\tau_{hs}}} \tag{18}
\]

\[
\frac{\partial f}{\partial a_3} = (a_0 - a_1) e^{-\frac{1}{\tau_{hs}}} \tag{19}
\]

Set

\[
\Delta y_i^{(0)} = y_i - f(t_i, a^{(0)}) \tag{20}
\]

\[
\Delta a_i^{(0)} = a_i - a_i^{(0)} \tag{21}
\]

\[
J^{(0)} = \sum_{i=0}^2 \frac{\partial f(t_i, a)}{\partial a_k} |_{a=a^{(0)}} \tag{22}
\]

(16) can be simplified as:

\[
\Delta y_i^{(0)} = J^{(0)} \Delta a_i^{(0)} + \epsilon_i \tag{23}
\]

The matrix form of (23) is (24), where \(J^{(0)}\) is the Jacobian matrix:

\[
\Delta Y^{(0)} = J^{(0)} \Delta A^{(0)} + E \tag{24}
\]

Corrected parameter values are calculated with the Jacobian matrix by the least square method:

\[
\Delta A^{(0)} = \left(J^{(0)^T} J^{(0)}\right)^{-1} J^{(0)^T} \Delta Y^{(0)} \tag{25}
\]

Whether the results meet the requirements is judged with the sum of squares of residuals. If it is within the error limit, the iteration will cease. The formula for calculating the sum of squares of residuals is as follows:

\[
SSR = \sum_{i=0}^n \left(y_i - f(t_i, a^{(i)})\right)^2 \tag{26}
\]
In addition, the maximum number of iterations is set. If the sum of squares of residuals still fails to meet the requirements after too many iterations, the iteration can still be stopped to prevent iteration stuck.

The algorithm flow chart is shown in Fig. 7.

![Algorithm Flow Chart](image)

FIGURE 8. Flow chart of prediction algorithm

With the help of this algorithm, the steady temperature can be calculated with transient temperature, and the actual thermal resistance can be calculated by combining the power loss obtained before, and the blocking degree can be obtained.

This method is featured by simple implementation, high calculation accuracy, fast calculation speed, and no additional sensors. It can ensure good prediction accuracy and good real-time performance.

IV. VERIFICATION

A. EXPERIMENT PLATFORM INFORMATION

In this paper, an experimental platform is built based on DSP28377D. The framework of the experimental platform is shown in Fig. 8, and the parameters are shown in Table II. The IPM adopts SVPWM modulation, and the load is a resistive load in star connection. We use voltage and current sensors to measure the ac line voltage, ac line current, use PT1000 to obtain the heatsink temperature and ambient temperature, and use W5300 to transmit AD sampling data and results to PC.

![Experimental Platform Architecture](image)

FIGURE 9. Architecture block diagram of the experimental platform

| Name                  | Parameter | Name                  | Parameter |
|-----------------------|-----------|-----------------------|-----------|
| Dc rated voltage/V    | 400       | Power factor          | 0.9       |
| Dc rated current/A    | 20        | AD sampling frequency/Hz | 5000     |
| Dc rated power/W      | 8000      | Heatsink type         | Steel aluminum fin radiator |
| Modulation            | SVPWM     | Heatsink size         | L*W*H/cm 30*19*9 |
| Switching frequency/Hz | 5000    | Fan type              | MGA8024UB-025 |
| Modulation ratio      | 0.8       | Number of fans        | 2         |

B. PREDICTION RESULTS

First, power loss is calculated with measured voltage and current. Next, according to the real-time temperature measured, the steady temperature is solved based on Gauss-Newton iteration method. Then the thermal resistance was calculated with temperature on steady state, ambient temperature, and power loss. Finally, the blocking degree is obtained with the relationship between thermal resistance and blocking degree. The iterative array stores 1800 temperature data in the last 180 seconds at 0.1-second intervals. The steady temperature and thermal resistance are calculated with the data periodically, and the predicted value of blocking degree is calculated periodically.

Experiments are carried out on the experiment platform at the interval of 10% blockage degree, and experiments cover the conditions of 0-100% blockage degree. Table IV is the thermal resistance calculated with heatsink temperature and ambient temperature and power loss under different blocking degrees.

| Blockage Conditions | Thermal Resistance |
|---------------------|--------------------|
| 0%                  |                    |
| 10%                 |                    |
| 20%                 |                    |
| ...                 |                    |
| 100%                |                    |
The new thermal resistance calculated will be in use when producing the blocking degree on the heatsink. The thermal resistance changes, the faster the airflow changes. During the whole process, the thermal resistance calculated shows a gradual curve. As shown in Fig. 10, the new blocking degree can be predicted in about 3 minutes after blocking degree changes. The waiting time depends on the time contained in the array and the cut-off frequency of the low-pass filter for temperature.

### V. Conclusion

This paper proposes a complete method for predicting the blocking degree of heatsink online. In this paper, the power loss of IGBT inverter and the expressions of heatsink temperature and thermal resistance are obtained by theoretical calculation. Then, based on Gauss-Newton iteration method, the actual thermal resistance is calculated with transient temperature, and the blocking degree is obtained. Finally, DSP28377D is used for data acquisition, transmission, and data process to verify this scheme experimentally. Results show that this scheme can predict the

| Blocking degree | Thermal resistance/°C/W | Blocking degree | Thermal resistance/°C/W |
|-----------------|-------------------------|-----------------|-------------------------|
| 0%              | 0.0458                  | 60%            | 0.0683                  |
| 10%             | 0.0489                  | 70%            | 0.0802                  |
| 20%             | 0.0525                  | 80%            | 0.0898                  |
| 30%             | 0.0572                  | 90%            | 0.1080                  |
| 40%             | 0.0597                  | 100%           | 0.1451                  |
| 50%             | 0.0653                  |                |                         |

#### TABLE IV

| Actual blocking degree | Calculated blocking degree | Actual blocking degree | Calculated blocking degree |
|------------------------|----------------------------|------------------------|----------------------------|
| 0%                     | 3%                        | 60%                    | 54%                        |
| 10%                    | 16%                       | 70%                    | 67%                        |
| 20%                    | 22%                       | 80%                    | 78%                        |
| 30%                    | 33%                       | 90%                    | 83%                        |
| 40%                    | 39%                       | 100%                   | 97%                        |
| 50%                    | 54%                       |                         |                            |

#### FIGURE 10. Diagram of blocking degree and thermal resistance

Fig. 9 shows the relationship between blocking degree and thermal resistance. As shown in Fig. 9, as the blocking degree increases, the thermal resistance increases. Because the blockage deepens, the pressure drop of the heatsink air channel increases. The fans need to provide more pressure to overcome the pressure drop of the air channel, reducing the flow into the radiator and increasing the thermal resistance. In addition, the higher the blocking degree is, the faster the thermal resistance changes. Because the higher the blocking degree is, the faster the pressure drop caused by a blockage in the air channel changes, the faster the airflow changes.

According to the relationship between blocking degree and thermal resistance in Fig. 9, several groups of blocking degree prediction experiments are carried out. Table V is the blocking degree prediction results. It shows that the error of this scheme is within 10% blocking degree.

#### FIGURE 11. Prediction results of blockage condition when blockage changes from 30% to 80% to 30%

When the blocking degree changes, it takes time for the array to update the data at the new blocking degree, so this scheme needs time to correctly reflect the new blocking degree. At the start of the blocking degree change, the blocking degree calculated stays the same because the temperature does not change. As time goes by, when the array contains both data at old blocking degree and data at new blocking degree, the thermal resistance calculated will not be the same as the actual thermal resistance because the parameter to be solved is the thermal resistance of one blocking degree. The thermal resistance calculated will eventually change to the value at new blocking degree as more and more data at new blocking degree are available. During the whole process, the thermal resistance calculated shows a gradual curve. As shown in Fig. 10, the new blocking degree can be predicted in about 3 minutes after blocking degree changes. The waiting time depends on the time contained in the array and the cut-off frequency of the low-pass filter for temperature.
blocking degree of the heatsink with an error of less than 10% within 3 minutes.

**FIGURE 12. Physical drawing of the experimental platform**
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