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Abstract

We analyze Hegselmann-Krause opinion formation models with leadership in presence of time delay effects. In particular, we consider a model with pointwise time variable time delay and a model with a distributed delay. In both cases we show that, when the delays satisfy suitable smallness conditions, then the leader can control the system, leading the group to any prefixed state. Some numerical tests illustrate our analytical results.

1 Introduction

In recent years, multi-agent models have attracted the interest of several researchers in different scientific areas, such as biology, economics, robotics, control theory, social sciences (see e.g. [5, 6, 7, 10, 11, 18, 19, 30, 34, 36, 42, 43, 45]). An important feature analyzed is the possible emergence of self-organization leading to globally collective behaviours.

Specifically, it is important to investigate as a group of agents can reach a consensus starting from different opinions or, for instance, as the opinion of a leader can influence other individuals. We can observe more and more as in the real life social networks can contribute to condition the behavior of the individuals and their opinions. For this reason, many political groups and statesmen try to diffuse their opinions and ideas through social media. Therefore, for the importance of applications in social sciences, among multi-agent systems a key role is played by the so-called opinion formation models.

In this paper, we will focus on a Hegselmann-Krause type opinion formation model. The idea is that each opinion changes according with the opinions of other agents taking place in the bounded domain of confidence. The original model was proposed in [28] (see also [1]). Then, a number of variants and generalizations have been introduced (see e.g. [1, 2, 8, 9, 12, 13, 22, 29, 38, 41]). In particular, in [44], a control problem has been studied for the Hegselmann-Krause model with leadership. Namely, through suitable controls, the leader influences other agents so that the whole system tends to any desired consensus state. See also [20] for analogous result in the one-dimensional case.

A significant aspect that one has to consider dealing with problems from applied sciences is the natural presence of time delays. Time delay effects frequently appear in applications and...
physical or biological models and it is well-known that they can induce instability phenomena. In particular, in multi-agent models, the presence of time delays makes the systems more difficult to deal with since they destroy some typical symmetries and geometrical features. Multi-agent models with time delay have been proposed and analyzed in recent papers dealing, e.g., with Cucker–Smale models ([31, 14, 15, 17, 23, 26, 39, 40]), thermomechanical Cucker-Smale systems ([21]) and opinion formation models ([33, 16, 37, 27]). In these papers, under different sets of assumptions, convergence to consensus results are proved, at least for sufficiently small time delays. As far as we know, control problems for the Hegselmann–Krause opinion formation model with delays have not yet been studied so far. So, here, our aim is to show that, in presence of a leader, a Hegselmann–Krause model with time delays can be controlled in order to reach any consensus state, namely any target opinion. Our results require that the time delays satisfy suitable smallness assumptions. As a concrete application one can think to the case of social networks, through which the leader can inform and condition other agents in very short times, namely with a small time delay.

Let \( N \in \mathbb{N} \) be the number of agents and let \( x_i : [0, +\infty) \to \mathbb{R}^d \) be the opinion of the \( i \)-th agent, for any \( i = 1, \ldots, N \). Moreover, let us consider the leader’s opinion \( x_0 : [0, +\infty) \to \mathbb{R}^d \). Then, the dynamics is governed by the following modified Hegselmann-Krause model with leadership:

\[
\begin{align*}
\frac{dx_0}{dt}(t) &= u(t), \\
\frac{dx_i}{dt}(t) &= \frac{1}{N} \sum_{j \neq i} a_{ij}(t)(x_j(t-\tau(t)) - x_i(t)) \\
&\quad + \gamma \phi(|x_0(t-\tau(t)) - x_i(t)|)(x_0(t-\tau(t)) - x_i(t)),
\end{align*}
\]  

(1.1)

for all \( t \geq 0 \), with continuous initial data, for \( i = 1, \ldots, N \),

\[
\begin{align*}
x_0(s) &= x_{0,0}(s), \quad x_i(s) = x_{i,0}(s), \quad \forall \ s \in [-\bar{\tau}, 0].
\end{align*}
\]  

(1.2)

Here, the control \( u : [0, +\infty) \to \mathbb{R}^d \) is a measurable function, which represents the result of the leader’s opinion and \( \tau(\cdot) : [0, +\infty) \to [0, +\infty) \) is the time-dependent time delay. We assume that \( \tau(\cdot) \) is continuous and bounded, i.e.

\[
\tau(t) \leq \bar{\tau}, \quad t \geq 0,
\]

where \( \bar{\tau} > 0 \) is the constant in (1.2). The influence function is of the form

\[
a_{ij}(t) = a(|x_j(t-\tau(t)) - x_i(t)|),
\]

where \( a : [0, +\infty) \to [0, +\infty) \) is a continuous non-increasing cut-off function. In particular, we assume:

\[
a(s) = 1 \quad \text{for } s \in [0, \delta], \quad a(s) = 0 \quad \text{for } s \geq r,
\]

where \( \delta, r \in \mathbb{R}^+ \), with \( r > \delta \). Moreover, \( \gamma \) is a positive parameter representing the strength of the leader’s opinion and \( \phi(\cdot) : [0, +\infty) \to \mathbb{R}^+ \) is the leader’s influence function on the agents. We assume \( \phi \) non-increasing and Lipschitz continuous, with Lipschitz constant \( L > 0 \). Without loss of generality, we can take \( \phi(0) = 1 \).

Furthermore, we consider a second system with distributed time-varying time delay. In this case, each agent is influenced by other agents’ opinions along an entire time interval \([t - \tau(t), t]\).
This generalizes the dynamics of the model (1.1), in which agents are influenced only according to the opinions at a previous time \( t - \tau(t) \), for any \( t \geq 0 \). In particular, our model is the following:

\[
\begin{align*}
\frac{dx_0}{dt}(t) &= u(t), \\
\frac{dx_i}{dt}(t) &= \frac{1}{Nh(t)} \sum_{j \neq i} \int_{t-\tau(t)}^t \beta(t-s)a_{ij}(t; s)(x_j(s) - x_i(t))ds \\
&\quad + \frac{\gamma}{h(t)} \int_{t-\tau(t)}^t \beta(t-s)\phi(|x_0(s) - x_i(t)|)(x_0(s) - x_i(t))ds,
\end{align*}
\]

with continuous initial data, for \( i = 1, \ldots, N, \)

\[
x_i(s) = x_{i,0}(s), \quad x_0(s) = x_{0,0}(s), \quad \forall \ s \in [-\bar{\tau}, 0].
\]

Here, \( a_{ij}(t; s) := a(|x_j(s)-x_i(t)|) \) and \( \phi \) satisfy previous assumptions. Moreover, \( \tau(\cdot) : [0, +\infty) \to \mathbb{R}^+ \) is the time-dependent time delay, which we suppose continuous and bounded. In particular, we assume that there exist two constants \( \bar{\tau}, \tau_* > 0 \) such that

\[
\tau_* \leq \tau(t) \leq \bar{\tau}
\]

for any \( t \geq 0 \). Furthermore, \( \beta(\cdot) : [0, \bar{\tau}] \to \mathbb{R}^+ \) is a weight function satisfying

\[
\int_0^{\tau_*} \beta(s)ds > 0.
\]

Finally, \( h(\cdot) \) is defined as

\[
h(t) := \int_0^{\tau(t)} \beta(s)ds,
\]

for any \( t \geq 0 \). Then, it is always strictly positive by assumption (1.5).

We notice that if \( \beta(s) = \delta_{\tau(t)}(s) \), then system (1.3) can be rewritten as in (1.1).

Distributed time-delay systems have been analyzed very recently in [16, 37, 32], in which the authors improved and generalized the theory of delayed Cucker-Smale and Hegselmann-Krause models with pointwise delay.

A well-posedness result for systems (1.1)-(1.2) or (1.3)-(1.4) with continuous initial data can be found in [25] (see also [24]). Here, we are interested in the consensus behavior of the solutions subject to leader’s control strategies.

**Definition 1.1.** We say that a measurable control \( t \mapsto u(t) \) is admissible if there exists a constant \( M > 0 \) such that \( \|u\|_{L^\infty} \leq M \).

**Definition 1.2.** Let \( \{x_i\}_{i=0,1,\ldots,N} \) be a solution to either (1.1)-(1.2) or (1.3)-(1.4). We say that the solution converges to consensus if and only if

\[
\lim_{t \to +\infty} |x_i(t) - x_j(t)| = 0,
\]

for any \( i, j \in \{0,1,\ldots,N\} \).

The rest of the paper is organized as follows. In Section 2 we show the existence of a control function \( u \) which modifies the leader’s opinion so that consensus for system (1.1) is achieved. In Section 3 we prove the local controllability property, namely under a smallness assumption on the time delay and the parameters involved in the dynamics we will be able to find a control which steers all agents to a given state. Sections 4 and 5 are devoted to consensus and controllability properties for solutions to system (1.3). Finally, in Section 6 some numerical results are shown to illustrate the theory of previous sections.
2 Consensus behavior

In this section, inspired by [44], we prove that there exists an admissible control \( u \) so that consensus among all agents (leader included) occurs. Let us define the distance from the leader’s opinion

\[
d_0(t) := \max_{i \in \{1, \ldots, N\}} |x_i(t) - x_0(t)|, \quad t \geq -\bar{\tau},
\]

and let \( p = p(t) \in \{1, \ldots, N\} \) be such that

\[ |x_p(t) - x_0(t)| = d_0(t). \]

Without loss of generality, we can take \( p = 1 \). Furthermore, consider the control

\[
u(t) = \gamma \alpha(t) \sum_{j=1}^{N} \phi(|x_j(t - \tau(t)) - x_0(t)|) (x_j(t - \tau(t)) - x_0(t)),
\]

where

\[
\alpha(t) := \frac{1}{2} \min \left\{ \frac{\phi(|x_1(t - \tau(t)) - x_0(t)|)}{N}, \frac{2M}{\gamma \sum_{j=1}^{N} |x_j(t - \tau(t)) - x_0(t)|} \right\}.
\]

By definition, \( u \) is an admissible control. Moreover, we have the following lemma.

**Lemma 2.1.** Let \( \{ x_i \}_{i=0,1,\ldots,N} \) be the solution to (1.1)-(1.2), with control as in (2.7). Let \( x_{0,0}, x_{i,0} : [-\bar{\tau}, 0] \to \mathbb{R}^d \) be continuous initial data and let

\[
R := \max_{s \in [-\bar{\tau}, 0]} \max_{i=0,1,\ldots,N} |x_i(s)|.
\]

Then,

\[
\max_{i \in \{0,1,\ldots,N\}} |x_i(t)| \leq R, \quad t \geq 0.
\]

for any \( i \in \{1, \ldots, N\} \) and for any \( t \geq 0 \).

**Proof.** Let \( \varepsilon > 0 \). Define \( R_\varepsilon := R + \varepsilon \) and set

\[
S_\varepsilon := \{ t > 0 : \max_{i \in \{0,1,\ldots,N\}} |x_i(s)| < R_\varepsilon, \forall s \in [0, t) \}.
\]

By continuity, \( S_\varepsilon \neq \emptyset \). Let \( T_\varepsilon := \sup S_\varepsilon \) and suppose by contradiction that \( T_\varepsilon < +\infty \). Then, we have that

\[
\lim_{t \to T_\varepsilon} \max_{i \in \{0,1,\ldots,N\}} |x_i(t)| = R_\varepsilon.
\]

On the other hand, we have that for any \( i \in \{1, \ldots, N\} \) and for any \( t \leq T_\varepsilon \),

\[
\frac{1}{2} \frac{d}{dt} |x_i(t)|^2 = \left\langle x_i(t), \frac{dx_i}{dt}(t) \right\rangle
\]

\[
= \frac{1}{N} \sum_{j \neq i} a_{ij}(t) \left( x_j(t - \tau(t)) - x_i(t), x_i(t) \right)
\]

\[
+ \gamma \phi(|x_0(t - \tau(t)) - x_i(t)|) \left( x_0(t - \tau(t)) - x_i(t), x_i(t) \right)
\]

\[
= \frac{1}{N} \sum_{j \neq i} a_{ij}(t) \left( \left( x_j(t - \tau(t)), x_i(t) \right) - |x_i(t)|^2 \right)
\]

\[
+ \gamma \phi(|x_0(t - \tau(t)) - x_i(t)|) \left( \left( x_0(t - \tau(t)), x_i(t) \right) - |x_i(t)|^2 \right).
\]
By using Cauchy-Schwarz inequality and the fact that \( t - \tau(t) \in S_\epsilon \) yields
\[
\frac{1}{2} \frac{d}{dt} |x_i(t)|^2 \leq \frac{1}{N} \sum_{j \neq i} a_{ij}(t) |x_i(t)| (R_\epsilon - |x_i(t)|) + \gamma \phi(|x_0(t - \tau(t)) - x_i(t)|) |x_i(t)| (R_\epsilon - |x_i(t)|).
\]
Since \( |x_i(t)| < R_\epsilon \), then
\[
\frac{d}{dt} |x_i(t)| \leq (\gamma + 1) (R_\epsilon - |x_i(t)|),
\]
and by using Gronwall estimate we get
\[
|x_i(t)| \leq e^{-(\gamma+1)t} (|x_i(0)| - R_\epsilon) + R_\epsilon < R_\epsilon, \quad \forall \ t < T_\epsilon. \tag{2.10}
\]
Moreover, if we consider the leader’s opinion with control \( u \) defined in (2.7), we have that
\[
\frac{1}{2} \frac{d}{dt} |x_0(t)|^2 = \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t)|) (\langle x_j(t - \tau(t)), x_0(t) \rangle - |x_0(t)|^2).
\]
By Cauchy-Schwarz inequality and using the fact that for any \( j \in \{1, ..., N\} \) and \( t \geq 0 \), \( |x_j(t - \tau) - x_i(t)| \leq R_\epsilon \), we obtain
\[
\frac{1}{2} \frac{d}{dt} |x_0(t)|^2 \leq \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t)|) |x_0(t)| (R_\epsilon - |x_0(t)|)
\leq \gamma |x_0(t)| (R_\epsilon - |x_0(t)|),
\]
where we have used the fact that for any \( t \leq T_\epsilon \), \( |x_0(t)| \leq R_\epsilon \) and \( N \alpha(t) \leq 1 \). Therefore, using once again Gronwall estimate yields
\[
|x_0(t)| \leq e^{-\gamma t} (|x_0(0)| - R_\epsilon) + R_\epsilon < R_\epsilon. \tag{2.11}
\]
Therefore, by inequalities (2.10)-(2.11) we can conclude that
\[
\lim_{t \to T_\epsilon - \epsilon} \max_{i \in \{0, 1, ..., N\}} |x_i(t)| < R_\epsilon.
\]
This is in contradiction with (2.9). Then, \( T_\epsilon = +\infty \). By sending \( \epsilon \to 0 \), we obtain the thesis. ■

Lemma 2.1 guarantees not only global existence of solution to (1.1) with \( u \) as in (2.7), but also a control from below of the influence function \( \phi \). Indeed, in this case, since \( |x_0(t - \tau(t)) - x_i(t)| \leq 2R \) and \( \phi \) is non-increasing, we have that
\[
\phi(|x_0(t - \tau(t)) - x_i(t)|) \geq \phi(2R), \tag{2.12}
\]
for any \( t \geq 0 \) and for any \( i \in \{1, ..., N\} \).

**Remark 2.2.** Since the system is invariant by translation one could improve (2.12) by considering the relative distance among the opinions. Indeed, arguing as in Lemma 2.2 of [16], we can deduce
\[
\phi(|x_0(t - \tau(t)) - x_i(t)|) \geq \phi(2R^*),
\]
with
\[
R^* := \min_{C \in \mathbb{R}^d} \max_{[-T(0),0]} \max_{1 \leq i \leq N} |x_i(t) - C|.
\]
Then, all the following results hold true also with \( R^* \) in place of \( R \).
Note that the function $d_0(t)$ defined in (2.6) may be not differentiable for some $t > 0$. Therefore, we will use the upper Dini derivative. The upper Dini derivative of a continuous function $F(\cdot)$ is defined as

$$D^+ F(t) := \limsup_{h \to 0^+} \frac{F(t + h) - F(t)}{h}.$$ 

Before proving the consensus result, we need the following lemma.

**Lemma 2.3.** Let $\{x_i\}_{i=0,1,...,N}$ be the solution to (1.1)-(1.2), with control as in (2.7). Define

$$\sigma_\tau(t) := \int_{t-\tau}^{t} \max_{j \in \{1,...,N\}} \left[ \frac{dx_j}{ds}(s) + |u(s)| \right] ds, \quad \forall \ t \geq \tau.$$

Then, for any $t \geq \tau$,

$$D^+ d_0(t) \leq -\frac{\gamma}{2} \phi(2R)d_0(t) + R_\gamma \sigma_\tau(t), \quad (2.13)$$

where $R_\gamma := \gamma LR + \gamma + 1$.

**Proof.** As before, without loss of generality, we assume that $d_0(t) = |x_1(t) - x_0(t)|$. From (1.1) and (2.7) we have that, for any $t \geq 0$,

$$\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq \frac{1}{N} \sum_{j \neq 1} a_{1j}(t)\langle x_j(t - \tau(t)) - x_1(t), x_1(t) - x_0(t) \rangle$$

$$+ \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|)\langle x_0(t - \tau(t)) - x_1(t), x_1(t) - x_0(t) \rangle$$

$$- \gamma \alpha(t) \sum_{j=1}^{N} \phi(|x_j(t - \tau(t)) - x_0(t)|)\langle x_j(t - \tau(t)) - x_0(t), x_1(t) - x_0(t) \rangle$$

$$= \frac{1}{N} \sum_{j \neq 1} a_{1j}(t)\langle x_j(t - \tau(t)) - x_j(t), x_1(t) - x_0(t) \rangle$$

$$+ \frac{1}{N} \sum_{j=1}^{N} a_{1j}(t)\langle x_j(t) - x_1(t), x_1(t) - x_0(t) \rangle$$

$$+ \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|)\langle x_0(t - \tau(t)) - x_0(t), x_1(t) - x_0(t) \rangle$$

$$- \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|)\langle x_1(t) - x_0(t) \rangle^2$$

$$- \gamma \alpha(t) \sum_{j=1}^{N} \phi(|x_j(t - \tau(t)) - x_0(t)|)\langle x_j(t - \tau(t)) - x_j(t), x_1(t) - x_0(t) \rangle$$

$$- \gamma \alpha(t) \sum_{j=1}^{N} \phi(|x_j(t - \tau(t)) - x_0(t)|)\langle x_j(t) - x_0(t), x_1(t) - x_0(t) \rangle.$$

Once again, we can write for any $j \in \{1,...,N\}$

$$\langle x_j(t) - x_1(t), x_1(t) - x_0(t) \rangle = \langle x_j(t) - x_0(t), x_1(t) - x_0(t) \rangle - |x_1(t) - x_0(t)|^2.$$

Moreover, for any $t \geq \tau$ and for any $j \in \{1,...,N\}$,

$$|x_j(t - \tau(t)) - x_j(t)| \leq \int_{t-\tau(t)}^{t} \left| \frac{dx_j}{ds}(s) \right| ds \leq \int_{t-\tau}^{t} \max_{j \in \{1,...,N\}} \left| \frac{dx_j}{ds}(s) \right| ds,$$
where we have used the positivity of the integrand function and the fact that \( \tau(t) \leq \bar{\tau} \) for any \( t \geq 0 \). Analogously,

\[
|x_0(t - \tau(t)) - x_0(t)| \leq \int_{t-\tau}^t \left| \frac{dx_0}{ds}(s) \right| ds.
\]

Then, we obtain

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq \frac{1}{N} \sum_{j=1}^N a_{1j}(t) \langle x_j(t) - x_0(t), x_1(t) - x_0(t) \rangle \\
+ |x_1(t) - x_0(t)| \int_{t-\tau}^t \max_{j \in \{1,...,N\}} \left| \frac{dx_j}{ds}(s) \right| ds - \frac{1}{N} \sum_{j=1}^N a_{1j}(t) \| x_1(t) - x_0(t) \|^2 \\
- \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|) \| x_1(t) - x_0(t) \|^2 \\
+ \gamma |x_1(t) - x_0(t)| \int_{t-\tau}^t \left| \frac{dx_0}{ds}(s) \right| ds \\
+ \gamma |x_1(t) - x_0(t)| \int_{t-\tau}^t \max_{j \in \{1,...,N\}} \left| \frac{dx_j}{ds}(s) \right| ds \\
- \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t)|) \langle x_j(t) - x_0(t), x_1(t) - x_0(t) \rangle.
\]

Therefore, putting together the first term and the last one, and noticing that by definition of \( |x_1(t) - x_0(t)| \)

\[
\langle x_j(t) - x_0(t), x_1(t) - x_0(t) \rangle \leq |x_1(t) - x_0(t)|^2,
\]

we get, for any \( t \geq \bar{\tau} \),

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq \sum_{j=1}^N \left( \left| \frac{1}{N} a_{1j}(t) - \gamma \alpha(t) \phi(|x_j(t - \tau(t)) - x_0(t)|) \right| - \frac{1}{N} a_{1j}(t) \right) |x_1(t) - x_0(t)|^2 \\
- \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|) |x_1(t) - x_0(t)|^2 + (\gamma + 1) |x_1(t) - x_0(t)| \sigma_\tau(t).
\]

Now, let us define for any \( j \in \{1,...,N\} \),

\[
b_j := \left| \frac{1}{N} a_{1j}(t) - \gamma \alpha(t) \phi(|x_j(t - \tau(t)) - x_0(t)|) \right| - \frac{1}{N} a_{1j}(t).
\]

If \( j \in \{1,...,N\} \) is such that

\[
\frac{1}{N} a_{1j}(t) - \gamma \alpha(t) \phi(|x_j(t - \tau(t)) - x_0(t)|) \geq 0,
\]

then, \( b_j < 0 \). Otherwise, we have that

\[
b_j \leq \gamma \alpha(t) \phi(|x_j(t - \tau(t)) - x_0(t)|),
\]

which gives us

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \\
\leq \left( \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t)|) - \gamma \phi(|x_0(t - \tau(t)) - x_1(t)|) \right) |x_1(t) - x_0(t)|^2 \\
+ (\gamma + 1) \sigma_\tau(t) |x_1(t) - x_0(t)|.
\]
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By definition of $\alpha(\cdot)$ and (2.12), we get
\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq \frac{\gamma}{2} |\phi(x_1(t - \tau(t)) - x_0(t)) - \phi(x_0(t - \tau(t)) - x_1(t))| |x_1(t) - x_0(t)|^2
\]
\[+ \frac{\gamma}{2} \phi(2R) |x_1(t) - x_0(t)|^2 + (\gamma + 1) \sigma_\tau(t) |x_1(t) - x_0(t)|.
\]
Since $\phi(\cdot)$ is Lipschitz continuous, we obtain
\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq \frac{\gamma}{2} \mu |x_1(t) - x_0(t)|^2 \sigma_\tau(t) - \frac{\gamma}{2} \phi(2R) |x_1(t) - x_0(t)|^2 + (\gamma + 1) \sigma_\tau(t) |x_1(t) - x_0(t)|,
\]
and using once again (2.8) yields
\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq -\frac{\gamma}{2} \phi(2R) |x_1(t) - x_0(t)|^2 + R_\gamma \sigma_\tau(t) |x_1(t) - x_0(t)|,
\]
from which we obtain inequality (2.13). \[\blacksquare\]

Lemma 2.4. Let $\{x_i\}_{i \in \{0,1,\ldots,N\}}$ be the solution to (1.1)-(1.2), with control as in (2.7). Then, for any $t \geq \bar{\tau}$, we have
\[
\left| \frac{dx_0}{dt} (t) \right| \leq \gamma d_0(t) + \gamma \sigma_\tau(t)
\]
and
\[
\max_{i \in \{1,\ldots,N\}} \left| \frac{dx_i}{dt} (t) \right| \leq (2 + \gamma) d_0(t) + (1 + \gamma) \sigma_\tau(t). \tag{2.15}
\]

Proof. By direct calculation, we have that, for any $t \geq \bar{\tau}$,
\[
\left| \frac{dx_0}{dt} (t) \right| = |u(t)| \leq \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t))| |x_j(t - \tau(t)) - x_j(t)|
\]
\[+ \gamma \alpha(t) \sum_{j=1}^N \phi(|x_j(t - \tau(t)) - x_0(t))| |x_j(t) - x_0(t)|
\]
\[\leq \gamma N \alpha(t) \sigma_\tau(t) + \gamma N \alpha(t) |x_1(t) - x_0(t)|.
\]
Noticing once again that $N \alpha(t) \leq 1$ for any $t \geq 0$, we obtain (2.14). In order to prove inequality (2.15), for any $i \in \{1,\ldots,N\}$ we have that
\[
\left| \frac{dx_i}{dt} (t) \right| \leq \frac{1}{N} \sum_{j \neq i} a_{ij}(t) |x_j(t - \tau(t)) - x_j(t)| + \frac{1}{N} \sum_{j \neq i} a_{ij}(t) |x_j(t) - x_0(t)|
\]
\[+ \frac{1}{N} \sum_{j \neq i} a_{ij}(t) |x_0(t) - x_i(t)| + \gamma \phi(|x_0(t - \tau(t)) - x_i(t))| |x_0(t - \tau(t)) - x_0(t)|
\]
\[+ \gamma \phi(|x_0(t - \tau(t)) - x_i(t))| |x_0(t) - x_i(t)|
\]
\[\leq (2 + \gamma) |x_1(t) - x_0(t)| + (1 + \gamma) \sigma_\tau(t), \quad \forall t \geq \bar{\tau}.
\]
Hence, by taking the maximum for $i \in \{1,\ldots,N\}$ we obtain (2.15). \[\blacksquare\]

We are now ready to prove the main theorem of this section, namely the consensus behavior of the solution to (1.1)-(1.2).
Theorem 2.5. Let \( \{x_i\}_{i \in \{0, 1, \ldots, N\}} \) be the solution to (1.1)-(1.2), with control as in (2.7). If
\[
\bar{\tau} < \ln \left( 1 + \frac{\gamma \phi(2R)}{\gamma(1 + 2\gamma) \phi(2R) + 4(1 + \gamma) R\gamma} \right),
\]
(2.16)
then there exist \( \beta^*, C > 0 \) such that, for any \( t \geq 0 \),
\[
d_0(t) \leq Ce^{-\beta^* t}.
\]
(2.17)

Proof. Let us define the following Lyapunov functional
\[
L(t) := d_0(t) + \beta \int_{t-\bar{\tau}}^{t} e^{-(t-s)} \int_{s}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{ds}(\sigma) \right| + \left| \frac{dx_0}{ds}(\sigma) \right| \right) d\sigma ds, \quad t \geq \bar{\tau},
\]
where \( \beta > 0 \) is a suitable parameter which will be determined later. Then, differentiating we obtain
\[
D^+ L(t) = D^+ d_0(t) - \beta e^{-\bar{\tau}} \sigma(t)
\]
\[
-\beta \int_{t-\bar{\tau}}^{t} e^{-(t-s)} \int_{s}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{ds}(\sigma) \right| + \left| \frac{dx_0}{ds}(\sigma) \right| \right) d\sigma ds
\]
\[
+ \beta(1 - e^{-\bar{\tau}}) \left\{ \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{dt}(t) \right| + \left| \frac{dx_0}{dt}(t) \right| \right\}.
\]

From Lemma 2.3 and Lemma 2.4 we have that
\[
D^+ L(t) \leq \left[ -\frac{\gamma}{2} \phi(2R) + 2\beta(1 - e^{-\bar{\tau}})(1 + \gamma) \right] d_0(t)
\]
\[
+ \left[ R\gamma - \beta e^{-\bar{\tau}} + \beta(1 - e^{-\bar{\tau}})(1 + 2\gamma) \right] \sigma(t)
\]
\[
-\beta \int_{t-\bar{\tau}}^{t} e^{-(t-s)} \int_{s}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{ds}(\sigma) \right| + \left| \frac{dx_0}{ds}(\sigma) \right| \right) d\sigma ds.
\]

We want to show that there exists \( \beta^* > 0 \) such that
\[
D^+ L(t) \leq -\beta^* L(t)
\]
(2.18)
for any \( t \geq \bar{\tau} \). To this aim, we need that
\[
-\frac{\gamma}{2} \phi(2R) + 2\beta(1 - e^{-\bar{\tau}})(1 + \gamma) < 0,
\]
(2.19)
and
\[
R\gamma - \beta e^{-\bar{\tau}} + \beta(1 - e^{-\bar{\tau}})(1 + 2\gamma) \leq 0.
\]
(2.20)
From (2.19) we immediately have that \( \beta \) must satisfy
\[
\beta < \frac{\gamma \phi(2R)}{4(1 + \gamma)(1 - e^{-\bar{\tau}})}.
\]
Moreover, (2.20) is satisfied for
\[
\beta \geq \frac{R\gamma}{e^{-\bar{\tau}} - (1 + 2\gamma)(1 - e^{-\bar{\tau}})},
\]
with the restriction on the time delay
\[
\bar{\tau} < \ln \left( 1 + \frac{1}{1 + 2\gamma} \right).
\]
For the existence of a constant $\beta$ satisfying both inequalities, we need

$$\frac{R_\gamma}{e^{-\bar{\tau}} - (1 + 2\gamma)(1 - e^{-\bar{\tau}})} < \frac{\gamma \phi(2R)}{4(1 + \gamma)(1 - e^{-\bar{\tau}})}.$$ 

This gives us a further condition on the delay, namely

$$\bar{\tau} < \ln \left( 1 + \frac{\gamma \phi(2R)}{\gamma (1 + 2\gamma) \phi(2R) + 4(1 + \gamma) R_\gamma} \right),$$

which clearly implies the previous restriction. Therefore, if the bound on the time delay $\bar{\tau}$ satisfies (2.16), then inequality (2.18) is satisfied for a suitable positive constant $\beta^*$. Hence, the theorem is proved. \[\square\]

### 3 Local controllability

In this section we will prove the existence of an admissible control which steers each agent to a given state $x \in \mathbb{R}^d$, which is the leader’s aim. This shows the local controllability of system (1.1), extending the local controllability result proved in [44] for the undelayed model. First of all, we have the following lemma.

**Lemma 3.1.** Let $\{x_i\}_{i \in \{0,1,...,N\}}$ be the solution to (1.1)-(1.2), with $u(t) = 0$ for any $t \geq 0$ and $x_{0,0}(s) = x_0$, for any $s \in [-\bar{\tau},0]$. If the initial conditions satisfy for any $i \in \{1,...,N\}$

$$\max_{s \in [-\bar{\tau},0]} |x_i(s) - x_0| \leq \frac{\delta}{2},$$

and the following assumption on the parameters

$$\phi \left( \frac{\delta}{2} \right) > \frac{1}{2\gamma}, \quad (3.21)$$

is satisfied, then there exist two constants $C, K > 0$ such that

$$|x_i(t) - x_0| \leq Ce^{-Kt}, \quad (3.22)$$

for any $i \in \{1,...,N\}$ and for any $t \geq 0$.

**Proof.** First of all, we claim that if $\max_{s \in [-\bar{\tau},0]} |x_i(s) - x_0| \leq \frac{\delta}{2}$ for any $i \in \{1,...,N\}$, then

$$|x_i(t) - x_0| \leq \frac{\delta}{2}, \quad (3.23)$$

for any $t > 0$. In order to prove this claim, suppose by contradiction that this is not true, namely there exists $\bar{t} > 0$ such that for some $i \in \{1,...,N\}$,

$$|x_i(\bar{t}) - x_0| > \frac{\delta}{2}.$$

Then, by continuity there exists a time $t^* \in (0, \bar{t})$ such that $|x_i(t^*) - x_0| = \frac{\delta}{2}$, $|x_j(t) - x_0| < \frac{\delta}{2}$, for any $t < t^*$ and for any $j \in \{1,...,N\}$, and

$$D^+|x_i(t^*) - x_0| \geq 0.$$
However, we have that
\[
\frac{1}{2} D^+ |x_i(t^*) - x_0|^2 \leq \frac{1}{N} \sum_{j \neq i} a_{ij}(t^*) |x_j(t^*) - x_i(t^*) - x_0|^2
- \gamma \phi(|x_0 - x_i(t^*)|)|x_0 - x_i(t^*)|^2
\leq \frac{1}{N} \sum_{j \neq i} a_{ij}(t^*) |x_j(t^*) - x_i(t^*) - x_0|^2 - \frac{1}{N} \sum_{j \neq i} a_{ij}(t^*) \left( \frac{\delta}{2} \right)^2
- \gamma \phi \left( \frac{\delta}{2} \right) \left( \frac{\delta}{2} \right)^2 < 0,
\]
which is in contradiction with the previous assumption. Hence, the claim is true. In order to prove (3.22), we consider for any \( t \geq 0 \) the function
\[
F(t) := \max_{i \in \{1, \ldots, N\}} |x_i(t) - x_0|^2.
\]
As in section 2 without loss of generality, we assume \( F(t) = |x_1(t) - x_0|^2 \). Then, for any \( t \geq 0 \) we have that
\[
D^+ F(t) = 2 \left( x_1(t) - x_0, \frac{dx_1}{dt}(t) \right)
\leq \frac{2}{N} \sum_{j \neq 1} \langle x_j(t - \tau(t)) - x_1(t), x_1(t) - x_0 \rangle - 2 \gamma \phi(|x_0 - x_1(t)|) F(t)
\leq \frac{2}{N} \sum_{j \neq 1} \langle x_j(t - \tau(t)) - x_0, x_1(t) - x_0 \rangle - \frac{2(N - 1)}{N} F(t) - 2 \gamma \phi \left( \frac{\delta}{2} \right) F(t).
\]
Using Cauchy-Schwarz and Young’s inequalities yields
\[
D^+ F(t) \leq \frac{N - 1}{N} F(t - \tau(t)) - 2 \gamma \phi \left( \frac{\delta}{2} \right) F(t)
\leq F(t - \tau(t)) - 2 \gamma \phi \left( \frac{\delta}{2} \right) F(t).
\]
Since hypothesis (3.21) holds, then by Halanay inequality (see e.g. [24, 35]) we get the existence of two positive constants \( \tilde{C}, \tilde{K} > 0 \) such that for any \( t \geq 0 \),
\[
F(t) \leq \tilde{C} e^{-\tilde{K} t},
\]
which clearly implies (3.22).

Before proving the main result, we need the following additional lemma.

**Lemma 3.2.** Let \( \{x_i\}_{i \in \{1, \ldots, N\}} \) be the solution to (1.1)-(1.2). Let \( \xi \in \mathbb{R}^d \). Then, there exists a control \( u(\cdot) : [0, +\infty) \rightarrow \mathbb{R}^d \) such that \( x_0 \) reaches \( \xi \) in finite time, namely there exists \( t_0 > 0 \) such that \( x_0(t_0) = \xi \). Furthermore, if
\[
\bar{R} := \max_{i \in \{0, 1, \ldots, N\}} \max_{s \in [-\tau, 0]} |x_i(s) - \xi|,
\]
then,
\[
\max_{i \in \{0, 1, \ldots, N\}} |x_i(t) - \xi| \leq \bar{R},
\]
for any \( t \geq 0 \).
Proof. Let us take for any $t \geq 0$
\begin{align}
u(t) := \begin{cases} M \frac{\xi-x_0(t)}{|\xi-x_0(t)|}, & \text{if } x_0(t) \neq \xi, \\ 0, & \text{if } x_0(t) = \xi. \end{cases} \tag{3.25}\end{align}

Then, $u$ is an admissible control. Moreover, for any $t \geq 0$, if $x_0(t) \neq \xi$,
\[\frac{1}{2} D^+ |x_0(t) - \xi|^2 = \frac{M}{|x_0(t) - \xi|} \langle x_0(t) - \xi, \xi - x_0(t) \rangle = -M|x_0(t) - \xi|.\]

Therefore,
\[|x_0(t) - \xi| \leq |x_0(0) - \xi| - Mt, \quad t \in [0,t_0],\]

where $t_0 = \frac{|x_0(0) - \xi|}{M}$. We have then proved the first part of the statement.

In order to prove (3.24), first observe that, by construction, if $|x_0(0) - \xi| \leq \bar{R}$, then
\[|x_0(t) - \xi| \leq \bar{R}, \quad (3.26)\]

for any $t \geq 0$. For the other agents, we use a similar argument as in the proof of Lemma 2.1.

Indeed, let $\bar{R}_\epsilon := \bar{R} + \epsilon$. Set
\[T_\epsilon := \left\{ t \in [0, +\infty) : \max_{i \in \{1, \ldots, N\}} |x_i(s) - \xi| < \bar{R}_\epsilon, \forall s \in [0,t) \right\}.\]

By continuity, $T_\epsilon \neq \emptyset$. Let us set $T_\epsilon := \sup T_\epsilon$. We suppose by contradiction that $T_\epsilon < +\infty$.

Hence,
\[\lim_{t \to T_\epsilon^+} \max_{i \in \{1, \ldots, N\}} |x_i(t) - \xi| = \bar{R}_\epsilon. \tag{3.27}\]

Moreover, from (1.1), for any $t < T_\epsilon$, 
\[\frac{1}{2} D^+ |x_i(t) - \xi|^2 = \frac{1}{N} \sum_{j \neq i} a_{ij}(t) (x_j(t - \tau(t)) - x_i(t), x_i(t) - \xi) \]
\[+ \gamma \varphi(|x_0(t) - \tau(t)) - x_i(t)|) (x_0(t - \tau(t)) - x_i(t), x_i(t) - \xi) \]
\[= \frac{1}{N} \sum_{j \neq i} a_{ij}(t) \left( (x_j(t - \tau(t)) - \xi, x_i(t) - \xi) - |x_i(t) - \xi|^2 \right) \]
\[+ \gamma \varphi(|x_0(t - \tau(t)) - x_i(t)|) (x_0(t - \tau(t)) - \xi, x_i(t) - \xi) - |x_i(t) - \xi|^2 \right) .\]

Using Cauchy-Schwarz inequality and the fact that
\[|x_j(t - \tau(t)) - \xi| \leq \bar{R}_\epsilon,\]

for any $j \in \{1, \ldots, N\}$ and for any $t < T_\epsilon$, we get
\[\frac{1}{2} D^+ |x_i(t) - \xi|^2 \leq \frac{1}{N} \sum_{j \neq i} a_{ij}(t) |x_i(t) - \xi| \left( \bar{R}_\epsilon - |x_i(t) - \xi| \right) \]
\[+ \gamma \varphi(|x_0(t - \tau(t)) - x_i(t)|) |x_i(t) - \xi| \left( \bar{R}_\epsilon - |x_i(t) - \xi| \right) .\]

Since $\bar{R}_\epsilon - |x_i(t) - \xi| > 0$, for $t \in T_\epsilon$, we deduce
\[\frac{1}{2} D^+ |x_i(t) - \xi|^2 \leq (1 + \gamma) |x_i(t) - \xi| (\bar{R}_\epsilon - |x_i(t) - \xi|),\]
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which gives us
\[ D^+ |x_i(t) - \xi| \leq (1 + \gamma) \tilde{R}_e - (1 + \gamma)|x_i(t) - \xi|. \]

Then, using Gronwall estimate yields
\[ |x_i(t) - \xi| \leq e^{-(1+\gamma)t}(|x_i(0) - \xi| - \tilde{R}_e) + \tilde{R}_e < \tilde{R}_e, \quad \forall t < T_e. \] (3.28)

From (3.26) and (3.28), we have
\[ \lim_{t \to T^-} \max_{i \in \{0, 1, \ldots, N\}} |x_i(t) - \xi| < \tilde{R}_e, \]
which is in contradiction with (3.27). By sending \( \epsilon \to 0 \), we obtain (3.24). \( \blacksquare \)

We are now ready to prove the following theorem.

**Theorem 3.3.** For any \( \bar{x} \in \mathbb{R}^d \), if the maximal time delay \( \bar{\tau} \) satisfies (2.16) and (3.21) holds, then there exists an admissible control \( u \) which steers all agents to \( \bar{x} \), namely
\[ \lim_{t \to +\infty} x_i(t) = \bar{x}, \] (3.29)
for any \( i \in \{0, 1, \ldots, N\} \).

**Proof.** Let us fix \( \bar{x} \in \mathbb{R}^d \). In Section 2 we have shown that there exists an admissible control \( u \) so that consensus, which we denote by \( x^* \in \mathbb{R}^d \), occurs. We introduce a finite sequence \( \{z_k\}_{k \in \{0, 1, \ldots, L\}} \), with \( L \in \mathbb{N} \), such that \( z_0 = x^* \), \( z_L = \bar{x} \) and for any \( k \in \{0, 1, \ldots, L-1\} \),
\[ |z_k - z_{k+1}| \leq \frac{\delta}{4}. \]

Therefore, by taking \( u \) as in (2.7), there exists a positive time \( t_0 > 0 \) such that
\[ \max_{i \in \{0, 1, \ldots, N\}} \max_{t \in [t_0 - \bar{\tau}, t_0]} |x_i(t) - x^*| \leq \frac{\delta}{4}. \]

Now, for \( t \geq t_0 \), consider the control
\[ u(t) = M \frac{z_1 - x_0(t)}{|z_1 - x_0(t)|}. \]

Hence, by Lemma 3.2 there exists another time \( t_{01} > t_0 \) such that \( x_0(t_{01}) = z_1 \) and
\[ |x_i(t) - z_1| \leq \frac{\delta}{2}, \]
for any \( i \in \{1, \ldots, N\} \) and \( t \in [t_0, t_{01}] \). At this point, take \( u(t) = 0 \) for \( t \geq t_{01} \). Then, it’s possible to apply Lemma 3.1 Therefore, we have the existence of another time \( t_1 > 0 \) such that
\[ \max_{t \in [t_1 - \bar{\tau}, t_1]} |x_i(t) - z_1| \leq \frac{\delta}{4}, \]
for any \( i \in \{1, \ldots, N\} \). For any \( t > t_1 \), take
\[ u(t) = M \frac{z_2 - x_0(t)}{|z_2 - x_0(t)|}. \]
Then, we apply again Lemma 3.2 in order to have another time \( t_{11} > t_1 \) such that \( x_0(t_{11}) = z_2 \)
and \( |x_i(t) - z_2| \leq \frac{\delta}{2} \),
for any \( i \in \{1, \ldots, N\} \) and \( t \in [t_1, t_{11}] \). Take once again \( u(t) = 0 \) for any \( t \geq t_{11} \). Then, from Lemma 3.1 there exists \( t_2 > 0 \) such that
\[
\max_{t \in [t_2 - \bar{\tau}, t_2]} |x_i(t) - z_2| \leq \frac{\delta}{4},
\]
for any \( i \in \{1, \ldots, N\} \). Now, one can repeat the same argument so that \( x_0 \) reaches the values \( z_k \) in finite times \( t_k \) respectively for any \( k \in \{1, \ldots, L - 1\} \), and for any \( i \in \{1, \ldots, N\} \),
\[
\max_{t \in [t_k - \bar{\tau}, t_k]} |x_i(t) - z_k| \leq \frac{\delta}{4}.
\]
Finally, there exists a time \( \bar{t} > 0 \) such that \( x_0(\bar{t}) = \bar{x} \). Take once again \( u(t) = 0 \) for any \( t \geq \bar{t} \). Then, from Lemma 3.1
\[
\lim_{t \to +\infty} x_i(t) = \bar{x},
\]
for any \( i \in \{1, \ldots, N\} \). Therefore, we get the existence of an admissible control \( u \) such that (3.29) is satisfied.

4 Consensus for the HK model with distributed time delay

In this section we will prove the consensus behavior of solutions to the control system with distributed time delay (1.3). We consider the following control function:
\[
u(t) = \frac{\gamma}{h(t)} \int_{t-\bar{\tau}(t)}^{t} \beta(t-s) \alpha(t; s) \sum_{j=1}^{N} \phi(|x_j(s) - x_0(t)|)(x_j(s) - x_0(t))ds,
\] (4.30)
where
\[
\alpha(t; s) := \frac{1}{2} \min \left\{ \frac{\phi(|x_p(s) - x_0(t)|)}{N}, \frac{2M}{\gamma \sum_{j=1}^{N} |x_j(s) - x_0(t)|} \right\},
\]
for any \( t \geq 0 \) and \( s \in [t - \tau(t), t] \) and \( p \in \{1, \ldots, N\} \) is such that
\[
|x_p(t) - x_0(t)| = d_0(t).
\]
Once again, we will take, without loss of generality, \( p = 1 \). Then, by definition of \( \alpha, u \) is an admissible control for system (1.3). In order to prove the consensus behavior of solution, we give the following auxiliary lemmas.

Lemma 4.1. Let \( \{x_i\}_{i=0,1,\ldots,N} \) be the solution to (1.3)-(1.4) with control \( u(t) \) as in (4.30) for any \( t \geq 0 \). Let \( x_{i,0}, x_{0,0} \) be continuous initial data on the time interval \([-\bar{\tau}, 0]\) and define
\[
R := \max_{i \in \{0,1,\ldots,N\}} \max_{s \in [-\bar{\tau}, 0]} |x_i(s)|.
\]
Then,
\[
\max_{i \in \{0,1,\ldots,N\}} |x_i(t)| \leq R,
\] (4.31)
for any \( t \geq 0 \).
Proof. Let us define, as in Lemma 2.1, \( R_\epsilon := R + \epsilon \). Set

\[
\mathcal{M}_\epsilon := \{ t \geq 0 : \max_{i \in \{0,1,...,N\}} |x_i(s)| < R_\epsilon, \ \forall s \in [0,t) \}.
\]

By continuity, \( \mathcal{M}_\epsilon \neq \emptyset \). Then, let us define \( T_\epsilon := \sup \mathcal{M}_\epsilon \), and suppose by contradiction that it is finite. Then,

\[
\lim_{t \to T_\epsilon} \max_{i \in \{0,1,...,N\}} |x_i(t)| = R_\epsilon.
\]  

(4.32)

On the other hand, we have that

\[
\frac{1}{2} \frac{d}{dt} |x_0(t)|^2 \leq \frac{\gamma}{h(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s) \alpha(t,s) \phi(|x_j(s)-x_0(t)|) (\langle x_j(s), x_0(t) \rangle - |x_0(t)|^2) \, ds
\]

\[
\leq \frac{\gamma}{h(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s) \alpha(t,s) \phi(|x_j(s)-x_0(t)|) |x_0(t)| (R_\epsilon - |x_0(t)|) \, ds.
\]

Since \(|x_0(t)| < R_\epsilon\) for any \( t < T_\epsilon \) and using the fact that \( N\alpha(t,s) \leq 1 \) for any \( t \geq 0 \) and \( s \in [t-\tau(t), t] \), we get

\[
\frac{1}{2} \frac{d}{dt} |x_0(t)|^2 \leq \gamma |x_0(t)|(R_\epsilon - |x_0(t)|),
\]

which clearly implies (by Gronwall estimate)

\[
|x_0(t)| \leq e^{-\gamma t}(|x_0(0)| - R_\epsilon) + R_\epsilon < R_\epsilon,
\]  

(4.33)

for any \( t < T_\epsilon \). Furthermore, for any \( i \in \{1,...,N\} \) and \( t < T_\epsilon \),

\[
\frac{1}{2} \frac{d}{dt} |x_i(t)|^2 \leq \frac{1}{Nh(t)} \sum_{j \neq i} \int_{t-\tau(t)}^{t} \beta(t-s) a_{ij}(t,s) (\langle x_j(s), x_i(t) \rangle - |x_i(t)|^2) \, ds
\]

\[
+ \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s) \phi(|x_0(s)-x_i(t)|) (\langle x_0(s), x_i(t) \rangle - |x_i(t)|^2) \, ds
\]

\[
\leq \frac{1}{Nh(t)} \sum_{j \neq i} \int_{t-\tau(t)}^{t} \beta(t-s) a_{ij}(t,s) |x_i(t)| (R_\epsilon - |x_i(t)|) \, ds
\]

\[
+ \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s) \phi(|x_0(s)-x_i(t)|) |x_i(t)| (R_\epsilon - |x_i(t)|) \, ds,
\]

where we have used once again the fact that \(|x_0(t)|, |x_j(t)| < R_\epsilon\) for any \( t < T_\epsilon \) and any \( j \in \{1,...,N\} \). Then, we get

\[
\frac{1}{2} \frac{d}{dt} |x_i(t)|^2 \leq (\gamma + 1) |x_i(t)|(R_\epsilon - |x_i(t)|),
\]

for any \( t < T_\epsilon \). Hence, using again Gronwall estimate yields

\[
|x_i(t)| \leq e^{-(\gamma + 1)t}(|x_i(0)| - R_\epsilon) + R_\epsilon < R_\epsilon.
\]  

(4.34)

From inequalities (4.33)-(4.34), we get

\[
\lim_{t \to T_\epsilon} \max_{i \in \{0,1,...,N\}} |x_i(t)| < R_\epsilon,
\]

which is in contradiction with (4.32). Then, \( T_\epsilon = +\infty \). By sending \( \epsilon \to 0 \), we obtain (4.31). \(\square\)
From Lemma 4.1, we obtain once again a bound on $\phi$ from above. Indeed, since $|x_0(t)|, |x_i(t)| \leq R$ for every $t \geq 0$ and for any $i \in \{1, \ldots, N\}$, then

$$\phi(|x_0(s) - x_i(t)|) \geq \phi(2R),$$

for any $t \geq 0$ and $s \in [t - \tau(t), t]$. Also in this case, we could substitute the constant $R$ with the constant $R^*$ defined in Remark 2.2.

The following lemma gives us an estimate on the Dini derivative of $d_0(t)$ for any $t \geq 0$, which is crucial in the proof of the consensus result.

**Lemma 4.2.** Let $\{x_i\}_{i \in \{0, 1, \ldots, N\}}$ be the solution to (1.3)–(1.4) with control $u(t)$ as in (4.30) for any $t \geq 0$. If we define

$$\lambda_\tau(t) := \frac{1}{h(t)} \int_{t-\tau}^{t} \beta(t-s) \int_{t-\tau}^{t} \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{d\sigma}(\sigma) \right| + |u(\sigma)| \, d\sigma ds,$$

for any $t \geq \tau$, then

$$D^+d_0(t) \leq -\frac{\gamma}{2} \phi(2R)d_0(t) + (\gamma LR + \gamma + 1)\lambda_\tau(t), \quad (4.35)$$

for any $t \geq \tau$, where $L$ is the Lipschitz constant of $\phi(\cdot)$.

**Proof.** Assume, as above, $d_0(t) = |x_1(t) - x_0(t)|$. From (1.3) we immediately have

$$\frac{1}{2} D^+|x_1(t) - x_0(t)|^2 \leq \frac{1}{Nh(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s)a_{1j}(t; s)|x_j(s) - x_1(t)| \, dx_j + \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s)\phi(|x_0(s) - x_1(t)|)|x_0(s) - x_1(t)| \, dx_1 + \frac{\gamma}{h(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s)\phi(|x_j(s) - x_1(t)|)|x_j(s) - x_1(t)| \, dx_j.$$

By using similar argument as in Lemma 2.3, we get

$$\frac{1}{2} D^+|x_1(t) - x_0(t)|^2 \leq \frac{1}{Nh(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s)a_{1j}(t; s)|x_j(s) - x_1(t)| \, dx_j + \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s)\phi(|x_0(s) - x_1(t)|)|x_0(s) - x_1(t)| \, dx_1 + \frac{\gamma}{h(t)} \sum_{j=1}^{N} \int_{t-\tau(t)}^{t} \beta(t-s)\phi(|x_j(s) - x_1(t)|)|x_j(s) - x_1(t)| \, dx_j.$$
Since \( a_{1j}(t; s) \leq 1 \) for any \( j \in \{1, ..., N\} \) and \( t \geq 0 \), then

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq (\gamma + 1) \lambda_\tau(t) - \frac{\gamma}{h(t)} \int_{t-\tau(t)}^t \beta(t-s) \phi(|x_0(s) - x_1(t)|) ds |x_1(t) - x_0(t)|^2 \\
+ \frac{1}{h(t)} \sum_{j=1}^N \int_{t-\tau(t)}^t \beta(t-s) \left( \left| \frac{1}{N} a_{1j}(t; s) - \gamma \alpha(t; s) \phi(|x_j(s) - x_0(t)|) \right| - \frac{1}{N} a_{1j}(t; s) \right) ds |x_1(t) - x_0(t)|^2.
\]

Define for any \( j \in \{1, ..., N\} \) the following quantity:

\[
b_j := \left| \frac{1}{N} a_{1j}(t; s) - \gamma \alpha(t; s) \phi(|x_j(s) - x_0(t)|) \right| - \frac{1}{N} a_{1j}(t; s).
\]

If \( j \) is such that

\[
\frac{1}{N} a_{1j}(t; s) - \gamma \alpha(t; s) \phi(|x_j(s) - x_0(t)|) \geq 0,
\]

then \( b_j \leq 0 \). Otherwise, we obtain

\[
b_j \leq \gamma \alpha(t; s) \phi(|x_j(s) - x_0(t)|).
\]

Therefore, we can deduce

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq (\gamma + 1) \lambda_\tau(t) - \frac{\gamma}{h(t)} \int_{t-\tau(t)}^t \beta(t-s) \phi(|x_0(s) - x_1(t)|) ds |x_1(t) - x_0(t)|^2 \\
+ \frac{\gamma}{h(t)} \int_{t-\tau(t)}^t N \beta(t-s) \alpha(t; s) ds |x_1(t) - x_0(t)|^2.
\]

Now, we observe that \( N \alpha(t; s) \leq \frac{\gamma}{2} \phi(|x_1(s) - x_0(t)|) \), for any \( t \geq 0 \). Therefore,

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq (\gamma + 1) \lambda_\tau(t) - \frac{\gamma}{2} \phi(2R) |x_1(t) - x_0(t)|^2 \\
+ \frac{\gamma}{2h(t)} \int_{t-\tau(t)}^t \beta(t-s) |\phi(|x_0(s) - x_1(t)|) - \phi(|x_1(s) - x_0(t)|)| ds |x_1(t) - x_0(t)|^2.
\]

Since \( \phi(\cdot) \) is Lipschitz and \( |x_1(t) - x_0(t)| \leq 2R \) for any \( t \geq 0 \), we get

\[
\frac{1}{2} D^+ |x_1(t) - x_0(t)|^2 \leq -\frac{\gamma}{2} \phi(2R) |x_1(t) - x_0(t)|^2 + (\gamma RL + \gamma + 1) \lambda_\tau(t) |x_1(t) - x_0(t)|,
\]

which immediately implies (4.35). Hence, the lemma is proved. \( \blacksquare \)

The following last technical lemma of this section holds.

**Lemma 4.3.** Let \( \{x_i\}_{i \in \{0, 1, ..., N\}} \) be the solution to (1.3)–(1.4) with control \( u(t) \) as in (4.30) for any \( t \geq 0 \). Then,

\[
\max_{i \in \{1, ..., N\}} \left| \frac{dx_i}{dt}(t) \right| \leq (2 + \gamma) d_0(t) + (1 + \gamma) \lambda_\tau(t),
\]

for any \( t \geq \bar{\tau} \). Moreover,

\[
\left| \frac{dx_0}{dt}(t) \right| \leq \gamma d_0(t) + \gamma \lambda_\tau(t),
\]

for any \( t \geq \bar{\tau} \).
Proof. From (1.3) we immediately have for any \(i \in \{1, \ldots, N\} \),
\[
\left| \frac{dx_i}{dt} (t) \right| \leq \frac{1}{Nh(t)} \sum_{j \neq i}^{t} \beta(t-s)|x_j(s) - x_i(t)|ds + \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s)|x_0(s) - x_i(t)|ds
\]
\[
\leq \frac{1}{Nh(t)} \sum_{j \neq i}^{t} \beta(t-s)|x_j(s) - x_j(t)|ds + \frac{1}{N} \sum_{j \neq i}^{t} |x_j(t) - x_i(t)| + \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s)|x_0(s) - x_i(t)|ds + \gamma|x_0(t) - x_i(t)|.
\]
Then, from the definition of \(\lambda_\tau\) and using the fact that \(|x_0(t) - x_i(t)| \leq d_0(t)\) for any \(t \geq 0\), we get
\[
\left| \frac{dx_i}{dt} (t) \right| \leq (\gamma + 1)\lambda_\tau(t) + (\gamma + 2)d_0(t).
\]
By taking the maximum function, we obtain (4.36). Moreover,
\[
\left| \frac{dx_0}{dt} (t) \right| \leq \frac{\gamma}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s)\alpha(t,s) \sum_{j=1}^{N} |x_j(s) - x_j(t)|ds + \gamma d_0(t)
\]
\[
\leq \gamma \lambda_\tau(t) + \gamma d_0(t),
\]
obtaining (4.37). \(\blacksquare\)

Now, we are ready to prove the main theorem of this section.

**Theorem 4.4.** Let \(\{x_i\}_{i \in \{0, 1, \ldots, N\}}\) be the solution to (1.3)–(1.4) with control \(u(t)\) as in (4.30) for any \(t \geq 0\). Define
\[
B := \int_{0}^{\tau} \beta(s)ds.
\]
If the maximal time delay satisfies the following inequality
\[
\bar{\tau} < \ln \left(1 + \frac{\gamma \phi(2R)}{4R\gamma B(1 + \gamma) + \gamma \phi(2R)B(1 + 2\gamma)}\right), \tag{4.38}
\]
with \(R_\gamma := \gamma LR + \gamma + 1\), then the solution tends towards consensus, namely there exist two positive constants \(C, K > 0\) such that
\[
|x_i(t) - x_0(t)| \leq Ce^{-Kt}, \tag{4.39}
\]
for any \(i \in \{1, \ldots, N\}\) and \(t \geq 0\).

**Proof.** Let us define the following Lyapunov functional
\[
\mathcal{L}(t) := d_0(t) + \mu \int_{0}^{\tau} \beta(s) \int_{t-s}^{t} e^{-t-s} \int_{\sigma}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{d\rho} (\rho) \right| + \left| \frac{dx_0}{d\rho} (\rho) \right| \right) d\rho d\sigma ds, \quad t \geq \bar{\tau},
\]
where \(\mu > 0\) is a constant which will be determined later. By differentiating \(\mathcal{L}\) in time, we get
\[
D^+ \mathcal{L}(t) = D^+ d_0(t) - \mu \int_{0}^{\tau} \beta(s) e^{-t-s} \int_{t-s}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{d\rho} (\rho) \right| + \left| \frac{dx_0}{d\rho} (\rho) \right| \right) d\rho ds
\]
\[
- \mu \int_{0}^{\tau} \beta(s) e^{-t-s} \int_{t-s}^{t} \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{d\rho} (\rho) \right| + \left| \frac{dx_0}{d\rho} (\rho) \right| \right) d\rho d\sigma ds
\]
\[
+ \mu \left( \max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{dt} (t) \right| + \left| \frac{dx_0}{dt} (t) \right| \right) \int_{0}^{\tau} \beta(s) (1 - e^{-s}) ds.
\]
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From Lemma 4.2 and Lemma 4.3 and using the fact that $e^{-s} \geq e^{-\bar{\tau}}$ for any $s \in [0, \bar{\tau}]$, we obtain
\[
D^+ L(t) \leq \left[-\frac{\gamma}{2} \phi(2R) + 2\mu B (1 - e^{-\bar{\tau}}) (\gamma + 1)\right] d_0(t) + \left[R_\gamma - \mu e^{-\bar{\tau}} + \mu B (1 - e^{-\bar{\tau}}) (2\gamma + 1)\right] r(t) - \mu \int_0^t \beta(s) \int_{t-s}^t e^{-(t-\sigma)} \int_\sigma^t \left(\max_{j \in \{1, \ldots, N\}} \left| \frac{dx_j}{d\rho} (\rho) \right| + \left| \frac{dx_0}{d\rho} (\rho) \right|\right) d\rho d\sigma ds,
\]

We want to show that there exists $K > 0$ such that
\[
D^+ L(t) \leq -K L(t), \quad (4.40)
\]
for any $t \geq \bar{\tau}$. To do so, we look for $\mu > 0$ such that
\[
-\frac{\gamma}{2} \phi(2R) + 2\mu B (1 - e^{-\bar{\tau}}) (\gamma + 1) < 0,
\]
and
\[
R_\gamma - \mu e^{-\bar{\tau}} + \mu B (1 - e^{-\bar{\tau}}) (2\gamma + 1) \leq 0.
\]
The first inequality is satisfied for
\[
\mu \leq \frac{\gamma \phi(2R)}{4B(1 + \gamma)(1 - e^{-\bar{\tau}})},
\]
while the second inequality holds true for
\[
\mu \geq \frac{R_\gamma}{e^{-\bar{\tau}} - B(1 + 2\gamma)(1 - e^{-\bar{\tau}})},
\]
under the restriction
\[
\bar{\tau} < \ln \left(1 + \frac{1}{B(1 + 2\gamma)}\right).
\]
In order to have the existence of $\mu$ satisfying both inequalities, we need
\[
\frac{R_\gamma}{e^{-\bar{\tau}} - B(1 + 2\gamma)(1 - e^{-\bar{\tau}})} < \frac{\gamma \phi(2R)}{4B(1 + \gamma)(1 - e^{-\bar{\tau}})}.
\]
This is satisfied for
\[
\bar{\tau} < \ln \left(1 + \frac{\gamma \phi(2R)}{4R_\gamma B(1 + \gamma) + \gamma \phi(2R) B(1 + 2\gamma)}\right),
\]
which clearly implies the previous restriction. Therefore, if $\bar{\tau}$ satisfies (4.38), inequality (4.40) is satisfied for some $K > 0$. Hence, (4.39) immediately follows. 

5 Local controllability for the HK model with distributed time delay

In this section we extend the theory presented in Section 3 to the system with distributed time delay (1.3). We will prove that for any $\bar{x} \in \mathbb{R}^d$, there exists a control $u$ thanks to which all agents reach the leader’s desired opinion, namely
\[
\lim_{t \to +\infty} x_i(t) = \bar{x}, \quad (5.41)
\]
for any $i \in \{0, 1, \ldots, N\}$. To do so, we need the following lemma.
Lemma 5.1. Let \( \{x_i\}_{i \in \{0,1,\ldots,N\}} \) be the solution to (1.3)-(1.4) with \( u(t) = 0 \) for any \( t \geq 0 \). Let us suppose that

\[
\max_{s \in [-\tau,0]} |x_i(s) - x_0| \leq \frac{\delta}{2},
\]

for any \( i \in \{1, \ldots, N\} \). Moreover, assume (3.21). Then, there exist two constants \( C, K > 0 \) such that

\[
|x_i(t) - x_0| \leq C e^{-Kt},
\]

for any \( i \in \{1, \ldots, N\} \) and \( t \geq 0 \).

Proof. First we claim that if (5.42) is satisfied, then for any \( t \geq 0 \) and \( i \in \{1, \ldots, N\} \),

\[
|x_i(t) - x_0| \leq \frac{\delta}{2}.
\]

Arguing by contradiction, let us suppose that this is not true. Hence, there exists a time \( \bar{t} > 0 \) such that for some \( i \in \{1, \ldots, N\} \), \( |x_i(\bar{t}) - x_0| > \frac{\delta}{2} \). Then, by continuity, there exists another time \( t_0 \in (0, \bar{t}) \) such that

\[
|x_i(t_0) - x_0| = \frac{\delta}{2}, \quad D^+ |x_i(t_0) - x_0| \geq 0,
\]

and for any \( t < t_0 \) and \( j \in \{1, \ldots, N\} \), \( |x_j(t) - x_0| < \frac{\delta}{2} \). On the other hand, we have that

\[
\frac{1}{2} D^+ |x_i(t_0) - x_0|^2 = \left\langle x_i(t_0) - x_0, \frac{dx_i}{dt}(t_0) \right\rangle
\]

\[
= \frac{1}{Nh(t_0)} \sum_{j \neq i} \int_{t_0 - \tau(t_0)}^{t_0} \beta(t_0 - s) |x_j(s) - x_i(t_0), x_i(t_0) - x_0| ds
\]

\[
- \gamma \phi(|x_0 - x_i(t_0)|) |x_i(t_0) - x_0|^2.
\]

We observe that \( \langle x_j(s) - x_i(t_0), x_i(t_0) - x_0 \rangle \leq 0 \) for any \( s \in [t_0 - \tau(t_0), t_0] \). Indeed, Cauchy-Schwarz inequality yields

\[
\langle x_j(s) - x_i(t_0), x_i(t_0) - x_0 \rangle \leq |x_j(s) - x_0||x_i(t_0) - x_0| - |x_i(t_0) - x_0|^2 \leq \frac{\delta}{2} |x_j(s) - x_0| - \left( \frac{\delta}{2} \right)^2 \leq 0.
\]

Therefore,

\[
\frac{1}{2} D^+ |x_i(t_0) - x_0|^2 \leq -\gamma \phi(|x_0 - x_i(t_0)|) |x_i(t_0) - x_0|^2 < 0,
\]

which is in contradiction with the previous assumption. Hence, the claim is proved. Now, in order to prove (5.43), we define

\[
F(t) := \max_{i \in \{1, \ldots, N\}} |x_i(t) - x_0|^2.
\]

Without loss of generality, we can take \( F(t) = |x_1(t) - x_0|^2 \). Then,

\[
D^+ F(t) \leq \frac{2}{Nh(t)} \sum_{j \neq 1} \int_{t_0 - \tau(t)}^t \beta(t - s) \langle x_j(s) - x_1(t), x_1(t) - x_0 \rangle ds - 2\gamma \phi \left( \frac{\delta}{2} \right) F(t)
\]

\[
\leq \frac{2}{Nh(t)} \sum_{j \neq 1} \int_{t_0 - \tau(t)}^t \langle x_j(s) - x_0, x_1(t) - x_0 \rangle ds
\]

\[
- \frac{2(N - 1)}{N} F(t) - 2\gamma \phi \left( \frac{\delta}{2} \right) F(t).
\]
By Cauchy-Schwarz inequality and Young inequality, we get
\[
D^+ F(t) \leq \frac{1}{h(t)} \int_{t-\tau(t)}^{t} \beta(t-s) F(s) ds - 2\gamma \phi \left( \frac{\delta}{2} \right) F(t) \\
\leq \sup_{s \in [t-\tau(t), t]} F(s) - 2\gamma \phi \left( \frac{\delta}{2} \right) F(t).
\]

From Halanay-type inequality (see [35]), since (3.21) is assumed, we get (4.31). Hence, the lemma is proved. ■

Moreover, analogously to the pointwise time delay case, the following result can be proved.

**Lemma 5.2.** Let \( \{ x_i \}_{i \in \{0,1,\ldots,N\}} \) be the solution to (1.3)-(1.4). Let \( \xi \in \mathbb{R}^d \). Then, there exists a control \( u(\cdot) : [0, +\infty) \to \mathbb{R}^d \) such that \( x_0 \) reaches \( \xi \) in finite time, namely there exists \( t_0 > 0 \) such that \( x_0(t_0) = \xi \). Furthermore, if
\[
\tilde{R} := \max_{i \in \{0,1,\ldots,N\}} \max_{s \in [-\tau,0]} |x_i(s) - \xi|,
\]
then,
\[
\max_{i \in \{0,1,\ldots,N\}} |x_i(t) - \xi| \leq \tilde{R},
\]
for any \( t \geq 0 \).

Finally, following the same argument as in Theorem 3.3, one can prove the local controllability result for system (1.3).

**Theorem 5.3.** Let \( \{ x_i \}_{i \in \{0,1,\ldots,N\}} \) be the solution to (1.3)-(1.4). If \( \bar{\tau} \) satisfies inequality (4.38) and (3.21) holds true, then for every \( \bar{x} \in \mathbb{R}^d \) there exists a control \( u(\cdot) : [0, +\infty) \to \mathbb{R}^d \) such that
\[
\lim_{t \to +\infty} x_i(t) = \bar{x},
\]
for any \( i \in \{0,1,\ldots,N\} \). Hence, we have local controllability for system (1.3).

6 **Numerical simulations**

In this section we give some numerical tests illustrating the results of Section 2 and Section 3 for particular choices of \( a(\cdot), \phi(\cdot) \) and different constant-in-time time delays. We will use the Matlab function dde23 to solve numerically system (1.1). We take \( N = 50 \) agents with constant initial data given by
\[
x_i(t) = (-1)^i \frac{i}{50},
\]
for any \( i \in \{1,\ldots,50\} \) and \( t \leq 0 \). Moreover, we choose \( \delta = 1 \), \( r = 2 \), and \( a_{ij} \) of the form
\[
a_{ij}(t) = \begin{cases} 
1, & \text{if } |x_j(t-\tau) - x_i(t)| \leq 1, \\
2 - |x_j(t-\tau) - x_i(t)| & \text{if } |x_j(t-\tau) - x_i(t)| \in (1, 2), \\
0 & \text{if } |x_j(t-\tau) - x_i(t)| > 2,
\end{cases}
\]
for any $t \geq 0$ and $i, j \in \{1, ..., 50\}$. Finally, we take $\gamma = 1$ and $\phi(\cdot)$ as the classical Cucker-Smale influence function, namely of the form
\[
\phi(s) = \frac{1}{(1 + s^2)^{3/2}},
\]
for any $s \geq 0$. In Figure 1 we consider the control function as in (2.7) and we look for solutions according to different time delays. In particular, we find different solutions corresponding to $\tau = 0.5, 1, 10$ and $25$. We notice the oscillatory behavior of solutions with $\tau = 10$ and $\tau = 25$ once the system has reached consensus. Moreover, note that the bigger the delays are, the more the leader’s opinion has to change in order to have consensus. As expected, this will take, for higher delays, a lot of time in order to bring all agents to a prefixed state $\bar{x}$.

In Figure 2 we consider $\tau(t) \equiv 1$ for any $t \geq 0$. Since condition (3.21) is satisfied, we can apply the proof of Theorem 3.3 to system (1.1) with $N, a(\cdot), \gamma$ and $\phi(\cdot)$ as above. We fix $\bar{x} = 4$ and, according to Theorem 3.3, we show numerically that there exists a control function $u$ such that the leader’s opinion reaches in finite time the consensus state $\bar{x}$ and for any $i \in \{1, ..., 50\}$,

\[
\lim_{t \to +\infty} x_i(t) = \bar{x}.
\]
Hence, we obtain the local controllability result.
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