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Abstract An eigenvalue based framework is developed for the stability analysis and stabilization of coupled systems with time-delays, which are naturally described by delay differential algebraic equations. The spectral properties of these equations are analyzed and their stability properties are studied, taking into account the effect of small delay perturbations. Subsequently, numerical methods for stability assessment and for designing stabilizing controllers with a prescribed structure or order, based on a direct optimization approach, are briefly addressed. The effectiveness of the approach is illustrated with a software demo. The paper concludes by pointing out the similarities with the computation and optimization of $\mathcal{H}_\infty$ norms.

1 Introduction

We consider the stability analysis and stabilization of systems described by delay differential algebraic equations (DDAEs), also called descriptor systems \[E\], of the form

$$E\dot{x}(t) = A_0 x(t) + \sum_{i=1}^{m} A_i x(t - \tau_i), \quad x(t) \in \mathbb{R}^n,$$

where $E$ is allowed to be singular. The time-delays $\tau_i, i = 1, \ldots, m$, satisfy...
\[ 0 < \tau_1 < \tau_2 < \ldots < \tau_m \]

and the capital letters are real-valued matrices of appropriate dimensions.

The motivation for the system description (1) in the context of designing controllers lies in its generality in modeling interconnected systems. For instance, the feedback interconnection of the system

\[
\begin{align*}
\dot{z}(t) &= \sum_i F_i z(t - r_i) + \sum_i G_i u(t - r_i) \\
y(t) &= \sum_i H_i x(t - r_i) + \sum_i L_i u(t - r_i)
\end{align*}
\]

and the controller

\[
\begin{align*}
\dot{z}_c(t) &= \sum_i \hat{F}_i z_c(t - s_i) + \sum_i \hat{G}_i y(t - s_i) \\
u(t) &= \sum_i \hat{H}_i z_c(t - s_i) + \sum_i \hat{L}_i y(t - s_i)
\end{align*}
\]

can be directly brought in the form (1), where

\[
x = [z^T \ z_c^T \ u^T \ y^T], \quad \{\tau_1, \ldots, \tau_m\} = \{r_i\} \cup \{s_i\}.
\]

In this way no elimination of inputs and outputs is required, which may even not be possible in the presence of delays [4]. Another favorable property is the linear dependence of the matrices of the closed-loop system on the elements of the matrices of the controller. The increase in the number of equations, on the contrary, is a minor problem in most applications because the delay difference equations or algebraic constraints are related to inputs and outputs, as illustrated above, and the number of inputs and outputs is usually much smaller than the number of state variables. Finally, we note that also neutral systems can be dealt with in this framework, by introducing slack variables. The neutral equation

\[
\frac{d}{dt} \left( z(t) + \sum_{i=1}^{m} G_i z(t - \tau_i) \right) = \sum_{i=0}^{m} H_i z(t - \tau_i)
\]

can namely be rewritten as

\[
\begin{align*}
\dot{v}(t) &= \sum_{i=0}^{m} H_i z(t - \tau_i) \\
0 &= -v(t) + z(t) + \sum_{i=1}^{m} G_i z(t - \tau_i)
\end{align*}
\]

where \( v \) is the slack variable. Clearly (5) is of the form (1), if we set \( x(t) = [v(t)^T \ z(t)^T]^T \).

The stability analysis of the null solution of (1) in this work is based on a spectrum determined growth property of the solutions, which allows us to infer stability information from the location of the characteristic roots. For instance, exponential stability will be related to a strictly negative spectral abscissa (the supremum of the real parts of the characteristic roots). As we shall see, the spectral abscissa of (1) may not be a continuous function of the delays. Moreover, this may lead to a situation where infinitesimal delay
perturbations destabilize an exponentially stable system. These properties are similar to the spectral properties of neutral equations. Since in a practical control design the robustness of stability against infinitesimal changes of parameters is a prerequisite, we will define the concept of strong stability, inspired by the common terminology for neutral equations [5], and we will introduce the notion of the robust spectral abscissa, which explicitly takes small parametric perturbations into account. We will also provide explicit conditions and expressions that eventually lead to numerical algorithms.

Numerical algorithms for the computation of characteristic roots and the robust spectral abscissa are outlined, and subsequently applied to the design of stabilizing controllers. Similarly to [12], a direct optimization approach towards stabilization is taken, based on minimizing the (robust) spectral abscissa as a function of the parameters of the controller. In the example [2]-[3] these parameters may correspond to elements of the controller matrices. In this way stabilization is achieved on the moment that the objective function becomes strictly negative. This approach allows us to design stabilizing controllers with a prescribed structure or order (dimension). It is also possible to fix elements of the controller matrices, allowing to impose additional structure, e.g., a proportional-integral-derivative (PID)-like structure, or sparsity.

After a software demo of the stabilization algorithms we point out how the computational and optimization of $H_{\infty}$ norm leads to similar problems as well as similar solutions and algorithms.

2 Preliminaries and assumptions

Let matrix $E$ in (1) satisfy

\[ \text{rank}(E) = n - \nu, \]

with $1 \leq \nu < n$, and let the columns of matrix $U \in \mathbb{R}^{n \times \nu}$, respectively $V \in \mathbb{R}^{n \times \nu}$, be a (minimal) basis for the right, respectively left nullspace of $E$, which implies

\[ U^T E = 0, \quad EV = 0. \]  \hspace{1cm} (6)

Throughout the paper we make the following assumption.

Assumption 1 The matrix $U^T A_0 V$ is nonsingular.

The equations (1) can be separated into coupled delay differential and delay difference equations. When we define

\[ U = [U^\perp \ U], \quad V = [V^\perp \ V], \]

a pre-multiplication of (1) with $U^T$ and the substitution

\[ x = V \begin{bmatrix} x_1^T & x_2^T \end{bmatrix}^T, \]
with $x_1(t) \in \mathbb{R}^{n-\nu}$ and $x_2(t) \in \mathbb{R}^\nu$, yield the coupled equations

\[
\begin{align*}
E^{(11)} \dot{x}_1(t) &= \sum_{i=0}^m A^{(11)}_i x_1(t-\tau_i) + \sum_{i=0}^m A^{(12)}_i x_2(t-\tau_i), \\
0 &= A^{(22)}_0 x_2(t) + \sum_{i=1}^m A^{(21)}_i x_1(t-\tau_i) + \sum_{i=0}^m A^{(22)}_i x_2(t-\tau_i),
\end{align*}
\]

(7)

where

\[
E^{(11)} = U^\perp E V^\perp
\]

(8)

and

\[
\begin{align*}
A^{(11)}_i &= U^\perp A_i V^\perp, & A^{(12)}_i &= U^\perp A_i V, \\
A^{(21)}_i &= U^T A_i V^\perp, & A^{(22)}_i &= U^T A_i V, & i = 0, \ldots, m.
\end{align*}
\]

(9)

In (7) matrix $E^{(11)}$ is invertible, following from

\[
\text{rank}(E^{(11)}) = \text{rank}(U^T E V) = \text{rank}(E) = n-\nu,
\]

and matrix $A^{(22)}_0$ is invertible as well, induced by Assumption 1.

3 Spectral properties and stability

3.1 Exponential stability

Stability conditions for the zero solution of (1) can be expressed in terms of the position of the characteristic roots, i.e., the roots of the equation

\[
\det \Delta(\lambda) = 0,
\]

(10)

where $\Delta$ is the characteristic matrix, $\Delta(\lambda) := \lambda E - A_0 - \sum_{i=1}^m A_i e^{-\lambda \tau_i}$. In particular, we have the following result.

Proposition 1. The null solution of (1) is exponentially stable if and only if $c < 0$, where $c$ is the spectral abscissa, $c := \sup \{\Re(\lambda) : \det \Delta(\lambda) = 0\}$.

3.2 Continuity of the spectral abscissa and strong stability

We discuss the dependence of the spectral abscissa of (1) on the delay parameters $\tau = (\tau_1, \ldots, \tau_m)$. In general the function

\[
\tau \in (\mathbb{R}_0^+)^m \mapsto c(\tau)
\]

(11)

is not everywhere continuous, which carries over from the spectral properties of delay difference equations (see, e.g., [1, 8, 10]). In the light of this observation we first outline properties of the function
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\[ \tau \in (\mathbb{R}_0^+)^m \mapsto c_D(\tau) := \sup \{ \Re(\lambda) : \det \Delta_D(\lambda; \tau) = 0 \}, \]  \hspace{1cm} (12)

with

\[ \Delta_D(\lambda; \tau) := U^T A_0 V + \sum_{i=1}^{m} U^T A_i V e^{-\lambda \tau_i}. \]  \hspace{1cm} (13)

Note that (13) can be interpreted as the characteristic matrix of the delay difference equation

\[ U^T A_0 V z(t) + \sum_{i=1}^{m} U^T A_i V z(t - \tau_i) = 0, \]  \hspace{1cm} (14)

associated with the neutral equation obtained by differentiating the second equation in (7).

The property that the function (12) is not continuous led in [6] to the smallest upper bound, which is ‘insensitive’ to small delay changes.

**Definition 1.** For \( \tau \in (\mathbb{R}_0^+)^m \), let \( C_D(\tau) \in \mathbb{R} \) be defined as

\[ C_D(\tau) := \lim_{\epsilon \to 0^+} c_D^*(\tau), \]

where

\[ c_D^*(\tau) := \sup \{ c_D(\tau + \delta \tau) : \delta \tau \in \mathbb{R}^m \text{ and } \| \delta \tau \| \leq \epsilon \}. \]

Several properties of this upper bound on \( c_D \), which we call the robust spectral abscissa of the delay difference equation (14), are listed below (see [9, Section 3] for an overview).

**Proposition 2.** The following assertions hold:

1. the function

\[ \tau \in (\mathbb{R}_0^+)^m \mapsto C_D(\tau) \]

is continuous;

2. for every \( \tau \in (\mathbb{R}_0^+)^m \), the quantity \( C_D(\tau) \) is equal to the unique zero of the strictly decreasing function

\[ \zeta \in \mathbb{R} \mapsto f(\zeta; \tau) - 1, \]  \hspace{1cm} (15)

where \( f : \mathbb{R} \to \mathbb{R}^+ \) is defined by

\[ f(\zeta; \tau) := \max_{\theta \in [0, 2\pi]^m} \rho \left( \sum_{k=1}^{m} (U^T A_0 V)^{-1} (U^T A_k V) e^{-\zeta \tau_k e^{j\theta_k}} \right); \]  \hspace{1cm} (16)

3. \( C_D(\tau) = c_D(\tau) \) for rationally independent \( \tau \).

---

1. The \( m \) components of \( \tau = (\tau_1, \ldots, \tau_m) \) are rationally independent if and only if \( \sum_{k=1}^{m} n_k \tau_k = 0, n_k \in \mathbb{Z} \) implies \( n_k = 0, \forall k = 1, \ldots, m. \)
4. for all \( \tau_1, \tau_2 \in (\mathbb{R}_0^+)^m \), we have
\[
\text{sign} (C_D(\tau_1)) = \text{sign} (C_D(\tau_2)) := \Xi;
\]
(17)

5. \( \Xi < 0 \) \((> 0)\) holds if and only if \( \gamma_0 < 1 \) \((> 1)\) holds, where
\[
\gamma_0 := \max_{\theta \in [0, 2\pi]^m} \rho \left( \sum_{k=1}^m (U^TA_0V)^{-1}(U^TA_kV)e^{i\theta_k} \right).
\]
(18)

We now come back to the DDAE (1), more precisely, to the properties of the spectral abscissa function (11). The following two technical lemmas make connections between the characteristic roots of (1) and the zeros of (13).

**Lemma 1.** There exists a sequence \( \{\lambda_k\}_{k \geq 1} \) of characteristic roots of (1) satisfying
\[
\lim_{k \to \infty} \Re(\lambda_k) = c_D, \quad \lim_{k \to \infty} \Im(\lambda_k) = \infty.
\]

**Lemma 2.** For every \( \epsilon > 0 \) the number of characteristic roots of (1) in the half plane
\[
\{ \lambda \in \mathbb{C} : \Re(\lambda) \geq C_D(\tau) + \epsilon \}
\]
is finite.

The lack of continuity of the spectral abscissa function (11) leads us again to an upper bound that takes into account the effect of small delay perturbations.

**Definition 2.** For \( \tau \in (\mathbb{R}_0^+)^m \), let the robust spectral abscissa \( C(\tau) \) of (1) be defined as
\[
C(\tau) := \lim_{\epsilon \to 0^+} c^\epsilon(\tau),
\]
(20)

where
\[
c^\epsilon(\tau) := \sup \{ c(\tau + \delta \tau) : \delta \tau \in \mathbb{R}^m \text{ and } \|\delta \tau\| \leq \epsilon \}.
\]
The following characterization of the robust spectral abscissa (20) constitutes the main result of this section. Its proof can be found in [9].

**Proposition 3.** The following assertions hold:
1. the function
\[
\tau \in (\mathbb{R}_0^+)^m \mapsto C(\tau)
\]
is continuous;
2. for every \( \tau \in (\mathbb{R}_0^+)^m \), we have
\[
C(\tau) = \max(C_D(\tau), c(\tau)).
\]

In line with the sensitivity of the spectral abscissa with respect to infinitesimal delay perturbations, which has been resolved by considering the robust spectral abscissa (20) instead, we define the concept of strong stability.

\[2\] This terminology is borrowed from the theory of neutral delay differential equations [5, 6].
**Definition 3.** The null solution of (11) is strongly exponentially stable if there exists a number $\hat{\tau} > 0$ such that the null solution of

$$E\dot{x}(t) = A_0 + \sum_{k=1}^{m} A_k x(t - (\tau_k + \delta\tau_k))$$

is exponentially stable for all $\delta\tau \in (\mathbb{R}^+)^m$ satisfying $\|\delta\tau\| < \hat{\tau}$ and $\tau_k + \delta\tau_k \geq 0$, $k = 1, \ldots, m$.

The following result provides necessary and sufficient conditions for exponential stability.

**Theorem 2.** The null solution of (11) is strongly exponentially stable if and only if $C(\tau) < 0$, or, equivalently, $c(\tau) < 0$ and $\gamma_0 < 1$, where $\gamma_0$ is defined by (18).

### 4 Robust stabilization by eigenvalue optimization

We now consider the equations

$$E\dot{x}(t) = A_0(p)x(t) + \sum_{i=1}^{m} A_i(p)x(t - \tau_i), \quad (23)$$

where the system matrices linearly depend on parameters $p \in \mathbb{R}^{n_p}$. In control applications these parameter usually correspond to controller parameters. For example, in the feedback interconnection (2)-(3) they may arise from a parameterization of the matrices ($\hat{F}_i, \hat{G}_i, \hat{H}_i, \hat{L}_i$).

To impose exponential stability of the null solution of (23) it is necessary to find values of $p$ for which the spectral abscissa is strictly negative. If the achieved stability is required to be robust against small delay perturbations, this requirement must be strengthened to the negativeness of the robust spectral abscissa. This brings us to the optimization problem

$$\inf_p C(\tau; p). \quad (24)$$

Strongly stabilizing values of $p$ exist if the objective function can be made strictly negative. By Theorem 2, the latter can be evaluated as

$$C(\tau; p) = \max(c(\tau; p), C_D(\tau; p)). \quad (25)$$

An alternative approach consists of solving the constrained optimization problem

$$\inf_p c(\tau; p), \text{ subject to } \gamma_0(p) < \gamma, \quad (26)$$

where $\gamma < 1$. If the objective function is strictly negative, then the satisfaction of the constraint implies strong stability. Problem (26) can be solved using the
barrier method proposed in [13], which is on its turn inspired by interior point methods, see, e.g., [2]. The first step consists of finding a feasible point, i.e., a set of values for \( p \) satisfying the constraint. If the feasible set is nonempty such a point can be found by solving

\[
\min_p \gamma_0(p).
\]  

(27)

Once a feasible point \( p = p_0 \) has been obtained one can solve in the next step the unconstrained optimization problem

\[
\min_p \{ c(p) - r \log(\gamma - \gamma_0(p)) \}
\]  

(28)

where \( r > 0 \) is a small number and \( \gamma \) satisfies

\[ \gamma_0(p) < \gamma \leq 1. \]

The second term (the barrier) assures that the feasible set cannot be left when the objective function is decreased in a quasi-continuous way (because the objective function will go to infinity when \( \gamma_0 \to \gamma \)). If (28) is repeatedly solved for decreasing values of \( r \) and with the previous solution as starting value, a solution of (26) is obtained.

In [9] it has been shown that the objective functions for the optimization problem (24) and for the subproblems (27) and (28) are in general not everywhere differentiable. They might even be not everywhere Lipschitz continuous, yet they are differentiable almost everywhere. These properties preclude the use of standard optimization methods, developed for smooth problems. Instead we use a combination of BFGS with weak Wolfe line search and gradient sampling, as implemented in the MATLAB code HANSO [11]. The overall algorithm only requires the evaluation of the objective function, as well as its derivatives with respect to the controller parameters, whenever it is differentiable. The spectral abscissa can be computed using a spectral discretization followed by Newton corrections. The quantities \( C_D \) and \( \gamma_0 \) can be computed using the characterizations in Theorem 2 where the (global) maximization problems in (16) and (18) are discretized, followed by local corrections. In all cases derivatives can be obtained from the sensitivity of individual eigenvalues with respect to the free parameters. For more details and expressions we refer to [9].

5 Illustration of the software

A MATLAB implementation of the robust stabilization algorithms is available from

http://twr.cs.kuleuven.be/research/software/delay-control/stabilization/.
Installations instructions can be found in the corresponding README file.

As a first example we take the system with input delay from [12]:

\[
\dot{x}(t) = Ax(t) + Bu(t - \tau), \quad y(t) = x(t),
\]  

(29)

where

\[
A = \begin{bmatrix}
-0.08 & -0.03 & 0.2 \\
0.2 & -0.04 & -0.005 \\
-0.06 & 0.2 & -0.07
\end{bmatrix}, \quad B = \begin{bmatrix}
-0.1 \\
-0.2 \\
0.1
\end{bmatrix}, \quad \tau = 5.
\]  

(30)

We start by defining the system:

```matlab
>> A = [-0.08 -0.03 0.2;0.2 -0.04 -0.005;-0.06 0.2 -0.07];
>> B = [-0.1;-0.2;0.1];
>> C = eye(3);
>> plant1 = tds_create({A},0,{B},5,{C},0);
```

The uncontrolled system is unstable.

```matlab
>> max(real(eig(A)))
ans =
    0.1081
```

We design a stabilizing dynamic controller of the form

\[
\begin{aligned}
\dot{x}_c(t) &= A_c x_c(t) + B_c y(t), \\
u(t) &= C_c x_c(t) + D_c y(t), \quad x_c(t) \in \mathbb{R}^{n_c},
\end{aligned}
\]

(31)

using the approach of Section 4, where we set

\[
p = \text{vec} \begin{bmatrix}
A_c & B_c \\
C_c & D_c
\end{bmatrix}.
\]

Since the transfer function from \(u\) to \(y\) is strictly proper, the robust spectral abscissa equals the spectral abscissa, and the optimization problems (24) and (26) reduce to the (unconstrained) minimization of the spectral abscissa. In order to compute a controller we first specify its order,

```matlab
>> controller_order = 2;
```

and call a routine to minimize the robust spectral abscissa

```matlab
>> [controller1,f1] = stabilization_max(plant1,controller_order);
```

The optimized robust spectral abscissa and corresponding controller are given by:

```matlab
controller1 =
    E: {[2x2 double]}
    hE: 0
    A: {[2x2 double]}
    hA: 0
    B1: {[2x3 double]}
    hB1: 0
    C1: {[0.2098 0.9492]}
```
\[ h_{C1} = 0 \]
\[ D_{11} = \{[0.8826 \ 1.1548 \ 0.6538] \} \]
\[ h_{D11} = 0 \]

where empty fields of the controller are omitted for space considerations.

\[ f_1 = -0.2496 \]

We define the closed-loop system

\[ clp1 = \text{closedloop}(\text{plant1},\text{controller1}); \]

and compute its rightmost characteristic roots (where the "l1"-field refers to the application of Newton corrections):

\[ \text{options} = \text{tdsrootsoptions}; \]
\[ \text{eigenvalues1} = \text{compute_roots_DDAE}(\text{clp1},\text{options}); \]
\[ \text{eigenvalues1.l1}.' \]

\[ \text{ans} = \]
\[ -0.2496 + 0.0251i \quad -0.2496 - 0.0251i \]

We can compute all eigenvalues with real part larger than \(-0.9\) by the following code, which leads to 37 returned eigenvalues.

\[ \text{options.minimal\_real\_part} = -0.9; \]
\[ \text{eigenvalues1} = \text{compute_roots_DDAE}(\text{clp1},\text{options}); \]
\[ \text{size(eigenvalues1.l1)} \]

\[ \text{ans} = \]
\[ 37 \quad 1 \]

We plot the closed-loop characteristic roots.

\[ p1 = \text{eigenvalues1.l1}; \quad \text{plot(real(p1),imag(p1),'+');} \]

We now repeat the computations for a static controller:

\[ \text{controller\_order} = 0; \]
\[ [\text{controller2},f2] = \text{stabilization\_max}(\text{plant1},\text{controller\_order}); \]

and add the optimized spectrum to our plot:

\[ \text{clp2} = \text{closedloop}(\text{plant1},\text{controller2}); \]
\[ \text{eigenvalues2} = \text{compute_roots_DDAE}(\text{clp2},\text{options}); \]
\[ p2 = \text{eigenvalues2.l1}; \quad \text{hold on; plot(real(p2),imag(p2),'s');} \]

The result is displayed in Figure 1. Note that the extra degrees of freedom in the dynamic controller lead to a further reduction of the spectral abscissa.

For the second example we assume that the measured output of system (29) is instead given by

\[ \hat{y}(t) = x(t) + [3 \ 4 \ 1]^T u(t - 2.5) + [2/5 \ -2/5 \ -2/5]^T u(t - 5). \quad (32) \]

The difference with the previous example is that there are two feedthrough terms which are both delayed. We define the plant object
Once again we design a static controller, \( u(t) = D_c \tilde{y}(t) \). In this case there is a high-frequency path in the control loop. Solving the optimization problem (24) leads to
\[
C = -0.0309, \quad D_c = [0.0409 \ 0.0612 \ 0.3837],
\]
(33)
as can be seen from
\[
>> \text{[controller1,f1] = stabilization_max(plant2,controller_order);} \\
>> f1 \\
\]
\[
f1 = -0.0309
\]
\[
>> \text{controller1.D11{1}} \\
\]
\[
an = 0.0409 \ 0.0612 \ 0.3837
\]

We compute the rightmost characteristic roots of the closed-loop system.
\[
>> \text{clp1 = closedloop(plant2,controller1);} \\
>> \text{eigenvalues1 = compute_roots_DDAE(clp1,options);} \\
\text{Warning: case C_{D} \neq c.} \\
\text{Spectral discretization with 16 points (lowered if maximum size of the eigenvalue problem is exceeded)}
\]
We conclude that the optimum is characterized by three rightmost characteristic roots. This might sound counter-intuitive because the number of degrees of freedom in the controller is also three. The explanation is related to the issued warning: we are in a situation where \( C_D \geq c \). In fact the optimum of (24) is characterized by an equality between \( C_D \) and the spectral abscissa \( c \), the latter corresponding to a rightmost root with multiplicity three. To illustrate this, we have recomputed the characteristic roots where we set \( N \), the number of discretization points in the spectral method, to a high number in such a way that the high-frequency roots are captured. In the left pane of Figure 2 we show the rightmost characteristic roots corresponding to the minimum of the robust spectral abscissa (33). The dotted line corresponds to \( \Re(\lambda) = c_D \), the dashed line to \( \Re(\lambda) = C_D \). In order to illustrate that we indeed have \( c = C_D \) we depict in the right pane of Figure 2 the rightmost characteristic roots after perturbing the delay value 2.5 in (32) to 2.51. With our software we can also solve the constrained optimization problem (26). With the default parameters \( r = 10^{-3} \) and \( \gamma = 1 - 10^{-3} \) in the relaxation (28) we get the following result:

\[
\text{>> [controller2,f2] = stabilization_barrier(plant2,controller_order);} \\
\text{>> controller2.D11{1}} \\
\text{ans =}
\begin{array}{cccc}
0.0249 & 0.1076 & 0.3173 \\
\end{array}
\]

\[
\text{>> clp2 = closedloop(plant2,controller2);} \\
\text{>> eigenvalues2=compute_roots_DDAE(clp2,options);} \\
\text{Warning: case C_D>c.} \\
\text{Spectral discretization with 16 points (lowered if maximum size of the eigenvalue problem is exceeded)} \\
\text{N= 15} \\
\text{>> max(real(eigenvalues2.l1))} \\
\text{ans =}
\begin{array}{c}
-0.0345 \\
\end{array}
\]

Compared to (33), where we had \( C = c = C_D \), a further reduction of the spectral abscissa to \( c = -0.0345 \) has been achieved, at the price of an increased value of \( C_D \) (equal to \( -0.00602 \)). This is expected because the constraint \( \gamma_0 < 1 \) imposes robustness of stability, yet no bound on the exponential decay rate of the solutions.
6 Duality with the $\mathcal{H}_\infty$ problem

In a practical control design the stabilization phase is usually only a first step in the overall design procedure. Consider now the (subsequent) fixed-order $\mathcal{H}_\infty$ synthesis problem, where the aim is to optimize the $\mathcal{H}_\infty$ norm of

$$G(\lambda) = C(\lambda E - A_0 - \sum_{i=1}^m A_i e^{-\lambda \tau_i} )^{-1} B$$

as a function of parameters on which the system matrices depend.

It turns out the function $\tau \mapsto \|G(j\omega; \tau)\|_{\mathcal{H}_\infty}$ has a very similar behavior to the spectral abscissa function (11). In particular it is not everywhere continuous. Moreover, the discontinuities are all related to the behavior of the transfer function at large frequencies (analogous to the behavior of eigenvalues with large imaginary parts in §3.2). This high frequency behavior is described by the associated asymptotic transfer function

$$G_\alpha(\lambda) := -CV(U^T A_0 V + \sum_{i=1}^m U^T A_i V e^{-\lambda \tau_i} )^{-1} U^T B,$$

which takes the role of the associated delay-difference equation (14). Finally, the sensitivity w.r.t. small delay perturbations leads to the definition of the strong $\mathcal{H}_\infty$ norm (analogous to strong stability), defined as:

$$\|G(j\omega; \tau)\|_{\mathcal{H}_\infty} := \lim_{\epsilon \to 0^+} \sup_{\delta \tau \in \mathbb{R}_+^m, \|\delta \tau\|_2 < \epsilon} \|G(j\omega; \tau + \delta \tau)\|_{\mathcal{H}_\infty}.$$
The computation of the strong $\mathcal{H}_\infty$ norm involves a tradeoff between the behavior of the transfer function at small and large frequencies, similar to the result of Theorem 2 on strong stability, and it can be optimized using the same algorithms. For the details, we refer to the article [4] and to the corresponding software available at

http://twr.cs.kuleuven.be/research/software/delay-control/hinfopt/.
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