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Abstract

In this paper, we study the traces of Orlicz-Sobolev spaces on a regular rooted tree. After giving a dyadic decomposition of the boundary of the regular tree, we present a characterization on the trace spaces of those first order Orlicz-Sobolev spaces whose Young function is of the form $t^p \log^\lambda (e + t)$, based on integral averages on dyadic elements of the dyadic decomposition.

1 Introduction

The problem of the characterization of the trace spaces (on the boundary of a domain) of Sobolev spaces has a long history. It was first studied in the Euclidean setting by Gagliardo [12], who proved that the trace operator $T: W^{1,p}(\mathbb{R}^{n+1}_+) \to B^{1-1/p}_{p,p}(\mathbb{R}^n)$, where $B^{1-1/p}_{p,p}(\mathbb{R}^n)$ stands for the classical Besov space, is linear and bounded for every $p > 1$ and that there exists a bounded linear extension operator that acts as a right inverse of $T$. Moreover, he proved that the trace operator $T: W^{1,1}(\mathbb{R}^{n+1}_+) \to L^1(\mathbb{R}^n)$ is a bounded linear surjective operator with a non-linear right inverse. Peetre [39] showed that one cannot find a bounded linear extension operator that acts as a right inverse of $T: W^{1,1}(\mathbb{R}^{n+1}_+) \to L^1(\mathbb{R}^n)$. We refer to the seminal monographs by Peetre [40] and Triebel [46,47] for extensive treatments of the Besov spaces and related smoothness spaces. In potential theory, certain types of Dirichlet problem are guaranteed to have solutions when the boundary data belongs to a trace space corresponding to the Sobolev class on the domain. In the Euclidean setting, we refer to [1,32,35,44,49,50] for more information on the traces of (weighted) Sobolev spaces and [8–11,28,29,37,38] for results on traces of (weighted) Orlicz-Sobolev spaces.

Analysis on metric measure spaces has recently been under active study, e.g., [2,4,15–19]. Especially the trace theory in the metric setting has been under development. Małý [33] proved that the trace space of the Newtonian space $N^{1,p}(\Omega)$ is the Besov space $B^{1-\theta/p}_{p,p}(\partial \Omega)$ provided that $\Omega$ is a John domain for $p > 1$ (uniform domain for $p \geq 1$) that admits a $p$-Poincaré inequality and whose boundary $\partial \Omega$ is endowed with a codimensional-$\theta$ Ahlfors regular measure with $\theta < p$. We also refer to the paper [42] for studies on the traces of Hajlasz-Sobolev functions to porous Ahlfors regular closed subsets via a method based
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on hyperbolic fillings of a metric space, see [6, 45]. For the trace result of BV (bounded variation) functions, we refer to [30, 31, 34].

The recent paper [3] dealt with geometric analysis on Cantor-type sets which are uniformly perfect totally disconnected metric measure spaces, including various types of Cantor sets. Cantor sets embedded in Euclidean spaces support a fractional Sobolev space theory based on Besov spaces. Indeed, suitable Besov functions on such a set are traces of the classical Sobolev functions on the ambient Euclidean spaces, see Jonsson-Wallin [20, 21]. The paper [3, 24] established similar trace and extension theorems for Sobolev and Besov spaces on regular trees and their Cantor-type boundaries. Indeed, for a regular $K$-ary tree $X$ with $K \geq 2$ and its Cantor-type boundary $\partial X$, if we give the uniformizing metric (see (2.1))

$$d_X(x, y) = \int_{[x, y]} e^{-\epsilon|z|} d|z|$$

and the weighted measure (see (2.2))

$$(1.1) \quad d\mu_\lambda(x) = e^{-\beta|x|}(|x| + C)^\lambda d|x|$$
on $X$, then the Besov space $\mathcal{B}_{p, \lambda}^\theta(\partial X)$ in Definition 2.4 below is exactly the trace of the Newton-Sobolev space $N^{1, p}(X, \mu_\lambda)$ defined in Section 2.3, see [24, Theorem 1.1] and [3, Theorem 6.5]. Here the smoothness exponent of the Besov space is

$$\theta = 1 - \frac{\beta/\epsilon - Q}{p}, \quad 0 < \theta < 1,$$

where $Q = \log K/\epsilon$ is the Hausdorff dimension of the Cantor-type boundary and $\beta/\epsilon - Q$ is a “codimension” determined by the uniformizing metric $d_X$ and the measure $\mu$ on the tree.

In Euclidean spaces, the classical Besov norm is equivalent to a dyadic norm, and the trace spaces of the Sobolev spaces can be characterized by the Besov spaces defined via dyadic norms, see e.g. [23, Theorem 1.1]. Inspired by this, we give a dyadic decomposition of the boundary $\partial X$ and define a Besov space $\mathcal{B}_{p, \lambda}^\theta(\partial X)$ on the boundary $\partial X$ by using a dyadic norm, see Section 2.4 and Definition 2.5. We show in Proposition 2.7 that the dyadic Besov spaces $\mathcal{B}_{p, \lambda}^\theta(\partial X)$ coincide with the Besov space $\mathcal{B}_{p, p}^\theta(\partial X)$ and the Hajlasz-Besov space $N_{p, p}^\theta(\partial X)$, see Definition 2.3 and Definition 2.6 for definitions of $B_{p, p}^\theta(\partial X)$ and $N_{p, p}^\theta(\partial X)$. We refer to [3, 13, 14, 22, 25, 26] for more information about Besov spaces $B_{p, p}^\theta(\cdot)$ and Hajlasz-Besov spaces $N_{p, p}^\theta(\cdot)$ on metric measure spaces.

By relying on dyadic norms, we define the Orlicz-Besov space $\mathcal{B}_{\Phi}^{\theta, \lambda_2}(\partial X)$, $\lambda_2 \in \mathbb{R}$ for the Young function $\Phi(t) = t^p \log^{\lambda_1}(e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$, see Definition 2.8. Our first result shows that the Orlicz-Besov space $\mathcal{B}_{\Phi}^{\theta, \lambda_2}(\partial X)$ is the trace space of the Orlicz-Sobolev space $N^{1, \Phi}(X, \mu_{\lambda_2})$ defined in Section 2.3.

**Theorem 1.1.** Let $X$ be a $K$-ary tree with $K \geq 2$ and let $\Phi(t) = t^p \log^{\lambda_1}(e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$. Fix $\lambda_2 \in \mathbb{R}$ and let $\mu_{\lambda_2}$ be the weighted measure given by (1.1). Assume that $p > (\beta - \log K)/\epsilon > 0$. Then the trace space of $N^{1, \Phi}(X, \mu_{\lambda_2})$ is the space $\mathcal{B}_{\Phi}^{\theta, \lambda_2}(\partial X)$ where $\theta = 1 - (\beta - \log K)/\epsilon p$. 
In this paper, for given Banach spaces $\mathcal{X}(\partial X)$ and $\mathcal{Y}(X)$, we call the space $\mathcal{X}(\partial X)$ a trace space of $\mathcal{Y}(X)$ if and only if there exist a bounded linear operator $T : \mathcal{Y}(X) \to \mathcal{X}(\partial X)$ and a bounded linear extension operator $E : \mathcal{X}(\partial X) \to \mathcal{Y}(X)$ such that $T \circ E = \text{Id}$ on the space $\mathcal{X}(\partial X)$.

Our next result identifies the Orlicz-Besov space $B^{\theta,\lambda_2}_{\Phi}(\partial X)$ as the Besov space $B^{\theta,\lambda}_{\Phi}(\partial X)$.

**Proposition 1.2.** Let $\lambda, \lambda_1, \lambda_2 \in \mathbb{R}$. Let $\Phi(t) = t^p \log^\lambda (e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$. Assume that $\lambda_1 + \lambda_2 = \lambda$. Then the Banach spaces $B^{\theta,\lambda_1}_{\Phi}(\partial X)$ and $B^{\theta,\lambda_2}_{\Phi}(\partial X)$ coincide, i.e., $B^{\theta,\lambda}_{\Phi}(\partial X) = B^{\theta,\lambda_1}_{\Phi}(\partial X)$.

By combining Theorem 1.1 and Proposition 1.2, we obtain the following result.

**Corollary 1.3.** Let $X$ be a $K$-ary tree with $K \geq 2$. Let $\lambda, \lambda_1, \lambda_2 \in \mathbb{R}$. Assume that $p > (\beta - \log K)/e > 0$ and let $\theta = 1 - (\beta - \log K)/ep$. Let $\Phi(t) = t^p \log^\lambda (e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$. Then the Besov-type space $B^{\theta,\lambda}_{\Phi}(\partial X)$ is the trace space of $N^{1,\Phi}(X, \mu_{\lambda_2})$ whenever $\lambda_1 + \lambda_2 = \lambda$.

When $\lambda_1 = 0$ and $\lambda_2 = \lambda$, the above result coincides with [24, Theorem 1.1], which states that the Besov-type space $B^{\theta,\lambda}_{\Phi}(\partial X)$ is the trace space of $N^{1,p}(X, \mu_{\lambda})$ for a suitable $\theta$. The above result shows that the Besov-type space $B^{\theta,\lambda}_{\Phi}(\partial X)$ is not only the trace space of $N^{1,p}(X, \mu_{\lambda})$ but actually the trace space of all these Orlicz-Sobolev spaces $N^{1,\Phi}(X, \mu_{\lambda_2})$ (including $N^{1,p}(X, \mu_{\lambda})$) for suitable $\theta, \lambda_2$ and $\Phi$. It may be worth to point out here that these Orlicz-Sobolev spaces $N^{1,\Phi}(X, \mu_{\lambda_2})$ are different from each other.

The paper is organized as follows. In Section 2, we give all the necessary preliminaries. More precisely, we introduce regular trees in Section 2.1 and we consider a doubling property of the measure $\mu$ on a regular tree $X$ and the Ahlfors regularity of its boundary $\partial X$. The definition of Young functions is given in Section 2.2. We introduce the Newtonian and Orlicz-Sobolev spaces on $X$ and the Besov-type spaces on $\partial X$ in Section 2.3 and Section 2.4, respectively. In Section 3, we give the proofs of Theorem 1.1 and Proposition 1.2.

In what follows, the letter $C$ denotes a constant that may change at different occurrences. The notation $A \approx B$ means that there is a constant $C$ such that $1/C \cdot A \leq B \leq C \cdot A$. The notation $A \lesssim B$ ($A \gtrsim B$) means that there is a constant $C$ such that $A \leq C \cdot B$ ($A \geq C \cdot B$).

## 2 Preliminaries

### 2.1 Regular trees and their boundaries

A graph $G$ is a pair $(V, E)$, where $V$ is a set of vertices and $E$ is a set of edges. Given vertices $x, y \in V$ are neighbors if $x$ is connected to $y$ by an edge. The number of the neighbors of a vertex $x$ is referred to as the degree of $x$. A tree $G$ is a connected graph without cycles.

Let us fix a vertex that we refer to by 0. The neighbors of 0 will be called children of 0 and 0 is called their mother. If $x$ is one of the children of 0, then the neighbors of $x$ different from 0 are called children of $x$ and we say that $x$ is their mother. We continue
in the obvious manner to define the children and the mother for all \( y \neq 0 \). We then call \( G \) a rooted tree with root 0 and say that \( G \) is \( K \)-regular if additionally each vertex has precisely \( K \) children.

Let \( G \) be a \( K \)-regular tree with a set of vertices \( V \) and a set of edges \( E \) for some \( K \geq 1 \). For simplicity of notation, we let \( X = V \cup E \) and call it a \( K \)-regular tree. We consider each edge as a geodesic of length one. For \( x \in X \), let \( |x| \) be the length of the geodesic from 0 to \( x \), where we consider each edge to be an isometric copy of the unit interval. The geodesic connecting \( x, y \in V \) is unique. We refer to it by \([x, y]\), and to its length by \(|x - y|\).

We write \( x \leq y \) if \( x \in [0, y) \). Then \( |x - y| = |y| - |x| \). We say that a vertex \( y \neq x \) is a descendant of the vertex \( x \) if \( x \leq y \).

Towards defining the metric of \( X \), let \( \epsilon > 0 \), and set

\[
d_X(x, y) = \int_{[x, y]} e^{-\epsilon|z|} |d|z|.
\]

Here \( |d|z| \) is the natural measure that gives each edge Lebesgue measure 1; recall that each edge is an isometric copy of the unit interval. Notice that diameter \( X = 2/\epsilon \) if \( X \) is a \( K \)-ary tree with \( K \geq 2 \).

The boundary \( \partial X \) of a tree \( X \) is obtained by completing \( X \) with respect to the metric \( d_X \). An element \( \xi \in \partial X \) can be identified with an infinite geodesic starting at the root 0. Equivalently we employ the labeling \( \xi = 0x_1x_2 \cdots \), where \( x_i \) is a vertex in \( X \) with \(|x_i| = i\), and \( x_{i+1} \) is a child of \( x_i \). The extension of the metric to \( \partial X \) can be realized in the following manner. Given \( \xi, \zeta \in \partial X \), pick an infinite geodesic \([\xi, \zeta]\) connecting \( \xi \) and \( \zeta \). Then \( d_X(\xi, \zeta) \) is the length of the geodesic \([\xi, \zeta]\). Indeed, if \( \xi = 0x_1x_2 \cdots \) and \( \zeta = 0y_1y_2 \cdots \), let \( k \) be the integer with \( x_k = y_k \) and \( x_{k+1} \neq y_{k+1} \). Then

\[
d_X(\xi, \zeta) = 2\int_k^{+\infty} e^{-\epsilon t} dt = \frac{2}{\epsilon} e^{-\epsilon k}.
\]

For more details, see [3, 5, 7]. For clarity, we use \( \xi, \zeta, \omega \) to denote points in \( \partial X \) and \( x, y, z \) points in \( X \).

On the regular \( K \)-ary tree \( X \), we use the weighted measure \( \mu_\lambda \) introduced in [24, Section 2.2], defined by

\[
d_{\mu_\lambda}(x) = e^{-\beta|x|}(|x| + C)^\lambda d|x|,
\]

where \( \beta > \log K \), \( \lambda \in \mathbb{R} \) and \( C \geq \max\{2|\lambda|/(\beta - \log K), 2(\log 4)/\epsilon\} \). For \( \lambda = 0 \), this is the measure used in [3].

The following proposition gives the doubling property of the measure \( \mu_\lambda \), see [24, Corollary 2.9].

**Proposition 2.1.** For any \( \lambda \in \mathbb{R} \), the measure \( \mu_\lambda \) is doubling, i.e., \( \mu_\lambda(B(x, 2r)) \lesssim \mu_\lambda(B(x, r)) \).

The result in [3, Lemma 5.2] shows that the boundary \( \partial X \) of the regular \( K \)-ary tree \( X \) is Ahlfors regular with the regularity exponent depending only on \( K \) and on the metric density exponent \( \epsilon \) of the tree.
Proposition 2.2. The boundary $\partial X$ is an Ahlfors $Q$-regular space with Hausdorff dimension

$$Q = \frac{\log K}{\epsilon}.$$ 

Hence $\partial X$ is equipped with an Ahlfors $Q$-regular measure $\nu$:

$$\nu(B_{\partial X}(\xi, r)) \approx r^Q = r^{\log K/\epsilon},$$

for any $\xi \in \partial X$ and $0 < r \leq \text{diam} \partial X$.

Throughout the paper we assume that $1 \leq p < +\infty$ and that $X$ is a $K$-ary tree with $K \geq 2$.

2.2 Young functions and Orlicz spaces

In the standard definition of an Orlicz space, the function $t^p$ of an $L^p$-space is replaced with a more general convex function, a Young function. We recall the definition of a Young function. We refer to [48, section 2.2] and [41] for more details about Young functions and we also warn the reader of slight differences between the definitions in various references.

A function $\Phi : [0, \infty) \to [0, \infty)$ is a Young function if it is a continuous, increasing and convex function satisfying $\Phi(0) = 0$,

$$\lim_{t \to 0^+} \frac{\Phi(t)}{t} = 0 \quad \text{and} \quad \lim_{t \to +\infty} \frac{\Phi(t)}{t} = +\infty.$$ 

A Young function $\Phi$ can be expressed as

$$\Phi(t) = \int_0^t \phi(s) \, ds,$$

where $\phi : [0, \infty) \to [0, \infty)$ is an increasing, right-continuous function with $\phi(0) = 0$ and $\lim_{t \to +\infty} \phi(t) = +\infty$.

A Young function $\Phi$ is said to satisfy the $\Delta_2$-condition if there is a constant $C_\Phi > 0$, called a doubling constant of $\Phi$, such that

$$\Phi(2t) \leq C_\Phi \Phi(t), \quad \forall \ t \geq 0.$$ 

If Young function $\Phi$ satisfies the $\Delta_2$-condition, then for any constant $c > 0$, there exist $c_1, c_2 > 0$ such that

$$c_1 \Phi(t) \leq \Phi(ct) \leq c_2 \Phi(t) \quad \text{for all} \ t \geq 0,$$

where $c_1$ and $c_2$ depend only on $c$ and the doubling constant $C_\Phi$. Therefore, we obtain that if $A \approx B$, then $\Phi(A) \approx \Phi(B)$. This property will be used frequently in the rest of this paper.

Let $\Phi_1, \Phi_2$ be two Young functions. If there exist two constants $k > 0$ and $C \geq 0$ such that

$$\Phi_1(t) \leq \Phi_2(kt) \quad \text{for} \ t \geq C,$$
we write

$$\Phi_1 \prec \Phi_2.$$ 

The function $\Phi(t) = t^p \log^\lambda(e + t)$ with $p > 1, \lambda \in \mathbb{R}$ or $p = 1, \lambda \geq 0$ is a Young function and it satisfies the $\Delta_2$-condition. Moreover, it also satisfies that

$$(2.3) \quad t^{\max\{p-\delta,1\}} \prec \Phi(t) \prec t^{p+\delta}$$

for any $\delta > 0$.

Let $\Phi$ be a Young function. Then the Orlicz space $L^\Phi(X)$ is defined by setting

$$L^\Phi(X,\mu) = \left\{ u : X \to \mathbb{R} : u \text{ measurable, } \int_X \Phi(\alpha|u|) d\mu \leq +\infty \text{ for some } \alpha > 0 \right\}.$$ 

As in the theory of $L^p$-spaces, the elements in $L^\Phi(X,\mu)$ are actually equivalence classes consisting of functions that differ only on a set of measure zero. The Orlicz space $L^\Phi(X,\mu)$ is a vector space and, equipped with the Luxemburg norm

$$\|u\|_{L^\Phi(X,\mu)} = \inf \left\{ k > 0 : \int_X \Phi(|u|/k) d\mu \leq 1 \right\},$$

a Banach space, see [41, Theorem 3.3.10]. If $\Phi(t) = t^p$ with $p \geq 1$, then $L^\Phi(X,\mu) = L^p(X,\mu)$. We refer to [36, 41, 48] for more detailed discussions and properties of Orlicz spaces.

### 2.3 Newtonian spaces and Orlicz-Sobolev spaces on $X$

We call a Borel function $g : X \to [0,\infty]$ an upper gradient of $u \in L^1_{\text{loc}}(X,\mu)$ if

$$(2.4) \quad |u(z) - u(y)| \leq \int_{\gamma} g ds_X$$

whenever $z, y \in X$ and $\gamma$ is the geodesic from $z$ to $y$, where $ds_X$ denotes the arc length measure with respect to the metric $d_X$. Since any rectifiable curve with end points $z$ and $y$ in our tree contains the corresponding geodesic, the above definition is equivalent to the usual definition which requires that inequality (2.4) holds for all rectifiable curves with end points $z$ and $y$. See [2,15,18,19,43] for a more detailed discussion on upper gradients.

The Newtonian space $N^{1,p}(X,\mu)$, $1 \leq p < \infty$, is the collection of all functions $u$ for which the norm of $u$ defined as

$$\|u\|_{N^{1,p}(X,\mu)} := \left( \int_X |u|^p d\mu \right)^{1/p} + \inf_g \left( \int_X |u|^p d\mu \right)$$

is finite. Here the infimum is taken over all upper gradients of $u$.

For any Young function $\Phi$, the Orlicz-Sobolev space $N^{1,\Phi}(X,\mu)$ is defined as the collection of all functions $u$ for which the norm of $u$ defined as

$$\|u\|_{N^{1,\Phi}(X,\mu)} = \|u\|_{L^\Phi(X,\mu)} + \inf_g \|u\|_{L^\Phi(X,\mu)}$$
is finite, where the infimum is taken over all upper gradients of \( u \).

For the Young function \( \Phi(t) = t^p, 1 \leq p < \infty \), the Orlicz-Sobolev space \( N^{1, \Phi}(X, \mu) \) is exactly the Newtonian space \( N^{1,p}(X, \mu) \). We refer to [48] for further results on Orlicz-Sobolev spaces on metric measure spaces. If \( u \in N^{1,p}(X, \mu) \) (\( u \in N^{1,\Phi}(X, \mu) \) with \( \Phi \) doubling), then it has a minimal \( p \)-weak upper gradient (\( \Phi \)-weak upper gradient) \( g_u \), which in our case is an upper gradient. The minimal upper gradient is minimal in the sense that if \( g \in L^p(X, \mu) \) (\( g \in L^\Phi(X, \mu) \)) is any upper gradient of \( u \), then \( g \leq g \) a.e. We refer the interested reader to [15, Theorem 7.16] (\( p \geq 1 \)) and [48, Corollary 6.9](\( \Phi \) doubling) for proofs of the existence of such a minimal upper gradient.

### 2.4 Besov-type spaces on \( \partial X \)

Towards the definition of our Besov-type spaces, we recall a definition from [3].

**Definition 2.3.** For \( 0 < \theta < 1 \) and \( p \geq 1 \), The Besov space \( B^\theta_{p,p}(\partial X) \) consists of all functions \( f \in L^p(\partial X) \) for which the seminorm \( \|f\|_{\dot{B}^\theta_{p,p}(\partial X)} \) defined as

\[
\|f\|_{\dot{B}^\theta_{p,p}(\partial X)}^p := \int_{\partial X} \int_{\partial X} \frac{|f(\zeta) - f(\xi)|^p}{d_X(\zeta, \xi)^{\theta p} \nu(B(\zeta, d_X(\zeta, \xi)))} d\nu(\xi) d\nu(\zeta)
\]

is finite. The corresponding norm for \( B^\theta_{p,p}(\partial X) \) is

\[
\|f\|_{B^\theta_{p,p}(\partial X)} := \|f\|_{L^p(\partial X)} + \|f\|_{\dot{B}^\theta_{p,p}(\partial X)}.
\]

We base our definition on a dyadic decomposition on the boundary \( \partial X \) of the \( K \)-ary tree \( X \), see also [24, Section 2.4]. Let \( V_n = \{x^n_j : j = 1, 2, \cdots, K^n\} \) be the set of all \( n \)-level vertices of the tree \( X \) for each \( n \in \mathbb{N} \), where a vertex \( x \) is of \( n \)-level if \( |x| = n \). Then

\[
V = \bigcup_{n \in \mathbb{N}} V_n.
\]

Given a vertex \( x \in V \), set

\[
I_x := \{\xi \in \partial X : \text{the geodesic } [0, \xi] \text{ passes through } x\}.
\]

Let \( \mathcal{I} = \{I_x : x \in V\} \) and \( \mathcal{I}_n = \{I_x : x \in V_n\} \) for each \( n \in \mathbb{N} \). Then \( \mathcal{I}_0 = \{\partial X\} \) and our dyadic decomposition \( \mathcal{I} \) satisfies

\[
\mathcal{I} = \bigcup_{n \in \mathbb{N}} \mathcal{I}_n.
\]

Given \( I \in \mathcal{I}_{n+1} \), there is a unique element \( \hat{I} \) in \( \mathcal{I}_n \) such that \( I \subset \hat{I} \). If \( I = I_x \) for some \( x \in V_n \), then \( \hat{I} = I_y \) where \( y \) is the unique mother of \( x \) in the tree \( X \). Hence the structure of the dyadic decomposition of \( \partial X \) is uniquely determined by the structure of the \( K \)-ary tree \( X \).

We recall a definition from [24].
**Definition 2.4.** For $0 \leq \theta < 1$, $p \geq 1$ and $\lambda \in \mathbb{R}$, the Besov-type space $B^\theta_p(\partial X)$ consists of all functions $f \in L^p(\partial X)$ for which the $B^\theta_p$-dyadic energy of $f$ defined as

$$\|f\|_{B^\theta_p(\partial X)}^p := \sum_{n=1}^{\infty} e^{\epsilon_n} \sum_{I \in \mathcal{D}_n} \nu(I) \left| f_I - f_{\bar{I}} \right|^p$$

is finite. The norm on $B^\theta_p(\partial X)$ is

$$\|f\|_{B^\theta_p(\partial X)} := \|f\|_{L^p(\partial X)} + \|f\|_{B^\theta_p(\partial X)}.$$}

The measure $\nu$ above is the Ahlfors regular measure given by Proposition 2.2 and $f_I := \int f \, d\nu = \frac{1}{\nu(I)} \int_I f \, d\nu$ is the usual mean value.

**Definition 2.5.** For $0 < \theta < 1$ and $p \geq 1$, The Besov space $B^\theta_p(\partial X)$ consists of all the functions $f \in L^p(\partial X)$ for which the $B^\theta_p$-dyadic energy of $f$ defined as

$$\|f\|_{B^\theta_p(\partial X)}^p := \sum_{n=1}^{\infty} e^{\epsilon_n} \sum_{I \in \mathcal{D}_n} \nu(I) \left| f_I - f_{\bar{I}} \right|^p$$

is finite. The norm of $B^\theta_p(\partial X)$ is

$$\|f\|_{B^\theta_p(\partial X)} := \|f\|_{L^p(\partial X)} + \|f\|_{B^\theta_p(\partial X)}.$$}

The Besov-type spaces $B^\theta_p(\partial X)$ and $B^\theta_p(\partial X)$ were first introduced in [24]. Notice that $B^\theta_p(\partial X)$ coincides with $B^\theta_p(\partial X)$ when $\lambda = 0$. Next we introduce the Hajlasz-Besov spaces $N^\theta_{p,p}(\partial X)$ on the boundary $\partial X$.

**Definition 2.6.** (i) Let $0 < \theta < \infty$ and let $u$ be a measurable function on $\partial X$. A sequence of nonnegative measurable functions, $\tilde{g} = \{g_k\}_{k \in \mathbb{Z}}$, is called a fractional $\theta$-Hajlasz gradient of $u$ if there exists $Z \subset \partial X$ with $\nu(Z) = 0$ such that for all $k \in \mathbb{Z}$ and $\zeta, \xi \in \partial X \setminus Z$ satisfying $2^{-k-1} \leq d_X(\zeta, \xi) < 2^{-k}$,

$$|u(\zeta) - u(\xi)| \leq [d_X(\zeta, \xi)]^\theta [g_k(\zeta) + g_k(\xi)].$$

Denote by $\mathbb{D}^\theta(u)$ the collection of all fractional $\theta$-Hajlasz gradients of $u$.

(ii) Let $0 < \theta < \infty$ and $0 < p < \infty$. The Hajlasz-Besov space $N^\theta_{p,p}(\partial X)$ consists of all functions $u \in L^p(\partial X)$ for which the seminorm $\|u\|_{N^\theta_{p,p}(\partial X)}$ defined as

$$\|u\|_{N^\theta_{p,p}(\partial X)} := \inf_{g \in \mathbb{D}^\theta(u)} \left( \sum_{k \in \mathbb{Z}} \int_{\partial X} [g_k(\xi)]^p d\nu(\xi) \right)^{1/p}$$

is finite. The norm of $N^\theta_{p,p}(\partial X)$ is

$$\|u\|_{N^\theta_{p,p}(\partial X)} := \|u\|_{L^p(\partial X)} + \|u\|_{N^\theta_{p,p}(\partial X)}.$$
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The following proposition states that these three Besov-type spaces $B^\theta_p(\partial X)$, $B^\theta_{p,p}(\partial X)$ and $N^\theta_{p,p}(\partial X)$ coincide with each other.

**Proposition 2.7.** Let $0 < \theta < 1$ and $p \geq 1$. For any $f \in L^1_{\text{loc}}(\partial X)$, we have

$$\|f\|_{B^\theta_p(\partial X)} \approx \|f\|_{B^\theta_{p,p}(\partial X)} \approx \|f\|_{N^\theta_{p,p}(\partial X)}.$$  

**Proof.** The first part $\|f\|_{B^\theta_p(\partial X)} \approx \|f\|_{B^\theta_{p,p}(\partial X)}$ follows by [24, Proposition 2.13].

The second part $\|f\|_{B^\theta_p(\partial X)} \approx \|f\|_{N^\theta_{p,p}(\partial X)}$ is given by [3, Lemma 5.4] and [14, Theorem 1.2].

The dyadic norms give an easy way to introduce Orlicz-Besov spaces by replacing $t^p$ with some Orlicz function $\Phi(t)$.

**Definition 2.8.** Let $\Phi$ be the Young function $\Phi(t) = t^p \log^{\lambda_1}(e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$. Then the Orlicz-Besov space $B^\theta_\Phi(\partial X)$ consists of all $f \in L^\Phi(\partial X)$ whose norm generally defined as

$$\|f\|_{B^\theta_\Phi(\partial X)} := \|f\|_{L^\Phi(\partial X)} + \inf \{k > 0 : \|f/k\|_{B^\theta_\Phi(\partial X)} \leq 1\}$$

is finite, where for any $g \in L^1_{\text{loc}}(\partial X)$, the $B^\theta_\Phi$-dyadic energy is defined as

$$|g|_{B^\theta_\Phi(\partial X)} := \sum_{n=1}^{\infty} c^n(\theta - 1)^p_{n \lambda_2} \sum_{I \in \mathcal{Q}_n} \nu(I) \Phi \left( \frac{|g_I - g_{\hat{I}}|}{e^{-cn}} \right).$$

In this paper, we are only interested in the Young functions in the above definition. Hence in the rest of this paper, we always assume that the Young function is $\Phi(t) = t^p \log^{\lambda_1}(e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$.

3 Proofs

3.1 Proof of Theorem 1.1

**Proof.** **Trace Part:** Let $f \in N^{1,\Phi}(X)$. We follow an idea from [24] and set

$$(3.1) \quad \text{Tr} f(\xi) := \tilde{f}(\xi) = \lim_{[0,\xi) \ni x \to \xi} f(x), \quad \xi \in \partial X$$

provided that the limit taken along the geodesic ray $[0, \xi)$ exists. We begin by showing that the above limit exists for $\nu$-a.e. $\xi \in \partial X$.

Since $g_f$ is an upper gradient of $f$, it suffices to show that the function $f^*$ defined by setting

$$(3.2) \quad \tilde{f}^*(\xi) = |f(0)| + \int_{[0,\xi)} g_f \, ds$$

belongs to $L^p(\partial X)$, where $[0, \xi)$ is the geodesic ray from 0 to $\xi$. Indeed, if $\tilde{f}^* \in L^p(\partial X)$, we have $|\tilde{f}^*| < \infty$ for $\nu$-a.e. $\xi \in \partial X$, and hence the limit in (3.1) exists for $\nu$-a.e. $\xi \in \partial X$. 


Fix $\xi \in \partial X$. Set $r_j = 2e^{-j^\epsilon}/\epsilon$ and $x_j = x_j(\xi)$ be the ancestor of $\xi$ with $|x_j| = j$ for $j \in \mathbb{N}$. Then
\begin{equation}
(3.3) \quad ds \approx e^{(\beta-\epsilon)j-\lambda_2} d\mu_{\lambda_2} \approx r_j^{1-\beta/\epsilon} j^{-\lambda_2} d\mu, \quad \mu_{\lambda_2}([x_j, x_{j+1}]) \approx r_j^{\beta/\epsilon} j^{\lambda_2},
\end{equation}
where $[x_j, x_{j+1}]$ is the edge connecting $x_j = x_j(\xi)$ and $x_{j+1} = x_{j+1}(\xi)$. Thus
\begin{align*}
\tilde{f}^*(\xi) &= |f(0)| + \sum_{j=0}^{+\infty} \int_{[x_j, x_{j+1}]} g_f ds \\
&\approx |f(0)| + \sum_{j=0}^{+\infty} r_j^{1-\beta/\epsilon} j^{-\lambda_2} \int_{[x_j, x_{j+1}]} g_f d\mu_{\lambda_2} \\
&\approx |f(0)| + \sum_{j=0}^{+\infty} r_j \int_{[x_j, x_{j+1}]} g_f d\mu_{\lambda_2}.
\end{align*}
(3.4)

Since $\theta = 1 - (\beta - \log K)/(pe) > 0$, we may choose $1 \leq q < \infty$ such that $\max\{(\beta - \log K)/\epsilon, 1\} < q < p$ if $p > 1$ or $q = 1 = p$. Let $\Psi(t) = t^{p/q} \log^{\lambda/q}(e+t)$. Then $\Psi = \Phi$ and $\Psi$ is a doubling Young function. By the Jensen inequality and the doubling property of $\Psi$, since $\sum_{j=0}^{+\infty} r_j \approx 1$, we have that
\begin{align*}
\Psi(\tilde{f}^*(\xi)) &\lesssim \Psi(|f(0)|) + \Psi\left(\sum_{j=0}^{+\infty} r_j \int_{[x_j, x_{j+1}]} g_f d\mu_{\lambda_2}\right) \\
&\lesssim \Psi(|f(0)|) + \sum_{j=0}^{+\infty} r_j \int_{[x_j, x_{j+1}]} \Psi(g_f) d\mu_{\lambda_2}.
\end{align*}

Choose $0 < \kappa < 1 - (\beta - \log K)/(qe)$. If $q > 1$, by the Hölder inequality, we obtain the estimate
\begin{align*}
\Phi(\tilde{f}^*(\xi)) &= \Psi(\tilde{f}^*(\xi))^q \lesssim \Phi(|f(0)|) + \left(\sum_{j=0}^{+\infty} r_j^{p} r_j^{(1-\kappa)} \int_{[x_j, x_{j+1}]} \Psi(g_f) d\mu_{\lambda_2}\right)^q \\
&\lesssim \Phi(|f(0)|) + \sum_{j=0}^{+\infty} r_j r_j^{(1-\kappa)q} \int_{[x_j, x_{j+1}]} \Psi(g_f) d\mu_{\lambda_2}^q \\
&\lesssim \Phi(|f(0)|) + \sum_{j=0}^{+\infty} r_j^{q-\kappa q - \beta/\epsilon} j^{-\lambda_2} \int_{[x_j, x_{j+1}]} \Phi(g_f) d\mu_{\lambda_2}.
\end{align*}

Here the second inequality use the fact
\[ \sum_{j=0}^{+\infty} r_j^{kq/(q-1)} \approx 1. \]
If \( q = 1 \), then \( \Psi = \Phi \), and hence the Hölder inequality is not needed in the estimate. We conclude that

\[
\Phi(\tilde{f}^*(\xi)) \lesssim \Phi(|f(0)|) + \sum_{j=0}^{+\infty} j^{q-\kappa q - \beta/\epsilon} j^{j-\lambda_2} \int_{[x_j, x_{j+1}]} \Phi(g_f) \, d\mu.
\]

Since \( \nu(\partial X) \approx 1 \), integration of this estimate over \( \partial X \) together with Fubini’s theorem gives

\[
\int_{\partial X} \Phi(\tilde{f}^*(\xi)) \, d\nu \lesssim \Phi(|f(0)|) + \int_X \Phi(g_f(x)) \int_{\partial X} \sum_{j=0}^{+\infty} j^{q-\kappa q - \beta/\epsilon} j^{j-\lambda_2} \int_{[x_j, x_{j+1}]} \Phi(g_f) \, d\mu_{\lambda_2} \, d\nu(\xi)
\]

\[
= \Phi(|f(0)|) + \int_X \Phi(g_f(x)) \int_{\partial X} \sum_{j=0}^{+\infty} j^{q-\kappa q - \beta/\epsilon} j^{j-\lambda_2} \chi_{[x_j, x_{j+1}]}(x) \, d\nu(\xi) \, d\mu_{\lambda_2}(x).
\]

(3.5)

Since \( \chi_{[x_j, x_{j+1}]}(x) \) is nonzero only if \( j \leq |x| \leq j + 1 \) and \( x < \xi \), our estimate (3.5) can be reformulated as

\[
\int_{\partial X} \Phi(\tilde{f}^*(\xi)) \, d\nu \lesssim \Phi(|f(0)|) + \int_X \Phi(g_f(x)) \sum_{j=0}^{+\infty} j^{q-\kappa q - \beta/\epsilon} j^{j-\lambda_2} \nu(E(x)) \, d\mu(\lambda_2), \quad (3.6)
\]

where \( E(x) = \{ \xi \in \partial X : x < \xi \} \) and \( j(x) \) is the largest integer such that \( j(x) \leq |x| \).

By Proposition 2.2, we have \( \nu(E(x)) \approx r_j^Q \), since \( E(x) = B(\xi, r) \) for any \( \xi \in E(x) \) and \( r = \text{diam}(E(x))/2 \approx e^{-\epsilon j(x)} \), see [3, Lemma 5.21]. This together with \( q - \kappa q - \beta/\epsilon + Q > 0 \) gives

\[
r_j^{p(1-\kappa)-\beta/\epsilon+Q} j(x)^{-\lambda_2} \lesssim 1.
\]

Consequently, (3.6) implies that

\[
\int_{\partial X} \Phi(\tilde{f}^*(\xi)) \, d\nu \lesssim \Phi(|f(0)|) + \int_X \Phi(g_f(x)) \sum_{j=0}^{+\infty} j^{q-\kappa q - \beta/\epsilon+Q} j(x)^{-\lambda_2} \, d\mu_{\lambda_2}(x)
\]

\[
\lesssim \Phi(|f(0)|) + \int_X \Phi(g_f(x)) \, d\mu_{\lambda_2}(x).
\]

Actually, the value \(|f(0)|\) is not essential. For any \( y \in \{ x \in X : |x| < 1 \} \), a neighborhood of 0, we could modify the definition of \( \tilde{f}^*(\xi) \) as

\[
\tilde{f}^*(\xi) = |f(y)| + |f(y) - f(0)| + \sum_{j=0}^{+\infty} |f(x_{j+1}) - f(x_j)|.
\]

Since \( \mu_{\lambda_2}(X) \approx 1 \), we have that

\[
\Phi(|f(y) - f(0)|) \leq \Phi \left( \int_{[0,y]} g_f(s) \, ds \right) \leq \Phi \left( \int_X g_f \, ds \right) \lesssim \int_X \Phi(g_f) \, d\mu_{\lambda_2}.
\]

By the same argument as above, we obtain the estimate

\[
\int_{\partial X} \Phi(\tilde{f}^*(\xi)) \, d\nu(\xi) \lesssim \Phi(|f(y)|) + \int_X \Phi(g_f) \, d\mu_{\lambda_2},
\]
for any \( y \in \{ x \in X : |x| < 1 \} \). The fact that \( f \in L^\Phi(X, \mu_{\lambda_2}) \) gives us that \( \Phi(|f(y)|) < \infty \) for \( \mu_{\lambda_2}\)-a.e. \( y \in X \). This shows that \( \tilde{f}^*(\xi) \) is \( L^\Phi \)-integrable on \( \partial X \), which finishes the proof of the existence of the limit in (3.1).

We continue towards norm estimates. Since \( |\tilde{f}| \leq \tilde{f}^* \) for any modified \( \tilde{f}^* \), the above arguments also show that for any \( y \in \{ x \in X : |x| < 1 \} \), we have that

\[
\int_{\partial X} \Phi(\tilde{f}(\xi)) \, d\nu(\xi) \lesssim \Phi(|f(y)|) + \int_X \Phi(gf) \, d\mu_{\lambda_2}.
\]

Integrating over all \( y \in \{ x \in X : |x| < 1 \} \), since \( \mu_{\lambda_2}(\{ x \in X : |x| < 1 \}) \approx 1 \), we arrive at the estimate

\[
\int_{\partial X} \Phi(\tilde{f}(\xi)) \, d\nu(\xi) \lesssim \int_X \Phi(|f|) \, d\mu_{\lambda_2} + \int_X \Phi(gf) \, d\mu_{\lambda_2}.
\]

(3.7)

Assume that \( ||f||_{L^\Phi(X, \mu_{\lambda_2})} = t_1 \) and \( ||gf||_{L^\Phi(X, \mu_{\lambda_2})} = t_2 \). By the definition of Luxemburg norms, we know that

\[
\int_X \Phi(f/t_1) \, d\mu_{\lambda_2} \leq 1 \quad \text{and} \quad \int_X \Phi(gf/t_2) \, d\mu_{\lambda_2} \leq 1.
\]

By estimate (3.7), there exists a constant \( C > 0 \) such that

\[
\int_{\partial X} \Phi(\tilde{f}(\xi)) \, d\nu(\xi) \lesssim C \left( \int_X \Phi(|f|) \, d\mu_{\lambda_2} + \int_X \Phi(gf) \, d\mu_{\lambda_2} \right).
\]

We may assume \( C \geq 1 \), since if \( C < 1 \), we choose \( C = 1 \). Then we obtain that

\[
\int_{\partial X} \Phi \left( \frac{\tilde{f}(\xi)}{2C(t_1 + t_2)} \right) \, d\nu \leq C \left( \int_X \Phi \left( \frac{f}{2Ct_1} \right) \, d\mu_{\lambda_2} + \int_X \Phi \left( \frac{gf}{2Ct_2} \right) \, d\mu_{\lambda_2} \right)
\]

\[
\leq \frac{1}{2} \left( \int_X \Phi(f/t_1) \, d\mu_{\lambda_2} + \int_X \Phi(gf/t_2) \, d\mu_{\lambda_2} \right) \leq 1,
\]

which implies

\[
(3.8) \quad ||\tilde{f}(\xi)||_{L^\Phi(\partial X)} \leq 2C(t_1 + t_2) \approx ||f||_{L^\Phi(X, \mu_{\lambda_2})} + ||gf||_{L^\Phi(X, \mu_{\lambda_2})} = ||f||_{N^{1, \Phi}(X, \mu_{\lambda_2})}.
\]

Next, we estimate the dyadic energy \( ||\tilde{f}||_{B_{\Phi_{\lambda_2}}(\partial X)} \). Given \( I \in \mathcal{I}_n \), \( \xi \in I \) and \( \zeta \in \tilde{I} \), we have \( x_{n-1} = y_{n-1} \), where \( x_j = x_j(\xi) \) and \( y_j = y_j(\zeta) \) are the ancestors of \( \xi \) and \( \zeta \) with \( |x_j| = |y_j| = j \), and hence that

\[
(3.9) \quad ||\tilde{f}(\xi) - \tilde{f}(\zeta)|| \leq \sum_{j=n-1}^{+\infty} |f(x_j) - f(x_{j+1})| + \sum_{j=n-1}^{+\infty} |f(y_j) - f(y_{j+1})|.
\]

By (3.3) and an argument similar to (3.4), we infer from (3.9) that

\[
||\tilde{f}(\xi) - \tilde{f}(\zeta)|| \lesssim \sum_{j=n-1}^{+\infty} r_j \int_{[x_j, x_{j+1}]} gf \, d\mu_{\lambda_2} + \sum_{j=n-1}^{+\infty} r_j \int_{[y_j, y_{j+1}]} gf \, d\mu_{\lambda_2}.
\]
It follows from the Jensen inequality that
\[
\Psi \left( \frac{|\tilde{f}(x) - \tilde{f}(\xi)|}{e^{-en}} \right) \lesssim \sum_{j=n-1}^{+\infty} r_{n-1}^{-1} r_j \int_{[x_j, x_{j+1}]} \Psi(g_f) \, d\mu_{\lambda_2} + \sum_{j=n-1}^{+\infty} r_{n-1}^{-1} r_j \int_{[y_j, y_{j+1}]} \Psi(g_f) \, d\mu_{\lambda_2},
\]
since we have the estimate
\[r_{n-1} \approx e^{-en} \approx \sum_{j=n-1}^{+\infty} r_j.\]

By using the fact \( \Phi = \Psi^q \) and the Hölder inequality if \( q > 1 \) (if \( q = 1 \), the Hölder inequality is not needed), we get that
\[
\Phi \left( \frac{|\tilde{f}(x) - \tilde{f}(\xi)|}{e^{-en}} \right) = \Psi \left( \frac{|\tilde{f}(x) - \tilde{f}(\xi)|}{e^{-en}} \right)^q \lesssim r_{n-1}^{-q+\kappa q} \sum_{j=n-1}^{+\infty} r_j q^{-\beta/\epsilon - \kappa q} j^{-\lambda_2} \left( \int_{[x_j, x_{j+1}]} \Phi(g_f) \, d\mu_{\lambda_2} + \int_{[y_j, y_{j+1}]} \Phi(g_f) \, d\mu_{\lambda_2} \right).
\]

Since \( \nu(I) \approx \nu(\tilde{I}) \) and \( \tilde{I} \) is the parent of \( I \), it follows from Fubini's theorem that
\[
\sum_{I \in \mathcal{D}_n} \nu(I) \Phi \left( \frac{|\tilde{f}_I - \tilde{f}_{\tilde{I}}|}{e^{-en}} \right) \lesssim \int_{\partial X} r_{n-1}^{-q+\kappa q} \sum_{j=n-1}^{+\infty} r_j q^{-\beta/\epsilon - \kappa q} j^{-\lambda_2} \left( \int_{[x_j, x_{j+1}]} \Phi(g_f) \, d\mu_{\lambda_2} + \int_{[y_j, y_{j+1}]} \Phi(g_f) \, d\mu_{\lambda_2} \right) dx
\]
\[
= \int_{X \cap \{|x| \geq n-1\}} \Phi(g_f) r_{n-1}^{-q+\kappa q} \sum_{j=n-1}^{+\infty} r_j q^{-\beta/\epsilon - \kappa q} j^{-\lambda_2} \chi_{[x_j, x_{j+1}]}(x) \, d\nu(x) \, d\mu_{\lambda_2}(x).
\]

Note again that \( \chi_{[x_j, x_{j+1}]}(x) \) is nonzero only if \( j \leq |x| \leq j + 1 \) and \( x < \xi \). Recall \( E(x) = \{|x| \in \partial X : x < \xi\} \) and that \( j(x) \) is the largest integer such that \( j(x) \leq |x| \). Then \( \nu(E(x)) \approx r_{j(x)}^Q \). Hence (3.10) gives
\[
\sum_{I \in \mathcal{D}_n} \nu(I) \Phi \left( \frac{|\tilde{f}_I - \tilde{f}_{\tilde{I}}|}{e^{-en}} \right) \lesssim \int_{X \cap \{|x| \geq n-1\}} \Phi(g_f) r_{n-1}^{-q+\kappa q} r_j q^{-\beta/\epsilon - \kappa q} j^{-\lambda_2} \nu(E(x)) \, d\mu_{\lambda_2}(x)
\]
\[
\lesssim \int_{X \cap \{|x| \geq n-1\}} \Phi(g_f) r_{n-1}^{-q+\kappa q} r_j q^{-\beta/\epsilon - \kappa q + Q} j^{-\lambda_2} \, d\mu_{\lambda_2}(x).
\]

Since \( e^{-en} \approx r_{n-1} \), we conclude the estimate
\[
|\tilde{f}_I|_{\mathbf{L}^p_{\kappa_1, \lambda_2}(\partial X)} \lesssim \sum_{n=1}^{+\infty} r_{n-1}^{(1-\theta)p-q+\kappa q} \lambda_2 \int_{X \cap \{|x| \geq n-1\}} \Phi(g_f) r_{n-1}^{-q-\beta/\epsilon - \kappa q + Q} j^{-\lambda_2} \, d\mu_{\lambda_2}(x)
\]
\[
= \sum_{n=0}^{+\infty} r_n^{(1-\theta)p-q+\kappa q} (n + 1) \lambda_2 \sum_{j=n}^{+\infty} \Phi(g_f) r_j^{-q-\beta/\epsilon - \kappa q + Q} j^{-\lambda_2} \, d\mu_{\lambda_2}(x).
\]
= \sum_{j=0}^{+\infty} \int_{X \cap \{j \leq |x| < j+1\}} \Phi(g_f) r_j^{q-\beta \epsilon - \kappa q + Q j^{-\lambda_2}} d\mu_{\lambda_2}(x) \left( \sum_{n=0}^{j} r_n^{(1-\theta)p - q + \kappa q} (n+1)^{\lambda_2} \right).

Recall that \( r_n = 2e^{-\pi \epsilon / \epsilon} \) and

\[
(1 - \theta)p - q + \kappa q = \kappa q - (q - (\beta - \log K) / \epsilon) = \kappa q + \beta / \epsilon - q - \log K / \epsilon < 0.
\]

Hence we obtain that

\[
\sum_{n=0}^{j} r_n^{(1-\theta)p - q + \kappa q} (n+1)^{\lambda_2} \approx r_j^{\kappa q + \beta / \epsilon - q - Q j^{-\lambda_2}}.
\]

Therefore, our estimate above for the dyadic energy can be rewritten as

\[
|\tilde{f}|_{B^q_{\Phi}(\partial X, \lambda_2)} \lesssim \sum_{j=0}^{+\infty} \Phi(g_f) d\mu_{\lambda_2}(x) = \int_X \Phi(g_f) d\mu_{\lambda_2}(x).
\]

By an argument similar to the one that we used to prove (3.8) after getting (3.7), we have that

\[
\inf \left\{ k > 0 : |\tilde{f} / k|_{B^q_{\Phi}(\partial X, \lambda_2)} \leq 1 \right\} \lesssim \|g_f\|_{L^\lambda(X, \mu_{\lambda_2})},
\]

which together with (3.8) gives the norm estimate

\[
\|\tilde{f}\|_{B^q_{\Phi}(\partial X, \lambda_2)} \lesssim \|f\|_{H^{1, \Phi}(X, \mu_{\lambda_2})}.
\]

**Extension Part:** Fix \( u \in B^{q, \lambda_2}_{\Phi}(\partial X) \). Given \( x \in X \) with \(|x| = n \in \mathbb{N}\), set

\[
u(t) = \int_{I_x} u \, d\nu,
\]

where \( I_x \in \mathcal{I}_n \) is the set of all the points \( \xi \in \partial X \) such that the geodesic \([0, \xi]\) passes through \( x \).

Let \( y \) be a child of \( x \). Then \(|y| = n + 1\) and \( I_y \) is the mother of \( I_y \). We define \( \tilde{u} \) on the edge \([x, y]\) by setting

\[
\tilde{u}(t) = \frac{\tilde{u}(y) - \tilde{u}(x)}{d_X(x, y)} = \frac{\epsilon(u_y - u_x)}{(1 - e^{-\epsilon})e^{-\epsilon n}} = \frac{\epsilon(u_y - u_x)}{(1 - e^{-\epsilon})e^{-\epsilon n}}
\]

and

\[
\tilde{u}(t) = \tilde{u}(x) + g_{\tilde{u}}(t)d_X(x, t).
\]

By repeating this procedure for all edges, we obtain an extension \( \tilde{u} \) of \( u \). Then (3.1) and (3.11) imply that \( \text{Tr} \tilde{u}(\xi) = u(\xi) \) whenever \( \xi \in \partial X \) is a Lebesgue point of \( u \).

Simple integration shows that \(|g_{\tilde{u}}|\) is an upper gradient of \( \tilde{u} \). Clearly

\[
\tilde{u}(t) = \tilde{u}(x) + g_{\tilde{u}}(t)d_X(x, t).
\]
By summing over all the edges of $X$, we conclude that

$$
(3.14) \quad \int_X \Phi(\|g_u\|) \, d\mu_{\lambda_2} \approx \sum_{n=1}^{\infty} \sum_{I \in \mathcal{D}_n} e^{-\beta n \lambda_2} \Phi \left( \frac{\|u_I - u_{I_k}\|}{e^{-\epsilon n}} \right).
$$

We have that

$$
\nu(I) \approx e^{-\epsilon n Q}
$$

whenever $I \in \mathcal{D}_n$, which implies that

$$
(3.15) \quad e^{\epsilon n (\theta - 1)p} \nu(I) \approx e^{-\epsilon n ((\beta - \log K)/\epsilon + Q)} \approx e^{-\beta n}.
$$

The above estimates (3.14) and (3.15) give

$$
(3.16) \quad \int_X \Phi(\|g_u\|) \, d\mu_{\lambda_2} \approx \sum_{n=1}^{\infty} e^{\epsilon n (\theta - 1)p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I) \Phi \left( \frac{\|u_I - u_{I_k}\|}{e^{-\epsilon n}} \right) = \|u\|_{B_\Phi^{p,\lambda_2}(\partial X)}.
$$

Towards the $L^\Phi$-estimate of $\tilde{u}$, notice that

$$
(3.17) \quad |\tilde{u}(t)| \leq |\tilde{u}(x)| + |g_u| d_X(x, y) = |\tilde{u}(x)| + |\tilde{u}(y) - \tilde{u}(x)| \lesssim |u_{I_x}| + |u_{I_y}|
$$

for any $t \in [x, y]$. Since $\mu_{\lambda_2}([x, y]) \approx e^{-\beta n \lambda_2}$ and $\nu(I_x) \approx e^{-\epsilon n Q}$, this gives us

$$
\int_{[x, y]} \Phi(|\tilde{u}(t)|) \, d\mu_{\lambda_2} \lesssim \mu_{\lambda_2}([x, y]) \left( \Phi(|u_{I_x}|) + \Phi(|u_{I_y}|) \right) \lesssim e^{-\beta n + \epsilon n Q} n^{\lambda_2} \int_{I_x} \Phi(|u|) \, d\nu.
$$

By summing over all the edges of $X$, we arrive at

$$
\int_X \Phi(|\tilde{u}(t)|) \, d\mu_{\lambda_2} \lesssim \sum_{n=0}^{\infty} \sum_{I \in \mathcal{D}_n} e^{-\beta n + \epsilon n Q} n^{\lambda_2} \int_I \Phi(|u|) \, d\nu
$$

$$
= \sum_{n=0}^{\infty} e^{-\beta n + \epsilon n Q} n^{\lambda_2} \int_{\partial X} \Phi(|u|) \, d\nu.
$$

The sum of $e^{-\beta n + \epsilon n Q} n^{-\lambda_2}$ converges, because $\beta - \epsilon Q = \beta - \log K > 0$. It follows that

$$
(3.18) \quad \int_X \Phi(|\tilde{u}(t)|) \, d\mu_{\lambda_2} \lesssim \int_{\partial X} \Phi(|u|) \, d\nu.
$$

Applying the very same arguments that we used in proving (3.8) after getting (3.7) to (3.16) and (3.18), we finally arrive at the desired estimate

$$
\|\tilde{u}\|_{N^1, \Phi(X, \mu_{\lambda_2})} \lesssim \|u\|_{B_\Phi^{p,\lambda_2}(\partial X)}.
$$

\[\square\]
3.2 Proof of proposition 1.2

In this section, we always assume that $\Phi(t) = t^p \log^\lambda (e + t)$ with $p > 1, \lambda_1 \in \mathbb{R}$ or $p = 1, \lambda_1 \geq 0$.

**Lemma 3.1.** Let $\lambda, \lambda_1, \lambda_2 \in \mathbb{R}$. Assume that $\lambda_1 + \lambda_2 = \lambda$. For any $f \in L^1(\partial X)$, we have that $\|f\|_{L^p_{\Phi, \lambda_2}(\partial X)} < \infty$ is equivalent to $\|f\|_{L^p_{\Phi, \lambda_2}(\partial X)} < \infty$ whenever $0 < \theta < 1$.

**Proof.** When $\lambda_1 = 0$, then the result is obvious since $\|f\|_{L^p_{\Phi, \lambda}(\partial X)}^p = \|f\|_{L^p_{\Phi, \lambda_2}(\partial X)}^p$.

When $\lambda_1 > 0$, first we estimate the logarithmic term from above. Since $f \in L^1(\partial X)$, for any $I \in \mathcal{I}_n$, it follows from $\nu(I) \approx \nu(\tilde{I}) \approx e^{-n \log K}$ that

$$\log^\lambda \left( e + \frac{|f_I - \tilde{f}_I|}{e^{-cn}} \right) \leq \log^\lambda \left( e + \frac{|f_I| + |f_{\tilde{I}}|}{e^{-cn}} \right) \lesssim \log^\lambda \left( e + \frac{\|f\|_{L^1(\partial X)}}{e^{-(\epsilon + \log K)n}} \right) \leq C n^\lambda_1,$$

where $C = C(\|f\|_{L^1(\partial X)}, \lambda_1, \epsilon, K)$. Hence we can estimate $\|f\|_{L^p_{\Phi, \lambda_2}(\partial X)}$ as follows:

$$\|f\|_{L^p_{\Phi, \lambda_2}(\partial X)} = \sum_{n=1}^{\infty} e^{n \theta(n-1)} p_n \lambda_2 \sum_{I \in \mathcal{I}_n} \nu(I) \Phi \left( \frac{|g_I - g_{\tilde{I}}|}{e^{-cn}} \right)$$

$$= \sum_{n=1}^{\infty} e^{n \theta p_n} \lambda_2 \sum_{I \in \mathcal{I}_n} \nu(I) |f_I - \tilde{f}_I| p \log^\lambda \left( e + \frac{|f_I - \tilde{f}_I|}{e^{-cn}} \right)$$

$$\leq C \sum_{n=1}^{\infty} e^{n \theta p_n} \lambda_2 + \lambda_1 \sum_{I \in \mathcal{I}_n} \nu(I) |f_I - \tilde{f}_I|^p = C \|f\|_{L^p_{\Phi, \lambda_2}(\partial X)}^p,$$

where $C = C(\|f\|_{L^1(\partial X)}, \lambda_1, \epsilon, K)$.

In order to estimate the logarithmic term from below, for any $I \in \mathcal{I}_n$, we define

$$(3.19) \quad \chi(n, I) = \begin{cases} 1, & \text{if } |f_I - \tilde{f}_I| > e^{-cn \theta(n)} / 2 \\ 0, & \text{otherwise.} \end{cases}$$

Then we have that

$$\|f\|_{L^p_{\Phi, \lambda_2}(\partial X)}^p = \sum_{n=1}^{\infty} e^{n \theta p_n} \lambda \sum_{I \in \mathcal{I}_n} \nu(I) |f_I - \tilde{f}_I|^p$$

$$= \sum_{n=1}^{\infty} e^{n \theta p_n} \lambda \sum_{I \in \mathcal{I}_n} \nu(I) \chi(n, I) |f_I - \tilde{f}_I|^p$$

$$+ \sum_{n=1}^{\infty} e^{n \theta p_n} \lambda \sum_{I \in \mathcal{I}_n} \nu(I) (1 - \chi(n, I)) |f_I - \tilde{f}_I|^p$$

$$=: P_1 + P_2.$$

If $|f_I - \tilde{f}_I| > e^{-cn \theta(n)} / 2$, since $\theta < 1$ and $\lambda_1 > 0$, we obtain that

$$\log^\lambda \left( e + \frac{|f_I - \tilde{f}_I|}{e^{-cn}} \right) > \log^\lambda \left( e + e^{cn(1-\theta)/2} \right) \geq C n^\lambda_1,$$
where $C = C(\epsilon, \theta, \lambda_1)$. Hence we have the estimate

$$P_1 \leq C \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} |f_I - f_{\hat{I}}|^p \log^{\lambda_1} \left( e + \frac{|f_I - f_{\hat{I}}|}{e^{-\epsilon n}} \right) = C|f|_{B_{E_p}^{\theta, \lambda_2}(\partial X)}.$$  

For $P_2$, since $\sum_{I \in \mathcal{D}_n} \nu(I) \approx 1$, we have that

$$P_2 \leq \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I) e^{-\epsilon n p (\theta + 1)/2} \approx \sum_{n=1}^{\infty} e^{n \epsilon p (\theta - 1)/2} n^{\lambda} = C' < +\infty,$$

where $C' = C'(\theta, p, \lambda)$. Therefore, we obtain

$$\frac{1}{C} |f|_{B_{E_p}^{\theta, \lambda_2}(\partial X)} \leq \|f\|_{B_{E_p}^{\theta, \lambda}(\partial X)} = P_1 + P_2 \leq C|f|_{B_{E_p}^{\theta, \lambda_2}(\partial X)} + C'.$$

where $C$ and $C'$ are constants depending only on $\epsilon, \theta, \lambda_1, \lambda, p$ and $\|f\|_{L^1(\partial X)}$.

When $\lambda_1 < 0$, in order to estimate the logarithmic term from above, using definition (3.19), we obtain that

$$|f|_{B_{E_p}^{\theta, \lambda_2}(\partial X)} = \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I)|f_I - f_{\hat{I}}|^p \log^{\lambda_1} \left( e + \frac{|f_I - f_{\hat{I}}|}{e^{-\epsilon n}} \right)$$

$$= \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I) \chi(n, I)|f_I - f_{\hat{I}}|^p \log^{\lambda_1} \left( e + \frac{|f_I - f_{\hat{I}}|}{e^{-\epsilon n}} \right)$$

$$+ \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I)(1 - \chi(n, I))|f_I - f_{\hat{I}}|^p \log^{\lambda_1} \left( e + \frac{|f_I - f_{\hat{I}}|}{e^{-\epsilon n}} \right)$$

$$=: P_1' + P_2'.$$

If $|f_I - f_{\hat{I}}| > e^{-\epsilon n (\theta + 1)/2}$, since $\theta < 1$ and $\lambda_1 < 0$, we have that

$$\log^{\lambda_1} \left( e + \frac{|f_I - f_{\hat{I}}|}{e^{-\epsilon n}} \right) < \log^{\lambda_1} \left( e + e^{\epsilon n (1 - \theta)/2} \right) \leq C n^{\lambda_1},$$

where $C = C(\epsilon, \theta, \lambda_1)$. Hence we have the estimate

$$P_1' \leq C \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2 + \lambda_1} \sum_{I \in \mathcal{D}_n} \nu(I)|f_I - f_{\hat{I}}|^p = C\|f\|_{B_{E_p}^{\theta, \lambda}(\partial X)}.$$  

For $P_2'$, since $\log^{\lambda_1}(e + t) \leq 1$ for any $t \geq 0$ and $\sum_{I \in \mathcal{D}_n} \nu(I) \approx 1$, we obtain that

$$P_2' \leq \sum_{n=1}^{\infty} e^{n \theta p} n^{\lambda_2} \sum_{I \in \mathcal{D}_n} \nu(I) e^{-\epsilon n (\theta + 1)/2} = \sum_{n=1}^{\infty} e^{n \epsilon p (\theta - 1)/2} n^{\lambda_2} = C' < +\infty,$$

where $C' = C(\epsilon, \theta, \lambda_2)$.
Next, we estimate the logarithmic term from below. Since \( f \in L^1(\partial X) \) and \( \lambda_1 < 0 \), for any \( I \in \mathcal{G}_n \), it follows from \( \nu(I) \approx \nu(\hat{I}) \approx e^{-n \log K} \) that

\[
\log^{\lambda_1} \left( e + \frac{|f_I - f_{I|}|}{e^{-cn}} \right) \geq \log^{\lambda_1} \left( e + \frac{|f_I| + |f_{I|}|}{e^{-cn}} \right) \gtrsim \log^{\lambda_1} \left( e + \frac{\|f\|_{L^1(\partial X)}}{e^{-(\epsilon + \log K)n}} \right) \geq Cn^{\lambda_1},
\]

where \( C = C(\|f\|_{L^1(\partial X)}, \lambda_1, \epsilon, K) \). Now we get the estimate

\[
\|f\|^p_{\mathcal{B}^{\theta,p,\lambda}_p(\partial X)} = \sum_{n=1}^{\infty} e^{\epsilon n p n^{\lambda_2 + \lambda_1}} \sum_{I \in \mathcal{G}_n} \nu(I) |f_I - f_{I|}|^p
\]

\[
\leq C \sum_{n=1}^{\infty} e^{\epsilon n p n^{\lambda_2}} \sum_{I \in \mathcal{G}_n} \nu(I) |f_I - f_{I|}|^p \log^{\lambda_1} \left( e + \frac{|f_I - f_{I|}|}{e^{-cn}} \right)
\]

\[
= C |f|_{\mathcal{B}^{\theta,p,\lambda_2}_p(\partial X)}.
\]

Therefore, we obtain the estimate

\[
(3.21) \quad \frac{1}{C} \|f\|^p_{\mathcal{B}^{\theta,p,\lambda}_p(\partial X)} \leq |f|_{\mathcal{B}^{\theta,p,\lambda_2}_p(\partial X)} = P_1' + P_2' \leq C \|f\|^p_{\mathcal{B}^{\theta,p,\lambda}_p(\partial X)} + C',
\]

where \( C \) and \( C' \) are constants depending only on \( \epsilon, \theta, \lambda_1, \lambda_2 \) and \( \|f\|_{L^1(\partial X)} \).

Combining the inequalities (3.20) and (3.21) which are respect to \( \lambda_1 > 0 \) and \( \lambda_1 < 0 \) with the case \( \lambda_1 = 0 \), we obtain that \( \|f\|^p_{\mathcal{B}^{\theta,p,\lambda}_p(\partial X)} < +\infty \) is equivalent to \( |f|_{\mathcal{B}^{\theta,p,\lambda_2}_p(\partial X)} < +\infty \).

We need a result from functional analysis.

**Lemma 3.2** (Closed graph theorem). Let \( X, Y \) be Banach spaces and let \( T : X \to Y \) be a linear operator. Then \( T \) is continuous if and only if the graph \( \sum := \{(x, T(x)) : x \in X\} \) is closed in \( X \times Y \) with the product topology.

Let \( L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X) \) be the Banach space equipped with the norm

\[
\|f\|_{L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X)} := \|f\|_{L^p(\partial X)} + \|f\|_{\mathcal{B}^{\theta,p,\lambda}_p(\partial X)}.
\]

Using the same manner, we could define the space \( X \cap Y \) for any two spaces \( X \) and \( Y \).

**Corollary 3.3.** Let \( \lambda, \lambda_1, \lambda_2 \) and \( \Phi \) be as in Lemma 3.1. Then we have

\[
L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X) = \mathcal{B}^{\theta,p,\lambda_2}_p(\partial X)
\]

with equivalent norms.

**Proof.** It directly follows from Lemma 3.1 that \( L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X) \) and \( \mathcal{B}^{\theta,p,\lambda_2}_p(\partial X) \) are the same vector spaces. Next we use Lemma 3.2 (Closed graph theorem) to show that they are the same Banach spaces with equivalent norms.

Consider the identity map \( \text{Id} : L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X) \to \mathcal{B}^{\theta,p,\lambda_2}_p(\partial X) \), i.e., \( \text{Id} (x) = x \) for any \( x \in L^p(\partial X) \cap \mathcal{B}^{\theta,p,\lambda}_p(\partial X) \). Then the graph of \( \text{Id} \) is closed. Indeed, if \( (x_n, x_n) \) is a sequence
in this graph that converges to \((x, y)\) in \((L^\Phi(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)) \times (L^p(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X))\) with product topology, then \(x_n\) converges to \(x\) in \(\| \cdot \|_{L^\Phi(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)}\) norm and hence in \(L^\Phi(\partial X)\). In the same manner, \(x_n\) converges to \(y\) in \(\| \cdot \|_{L^\Phi(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)}\) and hence in \(L^\Phi(\partial X)\).

But the limits are unique in \(L^\Phi(\partial X)\), so \(x = y\).

Applying Lemma 3.2 (Closed graph theorem), we see that the map \(\text{Id}\) is continuous from \(L^\Phi(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)\) to \(\mathcal{B}^{\theta, \lambda}_p(\partial X)\); similarly for the inverse. Thus the norms \(\| \cdot \|_{L^\Phi(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)}\) and \(\| \cdot \|_{\mathcal{B}^{\theta, \lambda}_p(\partial X)}\) are equivalent and the claim follows.

There is a slightly difference between the results in Corollary 3.3 and Proposition 1.2, since \(\mathcal{B}^{\theta, \lambda}_p(\partial X) = L^p(\partial X) \cap \mathcal{B}^{\theta, \lambda}_p(\partial X)\). To get Proposition 1.2 from Corollary 3.3, we need some estimates between the \(L^p\)-norm and \(L^\Phi\)-norm. Since \(\nu(\partial X) = 1\), we have the following lemma, see [27, Theorem 3.17.1 and Theorem 3.17.5].

**Lemma 3.4.** Let \(\Phi_1, \Phi_2\) be two Young functions. If \(\Phi_2 < \Phi_1\), then

\[
\|u\|_{L^{\Phi_2}(\partial X)} \lesssim \|u\|_{L^{\Phi_1}(\partial X)}
\]

for all \(u \in L^{\Phi_1}(\partial X)\).

By the relation (2.3), for any \(\delta > 0\), we have

\[
\|u\|_{L^{max(p-\delta,1)}(\partial X)} \lesssim \|u\|_{L^{\Phi}(\partial X)} \lesssim \|u\|_{L^{p+\delta}(\partial X)}
\]

for all \(u \in L^{p+\delta}(\partial X)\).

Recall that \(\nu(\partial X) = 1\) and \(\text{diam}(\partial X) \approx 1\). Since \(\partial X\) is Ahlfors \(Q\)-regular where \(Q = \frac{\log K}{\log \epsilon}\), we obtain the following lemma immediately from [22, Theorem 4.2].

**Lemma 3.5.** Let \(0 < s < 1\) and \(p \geq 1\). Let \(u \in \tilde{N}_{p,p}^s(\partial X)\). If \(0 < sp < Q = \frac{\log K}{\log \epsilon}\), then \(u \in L^{p^*}(\partial X)\), \(p^* = \frac{Qp}{Q - sp}\) and

\[
\inf_{c \in \mathbb{R}} \left( \int_{\partial X} |u - c|^{p^*} d\nu \right)^{1/p^*} \lesssim \|u\|_{\tilde{N}_{p,p}^s(\partial X)}
\]

**Proof of Proposition 1.2.** Let \(s = \min\left(\frac{Q}{2}, \frac{Q}{2p}\right)\), where \(Q = \frac{\log K}{\log \epsilon}\). Let \(p^* = \frac{Qp}{Q - sp}\) and \(\delta = p^* - p\). It follows from the definitions of our Besov-type spaces and Proposition 2.7 that

\[
\mathcal{B}^{\theta, \lambda}_p(\partial X) \subset \tilde{B}^{\theta, \lambda}_p(\partial X) = \tilde{N}_{p,p}^s(\partial X).
\]

By Lemma 3.5 and triangle inequality, we obtain that

\[
\left( \int_{\partial X} |u - u_{\partial X}|^{p^*} d\nu \right)^{1/p^*} \leq 2 \inf_{c \in \mathbb{R}} \left( \int_{\partial X} |u - c|^{p^*} d\nu \right)^{1/p^*} \lesssim \|u\|_{\tilde{N}_{p,p}^s(\partial X)} \lesssim \|u\|_{\mathcal{B}^{\theta, \lambda}_p(\partial X)},
\]

for any \(u \in \mathcal{B}^{\theta, \lambda}_p(\partial X)\), where \(u_{\partial X} = \int_{\partial X} u d\nu\). Since \(|u| \leq |u - u_{\partial X}| + |u_{\partial X}|\) and \(\nu(\partial X) = 1\), it follows from the Minkowski inequality that

\[
\|u\|_{L^{p^*}(\partial X)} \leq \|u - u_{\partial X}\|_{L^{p^*}(\partial X)} + \|u_{\partial X}\|_{L^{p^*}(\partial X)}.
\]
\[
= \left( \int_{\partial X} |u - u_{\partial X}|^{p^*} \, d\nu \right)^{1/p^*} + \left| \int_{\partial X} u \, d\nu \right|
\lesssim \|u\|_{L^1(\partial X)} + \|u\|_{\dot{B}^0_{\theta,\lambda}(\partial X)},
\]
for any \( u \in \dot{B}^0_{\theta,\lambda}(\partial X) \). Since \( \| \cdot \|_{L^1(\partial X)} \leq \| \cdot \|_{L^p(\partial X)} \leq \| \cdot \|_{L^{p^*}(\partial X)} \) is trivial, we have that
\[
L^1(\partial X) \cap \dot{B}^0_{\theta,\lambda}(\partial X) = B^0_{\theta,\lambda}(\partial X) = \dot{B}^0_{\theta,\lambda}(\partial X).
\]
Recall the relation (3.22) and \( \delta = p^* - p \). Hence we have that
\[
\| \cdot \|_{L^1(\partial X)} \lesssim \| \cdot \|_{L^\Phi(\partial X)} \lesssim \| \cdot \|_{L^{p^*}(\partial X)}.
\]
Thus,
\[
\dot{B}^0_{\theta,\lambda}(\partial X) = L^\Phi(\partial X) \cap \dot{B}^0_{\theta,\lambda}(\partial X).
\]
Combining with Corollary 3.3, i.e.,
\[
L^\Phi(\partial X) \cap \dot{B}^0_{\theta,\lambda}(\partial X) = L^\Phi(\partial X) \cap \dot{B}^0_{\theta,2\lambda}(\partial X) = \dot{B}^0_{\theta,2\lambda}(\partial X),
\]
we finally arrive at
\[
\dot{B}^0_{\theta,\lambda}(\partial X) = \dot{B}^0_{\theta,\lambda}(\partial X).
\]
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