Charge Trapping at the Step Edges of TiO$_2$ Anatase (101)**
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Abstract: A combination of photoemission, atomic force, and scanning tunneling microscopy/spectroscopy measurements shows that excess electrons in the TiO$_2$ anatase (101) surface are trapped at step edges. Consequently, steps act as preferred adsorption sites for O$_2$. In density functional theory calculations electrons localize at clean step edges, this tendency is enhanced by O vacancies and hydroxylation. The results show the importance of defects for the wide-ranging applications of titania.

TiO$_2$ is used extensively in photocatalysis[1–2] and photo-electrochemical (Grätzel) solar cells[3] and has promising properties for several other fields[4,5]. The material exists in two technologically important forms, rutile and anatase. While the fundamental surface properties of the stable rutile phase are well-understood,[6,7] less is known about the metastable anatase, which is used in most TiO$_2$ applications.

The behavior of excess electrons introduced into the material is a key issue in its applications. Electrons can be added by doping (oxygen vacancies (V$_{O}$)), Ti interstitials (T$_{i}$), terminal hydroxy groups, impurities,[6,8] or UV light. These electrons can be trapped in the crystal lattice, forming a quasiparticle called the small polaron,[9] in essence a Ti$^{3+}$ ion along with its surrounding lattice distortions. Transfer of electrons to adsorbed molecules is an elementary step in reduction and oxidation reactions. As a consequence, the charge-trapping centers, which accumulate excess electrons, often act as preferred sites for adsorption[1,6,10] and chemical reactions. Electron trapping in a perfect anatase lattice is not favorable—neither in the bulk, nor on the (101) surface.[11] This is in stark contrast to the rutile (110) surface, which allows self-trapping of electrons at any step or surfactant Ti atom.[12–14] In anatase, trapping can only occur at defects; herein we investigate the location of these trapped electrons.

Even though small polaron formation at the anatase (101) surface was previously excluded,[11] photoemission data always show a significant gap state approximately 1 eV below the Fermi level ($E_F$), characteristic of a trapped electron.[15] Anatase (101) surfaces prepared under ultra-high vacuum (UHV) conditions do not contain surface V$_{O}$[16] or other visible point defects, thus the origin of this state deserves a deeper analysis. We note that the (001) plane of anatase does not show the 1 eV gap state in photoemission[15] and a delocalized, “large polaron” (manifested by a peak at ca. 40 meV below $E_F$ in photoemission) was reported.[17] Herein we use a combination of spatially resolved experimental techniques (STM, scanning tunneling spectroscopy (STS)) and theoretical calculations (DFT) to resolve this issue. We show that the trapped electrons are located exclusively at the step edges of the anatase (101) surface. Importantly, the steps activate the surface for O$_2$ adsorption.

Figure 1a shows photoemission (PE) spectra of the anatase (101) surface. No intensity is expected in the bandgap region (0–3 eV below $E_F$). Instead a gap state is observed at a binding energy of (–1.0 ± 0.2) eV, similar to previous data.[15] The pronounced tail behind this peak is unusual; it is not observed in photoemission of rutile (110). We will show that this tail does not stem from a background of inelastically...
scattered photoelectrons, but is characteristic for electrons trapped at steps.

Even though as-prepared anatase (101) surfaces do not contain surface $V_{\text{Os}}$,[16,19] these can be created by the photon beam and thus the possibility of beam damage needs to be taken into account. Figure 1a displays PE spectra after various irradiation times, ranging from 40 to 520 s. The inset in Figure 1a shows the difference between the first curve (40 s irradiation) and the curves after longer irradiation times. The evolution of the state in the difference spectra represents the signal coming from the beam-induced defects (likely surface $V_{\text{Os}}$). Note that the tail at higher binding energies is suppressed in these spectra. From this analysis we conclude that the initial gap state in Figure 1a (40 s) is too intense to be solely due to the beam damage; it must have a different origin.

To determine the spatial distribution of the gap state we investigated the surface with STM and STS, see Figure 1b,c. At negative bias voltages (filled states), the anatase surface has a very small local density of states (LDOS), as expected.[31] The situation is different when spectra are taken close to steps, however. Three different step types, termed A, B, and C as in a previous study,[18] appear on the anatase (101) surface; the difference in their formation energies results in terraces with a characteristic, trapezoidal shape (Figure 1b). STS spectra (Figure 1c) taken close to these steps show a significant LDOS within the band gap. The peaks have a maximum at approximately 1 eV below $E_F$ and a strong tail deeper in the band gap, very similar to the initial photoemission spectrum (Figure 1a, 40 s). STS shows the gap state directly at, as well as up to two lattice constants away from the step edge, at both, the upper and lower terrace. Spectra measured at various positions along the step edge are similar (see Figure S1 in the Supporting Information); the LDOS is homogeneous along the step. For comparison, we include an STS spectrum from an—artificially created[11,19,20]—surface $V_{\text{Os}}$ on anatase (101), see the dashed line in Figure 1c. We note a much more pronounced peak, similar to the ($V_{\text{Os}}$-derived) difference spectra in the inset of Figure 1a. The LDOS is highest at the C-type step. Step B, which can be viewed as a small stripe of a (100) plane shows an intermediate electron density.[18] Step A shows a low intensity; this step is polar and possibly reconstructed.

In constant height STM mode it is possible to image the filled DOS on flat anatase (101) terraces,[17] albeit not close to step edges where a feedback loop is needed to maintain the tip–sample distance. The tunneling-current-based feedback loop fails in filled states because the anatase (101) terraces have negligible LDOS in the band gap. Instead we resort to non-contact atomic force microscopy (nc-AFM), which allows the simultaneous measurement of force and tunneling current (Figure 2). The measured force (more precisely, the frequency shift) is used to maintain the tip–sample distance. The corresponding topography image is shown in the inset of Figure 2. The sample was biased negatively (−1.5 V), thus the tunneling current shows the distribution of filled states. The current is below the detection limit at the terraces, and, apart from a few defects, the LDOS is strictly localized at the steps. The STS spectra in Figure 1c are relevant for quantifying the intensity of the filled LDOS, while Figure 2 shows its spatial distribution.

We use $O_2$ adsorption to illustrate how the step edges affect the chemical reactivity of anatase. $O_2$ is an electron scavenger and can chemisorb on TiO$_2$ only after accepting an extra electron from the surface.[1,21] Figure 3a,b show large-scale STM images of anatase (101) after $O_2$ exposure. The lighter features at the terraces are due to different forms of adsorbed $O_2$.[20] The STM contrast at step edges undergoes a significant change even after small $O_2$ exposure (Figure 3b). On the clean surface, the step edges always appear slightly brighter than the terraces, (Figure 1b). After dosing with $O_2$, the steps become darker, which we attribute to upwards band bending caused by accumulation of negative charge.[22]

To evaluate whether the charge trapping is an intrinsic property of the step (for example, whether a structurally perfect and clean step allows self-trapping of electrons excited by UV light) we employed DFT calculations. We took the C-type step as a model, as this step exhibits the strongest gap state in STS. When an excess electron was added to a (145)-oriented vicinal slab, electron localization at the step was slightly favored compared to a delocalized situation (polaronic energy[11,12,23] ca. 46 meV, for details see the Supporting Information). This value seems rather low but it is well in-line with polaron formation energies calculated for rutile.[31] One should further consider that the steps contain kinks and other defects (see Figure S3), which locally increase the lattice flexibility and, in turn, further support polaron formation.

In our calculations, we also considered the presence of oxygen vacancies ($V_{\text{Os}}$) and hydroxy groups at the steps. As detailed in the Supporting Information, both species are energetically possible at the steps and both provide electrons that trap at neighboring Ti sites. The presence of donors at the
steps is further indicated by the experimental data: steps of a clean surface appear bright for empty-states in STM images (see Figure 1b). For n-type semiconductors, this observation indicates the presence of donors. For electrostatic reasons, it is likely that the electrons trapped at anatase steps originate mainly from the donors at the steps, although trapping of electrons from other sites, for example, donors in the bulk, is also energetically possible as discussed above.

In summary, we have shown that, on the (101) surface of anatase, step edges are donors. This situation makes the steps preferential adsorption sites for acceptor molecules and, possibly, reactive centers for (photo-)catalytic reactions. Our results point to the great importance of step edges for TiO2. Steps and line defects of catalytic materials, such as rutile TiO2, CeO2, or MgO have been the focus of interest and increased activities have been reported for certain reactions. The importance of the anatase steps is special owing to the fact that charge trapping is not favorable on anatase (101) terraces and that the dominant (101) plane is relatively inert.
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