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Abstract

We present an approach to evaluate argument search techniques in view of their use in argumentative dialogue systems by assessing quality aspects of the retrieved arguments. To this end, we introduce a dialogue system that presents arguments by means of a virtual avatar and synthetic speech to users and allows them to rate the presented content in four different categories (Interesting, Convincing, Comprehensible, Related). The approach is applied in a user study in order to compare two states of the art argument search engines to each other and with a system based on web search. The results show a significant advantage of the two search engines over the baseline. Moreover, the two search engines show significant advantages over each other in different categories, thereby reflecting strengths and weaknesses of the different underlying techniques.
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1. Introduction

Computational argumentation and related applications have gained a lot of interest recently, with the most prominent example being the IBM Project Debate¹ engaging in live debate with a human. Argumentative dialogue systems and chatbots are applications concerned with tasks that require the exchange of arguments as, for example, persuasion (Chalaguine et al., 2019), discussing controversial topics (Rakshit et al., 2019) or responding to customer reports (Galitsky, 2019). In order to address these tasks, the systems depend on knowledge about existing arguments regarding the discussed topic. Most systems so far operate on a carefully but also strictly designed database of arguments that perfectly matches their requirements. However, in order to increase their flexibility in view of the range of discussed topics, automatized and topic independent approaches to acquire arguments are required. Argument search engines (Ajjour et al., 2019) on the other hand have recently emerged from the field of argument mining (Lippi and Torroni, 2016) and provide users with a ranked list of arguments corresponding to a given search query. Hence, they are of particular interest for argumentative dialogue systems as they allow to search a wide variety of sources for arguments and are not restricted to specific topics. However, in order to utilize argument search techniques for argumentative dialogue systems, certain quality standards for the retrieved arguments are crucial.

Within this work we investigate these quality aspects by means of an argumentative dialogue system that evaluates arguments retrieved by different search approaches directly in the interaction with users. This is realized by allowing the user to give specific ratings in the categories Interesting, Convincing, Comprehensible and Related as direct feedback to each system utterance. In order to ensure a setting that is representative for dialogue system applications, the arguments are presented by means of a virtual avatar and synthetic speech. The approach is motivated by the difficulty of argument quality assessment from a purely logical perspective (Habernal and Gurevych, 2016b; Wachsmuth et al., 2017a) as well as the common approach to evaluate dialogue systems from the user perspective (Dehnu et al., 2019). Especially the subjective nature of our addressed application scenarios (and argumentation itself) and the effects of system modalities (virtual avatar and synthetic speech) in the present scenario render approaches that do not explicitly consider the user perception impractical.

We apply our system in a user study in order to compare two states of the art argument search engines, namely ArgumentText (Stab et al., 2018a) and args.me (Wachsmuth et al., 2017c), to each other. In addition, we introduce an argument retrieval system based on conventional web search to provide a suitable baseline. In order to exclude topic dependencies, the comparison is done over three different controversial topics. The results show significant differences between the investigated approaches for three of the four categories and both search engines outperform the baseline in one category. In addition, both search engines outperform each other in a different category, thereby reflecting the different strengths and drawbacks of the underlying technological approaches. The main contributions of this paper can hence be summarized as follows:

- Providing a general evaluation setup for the comparison of argument retrieval systems in view of their suitability for dialogue system applications.
- A comparison of two states of the art argument search approaches and a baseline approach in an extensive user study by means of the proposed evaluation setup.
The remainder of this paper is as follows: We discuss related work from the field of dialogue system evaluation and argument quality in Section 2, and introduce the utilized evaluation criteria in Section 3. Section 4 includes a discussion of existing argument search engines with an emphasis on the approaches utilized in this work. Section 5 provides an overview over the architecture of the proposed evaluation system, whereas Section 6 covers the experiment and results. The discussion of the results is included in Section 7, followed by a conclusion and an outlook on future work in Section 8.

2. Related Work

In this section, we discuss related work from the fields of dialogue system evaluation and argument quality assessment. For dialogue systems, different general evaluation approaches exist based on the different types of system (De Rui et al., 2019). For task oriented systems, which are the most relevant in view of argumentation, the task success rate, i.e. the rate at which a system successfully carries out the assigned function is a common evaluation criterion (Schatzmann et al., 2007; Larochelle et al., 2011). It was combined with a measure of the dialogue cost and the subjective satisfaction of the user with the interaction in the PARADISE framework (Walker et al., 1997; Walker et al., 2000) in order to enable comparisons of different systems. In addition, Ultes et al. (2013) introduced the Interaction Quality as an expert rating based approach to model user satisfaction.

Since argumentation is a comparatively new domain for dialogue systems, assessment of argumentative systems is currently done in a very system specific way: The Project Debater introduced by IBM was evaluated by engaging with a human in a live debate. The outcome was determined by a comparison of the audience’s stance before and after the debate, showing an advantage of the human debater over Project Debater. Rosenfeld and Kraus (2016) evaluated the persuasive effect of their introduced persuasive agent in a user study with an argument structure specifically collected for this task. In addition, the system introduced by Yuan et al. (2008) was evaluated in an expert evaluation (Yuan, 2004) and a user study (Evarsson, 2006). The effect of different types of arguments presented by an argumentative chat bot were investigated in the behaviour change domain and also by means of a user study by Chaguine et al. (2019), showing that arguments that address the concerns of the user were preferred over others. The assessment from a technical perspective was considered by Rakshit et al. (2019), where a comparison of response times for the different underlying techniques was utilized as evaluation criteria. Moreover, a retrieval-based approach and a generative approach to generate the system response were discussed (Le et al., 2018) and separately evaluated on established metrics for the underlying technological task.

Finally, Sakai et al. (2018) and Rach et al. (2019) evaluated argument structures acquired specifically for the use in dialogue systems also by means of user studies. However, the evaluation in these cases is focused on specific systems and/or data and the effect of different acquisition techniques as desired in the present work was therefore not included. In order to provide a detailed evaluation that is not tailored to one specific task, we combine the generalized approach of task success rate as evaluation criterion with aspects related to the field of argument quality assessment.

As for computational argumentation, Wachsmuth et al. (2017b) presented a unified taxonomy for the theoretical assessment of argument quality in different sources and for different argument granularities. They divide argument quality in the broad categories of logical, rhetorical and dialectical quality and introduce 15 fine-grained sub-dimensions as well as a corpus annotated with these dimensions. Habernal and Gurevych (2016a) introduced an approach to assess the convincingness of arguments in which arguments were rated in direct comparison to each other in a crowd-sourcing experiment. The correlations between the theoretical and the crowd-sourcing based approach were also investigated (Wachsmuth et al., 2017a) and a corpus for the comparison of the convincingness of evidences was introduced (Gleize et al., 2019). The overall quality of single arguments as well as argument pairs was discussed by Toledo et al. (2019) together with automated approaches for argument ranking and argument-pair classification. Finally, Potthast et al. (2019) utilized expert ratings of the above mentioned categories logical, rhetorical and dialectical quality to assess different retrieval approaches for argument search in combination with the information retrieval notion of relevance. To the best of our knowledge, no studies have been carried out which explicitly focus on argument quality assessment in the context of dialogue systems.

3. Evaluation Criteria

As a first step in developing the actual evaluation setup, we introduce the criteria utilized throughout the evaluation process to assess the presented arguments. Their definition is driven by the goal of providing a set of evaluation dimensions suitable for an assessment during the interaction as well as being general enough to provide valuable insights for the application of the compared approaches in argumentative dialogue systems. Therefore, we introduce four categories that cover the following quality aspects:

a) The structural properties of the arguments that are influenced by the different technological approaches (i.e. identification of arguments and stance) of the search engines.

b) The suitability of the retrieved arguments for the different tasks of an argumentative system.

In order to address aspect a), we rely on dimensions of argument quality that are strongly influenced by the technological differences between the search engines. For aspect b), we start from the general notion of task success as a common approach to assess task oriented dialogue systems. Since the success of an argumentative dialogue system depends on the individual user and is therefore hard to measure objectively, we identify properties of the retrieved arguments that facilitate the completion of possible tasks
and assess them in separate categories. The following subsections provide a detailed discussion of both aspects and include the notion of the categories utilized within our system. Throughout this work, we denote a single search result from an argument search engine as argument and its polarity in view of the overall topic as stance (support/PRO or attack/CON).

3.1. Argument Quality Related Criteria

Following the work of Wachsmuth et al. (2017b), overall argument quality includes the three dimensions of logical, rhetorical, and dialectical quality. Logical quality is related to the structure of an argument, i.e., the question if an argument is logically sound. Rhetorical quality is reflected in the persuasive effect of an argument and hence also depends on aspects like the presentation of the argument and the credibility of the person presenting it. Lastly, dialectical quality is related to the contribution of an argument to the overall resolution of an issue or different opinions on a topic.

The task of an argument retrieval system includes the mining of arguments from relevant sources as well as the recognition of the respective stance (Ajjour et al., 2019). Errors result in a system output that is not perceived as argumentative, not related to the topic or presented with the wrong relation to the topic, which is all part of the logical quality dimension. In order to distinguish between the different errors, we assess the logical quality of the retrieved arguments with the two evaluation categories Comprehensible (Does the argument make sense by itself?) and Related (Is the presented argument related to the topic and is the presented relation correct?). The first one is binary, whereas the second one allows a choice among one positive and two negative options (related, not related, wrong relation) in order to enable a distinction between the different errors that can occur.

3.2. Task Related Criteria

The task success rate is a common evaluation criterion for task oriented dialogue systems (Deriu et al., 2019) and measures to which extent and how often a system provides correct information/responses to user requests. However, in contrast to conventional setups (like providing information in the restaurant domain (Schatzmann et al., 2007)), the system output of an argumentative dialogue system cannot clearly be divided into right and wrong responses. Nevertheless, the capability of a dialogue system to solve an argumentative task depends on whether it is able to select suitable arguments and hence on the output of the respective retrieval system. Based on the types of argumentative dialogue (Reed and Norman, 2003), the different tasks of argumentative dialogue systems can be broadly divided into competitive and cooperative tasks.

In competitive tasks like persuasion or negotiation, the overall goal is to convince the opposite site of for example a certain point of view (persuasion) or to accept a specific offer (negotiation). Consequently, the relevant property of the utilized arguments is their overall likeliness to convince the opponent, in short their convincingness. The respective evaluation category in our setup is hence Convincing (Does the argument convince me?) for competitive setups. Cooperative setups (for example deliberation) on the other hand aim for a mutual solution of an issue by exchanging arguments that contribute to this task. In contrast to competitive setups, the goal of the involved parties is not to convince the other participants of a certain point of view but to find the best common ground. Therefore, the suitability of an argument for these tasks depends on its ability to contribute to this solution. However, in an argumentative application, this common ground should satisfy the user’s needs and hence depends the user perspective on the presented arguments. Consequently, we condensate this property in the question if an argument is interesting for the user in view of the discussed topic and assess it by means of a category with the same name.

It should be noted that both of these categories are also related to argument quality: the convincingness of an argument is an aspect of rhetorical quality whereas Interesting reflects the user’s personal view on the overall relevance of an argument and is hence related to dialectical quality. Nevertheless, each category only covers a part of the respective quality dimension, as both dimensions can be further influenced by other modules of the argumentative dialogue system (behavior of the avatar, natural language generation). As the focus of this work is on the evaluation of different retrieval systems, we do not explicitly evaluate different approaches for these modules and consequently focus on the above discussed aspects instead of the complete quality dimension.

4. Argument Search Approaches

In the next step, we discuss the argument search approaches that are compared throughout this work. In order to be included into the evaluation, the respective search engine has to meet the following two requirements: It has to be accessible by an API and provide information about the stance of the retrieved arguments. The first requirement is necessary for the technical applicability of the search engine within argumentative applications whereas the second requirement is motivated by the need for stance information in the majority of the desired tasks of an argumentative system.

The aim of an argument search engine is to retrieve a ranked list of arguments related to a given search query. Different systems introduced so far follow different paradigms in order to accomplish this goal (Ajjour et al., 2019) and include the IBM Project Debater (Levy et al., 2018), TARGER (Chernodub et al., 2019), PerspectroScope (Chen et al., 2019), args.me (Wachsmuth et al., 2017c) and ArgumentText (Stab et al., 2018a). Out of this list, only ArgumentText, args.me and TARGER provide an API to access retrieved arguments and only the first two also include information about their stance. Consequently, we focus our evaluation on these two and discuss the underlying approaches in detail in the following subsections. In addition, we propose a novel system utilizing a conventional web search approach in order to generate baseline results for the evaluation.
Countries that have implemented strict gun control laws have been able to reduce the incidence of gun death.

| Argument                      | Confidence |
|-------------------------------|------------|
| pro                            | $c_a = 0.999$, $c_s = 0.997$ |

Table 2: Exemplary search result of ArgumenText for the search query gun control, including all information utilized throughout this work (argument, stance, confidence scores).

4.2. ArgumenText

The ArgumenText search engine (Stab et al., 2018a) extracts sentential arguments (Stab et al., 2018b) on arbitrary topics. To that end, it retrieves relevant documents from a large web crawl (CommonCrawl), and detects for each sentence extracted from the most relevant documents whether it constitutes a supporting or opposing argument with regard to the query (i.e. topic under consideration), or no argument at all. The underlying algorithm uses an attention-based neural network as described in Stab et al. (2018b), trained on annotated sentences from web documents for more than 40 topics. ArgumenText has been shown to yield a coverage of almost 90% compared to expert-curated collections of arguments on given controversial topics (Stab et al., 2018a). While the system’s drawback is its lower precision compared to expert annotations (argument and stance detection), it can detect arguments on virtually any topic of interest and it retrieves content from many different sources. For a given search query, the API returns a list of arguments and their corresponding stances. In addition, confidence scores of both argument ($c_a$) and stance ($c_s$) detection are provided for each argument. Throughout this work, we compute the overall confidence as $c = c_a \times c_s$ and rank the retrieved arguments according to this score in order to equally take into account both aspects of the search. Table 2 shows an exemplary search result including the utilized information.

4.3. Baseline

In order to compare the discussed argument search approaches to a suitable baseline, we introduce an architecture that utilizes the results of a conventional web search in order to find web pages that contain arguments related to the search query. To ensure reproducible results, we employ the chatnoir search engine (Bevendorff et al., 2018) on CommonCrawl data with the search query arguments <TOPIC>. The text blocks of the websites with the highest ranking for each topic are then searched for sentences that contain topic specific key words. The list of key words consists of sub strings of the topic (for example nuclear and energy) as well as a WordNet synonym either of the complete search query or (if none was found) the sub strings. The final arguments are then sampled from this list with a fixed random seed, also

---

Table 1: Exemplary search result of args.me for the search query marriage, including all information utilized throughout this work (premises, stance, conclusion).

| Information | System Return |
|-------------|---------------|
| Premises    | If marriage’s main function is to protect against bereavement and divorce then it is essentially protecting against harms that it itself brings. Without marriage, bereavement and divorce would cease to be as serious harms as they currently are. |
| Stance      | con           |
| Conclusion  | Marriage represents a legal bond which protects both parties in a relationship. |

---

2Material reproduced from www.idebate.org with the permission of the International Debating Education Association. Copyright ©2005 International Debate Education Association. All Rights Reserved

3http://commoncrawl.org/

4https://guncontrolfacts.org/category/gun-control-pros-and-cons/
to ensure reproducibility.

In order to determine the stance of the retrieved argument, we train a classifier on the IBM stance classification data \(\text{[Bar-Haim et al., 2017]}\). The corpus consists of 2394 claims annotated with an overall sentiment label \(s_c \in \{1, -1\}\), the stance towards the related topic and a sentiment label for the topic \(s_t \in \{1, -1\}\). Similar to the baseline approaches in the original work, we train a model to estimate the sentiment of each claim and assume that the target towards which the estimated sentiment is expressed is consistent with the target of the topic. The corresponding stance can then be derived as \(s_c \times s_t\).

Our approach utilizes a pre-trained BERT \(\text{[Devlin et al., 2019]}\) model\(^5\) to get sentence embeddings for all claims in the corpus which are then used as feature vectors for a support vector machine (SVM) classification. The parameters of the SVM are optimized in a systematic grid search in order to match the specific task. The performance of our model is evaluated by averaging the results for five different random train/test splittings of the data with the same characteristics provided in the original work (training: 25 topics and 1039 claims, test: 30 topics and 1355 claims). Since the overall system requires an estimate of the stance for all retrieved arguments, we do not consider different coverage rates (as in the original work) and only investigate predictions on the complete test set, independently of the confidence of the classifier. For the sentiment classification, we report an average accuracy of 0.80 and an F1 score of 0.77. The final stance classification results in an average accuracy of 0.68 (F1 = 0.70), which clearly outperforms the baseline approaches in the original work, we train a model to estimate the sentiment of each claim and assume that the target towards which the estimated sentiment is expressed is consistent with the target of the topic. The corresponding stance can then be derived as \(s_c \times s_t\).

5. System

The final component of the complete evaluation setup is a dialogue system that allows users to apply the evaluation criteria discussed throughout Section 3 in an intuitive way and during the ongoing interaction. The system utilized within this work was designed specifically for this task and allows the user to select his or her ratings as a direct response to the system utterance. The rating for each category can be given once for each argument and cannot be changed. In addition, the user is able to start the conversation, request the next argument, go to the previous one and repeat the latest utterance that includes an argument. If requested, the system selects the next argument randomly from the pool of available ones but each argument can occur only once during the interaction. It is important to note that the system requirements in view of the utilized arguments are as liberal as possible in order to enable the comparison of multiple different search approaches. The only information that has to be provided is the content of the argument as well as a notion of the respective stance towards the main topic. The overall interaction is stopped by the system after a fixed time in order to ensure the same conditions for each user.

6. Experiment and Results

We applied the complete evaluation setup in a user study with 19 participants at the Nara Institute of Science and

\(^5\)Within this work, we utilize the base model, available at https://github.com/hanxiao/bert-as-service

\(^6\)https://www.charamel.com/competence/avatare

\(^7\)https://docs.aws.amazon.com/polly/latest/dg/voicelist.html
Table 3: Dialogue transcript for the topic *Veganism*, including excerpts of the introduction and the closing statement, three arguments and the corresponding exemplary user ratings.

| System Utterance | Ratings |
|------------------|---------|
| Intro            | [...] The topic I want to discuss first is: *Veganism is good.* | - |
| Arg₁             | In contradiction to my initiating claim I found the following opinion: *Eating animals is in our nature, therefore it cannot be wrong.* | interesting not convincing comprehensible related |
| Arg₂             | Okay, let’s continue with a new aspect. The next argument is a supporting one. The content is: *There is a nice vegan restaurant, just around the corner.* | not interesting not convincing comprehensible not related |
| Arg₃             | All right, let me see what else I found. Next in line is a support argument with the following content: *A key motivation for veganism is to prevent the exploitation of animals.* | interesting convincing comprehensible related |
| End              | Thank you for your ratings. Unfortunately, we reached the time limit for this topic. [...] | - |

During the interaction phase, participants only interacted with the system and were not allowed to ask additional questions. Each participant listened to arguments for the topics *nuclear energy*, *self-driving cars* and *animal testing* retrieved with one of the three compared argument search approaches. In order to investigate the agreement between participants, a fourth topic (*death penalty*) was added. The pool of arguments for this topic was the same for each participant and included the top 8 arguments retrieved with both args.me and ArgumenText. For each of the four topics, the system stopped the interaction after a fixed time of five minutes.

After the interaction, participants were asked to anonymously provide feedback about their own English proficiency in view of the task, if they could understand the synthetic speech and the overall understandability of the system on a five point Likert scale. Moreover, the opportunity to give written and/or oral feedback was provided. In case the language barrier hindered a completion of the task, respective ratings were excluded from the evaluation (this case occurred only once).

### 6.2. Results

The experiment resulted in a total of 2407 ratings distributed over all four topics. We start the evaluation by assessing the participant responses regarding the understandability of the system provided after the interaction in order to rule out errors related to the presentation of the arguments. Responses were given on a five point Likert scale from strongly disagree (1) to strongly agree (5) for the statements

- The synthetic speech was easy to understand.
- All in all I had no problems understanding the system utterances.

Figure 2 shows the distribution of the participant responses. We see that only two participants disagreed with the statement that the synthetic speech was easy to understand and no participant explicitly reported problems with understanding the system utterances.

In the next step, we evaluate the agreement between the participants by means of Krippendorff’s alpha (Hayes and Krippendorff, 2007) for the topic *death penalty* rated by all participants. This method is chosen as it allows to compare multiple rater, is able to handle missing data, and allows for a comparison with existing work. We analyse the ratings given for the same arguments in the same category, resulting in a maximum alpha of 0.15 for the agreement between all participants in the category *Comprehensible*. Since participants were instructed to rate based on their own opinion and not according to objective guidelines, these results are as expected and emphasise the highly subjective nature of the task. In addition, we investigated the agreement between participants with the same personal stance towards the discussed topic and found that no increased agreement (consistent for PRO or CON) can be observed.

Consequently, we proceed with a statistical evaluation of the complete ratings for each search approach and category (rather than an evaluation on the base of individual arguments) in order to derive conclusions from the results.

---

Table: Dialogue transcript for the topic *Veganism*, including excerpts of the introduction and the closing statement, three arguments and the corresponding exemplary user ratings.

[| System Utterance | Ratings |
|------------------|---------|
| Intro            | [...] The topic I want to discuss first is: *Veganism is good.* | - |
| Arg₁             | In contradiction to my initiating claim I found the following opinion: *Eating animals is in our nature, therefore it cannot be wrong.* | interesting not convincing comprehensible related |
| Arg₂             | Okay, let’s continue with a new aspect. The next argument is a supporting one. The content is: *There is a nice vegan restaurant, just around the corner.* | not interesting not convincing comprehensible not related |
| Arg₃             | All right, let me see what else I found. Next in line is a support argument with the following content: *A key motivation for veganism is to prevent the exploitation of animals.* | interesting convincing comprehensible related |
| End              | Thank you for your ratings. Unfortunately, we reached the time limit for this topic. [...] | - |

Technology (NAIST). In order to exclude topic dependencies, we included the three common controversial topics *nuclear energy*, *self-driving cars* and *animal testing* in the evaluation and retrieved the best ranked 20 arguments for each topic using the three argument search approaches described in Section 4. In the course of the experiment, participants were able to interact with the system via the introduced interface and to rate the presented arguments in the discussed four categories *Interesting*, *Convincing*, *Comprehensible* and *Related*.

### 6.1. Setup

The experiment was divided into the three stages *introduction*, *interaction/rating* and *feedback*. During the introduction, each participant received written and oral instructions including an explanation of the interface, meaning of the categories and purpose of the experiment. In addition, a test trial with a separate small argument pool was offered in order to clarify the task. Since the experiment was conducted with non-native speakers, participants were not obliged to rate each argument in each category and instructed to skip a rating, if undecided. In addition, each participant rated the following statements/question on a five point Likert scale before starting the experiment:

- I’m in favour of *<TOPIC>*.
- How often do you use speech based devices/applications?

Figure 2 shows the distribution of the participant responses. We see that only two participants disagreed with the statement that the synthetic speech was easy to understand and no participant explicitly reported problems with understanding the system utterances.

In the next step, we evaluate the agreement between the participants by means of Krippendorff’s alpha (Hayes and Krippendorff, 2007) for the topic *death penalty* rated by all participants. This method is chosen as it allows to compare multiple raters, is able to handle missing data, and allows for a comparison with existing work. We analyse the ratings given for the same arguments in the same category, resulting in a maximum alpha of 0.15 for the agreement between all participants in the category *Comprehensible*. Since participants were instructed to rate based on their own opinion and not according to objective guidelines, these results are as expected and emphasise the highly subjective nature of the task. In addition, we investigated the agreement between participants with the same personal stance towards the discussed topic and found that no increased agreement (consistent for PRO or CON) can be observed.

Consequently, we proceed with a statistical evaluation of the complete ratings for each search approach and category (rather than an evaluation on the base of individual arguments) in order to derive conclusions from the results.
Table 4: Results of the statistical comparison of the ratings for the topics nuclear energy, self-driving cars and animal testing. Left part: Ratio of positive ratings and overall ratings for each category and architecture including the \( p \)-value derived with Fisher’s exact test. Right part: Resulting \( p \)-values for all three pairings and categories that showed a significant difference derived by Fisher’s exact test with Benjamini-Hochberg correction. Values for the category Comprehensible are not included since the prior testing showed no significant differences between the three compared approaches.

| Category       | args.me | ArgumenText | Baseline | \( p \) | args.me/ ArgumenText | ArgumenText/ Baseline | args.me/ Baseline |
|----------------|---------|-------------|----------|--------|----------------------|-----------------------|-------------------|
| Interesting    | 0.81    | 0.88        | 0.72     | \( \leq 0.01 \) | 0.10 | \( \leq 0.01 \) | 0.10 |
| Convincing     | 0.42    | 0.59        | 0.48     | 0.01   | 0.01 | 0.13 | 0.30 |
| Comprehensible | 0.85    | 0.83        | 0.78     | 0.32   | - | - | - |
| Related        | 0.89    | 0.69        | 0.66     | \( \leq 0.01 \) | \( \leq 0.01 \) | 0.70 | \( \leq 0.01 \) |

Figure 2: Responses on a five point Likert scale from completely disagree (1) to fully agree (5) for the statements The synthetic speech was easy to understand (black bars) and All in all I had no problems understanding the system utterances (grey bars).

For the statistical analysis, the ratings for all three approaches corresponding to the topics nuclear energy, self-driving cars and animal testing are compared for each dimension with Fisher’s exact test \( \text{Sprent, 2011} \). The resulting \( p \)-values and the ratio of positive ratings and all ratings are shown in the left part of Table 4. We see that the categories Interesting, Convincing and Related yield a \( p \)-value smaller than \( \alpha = 0.05 \) whereas for the category Comprehensible no statistically significant difference between the investigated approaches is found. For a more detailed discussion, we compare the three approaches pairwise (also with Fisher’s exact test), and utilize the Benjamini-Hochberg method \( \text{Benjamini and Hochberg, 1995} \) in order to correct the \( p \)-values accordingly for multiple hypothesis testing. The results for all three pairings of the utilized systems are shown in the right part of Table 4.

The baseline shows no significant advantage over the other two approaches in any category. In contrast, the results for the Related category indicate a clear advantage of args.me over both baseline and ArgumenText. In addition, ArgumenText shows a statistically significant advantage over args.me in the category Convincing and over baseline in the category Interesting.

7. Discussion

In this section we discuss the results and implications of our findings.

7.1. Comparison of Search Approaches

The inability of the baseline architecture to outperform the two investigated argument search engines emphasises the need for argument search in general in order to retrieve suitable arguments as it can clearly not be substituted with a conventional web search.

In view of the two different argument search engines, we argue that the advantage of args.me in the category Related is due to its different approach to stance detection. args.me utilizes the specific structure of debating websites in order to determine the stance of an argument as well as its boundaries which ensures a very precise estimate of the argument relation to the discussed topic. In contrast, classifier based detection of stance and arguments as utilized in ArgumenText yield, at the current state of the art, a lower precision. On the other hand, classifier based approaches allow for a search in a broader variety of sources and hence for a richer pool of arguments, which is in our opinion reflected in the advantage of ArgumenText in the Convincing category. Moreover, the modified selection of arguments from the args.me search results (re-ranking and shorting) is likely to influence the perception of the users — but is (at the current time) unavoidable in order to use the respective arguments in a speech based dialogue system. We hence conclude that this is a current limitation of the system, which could be overcome by a more fine-grained system output that also includes a list of premises for each argument.

7.2. Subjectivity of the Task

In coding and annotation tasks, a low agreement between coders usually indicates misunderstandings in view of the task or guidelines. The low agreement between participants reported earlier hence raises the question if more restrictive guidelines for the participants are required. From our perspective, the goal of an argument-wise comparison of the participant ratings with expert annotations would justify this conclusion. However, we pursue the goal of assessing the user perception of the arguments based on his or her personal opinion, since users of argumentative applications are most likely not instructed on how to interpret
the system output. Consequently, the observed disagreement is in our opinion a result of the different views of participants on the discussed topics and argumentation as a whole, i.e. the subjective nature of the task. The results are also in line with existing studies on argument quality where only slightly higher alpha values were achieved between seven annotators [Wachsmuth et al., 2017b], and no effect of the annotators’ stance could be measured [Potthast et al., 2019].

7.3. Implications for Dialogue Systems

The results of our study also allow some general conclusions for the development of future argumentative dialogue systems that aim to exploit argument search in order to retrieve arguments. Firstly, the reported subjectivity of the argument perception stressing the need for a careful selection of arguments based on the target audience or user. Consequently, adaptation and user modelling approaches investigated for the use in dialogue systems [Ultes et al., 2019] are also required in the domain of argumentation, although it is not clear from the results which user traits are the most relevant. In addition to this, the reported high user comprehension of the system’s utterances [Figure 2] allows the conclusion that arguments retrieved by argument search engines can generally be understood. However, several participants reported that spelling or grammar errors in the arguments lead to an unnatural system output, which, although generally comprehensible, was not natural and intuitive. Consequently, more advanced approaches to NLG in combination with paraphrasing and grammar correction are also of interest in order to improve the user experience [Kwon et al., 2015] [Wen et al., 2015].

Finally it should be noted that many dialogue systems require a more fine grained structure of arguments [Aicher et al., 2019] [Sakai et al., 2018] [Rosenfeld and Kraus, 2016] [Rach et al., 2018] that include not just the general argument stance but also their explicit relations to each other. Hence, additional processing of the search results in order to structure the retrieved arguments as for example clustering of arguments [Reimers et al., 2019] may be required in order to allow systems of this kind to exploit argument search engines.

8. Conclusion

We introduced an evaluation setup for argument search approaches in the context of argumentative dialogue systems. Our approach assesses the users’ opinions and perception regarding arguments presented by an avatar with synthetic speech. During the interaction with the system, users are able to rate the arguments presented by the avatar in the categories Interesting, Convincing, Comprehensible and Related as a direct response to the system utterance. The approach was applied in a user study in order to compare two argument search engines (ArgumenText and args.me) to each other and to a baseline web search architecture. Our results show a statistically significant advantage of both search engines over this baseline in one of the categories. Moreover, each search engine also shows a significant advantage over the other in a certain category which reflects the strengths and disadvantages of the underlying techniques. In addition to the results, we discussed implications for the general use of argument search engines in the context of dialogue systems.

Future work will focus on an evaluation of the dialogue system components that were not explicitly evaluated in the present study. This includes mainly the selection of arguments, i.e. the dialogue management, and the non-verbal behaviour of the avatar.
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