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Abstract

This work studies the problem of transfer learning under the functional linear model framework, which aims to improve the fit of the target model by leveraging the knowledge from related source models. We measure the relatedness between target and source models using Reproducing Kernel Hilbert Spaces, allowing the type of knowledge being transferred to be interpreted by the structure of the spaces. Two algorithms are proposed: one transfers knowledge when the index of transferable sources is known, while the other one utilizes aggregation to achieve knowledge transfer without prior information about the sources. Furthermore, we establish the optimal convergence rates for excess risk, making the statistical gain via transfer learning mathematically provable. The effectiveness of the proposed algorithms is demonstrated on synthetic data as well as real financial data.

1 Introduction

Machine learning models have been widely and successfully applied in many practical applications. However, their applications to some real-world scenarios might be poorly performing with limited available training data due to collection expenses or other constraints. Under these scenarios, transfer learning [Torrey and Shavlik, 2010], which transfers knowledge from related source tasks to enhance the learning of the target task, is an appealing mechanism to solve the above problem. However, even though transfer learning has been gaining increased attention in statistical learning, most works focus on classical scalar statistical models like classification and regression and how transfer learning can make impacts in functional data is still unclarified.

Transfer learning usually can be broken down into two subproblems. First, one needs to come up with some criteria to quantify the relatedness among target and source tasks. Intuitively, a high relatedness promises performance improvement, while it can be harmful if the opposite holds, a phenomenon called negative transfer [Torrey and Shavlik, 2010]. Second, one needs to design the transfer procedure, i.e. how the knowledge gets transferred. A well designed procedure should be able to identify the positive transfer sources and enlarge their impact while reducing or even avoiding the negative transfer. However, even with so many transfer learning methods available, only a few of them provide interpretability of the
transfer process, i.e. what type of knowledge is being transferred, and theoretical guarantees, i.e. a mathematical provable gain in prediction or estimation error.

### 1.1 Contributions

In this work, we provide the first interpretable transfer learning framework for functional linear regression (FLR) with theoretical guarantees on excess risk. Our contributions can be summarized as follows:

1. We propose two novel multi-source transfer learning algorithms for FLR. The first one implements knowledge transfer when those positive transfer sources are given; while in the second one, we aggregate multiple models to achieve knowledge transfer without the prior information about relatedness among target and source tasks. We also establish the excess risk of the algorithms and show they are rate-optimal.

2. We use the Reproducing Kernel Hilbert Space (RKHS) norm of the contrast of the target and source coefficient functions as a measure of relatedness between models. By using different RKHS, we can measure the relatedness in different aspects or even multiple aspects simultaneously, which indeed provides generous freedom to incorporate structural information or requirements into the transfer learning process, e.g., smoothness or periodicity.

3. We adopt sparse-aggregation [Gaiffas and Lecué, 2011] to aggregate multiple FLR models which are fitted from different combinations of the target and source datasets. Compared to existing approaches like Q-aggregation [Li et al., 2020] or weighted ensemble [Gao et al., 2008; Yao and Doretto, 2010], sparse-aggregation makes the final model less susceptible to negative transfer sources.

The rest of the paper is organized as follows. In Section 2, we introduce the background of functional linear regression, formularize the transfer learning problem. In Section 3, two transfer learning algorithms are proposed to deal with the known transferable sources and unknown ones. Section 4 provides the theoretical analysis on the two proposed algorithms and shows the excess risk of the algorithms are rate-optimal. Section 5 provides the numerical illustrate of the effectiveness of the proposed algorithms on extensive synthetic data setting. We also apply the algorithms to stock market real dataset.

### 1.2 Related Literature

Numerous machine learning approaches have been proposed to achieve knowledge transfer, like instance weighting, feature transformation, domain adaption, parameter sharing, etc., see [Zhuang et al., 2020] for a comprehensive review, and they have been applied to various applications, ranging from medical research, recommendation systems, and natural language processing [Daumé III, 2009; Pan and Yang, 2013; Turki et al., 2017]. Concerning statistical learning models, some prior works like [Li et al., 2020; Tian and Feng, 2021; Bastani, 2021] developed two-step transfer learning algorithms to achieve knowledge transfer under high-dimensional (generalized) linear regression setting with the known positive transfer sources.
Furthermore, in [Li et al., 2020], authors utilized Q-aggregation to address the unknown positive transfer sources scenario and showed their algorithm is rate-optimal in $l_2$ estimation error under some conditions. Some succeeding works like [Li et al., 2021, 2022] used a similar two-step procedure to extend transfer learning to large-scale Gaussian graphical model and Federated learning. In [Cai and Wei, 2021; Reeve et al., 2021], authors studied the transfer learning under the non-parameteric classification setting. Lastly, some works explored transfer/multi-task learning under the setting that the target and source models share common parameters or latent structures [Chen et al., 2015; Tripuraneni et al., 2020; Duan and Wang, 2022].

2 Preliminaries and Notation

In this section, we provide the background on functional Linear regression and formulate the transfer learning problem.

2.1 Functional Linear Regression

Consider the following functional linear model:

$$ Y = \alpha + \int_{\mathcal{T}} X(t) \beta(t) dt + \epsilon $$

where $Y$ is a scalar response, $X: \mathcal{T} \to \mathbb{R}$ and $\beta: \mathcal{T} \to \mathbb{R}$ are the square integrable functional predictor and coefficient over a compact domain $\mathcal{T} \subset \mathbb{R}$, and $\epsilon$ is a random noise with zero mean.

A classical approach to estimate $\beta$ is to boil down the problem to classical linear regression by expanding the $X$ and $\beta$ under the same finite basis, like the Fourier basis or the eigenbasis of the covariance function of $X$ [Cardot et al., 1999; Yao et al., 2005; Hall and Hosseini-Nasab, 2006; Hall and Horowitz, 2007]. Moreover, work from [Yuan and Cai, 2010; Cai and Yuan, 2012] proposed that one can obtain a smooth estimator, $\hat{\beta}$, by restricting it to an RKHS. This approach has been widely used in other functional models like functional generalized linear model, cox-model etc. [Cheng and Shang, 2015; Qu et al., 2016; Reimherr et al., 2018; Sun et al., 2018].

2.2 Problem setup and Transferability

We now formally set the stage for the transfer learning problem in FLR. Consider the following series of models,

$$ M_l: Y^{(l)}_i = \alpha^{(l)} + \int_{\mathcal{T}} X^{(l)}_i(t) \beta^{(l)}(t) dt + \epsilon^{(l)}_i = \eta_l(X^{(l)}_i) + \epsilon^{(l)}_i, \quad i = 1, \cdots, n_l, \quad l = 0, 1, \cdots, L, $$

where $l = 0$ denotes the target model and $l \in \{1, 2, \cdots, L\}$ denotes source models. Estimating the slope function, $\beta^{(0)}$, is of primary interest. To measure the relatedness between target and source models, for $l = 0, 1, \cdots, L$, we assume $\beta^{(l)} \in \mathcal{H}(K)$, where $\mathcal{H}(K)$ is an
RKHS with reproducing kernel $K$, and define the $l$-th contrast function $\delta^{(l)} = \beta^{(0)} - \beta^{(l)}$. Given a constant $h \geq 0$, we say the $l$-th source model is “h-transferable” if $\|\delta^{(l)}\|_K \leq h$. The magnitude of $h$ characterizes the relatedness between the target model and source models. We also define $S_h = \{1 \leq l \leq L : \|\delta^{(l)}\|_K \leq h\}$ as a subset of $\{1, 2, \cdots, L\}$, which consists of the indexes of all “h-transferable” source models.

Quantifying the relatedness by using the RKHS norm provides interpretability of the transfer process since the type of knowledge being transferred is tied to the structural information of the used RKHS. Besides, since different kernels endow $H(K)$ with different structures, one can interpret the relatedness and the type of structural information that is being transferred in different aspects, and thus transfer different types of structural information from sources by picking different $K$. For example, one is able to transfer the structural information about continuity or smoothness by picking $K$ to be a Sobolev kernel, and about periodicity by picking periodic kernels. Moreover, one is able to transfer structural information in multiple aspects simultaneously by measuring $\delta^{(l)}$ in the intersection of all these RKHSs, which still turns out to be a valid RKHS with its reproducing kernel is determined in quadratic form, see Theorem 2.2.3 in [Okutmuştur, 2005].

### 2.3 Notation

WLOG, we assume all functional elements’ domain is over a compact set $T \subset \mathbb{R}$. For $l = 0, 1, \cdots, L$, we denote the covariance function of $X^{(l)}(\cdot)$ as $C^{(l)}(s, t) = E[X^{(l)}(s) - E X^{(l)}(s)][X^{(l)}(t) - E X^{(l)}(t)]$ for $s, t \in T$. For a real and nonnegative definite function $\Gamma$, it can also be taken as a nonnegative definite operator, which is defined as

$$L_\Gamma(f) = \int_T \Gamma(\cdot, t) f(t) dt \quad \text{for} \quad f \in L^2.$$ 

Therefore, for a given reproducing kernel $K$, we define the nonnegative definite linear operators $T^{(l)}$ by

$$L_{T^{(l)}}(f) := L_{K^{\frac{1}{2}} C^{(l)} K^{\frac{1}{2}}}(f) = L_{K^{\frac{1}{2}}}(L_{C^{(l)}}(L_{K^{\frac{1}{2}}}(f)))$$

and based on the Karhunen–Loève theorem, we denote $\{s_j^{(l)}\}$ and $\{\phi_j^{(l)}\}$ as the eigenvalues and eigenfunctions respectively. Let $a_n \asymp b_n$ and $a_n \lesssim b_n (a_n = O(b_n))$ denote $|a_n/b_n| \to c$ and $|a_n/b_n| \leq c$ for some constant $c$ when $n \to \infty$. Let $a_n = O_P(b_n)$ denote $\sup_n P(|a_n/b_n| \leq c) \to 1$ as $c \to \infty$. We abbreviate $S_h$ as $S$ to generally represent h-transferable sources index without specific $h$. For a set $S$, let $|S|$ denote the cardinality of $S$.

### 3 Transfer Methodology

In this section, we first propose the $S$-Known Transfer Learning to transfer knowledge with a known $S$ and then propose the Sparse-Aggregation Transfer Learning to deal with an unknown $S$. 

4
3.1 S-Known Transfer Learning

Given a known $S$, the main idea to transfer information from these known source datasets is one can first obtain a “rough” estimate by pooling target and source datasets, and then adapt the “rough” estimate to the target dataset. As the relatedness is quantified in the RKHS, we embrace the estimation scheme from [Yuan and Cai, 2010; Cai and Yuan, 2012] by using the roughness regularization method [Ramsay and Silverman, 2008] to restrict the estimator to be within $H(K)$. This approach has been proved to hit the optimal rate, and we refer it as Optimal Functional Linear Regression (OFLR).

Algorithm 1 S-Known Transfer Learning (SKTL)

**Input:** Target and source datasets $\{X_i^{(l)}, Y_i^{(l)}\}_{l=0}^L$, index set of source datasets $S$.

**Transfer Step:** Compute

$$
\hat{\beta}_S = \arg\min_{\beta \in H(K)} \left\{ \frac{1}{(n_S + n_0)} \sum_{l \in \{0\} \cup S} \sum_{i=1}^{n_l} \left( Y_i^{(l)} - \int_T X_i^{(l)}(t) \beta(t) dt \right)^2 + \lambda \| \beta \|_2^2 \right\} \quad (3)
$$

**Debias Step:** Compute

$$
\hat{\delta}_S = \arg\min_{\delta \in H(K)} \left\{ \frac{1}{n_0} \sum_{i=1}^{n_0} \left( Y_i^{(0)} - \int_T X_i^{(0)}(t) (\hat{\beta}_S(t) + \delta(t)) dt \right)^2 + \lambda \| \delta \|_2^2 \right\} \quad (4)
$$

Return $\hat{\beta} = \hat{\beta}_S + \hat{\delta}_S$ and $\hat{\alpha} = \bar{Y} - \int_T \bar{X}(t) \hat{\beta}(t) dt$

The algorithm first fits OFLR with all the target and source datasets, and then fits OFLR for the contrast with the target dataset only. The debias step is necessary since the probabilistic limit of the transfer step, $\hat{\beta}_S$, is not consistent with $\beta^{(0)}$. The transfer learning boosts the target model in the sense that the excess risk converges fast as the sample size in the transfer step is much larger than $n_0$. We provide the explicit error bounds for excess risk and their explanation in Section 4.

3.2 Sparse-Aggregation Transfer Learning

Assuming the index set $S$ is known in Algorithm 1 can be unrealistic in practice without prior information or investigation. Moreover, as some source datasets might have little or even negative contribution to the target one, it could be practically harmful to directly apply Algorithm 1 by assuming all available sources belong to $S$. Thus, one should reduce the negative transfer sources’ influence by excluding them from $S$. From this perspective, work from [Tian and Feng, 2021] proposed an algorithm to detect those positive transfer sources. However, their algorithm requires data splitting and lacks the debias step during detection, which will lead to potential problems like selection bias, lower convergence and false positive error i.e. including false positive transfer source. Li et al.[Li et al., 2020], on the other hand, didn’t directly estimate $S$, but obtained multiple weak models from all sources and then aggregated them with different weights, which is more robust.
Our proposed algorithm is also motivated by aggregating multiple models. The main idea to transfer information with the unknown \( S \) is that we first construct a collection of candidates for \( S \), named \( \{ \hat{S}_1, \hat{S}_2, \cdots, \hat{S}_J \} \), such that there exists at least one \( \hat{S}_j \) satisfying \( \hat{S}_j = S \) with high probability and then obtain their corresponding candidate estimators \( \mathcal{F} = \{ \hat{\beta}(\hat{S}_1), \hat{\beta}(\hat{S}_2), \cdots, \hat{\beta}(\hat{S}_J) \} \) via SKTL. Then we aggregate the candidate estimators in \( \mathcal{F} \) such that the aggregated estimator \( \hat{\beta}_a \) satisfies the following oracle inequality

\[
R(\hat{\beta}_a) \leq \min_{\beta \in \mathcal{F}} R(\beta) + r(\mathcal{F}, n), \quad \text{where} \quad R(f) = E_{(X,Y)}[l(Y, f(X))|D_n]
\]  

with a high probability or in expectation, where \( l(\cdot, \cdot) \) is a loss function and \( D_n \) are all the target and source datasets. Under some conditions, the “aggregation cost”, \( r(\mathcal{F}, n) \), is not a higher order than \( \min_{\beta \in \mathcal{F}} R(\beta) \). Therefore, with the condition of \( P(\hat{S}_j = S) \rightarrow 1 \), the aggregated estimator \( \hat{\beta}_a \) is supposed to have the same upper error bound as assuming we know the ground truth \( S \) and then applying SKTL. For example, Li et al. [Li et al., 2020] considered high-dimensional linear regression by using Q-aggregation to establish inequality (5) in estimation error with high probabilities and \( r(\mathcal{F}, n) \) of order \( n^{-1} \).

Usually, the aggregated model is represented as a convex combination of elements in \( \mathcal{F} \), i.e. \( \hat{\beta}_a = \sum_{j=1}^{J} c_j \beta(\hat{S}_j) \). Designing an aggregation procedure such that it fulfills inequality (5) has been well studied in the past two decades [Tsybakov, 2003; Audibert, 2007; Gaiffas and Lecué, 2011; Dai et al., 2012; Lecué and Rigollet, 2014]. Despite the fact that there are numerous aggregation procedures available, such as aggregation with cumulated exponential weights (ACEW) [Juditsky et al., 2008; Audibert, 2009], aggregation with exponential weights (AEW) [Leung and Barron, 2006; Dalalyan and Tsybakov, 2007] and Q-aggregation [Dai et al., 2012], none of them sets the \( c_j \) to 0, meaning the negative transfer sources still strongly affect \( \hat{\beta}_a \). Besides, it can also be computationally inefficient if total source number is large. To address these issues, we introduce sparsity into \( \{c_j\} \) by adopting Sparse-aggregation [Gaiffas and Lecué, 2011], which will set some \( c_j \) to 0. Although in ACEW and AEW, the coefficients can be very small by perfectly tuning the temperature parameters, the tuning process is non-adaptive, whereas sparse-aggregation doesn’t require tuning, and our empirical results show that sparse aggregation lower bounds ACEW and AEW. The procedure above is summarized in Algorithm 2, though we note that other aggregation procedures can be used in place of the Sparse-Aggregation.

**Algorithm 2** Sparse-Aggregation Transfer Learning (SATL)

**Inputs:** Target and source datasets \( \{X_i^{(t)}, Y_i^{(t)}\}_{i=0}^{L} \), A given integer \( M \).

**Construct \( \mathcal{F} \):**

**Step 1:** Split the target dataset \( \{X_i^{(0)}, Y_i^{(0)}\}_{i=0}^{L} \) into two equal size sets and let \( \mathcal{I} \) be a random subset of \( \{1, \cdots, n_0\} \) such that \( |\mathcal{I}| = \lfloor \frac{n_0}{2} \rfloor \) and let \( \mathcal{I}^c = \{1, \cdots, n_0\} \setminus \mathcal{I} \).

**Step 2:** Calculate \( \hat{\beta}_0 \) by fitting OFLR on \( \{(X_i^{(0)}, Y_i^{(0)})\}_{i \in \mathcal{I}} \) and let \( \hat{S}_0 = \emptyset \). Let \( l = 1, 2, \cdots, L \), and construct \( \hat{S}_l \) by

1. Calculate \( \hat{\beta}_l(\cdot) \) by fitting OFLR on \( \{(X_i^{(t)}, Y_i^{(t)})\}_{t=1}^{L} \).
2. Calculate \( \hat{\Delta}_l = \|\hat{\beta}_0 - \hat{\beta}_l\|_{K^M} \).
3. \( \hat{S}_l = \{1 \leq l \leq L : \hat{\Delta}_l \text{ is among the first } l \text{ smallest of all} \} \).
Step 3: For \( l = 1, 2, \ldots, L \), fit Algorithm 1 with \( \mathcal{S} = \hat{A}_l \) and \( \{(X_i^{(0)}, Y_i^{(0)})\}_{i \in \mathcal{I}} \). Denote the output as \( \hat{\beta}(\hat{\mathcal{S}}_l) \) for \( l = 1, 2, \ldots, L \) and set \( \mathcal{F} = \{\hat{\beta}(\hat{\mathcal{S}}_0), \hat{\beta}(\hat{\mathcal{S}}_1), \ldots, \hat{\beta}(\hat{\mathcal{S}}_L)\} \).

Sparse-Aggregation:

Step 1: Split \( \{(X_i^{(0)}, Y_i^{(0)})\}_{i \in \mathcal{I}} \) into equal size set, with index set \( \mathcal{I}_1^c \) and \( \mathcal{I}_2^c \).

Step 2: Use \( \{(X_i^{(0)}, Y_i^{(0)})\}_{i \in \mathcal{I}_1^c} \) to define a random subset of \( \mathcal{F} \) as

\[
\mathcal{F}_1 = \left\{ \beta \in \mathcal{F} : R_{n, \mathcal{I}_1^c}(\beta) \leq R_{n, \mathcal{I}_1^c}(\hat{\beta}_{n1}) + c \max\left(\phi \beta_{n1} - \beta \right)_{\mathcal{I}_1^c}, \phi^2 \right\}
\]

where \( \|\beta\|_{n, \mathcal{I}_1^c}^2 = \frac{1}{|\mathcal{I}_1^c|} \sum_{i \in \mathcal{I}_1^c} \langle X_i^{(0)}, \beta \rangle_{L^2}^2 \), \( R_{n, \mathcal{I}}(\beta) = \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \langle Y_i^{(0)} - \langle X_i^{(0)}, \beta \rangle_{L^2} \rangle^2 \), \( \hat{\beta}_{n1} = \arg\min_{\beta \in \mathcal{F}} R_{n, \mathcal{I}_1^c}(\beta) \) and \( \phi = b \sqrt{(\log(M) + \log(4n) \log(n)) / n} \).

Step 3: Set \( \hat{\mathcal{F}} \) to be one of the following:

- \( \mathcal{F}_2 = seg(\mathcal{F}_1) = \{c_1 \beta_1 + c_2 \beta_2 : \beta_1, \beta_2 \in \mathcal{F}_1 \text{ and } c_1 + c_2 = 1\} \)
- \( \mathcal{F}_2 = star(\mathcal{F}_1) = \{c_1 \hat{\beta}_{n1} + c_2 \beta_2 : \beta_2 \in \mathcal{F}_1 \text{ and } c_1 + c_2 = 1\} \)

then, return

\[
\hat{\beta}_a = \arg\min_{\beta \in \mathcal{F}_2} R_{n, \mathcal{I}_2^c}(\beta).
\]

Here \( \| \cdot \|_{K_M} \) is a truncated version of \( \| \cdot \|_K \), which only counts the first \( M \) leading components. This truncated norm is used to guarantee the identifiability of \( \mathcal{S} \), see Theorem 3. Besides, having \( \mathcal{F}_2 = star(\mathcal{F}_1) \) is more efficient from a computational perspective, as its time complexity of \( O(|\mathcal{F}_1|) \) while for \( \mathcal{F}_2 = seg(\mathcal{F}_1) \), its time complexity is \( O(|\mathcal{F}_1|^2) \).

## 4 Theoretical Analysis

In this section, we study the theoretical properties of the proposed algorithms. We evaluate the prediction accuracy via excess risk, i.e.

\[
\mathcal{E}(\hat{\beta}) := E^*[Y^*(0) - \hat{\eta}_0(X_i^*(0))]^2 - E^*[Y^*(0) - \eta_0(X_i^*(0))]^2
\]

where \( (Y^*(0), X^*(0)) \) is an independent copy of \( (X^{(0)}, Y^{(0)}) \) and \( E^* \) is taken w.r.t. \( (Y^*, X^*) \). WLOG, we assume \( \alpha = 0 \), and thus the excess risk is equivalent to \( \|\hat{\beta} - \beta_0\|_{C(0)}^2 \), where \( \|f\|_{C(0)}^2 = \langle C(0)f, f \rangle_{L^2} \) is the \( L^2 \)-norm induced by \( C(0) \), which also represents prediction error. All the proofs of lemmas and theorems in this section are provided in Appendix A.

### 4.1 Minimax Excess Risk of SKTL

To study the excess risk of SKTL and SATL, we define the parameter space as \( \Theta(h) = \{\beta^{(l)} : \max_{l \in \{0, 1\} \cup S} \|\delta^{(l)}\|_K \leq h \} \). Since the excess risk of FLR heavily depends on the \( C(0) \) and \( K \), we now state the assumptions that will be used to establish the convergence rate. We suppose that either of the following two assumptions holds:
Assumption 1. For all \( l \in \mathcal{S} \), \( T^{(l)} \) commutes with \( T^{(0)} \), i.e.
\[
T^{(0)}T^{(l)} = T^{(l)}T^{(0)}.
\]
Denote \( a_j^{(l)} = \langle T^{(l)}(\phi_j^{(0)}), \phi_j^{(0)} \rangle \), then \( a_j^{(l)} \) satisfies \( a_j^{(l)} \lesssim s_j^0 \).

Assumption 2. For \( l \in \mathcal{S} \), the following linear operator
\[
I - (T^{(0)})^{-\frac{1}{2}}T^{(l)}(T^{(0)})^{-\frac{1}{2}}
\]
is Hilbert–Schmidt.

In the functional data literature Assumption 1 is more prevalent, whereas in the stochastic processes literature Assumption 2 is more common, though neither one implies each other. For Assumption 1, we note that by assuming \( T^{(l)} \) commutes with \( T^{(0)} \), it immediately shares common eigenspaces spanned by the eigenfunctions of \( T^{(0)} \). While Assumption 2 relaxes the common eigenspace condition by only assuming \( T^{(l)} \) is similar to \( T^{(0)} \) within the eigenspace of \( T^{(0)} \). By further assuming the covariance kernel \( C \) and the reproducing kernel \( K \) are commutative, Assumption 2 holds if the predictors of target and sources are equivalent Gaussian processes [Kuo, 1975] which is common in the stochastic processes literature.

**Theorem 1** (Upper Bound). Suppose either Assumption 1 or 2 holds. If \( s_j^{(0)} \approx j^{-2r} \) and \( n_0/n_S \rightarrow 0 \), let \( \xi(h, \mathcal{S}) = (h/\|\beta_S\|_K)^{\frac{2r}{2r+1}} \), then
\[
\sup_{\beta^{(0)} \in \Theta(h)} \|\hat{\beta} - \beta_0\|_{C^{(0)}}^2 = O_P \left( (n_S + n_0)^{-\frac{2r}{2r+1}} + n_0^{-\frac{2r}{2r+1}} \xi(h, \mathcal{S}) \right),
\]
if \( \lambda_1 \approx (n_S + n_0)^{-\frac{2r}{2r+1}} \) and \( \lambda_2 \approx n_0^{-\frac{2r}{2r+1}} \).

Theorem 1 provides the excess risk upper bound of \( \hat{\beta} \) when \( \beta^{(0)} \in \Theta(h) \). The excess risk consists of the error from the transfer step and the debias step; a faster decay rate of \( s_j^{(0)} \) will lead to a faster convergence rate. In the trivial case when \( \mathcal{S} = \emptyset \), the upper bound becomes \( O_P(n_0^{-2r/(2r+1)}) \), which coincides with the upper bound of fitting OFLR with the target dataset only. With \( h \ll \|\beta_S\|_K \) and \( n_0 \ll n_S \), the excess risk is sharper than the risk of not using any sources, indicating that when the sample size of sources are sufficiently large and the contrast’s RKHS norm doesn’t exceed \( \|\beta_S\|_K \), transfer learning improves learning performance in the target model. As \( h \) increases, the second term dominates and will be worse than fitting OFLR with the target dataset only, which is expected as more negative sources get involved. To understand why \( \|\beta_S\|_K \) also plays a role in determining the leading term, one can note that for any two \( \beta^{(0)} \) and \( \beta^{(1)} \) with their contrast in RKHS norm as a fixed \( h \), if there is a large discrepancy between target and source model, the angle between \( \beta^{(0)} \) and \( \beta^{(1)} \) is large, and results in a smaller \( \|\beta_S\|_K^2 \) (thus larger \( \xi(h, \mathcal{S}) \)), making \( n_0^{-2r/(2r+1)} \xi(h, \mathcal{S}) \) being the leading term and reducing transfer learning effect; alternatively, if the discrepancy is small, the first error term will lead the excess risk.

We note that either assumption implies that the projection coefficient of \( T^{(l)} \) onto \( j \)-th eigenspace of \( T^{(0)} \) shouldn’t decay slower than \( s_j^{(0)} \), meaning that the knowledge transfer only happens when \( T^{(l)} \) is “smoother” than \( T^{(0)} \) in the eigenspaces of \( T^{(0)} \). This can be understood as one can’t improve the estimation accuracy by transferring structural information from some “rougher” \( \beta^{(l)} \).
Theorem 2 (Lower Bound). Under the same condition of Theorem 1, for any possible estimator $\tilde{\beta}$ based on $\{(X_i^{(l)}, Y_i^{(l)}) : l \in \{0\} \cup S, i = 1, \cdots, n_l\}$, the excess risk of $\tilde{\beta}$ satisfies
\[
\lim_{a \to 0} \lim_{n \to \infty} \inf_{\tilde{\beta}} \sup_{\beta^{(0)} \in \Theta(h)} P \left\{ \left\| \tilde{\beta} - \beta^{(0)} \right\|_{C^{(0)}}^2 \geq a \left( n_S + n_0 \right)^{-\frac{2r}{2r+1}} + n_0^{-\frac{2r}{2r+1}} \xi(h, S) \right\} = 1.
\] (7)

Combining Theorem 1 and 2, it implies that the estimator from SKTL is rate-optimal in excess risk. The proof of the lower bound is based on considering the optimal convergence rate of two cases: (1) the ideal case where $\beta^{(l)} = \beta^{(0)}$ for all $l \in S$ and (2) the worst case where $\beta^{(l)} \equiv 0$, meaning no knowledge should be transferred at all.

4.2 Excess Risk of SATL

In this subsection, we study the excess risk for SATL. Based on the oracle inequality in (5), the excess risk of $\hat{\beta}_a$ depends on the aggregation process. The following lemma establishes the oracle inequality for sparse-aggregation.

Lemma 1 ([Gaifffas and Lecué, 2011]). Let $F$ be the function family constructed in Algorithm 2 and $x \in (0, 1)$, assume either of the following holds for a constant $b > 0$

- Setting(1): $\max \{|Y|, \max_{\beta \in F} |\langle X, \beta \rangle_{L^2}| \} \leq b$
- Setting(2): $\max \{\|\epsilon\|_{\Psi}, \sup_{\beta \in F} \|\langle X^{(0)}, \beta - \beta_0 \rangle\| \} \leq b$,

where $\|\epsilon\|_{\Psi} := \inf \{c > 0 : E[\exp(|\epsilon|/c)] \leq 2\}$. Then, for any $x > 0$, with probability greater than $1 - x$,
\[
\left\| \hat{\beta}_a - \beta_0 \right\|_{C^{(0)}}^2 \leq \min_{j=0,1,\cdots,J} E \left( \hat{\beta}(\hat{A}_j) \right) + r_x(F, n)
\] (8)
holds with some constants $C_{b1}, C_{b2}$ where
\[
r_x(F, n) = \begin{cases} C_{b1} \frac{(1 + x)\log(L)}{n_0}, & \text{if setting(1) holds} \\ C_{b2} \frac{(1 + \log(4x^{-1})\log(L)\log(n_0))}{n_0}, & \text{if setting(2) holds} \end{cases}
\]

Remark 1. We call the setting (1) bounded setting and (2) sub-exponential setting. The later one is milder but leads to a suboptimal cost. The proof of Lemma 1 can be found in [Gaifffas and Lecué, 2011].

The main idea of constructing an aggregate to achieve knowledge transfer relies on the fact that there exists a $\hat{S}_j$ such that it equals to the ground truth $S$ (so $\hat{\beta}(\hat{S}_j) = \beta(S)$) with high probability. Thus, to ensure the $F$ constructed in Algorithm 2 possesses such a property, we impose an assumption to guarantee the identifiability of $S$ and thus ensure the existence of such $\hat{S}_j$.

Assumption 3 (Identifiability of $S$). Suppose for any $h$, there is an integer $M$ such that
\[
\min_{l \in S_h} \|\beta_0 - \beta_k\|_{C^M} > h,
\]
where $\|f\|_{C^M} = \sum_{j=1}^M \frac{f_j^2}{\lambda_j}$.
We can interpret this assumption as for all $l \in S^c$, there exists a finite dimensional subspace of $H(K)$, such that the norm of the projection of the contrast function, $\delta(l)$, on this subspace is already greater than $h$. This assumption eliminates the existence of $\beta(l)$, for $l \in S^c$, that live on the boundary of the ball centered at $\beta(0)$ with radius $h$ in $H(K)$. Under Assumption 3, we now show the $\mathcal{F}$ constructed in Algorithm 2 guarantees the existence of $\hat{S}_j$.

**Theorem 3.** Under Assumption 3,

$$P(\max_{l \in S} \hat{\Delta}_l < \min_{l \in S^c} \hat{\Delta}_l) \to 1,$$

hence there exists a $l$ s.t.

$$P\left(\hat{S}_l = S\right) \to 1.$$

With Lemma 1 and Theorem 3, we establish the excess risk for SATL.

**Theorem 4 (SATL).** Let $\hat{\beta}_a$ be the output estimator function of Algorithm 2, then under the same assumptions of Theorem 1 and Assumption 3,

$$\sup_{\beta^{(0)} \in \Theta(h)} \left\| \hat{\beta}_a - \beta_0 \right\|^2_{C^{(0)}} = O_P \left( (n_S + n_0)^{-\frac{2r}{2r+1}} + n_0^{-\frac{2r}{2r+1}} \xi(h, S) + r(\mathcal{F}, n) \right).$$

where

$$r(\mathcal{F}, n) = \begin{cases} \log(L), & \text{if setting(1) holds} \\ n_0, & \text{if setting(2) holds} \end{cases}$$

**Remark 2.** One can also establish the excess risk for Q-aggregation by replacing the last term in (9) to $\log(L)/n_0$ if setting (1) holds.

One interesting note is that the excess risk from transfer learning is the classical non-parametric rate and the aggregation cost is parametric (or nearly parametric). Therefore, the aggregation cost is asymptotically negligible in the error bound. However, in finite dimensional (including high-dimensional) linear regression, the advantage of a negligible aggregation cost disappears as the estimation error or the prediction error is of the order $n_0^{-1}$, which is also a parametric rate and thus the aggregation cost is not asymptotically negligible. We remind the reader that once the aggregation cost is negligible, SATL is still rate-optimal based on Theorem 2.

Turning back to the excess risk of SATL, we can see that it is sharper than the excess risk of fitting OFLR with the target dataset only for a certain range of $n_S$ and $h$, which is consistent with Theorem 1. However, once the sources’ sample size $n_S$ is sufficiently large such that the first term in (9) no longer dominates the later two, then we can’t reduce the excess risk by simply increasing $n_S$ and discerning the aggregation process is more crucial. Under such a scenario, Sparse-aggregation takes advantage of its sparsity property and is less vulnerable than classical aggregation approaches (like ACEW, AEW, Q-aggregation). In Section 5, we will show that when negative transfer sources account for a larger proportion of all sources, Sparse-aggregation outperforms ACEW and AEW.
5 Numerical Experiments

5.1 Simulation Algorithm 1 and 2

In this section, we present the empirical performance of the proposed transfer learning algorithms and some other comparable algorithms for FLR. We specifically consider the following five algorithms, OFLR, SKTL, SATL, Detection Transfer Learning (Detect-TL) and Exponential Weighted Aggregation Transfer Learning (EWATL). OFLR fits the model with the target dataset only; SKTL and SATL fit models based on Algorithm 1 and 2; Detect-TL implements the detection algorithm proposed in [Tian and Feng, 2021]; EWATL utilizes AEW to aggregated models in Algorithm 2. We pick Star-Aggregation in SATL to boost the computational efficiency.

To set up the RKHS, we consider the setting in [Cai and Yuan, 2012]. Let $\psi_k(t) = \sqrt{2} \cos(\pi kt)$ for $j \geq 1$ and define the reproducing kernel $K$ of $H(K)$ as

$$K(s, t) = \sum_{k=1}^{\infty} k^{-2} \psi_k(s) \psi_k(t)$$

For the target model, the true coefficient function, $\beta_0(t)$, is set to be (1) $\sum_{k=1}^{\infty} 4\sqrt{2}(-1)^{k-1}k^{-2} \psi_k(t)$; (2) $4 \cos(3\pi t)$; (3) $4 \cos(3\pi t) + 4 \sin(3\pi t)$. For source models,

- if $l \in S_h$, then $\beta_l(t)$ is set to be $\beta_l(t) = \beta_0(t) + \sum_{k=1}^{\infty} (R_k(\sqrt{12}h/\pi k)) \psi_k(t)$ with $R_k$'s are independent Radamarker random variables.

- if $l \in S_h^c$, then $\beta_l(t)$ is generated from a Gaussian process with mean function $\cos(2\pi t)$ with Ornstein–Uhlenbeck kernel $K(s, t) = \exp(-15|s-t|)$ or kernel $K(s, t) = \min(s, t)$.

The predictors $X$ are generated from Gaussian process with mean function $\sin(\pi t)$ and covariance kernel as $\exp(-15|s-t|)$. All functions are generated on $[0, 1]$ with 50 evenly spaced points and we set $n_0 = 150$ and $n_t = 100$. To boost computational efficiency, we directly plug-in the $\lambda_1$ and $\lambda_2$ values in Theorem 1. For each sample size and each algorithm, the excess risk is calculated via Monte-Carlo method by using 1000 new generated predictors.

To evaluate the performance of SKTL, we compare it with OFLR under different $S$. The criteria we use for comparison is the logarithmic relative excess risk, i.e. the log-ratio of the excess risk of SKTL to the excess risk of OFLR. In Figure 1, we report the logarithmic relative excess risk of SKTL to OFLR by ranging $h$ from 1 to 40 and $|S|$ from 1 to 15. One can see that with more transferable sources with smaller $h$ involved (right bottom corner), the SKTL has a more significant improvement; while for fewer sources and large $h$ (left top corner), the transfer can be even worse than OFLR.

To evaluate SATL, we compare it with algorithms who deal with unknown $S$ like Detect-TL, EWATL. We also implement SKTL by setting $S$ as the true transferable set and OFLR for empirical lower and upper bound comparison. To shuffling the $S$ with in all source datasets, we let $L = 20$ and $S$ be a random subset of $\{1, 2, \cdots, L\}$ such that $|S|$ is equal to 0, 2, $\cdots$, 20. We report the excess risks in the right panel of Figure 2. In both panels, one can see the Detect-TL only has considerable reduction on the excess risk with relatively small $h$, but provides limited improvement with large $h$, indicating its limitation to transfer
knowledge when there is only limited knowledge available in sources. Comparing SATL with EWATL, we can see the gap between the two curves are larger when the proportion of $S$ is small, showing that EWATL is more sensitive to those $\beta^{(l)}$ with $l \in S^c$, while SATL get less affected. Comparing two panels, even non-transferable sources’ coefficient function generated from $K(s, t) = \min(s, t)$ is rougher than $K(s, t) = \exp(-15|s - t|)$, making the non-transferable $\beta^{(l)}$’s trajectories rougher has slight effect on the performance of aggregation based approaches.

Figure 2: Excess Risk of different transfer learning algorithms. Each row corresponds to a $\beta_0$ and the y-axes for each row are under the same scale. The result for each sample size is an average of 100 replicate experiments with the shaded area indicates $\pm 2$ standard error. Right: $\beta_l(t), l \in S^c$ are generated from GP with $K(s, t) = \exp(-15|s - t|)$. Right: $\beta_l(t), l \in S^c$ are generated from GP with $K(s, t) = \min(s, t)$.

We also note that the temperature parameter, $T$, controls the relative magnitude of the coefficients $\{c_j\}$ in AEW. Previously, we set the temperature to be $T = 1$, and now we set it to be $T = 0.2$ and $T = 10$ to see how it affects the transfer learning performance. The results are reported in Figure 3. While the temperature is low, the convex combination coefficients
\( \{c_j\} \) will be very small, making EWATL has almost the same performance as SATL (left panel), but it can’t beat SATL. While we set the temperature to be relatively high, the gap between EWATL and SATL increases comparing to \( T = 1 \) and \( T = 0.2 \), especially when the proportion of \(|S|\) is small.

![Figure 3](image)

**Figure 3:** Left: \( T = 0.2 \) for EWATL. Right: \( T = 10 \) for EWATL. The upper row corresponds to \( \beta^{(l)} \) generate from GP with \( K(s, t) = \exp(-15|s - t|) \) and the lower row corresponds to \( \beta^{(l)} \) generate from GP with \( K(s, t) = \min(s, t) \).

### 5.2 Application to Stock Data

In this section, we demonstrate an application of the proposed algorithms in the financial market. The goal of portfolio management is to predict the future stock return, and thus one can rebalance his portfolio. Some people may be interested in predicting the future stock returns in a specific sector, and transfer learning can borrow the market information from other sectors to improve the prediction of the interested one. In this section, for two given adjacent months, we focus on utilizing the Monthly Cumulative Return (MCR) of the early month to predict the Monthly Return (MR) of the later month, and improving the prediction accuracy on a certain sector by transferring market information from other sectors.
In the stock data application, the predictor \(X\) is Monthly Cumulative Return (MCR) of the first month and the response \(Y\) is the Monthly Return (MR) of the second month [Kokoszka and Zhang [2012]]. Suppose for a specific stock, the daily price for the first month is \(\{s_1(t_0), s_1(t_1), \ldots, s_1(t_m)\}\) and for the second month is \(\{s_2(t_0), s_2(t_1), \ldots, s_2(t_m)\}\), then the predictors and responses are expressed as

\[
X(t) = \frac{s_1(t) - s_1(t_0)}{s_1(t_0)} \quad \text{and} \quad Y = \frac{s_2(t) - s_2(t_0)}{s_2(t_0)}.
\]

The stocks price data are collected from Yahoo Finance (https://finance.yahoo.com/) and we force on the stocks whose company has a market cap over 20 Billion. We divide the sectors based on the division criteria on Nasdaq (https://www.nasdaq.com/market-activity/stocks/screener). The dataset consists of total 11 sectors, Basic Industries, Capital Goods, Consumer Durable, Consumer Non-Durable, Consumer Services, Energy, Finance, Health Care, Public Utility, Technology and Transportation with number of stocks as 60, 58, 31, 30, 104, 55, 70, 68, 46, 103, 41 in each sector. The time period of stocks’ price is 05/01/2021 to 09/30/2021.

We compare the performance of Pooled Transfer (Pooled-TL), Naive Transfer (Naive-TL), Detect-TL, EWATL and SATL. Naive-TL is the same as SKTL by assuming all source sectors belong to \(S\), while the Pooled-TL one omits the debias step in Naive-TL, and the other three are the same as before. Each sector is treated as the target each time, and all the other sectors are sources. We randomly split the target sector into the train (80%) and test (20%) set and report the ratio of the four approaches’ prediction errors to OFLR’s on the test set.

We use the Matérn kernel [Cressie and Huang, 1999] as the reproducing kernel \(K\), since its resulting RKHS ties to a particular Sobolev space. It takes the form of

\[
K_{\nu,\rho}(s, t) = \frac{2^{1-\nu} \sqrt{2\nu} \|s - t\|^2}{\Gamma(\nu) \rho} K_{\nu} \left( \frac{\sqrt{2\nu} \|s - t\|^2}{\rho} \right)
\]

where \(K_{\alpha}\) is a modified Bessel function and we set \(\rho = 1\). We consider \(\nu = 1/2, 3/2, \infty\) (where \(\nu = 1/2\) is equivalent to exponential kernel and \(\nu = \infty\) is equivalent to Gaussian kernel) which endows \(K\) with different smoothness properties. The tuning parameters are selected via Generalized Cross-Validation (GCV). Again, we repeat the experiment 100 times and report the average prediction error with standard error in Figure 4.

First, we note that the Pooled-TL and Naive-TL only reduce the prediction error in a few sectors, but make no improvement or even downgrade the predictions in most sectors. This implies the target sector still benefits from direct transfer when it shares high similarities with other sectors, while direct transfer regardless of similarity may lead to poor results. Besides, Naive-TL shows an overall better performance compared to the Pooled-TL, demonstrating the importance of the debias step. For Detect-TL, all the ratios are close to 1, showing its limited improvement, which is as expected as it can miss positive transferable sources easily. Finally, both EWATL and SATL provide more robust and significant improvements. We can see both of them have considerable improvement across almost all the sectors, regardless of the similarity between the target sector and source sectors. Comparing the results from different kernels, we can see the improvement patterns are almost the same across all the
Figure 4: Relative prediction error of Pooled-TL, Naive-TL, Detect-Transfer, Q-agg Transfer, and SATL Transfer to OFLR for each target sectors. Each bar is an average of 100 replications, with standard error as black line. (a): $\nu = 1/2$; (b): $\nu = 3/2$; (c): $\nu = \infty$
sectors and adjacent months, showing the proposed algorithms’ robustness w.r.t. different reproducing kernel $K$. Besides, the combination of July and August, there are only a few sectors like CG, CD, CND and PU get improvement.

6 Conclusion and Future Work

In this work, we studied transfer learning under functional linear regression. By measuring the relatedness of the different coefficient functions using RKHS, our novel framework provided an interpretable transfer learning process and allows different types of structural information to be transferred. We also proposed two algorithms to achieve knowledge transfer under the functional linear regression to separately deal with the scenario of known transferable sources (SKTL) and unknown ones (SATL), and provided mathematically provable transfer learning gain by establishing the theoretical error bounds for them.

There are several promising directions for future studies. First, even though the same technique in this work can be applied to some more complicated functional linear models like functional GLM, functional Cox-model, etc. by changing $L^2$-loss to log-likelihood, it is still unclear how to develop transfer learning algorithms in more complex models like functional single index model and even more broad non-parametric regression problems. Another interesting direction is that it will be interesting to investigate how transfer learning will boost the statistical inference for FLR with the existence of source datasets, like increasing the power of hypotheses testing and obtaining a more narrow confidence band for the coefficient function.
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A Appendix: Theorems’ Proofs

To simplify the notation, denote $S^* = \{0\} \cup S$.

A.1 Lemmas

Lemma 2.

\[
\left\| (T^{(0)})^v \left( f_{S\lambda_1} - f_S \right) \right\|^2_{L^2} \leq (1 - v)^{2(1-v)} v^{2v} \lambda_1^{2v} \|f_S\|^2_{L^2} \max_j \left\{ \left( \frac{s^{(0)}_j}{\sum_{l \in S^*} \alpha_l s^{(0)}_j} \right)^{2v} \right\}.
\]

Proof. By the definition of $f_S$ and $f_{S\lambda_1}$,

\[
\left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right) f_{S\lambda_1} = \left( \sum_{l \in S^*} \alpha_l T^{(l)} \right) (f_0^l) \quad \text{and} \quad \left( \sum_{l \in S^*} \alpha_l T^{(l)} \right) f_S = \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^l)
\]

then

\[
f_{S\lambda_1} - f_S = - \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right) \lambda_1 f_S.
\]

Hence,

\[
\left\| (T^{(0)})^v \left( f_{S\lambda_1} - f_S \right) \right\|^2_{L^2} \leq \lambda_1^2 \left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right) \right\|^2_{op} \|f_S\|^2_{L^2}
\]

\[
\leq \lambda_1^2 \max_j \left\{ \left( \frac{s^{(0)}_j}{\sum_{l \in S^*} \alpha_l s^{(0)}_j + \lambda_1} \right)^{2v} \right\} \|f_S\|^2_{L^2}
\]

By Young’s inequality,

\[
\left\| (T^{(0)})^v \left( f_{S\lambda_1} - f_S \right) \right\|^2_{L^2} \leq (1 - v)^{2(1-v)} v^{2v} \lambda_1^{2v} \|f_S\|^2_{L^2} \max_j \left\{ \left( \frac{s^{(0)}_j}{\sum_{l \in S^*} \alpha_l s^{(0)}_j} \right)^{2v} \right\}.
\]

Lemma 3.

\[
\left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \left( \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T_{n}^{(l)} \right) \right) (T^{(0)})^{-v} \right\|_{op} = O_P \left( \left( n_S + n_0 \right) \lambda_1^{-2v + \frac{1}{2}} \right)^{-\frac{1}{2}}
\]

Proof.

\[
\left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \left( \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T_{n}^{(l)} \right) \right) (T^{(0)})^{-v} \right\|_{op}
\]

\[
= \sup_{h: \|h\|_{L^2} = 1} \left\| h, (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \left( \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T_{n}^{(l)} \right) \right) (T^{(0)})^{-v} h \right\|_{L^2}.
\]
Let
\[ h = \sum_{j \geq 1} h_j \phi_j, \]
then
\[
\left\langle h, (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \left( \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T^{(l)}_n \right) \right)(T^{(0)})^{-v} h \right\rangle_{L^2} = \sum_{j,l} \sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1 \left\langle \phi_j, \sum_{l \in S^*} \left( T^{(l)} - T^{(l)}_n \right) \phi_l \right\rangle_{L^2}.
\]

By Cauchy-Schwarz inequality,
\[
\left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \left( \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T^{(l)}_n \right) \right)(T^{(0)})^{-v} \right\|_{op} \leq \left( \sum_{j,l} \sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1 \right)^2 \left\langle \phi_j, \sum_{l \in S^*} \left( T^{(l)} - T^{(l)}_n \right) \phi_l \right\rangle_{L^2}^{\frac{1}{2}}.
\]

Consider \( E(\phi_j, \sum_{l \in S^*} (T^{(l)} - T^{(l)}_n) \phi_l)_{L^2}^2 \), note that
\[
E \left\langle \phi_j, \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T^{(l)}_n \right) \phi_l \right\rangle_{L^2}^2 = E \left( \sum_{l \in S^*} \alpha_l \left( K_{\phi_l}^{(l)}(s), (C^{(l)} - C^{(l)}_n) K_{\phi_j}^{(l)} \right)_{L^2}^2 = E \left( \sum_{l \in S^*} \alpha_l \frac{1}{n_l} \sum_{i=1}^{n_l} \int_{T^2} K_{\phi_l}(s) \left( X^{(l)}(s) X^{(l)}_i(t) - E X^{(l)}_i(s) X^{(l)}_i(t) \right) K_{\phi_l}(t) dt ds \right)^2 \leq |S^*| \sum_{l \in S^*} \frac{\alpha_l^2}{n_l} s_j^{(l)} s_i^{(l)}
\]

By Jensen’s inequality
\[
E \left( \sum_{j,l} \frac{(s_j^{(0)})^{2v}(s_i^{(0)})^{-2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1)^2} \left\langle \phi_j, \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T^{(l)}_n \right) \phi_l \right\rangle_{L^2} \right)^\frac{1}{2} \leq \left( \sum_{j,l} \frac{(s_j^{(0)})^{2v}(s_i^{(0)})^{-2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1)^2} \right)^{\frac{1}{2}} E \left\langle \phi_j, \sum_{l \in S^*} \alpha_l \left( T^{(l)} - T^{(l)}_n \right) \phi_l \right\rangle_{L^2}^{\frac{1}{2}},
\]
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Thus,

\[
E \left( \sum_{j,l} \frac{(s_j^{(0)})^{2v} (s_l^{(0)})^{-2v}}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \left\langle \phi_j, \sum_{l \in S^*} \alpha_l (T^{(l)} - T_n^{(l)}) \phi_l \right\rangle \right)^{\frac{1}{2}}
\]

\[
\leq \left( \sum_{j,l} \frac{(s_j^{(0)})^{2v} (s_l^{(0)})^{-2v}}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \right)^{\frac{1}{2}} \left( \sum_{j,l} \frac{K}{(n_S + n_0)} \right)^{\frac{1}{2}}
\]

\[
\leq \max_{j,l} \left( \sum_{l \in S^*} \frac{\alpha_l s_j^{(l)} (s_l^{(0)}) v}{s_j^{(0)} s_l^{(0)}} \right)^{\frac{1}{2}} \left( \sum_{j,l} \frac{(s_j^{(0)})^{1+2v} (s_l^{(0)})^{1-2v}}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \right)^{\frac{1}{2}} \leq C
\]

By assumptions of eigenvalues, \(\max_{j,l} \left( \sum_{l \in S^*} \frac{\alpha_l s_j^{(l)} (s_l^{(0)}) v}{s_j^{(0)} s_l^{(0)}} \right) \leq C\) for some constant \(C\). Finally, by Lemma 6

\[
E \left( \sum_{j,l} \frac{(s_j^{(0)})^{2v} (s_l^{(0)})^{-2v}}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \left\langle \phi_j, \sum_{l \in S^*} \alpha_l (T^{(l)} - T_n^{(l)}) \phi_l \right\rangle \right)^{\frac{1}{2}} \leq \left( (n_S + n_0) \lambda_1^{1-2v+\frac{1}{2}} \right)^{-1}.
\]

The rest of the proof can be complete by Markov inequality.

**Lemma 4.**

\[
\left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \sum_{l \in S^*} g_{ln} \right\|_{L^2}^2 = O_P \left( (n_S + n_0) \lambda_1^{1-2v+\frac{1}{2}} \right)^{-1}
\]

**Proof.**

\[
\left\| (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \sum_{l \in S^*} g_{ln} \right\|_{L^2}^2 = \sum_{j \geq 1} \left\langle (T^{(0)})^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 1 \right)^{-1} \sum_{l \in S^*} g_{ln}, \phi_j \right\rangle_{L^2}^2
\]

\[
= \sum_{j \geq 1} \left\langle \sum_{l \in S^*} g_{ln}, \frac{(s_j^{(0)})^v}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \phi_j \right\rangle_{L^2}^2
\]

\[
= \sum_{j \geq 1} \left( \frac{(s_j^{(0)})^{2v}}{\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1} \right) \left( \frac{1}{n_S + n_0} \sum_{i=1}^{n_j} \epsilon_i^T X_i^T K^{-\frac{1}{2}}(\phi_j) \right)_{L^2}^2
\]
Therefore,

\[
E \left\| (T^n)^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 \mathbf{1} \right)^{-1} \sum_{l \in S^*} g_{ln} \right\|_{L^2}^2 = \sum_{j \geq 1} \frac{(s_j^{(0)})^{2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1)^2} \cdot \sum_{l \in S^*} n_l E \left( \left| \epsilon_i^{(l)} X_i^{(l)} \right|^L \right) \left( K^1/2(\phi_j) \right)_{L^2}^2 \]

\[
= \sum_{j \geq 1} \frac{(s_j^{(0)})^{2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1)^2} \cdot \frac{1}{(n_S + n_0)^2} \cdot \sum_{l \in S^*} n_l E \left( \left| \epsilon_i^{(l)} X_i^{(l)} \right|^L \right) \left( K^1/2(\phi_j) \right)_{L^2}^2 \]

\[
\leq \max_j \left\{ \frac{C}{n_S + n_0} \sum_{j \geq 1} \frac{(s_j^{(0)})^{1+2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(l)} + \lambda_1)^2} \right\},
\]

thus by assumption on eigenvalues and Lemma 6 with \( v = \frac{1}{2} \),

\[
E \left\| (T^n)^v \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 \mathbf{1} \right)^{-1} \sum_{l \in S^*} g_{ln} \right\|_{L^2}^2 \lesssim \left( (n_S + n_0) \lambda_1^{1-2v+\frac{1}{2}} \right)^{-1}.
\]

The rest of the proof can be complete by Markov inequality. \( \square \)

**Lemma 5.**

\[
\left\| \sum_{l \in S^*} \alpha_l T^{(l)} \left( f_0^{(l)} - f_S \right) \right\|_{L^2}^2 = O_P \left( (n_S + n_0)^{-1} \right)
\]

**Proof.**

\[
E \left\| \sum_{l \in S^*} \alpha_l T^{(l)} \left( f_0^{(l)} - f_S \right) \right\|_{L^2}^2 = \sum_{j=1}^{\infty} E \left( \sum_{l \in S^*} \alpha_l \left( C^{(l)} K^{1/2}(f_0^{(l)} - f_S), K^1/2(\phi_j) \right)_{L^2}^2 \right) \]

\[
\lesssim K^2 \sum_{j=1}^{\infty} \sum_{l \in S^*} \frac{\alpha_l}{n_S + n_0} \left( f_0^{(l)} - f_S, \phi_j \right)_{L^2}^2 \left( s_j^{(l)} \right)^2 \]

\[
\lesssim (n_S + n_0)^{-1} \max_{j,l} \left\{ \alpha_l (s_j^{(l)})^2 \right\} \sum_{l \in S^*} \left\| f_0^{(l)} - f_S \right\|_{L^2}^2 \lesssim (n_S + n_0)^{-1}.
\]

The rest of the proof can be complete by Markov inequality. \( \square \)
Lemma 6.

\[ \lambda^{-\frac{1}{2}} \lesssim \sum_{j \geq 1} \frac{(s_j^{(0)})^{1+2v}}{(\sum_{l \in S^*} \alpha_l s_j^{(0)} + \lambda_1)^{1+2v}} \lesssim 1 + \lambda^{-\frac{1}{2}}. \]

**Proof.** The proof is exactly the same as Lemma 6 in Cai and Yuan [2012] once we know that 
\[ \max_j \left( \sum_{l \in S^*} \alpha_l s_j^{(0)} \right) \leq C, \]
which got satisfied under the assumptions of eigenvalues. □

Lemma 7 (Fano’s Lemma). Let \( P_1, \ldots, P_M \) be probability measure such that

\[ KL(P_i | P_j) \leq \alpha, \quad 1 \leq i \neq j \leq K \]

then for any test function \( \psi \) taking value in \( \{1, \ldots, M\} \), we have

\[ P_i(\psi \neq i) \geq 1 - \alpha + \frac{\log(2)}{\log(M-1)}. \]

Lemma 8. (Varshamov-Gilbert) For any \( N \geq 1 \), there exists at least \( M = \exp(N/8) \) dimensional vectors, \( b_1, \ldots, b_M \subset \{0, 1\}^N \) such that

\[ \sum_{l=1}^{N} \{ b_{ik} \neq b_{jk} \} \geq N/4. \]

A.2 Proof of Theorem 1

**Proof.** We first prove the upper bound under Assumption 1. WLOG, we assume the eigenfunction of \( T^{(0)} \) and \( T^{(l)} \) are perfectly aligned, i.e. \( \phi_j^{(0)} = \phi_j^{(l)} \) for all \( j \in \mathbb{N} \).

Since \( K^\frac{1}{2}(L^2) = \mathcal{H}(K) \), for any \( \beta \in \mathcal{H}(K) \), there exist a \( f \in L^2 \) such that \( \beta = K^\frac{1}{2}(f) \).

Therefore, we can rewrite the minimization problem in transfer step and debias step as

\[
\hat{f}_S = \arg\min_{f \in L^2} \left\{ \frac{1}{n_S + n_0} \sum_{l \in S^*} \sum_{i=1}^{n_l} \left( Y_i^{(l)} - \langle X_i, K^\frac{1}{2}(f) \rangle \right)^2 + \lambda_1 \|f\|_{L^2}^2 \right\},
\]

and

\[
\hat{f}_\delta = \arg\min_{f_\delta \in L^2} \left\{ \frac{1}{n_0} \sum_{i=1}^{n_0} \left( Y_i^{(0)} - \langle X_i, K^\frac{1}{2}(\hat{f}_S + f_\delta) \rangle \right)^2 + \lambda_2 \|f_\delta\|_{L^2}^2 \right\}.
\]

Define

\[ C_n^{(l)}(s, t) = \frac{1}{n_l} \sum_{i=1}^{n_l} X_i^{(l)}(s) X_i^{(l)}(t), \]

and \( T_n = K^\frac{1}{2} C_n^{(l)} K^\frac{1}{2} \).

**Step 1:**

For step 1, the solution of minimization is

\[
\hat{f}_{S\lambda_1} = \left( \sum_{l \in S^*} \alpha_l T_n^{(l)} + \lambda \mathbf{1} \right)^{-1} \left( \sum_{l \in S^*} \alpha_l T_n^{(l)}(f_0^{(l)}) + \sum_{l \in S^*} g_{ln} \right),
\]
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where \( 1 \) is identity operator and 
\[
g_{ln} = \frac{1}{n_S + n_0} \sum_{i=1}^{n_l} \epsilon_i^{(l)} K^{\frac{1}{2}} (X_i^{(l)}).
\]

Define 
\[
f_{S\lambda_1} = \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^{(l)}) \right).
\]

By triangular inequality 
\[
\left\| (T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - f_S) \right\|_{L^2}^2 \leq \left\| (T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - f_{S\lambda_1}) \right\|_{L^2}^2 + \left\| (T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - f_S) \right\|_{L^2}^2.
\]

By Lemma 2 and taking \( v = \frac{1}{2} \), the second term on r.h.s. can be bounded by 
\[
\left\| (T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - f_S) \right\|_{L^2}^2 = O_P \left( (\lambda_1 D_1) \| f_S \|_{L^2}^2 \right).
\]

Now we turn to the first term. We further introduce an intermedia term 
\[
\tilde{f}_{S\lambda_1} = f_{S\lambda_1} + \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^{(l)}) - f_{S\lambda_1} \right) + \sum_{l \in S^*} g_{ln} - \lambda_1 f_{S\lambda_1}.
\]

We first bound \( \|(T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - \tilde{f}_{S\lambda_1})\|_{L^2}^2 \). By the fact that 
\[
\lambda_1 f_{S\lambda_1} = \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^{(l)} - f_{S\lambda_1})
\]
and 
\[
E \left\{ \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^{(l)}) + \sum_{l \in S^*} g_{ln} \right\} = \sum_{l \in S^*} \alpha_l T^{(l)} (f_0^{(l)}).
\]

Using Parceval’s identity, we have 
\[
\|(T^{(0)})^{\frac{1}{2}} (f_{S\lambda_1} - \tilde{f}_{S\lambda_1})\|_{L^2}^2 \\
= \sum_{j=1}^{\infty} \left\langle \left( (T^{(0)})^{\frac{1}{2}} \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l (T_n^{(l)} - T^{(l)})(f_0^{(l)} - f_{S\lambda_1}) \right), \phi_j \right) \right\|_{L^2}^2 \\
\leq \sum_{j=1}^{\infty} \left\langle \left( (T^{(0)})^{\frac{1}{2}} \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} g_{ln} \right), \phi_j \right) \right\|_{L^2}^2 + \\
\sum_{j=1}^{\infty} \left\langle \left( (T^{(0)})^{\frac{1}{2}} \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l (T_n^{(l)} - T^{(l)})(f_0^{(l)} - f_{S\lambda_1}) \right), \phi_j \right) \right\|_{L^2}^2.
\]

For first term in above inequality, by Lemma 4,
\[
\sum_{j=1}^{\infty} \left\langle \left( (T^{(0)})^{\frac{1}{2}} \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} g_{ln} \right), \phi_j \right) \right\|_{L^2}^2 \lesssim_P (n_S + n_0)^{-1} \lambda_1^{\frac{1}{2}}.
\]
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For second one, by Lemma 3 and 5,

$$
\sum_{j=1}^{\infty} \left( \langle (T^{(0)})^{\frac{1}{2}} (\sum_{l \in S^*} \alpha_l T^l + \lambda_1 I)^{-1} \left( \sum_{l \in S^*} \alpha_l (T_n^{(l)} - T_n^{(1)}) (f_0^{(l)} - f_{S \lambda_1}) \right), \phi_j \rangle \right)_{L^2}^2 \lesssim \frac{1}{P} (n_S + n_0)^{-1} \lambda_1^{\frac{1}{2}}.
$$

Therefore,

$$
\| (T^{(0)})^{\frac{1}{2}} (f_{S \lambda_1} - \tilde{f}_{S \lambda_1}) \|_{L^2}^2 \lesssim \frac{1}{P} (n_S + n_0)^{-1} \lambda_1^{\frac{1}{2}}.
$$

Finally, we bound $$\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{S \lambda_1} - \tilde{f}_{S \lambda_1}) \|_{L^2}^2$$. Once again, by the definition of $$\hat{f}_{S \lambda_1}$$

$$
\hat{f}_{S \lambda_1} - \tilde{f}_{S \lambda_1} = \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l (T^{(l)} - T_n^{(1)}) (\hat{f}_{S \lambda_1} - f_{S \lambda_1}) \right).
$$

Thus, by Lemma 3

$$
\left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{S \lambda_1} - \tilde{f}_{S \lambda_1}) \right\|_{L^2}^2 \leq \left\| (T^{(0)})^{\frac{1}{2}} \left( \sum_{l \in S^*} \alpha_l T^{(l)} + \lambda_1 I \right)^{-1} \left( \sum_{l \in S^*} \alpha_l (T^{(l)} - T_n^{(1)}) (T^{(0)})^{-\frac{1}{2}} \right) \right\|_{op} \left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{S \lambda_1} - f_{S \lambda_1}) \right\|_{L^2}^2 \lesssim \frac{1}{P} \lambda_1 + (n_S + n_0)^{-1} \lambda_1^{\frac{1}{2}},
$$

by taking $$\lambda_1 \approx (n_S + n_0)^{-\frac{2r}{n+1}}$$

$$
\left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{S \lambda_1} - f_{S}) \right\|_{L^2}^2 \lesssim \frac{1}{P} (n_S + n_0)^{-\frac{2r}{n+1}}.
$$

**Step 2:** Step 2 is debiasing step, which is in the same form of step 1 and its proof follows the same spirit of Step 1. The solution of minimization problem in step 2 is

$$
\hat{f}_{\delta \lambda_2} = (T_n^{(0)} + \lambda_2 I)^{-1} \left( T_n^{(0)} (f_S - \hat{f}_{S \lambda_1} + f_\delta) + g_{0n} \right),
$$

where

$$
g_{0n} = \frac{1}{n_0} \sum_{i=1}^{n_0} \epsilon_i^{(0)} K^{\frac{1}{2}} (X_i^{(0)}).
$$

Similarly, define

$$
f_{\delta \lambda_2} = (T^{(0)} + \lambda_2 I)^{-1} \left( T_0 (f_S - \hat{f}_S + f_\delta) \right),
$$
where 
\[ f_\delta = \left( \sum_{l \in S^*} \alpha_l T^{(l)} \right)^{-1} \left( \sum_{l \in S} \alpha_l T^{(l)} \left( f_{0 \delta}^{(l)} \right) \right). \]

By triangular inequality,
\[ \left\| (T^{(0)})^{1/2} (\tilde{f}_\delta - f_\delta) \right\|_{L^2}^2 \leq \left\| (T^{(0)})^{1/2} (f_\delta - f_{\delta \lambda_2}) \right\|_{L^2}^2 + \left\| (T^{(0)})^{1/2} (f_{\delta \lambda_2} - f_\delta) \right\|_{L^2}^2. \]

For the second term in r.h.s.,
\[ \left\| (T^{(0)})^{1/2} (f_{\delta \lambda_2} - f_\delta) \right\|_{L^2}^2 \leq \left\| (T^{(0)})^{1/2} (T_0 + \lambda_2 I)^{-1} T_0 (f_S - \tilde{f}_{S \lambda_1}) \right\|_{L^2}^2 + \left\| (T^{(0)})^{1/2} (f_{\delta \lambda_2} - f_\delta) \right\|_{L^2}^2 \]
\[ \leq \left\| (T^{(0)})^{1/2} (T_0 + \lambda_2 I)^{-1} (T^{(0)})^{1/2} \left\| T_0^{1/2} \left( f_S - \tilde{f}_S \right) \right\|_{L^2}^2 + \left\| (T^{(0)})^{1/2} (f_{\delta \lambda} - f_\delta) \right\|_{L^2}^2, \]

where \( f_{\delta \lambda} = (T^{(0)} + \lambda_2 I)^{-1} T^{(0)} (f_\delta). \)

By Lemma 2 with \( S = \emptyset, \)
\[ \left\| (T^{(0)})^{1/2} (f_{\delta \lambda_2} - f_\delta) \right\|_{L^2}^2 \leq \frac{\lambda_2}{4} \| f_\delta \|_{L^2}^2 \leq \lambda_2 h^2. \]

The second inequality holds with the fact the \( S = \{ 1 \leq l \leq L : \| f_0 - f_l \|_{L^2} \leq h \}. \)

Therefore,
\[ \left\| (T^{(0)})^{1/2} (f_{\delta \lambda_2} - f_\delta) \right\|_{L^2}^2 = O_P \left( (n_S + n_0)^{-\frac{2}{\alpha + 1}} + \lambda_2 h^2 \right). \]

For first term, we play the same game as \textbf{step 1}. Define
\[ \tilde{f}_{\delta \lambda_2} = f_{\delta \lambda_2} + (T^{(0)} + \lambda_2 I)^{-1} (T_n^{(0)} (f_{S \lambda_1} - \tilde{f}_{S \lambda_1} + f_\delta) + g_{0n} - T_n^{(0)} (f_{\delta \lambda_2}) - \lambda_1 f_{\delta \lambda_2}), \]
and the definition of \( f_{\delta \lambda_2} \) leads to
\[ \tilde{f}_{\delta \lambda_2} - f_{\delta \lambda_2} = (T^{(0)} + \lambda_2 I)^{-1} \left( (T_n^{(0)} - T^{(0)})(f_{S \lambda_1} - \tilde{f}_{S \lambda_1} + f_\delta - f_{\delta \lambda_2} + g_{0n}) \right). \]

Therefore,
\[ \left\| (T^{(0)})^{1/2} (\tilde{f}_{\delta \lambda_2} - f_{\delta \lambda_2}) \right\|_{L^2}^2 \leq \left\| (T^{(0)})^{1/2} (T^{(0)} + \lambda_1 I)^{-1} g_{0n} \right\|_{L^2}^2 + \left\| (T^{(0)})^{1/2} (T^{(0)} + \lambda_2 I)^{-1} (T_n^{(0)} - T^{(0)})(T^{(0)})^{-1/2} \right\|_{op}^2 \]
\[ \leq \left\{ \frac{1}{n_0 \lambda_2^2} \right\} + \left( n_0 \lambda_2^2 \right)^{-1} \left[ (n_S + n_0)^{-\frac{2}{\alpha + 1}} + \lambda_2 h^2 \right], \]
where the first term and operator norm comes from Lemma 3 and 4 with \( S = \emptyset, \) and bounds on \( \| (T^{(0)})^{1/2} (f_{S \lambda_1} - \tilde{f}_{S \lambda_1} + f_\delta - f_{\delta \lambda_2}) \|_{L^2}^2 \) comes from \textbf{step 1} and bias term of \textbf{step 2}. 
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Finally, for \(\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{\delta \lambda_2} - \tilde{f}_{\delta \lambda_2}) \|_{L^2}^2 \), notice that
\[
\hat{f}_{\delta \lambda_2} - \tilde{f}_{\delta \lambda_2} = (T^{(0)} + \lambda_2 I)^{-1} \left( (T^{(0)} - T_n^{(0)})(\hat{f}_{\delta \lambda_2} - \tilde{f}_{\delta \lambda_2}) \right),
\]
thus by Lemma 3,
\[
\left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{\delta \lambda_2} - \tilde{f}_{\delta \lambda_2}) \right\|_{L^2}^2 = o_P \left( \left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{\lambda_2} - f_{\lambda_2}) \right\|_{L^2}^2 \right).
\]
Combine three parts, we get
\[
\left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{\delta \lambda_2} - f_{\delta}) \right\|_{L^2}^2 \lesssim_P \lambda_1 h^2 + (n_0 \lambda_2^2)^{-1},
\]
taking \(\lambda_2 \approx n_0^{-\frac{2r}{2r+1}}\) leads to
\[
\left\| (T^{(0)})^{\frac{1}{2}} (\hat{f}_{\delta \lambda_2} - f_{\delta}) \right\|_{L^2}^2 \lesssim_P n_0^{-\frac{2r}{2r+1}} h^2.
\]
Combining step 1 and step 2,
\[
\mathcal{E} (\hat{\beta}) \lesssim_P \left\{ (n_S + n_0)^{-\frac{2r}{2r+1}} + n_0^{-\frac{2r}{2r+1}} h^2 \right\}.
\]
To prove the same upper bound under Assumption 2, we only need to show Lemma 2 to Lemma 6 still hold under Assumption 2.

Let \(\{(s_j^{(0)}, \phi_j^{(0)})\}_{j}\) be the eigen-pairs of \(T^{(0)}\). We show that
\[
\left\langle T^{(1)} \phi_j^{(0)}, \phi_j^{(0)} \right\rangle_{L^2} = \lambda_j^{(0)} (1 + o(1)). \tag{10}
\]
Consider
\[
\left| \left\langle (T^{(1)} - T^{(0)}) \phi_j^{(0)}, \phi_j^{(0)} \right\rangle_{L^2} \right| = \left| \left\langle (T^{(0)})^{\frac{1}{2}} (T^{(1)} - T^{(0)}) \left( (T^{(0)})^{-\frac{1}{2}} T^{(0)} \left( (T^{(0)})^{-\frac{1}{2}} - I \right) \phi_j^{(0)}, \phi_j^{(0)} \right) \right\rangle_{L^2} \right| = \lambda_j^{(0)} \left| \left\langle \left( (T^{(0)})^{-\frac{1}{2}} T^{(1)} (T^{(0)})^{-\frac{1}{2}} - I \right) \phi_j^{(0)}, \phi_j^{(0)} \right\rangle_{L^2} \right|.
\]
Since \((T^{(0)})^{-\frac{1}{2}} T^{(1)} (T^{(0)})^{-\frac{1}{2}} - I\) is Hilbert–Schmidt, then
\[
\left\| (T^{(0)})^{-\frac{1}{2}} T^{(1)} (T^{(0)})^{-\frac{1}{2}} - I \right\|_{HS} = \sum_{i,j} \left| \left\langle \phi_i^{(0)}, \left( (T^{(0)})^{-\frac{1}{2}} T^{(1)} (T^{(0)})^{-\frac{1}{2}} - I \right) \phi_j^{(0)} \right\rangle_{L^2} \right|^2 < \infty
\]
which leads to
\[
\left| \left\langle \left( (T^{(0)})^{-\frac{1}{2}} T^{(1)} (T^{(0)})^{-\frac{1}{2}} - I \right) \phi_j^{(0)}, \phi_j^{(0)} \right\rangle_{L^2} \right| = o(1) \quad \text{as} \quad j \to \infty.
\]
Therefore, Equation (10) holds. One can now replace the common eigenfunctions \(\phi_j\) in the proofs of Lemma 2 to Lemma 6 by \(\phi_j^{(0)}\), and it is not hard to check the results still hold.
A.3 Proof of Theorem 2

Proof. Note that any lower bound for a specific case will immediately yield a lower bound for the general case. Therefore, we consider the following two cases.

(1) Consider \( h = 0 \), i.e.

\[
y_i^{(l)} = \langle X_i^{(l)}, \beta \rangle + \epsilon_i^{(l)}, \quad \text{for all } l \in \{0\} \cup S.
\]

In this case, all the auxiliary model shares the same coefficient function as target model and therefore the estimation process is equivalent to estimate \( \beta \) under target model with sample size equal to \( n_S + n_0 \). The lower bound in Cai and Yuan [2012] can be applied here and leading to

\[
\lim_{a \to 0} \lim_{n \to \infty} \inf_{\hat{\beta}} \sup_{\beta(0) \in \Theta(h)} P \left\{ \mathcal{E} \left( \hat{\beta} \right) \geq a (n_S + n_0)^{-\frac{2r}{2r+1}} \right\} = 1.
\]

(2) Consider \( \beta(0) \in \mathcal{B}_H(h) \) and \( \beta^{(l)} = 0 \) for all \( l \in \{0\} \cup S \) and \( \sigma_0 \geq h \). That is all the auxiliary datasets contain no information about \( \beta(0) \). Consider slope functions \( \beta_1, \ldots, \beta_M \in \mathcal{B}_H(h) \) and \( P_1, \ldots, P_M \) as the probability distribution of \( \{(X_i^{(0)}, Y_i^{(0)}): i = 1, \ldots, n_0\} \) under \( \beta_1, \ldots, \beta_M \). Then the KL divergence between \( P_i \) and \( P_j \) is

\[
KL(P_i|P_j) = \frac{n_0}{2\sigma_0^2} \left\| C_0^{\frac{1}{2}} (\beta_i - \beta_j) \right\|^2_{H(K)} \quad \text{for } i, j \in \{1, \ldots, K\}.
\]

Let \( \bar{\beta} \) be any estimator based on \( \{(X_i^{(0)}, Y_i^{(0)}): i = 1, \ldots, n_0\} \) and consider testing multiple hypotheses, by Markov inequality and Lemma 7

\[
\left\| (C(0)^{\frac{1}{2}} (\bar{\beta} - \beta_i)) \right\|^2_{H(K)} \geq P_i \left( \bar{\beta} \neq \beta_i \right) \min_{i,j} \left\| (C(0)^{\frac{1}{2}} (\beta_i - \beta_j)) \right\|^2_{H(K)} \geq \left( 1 - \frac{n_0}{2\sigma_0^2} \max_{i,j} \left\| (C(0)^{\frac{1}{2}} (\beta_i - \beta_j)) \right\|^2_{H(K)} + \log(2) \right) \frac{\min_{i,j} \left\| (C(0)^{\frac{1}{2}} (\beta_i - \beta_j)) \right\|^2_{H(K)}}{\log(M-1)}. \]

(11)

Our target is to construct a sequence of \( \beta_1, \ldots, \beta_M \in \mathcal{B}_H(h) \) such the above lower bound match with upper bound. We consider Varshamov- Gilbert bound in Varshamov [1957], which we state it as Lemma 8. Now we define,

\[
\beta_i = \sum_{k=N+1}^{2N} \frac{b_{i,k-N}h}{\sqrt{N}} K_{\frac{1}{2}}(\phi_k) \quad \text{for } i = 1, 2, \ldots, M.
\]

Then,

\[
\|\beta_i\|^2_K = \sum_{k=N+1}^{2N} \frac{b_{i,k-N}^2h^2}{N} \left\| K_{\frac{1}{2}}(\phi_k) \right\|^2_K \leq h^2,
\]

hence \( \beta_\theta \in \mathcal{B}_{H(K)}(h) \).
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Besides,
\[
\left\| (C(0)^{1/2} (\beta_i - \beta_j) \right\|_K^2 = \frac{h^2}{N} \sum_{k=N+1}^{2N} (b_{i,k-N} - b_{j,k-N})^2 s_{i}^{(0)} \\
\geq \frac{h^2 s_{2N}^{(0)}}{N} \sum_{k=N+1}^{2N} (b_{i,k-N} - b_{j,k-N})^2 \\
\geq \frac{h^2 s_{2N}^{(0)}}{4},
\]
where the last inequality is by Lemma 8, and
\[
\left\| (C(0)^{1/2} (\beta_i - \beta_j) \right\|_K^2 = \frac{h^2}{N} \sum_{k=N+1}^{2N} (b_{i,k-N} - b_{j,k-N})^2 s_{k}^{(0)} \\
\leq \frac{h^2 s_{N}^{(0)}}{N} \sum_{k=M+1}^{M} (b_{i,k-N} - b_{j,k-N})^2 \\
\leq h^2 s_{N}^{(0)}.
\]
Therefore, one can bound the KL divergence by
\[
KL(P_i|P_j) \leq \max_{i,j} \left\{ \frac{n_0}{2\sigma_0^2} \left\| C_0^{1/2} (\beta_i - \beta_j) \right\|_H^2 \right\}.
\]
Using the above results, the r.h.s. of Equation 11 becomes
\[
\left( 1 - \frac{4nh^2 s_{N}^{(0)}}{\sigma_0} + 8\log(2) \right) \frac{s_{2N}^{(0)}h^2}{4N}.
\]
Taking \(N = \frac{8h^2}{\sigma_0^2} n_0^{1/\alpha + 1}\), which implies \(N \to \infty\), would produce
\[
\left( 1 - \frac{4nh^2 s_{N}^{(0)}}{\sigma_0} + 8\log(2) \right) \frac{s_{2N}^{(0)}h^2}{4N} \approx \left( \frac{1}{2} - \frac{8\log(2)}{N} \right) h^2 N^{-2r} \asymp n_0^{-2r} h^2.
\]
Combining the lower bound in case (1) and case (2), we obtain the desired lower bound.

A.4 Proof of Theorem 3
Proof. Under Assumption 3,
\[
\max_{k \in S} \Delta_k < \min_{k \in S^c} \Delta_k
\]
holds automatically. To prove
\[
P \left( \hat{S}_j = S \right) \to 1,
\]
we only need to show
\[ \mathbb{P} \left( \max_{k \in \mathcal{S}} \hat{\Delta}_k < \min_{k \in \mathcal{S}^c} \hat{\Delta}_k \right) \to 1 \]
holds. Observe that
\[ \|f\|_{K^M} = \sum_{j=1}^{M} \frac{f_j^2}{\lambda_j} \leq \frac{1}{\lambda_M} \sum_{j=1}^{M} f_j^2 \leq \frac{1}{\lambda_M} \|f\|_{L^2} \leq \|f\|_{L^2} \]
for any finite \( M \), then by Corollary 10 in Yuan and Cai [2010]
\[ \| (\hat{\beta}_0 - \hat{\beta}_k) - (\beta_0 - \beta_k) \|_{K^M} \leq \| (\hat{\beta}_0 - \hat{\beta}_k) - (\beta_0 - \beta_k) \|_{L^2} = o(1). \]
Therefore, for \( k \in \mathcal{S}^c \)
\[ \| \hat{\beta}_0 - \hat{\beta}_k \|_{K^M} \geq (1 - o(1)) \| \beta_0 - \beta_k \|_{K^M} \]
and also for \( k \in \mathcal{S} \)
\[ \| \hat{\beta}_0 - \hat{\beta}_k \|_{K^M} \leq (1 + o(1)) \| \beta_0 - \beta_k \|_{K^M} \leq (1 + o(1)) \| \beta_0 - \beta_k \|_{K} \]
with high probability. Finally,
\[ \mathbb{P} \left( \max_{k \in \mathcal{S}} \hat{\Delta}_k < \min_{k \in \mathcal{S}^c} \hat{\Delta}_k \right) \geq \mathbb{P} \left( (1 + o(1)) \max_{k \in \mathcal{S}} \| \beta_0 - \beta_k \|_{K} < (1 - o(1)) \min_{k \in \mathcal{S}^c} \| \beta_0 - \beta_k \|_{K^M} \right) \to 1. \]
\[ \square \]

**A.5 Proof of Theorem 4**

The Theorem directly holds by combining Theorem 1, Lemma 1 and Theorem 3.