Long-Term Cloth-Changing Person Re-identification
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Abstract. Person re-identification (Re-ID) aims to match a target person across different camera views at different locations and times. Existing Re-ID studies focus on the short-term cloth-consistent setting, under which a person re-appears in different camera views with the same outfit. A discriminative feature representation learned by existing deep Re-ID models is thus dominated by the visual appearance of clothing. In this work, we focus on a much more difficult yet practical setting where person matching is conducted over long-duration, e.g., over days and months and therefore inevitably under the new challenge of changing clothes. This problem, termed Long-Term Cloth-Changing (LTCC) Re-ID is much understudied due to the lack of large scale datasets. The first contribution of this work is a new LTCC dataset containing people captured over a long period of time with frequent clothing changes. As a second contribution, we propose a novel Re-ID method specifically designed to address the cloth-changing challenge. Specifically, we consider that under cloth-changes, soft-biometrics such as body shape would be more reliable. We, therefore, introduce a shape embedding module as well as a cloth-elimination shape-distillation module aiming to eliminate the now unreliable clothing appearance features and focus on the body shape information. Extensive experiments show that superior performance is achieved by the proposed model on the new LTCC dataset. The code and dataset will be available at https://naiq.github.io/LTCC_Person_ReID.html
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1 Introduction

Person re-identification (Re-ID) aims at identifying and associating a person at different locations and times monitored by a distributed camera network. It underpins many crucial applications such as multi-camera tracking \cite{39}, crowd counting \cite{4}, and multi-camera activity analysis \cite{3}.

Re-ID is inherently challenging as a person’s appearance often undergoes dramatic changes across camera views. Such a challenge is captured in existing Re-ID datasets, including Market-1501 \cite{45}, DukeMTMC \cite{48} and CUHK03
Fig. 1. Illustration of the long-term cloth-changing Re-ID task and dataset. The task is to match the same person under cloth-changes from different views, and the dataset contains same identities with diverse clothes.

where the appearance changes are caused by changes in body pose, illumination [1], occlusion [462412] and camera view angle [2934]. However, it is noted that in these popular datasets each person is captured across different camera views within a short period of time on the same day. As a result, each wears the same outfit. We call the Re-ID under this setting as short-term cloth-consistent (STCC) Re-ID. This setting has a profound impact on the design of existing Re-ID models – most existing models are based on deep neural networks (DNNs) that extract feature representations invariant to these changes. Since faces are of too low resolutions to be useful, these representations are dominated by the clothing appearance.

In this paper, we focus on a more challenging yet practical new Long-Term Cloth-Changing (LTCC) setting (see Fig. 1 (a)). Under this setting, a person is matched over a much longer period of time, e.g., days or even months. As a result, clothing changes are commonplace, though different parts of the outfit undergo changes at different frequencies – the top is more often than the bottom and shoe changes are the least common. Such a setting is not only realistic but also crucial for certain applications. For instance, if the objective is to capture a criminal suspect after a crime is committed, he/she may change outfits even over short-term as a disguise. However, LTCC Re-ID is largely ignored so far. One primary reason is the lack of large-scale datasets featuring clothing changes.

The first contribution of this paper is thus to provide such a dataset to fill in the gap between research and real-world applications. The new Long-Term Cloth-Changing (LTCC) dataset (see Fig. 1 (b)) is collected over two months. It contains 17,138 images of 152 identities with 478 different outfits captured from 12 camera views. This dataset was completed under pedestrian detection and careful manual labeling of both person identities and clothing outfit identities. Due to the long duration of data collection, it also features drastic illumination, viewing angle, and pose changes as in existing STCC datasets, but additionally clothing and carrying changes and occasionally hairstyle changes. Furthermore, it also includes many persons wearing similar clothing, as shown in Fig. 1 (b).
With cloth-changing now commonplace in LTCC Re-ID, existing Re-ID models are expected to struggle (see Table 1) because they assume that the clothing appearance is consistent and relies on clothing features to distinguish people from each other. Instead, it is now necessary to explore identity-relevant biological traits (i.e., soft-biometrics) rather than cloth-sensitive appearance features. A number of naive approaches can be considered. First, can a DNN ‘does the magic’ again, i.e., figures out automatically what information is cloth-change-invariant? The answer is no, because a) the soft-biometrics information is subtle and hard to compute without any network architectural change to assist in the extraction; and b) in a real-world, some people will wear the same outfit or at least keep part of the outfit unchanged (e.g., shoes) even over a long duration. The network thus receives a mixed signal regarding what information is discriminative. Second, would adding a cloth-changing detector be a solution so that models can be switched accordingly? The answer is also negative, because detecting changes for the same person needs person Re-ID to be solved in the first place.

To overcome these difficulties, we propose a novel DNN for LTCC Re-ID. The key idea is to remove the cloth-appearance related information completely and only focus on view/pose-change-insensitive body shape information. To this end, we introduce a Shape Embedding (SE) to help shape feature extraction and a Cloth-Elimination Shape-Distillation (CESD) module to eliminate cloth-related information. Concretely the SE module aims to extract body pose keypoint embedding features. This is achieved by encoding the position/semantic information of human body joints, and leveraging Relation Network [32] to explore the implicit correlations between each pair of keypoints. The CESD module, on the other hand, is designed to learn identity-relevant biological representation. Based on the extracted keypoint embedding feature, we adaptively distill the shape information by re-scaling the original image feature. To better disentangle the identity-relevant features from the residual (i.e., the difference between the original information and the re-scaled shape information), we explicitly add the clothing identity constrain to ensure the identity-irrelevant clothing feature to be eliminated.

**Contribution.** Our contributions are as follows: (1) We introduce a new Long-Term Cloth-Changing (LTCC) dataset, designed to study the more challenging yet practical LTCC Re-ID problem. (2) We propose a novel model for LTCC Re-ID. It contains a shape embedding module that efficiently extracts discriminative biological structural feature from keypoints, and a cloth-elimination shape-distillation module that learns to disentangle identity-relevant features from the cloth-appearance features. (3) Extensive experiments validate the efficacy of our Re-ID models in comparison with existing Re-ID models.

## 2 Related Work

**Short-Term Cloth-Consistent Re-ID.** With the popularization of surveillance system in the real-world, person re-identification task attracts more and
more attention. As mentioned earlier, almost all existing Re-ID datasets were captured during short-period of time. As a result, for the same person, the clothing appearances are more or less consistent. In the deep-learning era, more efforts have been made in developing approaches for automatic person re-identification by learning discriminative features or robust distance metrics. These models are robust against changes caused by pose, illumination and view angles as they are plenty in those datasets. However, they are vulnerable to clothing changes as the models are heavily reliant on the clothing appearance consistency.

**Long-Term Cloth-Changing Re-ID Datasets.** Barbosa et al. [2] proposed the first cloth-changing Re-ID dataset. However, the dataset is too small to be useful for deep learning based Re-ID. More recently iQIYI-VID [22] is introduced which is not purposefully built for LTCC but does contain some cloth-changing images. However, it is extracted from on-line videos, unrepresentative of real-world scenarios and lack of challenges caused illumination change and occlusion. Similarly, Huang et al. [14,15] collect Celebrities-ReID dataset containing clothing variations. Nevertheless, the celebrity images are captured in high quality by professional photographers, so unsuited for the main application of Re-ID, i.e. video surveillance using CCTV cameras. Note that a concurrent work [43] also introduced an LTCC dataset, called PRCC which is still not released. Though featuring outfit changes, PRCC is a short-term cloth-changing dataset so it contains less drastic clothing changes and bare hairstyle changes. Further, with only 3 cameras instead of 12 in our LTCC dataset, it is limited in view-angle and illumination changes. In contrast, our LTCC Re-ID aims at matching persons over long time from more cameras, with more variations in visual appearance, e.g., holding different bags or cellphones, and wearing hats as shown in Fig. 1(b).

**Long-Term Cloth-Changing Re-ID Models.** Recently, Xue et al. [42] particularly address the cloth-change challenge by downplaying clothing information and emphasizing face. In our dataset, face resolution is too low to be useful and we take a more extreme approach to remove clothing information completely. Zheng et al. [47] propose to switch the appearance or structure codes and leverage the generated data to improve the learned Re-ID features. Yang et al. [43] introduce a method to capture the contour sketch representing the body features. These two works mainly focus on learning invariant and discriminative Re-ID features by taking clothing information into account. In contrast, our model focuses solely on extracting soft-biometrics features and removes the model dependency on clothing information completely.

### 3 Long-Term Cloth-Changing (LTCC) Dataset

**Data Collection.** To facilitate the study of LTCC Re-ID, we collect a new Long-Term Cloth-Changing (LTCC) person Re-ID dataset. Different from previous datasets, this dataset aims to support the research of long-term person re-identification with the added challenge of cloth changes. During dataset collection, an existing CCTV network is utilized which is composed of
Fig. 2. Examples of one person wearing the same and different clothes in LTCC dataset. There exist various illumination, occlusion, camera view, carrying and pose changes.

Statistics. We release the first version of LTCC dataset with this paper, which contains 17,138 person images of 152 identities, as shown in Fig. 9. Each identity is captured by at least two cameras. To further explore the cloth-changing Re-ID scenario, we assume that different people will not wear identical outfits (however visually similar they may be), and annotate each image with a cloth label as well. Note that the changes of the hairstyle or carrying items, e.g., hat, bag or laptop, do not affect the cloth label. Finally, dependent on whether there is a cloth-change, the dataset can be divided into two subsets: one cloth-change set where 91 persons appearing with 417 different sets of outfits in 14,756 images, and one cloth-consistent subset containing the remaining 61 identities with 2,382 images without outfit changes. On average, there are 5 different clothes for each cloth-changing person, with the numbers of outfit changes ranging from 2 to 14.

Comparison with Previous Datasets. Comparing to the most widely-used cloth-consistent Re-ID datasets such [45,18,48], our dataset is gathered primarily to address the new LTCC Re-ID task, which challenges the Re-ID under a more realistic yet difficult setting. Comparing to few cloth-changing datasets [25,14], ours is collected in a natural and long-term way without any human intervention. Concretely, our dataset includes not only various cloth-changing (e.g., top, bottom, shoe-wear), but also diverse human pose (e.g., squat, run, jump, pull, push, bow), large changes of illumination (e.g., from day to night, indoor lighting) and large variations of occlusion (e.g., self-occlusion, partial), as shown in Fig. 9.
Fig. 3. Illustration of our framework and the details of Cloth-Elimination Shape-Distillation (CESD) module. Here, we introduce Shape Embedding (SE) module to extract structural features from human keypoints, followed by learning identity-sensitive and cloth-insensitive representations using the CESD module. ‘⊘’ denotes the operation of re-scale in Eq. 4.

4 Methodology

Under the LTCC Re-ID setting, the clothing appearance becomes unreliable and can be considered as a distraction for Re-ID. We thus aim to learn to extract biological traits related to soft biometrics, with a particular focus on body shape information in this work. Unfortunately, learning the identity-sensitive feature directly from body shape [5] is a challenging problem on its own. Considering the recent success in body parsing or human body pose estimation [20] from RGB images, we propose to extract identity-discriminative shape information whilst eliminating clothing information with the help of an off-the-shelf body pose estimation model. Specifically, given a generic DNN backbone, we first introduce a Shape Embedding (SE) module to encode shape information from human body keypoints. Then we propose a Cloth-Elimination Shape-Distillation (CESD) module, which is able to utilise keypoint embedding to adaptively distill the identity-relevant shape feature and explicitly disentangle the identity-irrelevant clothing information.

4.1 Shape Embedding (SE)

Humans can easily recognize an old friend in an unseen outfit from the back (no face). We conjecture that this is because the body shape information is discriminative enough for person identification. Here, ‘shape’ is a general term referring to several unique biological traits, e.g., stature and body-part proportion. One intuitive way to represent body shape without being distracted by viewing angle and distances, as well as pose changes, is to employ joints/keypoints of human body and model the relations between each pair of points. For example, the relation between points of left-shoulder and left-hip reflects the height of the up-
per body. Inspired by adaptive instance normalization [13], we propose a shape embedding module to encode body shape.

**Keypoint Representation.** We employ an off-the-shelf pose detector [7,41], which is trained without using any re-id benchmark data, to detect and localize $n$ human body joints as shown in Fig. 4. Each point $n_i$ is represented by two attributes, position $P_i$ and semantics $S_i$ (**i.e.,** corresponding to which body joint). Concretely, $P_i = (x_i, y_i, w, h)$ where $(x_i, y_i)$ denotes the coordinates of joint $i$ in the person image and $(w, h)$ represents the original width and height of the image. $S_i$ is a $n$-dimensional one-hot vector to index the keypoint $i$ (**e.g.,** head and knee). If one of the points is undetectable, we set $P_i$ as $(-1, -1, w, h)$.

**Keypoint Embedding.** The two keypoint representation parts are first encoded with learnable embedding weights $W$ individually. Then, we apply a refinement network to integrate the two parts and improve the representation of each keypoint, which can be formulated as

$$f_j = \mathcal{F} (W_p P_i^T + W_s S_i^T) \in \mathbb{R}^{d_2},$$

where $W_p \in \mathbb{R}^{d_1 \times n}$ and $W_s \in \mathbb{R}^{d_1 \times n}$ are two different embedding weights; $\mathcal{F} (\cdot)$ denotes the refinement network with several fully-connected layers to increase the dimension from $d_1$ to $d_2$. In this paper, we have two hidden layers and set $d_1 = 128, d_2 = 2048$.

After the embedding, we now obtain a set of keypoint features $f \in \mathbb{R}^{n \times d_2}$. Intuitively, the information of body proportion cannot be captured easily by the feature of a single joint. We still need to represent the relation between each pair of keypoints. To this end, we propose to leverage a relation network for exploiting relations between every two points. As illustrated in Fig. 4 our relation network concatenates features of two different keypoints from all combinations and feeds them into two convolution layers for relation reasoning. The final keypoint embedding feature of $f^P$ is calculated by maximize over all outputs. The whole formulations can be expressed as follows,

$$f^P = \text{GMP} (H), \quad H_{ij} = \text{Conv}_\theta ([f_i ; f_j]), \quad i, j \in [1, 2, \ldots, n],$$

---

**Fig. 4.** The detailed structure of the Shape Embedding (SE) module.
where $f^P \in \mathbb{R}^{d_2}$ and $H \in \mathbb{R}^{n \times n \times d_2}$; GMP and $\theta$ denote global max pooling and parameters of convolution layers, respectively. $[*;*]$ denotes the operation of concatenation.

### 4.2 Cloth-Elimination Shape-Distillation (CESD)

Person images contain clothing and shape information. Disentangling the two and focusing on the latter is the main idea behind our model for LTCC Re-ID. Recently, many works on visual reasoning \cite{27,28} or style transfer \cite{13,8} are proposed to solve a related similar problem with adaptive normalization. Inspired by these works, we introduce a cloth-elimination shape-distillation module, which is parameterized using keypoint embedding, and designed to explicitly disentangle the clothing and discriminative shape information. The final extracted discriminative information should include the shape features transferred from keypoint embedding and others from a task-driven attention mechanism to be detailed later. Specifically, we denote both the input image and shape features by $f^I \in \mathbb{R}^{h \times w \times c}$ and $f^P \in \mathbb{R}^{d_2}$, where $h$, $w$, $c$ indicate the height, width and number of channel, respectively.

**Shape Distillation.** We first try to reduce the original style information, correlated mostly to the illumination condition, in the input by performing instance normalization \cite{37}. Then, we distill the shape feature by re-scaling the normalized feature with the parameters $\gamma$ and $\beta$ calculated from $f^P$. These two steps can be expressed as,

\[
fnorm = \frac{f^I - \mathbb{E}[f^I]}{\sqrt{\text{Var}[f^I]} - \epsilon},
\]

\[
\tilde{f} = (1 + \Delta \gamma) fnorm + \beta, \quad \text{where } \Delta \gamma = G_s(f^P), \quad \beta = G_b(f^P),
\]

where $\mathbb{E}[\cdot]$ and $\text{Var}[\cdot]$ denote the mean and variance of image features calculated per-dimension separately for each sample; $G_s(\cdot)$ and $G_b(\cdot)$ are both one fully-connected layer to learn new parameters of scale and bias. Particularly, rather than directly predicting $\gamma$, we output the offset $\Delta \gamma$ in case of re-scaling factor value for the feature activation being too low.

**Cloth Elimination.** To further enhance the representation of identity-sensitive but cloth-insensitive feature, we propose to eliminate the identity-irrelevant clothing clue from the final image features. As shown in Fig. 3, given the image feature $f^I$ and the transferred feature $\tilde{f}$, we first obtain the residual feature $f^R \in \mathbb{R}^{h \times w \times c}$ by computing the difference between $f^I$ and $\tilde{f}$,

\[
f^R = f^I - \tilde{f}.
\]

For $f^R$, it inevitably includes some discriminative features (e.g., contour) and features that are sensitive to cloth changes. Since reducing intra-distance of the same identity with different clothing is the primary objective here, we propose to leverage the self-attention mechanism to explicitly disentangle the residual
feature into two parts, the cloth-irrelevant feature $f^{C-} \in \mathbb{R}^{h \times w \times c}$ and the cloth-relevant feature $f^{C+} \in \mathbb{R}^{h \times w \times c}$, which can be formulated as follows,

$$\alpha = \phi \left( G^2 \left( \text{GAP} \left( f^R \right) \right) \right),$$

$$f^{C+} = \alpha f^R, \quad f^{C-} = (1 - \alpha) f^R$$

where $G^i$ denotes the $i$-th layer of a convolutional neural network with ReLU activation function, GAP is the global average pooling operation, $\phi$ is a sigmoid activation function and $\alpha \in \mathbb{R}^{1 \times 1 \times c}$ is the learned attention weights.

By adding the cloth-irrelevant feature $f^{C-}$ to the re-scaled shape feature $\tilde{f}$, we add one more convolutional layer to refine it and obtain the identity-relevant feature of $f^+$. Analogously, we sum the cloth-relevant feature $f^{C+}$ and the normalized feature $f^{\text{norm}}$ followed by a different convolutional layer to get the final cloth-relevant feature $f^-$, that is,

$$f^+ = \text{Conv}_\theta \left( \tilde{f} + f^{C-} \right), \quad f^- = \text{Conv}_\phi \left( f^{\text{norm}} + f^{C+} \right).$$

### 4.3 Architecture Details

Figure 3 gives an overview of our framework. Particularly, a widely-used network of ResNet-50 [11] is employed as our backbone for image feature embedding. We insert the proposed CESD module after res3 and res4 blocks. For each CESD module, we apply two classification losses (person ID and cloth ID) to support the learning of identity-relevant feature $f^+$ and cloth-relevant feature $f^-$ respectively. Therefore, the overall loss of our framework is,

$$\mathcal{L} = \sum_{i=1}^{2} \lambda_i \mathcal{L}_{\text{clothing}}^i + \sum_{i=1}^{2} \mu_i \mathcal{L}_{\text{id}}^i$$

where $\mathcal{L}_{\text{clothing}}^i$ and $\mathcal{L}_{\text{id}}^i$ denote the cross-entropy loss of clothing and identity classification from the $i$-th CESD module, respectively; $\lambda_i$ and $\mu_i$ are both coefficients which control the contribution of each term. Intuitively, the feature at the deeper layer is more important and more relevant to the task, thus, we empirically set $\lambda_1, \lambda_2$ to 0.5, 1.0 and $\mu_1, \mu_2$ to 0.3, 0.6 in all experiments.

### 5 Experiment

#### 5.1 Experimental setup

Implementation details. Our model is implemented on the Pytorch framework, and we utilize the weights of ResNet-50 pretrained on ImageNet [6] for initialization. For key points, we first employ the model from [7,41] for human joints detection to obtain 17 key points. Then, we average 5 points from face (i.e., nose, ear, eye) as one point of ‘face’, given us the 13 human key joints and their corresponding coordinates. During training, the input images are resized to
## Methods

| Methods                      | Standard Rank-1 mAP | Standard Rank-1 mAP | Cloth-changing Rank-1 mAP | Cloth-changing Rank-1 mAP |
|------------------------------|---------------------|---------------------|---------------------------|---------------------------|
| LOMO [21] + KISSME [16]      | 26.57               | 9.11                | 10.75                     | 5.25                      |
| LOMO [21] + XQDA [21]        | 25.35               | 9.54                | 10.95                     | 5.56                      |
| LOMO [21] + NullSpace [44]   | 34.83               | 11.92               | 16.45                     | 6.29                      |
| ResNet-50 (Image) [11]       | 58.82               | 25.98               | 20.08                     | 9.02                      |
| PCB (Image) [35]             | 65.11               | 30.60               | 23.52                     | 10.03                     |
| HACNN [19]                   | 60.24               | 26.71               | 21.59                     | 9.25                      |
| MuDeep [30]                  | 61.86               | 27.52               | 23.53                     | 10.23                     |
| OSNet [35]                   | 67.86               | 32.14               | 23.92                     | 10.76                     |
| ResNet-50 (Parsing) [11]     | 19.87               | 6.64                | 7.51                      | 3.75                      |
| PCB (Parsing) [35]           | 27.38               | 9.16                | 9.33                      | 4.50                      |
| ResNet-50 + Face § [42]      | 60.44               | 25.42               | 22.10                     | 9.44                      |
| Ours                         | 71.39               | 34.31               | 26.15                     | 12.40                     |

### Table 1.

Results comparisons of our model and other competitors. ‘Standard’ and ‘Cloth-changing’ mean the standard setting and cloth-changing setting, respectively. ‘(Image)’ or ‘(Parsing)’ represents that the input data is person image or body parsing. ‘†’ denotes that only identities with clothes changing are used for training. ‘§’ indicates our simple implementation of the siamese network using face images detected by [36].

5.2 Comparative Results

We evaluate our proposed method on the LTCC dataset and compare it with several competitors, including hand-crafted features of LOMO [21] + KISSME.
LOMO [21] + XQDA [21], LOMO [21] + NullSpace [41], deep learning baseline as ResNet-50 [11], PCB [35], and strong Re-ID methods MuDeep [30], OSNet [35] and HACNN [19]. In addition, we try to leverage human parsing images, which are semantic maps containing information about body structure of people [9].

A number of observations can be made from results in Table 1. (1) Our method beats all competitors with a clear margin under both evaluation settings. As expected, the re-identification results under the cloth-changing setting are much lower than the standard setting, which verify the difficulty of LTCC Re-ID. Under cloth-changing setting, where the training and testing identities both with different clothes, our method surpass the general baseline ‘ResNet-50 (Image)’ with 8.4%/3.29% of Rank-1/mAP, and it also outperforms strong baseline ‘PCB (Image)’ by 3.22%/2.86%. (2) Meanwhile, our model also achieves better results than those advanced Re-ID methods, where some of them are designed with multi-scale or attention mechanism to extract more discriminative features under the general Re-ID problem. Such results indicate that our proposed method can better eliminate negative impact of cloth changes and explore more soft-biometrics identity-relevant features. (3) Following the idea of [42], we build a siamese network applying the information of face for LTCC Re-ID. Intuitively, more information, i.e., face, leads to better performance. However, face feature is sensitive to factors of illumination, occlusion and resolution, so it is not the optimal way for the cloth-changing Re-ID. (4) Comparing the performance of ‘ResNet-50 (Parsing)’ and ‘ResNet-50 (Image)’, as well as ‘PCB (Parsing)’ and ‘PCB (Image)’, we can find that the models trained on person images have superior accuracy than those using parsing. This suggests that the identity-sensitive structural information is hard to capture directly from images. As a result, applying it alone for re-identification is unhelpful.

### 5.3 Ablation study

| Methods          | Standard Setting |                     | Cloth-changing Setting |                     |
|------------------|------------------|---------------------|------------------------|---------------------|
|                  | Rank-1 | Rank-5 | mAP       | Rank-1 | Rank-5 | mAP       |
| ResNet-50 [11]   | 57.20  | 71.19  | 22.82     | 20.68  | 31.84  | 8.38      |
| Ours w.o. Keypoint | 65.92  | 76.29  | 29.84     | 22.10  | 31.86  | 10.28     |
| Ours w.o. RN     | 65.51  | 75.89  | 29.37     | 21.29  | 31.67  | 10.05     |
| Ours w.o. Attn   | 64.09  | 76.70  | 28.82     | 22.31  | 34.12  | 9.78      |
| Ours w. single CESD | 64.21  | 77.51  | 29.46     | 23.73  | 34.30  | 10.19     |
| Ours             | 66.73  | 77.48  | 31.29     | 25.15  | 34.48  | 11.67     |

Table 2. Comparing the contributions of each component in our method on LTCC dataset. ‘RN’ means the relation network and ‘Attn’ refers to the design of self-attention in CESD module. ‘w. single CESD’ indicates that we only insert one CESD module after res4 block. Note that all models of variants are trained only with images of identities who have more than one outfit.
Effectiveness of shape embedding module. Our shape embedding (SE) module is designed to exploit the shape information from human joints, so that it can facilitate the task of long-term cloth-changing Re-ID. Here, we compare several variants to evaluate its effectiveness. ‘Ours w.o. Keypoint’: a model without the SE module. ‘Ours w.o. RN’: a model where the keypoint feature in SE module is encoded directly with several fully-connected layers instead of the relation network.

We have three observations from the results in Table 2. (1) The variants of ‘Ours w.o. Keypoint’ and ‘Ours w.o. RN’ achieve very similar results and both are clearly inferior to the full model. It clearly verifies that the shape information can be better encoded with the relations between two different points rather than the feature from an individual point. (2) Without the information from human body shape, ‘Ours’ obtains a better performance than ‘Ours w.o. Keypoint’ (about 3% higher on Rank-1), which demonstrates the effectiveness of our shape embedding module. (3) Comparing the gap of our model with/without SE module between two different settings, we notice that the shape information contributes about 1% to the accuracy of Rank-1 under the standard setting, but 3 points under the cloth-changing setting, which shows that under the LTCC ReID task, the biological traits, e.g., body shape, is more important and helpful.

Effectiveness of cloth-elimination shape-distillation module. Our proposed CESD module aims to distill the shape features and remove the cloth-relevant features from the input. We conduct two variants to facilitate the analysis. Concretely, we first compare our full model with ‘ours w.o. Attn’, where a variant removes the self-attention block. The results in Table 2 show that ‘Ours’ gets about 2 ∼ 3% higher accuracy on Rank-1/mAP under both settings, which clearly suggests the benefit of the proposed CESD module on LTCC Re-ID by explicitly disentangling and eliminating the cloth-relevant features. Considering the features from the last two blocks of ResNet-50 are deep features, which are more relevant to the specific task, we then evaluate the effect of different number of CESD modules. From Table 2, we can conclude that inserting one CESD module after res3 and res4 blocks individually is better than ‘Ours w. single CESD’, which achieves around 2 points higher on Rank-1 and mAP. It further demonstrates the effectiveness of our CESD module.

Visualization of features learned from CESD. As described in Sec. 4, our CESD module can disentangle the input feature into two spaces, the identity-relevant and the cloth-relevant. To verify our motivation and better understand its objective, we visualize the learned features from the last CESD module using t-SNE [23]. Specifically, we randomly select images of five identities in the testing set, and each of them appeared in more than one outfits. We can observe that (1) with the overview of Fig. 5, the samples with the same identity are clustered using identity-relevant feature $f^+$, and the distances between images which have similar appearances are closer than those with large clothing discrepancy based on the cloth-relevant feature $f^-$. (2) As for Fig. 5(b), images with warm color appearances are clustered at the top of feature space, and those with cold color are centered at the lower right corner. For example, the girl wearing a khaki
Fig. 5. Visualization of the identity-relevant features and cloth-relevant features learned from CESD using t-SNE [23]. In (a) and (b), each color represents one identity which is randomly selected from the testing set, and each symbol (circle, rhombus, triangle, cross, etc.) with various color indicates different clothes. In the legend, the capital letters behind the ‘ID’ indicate the identity labels, and the numbers are used to represent the clothing category. Best viewed in color and zoomed in.

Dress (blue circle) has more similar appearance feature $f^-$ to the boy with pink shorts (pink circle), and images at the bottom of the space are clustered due to wearing similar dark clothes. (3) In the identity-relevant feature space of Fig. 5 (a), identities denoted by blue, yellow and purple have smaller intra-class distances comparing with the distances in the cloth-relevant space in (b). (4) Interestingly, there is a special case denoted by a yellow inverted triangle in both spaces. His body shape is similar to the pink one, so in (a) he is aggregated closer to the pink cluster. Meanwhile, he, wearing black pants and dark shorts (affected by illumination), is surrounded by the images having dark clothes in (b). In conclusion, our model can successfully disentangle the identity-relevant features with the cloth-relevant features.

Fig. 6. Visualization of retrieval results generated by ‘Ours’ (upper row) and ‘ResNet-50’ (lower row) under the cloth-changing setting. The images with green borders are the correct results, those with red border belong to the wrong. Best viewed in color and zoomed in.

Visualization of retrieval samples. To intuitively demonstrate the ability of our proposed framework in addressing the task of LTCC Re-ID, given same query images, we visualize the top 10 ranked retrieval results of our full model.
and ResNet-50 under the cloth-changing setting in Fig. 6. We can discover that our proposed model can better match the required images with different clothes. For example, the top-2 images in Fig. 6(b), which are correctly retrieved by our model, are dressed in different clothes. On the contrary, the ResNet-50 model pays more attention to the similar color and type of yellow shorts. Interestingly, we notice from Fig. 6(a) that on account of task-driven training, the ResNet-50 model also can learn some cloth-insensitive features. However, comparing the top-10 results, it cannot tackle the problem of LTCC Re-ID problem well. As a result, these clearly demonstrate that our method devotes more to the shape information rather than the appearance, so it can solve the dramatic changes of appearance caused by cloth changes to some extent.

| Methods   | Standard Setting | Standard Setting† |
|-----------|------------------|-------------------|
|           | Rank-1 Rank-5 Rank-10 mAP | Rank-1 Rank-5 Rank-10 mAP |
| ResNet-50 | 24.70 43.28 52.46 9.57 | 22.06 39.07 47.42 7.89 |
| PCB       | 31.15 51.63 59.53 13.35 | 28.47 47.23 55.01 11.32 |
| HACNN     | 26.90 47.91 53.47 10.35 | 23.18 39.80 48.86 8.29 |
| MuDeep    | 29.36 47.86 56.14 11.22 | 22.27 41.06 49.19 8.21 |
| OSNet     | 34.33 54.58 62.45 15.59 | 32.77 52.19 60.39 14.01 |
| Ours      | **37.38 58.99 67.07 16.97** | **34.44 54.75 63.39 14.09** |

Table 3. Results of the models under cross-domain Re-ID, which trained on LTCC dataset and evaluated directly on Market-1501 dataset. † denotes that only the images with clothes changing are used for training.

The domain generalization capability. Intuitively, the body shape information should be more robust to the domain gap than other appearance information, e.g., clothing, since the distribution of appearance can be easily changed by illumination or camera viewing conditions. Here, we conduct experiments by directly applying the best model on LTCC dataset to Market-1501 without any fine-tuning. The results are listed in Table 5 and our model significantly outperforms other approaches. For baseline ‘ResNet-50’ and ‘PCB’, ‘Ours’ outperforms them with a large margin of more than 6% accuracy improvement of Rank-1 in both settings. To be notice, our model beats all of those Re-ID methods, considering MuDeep and OSNet both can achieve good performance under cross-domain task, which further indicates that our method has strong generalization ability.

6 Conclusion

In this paper, to study the Re-ID problem under more realistic conditions, we focus on Long-Term Cloth-Changing (LTCC) Re-ID, and introduce a new large-scale LTCC Dataset, which has no cloth-consistency constraint. LTCC has 152 identities with 478 different clothes of 17,128 images from 12 cameras, and among
them, there are 91 persons showing clothing changes. To further solve the problem of dramatic appearance changes, we propose a task-driven method, which can learn identity-sensitive and cloth-insensitive representations. We utilize the relation between the human keypoints to extract biological structural features and apply attention mechanism to disentangle the identity-relevant features from clothing-related information. The effectiveness of proposed method is validated through extensive experiments.
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A Results on BIWI dataset

Due to space limitation, in the main paper, we only reported results on our new LTCC dataset. Here, additional experimental results on an existing, much smaller cloth-changing re-ID dataset are presented and discussed.

| Methods       | Still Setting | Walking Setting |
|---------------|---------------|-----------------|
|               | Rank-1 | Rank-5 | Rank-1 | Rank-5 |
| ResNet-50     | 41.26  | 65.13  | 37.08  | 65.01  |
| PCB           | 46.36  | 72.37  | 37.89  | 70.21  |
| SPT+ASE*      | 21.31  | 66.10  | 18.66  | 63.88  |
| HACNN         | 42.71  | 64.89  | 37.32  | 64.27  |
| MuDeep        | 43.46  | 73.80  | 38.41  | 65.35  |
| OSNet         | 47.14  | 72.52  | 38.87  | 61.22  |
| Ours          | **49.51** | **71.44** | **39.80** | **66.23** |

Table 4. Results on BIWI dataset. ‘*’ denotes the results are reported from original paper [43]. Note that, the same baselines (i.e., ResNet-50 [11], PCB [35]) implemented by us yield better results than those reported in [43].

BIWI dataset. BIWI [25] is a small-scale person re-identification dataset with cloth changes. It contains 50 identities, 28 of where appeared in two outfits. It is collected from two cameras and people are asked to perform a certain routine of motions in front of the cameras such as, a rotation around the vertical axis, several head movements (i.e., the action of ‘still’) or walking towards the camera (i.e., the action of ‘walk’). The dataset consists of three subsets: ‘Train’ subset with images of all 50 identities from one camera, ‘Still’ and ‘Walking’ subsets of both with images of 28 cloth-changing people with above two actions from another camera. Some examples are shown in Fig. 10(d).

Implementation details. We randomly select 14 cloth-changing identities as training and the rest of 14 for testing. Considering the small-scale nature of BIWI, we pretrain all models on the LTCC dataset, and then fine-tune them on the training set of BIWI for 80 epochs with initial learning rate of 0.001 and decay rate of 0.1 for every 30 epochs. At the testing stage, we set the test images from ‘Train’ subset as query images, and those from ‘Still’ or ‘Walking’ subset as gallery images. Therefore, our experiment includes two test settings: Still and Walking setting. The evaluation metrics used in [18,17] are adopt to calculate the scores of Rank-k.

Results. From the results shown in Table 4, we can make the following observations: (1) Our method achieves the highest performance on Rank-1 at both settings (Rank-1 of 49.51% and 39.80% compared to the closest competitor OSNet [50] which gives 47.14% and 38.87% at Still and Walking setting respectively). (2) Our method beats the state-of-the-art competitor SPT+ASE [43], which is designed for cloth-changing re-ID specifically, by over 28% and 21% on Rank-1 under the Still and Walking setting, respectively. Note that we adopt
the same training/test split and pretrain strategy as SPT+ASE [43]. (3) We also notice that the performance of Still setting are generally higher than the Walking setting. This confirms the conclusion drawn in the main paper as ‘Still’ subset involve fewer variations of pose and occlusions.

### B Evaluations on model generalization

| Methods | LTCC $\rightarrow$ Market-1501 [45] | LTCC $\rightarrow$ DukeMTMC-reID [48] |
|---------|-------------------------------------|-------------------------------------|
|         | Standard Setting | Standard Setting | Standard Setting | Standard Setting |
|         | Rank-1 mAP | Rank-1 mAP | Rank-1 mAP | Rank-1 mAP |
| ResNet-50 [11] | 24.70 9.57 | 22.06 7.89 | 16.87 6.26 | 13.64 4.90 |
| PCB [35] | 31.15 13.35 | 28.47 11.32 | 18.22 7.91 | 14.72 6.03 |
| HACNN [19] | 26.90 10.35 | 23.18 8.29 | 17.35 6.82 | 13.94 5.76 |
| MuDeep [30] | 29.36 11.22 | 22.27 8.21 | 18.53 7.65 | 14.27 5.89 |
| OSNet [50] | 34.33 15.59 | 32.77 14.01 | 23.15 8.92 | 21.49 7.87 |
| Ours | **37.38 16.97** | **34.44 14.09** | **24.15 9.80** | **23.47 9.47** |

Table 5. Results of the models under cross-domain Re-ID, that is, trained on LTCC dataset and evaluated directly on Market-1501 and DukeMTMC-reID. ‘†’ denotes that only the images with cloth changes are used for training.

We further evaluate the generalization ability of models on DukeMTMC-reID dataset, which is more challenging than Market-1501 used in the main paper for the same evaluation (samples of both datasets can be found in Fig. 10(a) and (b)). As illustrated in Table 5, our model beats the recent state-of-the-arts HACNN [19], MuDeep [30] and OSNet [50] by clear margins and obtains superior performance on all metrics. We can see the same trend on both Market-1501 and DukeMTMC-reID datasets. This suggests that by modelling the structural information, our method attains stronger ability for generalization.

### C More visualizations and discussions

Due to space limitation, we only show the distribution of two disentangled features, the identity-relevant feature $f^+$ and the cloth-relevant feature $f^-$ from the last CESD module in the main paper. Here, we further visualize all the features associated with two CESD modules in our model to comprehensively analyze the importance and effectiveness of our proposed CESD module. Specially, we denote the input feature, two outputs of the identity-relevant feature and the cloth-relevant feature in the first CESD module (attached to $res3$ block) as $f_1^I$, $f_1^+$ and $f_1^-$, respectively. Similarly, the associated features in the second CESD module (attached to $res4$ block) are defined as $f_2^I$, $f_2^+$ and $f_2^-$. As shown in Fig. 7, we add more identities in the testing set for visualization, each color represents one identity, and each symbol (e.g., circle, rhombus, triangle, cross) with
Fig. 7. Visualization of six different features extracted from our model using t-SNE [23]. The \( f_1^+, f_1^- \) and \( f_1 \) come from the first CESD module, and the \( f_2^+, f_2^- \) and \( f_2 \) are generated from the second CESD module. Each color represents one identity which is randomly selected from the testing set, and each symbol (circle, rhombus, triangle, cross, etc.) with various color indicates different clothes. Best viewed in color and zoom in.
various color indicates different clothes. From Fig. 7 we can make the following observations:

First, the distribution of features in (a) is relatively more chaotic. After going through the first CESD module, it becomes ordered and have the rudiment of clustering, as shown in (c) and (b). The final output features in (d) are clearly aggregated according to the identity information. It strongly indicates the effectiveness of our proposed CESD module in tackling the problem of LTCC Re-ID.

Secondly, from top to bottom (i.e., (a)-(c)-(e) and (b)-(d)-(f)), we observe that our proposed CESD module is able to disentangle the cloth-relevant feature from the input image feature. In the space of the identity-relevant feature $f_i^+$, different symbols with the same color are grouped together based on the information of identities. On the contrary, the images with similar clothes are clustered regardless of identities in the space of the cloth-relevant feature $f_i^-$. Lastly, from left to right (i.e., (a)-(b), (c)-(d) and (e)-(f)), it is shown that applying two CESD modules can better remove the cloth-sensitive features and distill more discriminative features for person Re-ID. It is not only because the deeper features are more relevant to the specific task, but also because our proposed CESD module plays a key role of cloth-elimination and shape-distillation.

Fig. 8. The plan of the camera layout for collecting LTCC data.
D More details on LTCC dataset

More details on data collection. To collect uniform and diverse data for long-term cloth-changing Re-ID, we utilize an existing CCTV system to record videos in 24 hours a day over two months. This CCTV system contains twelve cameras installed on three floors in an office building, shown in Fig. 8. After carefully annotation work, we release the first version of LTCC dataset, which contains 17,138 person images of 152 identities with 478 outfits. More identities will be followed in the future.

Comparison with Previous Datasets. As shown in Fig. 9, our proposed LTCC dataset contains cloth-changing identities with huge occlusion, illumination, camera view, carrying and pose variations, which is more realistic for the study of long-term person re-identification. We also compare our LTCC dataset with several widely-used STCC Re-ID datasets (Market-1501 [45] and DukeMTMC-reID [48]) and two related cloth-changing Re-ID datasets (BIWI [25] and PRCC [43]) in Fig. 10.

Specifically, (1) comparing with Market-1501 and DukeMTMC-reID, these two general STCC Re-ID datasets are limited in clothing, carrying, illumination and other variations for each person. (2) The BIWI dataset, which only contains 28 people with two different clothes, is collected under several strict constraints, making it nearly have no variations of view-angle, occlusion, carrying or illumination. (3) Comparing with PRCC dataset\(^1\), it contains less drastic clothing changes and bare hairstyle changes. Furthermore, with only 3 cameras instead of 12 in our LTCC dataset, it is limited in view-angle, carrying and illumination changes.

\(^1\) PRCC dataset is not yet available at the time of submission, so samples in Fig. 10(c) are directly obtained from [43] rather than from the actual dataset.
Fig. 9. Samples from LTCC dataset. Given the queries, we show the corresponding gallery images with the same clothing, and five different outfits under other variations.
Fig. 10. Samples from Market-1501, DukeMTMC-reID, PRCC and BIWI datasets.