Abstract

Action spotting in soccer videos is the task of identifying the specific time when a certain key action of the game occurs. Lately, it has received a large amount of attention and powerful methods have been introduced. Action spotting involves understanding the dynamics of the game, the complexity of events, and the variation of video sequences. Most approaches have focused on the latter, given that their models exploit the global visual features of the sequences. In this work, we focus on the former by (a) identifying and representing the players, referees, and goalkeepers as nodes in a graph, and by (b) modeling their temporal interactions as sequences of graphs. For the player identification, or player classification task, we obtain an accuracy of 97.72% in our annotated benchmark. For the action spotting task, our method obtains an overall performance of 57.83% average-mAP by combining it with other audiovisual modalities. This performance surpasses similar graph-based methods and has competitive results with heavy computing methods. Code and data are available at https://github.com/IPCV/soccer_action_spotting.

1. Introduction

Soccer is perhaps the most popular sport in the world as it is officially played in 187 countries [14] and, as an example, it gathered an estimated live audience of 1,12 billion people for the 2018 World Cup final [12], a figure close to fifteen percent of the world population. Moreover, this interest in broadcast soccer matches has become one of the major sources of revenue for soccer clubs in leagues such as the European [30]. Accordingly, there is a growing interest in analyzing soccer videos to provide tactical information [1], quantitative statistics and visualizations [3], camera selection in broadcasting [8], or video summaries [17] that aim to highlight the main events of a match. In all these tasks, the automatic spotting of key actions such as goal, corner or red card (among others) stands as a fundamental tool.

At the present time, locating events in soccer videos is manually performed by trained operators aided by algorithmic tools. These operators not only rely on recorded broadcast videos, but also in event metadata coming from logs, GPS data, and video-tracking data [35]. This is a laborious task considering that a soccer match lasts around 90 minutes, but it can contain more than 1,500 events [39] and take about 8 hours to annotate them [17, 48].

As defined in [17], the action spotting task aims at locating the anchor time that identifies such event. Current approaches for action spotting from soccer videos are based on modeling the dynamics of the game, the complexity of the events and the variation of the video sequences. Several methods have been focused on the latter [9, 17, 40, 48], as they exploit the similar visual features of standard shots of video sequences. For instance, the shots of a standard goal scoring video sequence could consist of a goal-view of a player shooting and scoring, a close-up of fans rejoicing, and a zoom-in of the team celebrating. Other methods have considered also modeling the narration given by the broadcast commentators [46]. In contrast, a few methods [10] have modeled the visual dynamics of the game as it entails understanding the interactions of the players according to the rules of the game. Moreover, videos of broadcast sport events present an additional difficulty since they usually do not cover all the field, making the location of the players unknown at a given time. Besides, broadcast video sequences are not always showing the main action of the game, as they also capture the audience in the stands, the coaches in the bench, and replays.

In this work, our aim is to model the interactions of soccer players rather than using global generic features to perform action spotting in soccer videos. Consequently, we propose a model that represents the players in the field as
nodes linked by their distance in a graph. The information about each player contained in the nodes is their position on the field, a calculated motion vector, and their predicted player class. A schematic overview of our approach is shown in Figure 1.

Contributions Our contributions are summarized as follows: (i) We propose a novel graph-based architecture for action spotting in soccer videos that models the players and their dynamics in the field. The representation of the players relies on their extracted localization, predicted classification, and calculated motion. (ii) In creating this representation, we also propose an unsupervised method for player classification robust to different sample sizes. This method is based in the segmentation and location of the players on the field. (iii) We provide an extensive evaluation on the graph representation detailing the contribution of each individual input. (iv) We show how the results of the graph-based model can be boosted when combined with audiovisual features extracted from the video. Our evaluation shows a better performance than similar methods.

2. Related Work

Action spotting and video summarization in sports

The objective of video summarization in sports is to highlight key moments from a game, for instance, when a team scores or when fouls are committed. Relevant work on soccer video summarization includes [11, 40]. In [11], visual highlights of a soccer match are extracted by calculating importance scores of audio and metadata. In [40], a soccer match is summarized by using a hierarchical recursive neural network over sequences of event proposals extracted from frames. In [17], the task of sports video summarization is cast as spotting actions in video sequences, a task similar to action detection. Moreover, they introduced SoccerNet, the largest dataset of soccer matches for video summarization. The authors propose a neural network architecture that extracts visual features from sequences of frames and spots actions by using a NetVlad [2] pooling layer. This architecture was further extended by combining audiovisual modalities [46] and by preserving the temporal context of the pooling layer independently [18]. Another work on the same dataset was presented in [9]. They introduce a context-aware loss function along with a deep architecture for video summarization that consists of a feature segmentation and action spotting modules. A closer work to ours was presented in [10]. They model the players in a graph using their estimated location in the soccer pitch using a camera calibration approach [41]. Their architecture fuses the output of a graph neural network [31] using their previous model [9]. Besides having different mechanisms for spotting actions, our graph representation is more robust by classifying the players and calculating their motion vector. Finally, [48] presents a transformer based architecture that uses as input features from five action recognition methods.
In contrast, our approach models the dynamics of the soccer players rather than using global classification features from the frames and it is not as computationally demanding.

**Automatic player classification** A source of information for semantic understanding of sports videos comes from player classification. It has been exploited in other tasks including player detection [32], player tracking [44], team activity recognition [5]. Traditional methods for automatic player classification rely on the combination of color histograms (RGB [33], L*a*b* [5], L*u*v* [44]) and clustering algorithms (k-means [45], Gaussian Mixture Models (GMMs) [34], Basic Sequential Algorithmic Scheme (BSAS) [15]). A more recent supervised approach [23] performs a semantic segmentation of players that learns a separation embedding between the teams in the field. In comparison with this method, our method does not rely on pixel-level annotations for training the network. Another recent approach [29] trains an embedding network for team player discrimination using a triplet loss for contrastive learning. Contrary to this approach, our method works on partial views of the field and not only clusters the two majority classes (players from team 1 and team 2) but also considers minority classes (referees and goalkeepers).

**Graphs for sports analytics** Graphs have been widely used for modeling team ball sports as they represent the players as nodes of a network and their interactions as edges, for example in water polo [36], volleyball [37], soccer [1,42], etc. Graphs can capture patterns of a game at individual, group, and global level [7]. As an example of the global level, in [37] it is presented a deep architecture that models volleyball players and their individual actions to predict team activities using recursive networks and spatio-temporal attention mechanisms. At the group level, in [1] it is proposed a graph model that detects tactical patterns from soccer games videos by tracking each player and using variational autoencoders. At the individual level, in [42] defensive quality of individual soccer players is measured by using pitch-player passing graph networks. Since our graph-based model only relies on visual information, our approach involves locating the players in the pitch and classifying them in comparison with [1]. Moreover, our graph representation only covers the players on the scene as the pitch is not fully visible on broadcast games such as volleyball [37].

### 3. Proposed Approach

Our approach to spot actions from soccer videos relies in representing the seen players on a frame as nodes in a graph. These nodes encode the location of the players, their motion vector, and player classification. In this representation, a player shares an edge with another player according to their approximated physical distance. All this information is extracted by first segmenting the players and locating them in the field using a camera calibration method. In the next step, the five categories of players are automatically classified by finding appropriate field views and using color histograms from their segmentation. The motion vector of a player is calculated as the dominant motion vector from their segmented optical flow mask. Once all the graphs from a sequence of frames are extracted, they are processed by our graph neural network as illustrated in Figure 1. All the steps of our approach are thoroughly detailed in the following sections.

#### 3.1. Players Segmentation and Localization

**Players Segmentation** Our approach relies on the detection and segmentation of players and referees because their pixel regions allows us to extract useful information and help to disambiguate players in the case of occlusions. Specifically, we leverage player regions to improve their uniforms clustering and estimate the motion of each player from the estimated optical flow in those regions, thus, disregarding the motion of background pixels close to a certain player. We use PointRend [28] to perform a semantic segmentation on the soccer videos and filter out all the categories other than person.

**Players Localization** Our method also relies on the position of the players and referees inside the soccer pitch. Their position is not only used inside our action spotting model but also in the player uniforms clustering, as further explained in Section 3.2. We consider that a player/referee is touching the ground at the midpoint between the bottom coordinates of their bounding box. Their position inside the soccer pitch is calculated by projecting this point of the image plane onto a 2D template of the soccer pitch using the field homography matrix. This matrix is previously obtained using the camera calibration model proposed by [10,41].

#### 3.2. Unsupervised Player Classification

We propose an automatic player classification method that exploits the different field views from a broadcast match to find samples of the five considered categories: *player from team 1 or team 2, goalkeeper A or B, and referee*. Our proposed method is composed of four main steps that use the information coming from the semantic segmentation and the camera calibration. First, we filter the frames that have a low camera calibration confidence or that show close-up of people. Additionally, we discard detected people with a low detection score and that are visually too small for clustering/classification. Second, we determine which frames correspond to the midfield and cluster the people in
them into three groups: referee, player team 1, player team 2. Third, we determine the frames belonging to each goal and consider the person closest to it as being either goalkeeper A or goalkeeper B. Fourth, we train a convolutional neural network (CNN) using the formed clusters from the two previous steps. This CNN takes as input a masked person and outputs its corresponding category from the five classes. All these steps are fully detailed in the following paragraphs.

Frame and people filtering We filter out the frames that have a low camera calibration confidence score ($\leq 0.85$), since the field homography matrix must be accurate in order to obtain the midfield and goal views. Moreover, we also remove those frames that show a close-up of people that might be players or the audience. We consider that a frame shows a close-up of people when at least the bounding box area of one person in the scene is greater than a maximum area threshold.

In addition, we discard segmented people that have a low detection score as they could have been misclassified with other objects on the scene or be a group of occluded persons. We also remove segmented people with a very small bounding box area because they are not useful for the clustering/classification as their uniform colors are not easily distinguishable.

Referee and player teams clustering We assume that a person in the center of the soccer pitch or midfield is either a player from team 1, team 2, or the referee. This assumption simplifies the clustering problem since goalkeepers rarely appear in the center of the field. In order to get samples of the three considered classes, we first find the frames from the match that show a midfield view. For each frame, we calculate the position of every person on the field using their bounding box from its semantic segmentation and homography matrix of the field. If all persons appearing in a frame are at least 30% of the field length away from the center of both goals, this frame is considered to have a view of the midfield. An example of this rule for midfield frames is shown in the first column of Figure 2. Although the midfield view avoids photographers and/or team supporters close to the goal or field corners, it might show cameramen, team staff and players warming up on the sidelines. Therefore, we discard detected people who are close to the sidelines using a distance threshold.

The next step is to calculate a color histogram for each person detected in the midfield view frames, as their uniform is their main discriminating characteristic. Each player is represented using a normalized histogram of 64 bins from an 8 × 8 grid of the a*b* channels of the L*a*b* color space, as it proved to be more robust to illumination changes. This histogram is calculated using the pixels inside the (eroded) mask of the semantic segmentation of a person. The purpose of applying an erosion to the segmentation mask is to remove from the contour of a person background pixels belonging to the field or to other people.

The main problem of clustering the people in the midfield without imposing constraints is that sometimes leads to the minority class (i.e., the referee) being absorbed by the predominant classes. In order to correctly cluster the actual three classes, we first cluster all players into $n > 3$ prototypes of them using k-means. The value of $n$ should be large enough to form at least one cluster for the referee class but not too large to result in several small clusters with outliers. From these cluster prototypes we combinatorially search for the triplet that best represents the players and the referee classes. Specifically, for each possible triplet we calculate the area of the triangle formed by their centroids. The length of each side of the triangle is the Bhattacharyya distance between the centroids. We choose the triplet of prototypes with the largest triangular area as the one containing the three different classes. Finally, we make these prototypes grow by modelling each using a GMM of $m$ components and iteratively adding samples from the remaining prototypes. This is accomplished in two steps and by considering that the distance $d$ between a sample and a prototype is equal to the median Bhattacharyya distance between the sample and the $m$ components of the prototype. In the first step, a sample is added to a prototype if the distance $d$ between both is close to zero and much smaller than the distance to the other pair of prototypes $d_1$ and $d_2$ by a threshold $\lambda$, i.e. $d + \lambda < d_1$ and $d + \lambda < d_2$. In
the second step, the GMM of each prototype is recomputed to consider the new additions. Finally, the enlarged prototypes are used to calculate the class boundary by training a support vector machine. The final clusters are calculated conservatively according to the distance between samples and the class boundaries.

**Goalkeepers extraction** We assume that the person closest to the goal is goalkeeper A or goalkeeper B, depending on which side of the field the goal is located. As in the previous case, we compute the locations of each player in the field for all frames using their bounding boxes from the semantic segmentation and homography matrix of the field. For each goal in the field, we look for frames that show scenes that meet two specific conditions. The first condition is that there must be a person at a distance of no more than 4% the width of the field from the center of the goal. We consider that this person is a goalkeeper, but to make sure that this is the case, the second condition is that the rest of the people are even further away from the goal, at least a distance of 8% the width of the field. To illustrate it, the second column of Figure 2 shows a potential goalkeeper that fulfills both conditions. Since the conditions do not guarantee to form exact groups of goalkeepers, each group is refined in two steps. First, we compute the a*b* color histograms from the masked patches of the goalkeepers, as described in the previous case. Second, we calculate the median color histogram value for each goalkeeper group and filter out masked patches that have Bhattacharyya distance larger than 0.4. Since camera calibration is not always accurate, in some games the assistant referee is grouped as a goalkeeper and the subsequent filtering results in empty clusters. In this case, the samples that are considered referees are removed from the goalkeepers groups and the filtering is performed again. A sample is considered to be a referee if its Bhattacharyya distance with respect to the referee cluster is lower than a threshold.

**Player classification** We train a CNN using as training examples the masked players and referees from the five extracted clusters described above. Specifically, we train from scratch a large MobileNetV3 [21] using Adam optimizer [26]. The training parameters are a starting learning rate $\gamma = 1e^{-3}$, $\beta_1 = 0.9$ and $\beta_2 = 0.999$, and a batch size of 96. The network is trained using a plateau schedule with a patience set to 7 epochs for a maximum of 100 epochs. Once the training is finished, all the people in the match are labeled using the CNN.

### 3.3. Player Motion Vector

Another source of information for our model is the motion vector of each player. This is calculated in four subsequent steps. First, we compute the optical flow for all frames from all matches using FlowNet 2.0 CSS [22, 38]. In order to reduce the effect of camera movement and thus the effect of the optical flow from the whole scene over the motion of each player, we calculate the dominant motion vector from the field. This is accomplished by detecting and removing fixed-regions from the match like the scoreboard and segmenting the field in the second and third steps, respectively. In the last step, we calculate the dominant motion vector of each player using the calculated masks from the semantic segmentation. An example of the player motion extraction is shown in Figure 3. The next paragraphs describe in detail the last three steps of our method.

**Fixed-regions detection** For each half-match, we obtain the masks of fixed regions by first calculating the mean optical flow from 10% of the frames uniformly sampled. We expect that the mean optical flow contains fixed and moving regions with values close and different than zero, correspondingly. Then, we perform a $k$-means clustering [24] by setting $k = 4$ and by determining that the masks of the fixed-regions have a centroid with a norm close to zero. Subsequently, for each fixed-region we compute its mean RGB patch using its corresponding mask. The detection of fixed-regions in a frame is a two-step process. For each previously extracted region, (i) we obtain a patch of its possible location in the frame and (ii) calculate the Bhattacharyya distance between this patch and the mean RGB patch.

**Field Segmentation** Our field segmentation is based on color quantization of the frame. So first we mask with black color the segmented players and detected fixed-regions. Next, we cluster the color of the pixels using $k$-means [24] with $k = 5$ and consider the largest cluster to be the field. We merge other clusters with the field if the mean squared error between their centroids is close to zero. The merged field pixels form the true values of the field binary mask. A convex hull is obtained from this field mask after performing a binary opening operation and an area size filtering on its regions. The final field mask is calculated by performing a logical and operation between the convex hull and the original field mask.

**Motion vector** We calculate the motion vector for each segmented player and field using its mask over the optical flow in two steps. In order to avoid cancellations of opposing optical flow vectors, we first compute the magnitude of the dominant optical flow from the second moment matrix as stated in [4, 6]. Additionally, we calculate its direction by computing the histogram of directions of the four quadrants. In the second step, we subtract the dominant optical flow from the field for each player.
Figure 3. Example of player motion vector extraction from a frame. The left column shows the calculated segmentation masks for fixed regions (green), field (blue), and the players (red). The middle column shows the obtained optical flow using FlowNet 2.0 CSS [22, 38]. The right column shows the extracted motion vectors for each player in yellow.

3.4. Players Graph

We encode the players appearing in a frame as nodes in a graph. The features of each node are the five-dimension player classification vector from Section 3.2, its estimated motion vector from Section 3.3, the area of its bounding box, its position in the field, the projected center of the frame in the field, and the camera calibration score. In comparison to [10], we consider that two players are linked in the graph if there is a distance of 5 meters between them.

Our model processes the graph information in a time window of 15 seconds using 2 fps. First, each graph is individually processed using four consecutive dynamic edge graph CNN [47] blocks. Then, the model divides the outputs into two equal parts that serve as input to two independent NetVlad pooling layers [2]. The purpose of this strategy is to preserve the temporal context before and after an action [18]. The vocabulary size of each NetVlad layer is \( k = 64 \) clusters. Finally, both streams are joined using a fully connected layer that predicts the action.

4. Experiments

4.1. Dataset

Our experiments were done using the SoccerNet-V2 dataset [13]. Currently, this dataset is the largest of its kind containing 500 soccer broadcast videos, which amounts more than 750 hours. For the task of video summarization, all its videos were annotated using 17 different action categories (for example, penalty, yellow card, corner, etc). Each action annotation is temporally bounded to a single timestamp, in other words, to a specific minute and second in the match. Moreover, these actions are further divided into explicitly visible shown or unshown events in the video.

Additionally, camera calibration and player detection data at a sampling rate of 2 fps were further supplied by [10]. They trained a student network based on [41] to calculate the camera calibration. For the player detection, they provided the bounding boxes extracted using Mask R-CNN [19].

4.2. Player Classification Evaluation

Since automatic player classification consists of (i) clustering players into one of five categories and (ii) training a classifier using the clustered samples as training/validation splits, the objective of this experiment is to measure the performance of both subtasks. On the one hand, we measure the purity of the samples obtained for each category. On the other hand, we evaluate the classification performance of our method using these splits for training.

Data We use a single match from the Soccernet-V2 dataset, as it lacks of team player annotations. For the players clustering subtask we use the original provided groundtruth from the single match. Explicitly, following the description of Section 3.2, we cluster the players from the provided 10,800 frames containing 126,287 bounding boxes of detected people. For the player classification subtask we only consider the frames from the second half of the match. Following the filtering process of Section 3.2, we discard frames with a low camera calibration confidence score and frames showing close-ups of people. We manually label the resulting frames into the five considered categories. We did not take into account people not playing in the field, for example, players warming up on the side of the field, coaches, photographers, etc. Additionally, we label players not detected in the groundtruth. We obtain a total of 3,740 annotated frames and 50,256 bounding boxes of the five different classes.

Players clustering evaluation In order to measure the unsupervised collected data for the training/validation splits, we calculate the purity of the data for each class. In particular, we visually inspect the obtained samples for each class and count the number of samples that correspond to another category or that show more than one person.

Player classification evaluation We use the annotated bounding boxes from the second half-match as our test split. Since more players were manually added and some people
Results The performance results for this experiment are shown in Table 1. For the unsupervised clustering of the training/validation data, the overall purity score is 98.5%. Some examples of errors in the unsupervised collected data are shown in Figure 5, these examples not only include overlapping players but also other segmented objects near the players. For the classification performance, we obtain an accuracy score of 97.72 for all classes. The results indicate that the natural unbalance of the classes affects the performance of individual classes, specifically for the goalkeeper classes.

4.3. Node Information and Edges Representation

This experiment serves as an ablation study for the graph representation of the players. The purpose of this experiment is to measure the effects in performance of (i) removing the player classification and velocity information from the node, and (ii) varying the distance between players to consider them linked in the graph.

Data For the ablation study on the node information, we set as baseline information (Position) the location of the players in the soccer pitch, the projected center of the frame in the field, and the camera calibration score. We add to this baseline the calculated motion vector of the player (Motion vector+Position), its predicted team class (Player classification+Position), and both of them (All). In all of these combinations, the considered distance between players was 5 meters.

For the ablation study on the edges, we evaluate a distance between players of 5, 10, ..., 25 meters. These values cover short to long areas of the soccer pitch for the graph, as a radius of 25 meters for a player considers roughly half of the field.

Evaluation In order to have comparable results with previous works, we use the same public annotated data partitions as presented in [13]. Moreover, we use the action spotting metric to evaluate the performance as introduced in [17]. Therefore, we calculate the mean average precision (mAP) across all classes given a temporal Intersection-over-
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Table 1. Performance results for automatic player classification and class purity.

| Category     | Class Purity | Classification Accuracy |
|--------------|--------------|-------------------------|
| Referee      | 95.94        | 97.09                   |
| Team A       | 99.58        | 98.12                   |
| Team B       | 97.89        | 97.61                   |
| Goalkeeper 1 | 99.40        | 90.57                   |
| Goalkeeper 2 | 100.00       | 98.36                   |
| All          | **98.50**    | **97.72**               |

Table 2. Performance of using different player information on nodes of the graph.

| Node Information                  | All   | visible | not-visible |
|-----------------------------------|-------|---------|-------------|
| Position                          | 39.74 | 44.28   | 30.83       |
| Motion vector+Position             | 41.08 | 46.66   | 30.75       |
| Player classification+Position     | 41.57 | 45.80   | 30.95       |
| All                               | **43.29** | **49.16** | **31.89**   |

Table 3. Performance of considering distinct distances between players for edge connections.

| Distance | All   | visible | not-visible |
|----------|-------|---------|-------------|
| 5m       | **43.29** | **49.16** | **31.89**   |
| 10m      | 43.20  | 49.04   | 31.64       |
| 15m      | 42.35  | 47.46   | 31.01       |
| 20m      | 42.17  | 47.90   | 31.22       |
| 25m      | 43.00  | 47.88   | 31.78       |

Figure 4. The distribution of the data splits for measuring player classification performance. Note that the training and validation splits were obtained in an unsupervised manner by our method.

Figure 5. Examples of errors in the unsupervised clustered data.
Figure 6. A schematic overview of our multimodal architecture that integrates audiovisual streams.

Results The results for using different node information about the players are shown in Table 2. They show that the player classification has a slightly better performance for action spotting than motion vector information, and that their added contribution is preserved by reaching an average mAP of 43.29%. Furthermore, the results of varying the distance between the players of the graph is presented in Table 3. It shows that increasing the distance between players reduces the action spotting performance. Thus, we obtain that an adequate distance to link the players in the graph is 5 meters.

4.4. Different Graph Neural Network Backbones

The goal of this experiment is to evaluate the performance of using different graph neural network backbones in our architecture. These backbones are put immediately after the graph input and before the pooling mechanism of our architecture, viz. before the NetVlad pooling layers. In particular, we consider substituting our dynamic edge convolutional (DynamicEdgeConv) graph layers [47] by blocks of Graph Convolutional Network (GCN) [27] and edge convolutional (EdgeConv) [47] graph layers. Additionally, we also test the graph architecture described by [10] that uses 14 consecutive deep graph convolutional (DeeperGCN) layers introduced by [31].

Table 4. Performance of using different graph neural network backbones.

| GCN Backbone            | All | visible | not-visible |
|-------------------------|-----|---------|-------------|
| EdgeConv [47]           | 36.99 | 42.09 | 29.29       |
| GCN [27]                | 40.77 | 45.73 | 30.58       |
| DeeperGCN [10, 31]      | 42.43 | 47.37 | **33.21**   |
| DynamicEdgeConv [47]    | **43.29** | **49.16** | 31.89 |

Table 5. Performance of combining different modalities to our graph-based model.

| Modalities           | All | visible | not-visible |
|----------------------|-----|---------|-------------|
| Audio                | 31.59 | 37.33 | 19.44       |
| Graph                | 43.29 | 49.16 | 31.89       |
| RGB                  | 51.28 | 56.17 | 34.62       |
| Audio+Graph          | 49.23 | 53.45 | 38.14       |
| RGB+Graph            | 51.53 | 56.47 | 35.65       |
| RGB+Audio            | 53.55 | 61.32 | 35.08       |
| RGB+Audio+Graph      | **57.83** | **63.92** | **42.78** |

Data For our graph-based stream (Graph), we use the all the players information detailed in Section 3. In the case of an edge in the graph if the distance between them is 5 meters.

Evaluation We use the same data partitions and action spotting metric described in the experiment of Section 4.3.

Results The results for this experiment are shown in Table 4. They indicate that the best architecture configuration is to use DynamicEdgeConv layers as backbone. This configuration has an action spotting score of 43.29% and it is followed by DeeperGCN [31], the architecture used as backbone in [10].

4.5. Comparison with the State of the Art

In this experiment, we compare our model with state-of-the-art methods on the same dataset. Since our model only considers local scene information, we also test combining it with global information features. These features are combined with our architecture using a late fusion approach [25], as shown in Figure 6. In this architecture all the weights were frozen except the last fully-connected (FC) layer. We consider features extracted from the audio and frames of the video sequence as additional modalities of our graph-based model. Moreover, we measure the performance of all the input combinations of these audiovisual modalities.

Data For all tested architectures we use the same node information described throughout Section 3, that is we use the location, player classification, and motion vector to represent a player. Moreover, we consider that two players share Union (tIoU) of an action. Likewise, this tIoU had a time tolerance $\sigma$ equal to 60 seconds.
of the audio stream (Audio), the short-time Fourier transform (STFT) spectrogram is computed from the resampled audio signal at 16 KHz with a window size of 25 ms, a window hop of 10 ms, and a periodic Hann window. An stabilized log-mel spectrogram is calculated by mapping the spectrogram to 64 mel bins covering the range 125-7500 Hz. This final spectrogram is used as input for the VGGish network [16], a CNN pretrained on AudioSet. An audio feature vector covers a non-overlapping half-second chunk and corresponds to the vector of dimension 512 of the last fully connected (FC) layer. These features were originally extracted from SoccerNet_v2 database by [46]. For the visual stream (RGB), we use the features provided by [13]. The features are obtained by first using a pretrained ResNet-152 [20] network and, subsequently, applying a principal component analysis (PCA) on its FC layer. This reduces its dimension from 2,048 to 512. The sampling frequency for all modalities is 2 frames per second.

**Evaluation** In order to compare our method with other published results, we use the same public splits and action spotting metric described in the experiment of Section 4.3.

**Results** The results of using different input modalities are shown in Table 5. They show that our graph model is better than the standalone audio stream but not than the RGB stream. This may be because broadcast videos contain interleave shots of field-views, replays, and close-ups of the players and the audience, and a graph is only created from field-views. Furthermore, the performance increases when the three streams (audio, RGB and graph) are combined. Finally, the results of our comparison with the state-of-the-art methods are shown in Table 6. We obtain an overall action spotting performance of 57.83% average-mAP by combining our method with audiovisual modalities. Our method outperforms similar graph-based approaches and has comparable results with state-of-the-art methods.

5. Conclusions

We present a method for soccer action spotting based on a graph representation of the players in the field. In this graph, a player is represented as a node that encodes its location, motion vector, and player classification. The players share an edge in the graph according to the physical distance between them. All the node information is extracted from the segmentation of the players and their location given by camera calibration information. In particular, we propose an automatic player classification method that considers five different classes: player from team 1 or team 2, goalkeeper A or B, and referee. This method relies on color histograms from the segmented players and their position in the field. We extensively evaluate our methods in the SoccerNet-v2 dataset, the largest collection of broadcast soccer videos. For our player classification method we obtain an accuracy of 97.72% in our annotated benchmark. Furthermore, we obtain an overall action spotting performance of 57.83% average-mAP by combining our method with audiovisual modalities. Our method outperforms similar graph-based approaches and has comparable results with state-of-the-art methods.
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**Table 6. State-of-the-art comparison.** We report the results for action spotting (Average-mAP %) on SoccerNet-v2 [13]. Best results are indicated in **bold** and second best are **underlined.**
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