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Abstract

We study cocartesian fibrations in the setting of the synthetic \((\infty, 1)\)-category theory developed in simplicial type theory introduced by Riehl and Shulman. Our development culminates in a Yoneda Lemma for cocartesian fibrations.
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1. Introduction

1.1 Motivation and overview

1.1.1 Synthetic mathematics in homotopy type theory So far, homotopy type theory (HoTT) has served as a convenient framework for a lot of homotopical mathematics. It allows one to reason synthetically about homotopy types, for example to study homotopy or cohomology groups \([82, 9, 67]\). Indeed, it functions as an internal language for higher toposes. This had been conjectured for some time by Awodey, and then recently established by Shulman \([70]\). Alas, developing specifically the field of higher category theory in standard Book HoTT has not been as fruitful yet. For example, it is still an important open problem to give a definition of the notion of \((\infty, 1)\)-category completely internal to HoTT. Currently, one has to rely on some extension such as two-level type theory \([2]\).

It is also not possible to directly interpret types as higher categories, since not all functors are exponentiable. At the level of model structures presenting the homotopy theory of \((\infty, 1)\)-categories (such as the Joyal or Rezk model structure), this manifests itself in their failure to be right proper.

1.1.2 Synthetic higher category theory in simplicial homotopy type theory Outside the realm of Book HoTT, there do exist various approaches to reason type-theoretically about higher categorical structures, cf. \([13]\) for an overview and discussion. As one solution, simplicial (homotopy) type theory (sHoTT) has been suggested by Riehl–Shulman \([61]\). Also independently proposed by Joyal, the idea is to work internally to simplicial spaces, or more generally, simplicial objects in any higher topos. This extension of HoTT comes with two new kinds of gadgets: shapes and extension types, both with judgmental equalities. The strict shape layer encompasses e.g. the standard \(n\)-simplices \(\Delta^n\), boundaries \(\partial\Delta^n\), and horns \(\Lambda^n_k\). The strict extension types correspond to subtypes of dependent function types whose elements judgmentally restrict to a fixed section.
defined on a subshape of a larger shape. These extension types make it possible to define, e.g., the directed hom-types \( \text{hom}_A(x, y) \), for types \( A \) and elements \( x, y : A \), derived from the arrow type \( A \Delta^1 \). Importantly, extension types are homotopically and computationally well-behaved: they allow for strict computations while maintaining fibrancy.

The prime model of sHoTT is the \((\infty, 1)\)-topos \( \text{sSpace} := \left( \Delta^\text{op}, \text{Space} \right) \) of simplicial \( \infty \)-groupoids, hence sHoTT can be understood as a synthetic theory of simplicial \( \infty \)-groupoids. The internal simplicial structure of each type \( A \) can be probed by investigating the function type \( A \Delta^n \rightarrow A \). This allows for reasoning about higher categories in a convenient way because one can state the conditions for a type to be groupoidal (aka discrete) or (complete) Segal in relatively simple and \textit{finitary} terms using extension types, as shown by Joyal in the classical set-theoretic setting. Semantically, these, in fact correspond to the desired properties, cf. [61, Appendix A].

1.1.3 Synthetic fibered higher category theory

In this paper, we complement Riehl–Shulman’s work on \textit{covariant families}, i.e., functorial type families with groupoidal fibers, by a development of a synthetic notion of \textit{cocartesian family}, i.e., functorial type families with categorical fibers. That is, cocartesian families represent functors to the category of categories. Dually, we obtain a synthetic notion of \textit{cartesian family} as well, representing contravariant functors to the category of categories.

Specifically, we give characterizations of cocartesian fibrations via certain adjointness conditions, one of which being the so-called \textit{Chevalley criterion} which traditionally is known from 2-category theory due to Street [80] and Gray [23], and in the past years has been recovered in Riehl–Verity’s model-independent higher category theory [63]. We furthermore prove a type-theoretic 2-Yoneda Lemma, which for \( \infty \)-cosmoses has been established by [64], [63, Section 5.7] (in turn being inspired by [79]). This implies the discrete case as a corollary, which previously has been formulated and proven in the type-theoretic setting in [61], and semantically for (complete) Segal spaces in [32, 57].

The type-theoretic Yoneda Lemma can also be understood as an induction principle for \textit{directed} arrows. Furthermore, we establish various theorems about cocartesian functors, analogous to [63], including characterization theorems in terms of invertibility of mates, as well as several closure properties inspired by \( \infty \)-cosmos theory. In fact, these closure properties could be understood as completeness results about the \((\infty, 1)\)-category of small cocartesian fibrations w.r.t. \((\infty, 1)\)-categorical limits. However, in the work at hand the universal properties will be spelled out explicitly since the universe type in consideration will not itself be an \((\infty, 1)\)-category. For previous discussions on more structured universes and the Directed Univalence Axiom, cf. Cavallo–Riehl–Sattler [60] and Weaver–Licata [85]. In the context of the latter, Licata has an Agda formalization of the definition of cocartesian families [35].

Prior to these main developments, we also briefly touch on non-functorial families of synthetic (pre-)\((\infty, 1)\)-categories. These notions, admittedly of somewhat auxiliary character, primarily serve to conceptually systematize our developments in the realm of simplicial types. At the end of the paper, we also provide some tie-ins with the pre-established theory of covariant families from [61], recovering the familiar characterization of covariant families among cocartesian families.

1.2 Contributions

We re-develop the basic theory of fibered \((\infty, 1)\)-categories in (a mild extension of) the synthetic setting of Riehl–Shulman’s \textit{simplicial homotopy type theory} [61].
Specifically, we prove several closure properties, characterization theorems, and a Yoneda Lemma for cocartesian fibrations and cocartesian functors. Along the way, we also discuss non-functorial families of (pre-)(∞, 1)-categories as auxiliary notions.

Notably, Riehl–Verity’s model-independent higher category theory in ∞-cosmoses [63] has been serving as a principal guiding stone for our developments. Tying in with previous work by Riehl–Shulman, we establish additional characterizations of discrete covariant fibrations and left adjoint right inverse (LARI) adjunctions.

To argue that our synthetic theory in fact captures the well-known analytic theory of fibered (∞, 1)-categories, we briefly point out the semantics in (a suitable presentation of) the (∞, 1)-topos of simplicial spaces (or, more generally, simplicial objects in an (∞, 1)-topos). However, a detailed semantic discussion is omitted in this text.

1.3 Structure of the paper After the introductory Section 1, we give in Section 2 an exposition of Riehl–Shulman’s simplicial type theory [61] and our concrete type-theoretic setup.

In the subsequent two sections we set the stage for our study of synthetic cocartesian fibrations which makes up the main part of the paper. Namely, in Section 3 we discuss closure properties of two kinds of “fibrations” which formally generalize cocartesian fibrations and their discrete analogue. Section 4 captures non-functorial families of synthetic (pre-)(∞, 1)-categories. Similar to (for instance) Joyal and Lurie’s inner (or mid) fibrations, we discuss these somewhat auxiliary notions of fibrations since at the most general level, types are not necessarily categories.1

Afterwards, in Section 5, cocartesian fibrations are introduced and discussed, along with cocartesian functors. The development closely parallels Riehl–Verity’s theory of cocartesian fibrations in ∞-cosmoses [63, Chapter 5]. The relations of our setup to discrete covariant fibrations, previously introduced by Riehl–Shulman, are discussed in Section 6. As an application of our theory we present a Yoneda Lemma for cocartesian fibrations in Section 7, which type-theoretically can be viewed as a principle of directed arrow induction for functorial families of Rezk types. This is a direct generalization of Riehl–Shulman’s discrete Yoneda Lemma in [61,

---

1 Rather, they are (Reedy fibrant) simplicial objects.
Appendices A and B cover basic results on left adjoint right inverse (LARI) adjunctions and mates, inspired by [61, Section 11] and [63, Appendix B.3/4].

In Figure 1 we outline the logical dependency of the sections with suggested reading orders. Readers primarily interested in the results about cocartesian fibrations and the Yoneda Lemma are invited to follow the path indicated by squiggly arrows “⇝”. This is also recommended for a first skim through the paper focusing on the main parts of the theory, avoiding some of the more technical aspects. A complete tour through the main text is given by straight arrows “→”, extendable by side trips through the appendices as indicated by dashed arrows “←−”.

1.4 Related work This article extends the theory of discrete fibrations in the setting of Riehl–Shulman’s type theory for synthetic (∞, 1)-categories [61, Section 8] to cover various more general notions of fibered (∞, 1)-categories, building on Riehl–Verity’s theory of co-/cartesian fibrations in ∞-cosmoses, cf. [63, Chapter 5] and [65, 64]. These, in turn, generalize work by Gray [23] and Street [79, 80, 76]. An extensive analytical and model categorical account to (internal) co-/cartesian fibrations is laid out by Rasekh in [54, 53, 52, 56].

Segal and Rezk spaces have been studied by Rezk [58], Joyal–Tierney [30], Lurie [38], Kazhdan–Varshavsky [32], and Rasekh [54, 53]. Segal objects are treated by Boavida de Brito [21], Stenzel [74], and Rasekh [52, 55]. For broad developments of these and related techniques, see also the monographs by Simpson [72], Bergner [8], and Paoli [50].

Originally, the theory of Grothendieck aka cartesian fibrations of (∞, 1)-categories (implemented as quasi-categories) has been developed by Joyal [30] as well as Lurie [39]. Notable and fundamental follow-up work on fibrations of (internal) (∞, 1)-categories has been done by Ayala–Francis [3], Boavida de Brito [21], Barwick–Dotto–Glasman–Nardin–Shah [5], Barwick–Shah [6], Mazel-Gee [44], Rezk [59], Cisinski [16], and Nguyen [46].

Recently, a model-agnostic and more semantics-minded theory of internal (∞, 1)-categories and co-/cartesian fibrations internal to an (∞, 1)-topos has been under development by Martini [42, 41] and Martini–Wolf [43].

A range of directed homotopy type theories has been proposed in the works of Warren [84], Licata–Harper [36], North [47], Nuyts [49, 48], Kavvos [31], and Altenkirch–Sestini [1]. Going back to Voevodsky [83] (originally under the name of homotopy type system (HTS)) is the idea of two-level type theories, which have been further treated by Capriotti [14] and Annenkov–Capriotti–Kraus–Sattler [2]. For a conceptual discussion, see the essay [13] by the first named author.

Specifically in the case of simplicial type theory an account to directed univalence has been given by Cavallo–Riehl–Sattler [15], and in a bicubical setting by Weaver–Licata [85]. A development of limits and colimits in simplicial HoTT is now available due to Bardomiano Martínez [40].

The theory of synthetic co-/cartesian fibrations in the article at hand has later been developed further by the second named author in his doctoral dissertation [86] and in subsequent articles to include so-called Beck–Chevalley and Moens or extensive fibrations [87] (after [45], [81, Sections 5 and 6], and [37]; cf. also [75, [003C] Theorem 1.1-b]) as well as sliced and two-sided cartesian fibrations [89] (after [63, Chapter 7]). A semantic treatment of extension types, complementing [61, Appendix A], is given in [88].

A proof assistant for simplicial type theory is being implemented by Kudasov [34].
Another expansive treatment of simplicial homotopy type theory, both from a syntactic and semantic point of view, including cocartesian fibrations and other material discussed in the present paper is given in the master’s thesis of Bakke [4].

2. Exposition of Riehl–Shulman’s synthetic (∞, 1)-category theory

We recall some basic features and results from Riehl–Shulman’s synthetic (∞, 1)-category theory [61], at a very brief and informal level. A significantly more thorough treatment is provided in the original paper.

2.1 Simplicial type theory

2.1.1 Shapes In terms of homotopy theory, the shape layer enables us to reason about generating anodyne cofibrations using strict equalities.

In simplicial HoTT, next to the familiar layer of (univalent) intensional Martin-Löf type theory, there are new “non-fibrant” layers added that provide a logical calculus of geometric shapes. We start of from the cube layer, i.e., a Lawvere theory generated by a single bi-pointed object 0, 1 : 2, the standard 1-cube. A cube context

\[ \Xi \equiv [I_1, \ldots, I_k] \]

is thus a finite list of cubes

\[ I_m \text{ cube} \]

for \( 1 \leq m \leq k \).

On top of the cube layer, we can form topes through logical comprehension via (intuitionistic) conjunction \( \land \), disjunction \( \lor \), and equality \( \equiv \). The tope layer hence captures sub-polytopes of \( n \)-cubes (with explicit embedding). A tope formula \( \varphi(t_1, \ldots, t_k) \) together with a cube context \( \Xi \equiv [I_1, \ldots, I_k, \vec{J}] \) gives rise to a tope

\[ \Xi \vdash \varphi \text{ tope}. \]

The interval 2 under consideration shall also come equipped with an inequality tope

\[ x, y : 2 \vdash x \leq y \text{ tope} \]

making it a total order (w.r.t. the strict equality tope \( \equiv \)) with 0 and 1 as the bottom and top element, respectively.\(^2\) In particular, we also sometimes make use of connections on the cube terms as discussed in [61, Proposition 3.5].

A cube together with a tope is called a shape:

\[ I \text{ cube} \quad t : I \vdash \varphi \text{ tope} \]

\[ \{ t : I \mid \varphi \} \text{ type} \]

As an addition to the original theory by Riehl–Shulman, we will moreover coerce all shapes to be types, cf. Section 2.4. This is still in accordance with the intended class of models.

\(^2\)For a comparison with the setup of cubical type theory [19] cf. [61, Remark 3.2].
2.1.2 Extension types In addition to the strict layers, the other new feature of simplicial type theory is a new type former called the extension type, the idea of which originally was due to Lumsdaine and Shulman. Given a shape $\Psi$ and a type family $P : \Gamma \to \Psi \to \mathcal{U}$ together with a partial section $a : \prod_{\Gamma \times \Phi} P$, where $\Phi \subseteq \Psi$ denotes a subshape, we can form the corresponding family of extension types

$$
\Gamma \vdash \left\langle \prod_{\Phi \in \Psi} P(t) \right\rangle_{a}
$$

which is interpreted as a (strict) pullback, cf. [61, Theorem A.16]:

$$
\begin{array}{ccc}
\left\langle \prod_{\Phi \in \Psi} P(t) \right\rangle_{a} & \xrightarrow{j} & \tilde{P}^\Phi \\
\downarrow & & \downarrow \\
\Gamma & \xrightarrow{(\pi, \Pi_{\Gamma \times \Phi})} & \tilde{P}^\Phi \times_{(\Gamma \times \Phi)^\Phi} (\Gamma \times \Psi)^\Phi
\end{array}
$$

This means, the elements of $\left\langle \prod_{\Phi \in \Psi} P(t) \right\rangle_{a}$ are total sections $b : \prod_{\Gamma \times \Phi} P$ such that $b|_{\Phi} \equiv a$ holds judgmentally:

$$
\Phi \vdash \tilde{P} \xrightarrow{\cdot \cdot \cdot} \tilde{P} \quad \text{such that} \quad \Gamma \times \Phi \xrightarrow{j} \Gamma \times \Psi
$$

The type-theoretic rules are analogous to the familiar rules of $\Pi$-types, but with the desired judgmental equalities added, cf. [61, Figure 4].

In particular, non-dependent instances give rise to function types $A^\Phi$ where $\Phi$ is a shape rather than a type (even though, later on all of our shapes are assumed to be fibrant, cf. Subsection 2.4). Semantically, this reflects the fact that the intended model is cotensored over simplicial sets, cf. also the discussion in [61, Appendix A].

From the given rules one can show that the extension types interact well with the usual $\Pi$- and $\Sigma$-types, as shown in [61, Subsections 4.1, 4.2]. In particular, there is a version of the type-theoretic axiom of choice involving extension types that will be used a lot.

**Theorem 2.1.1** (Type-theoretic axiom of choice for extension types, [61, Theorem 4.2]). Let $\Phi \subseteq \Psi$ be a shape inclusion. Suppose we are given families $P : \Psi \to \mathcal{U}$, $Q : \prod_{\Gamma \times \Psi} (P(t) \to \mathcal{U})$ and sections $a : \prod_{\Gamma \times \Phi} P(t)$, $b : \prod_{\Gamma \times \Phi} Q(t,a(t))$. Then there is an equivalence

$$
\left\langle \prod_{\Gamma \times \Psi} \sum_{t,P(t)} Q(t,x) \right\rangle_{\Phi} \xrightarrow{\Phi} \sum_{f : \prod_{\Gamma \times \Phi} P(t)} \left\langle \prod_{\Gamma \times \Psi} Q(t,f(t)) \right\rangle_{\Phi}.
$$

A further important principle is relative function extensionality, which is added as an axiom:

**Axiom 2.1.2** (Relative function extensionality, [61, Axiom 4.6]). Let $\Phi \subseteq \Psi$ be a shape inclusion. Given a family $P : \Psi \to \mathcal{U}$ such that each $P(t)$ is contractible, and a partial section $a : \prod_{\Gamma \times \Phi} P(t)$, then the extension type $\left\langle \prod_{\Gamma \times \Phi} P(t) \right\rangle_{a}$ is contractible.

An important consequence is the homotopy extension property (HEP):

**Proposition 2.1.3** (Homotopy extension property (HEP), [61, Proposition 4.10]). Fix a shape inclusion $\Phi \subseteq \Psi$. Let $P : \Psi \to \mathcal{U}$ be family, $b : \prod_{\Gamma \times \Phi} P(t)$ a total section, and $a : \prod_{\Gamma \times \Phi} A(t)$ a partial section. Then, given a homotopy $H : \prod_{\Gamma \times \Phi} A(t) = b(t)$, there exist totalizations $a' : \left\langle \prod_{\Gamma \times \Phi} P(t) \right\rangle_{a}$ and $H' : \left\langle \prod_{\Gamma \times \Phi} a'(t) = b(t) \right\rangle_{H}$.
2.1.3 Semantics in simplicial spaces A model of simplicial type theory is given by the Reedy model structure on bisimplicial sets, which presents the \((\infty, 1)\)-topos of simplicial spaces. The main steps in proving this are discussed in [61, Appendix A], with previous work done in [71, 17]. The splitting of the extension type former is carried out in [88]. In fact, it is conceivable that one can replace the base by an arbitrary (Grothendieck) \((\infty, 1)\)-topos \(E\) so that the results developed synthetically will hold for Rezk objects (i.e., internal \((\infty, 1)\)-categories, cf. e.g. [38, 21, 74, 54] and [63, Proposition E.3.7]) in \(E\), also as explained in ibid. One should note that the definitions and constructions we are presenting always have characterizations in terms of basic notions, such as (fibered) weak equivalences, (LARI) adjunctions, etc. (See for instance the characterizations of cocartesian fibrations and functors via Theorems 5.2.6, 5.2.7 and 5.3.19) By Riehl–Verity’s results on model-independence and Rasekh’s work on simplicial and (complete) Segal spaces one can systematically argue that, in essence, all of our internal notions externalize to their intended semantic counterparts—at least when restricting to the Rezk types, which are our objects of primary interest after all.

2.2 Synthetic higher categories Via the inequality tope of the interval 2 we can define simplices and subshapes familiar from simplicial homotopy theory. The first few low-dimensional simplices are given by

\[
\begin{align*}
\Delta^0 &:= \{ t : 1 \mid \top \}, & \Delta^1 &:= \{ t : 2 \mid \top \}, & \Delta^2 &:= \{ (t, s) : 2 \times 2 \mid s \leq t \}.
\end{align*}
\]

The logical connectives of the tope layer enable us to carve out subshapes, such as boundaries and horns, e.g.

\[
\begin{align*}
\partial \Delta^1 &:= \{ t : 2 \mid t \equiv 0 \lor t \equiv 1 \}, & \Lambda^2_1 &:= \{ (t, s) : 2 \times 2 \mid s \equiv 0 \lor t \equiv 1 \}, \\
\partial \Delta^2 &:= \{ (t, s) : 2 \times 2 \mid s \equiv t \lor s \equiv 0 \lor t \equiv 1 \}.
\end{align*}
\]

Cf. Figure 2 for an illustration and [61, Section 3.2] for a detailed discussion.

We then can define, for any type \(B\) and fixed elements \(b, b' : B\) the type of arrows from \(b\) to \(b'\) as

\[
\text{hom}_B(b, b') := \langle \Delta^1 \to B \mid \partial \Delta^1 \rangle_{b, b'}.
\]

Given a type family \(P : B \to \mathcal{U}\) and an arrow \(u : \text{hom}_B(b, b')\) in the base, the type of arrows lying over \(u\), from \(e : Pb\) to \(e' : Pb'\), is given by

\[
\text{hom}^P_{u}(e, e') := \langle \prod_{t : \Delta^1} P(u(t)) \mid \partial \Delta^1 \rangle_{e, e'}.
\]

Such an arrow is also called a dependent arrow or dependent homomorphism, cf. Figure 3.
We will also be considering types of 2-cells, defined by\textsuperscript{3}:

\begin{align*}
\text{hom}_B^2(u,v; w) &\equiv \langle \Delta^2 \to B \mid \partial_2 \Delta^2 \rangle, \\
\text{hom}_\sigma^2, P^2(f,g; h) &\equiv \langle \Pi(t,s):\Delta^2 \to P(t,s) \mid \partial_2 \Delta^2 \rangle,
\end{align*}

see Figure 4 for an illustration:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dependent-2-cells.png}
\caption{Dependent 2-cells}
\end{figure}

We abbreviate \( \text{hom}_B(b, b') \equiv (b \to_B b') \equiv (b \to b') \) when the intent is clear from the context. For families \( P : B \to \mathcal{U} \), we write

\( \text{hom}_u^P(e,e') \equiv (e \to_u e') \).

For a type \( B \), we have two projections from the arrow type, given by evaluation

\[ \partial_k : B^\Delta^1 \to B, \quad \partial_k \equiv \lambda u.u(k), \]

\textsuperscript{3}The boundary here is given by

\[ [u,v,w] : \partial \Delta^2 \to B, \quad [u,v,w](t,s) :\begin{cases} 
  u & s \equiv 0 \\
  v & t \equiv 1 \\
  w & s \equiv t
\end{cases} \]

and similarly for the dependent case.
Similarly to the notation introduced above, for the type of natural transformations between a fixed pair of functors we abbreviate
\[
\hom_{A \to B}(f, g) \equiv (f \Rightarrow g).
\]
Sometimes, we also denote the type of 2-simplices by
\[
\hom_{B}^{2}(u, v; w) \equiv (u, v \Rightarrow w),
\]
and likewise for the dependent version. With these prerequisites, Riehl–Shulman [61] define a type \( B \) to be a Segal type such that the proposition
\[
isSegal(B) \equiv \begin{cases} b, b', b'': & B \\ u: & b \rightarrow b' \\ v: & b' \rightarrow b'' \end{cases} \text{isContr} \left( \sum_{w: b \rightarrow b''} \hom_{B}^{2}(u, v; w) \right)
\]
is true. This means that \( B \) has weak composition of directed arrows. After Joyal, the Segal condition can be stated as
\[
isSegal(B) \simeq \text{isEquiv}(B^\iota),
\]
with the inclusion where \( \iota: \Lambda^{2}_{1} \hookrightarrow \Delta^{2} \), i.e., \( B^\iota \equiv (- \circ \iota): B^{\Delta^{2}} \rightarrow B^{\Lambda^{2}_{1}} \) restricts filled 2-simplices in \( B \) onto their \((2, 1)\)-horn.

Segal types can be thought of as synthetic pre-(\(\infty, 1\))-categories, which here in simplicial homotopy type theory is expressed as a property rather than structure, echoing the familiar situation from the semantics in simplicial spaces. As discussed in [61, Section 5], Segal types can be endowed with a weak composition operation which is weakly associative. For arrows \( f: a \rightarrow b, g: b \rightarrow c \) in some Segal type \( B \), one writes \( g \circ f \) for the chosen composite arrow.

The identity arrow of an element \( b: B \) is given by the constant map
\[
\text{id}_b \equiv \lambda t. b: \Delta^{1} \rightarrow B.
\]
Often, naturality w.r.t. directed arrows comes “for free”. In particular, any function \( f: A \rightarrow B \) between Segal types is a functor in the sense that it preserves composition and identities up to propositional equality, as proven in [61, Section 6.1]. The action of a functor on points already determines its actions on arrows as discussed in loc. cit.

Although the semantics is given by a structure presenting an \((\infty, 1)\)-topos—a certain kind of \((\infty, 1)\)-category—we, in fact, have access to portions of the 2-dimensional structure present in the model as well. Since Segal types form an exponential ideal, the type \( A \rightarrow B \) is Segal if \( B \) is, and this allows us to study natural transformations between functors and lax diagrams of types, cf. Appendix A and the groundwork in [61, Section 6]. This enables us to adapt several developments from Riehl–Verity’s model-independent higher category theory from \(\infty\)-cosmoses to type theory. Roughly, an \(\infty\)-cosmos\(^4\) is a model for an \((\infty, 2)\)-categorical universe of a given notion of “\(\infty\)-category” which could mean \((\infty, n)\)-categories (for \(0 \leq n \leq \infty\)) but also e.g., fibrations thereof. This semantical theory will turn out to be an important guiding stone for our internal developments.

Segal types come with two possible notions of isomorphism (analogous to the semantic situation for Segal spaces), the “spatial” one given by propositional equality, and the “categorical”

\(^4\)The name “\(\infty\)-cosmos” has been suggested by Peter May [63, Acknowledgments], after Street’s (fibrational) cosmoses [78, 77].
one derived from the directed arrows. Namely, an arrow \( f : a \rightarrow b \) in a Segal type \( B \) is a (categorical) \textit{isomorphism} if the type

\[
isIso(f) := \sum_{g,h : b \rightarrow a} (gf = \text{id}_a) \times (fh = \text{id}_b)
\]

is inhabited. As discussed in [61, Section 10], the type \( \text{isIso}(f) \) turns out to be a proposition, so we can define the subtypes

\[
is_B(a,b) := \sum_{f : \text{hom}_A(a,b)} \text{isIso}(a,b).
\]

In particular, for all \( b : B \) one has\(^5\) \( \text{id}_b : \text{iso}_B(a,b) \). By path induction we define the comparison map

\[
\text{idtoiso}_B : \prod_{a,b : B} (a =_B b) \rightarrow \text{iso}_B(a,b), \quad \text{idtoiso}_{B,a,a}(\text{refl}_a) := \text{id}_a,
\]

and demanding that this be an equivalence leads to the notion of \textit{Rezk completeness}:

\[
is_{\text{RezkCompl}}(B) := \text{isEquiv}(\text{idtoiso}_B).
\]

A \textit{complete Segal type aka Rezk type} is a Segal type that is also Rezk complete. A type \( B : \mathcal{U} \) being Rezk is witnessed by the proposition

\[
is_{\text{Rezk}}(B) := \text{isSegal}(B) \times \text{isRezkCompl}(B)
\]

\[\simeq \text{isEquiv}(B^\iota) \times \text{isEquiv}(\text{idtoiso}_B).\]

Then Rezk completeness condition can be understood as a local version of the Univalence Axiom. In the simplicial space model, Rezk types are interpreted as Rezk spaces, which justifies viewing Rezk types as \textit{synthetic} \((\infty, 1)\)-\textit{categories}. Even though a lot of the development in [61] actually already works well on the level of (not necessarily complete) Segal types, our study of cocartesian families mostly restricts to complete Segal types, which is in line with preexisting studies of co-/cartesian fibrations in the higher categorical context [28, 39, 63, 52, 21, 3, 6].

Among the synthetic \((\infty, 1)\)-categories, we can also consider types that are synthetic \((\infty, 0)\)-categories, \textit{i.e.}, \(\infty\)-groupoids. These are called \textit{discrete types}\(^6\), which refers to the condition that all directed arrows be invertible, namely the comparison map defined inductively by

\[
\text{idtoarr}_B : \prod_{a,b : B} (a =_B b) \rightarrow \text{hom}_B(a,b), \quad \text{idtoarr}_{B,a,a}(\text{refl}_a) := \text{id}_a,
\]

be an equivalence:

\[
is_{\text{Disc}}(B) := \prod_{a,b : B} \text{isEquiv}(\text{idtoarr}_{B,a,b})
\]

In fact, this discreteness condition entails the Rezk condition as shown by Riehl–Shulman. Furthermore, if \( B \) is a Segal type, for any \( a, b : B \), the hom-type \( \text{hom}_B(a,b) \) is discrete by [61, Proposition 8.13].

\(^5\)leaving the witnessing proposition implicit in our notation
\(^6\)semantically known as \textit{Bousfield–Segal spaces} due to Bergner [7, Section 6], cf. also earlier work by Bousfield [12] and more recent work by Stenzel [73]
2.3 Covariant families  Riehl–Shulman have introduced the notion of covariant family, i.e.,
families of discrete types varying functorially w.r.t. directed arrows in the base. A type family
\( P : B \to \mathcal{U} \) over a (Segal or Rezk) type \( B \) is covariant if

\[
isCovFam(P) \equiv \prod_{a,b : B} \prod_{d : P a} \text{isContr} \left( \sum_{e : P b} \langle d \to^P e \rangle \right),
\]

i.e., arrows in the base can be uniquely lifted w.r.t. a given source vertex.

Semantically, these correspond to left fibrations, which encode \((\infty,1)\)-copresheaves. Hence,
as expected, an example is given, for any \( a : B \) by the family

\[
\text{hom}_B(a, -) \equiv \lambda b. \text{hom}_B(a, b) : B \to \mathcal{U}.
\]

The central topic of our work is to generalize this study to synthetic cocartesian fibrations,
i.e., the case where the fibers are Rezk rather than discrete.\(^7\)

2.4 Fibrant shapes  In the models we are interested in, the shapes will be fibrant objects,
so we may reflect the shape layer into the type layer. In a generalized algebraic presentation
of the syntax, this will be done with a constructor corresponding to the inference rule:\(^8\)

\[
\begin{array}{c}
I \text{ cube} \\
\mathcal{U} \\
\hline
(t : I \vdash \varphi \text{ type})
\end{array}
\]

In fact, we take the interval \( \Delta^1 \) as a type, and the inequality relation \( \leq : \Delta^1 \to \Delta^1 \to \text{Prop} \) as a
type family, and then all shapes are types using the ordinary type formers. It seems it should be
possible to develop everything we do using standard type theory extended with \((\Delta^1, \leq)\) along
with the postulate that this is an interval object, i.e., a totally ordered set with bottom element 0
and top element 1, where \( 0 \neq 1 \). This nicely complements the fact that the 1-topos of simplicial
sets is the classifying topos for the geometric theory of a strict interval [27].

Recall that if \( A \) is a type and \( B \) is a type family over \( A \), then \( \prod_{x : A} B(x) \) is equivalent
to the type of sections of the first projection \( \sum_{x : A} B(x) \to A \). Similarly, the extension type
\( \langle \prod_{x : (I \psi)} A(x) \rangle_a^\varphi \) is equivalent to

\[
\sum_{f : \prod_{x : (I \psi)} A(x) \mid x : (I \varphi)} \prod (a x = f x),
\]
i.e., the type of functions over the large shape together with a homotopy to the given function
over the small shape. Indeed, for any \( a \), we have a map from the extension type to the latter
type, so it suffices to show that the induced map on total types,

\[
\left( \sum_a \prod_{x : (I \psi)} A(x) \langle \epsilon_a^\psi \rangle \right) \to \left( \sum_a \prod_{x : (I \psi)} A(x) f : \prod_{x : (I \psi)} A(x) \mid x : (I \varphi) \prod (a x = f x) \right)
\]
is an equivalence. The codomain here is equivalent to just \( \prod_{x : (I \psi)} A(x) \) (by relative function
extensionality), and the composite maps \( \langle a, f \rangle \) to \( f \). This map has an obvious inverse that maps
\( f \) to the pair of \( f \) restricted to \( (I \mid \varphi) \) and \( f \).

In particular, this gives the following formulation of (diagrammatic, weak) lifting problems
in terms of (formulaic, strict) contractibility statements.

---

\(^7\)Everything dualizes to the case of cartesian fibrations, of course, but we don’t spell this out.

\(^8\)The introduction, elimination and computation rules state elements of type \( (I \mid \varphi) \) are precisely those of
the corresponding shape \( I \mid \varphi \). We elide these forms from our notation to ease readability.
Observation 2.4.1. Consider a family $P : B \to \mathcal{U}$ and a shape inclusion $\Phi \subseteq \Psi$. Then, given a total diagram $\sigma : \Psi \to B$ with a partial diagram $\kappa : \prod_{\Phi} \sigma^* P$ lying over, the diagram

$$
\begin{array}{ccc}
\Phi & \xrightarrow{\kappa} & \tilde{P} \\
\downarrow & & \downarrow \pi \\
\Psi & \xrightarrow{\sigma} & B
\end{array}
$$

possesses a diagonal filler uniquely up to homotopy if and only if the proposition

$$
isContr \left( \left\langle \prod_{t: \Psi} P(\sigma(s)) \right\rangle_\kappa \right)
$$

is inhabited.

Example 2.4.2. Recall from [61] that a type $A$ is Segal precisely if $A \to 1$ is right orthogonal to $\Lambda^2_2 \to \Delta^2$. Another example is given by the class of covariant families, namely $P : B \to \mathcal{U}$ is covariant if and only if $\tilde{P} \to B$ is right orthogonal to the initial vertex inclusion $i_0 : 1 \to \Delta^1$.

We can also type-theoretically express the Leibniz construction familiar from categorical homotopy theory [63, Definitions C.2.8, C.2.10, C.3.8] as follows. We remark that Leibniz cotensor maps will be ubiquitous in our treatise since the fibrations of interest are defined by conditions on them.

Definition 2.4.3 (Leibniz cotensor). Let $j : Y \to X$ be a type map or shape inclusion, and $\pi : E \to B$ a map between types. The Leibniz cotensor of $j$ and $\pi$ (aka Leibniz exponential of $\pi$ by $j$ or pullback hom) is defined as the following gap map:

$$
\begin{array}{ccc}
Y & \xrightarrow{j} & E \\
\downarrow \cong & & \downarrow \cong \\
X & \xrightarrow{j} & B^{X \times_B Y}
\end{array}
$$

The map $\pi$ is right orthogonal to $j$, meaning that for any square as below there exists a filler uniquely up to homotopy

$$
\begin{array}{ccc}
Y & \xrightarrow{j} & E \\
\downarrow \cong & & \downarrow \pi \\
X & \xrightarrow{j} & B
\end{array}
$$

if and only if the Leibniz cotensor map is an equivalence

$$
\hat{j} \circ \pi : E^X \xrightarrow{\cong} B^X \times_B Y^Y,
$$

cf. Proposition 3.1.1.

Though sparsely explicitly present in the text, we will also mention the dual operation.

Definition 2.4.4 (Pushout product). Let $j : Y \to X$ and $k : T \to S$ each be type maps or shape inclusions. The Leibniz tensor of $j$ and $k$ (or pushout product) is defined as the following
cogap map:

In particular, recall from [61, Theorem 4.2], the explicit formula for the pushout product of two shape inclusions:

\[
\{ t : I \mid \varphi \} \otimes \{ s : J \mid \chi \} = \{ \langle t, s \rangle : I \times J \mid (\varphi \land \zeta) \lor (\psi \land \chi) \}
\]

\[
\{ t : I \mid \psi \} \otimes \{ s : J \mid \zeta \} = \{ \langle t, s \rangle : I \times J \mid \psi \land \zeta \}
\]

2.5 Families vs. fibrations

Recall from [82] that in presence of the univalence axiom, there is an equivalence between type families and fibrations. \(^9\)

Consider the types

\[
\text{Fib}(\mathcal{U}) := \sum_{A, B : \mathcal{U}} A \to B, \quad \text{Fam}(\mathcal{U}) := \sum_{B : \mathcal{U}} (B \to \mathcal{U})
\]

of functions in \(\mathcal{U}\) (viewed as type-theoretic fibrations\(^10\)), and families with \(\mathcal{U}\)-small fibers, resp. Both these types naturally are fibered over \(\mathcal{U}\) via the following maps:

\[
\text{Fib}(\mathcal{U}) \xrightarrow{\partial_1 := \lambda A, B, f, B \cdot \text{pr} \_1} \mathcal{U} \xleftarrow{\text{pr} \_1 := \lambda B, P \cdot B \text{pr} \_1} \text{Fam}(\mathcal{U})
\]

Over a type \(B : \mathcal{U}\), we obtain the type of maps into (or fibrations over) \(B\) as the fiber:

\[
\mathcal{U} / B \xrightarrow{\partial_1} \text{Fib}(\mathcal{U})
\]

**Theorem 2.5.1** (Type-theoretic Grothendieck construction, cf. [82, Theorem 4.8.3]). There is a fiberwise quasi-equivalence

\[
\text{Fib}(\mathcal{U}) \xleftarrow{\text{St}} \mathcal{U} \xrightarrow{\text{Un}} \text{Fam}(\mathcal{U})
\]

---

\(^9\)Assuming universes with better structural properties—such as the Segal condition or directed univalence—would be fruitful for further considerations, but this is part of future work.

\(^10\)The inhabitants of \(\text{Fib}(\mathcal{U})\) are just maps between arbitrary \(\mathcal{U}\)-small types, but viewed as "\(\mathcal{U}\)-small type theoretic fibrations over a \(\mathcal{U}\)-small base".
at stage \( B : \mathcal{U} \) given by a pair

\[
\mathcal{U}/B \xrightarrow{\text{St}_B} (B \to \mathcal{U}) \xleftarrow{\text{Un}_B}
\]

with straightening

\[\text{St}_B(\pi) \equiv \lambda b. \text{fib}_b(\pi)\]

and unstraightening

\[\text{Un}_B(P) \equiv \langle \bar{P}, \pi_P \rangle\]

\((\pi_P : \bar{P} : \equiv \sum_{b : B} P b \to B \text{ the total space projection})\).

The spirit of dependent type theory somewhat favors type families over fibrations, but we will often resort to the fibrational viewpoint because it allows us to replay familiar categorical arguments. For instance, Riehl–Shulman’s covariant type families are a type-theoretic version of left fibrations, and we want to be able to conveniently make use of both incarnations of the same concept which motivates the following:

**Definition 2.5.2** (Notions of families and fibrations). A notion of family (or notion of fibration) is a family

\[\mathcal{F} : \text{Fam}(\mathcal{U}) \to \text{Prop}\]

of propositions on the type of \( \mathcal{U} \)-small fibrations. For a notion of family \( \mathcal{F} \), we say that a family \( P : B \to \mathcal{U} \) is an \( \mathcal{F} \)-family\(^{11}\) if and only if the proposition

\[\text{isFam}_\mathcal{F}(P) \equiv \mathcal{F}(P)\]

holds. A map \( \pi : E \to B \) is called an \( \mathcal{F} \)-fibration if its family of fibers \( \text{St}_B(\pi) \) is an \( \mathcal{F} \)-family.

By univalence and the Grothendieck construction, this definition is well-behaved, i.e., a (\( \mathcal{U} \)-small) map is an \( \mathcal{F} \)-fibration if and only if it is (equivalent to) a projection associated to an \( \mathcal{F} \)-family (valued in \( \mathcal{U} \)).

In particular, we observe the following. Considering

\[
\text{Fib}_\mathcal{F}(\mathcal{U}) \equiv \sum_{E : \mathcal{U}} \sum_{\pi : E \to B} \text{isFam}_\mathcal{F}(\text{St}(\pi)), \quad \text{Fam}_\mathcal{F}(\mathcal{U}) \equiv \sum_{P : \text{Fam}(\mathcal{U})} \text{isFam}_\mathcal{F}(P),
\]

the Grothendieck construction descends to a fiberwise equivalence, for any notion of fibration/family \( \mathcal{F} \):

\[\text{Fib}_\mathcal{F}(\mathcal{U}) \xrightarrow{\approx} \text{Fam}_\mathcal{F}(\mathcal{U}) \xleftarrow{\approx} \text{Fam}(\mathcal{U})\]

\[\text{Fib}(\mathcal{U}) \xrightarrow{\approx} \text{Fam}(\mathcal{U}) \xleftarrow{\approx} \mathcal{U}\]

\[\text{Fib}_\mathcal{F}(\mathcal{U}) \xrightarrow{\approx} \text{Fam}_\mathcal{F}(\mathcal{U}) \xleftarrow{\approx} \text{Fam}(\mathcal{U})\]

\[\equiv \sum_{b : B} P b \to B \text{ the total space projection).}\]

\(^{11}\)In practice, the name of \( \mathcal{F} \) will often be a linguistic predicate such as “covariant”, “cocartesian” etc. in which case we drop the hyphen and treat it as part of the natural meta-language, e.g., we will simply speak of “cocartesian” or “covariant fibrations”.
**Remark 2.5.3.** As a convention, we will always state the definitions of the various notions of fibration in terms of *families*, and the above definition schema immediately yields the respective corresponding notion in fibrational terms.

As a convention, we will also often denote a map which satisfies such a fibration condition (or possibly even just a usual map which is to be regarded as a type-theoretic fibration) by a double hooked arrow $\pi : E \to B$, as is customary in homotopical algebra or categorical homotopy theory.

Furthermore, as a consequence of univalence, any such propositionally defined notion of family/fibration is invariant under equivalence.

**Proposition 2.5.4 (Homotopy invariance of notions of fibrations).** Let $\mathcal{F}$ be a notion of fibration. When given a commutative square

$$
\begin{array}{ccc}
F & \xrightarrow{\xi} & E \\
\downarrow & & \downarrow \pi \\
A & \xrightarrow{\simeq} & B
\end{array}
$$

the map $\xi$ is an $\mathcal{F}$-fibration if and only if $\pi$ is.

### 2.6 Comma and co-/cone types

**Definition 2.6.1 (Comma types).** Consider a cospan of types

$$
\begin{array}{ccc}
C & \xrightarrow{g} & A & \leftarrow & f \rightarrow B
\end{array}
$$

The *comma type* $f \downarrow g$ is given by the following pullback:

$$
\begin{array}{ccc}
f \downarrow g & \rightarrow & A^{\Delta^1} \\
\downarrow & & \downarrow \langle \partial_1, \partial_0 \rangle \\
C \times B & \xrightarrow{g \times f} & A \times A
\end{array}
$$

In the case that $f$ is the identity $\text{id}_A$, we write shorthand $A \downarrow g$ for $f \downarrow g$, and dually $f \downarrow A$ if $g$ is the identity.

**Definition 2.6.2 (Co-/cone types).** Let $X$ be a type or a shape and $A$ a type. In a setting such as the present one, a map $u : X \to A$ is sometimes referred to as an *$X$-shaped diagram in* $A$. The cospans

$$
\begin{array}{ccc}
A & \xrightarrow{\text{cst}_A} & A^X & \leftarrow & u \rightarrow 1 \\
\downarrow & & \downarrow (\partial_1, \partial_0) \\
A \times 1 & \xrightarrow{\text{cst}_A \times u} & A^X \times A^X
\end{array}
$$

give rise to the type $u/A \equiv u \downarrow \text{cst}_A$ of *cocones in* $A$ *under* $u$, and, dually $A/u \equiv \text{cst}_A \downarrow u$ of *cones in* $A$ *over* $u$, resp., defined as comma objects:

$$
\begin{array}{ccc}
u/A & \rightarrow (A^X)^{\Delta^1} & A/u & \rightarrow (A^X)^{\Delta^1} \\
\downarrow & & \downarrow \langle \partial_1, \partial_0 \rangle \\
A \times 1 & \xrightarrow{\text{cst}_A \times u} & A^X \times A^X & \xrightarrow{u \times \text{cst}_A} & A^X \times A^X
\end{array}
$$

**Example 2.6.3 (Co-/slice types).** For a fixed point $b : B$, the *co-/slice types* are defined as $b/B$ and $B/b$, resp. Note that $b/B \simeq b \downarrow B$, and similarly for the slice types.
3. Right orthogonal and LARI families

An important part in our study of synthetic fibered \((\infty, 1)\)-categories is to provide proofs of certain closure properties, which are chosen to parallel those of \(\infty\)-cosmoses [63, Definition 1.2.1]. Recall from [63], that any \(\infty\)-cosmos \(\mathcal{K}\) provides an intrinsic notion of cocartesian fibrations, which themselves form an \(\infty\)-cosmos \(\text{coCart}(\mathcal{K})\). The discrete cocartesian fibrations form an embedded \(\infty\)-cosmos \(\text{DiscoCart}(\mathcal{K}) \rightarrow \text{coCart}(\mathcal{K})\). We prove type-theoretic analogues of the \(\infty\)-cosmological closure properties, formulated internally to the type theory of the “ambient” \((\infty, 1)\)-topos of simplicial objects.

First, we consider maps which are, more generally, defined by a unique right lifting property against an arbitrary map. Next, we discuss \(j\)-LARI maps which are defined by a left adjoint right inverse condition on a Leibniz cotensor map.

Specifically, let \(j : Y \rightarrow X\) be some type map.\(^{12}\) A map \(\pi : E \rightarrow B\) is called \(j\)-orthogonal if any square as below has a contractible space of fillers:

\[
\begin{array}{ccc}
Y & \xrightarrow{j} & E \\
\downarrow & & \downarrow \pi \\
X & \xrightarrow{\pi} & B
\end{array}
\]

If a map \(\pi : E \rightarrow B\) is right orthogonal to a map \(j : Y \rightarrow X\), we write \(j \perp \pi\). Similarly, for families \(P : B \rightarrow \mathcal{U}\), we write \(j \perp P\) if \(j \perp \text{Un}_B(P)\).

Classes of maps defined by such lifting conditions play an important role in categorical homotopy theory and have been extensively studied in various contexts. In particular, classes defined by right orthogonal lifting conditions necessarily satisfy certain closure properties. We are giving type theoretic proofs which will later apply for the specific kinds of \(j\)-orthogonal maps that we are interested in, namely (iso)inner fibrations and left fibrations aka discrete covariant fibrations. For instance, a map \(\pi : E \rightarrow B\) (over a Segal type \(\mathcal{B}\)) is a covariant fibration if and only if it is right orthogonal to the initial vertex inclusion \(i_0 : 1 \hookrightarrow \Delta^1\).

In general, \(\pi : E \rightarrow B\) being \(j\)-orthogonal can be rephrased as the condition that the gap map in the following diagram be an equivalence:

\[
\begin{array}{ccc}
E^X & \xleftarrow{\sim} & E^Y \\
\downarrow & & \downarrow \\
B^X \times_B E^Y & \xrightarrow{\sim} & E^Y
\end{array}
\]

Weakening this condition by requiring the gap map to only have a left adjoint right inverse (LARI) leads to the notion of \(j\)-LARI map, i.e., \(\pi : E \rightarrow B\) is a \(j\)-LARI map if and only if the

\(^{12}\)This is often a shape inclusion; recall from Subsection 2.4 that we have coercion of (strict) shapes into types.
induced map \( E^X \to B^X \times_{B^Y} E^Y \) has a LARI:

\[
\begin{array}{ccc}
E^X & \xrightarrow{\pi^X} & B^X \\
\downarrow & & \downarrow \\
\downarrow & & \downarrow \\
B^X \times_{B^Y} E^Y & \xrightarrow{\delta} & E^Y \\
\downarrow & & \downarrow \\
B^Y & \xleftarrow{j^*} & B^Y
\end{array}
\]

Between Rezk types, a map \( \pi : E \to B \) is a cocartesian fibration if and only if it is an \( i_0 \)-LARI map, for the initial vertex inclusion \( i_0 : 1 \hookrightarrow \Delta^1 \).

Both \( j \)-orthogonal and \( j \)-LARI maps are closed under dependent products, composition, and pullback. In addition, \( j \)-orthogonal maps are closed under sequential limits and Leibniz cotensoring. In addition, they satisfy left canceling.

### 3.1 Right orthogonal fibrations

#### 3.1.1 \( j \)-orthogonal families

Recall from the discussion [68, Section 32.3] the following formulation of right orthogonality of a map in type theoretic terms.

**Proposition 3.1.1.** A map \( \pi : E \to B \) is right orthogonal to a type map \( j : Y \to X \) if and only if the Leibniz cotensor map

\[
\begin{array}{ccc}
E^X & \xrightarrow{\pi^X} & B^X \\
\downarrow & & \downarrow \\
\downarrow & & \downarrow \\
B^X \times_{B^Y} E^Y & \xrightarrow{\delta} & E^Y \\
\downarrow & & \downarrow \\
B^Y & \xleftarrow{j^*} & B^Y
\end{array}
\]

is an equivalence, i.e., the following proposition is true:

\[
\prod_{v : X \to B} \prod_{f : (j^* v)^* P} \text{isContr} \left( \sum_{g : \prod_X v^* P} j^* g = f \right)
\]

In the case of shape inclusions, by de-/strictification we obtain a “strict” version of this statement in terms of extension types (for a special case cf. [61, Theorem 8.5]):

**Corollary 3.1.2.** Let \( P : B \to \mathcal{U} \) be a type family. Then \( P \) is orthogonal w.r.t. a shape inclusion \( t : I \vdash \varphi \vdash \psi \) if and only if

\[
\prod_{v : \Psi \to B} \prod_{f : \prod_{v \Psi} P(v(t))} \text{isContr} \left( \langle \prod_{t : \Psi} P(v(t)) \rangle_{\Phi(t)} \right),
\]

where \( \Phi \) and \( \Psi \) denote the topes, corresponding to \( \varphi \) and \( \psi \), resp.

At first, we prove the analogous universal properties, for maps between types rather than families. Note that these are equivalent to the constructions given for families since as a general principle of homotopy type theory any map between types can be replaced by the projection of the total space of a family. Likewise, any (homotopy) commutative square can be seen as a map between families.

Stability under pullback follows from an instance of a Pullback Lemma for cube-shaped diagrams as considered by Rijke in [68, Section 24].
3.1.2 Closure properties of $j$-orthogonal families

**Proposition 3.1.3** (Equivalences are $j$-orthogonal). For a type map or shape inclusion $j : Y \to X$, any equivalence $f : B' \simeq B$ is $j$-orthogonal.

*Proof.* By univalence, we can assume $f$ to be the identity $\text{id}_B$. Then the claim follows easily. \qed

**Proposition 3.1.4** (Closedness under dependent products). Let $I$ be a type, and $B : I \to \mathcal{U}$ be a family. Assume there is a function $P : \prod_{i : I} B_i \to \mathcal{U}$. If there is a map or shape inclusion $f : Y \to X$ such that $f \perp P_i$ for all $i : I$, we also have $f \perp \prod_i P$.

*Proof.* For $i : I$, denote by $\pi_i : E_i \to B_i$ the projection associated to the family $P_i : B_i \to \mathcal{U}$. By assumption, the exponential squares $E_i^X \to E_i^Y$

\[ B_i^X \to B_i^Y \]

are pullbacks. Since dependent products preserve pullbacks and commute with exponents, we have

\[
(\prod_{i : I} E_i)^X \simeq \prod_{i : I} E_i^X \qquad \prod_{i : I} E_i^Y \simeq (\prod_{i : I} E_i)^Y
\]

\[
(\prod_{i : I} B_i)^X \simeq \prod_{i : I} B_i^X \qquad \prod_{i : I} B_i^Y \simeq (\prod_{i : I} B_i)^Y
\]

as desired. \qed

**Corollary 3.1.5** (Closedness under binary products). Let $C, B : \mathcal{U}$ with families $P : B \to \mathcal{U}$ and $Q : C \to \mathcal{U}$. If both $P$ and $Q$ are orthogonal to a map $j : Y \to X$, then so is the binary product family $P \times Q : B \times C \to \mathcal{U}$.

**Corollary 3.1.6** (Closedness under exponentiation). Let $P : B \to \mathcal{U}$ be a family, orthogonal to a shape inclusion or type map $j : Y \to X$. Then, for any type or shape $Z$, also $P^Z$ is $j$-orthogonal.

**Proposition 3.1.7** (Closedness under composition, and left cancelation, cf. [63, Lemma 5.5.9]). Let $j : Y \to X$ be a map. Let $P : B \to \mathcal{U}$ and $Q : \bar{P} \to \mathcal{U}$ be families with composite $Q \circ P : B \to \mathcal{U}$. If $j \perp P$ then $j \perp Q \circ P$ if and only if $j \perp Q$.

*Proof.* Consider $E \to B$ and $F \to B$, the associated total projections to the family $P$ and $Q$, resp. Observe that $\bar{Q} \circ P \simeq \bar{Q}$. We assume $i \perp P$ which yields the following commutative diagram:

\[
\begin{array}{ccc}
F^X & \to & F^Y \\
\downarrow & & \downarrow \\
E^X & \to & E^Y \\
\downarrow & & \downarrow \\
B^X & \to & B^Y
\end{array}
\]

Then by the Pasting Lemma for pullbacks (e.g. [68, Theorem 22.5.8]) the composite diagram is a pullback if and only if the upper square is a pullbacks. \qed
In presence of categorical universes of fibrations this statement would imply that the left adjoint to the change of base functor, \(i.e.,\) postcomposition with the given fibration, preserves and reflects \(j\)-orthogonality.

**Theorem 3.1.8** (Closedness under pullback along families). Let \(\pi : E \to B\) be right orthogonal to a type map \(j : Y \to X\). Then, for any pullback

\[
\begin{array}{ccc}
F & \to & E \\
\downarrow & & \downarrow \pi \\
A & \to & B
\end{array}
\]

the map \(\xi \equiv k^*\pi : F \to A\) is also right orthogonal to \(j\).

**Proof.** By assumption, \(E^X \simeq B^X \times_{B^Y} E^Y\). Now, since exponentiation preserves pullbacks, we obtain the following cube:

\[
\begin{array}{cccc}
E^X & \to & P^Y & \to & F^X \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
E^Y & \to & A^Y & \to & A^X \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
B^X & \to & B^Y & \to & B^C
\end{array}
\]

We have to show that the back square is a pullback as well, and this follows from the Cube Pullback Lemma \([68, \text{Lemma 24.1.4 and Remark 24.1.5}]\). \(\square\)

**Corollary 3.1.9** (Closedness under pullback along maps). Let \(B\) be a type, \(P : B \to \mathcal{U}\) a family, and \(r : C \to B\) a map. Assume \(j \perp P\). Then for the pullback \(r^*P : C \to \mathcal{U}\) we have \(j \perp r^*P\).

**Corollary 3.1.10** (Fibers of \(j\)-orthogonal maps). Let \(P : B \to \mathcal{U}\) be a \(j\)-orthogonal family. Then, for any \(b : B\) the fiber \(Pb\) is \(j\)-orthogonal.

**Corollary 3.1.11** (Closedness under fiber product). If \(P, Q : B \to \mathcal{U}\) are \(j\)-orthogonal families, then so is their fiber product \(P \times_B Q : B \to \mathcal{U}\).

**Corollary 3.1.12** (\(j\)-orthogonal maps from \(j\)-orthogonal types). Let \(B\) be a type and \(j : Y \to X\) a map between types, or a shape inclusion. If the type \(B\) is \(j\)-orthogonal, then so is the map \(B^k : B^C \to B^D\) for all \(k : D \to C\).

**Corollary 3.1.13** (Closedness under Leibniz cotensors). Let \(\pi : E \to B\) be a \(j\)-orthogonal map. For any \(k : D \to C\), the Leibniz cotensor map \(k \hat{n} : E^C \to E^D \times_{B^D} B^C\) is \(j\)-orthogonal as well.

**Proposition 3.1.14** (Orthogonal families are closed under sequential limits). Let \(j : Y \to X\) be a type map. Consider a tower of maps given by \(A : \mathbb{N} \to \mathcal{U}\) together with \(f : \prod_{n \in \mathbb{N}} A_{n+1} \to A_n\) such that for any \(n : \mathbb{N}\), the map \(f_n : A_{n+1} \to A_n\) is \(j\)-orthogonal. Then, for the sequential limit \(A_\infty := \lim_{n \in \mathbb{N}} A_n \equiv \lim_{n \in \mathbb{N}} (A_n, f_n)\), the map \(\pi_0 : A_\infty \to A_0\) is \(j\)-orthogonal as well.\(^{13}\)

\(^{13}\)Then, by left cancelation so are all projections \(\pi_n : A_\infty \to A_n\) for \(n : \mathbb{N}\).
Proof. By precondition, for any \( n : \mathbb{N} \) we have equivalences \( A^X_{n+1} \simeq A^X_n \times_{A^0_n} A^Y_{n+1} \) via the structure maps. By composition, we get equivalences \( A^X_n \simeq A^X_0 \times_{A^0_0} A^Y_n \). In sum, we obtain
\[
A^X_\infty \simeq \lim_{n : \mathbb{N}} A^X_n \simeq \lim_{n : \mathbb{N}} (A^X_0 \times_{A^0_0} A^Y_n) \simeq A^X_0 \times_{A^0_0} A^Y_\infty,
\]
again via the structure maps.

**Proposition 3.1.15** (Maps between \( j \)-orthogonal types are \( j \)-orthogonal). Let \( j : Y \to X \) be a type map or shape inclusion. If both \( E \) and \( B \) are \( j \)-orthogonal types, then any map \( \pi : E \to B \) is \( j \)-orthogonal as well.

**Proof.** Since \( B \) is \( j \)-orthogonal, the restriction map \( B^X \to B^Y \) is an equivalence, and so is its pullback along \( E^Y \to B^Y \):

\[
\begin{array}{ccc}
E^X & \simeq & E^Y \\
\downarrow & & \downarrow \\
B^X & \simeq & B^Y
\end{array}
\]

Now, since by assumption \( E^X \to E^Y \) is an equivalence is well, so is the gap map by 2-for-3 for equivalences.

**Proposition 3.1.16** (Total types of \( j \)-orthogonal maps). Let \( j : Y \to X \) be a type map or shape inclusion and \( \pi : E \to B \) be a map with \( j \)-orthogonal codomain. Then \( E \) is \( j \)-orthogonal if and only if \( \pi \) is.

**Proof.** Similar as for Proposition 3.1.15.

### 3.2 LARI families

For a type map \( j : Y \to X \), we call a family \( P : B \to \mathcal{U} \) a **\( j \)-LARI family** if the Leibniz cotensor map \( j \hat{\circ} \pi : \tilde{P}^X \to \tilde{P}^Y \times_{B^Y} B^X \) has a left adjoint right inverse (LARI). Typically, \( j : Y \to X \) will be a shape inclusion. In fact, we eventually consider the case of the initial vertex inclusion \( i_0 : 1 \to \Delta^1 \) which precisely defines the notion of cocartesian fibration.

However, already for general maps \( j : Y \to X \) we can prove that the \( j \)-LARI fibrations satisfy several closure properties considered before in the case of \( j \)-orthogonal fibrations.

A basic account of LARI adjunctions in the synthetic setting is given in Appendix B, based on Riehl–Shulman’s theory of adjunctions [61, Section 11].

**Remark 3.2.1.** We also note the following. If \( U : E \to B : F \) is a LARI adjunction of Segal types, we may assume—by fibrant replacement, cf. [82, Theorem 4.8.3] and Section 2.5—that \( E \) is the total type of a family \( P : B \to \mathcal{U} \), that \( U \) is the projection, and that \( F x : \equiv \langle x, f x \rangle \) for some section \( f : \prod_{x : B} P x \).

In any LARI adjunction, the left adjoint is fully faithful, as \( \text{hom}_B(b, b') \simeq \text{hom}_B(b, UF b') \simeq \text{hom}_E(F b, F b') \).

### 3.2.1 LARI families

**Definition 3.2.2** (LARI families). Let \( P : B \to \mathcal{U} \) be a family, and \( j : Y \to X \) be any type map or shape inclusion. Writing \( \pi : E \to B \) for the associated fibration, we call \( P \) a **\( j \)-LARI family** if
and only we have a LARI adjunction (in one of the equivalent formulations of Theorem B.1.4) in the following diagram:

\[
\begin{array}{c}
E^X \\
\downarrow \\
B^X \times B^Y \\
\downarrow \\
E^Y \\
\downarrow \\
B^Y
\end{array}
\]

LARI fibrations generalize right orthogonal fibrations, as we will see.

**Proposition 3.2.3** (Adjoint equivalences, [63, Proposition 2.1.11/12]). Let \( u : B \to A \) be an equivalence between Rezk types. Then there exists a functor \( f : A \to B \) s.t. \( f \dashv u \).

Here, \( f \) can be taken to be a quasi-inverse of \( u \).

**Proof.** Since \( u : B \to A \) is an equivalence it has a quasi-inverse, i.e., there exists a map \( f : A \to B \) together with homotopies \( \eta : \text{id}_A = uf, \varepsilon : fu = \text{id}_B \). Then, by 2-for-3 for isomorphisms in a Rezk type, this gives homotopies \( \varepsilon \circ \eta = \text{id}_u \) and \( \varepsilon \circ f \eta = \text{id}_f \). Together, these data make up a quasi-diagrammatic adjunction which can be promoted to a coherent, bi-diagrammatic adjunction by [61, Theorem 11.23].

**Corollary 3.2.4.** Let \( P : B \to \mathcal{U} \) be a \( j \)-orthogonal family over a Rezk type \( B \). Then \( P \) is also a \( j \)-LARI family.

### 3.2.2 Closure properties of \( j \)-LARI families

**Proposition 3.2.5** (Closedness under products). Let \( I \) be a type, and \( B : I \to \mathcal{U} \) be a family. Assume there is a function \( P : \prod_{i : I} B(i) \to \mathcal{U} \). If there is a map or shape inclusion \( j : Y \to X \) such that \( P(i) \) is a \( j \)-LARI family for each \( i : I \), then also \( \prod_I P \) is a \( j \)-LARI family.

**Proof.** Let \( E \) the total type of \( P \) and \( E_i \) the total type of \( P_i \), for any \( i : I \). Observe that we have

\[
\left( X \to \prod_I E \right) \simeq \sum_{\sigma : X \to \prod_I B(i)} \prod_{x : X} \left( \prod_{i : I} P_i((\sigma x)_i) \right) \\
\simeq \sum_{\sigma : X \to \prod_I B} \left( X \to \prod_I P \right)(\sigma).
\]

For any \( i : I \), we are given a LARI adjunction

\[
E^X_i \xleftarrow{\ell_i} \xrightarrow{r_i} B^X_i \times B^Y_i E^Y_i
\]

\[14\] The 2-for-3 law for isomorphisms in a Segal type can easily be proven as in the case of 1-categories, using [61, Proposition 10.1].
which induces a LARI adjunction

\[
\begin{array}{c}
\Pi_I, \ell \quad \Pi_I, \tau \\
(P_I X)^X & (P_I B)^X \times (P_I B)^Y (P_I E)^Y
\end{array}
\]

by Proposition B.1.5, since exponentiation commutes with dependent products.

**Corollary 3.2.6** (Closedness of \( j \)-LARI families under binary products). Let \( C, B : U \) with families \( P : B \to U \) and \( Q : C \to U \). If both \( P \) and \( Q \) are \( j \)-LARI families w.r.t. to a map \( j : Y \to X \), then so is the binary product family \( P \times Q : B \times C \to U \).

**Proposition 3.2.7** (Closedness of \( j \)-LARI families under composition). Let \( j : Y \to X \) be a map. Let \( P : B \to U \) and \( Q : C \to U \) be families with composite \( Q \circ P : B \to U \). If both \( P \) and \( Q \) are \( j \)-LARI families, then so is \( Q \circ P \).

**Proof.** Let \( \pi : E \to B \) and \( \xi : F \to E \) be the projection maps associated to \( P \) and \( Q \), respectively. Abbreviating \( S \equiv B^X \times_B Y^X \), \( T \equiv E^X \times_E Y^X \) and \( R \equiv B^X \times_B Y^F \), from the LARI adjunctions

\[
E^X \overset{r}{\leftarrow} \overset{\ell}{\rightarrow} S \quad F^X \overset{r'}{\leftarrow} \overset{\ell'}{\rightarrow} T
\]

we want to get a LARI adjunction:

\[
F^X \overset{r''}{\leftarrow} \overset{\ell''}{\rightarrow} R
\]

Factoring the pullback square for \( T \) as

\[
\begin{array}{ccc}
F^X & \overset{r'}{\leftarrow} & R \\
\downarrow \ell & & \downarrow \ell' \\
E^X & \overset{r}{\leftarrow} & S \\
\downarrow \ell & & \downarrow \ell \\
E^X & \overset{r}{\leftarrow} & E^Y
\end{array}
\]

yields the claim, by first pulling back the LARI adjunction between \( E^X \) and \( S \), and then composing with the one between \( F^X \) and \( T \). Indeed, by Proposition B.1.7 LARI adjunctions compose.

**Theorem 3.2.8** (Closedness of \( j \)-LARI families under pullback). Let \( B \) be a type, \( P : B \to U \) be a family, and \( k : A \to B \) be a map. Given a map \( j : Y \to X \), if \( P \) is a \( j \)-LARI family, then the pullback \( k^* P : A \to U \) is a \( j \)-LARI family as well.

**Proof.** By assumption, writing \( \pi : E \to B \) and \( \xi : F \to A \) for the associated projection maps, we have a pullback together with a LARI adjunction:

\[
\begin{array}{ccc}
F & \to & E \\
\xi & \downarrow \pi & \\
A & \to & B \\
& \downarrow & \\
& & E^Y \times_B B^X
\end{array}
\]
We have to show that the map \( j \hat{\circ} \xi : F^X \to F^Y \times_{A^Y} A^X \) has a LARI. Note first that we can factor it through equivalences as follows:

\[
F^X \simeq A^X \times_{B^X} E^X \to A^X \times_{B^Y} E^Y \simeq A^X \times_{A^Y} (A^Y \times_{B^Y} E^Y) \simeq A^X \times_{A^Y} F^Y
\]  

(3.1)

Next, observe that by the Pullback Lemma, the inner left square is a pullback:

\[
\begin{array}{ccc}
E^Y \times_{B^Y} A^X & \to & E^Y \times_{B^Y} B^X \\
\downarrow & & \downarrow \\
A^X & \to & B^X
\end{array}
\]

Similarly, the top square becomes a pullback:

\[
\begin{array}{ccc}
A^X \times_{B^X} E^X & \to & E^X \\
\downarrow & & \downarrow \\
E^Y \times_{B^Y} A^Y & \to & E^Y \times_{B^Y} B^X \\
\downarrow \quad \quad \quad \downarrow & & \downarrow \\
A^X & \to & B^X
\end{array}
\]

LARI adjunctions are closed under pullback by Proposition B.1.6. Hence, this serves to induce the LARI of the map \( A^X \times_{B^X} E^X \to E^Y \times_{B^Y} A^X \)

which corresponds to \( j \hat{\circ} \xi : F^X \to F^Y \times_{A^Y} A^X \) by 3.1.

\[\square\]

**Corollary 3.2.9** (Closedness of \( j \)-LARI families under pullback along families). Let \( B \) be a types, and \( P, Q : B \to U \) be families. If \( P \) is a \( j \)-LARI family, then the pullback family \( Q^*P : \tilde{Q} \to U \) is as well.

**Corollary 3.2.10** (Closedness of \( j \)-LARI families under fiber product). If \( P, Q : B \to U \) are \( j \)-LARI families, then so is the fiber product \( P \times_B Q : B \to U \).

4. (Iso)inner families

Our main objects of study are cocartesian families, i.e., functorial families of synthetic \((\infty, 1)\)-categories.

Since at the most general level types are not Segal, as an intermediate step to defining cocartesian families, we have to deal with families of (complete) Segal types that are not necessarily functorial. Inner families are those type families for which the associated projection is right orthogonal to the horn inclusion \( \Lambda^2_1 \hookrightarrow \Delta^2 \). Hence, between Segal types, inner families correspond to fibrations in the Segal model structure. Bringing in Rezk completeness motivates our definition of isoinner family, which in addition to being inner requires all fibers to be Rezk-complete. Over Rezk types, this can be expressed by requiring the associated projection to be right orthogonal to the terminal projection from the free bi-invertible arrow \( E \).

In this section, we discuss the behavior of these non-functorial families of Segal and Rezk types, respectively. Several closure properties will follow from the results of Section 3. We also
Figure 5: In an inner family, inner 2-horns can be extended uniquely up to homotopy relative to a given 2-simplex in the base.

introduce the free bi-invertible arrow \( \mathbb{E} \), constructed as a colimit after [61, Appendix A.3].

Along the way, we characterize Rezk types via right orthogonality w.r.t. either inclusion \( 1 \to \mathbb{E} \), or alternatively, the terminal projection \( \mathbb{E} \to 1 \).

4.1 Inner families

We introduce the notion of an inner family, resembling—in some sense—inner or mid fibrations from quasi-category theory, used by Joyal and Lurie as an auxiliary tool to investigate co-/cartesian fibrations.

In the same vein, an inner family can be seen as a relativized version of the notion of Segal type: in an inner family any \((2,1)-horns sitting over a 2-simplex in the base can be extended, uniquely up to homotopy, to a 2-simplex lying over. In particular, an inner family over the terminal type \( 1 \) is the same as a Segal type.

4.1.1 Definition and characterization

**Definition 4.1.1 (Inner Family).** Let \( B \) be a type. A family \( P : B \to \mathcal{U} \) is called inner family if

\[
\text{isInnerFam}(P) := \prod_{\sigma : \Delta^2 \to B} \prod_{\eta : \Lambda^2_1} \text{isContr} \left( \left( \prod_{t : \Delta^2} P \sigma(t) \right) \right)
\]

Unpacking this gives the following logically equivalent proposition:

\[
isInnerFam(P) \simeq \sum_{b, b', b'' : B} \prod_{w : b \to b'} \prod_{v : b' \to b''} \prod_{u : b \to b'} \prod_{v : b' \to b''} \prod_{w : b \to b''} \text{isContr} \left( \sum_{h : e \to \mathcal{P} w} f, g \Rightarrow_{w} h \right)
\]

This can be expressed in categorical terms as the condition that the unstraightening \( \tilde{P} \to B \) be right orthogonal to \( \Lambda^2_1 \leftrightarrow \Delta^2 \), or equivalently, the Leibniz cotensor of these maps be an equivalence.

\[^{15}\text{The walking bi-invertible arrow hence arises as a type in our case, although it might be possible to obtain it as a shape by a suitable extension of the shape theory.}\]
Proposition 4.1.2 (Orthogonality characterization of inner families). A type family \( P : B \to \mathcal{U} \) is inner if and only if the square

\[
\begin{array}{c}
\tilde{p} \Delta^2 \\
\downarrow \\
B \Delta^2
\end{array}
\quad
\begin{array}{c}
\tilde{p} \Lambda^2 \\
\downarrow \\
B \Lambda^2
\end{array}
\]

is a homotopy pullback.

Proof. This is an instance of Corollary 3.1.2.

4.1.2 Closure and structural properties As an instance of Section 3.1.2 it follows that inner families enjoy several closure properties.

Proposition 4.1.3. Inner families over arbitrary types are closed under fibered equivalences, dependent products, composition, pullback, left cancelation, and sequential limits. Families corresponding to equivalences are always isoinner.

Proposition 4.1.4. Let \( P : B \to \mathcal{U} \) be an inner family. Then for every \( b : B \) the fiber \( Pb \) is a Segal type.

Proof. This is an instance of Corollary 3.1.10.

Proposition 4.1.5. Let \( P : B \to \mathcal{U} \) be a family over a Segal type \( B \). Then the total type \( \sum_{b : B} Pb \) is Segal if and only if \( P \) is an inner family.

Proof. This is an instance of Proposition 3.1.16.

The following observation reflects the semantic fact that between Segal spaces Reedy fibrations coincide with the fibrations of the Segal space model structure. It is also a formal consequence of Proposition 3.1.15.

Proposition 4.1.6 (Maps between Segal types are inner). Let \( \pi : E \to B \) be a map between Segal types \( B, E \). Then \( \pi : E \to B \) is inner.

4.2 Isoinner families As a next step towards the synthetic version of cocartesian fibrations, we consider non-functorial families of complete Segal, aka Rezk types. To be able to formulate an appropriate right orthogonality condition, we start by defining the free (or walking) bi-invertible arrow. This gives alternative formulations of the Rezk-completeness condition.

4.2.1 The free bi-invertible arrow In order to exhibit Rezk completeness as an orthogonality condition, we want to define a type \( \mathcal{E} \) which for any type corepresents its type of isomorphisms, i.e.,

\[ \text{iso}(X) \simeq (\mathcal{E} \to X) \]

for any type \( X : \mathcal{U} \). Moreover, this will also allow us to define a notion of (non-functorial) family of Rezk types, which we call isoinner families. Semantically, these correspond—at least between fibrant objects—to the fibrations of the Rezk model structure.
We internalize the construction of $E$ due to [61, Definition A. 24, 25], by forming the colimit $E$ of the following diagram $D$ of types

$$
\begin{array}{c@{}c@{}c@{}c@{}c@{}c}
\Delta^1 & d^1 & \Delta^0 & d^0 & \Delta^2 & d^2 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \Delta^1 \\
1 & & \Delta^2 & & \Delta^2 & & 1
\end{array}
$$

where $d^k : \Delta^1 \to \Delta^2$ is the $k$-th face inclusion, i.e., the “injection whose image is missing $k$”. Concretely, this can be done using the theory of colimits over reflexive graphs as described by Rijke [67, Section 3].

The free bi-invertible arrow is constructed as a colimit over a reflexive graph. Let $G$ denote the graph underlying the diagram $D$ of types as shown above. By [67, Remark 3.5.6], it follows that the colimit of the $G$-diagram $D$ is given by the pushout of the cospan $S(D) : \equiv \langle \text{pr}_1, \text{pr}_2 \rangle$ associated to $D$ via the total graph:

$$
\sum_{\langle (i,x),(j,y) \rangle : \Delta_0} G_1(i,j) \times D_1(x) = y \xrightarrow{\text{pr}_2} \tilde{D}_0 \xrightarrow{\text{pr}_1} \tilde{D}_0 \xrightarrow{\tau} \langle \text{E} \rangle
$$

**Proposition 4.2.1.** The colimit $E$ of the diagram $D$ as above (covariantly) represents the types of isomorphisms in a Segal type, i.e., for any Segal type $A$ there is an equivalence of types

$$(E \to A) \simeq \text{iso}(A).$$

**Proof.** We leave out the explicit descriptions of $G$ and $D$, but they are straightforward. By the universal property of the pushout, for an arbitrary type $A : \mathcal{U}$, there is an equivalence

$$(E \to A) \simeq \text{cocone}_{S(D)}(A).$$

Then it follows by unwinding the data of the diagram $D$ that there is a chain of equivalences

$$(E \to A) \simeq \sum_{a,b:A} \sum_{\sigma,\tau : \Delta^2 \to A} (\sigma \circ d^1 = \text{id}_b) \times (\sigma \circ d^2 = \tau \circ d^0) \times (\tau \circ d^1 = \text{id}_a)$$

$$\simeq \sum_{a,b:A} \sum_{\sigma,\tau : \Delta^2 \to A} \prod_{t:a} \sigma(t,t) = \text{id}_b \times \sigma(1,t) = \tau(t,0) \times \tau(t,t) = \text{id}_a$$

$$\simeq \sum_{a,b:A} \sum_{f:a \to b} \sum_{g:b \to a} \langle \Delta^2 \to A \big| f, \text{id}_a \rangle \times \langle \Delta^2 \to A \big| f, \text{id}_a \rangle$$

$$\simeq \sum_{a,b:A} \sum_{f:a \to b} \sum_{g:b \to a} \langle f \circ g = \text{id}_b \times f \circ h = \text{id}_a \rangle \quad (A \text{ is Segal, cf. [61, Proposition 5.10])}$$

$$\simeq \text{iso}(A),$$

where one invokes de-/strictification as necessary.

**4.2.2 Rezk types** For the walking bi-invertible arrow $E$, consider the terminal projection $!_E : E \to 1$ and the inclusion maps $j_k : 1 \hookrightarrow E$ for $k = 0, 1$. For a fixed type $B$, we write $\partial_k : \equiv B^{i_k} : B^E \to B$. We prove a characterization of Rezk types à la [58, Proposition 6.4]. In particular,
the Rezk types are exactly those among Segal types that are \( \mathbb{E} \)-null. This is in line with [58, Theorem 6.2].

In general, given a map or shape inclusion \( j : Y \to X \) we say a type \( B \) is \( j \)-local (cf. [69, Definition 2.1]) if the terminal projection \( !_B : B \to 1 \) is \( j \)-orthogonal which is equivalent to the map \( B^j : B^X \to B^Y \) being an equivalence. E.g., a type is Segal iff it is \( \iota \)-local, where \( \iota : \Delta^n_1 \to \Delta^n \).

In case \( j \equiv !_Y : Y \to 1 \) is a terminal projection and \( B \) is \( !_Y \)-local we say that \( B \) is \( Y \)-null.

**Proposition 4.2.2** (Characterization of Rezk types). Let \( B \) be a Segal type. Then the following are equivalent:

1. The type \( B \) is Rezk, i.e.,
   
   \[
   \text{isEquiv}(\text{idtoiso}_B) \simeq \prod_{x,y:B} \text{isContr} \left( \sum_{u,v:B} \langle u, v, \text{idtoiso}_{B,u,v}(p) \rangle = \langle x, y, f \rangle \right).
   \]

2. The type \( B \) is \( \mathbb{E} \)-null, meaning \( B \) is \( !_{\mathbb{E}} \)-local, i.e.,
   
   \[
   \text{isEquiv}(B^k) \simeq \prod_{f:B^\mathbb{E}} \text{isContr} \left( \sum_{x:B} f = \text{id}_x \right).
   \]

3. The type \( B \) is \( j_k \)-local for \( k = 0 \) or \( k = 1 \), i.e.,
   
   \[
   \text{isEquiv}(B^j_k) \simeq \prod_{x:B} \text{isContr} \left( \sum_{f:B^\mathbb{E}} \partial_k f = x \right).
   \]

**Proof.**

1 \( \implies \) 2: By assumption, for \( \langle x, y, f \rangle : \sum_{x,y:B} \text{iso}_B(x,y) \) there exists, uniquely up to homotopy, a datum \( \langle u, v, p \rangle : \sum_{u,v:B} (u =_B v) \) such that \( \langle u, v, p \rangle = \langle x, y, \text{idtoiso}_{B,u,v}(p) \rangle \). By path induction, we can take \( \langle u, v, p \rangle : \equiv (x, x, \text{refl}_x) \), thus yielding \( x : B \) uniquely with \( f = \text{id}_x \).

2 \( \implies \) 1: By assumption, it suffices to find for any \( x : B \), uniquely up to homotopy a path \( p : (u = v), u, v : B \) with \( \text{idtoiso}_{B,u,v}(p) = \text{id}_x \). By path induction, \( p \) can be taken to be \( \text{refl}_x \).

2 \( \implies \) 3: For any \( x : B \) clearly \( f : \equiv \text{id}_x \) is an isomorphism with \( \partial_k(f) = x \). By assumption however, for any isomorphism \( f : B^\mathbb{E} \), there is a path from \( f \) to some identity.

3 \( \implies \) 2: Let \( f : \text{iso}_B(x,y), x, y : B \). By assumption, any \( g : B^\mathbb{E} \) with \( \partial_k(g) = x \) is uniquely determined up to homotopy. Thus, \( f = \text{id}_x \).

**NB** Even though the \( !_{\mathbb{E}} \)-local and the \( j_k \)-local Segal types coincide, the relative version of this statement is not true: not every \( !_{\mathbb{E}} \)-orthogonal family or map is \( j_k \)-orthogonal. As a counterexample, consider \( 1 + 1 \to \mathbb{E} \).

### 4.2.3 Isoinner families

We introduce the notion of isoinner family over general bases, even though we mostly will require the base to be (complete) Segal. Over Segal bases, being isoinner can be expressed through relative Segal and Rezk conditions. Then it follows again by Section 3.1.2 that these families are closed under several operations.

**Definition 4.2.3** (Isoinner family). A type family \( P : B \to \mathcal{U} \) is an isoinner family if it is an inner family and every fiber is \( !_{\mathbb{E}} \)-local, i.e., the proposition

\[
\text{isIsoInnerFam}(P) := \text{isInnerFam}(P) \times \prod_{b:B} \prod_{f: \text{iso}(P b)} \text{isContr} \left( \sum_{e:P b} f = \text{id}_e \right)
\]

is inhabited.
In case $B$ is a Segal type, $P : B \to \mathcal{U}$ being an isoinner family is equivalent to
\[ \text{isIsoInnerFam}(P) \simeq \text{isInnerFam}(P) \times \prod_{b : B} \text{isRezk}(P b) \]
by Proposition 4.2.2.

Clearly, an isoinner family over $\mathbf{1}$ is the same as a Rezk type.

Recall in particular, that total spaces of inner families over Segal types are Segal. It turns out that over Segal types, being isoinner can be expressed as a right orthogonality property.

**Proposition 4.2.4** (Orthogonality characterization of isoinner families). Let $P : B \to \mathcal{U}$ be a family s.t. every fiber $P b$ is Segal. Then every fiber is Rezk if and only if $\pi : E \to B$ is right orthogonal to $E \to \mathbf{1}$, i.e., the diagram

\[
\begin{array}{ccc}
\tilde{P} & \xrightarrow{\text{total(pttoid}_P)} & \tilde{P}^E \\
\downarrow & & \downarrow \\
B & \xrightarrow{\text{pttoid}_B} & B^E
\end{array}
\]

is a homotopy pullback, where

\[ \text{pttoid}_B := \lambda b. \text{id}_b, \quad \text{pttoid}_P := \lambda b, e. (\text{id}_b, \text{id}_e). \]

**Proof.** The diagram is a pullback if and only if
\[ \prod_{b : B} \prod_{f : E \to P b} \text{isContr} \left( \sum_{e : P b} \text{id}_e =_{E \to P b} f \right). \]

By Proposition 4.2.2 this is equivalent to every fiber being Rezk.

**Corollary 4.2.5.** For any type $B$, an inner family $P : B \to \mathcal{U}$ is isoinner if and only if it is right orthogonal to $E \to \mathbf{1}$.

**Proposition 4.2.6.** Let $B$ be a Rezk type and $P : B \to \mathcal{U}$ an isoinner family. Then the total type $\tilde{P} := \sum_{b : B} P b$ is a Rezk type.

**Proof.** This is again an instance of Proposition 3.1.16.

Formally from Subsection 3.1.2 it follows that, over Segal bases, isoinner families enjoy several closure properties.

**Proposition 4.2.7.** Isoinner families over Segal types are closed under dependent products, composition, pullback, left cancelation, and sequential limits. Families corresponding to equivalences are always isoinner.

5. Cocartesian families

Cocartesian families $P : B \to \mathcal{U}$ encode copresheaves of $(\infty, 1)$-categories. All fibers $P b$ are Rezk types, and $P$ is (covariantly) functorial in the sense that an arrow $u : a \to b$ in $B$ induces a functor $u_b : Pa \to P b$, and this transport operation is natural w.r.t. directed arrows in $B$, i.e., it respects composition and identities. In fact, we will often reason about cocartesian families $P : B \to \mathcal{U}$ in terms of their associated projection $\pi : \equiv \pi_P : E \to B$. Our study is
informed by [63, Chapter 5] and [64] in an essential way, where Riehl–Verity develop a model-independent theory of cocartesian fibrations intrinsic to an arbitrary ∞-cosmos. While this constitutes more generally a fibrational theory of (∞, n)-categories, for 0 ≤ n ≤ ∞, our present study restricts to (∞, 1)-categories, and at the same time extends Riehl–Shulman’s treatment of synthetic (∞, 1)-categories fibered in ∞-groupoids.

Reminiscent to the classical (1-categorical) definition, we introduce cocartesian families in terms of the existence of enough cocartesian liftings. However, we also give alternative characterizations, such as the Chevalley criterion which allows us to develop the theory in the style of formal category theory, as done by Riehl and Verity [63] for ∞-cosmoses.

Specifically, over Rezk types cocartesian families are exactly the isoinner families that are \(i_0\)-LARI families in the sense of Subsection 3.2, for \(i_0 : 1 \rightarrow \Delta^1\). Spelled out, this means that the gap map in the pullback

\[
\begin{array}{ccc}
E^{\Delta^1} & \xrightarrow{\chi} & B^{\Delta^1} \\
\downarrow \varpi \circ \pi & & \downarrow \partial_0 \\
\pi^{\Delta^1} & \xrightarrow{i_0 \circ \pi} & B
\end{array}
\]

has a left adjoint right inverse \(\chi : \pi \downarrow B \rightarrow E^{\Delta^1}\) which yields the up to homotopy uniquely determined cocartesian lifts.

We proceed by studying cocartesian functors between cocartesian families (incarnated as fibrations). Then, using Subsection 3.2.2, we are able to prove type-theoretic versions of the ∞-cosmological closure properties of cocartesian fibrations, which in our case means that the (∞, 1)-category of cocartesian fibrations is complete w.r.t. to certain (∞, 1)-limits.\(^{16}\) Note that, ideally, these would be statements involving universe types which themselves are Rezk. These are beyond the scope of the current discussion, but nevertheless we can “externalize” these completeness statements to our univalent universe \(\mathcal{U}\) of arbitrary simplicial types, yielding Proposition 5.3.17.

Finally, we prove characterizations of cocartesian functors complementing the ones for cocartesian fibrations, e.g., the Chevalley criterion for cocartesian functors says that a fibered functor

\[
\begin{array}{ccc}
F & \xrightarrow{\xi} & E \\
\downarrow \eta & & \downarrow \pi \\
A & \xrightarrow{\pi} & B
\end{array}
\]

between cocartesian fibrations is a cocartesian functor if and only if the mate of the induced square

\[
\begin{array}{ccc}
F^{\Delta^1} & \xrightarrow{i_0 \circ \pi} & E^{\Delta^1} \\
\downarrow \xi & & \downarrow \varpi \circ \pi \\
\xi \downarrow A & \xrightarrow{\sim} & \pi \downarrow B
\end{array}
\]

\(^{16}\) In more technical terms, our results can be interpreted as type-theoretic proofs of the completeness of the (∞, 1)-categorical core of the ∞-cosmos \(\text{coCart}(\text{Rezk})\), itself presenting an (∞, 2)-category (cf. [63, Definition 12.1.10, Remark 12.1.11]).
is invertible.\(^\text{17}\) As an application, we prove that fibered adjunctions between cocartesian fibrations are cocartesian functors, adapting Riehl–Verity’s proof in \(\infty\)-cosmoses to the type-theoretic setting.

5.1 Cocartesian arrows

Just as in 1-category theory, there is also a notion of cocartesian arrow in higher dimensional category theory. These are dependent arrows\(^\text{18}\) satisfying a certain initiality property.

In this section, we provide a few characterizations, analogous to Joyal and Lurie’s for quasi-categories, and a few properties that will be useful later on when investigating cocartesian fibrations.

5.1.1 Definition and basic properties

**Definition 5.1.1 (Cocartesian arrow).** Let \(B\) be a type and \(P : B \to U\) be an inner family. Let \(b, b' : B, u : \text{hom}\_B(b, b')\), and \(e : Pb, e' : Pb'\). An arrow \(f : \text{hom}\_P(u)(e, e')\) is a \((P-)\)cocartesian morphism or \((P-)\)cocartesian arrow if and only if

\[
isCocartArr\_f^P \equiv \prod_{\sigma : \Delta^2 \to B} \prod_{h : \text{hom}\_\Delta^2(P\sigma(t, t))} \text{isContr}\left(\prod_{(t, s) : \Delta^2} P\sigma(t, s)_{\llbracket f, h \rrbracket}\right).
\]

This is illustrated in Figure 6. Notice that being a cocartesian arrow is a proposition. By expressing the functions on simplices in terms of objects, morphisms and composition, we obtain an equivalent type:

\[
isCocartArr\_f^P \simeq \prod_{b' : B} \prod_{u : \text{hom}\_B(b, b')} \prod_{e' : P\text{hom}\_B(b, b')} \prod_{e'' : P\text{hom}\_B(b, b'')} \text{isContr}\left(\sum_{g, e' \to e''} (f, g \Rightarrow_P h)\right).
\]  

\(^\text{17}\) A development of the required results about adjunctions in simplicial type theory is given in Sections A.1 and A.2.

\(^\text{18}\) In fact, in general \(\infty\)-cosmoses Riehl–Verity consider cocartesian 2-cells between generalized elements [63, Definition 5.1.1]. In simplicial type theory one could imagine a similar development as well, using exponential transposition and closedness of cocartesian families under dependent products, cf. also [63, Lemma 5.6.5].
Diagrammatically, this is expressed as the existence of a filler, unique up to homotopy, as in a diagram of the following form, cf. Section 2.4:

\[
\begin{array}{c}
\Delta^1 \xrightarrow{\{0,1\}} \Delta^2 \xrightarrow{P} \tilde{\Delta}^2 \\
\downarrow \downarrow \downarrow \pi \\
\Delta^2 \longrightarrow B
\end{array}
\]

**NB** We will refrain from reasoning about cocartesian arrows at this level of generality, i.e., for the case of arbitrary type families with non-trivial composition 2-cells. Hence, from now on we will mostly consider families of (complete) Segal types.

**Notation:** Let \( f \) be a cocartesian arrow. Then, given an arrow \( v \) in the base with \( \partial_1(\pi f) = \partial_0(v) \) and \( h \) a dependent arrow over \( v \circ \pi(f) \) with \( \partial_0 f = \partial_0 h \), we denote by \( \text{fill}_{v,f}(h) \) the arrow \( g \) determined uniquely up to homotopy such that \( gf = h \). In the notation, we will usually leave the arrow \( v \) implicit, writing \( \text{fill}_f(h) \). This is justified syntactically since syntactically the datum \( v \) can be inferred from \( f \). But please do keep in my mind that the universal property of \( f \) quantifies explicitly first over \( v \), then \( h \).

**Definition 5.1.2** (Cocartesian lift). Let \( B \) be a type and \( P : B \to U \) be an inner family. For \( b,b' : B, u : \text{hom}_B(b,b') \), and \( e : Pb \), we define the type of \((P-)\)cocartesian lifts of \( u \) starting at \( e \) to be

\[
\text{CocartLift}_P(u,e) := \sum_{e : Pb} \sum_{f : \text{hom}_P(e,e')} \text{isCocartArr}_u f.
\]

For Segal types, where composites are uniquely determined, we can further rewrite (5.1):

\[
\text{isCocartArr}_u f \simeq \prod_{b : B} \prod_{v : B \to b} \prod_{e : Pb \to e''} \text{isContr}_{g : \sum g \circ P f = h}(g).
\]

In fact, we recognize the right-hand side as expressing the initiality of the object \( \langle b', \text{id}_b, e', f \rangle \) in the type

\[
A(u,e) := \sum_{b' : B} \sum_{v : B \to b'} \sum_{e' : Pb' \to e''} (e \to_{P u} e'').
\]

Indeed, \( A(u,e) \) is a Segal type as can be seen as follows.

First, note that we can use the types

\[
b^*B^2 \simeq \langle \Delta^2 \to B | \Delta^1_0 \rangle, \quad b^*E^1 \simeq \sum_{w : B} \sum_{e : P B} e \downarrow E
\]

as strict models for the pullbacks:

\[
\begin{array}{c}
b^*B^2 \xrightarrow{j} B^2 \\
\downarrow \downarrow \downarrow \pi \\
1 \xrightarrow{} B
\end{array}
\quad
\begin{array}{c}
b^*E^1 \xrightarrow{j} E^1 \\
\downarrow \downarrow \downarrow \pi \\
1 \xrightarrow{\partial_0} B
\end{array}
\]

\(^{19}\)Here, composition in the family is to be understood as dependent composition in the sense of [61, Remark 8.11], though we will mostly leave this implicit in our notation.
These serve to define the pullback

$$\begin{array}{ccl}
S \xrightarrow{\downarrow} b^*E^{\Delta^1} \\
\downarrow \\
b^*B^{\Delta^2} \times P b \xrightarrow{\text{r} \times \text{id}_P} b \downarrow B \times P b
\end{array}$$

where

$$q \equiv \lambda w, d, d', f. \langle w, d \rangle : b^*E^{\Delta^1} \rightarrow b \downarrow B \times P b$$

and

$$r \equiv \lambda u, v. v \circ u : b^*B^{\Delta^2} \rightarrow b \downarrow B.$$

All the occurring types are Segal, hence $S \rightarrow b \downarrow B \times P b$ is an inner fibration, equivalent to the projection $\tilde{A} \simeq \sum_{(u, e) : \text{b} \downarrow \text{P} b} A(u, e) \rightarrow b \downarrow B \times P b$.

In particular $\tilde{A} \simeq S$ is Segal. Initiality in the type $A(u, e)$ implies furthermore that cocartesian lifts (w.r.t. the given data) are uniquely determined up to homotopy.

**Proposition 5.1.3** (Uniqueness of cocartesian lifts (in isoinner families), [63, Lemma 5.1.11]). Let $B$ be a Rezk type and $P : B \rightarrow \mathcal{U}$ be an isoinner family. Then $P$-cocartesian lifts of arrows of $B$ are unique up to homotopy.

**Corollary 5.1.4.** Let $P : B \rightarrow \mathcal{U}$ be an isoinner family over a Rezk type $B$.

1. If $f : e \rightarrow e'$ is a $P$-cocartesian arrow, and $h : e' \rightarrow e''$ is an arbitrary arrow, then $\text{fill}_f(h) \circ f = h$.
2. If $f : e \rightarrow e'$ is a $P$-cocartesian arrow, and $g : e' \rightarrow e''$ is an arbitrary arrow, then $\text{fill}_f(gf) = g$.

As an indication that our definition of cocartesian arrow is correct, we note the following expected result.

**Proposition 5.1.5.** Let $B$ be a Rezk type, and let $\begin{array}{ccl}b' \xleftarrow{u} & b \xrightarrow{v} & c \end{array}$ be a span in $B$. This span is equivalently determined by an arrow $u$ in $B$ and an element $v$ in the domain fibration $\partial_0 : B^{\Delta^1} \rightarrow B$ over $b$, the domain of $u$. Then a cocone $\langle v', f, \alpha \rangle$ of the span, giving a square in $B$,

$$\begin{array}{c}
b \\
v \downarrow \\
c \xrightarrow{\alpha} c'
\end{array} \quad \begin{array}{c}
b' \\
\alpha \\
f \Downarrow \end{array} \rightarrow \begin{array}{c}
c' \\
\Downarrow f
\end{array},$$

makes a pushout square, if and only if $\langle f, \alpha \rangle$ is a cocartesian lift of $u$ starting at $v$.

Let us first clarify what we mean by a pushout (and, for the sake of completeness, a pullback) in a Rezk type. Recall from Section 2.6 the definition of cocone types.

**Definition 5.1.6** (Co-/span shape). The span and cospan shape, resp., are defined as the shapes

$$\r : \{ (t, s) : 2^2 \mid t \equiv 0 \lor s \equiv 0 \}, \quad \j : \{ (t, s) : 2^2 \mid t \equiv 1 \lor s \equiv 1 \}.$$

Of course there are weak equivalences

$$\r \simeq \Lambda_0^2, \quad \j \simeq \Lambda_2^2,$$

but these pairs of shapes do not coincide on the strict level of topes.
**Definition 5.1.7** (Pullbacks and pushouts in a Rezk type). A span \( \sigma \) in a Rezk type is a diagram \( \sigma : B^\circ \). Dually, a cospan \( \tau \) is a diagram \( \tau : B^\circ \). A pullback over \( \sigma \) in \( B \) is a terminal element in the cone type \( B/\sigma \). Dually, a pushout over \( \tau \) in \( B \) is an initial element in the cocone type \( \sigma/B \).

The type of cocones can be rewritten as

\[
\sigma/B \simeq \left\langle \Delta^1 \times \Delta^1 \rightarrow B_{|\sigma}^\circ \right\rangle.
\]

For a span \( \sigma : B^\circ \) with \( \sigma \equiv (c \xleftarrow{u} \ x \xrightarrow{v} b) \), a cocone \( \vartheta : \sigma/B \) is given by a span \( \vartheta \equiv (c \xleftarrow{u} d \xrightarrow{v} b) \).

One checks that a cocone \( \vartheta \equiv \langle x, \iota_0, \iota_1 \rangle : \sigma/B \) is a pushout square if and only if it satisfies the familiar universal property\(^{20}\) internally to the given Rezk type:

\[
isPushout_{\sigma/B}(\vartheta) \simeq \prod_{\kappa \equiv (c \xleftarrow{u} d \xrightarrow{v} b) : \sigma/B} \text{isContr} \left( \sum_{\gamma : x \rightarrow d} \gamma \circ \iota_0 = f \times \gamma \circ \iota_1 = g \right)
\]

One can make similar considerations for pullbacks internal to a Rezk type.

**Proof of Proposition 5.1.5.** We observed above that \( \langle f, \alpha \rangle \) is a cocartesian lift of \( u \) starting at \( v \), if and only if it is an initial object of the type \((5.2)\), which in the case of the domain family \( P(b) \equiv \sum_{c \in B}(b \rightarrow B \ c) \) becomes

\[
A(u, v) \equiv \sum_{b' \in B} \sum_{u' : b' \xrightarrow{\mu} b''} \sum_{\langle e', v' \rangle : P(b')} \left( (e, v) \rightarrow_{\theta \circ \mu} (e', v') \right),
\]

as illustrated below:

![Diagram](image)

There is a forgetful map \( U \) from this type to the type of cocones, and \( U \) has a LARI given by taking \( u' \equiv \text{id}_v \). Now we conclude by Lemma B.1.8.

**Proposition 5.1.8** (Closedness under composition, and right cancelation, [63, Lemma 5.1.5]). Let \( P : B \rightarrow U \) be a cocartesian family over a Rezk type \( B \). For arrows \( u : \text{hom}_B(b, b') \), \( v : \text{hom}_B(b', b'') \), with \( b, b', b'' \ : B \), consider dependent arrows \( f : \text{hom}_u^P(e, e'), g : \text{hom}_v^P(e', e'') \), for \( e : P(b, e') : P(b', e'') \ : P(b') \).

1. If both \( f \) and \( g \) are cocartesian arrows, then so is their composite \( g \circ f \).
2. If \( f \) and \( g \circ f \) are cocartesian arrows, then so is \( g \).

**Proof.**

1. Let \( w : \text{hom}_B(b'', b'''), b''' : B \). Writing \( r \equiv w \circ v \circ u : \text{hom}_B(b, b''') \), let \( h : \text{hom}_u^P(e, e'''), e''' : P(b''') \). Define \( m \equiv \text{fill}_g(\text{fill}_f(h)) : \text{hom}_u^P(e'', e''') \), then \( m \circ (g \circ f) = h \).

   For any \( m' : \text{hom}_u^P(e'', e''') \) with \( h = m' \circ (g \circ f) = (m' \circ g) \circ f \), necessarily \( m' \circ g = \text{fill}_f(h) \).

   But then \( m' = \text{fill}_g(\text{fill}_f(h)) \). Thus, \( g \circ f \) is cocartesian.

\(^{20}\)It is possible to provide a completely strict description replacing the identity types by strict extensions. This could be done elegantly using a join operation on shapes, as is common in simplicial homotopy theory, but we will not need this here.
2. Let \( w \equiv v \circ u : \text{hom}_B(b,b') \) and \( h \equiv g \circ h : \text{hom}_B^P(e,e') \). For \( b'' : B \), consider \( r : \text{hom}_B(b'',b''') \) and write \( t : r \circ v : \text{hom}_B(b',b'''') \). Let \( k : \text{hom}_B^P(e',e''') \) over some morphism \( P \). Since \( h = gf \) is cocartesian, there is a filler \( m : \text{hom}_B^P(e'',e''') \), \( m = \text{fill}_h(kf) \), so \( mh = kf \).

Then in turn \( k = \text{fill}_f(mh) \). But since \( kf = (mg)f \), we have \( h = mg \).

Given any \( m' \) s.t. \( m'h = kf \), this means \( m' = \text{fill}_h(kf) = m \).

\[ \square \]

**Lemma 5.1.9** ([63, Lemma 5.1.6]). Let \( P : B \to \mathcal{U} \) be an inner family over a Segal type \( B \).

1. If \( f \) is a dependent isomorphism in \( P \) over some morphism \( u \) in \( B \), then \( u \) is itself an isomorphism.
2. Any dependent isomorphism in \( P \) is cocartesian.
3. If \( f \) is a cocartesian arrow in \( P \) over an identity in \( B \), then \( f \) is an isomorphism.

**Proof.**

1. Let \( u : \text{hom}_B(b,b') \) with \( b,b' : B \), and \( f : \text{hom}_B^P(e,e') \) for \( e : P b \) and \( e' : P b' \). If \( f \) is an isomorphism, since \( \hat{P} \) is Segal, there exists a morphism \( f^{-1} : \text{hom}_B^P(e',e) \) over some morphism \( u' : \text{hom}_B(b',b) \) such that \( f^{-1} \circ f = \text{id}_e \) and \( f \circ f^{-1} = \text{id}_{e'} \). For the projection \( \pi : \hat{P} \to B \), this implies

\[
u' \circ u = \pi(f^{-1}) \circ \pi(f) = \pi(f^{-1} \circ f) = \pi(\text{id}_e) = \text{id}_b,
\]

and likewise \( u \circ u' = \text{id}_B \). Thus, \( u' \equiv: u^{-1} \) is a two-sided inverse for \( u \), so \( u \) is an isomorphism, because \( B \) is Segal (cf. [61, Proposition 10.1]). In particular, \( \pi(f^{-1}) = u^{-1} \) implies \( f^{-1} : \text{hom}_{\text{hom}_B^P}(e',e) \).

2. Let \( b,b' : B \), \( u : \text{hom}_B(b,b') \) and \( f : \text{hom}_B^P(e,e') \) such that \( f \) is an isomorphism. For \( b''' : B \), \( v : \text{hom}_B(b,b''') \) consider a dependent morphism \( g : \text{hom}_{\text{hom}_B^P}(e,e''') \). Since by Proposition 4.1.5 the type \( \hat{P} \) is Segal, both \( u \) and \( f \) are invertible, cf. Lemma 5.1.9(1) and [61, Proposition 1.10].

Define \( h \equiv g \circ f^{-1} : \text{hom}_B^P(e',e''') \). Then \( h \circ f = (g \circ f^{-1}) \circ f = g \circ \text{id}_e = g \). This yields the desired filler.

For uniqueness, observe that for any \( k : \text{hom}_B^P(e',e''') \) s.t. \( g = kf \) we have \( hf = kf \), i.e., \( h = k \) applying \( f^{-1} \).

3. In general, arrows over an identity morphism are just arrows in a fiber (even definitionally). Thus, for \( b : B \) consider a cocartesian arrow \( f : \text{hom}_{Pb}(e,e') \equiv \text{hom}_{\text{id}_b}(e,e') \), where \( e,e' : P b \).

Since \( f \) is cocartesian it has a retraction: there exists an arrow \( v : b \to b \) with \( f' : \text{hom}_{\text{id}_e}(e',e) \), uniquely up to homotopy, s.t. \( \text{id}_e = f' \circ f \). But this implies \( \text{id}_b = \pi(\text{id}_e) = \pi(f') \circ \pi(f) = \pi(f') \), so we can assume \( f' \) to be over \( \text{id}_b \).

Since \( f \) is cocartesian, for any morphism \( g : \text{hom}_B^P(e',e) \), \( w : \text{hom}_B(b',b) \) with \( g \circ f = w \) we get that \( g = \text{id}_{e'} \). Now, take \( g' := f' \), \( w := \text{id}_{e'} \). Then \( g \circ f = (f \circ f') \circ f = f \circ (f' \circ f) = f \), thus \( f \circ f' = \text{id}_{e'} \). Hence, \( f \) is an isomorphism.

\[ \square \]

5.1.2 Characterizations of cocartesian arrows

**Proposition 5.1.10** ([39, Definition 2.4.1.10]). Let \( B \) be a Rezk type, and \( P : B \to \mathcal{U} \) be an isoinner family with total type \( E \equiv \hat{P} \). Fix \( b,b' : B \) and let \( u : \text{hom}_B(b,b') \) be a morphism in \( B \) and \( f : \text{hom}_B^P(e,e') \), for \( e : Pb \), \( e' : Pb' \), a dependent morphism.
The morphism $f$ is cartesian if and only if, for any $b': B$, $e': P b'$, the diagram

$$
\begin{array}{ccc}
\hom_E(\langle b', e' \rangle, \langle b'', e'' \rangle) & \xrightarrow{-\circ (u,f)} & \hom_E(\langle b, e \rangle, \langle b', e' \rangle) \\
\downarrow & & \downarrow \\
\hom_B(b', b'') & \xrightarrow{-\circ u} & \hom_B(b, b'')
\end{array}
$$

is a pullback.

**Proof.** By fibrant replacement, de-/strictification, and choice for extension types, we can replace the square in question by:

$$
\sum_{w:b\to b''} \sum_{\sigma:u\downarrow B} \langle \Delta^2 \to \big|_{\lambda^y_{[u,w]} \hat{\sigma}} \rangle \sum_{h:e\to \pi' e''} \langle \Pi_{(t,s):\Delta^2} P(\sigma(t),s) \big|_{[f,h]} \rangle \xrightarrow{\lambda^y_{[u,w]} \hat{\sigma}} \sum_{w:b\to b''} (e \to_{P} e'') \\
\downarrow \\
\sum_{w:b\to b''} \langle \Delta^2 \to B \big|_{\lambda^y_{[u,w]} \hat{\sigma}} \rangle \xrightarrow{\lambda^y_{[u,w]} \hat{\sigma}} \hom_B(b, b'')
$$

Undriving what it means for this square to be a pullback precisely recovers the condition that $f$ be cartesian. 

We prove a characterization for cartesian edges, recovering the definition established by Joyal and Lurie, and transferred to complete Segal spaces by Rasekh.

Let $B$ be a Segal type and $P: B \to \mathcal{U}$ be an inner family. Consider its total space $E := \sum_{b:B} P b$. For $b, b': B$, let $u : \hom_B(b, b')$ an arrow with a dependent arrow $f : \hom_P^1(e, e')$ above it, where $e : P b, e' : P b'$.

There is an induced commutative square involving comma objects, each of which can be described using extension types:

$$
\sum_{\sigma:u:B} \langle \Pi_{(t,s):\Delta^1} P(\sigma(t)) \big|_{[f,h]} \rangle \simeq f/E \xrightarrow{\partial_0} u/B \simeq \langle \Delta^2 \to B \big|_{\lambda^y_{[u,w]} \hat{\sigma}} \rangle \\
\downarrow \partial_0 \\
\sum_{w:b:B} \langle \Pi_{\Delta^1} P(u(t)) \big|_{[e]} \rangle \simeq e/E \xrightarrow{\partial_0} b/B
$$

**Proposition 5.1.11** (Joyal’s Criterion, [28, Paragraph 20.4], [39, Definition 2.4.1.1]). Let $B$ be Segal and $P: B \to \mathcal{U}$ be an inner family. Write $E := \tilde{P}$ and consider the canonical projection $\pi : E \to B$.

A dependent arrow $f : \hom_P^1(e, e'), e : P b, e' : P b'$, $u : \hom_B(b, b')$, $b, b': B$, is cartesian if and only if the mediating map $\varphi$ in the pullback

$$
\begin{array}{ccc}
f/E & \xrightarrow{\varphi} & u/B \\
\downarrow \partial_0 & & \downarrow \partial_0 \\
e/E \times_{b/B} u/B & \xrightarrow{\varphi} & u/B \\
\downarrow \partial_0 & & \downarrow \partial_0 \\
e/E & \xrightarrow{\varphi} & b/B
\end{array}
$$

is an equivalence.
Proof. Note that by precondition both $B$ and $E$ are Segal types. The map $\varphi$ is an equivalence if and only if

\[
\prod_{b':B} \prod_{v:hom(b,b')} \prod_{e':Pb'} \prod_{h:hom_{\mathcal{C}}(e,e')} \text{isContr} \left( \sum_{g:hom_{\mathcal{C}}(e,e')} g \circ f = h \right)
\]

which is equivalent to $f$ being cocartesian.

\[\square\]

Corollary 5.1.12. For a Segal type $B$, any arrow in $B$ is cocartesian in the unit family $\lambda b.1 : B \rightarrow U$.

Another characterization familiar from the semantics is given in terms of the “cubical horn”. The pushout product of the two shape inclusions $b_1 : \partial \Delta^1 \hookrightarrow \Delta^1$, $i_0 : 1 \rightarrow \Delta^1$, can be depicted as:

\[\text{Proposition 5.1.13 ([39, Proposition 2.4.1.8])}. \text{ Let } f \text{ be a dependent arrow in an isoinner family } P : B \rightarrow U \text{ over a Rezk type } B. \text{ Then } f \text{ is cocartesian if and only if every diagram of the following form has a filler uniquely up to homotopy:}

\[
\Delta^1 \xrightarrow{(\partial \Delta^1 \times \Delta^1) \sqcup_{\partial \Delta^1 \times \{0\}} \Delta^1 \times \{0\}} (\partial \Delta^1 \times \Delta^1) \sqcup_{\partial \Delta^1 \times \{0\}} \Delta^1 \times \{0\} \xrightarrow{f} \tilde{P}
\]

\[
\Delta^1 \times \Delta^1 \xrightarrow{\Delta^1 \times \Delta^1} B
\]

We omit a proof, but it is straightforward to do, jumping between (degenerate) squares and 2-simplices.

As has been pointed out to us by Emily Riehl, cocartesian arrows can also be characterized along similar lines like cocartesian families in Theorems 5.2.6 and 5.2.7 and cocartesian functors in Theorem 5.3.19, using the formalism of relative adjunctions/absolute left lifting diagrams [63, Theorem 5.1.7]. Translating to the type-theoretic setting, this unwinds exactly to the above “cubical” formulation of the universal property. This viewpoint seems suitable for the type-theoretic setting and would also yield a more general account to the formal properties of cocartesian arrows, such as closure under composition or right cancelation. In this sense, cocartesian arrows can be seen as an instance of the notion of $j$-LARI cells which is further and more explicitly discussed in [86, Appendix A.2.1].

5.2 Cocartesian families Cocartesian families are families of Rezk types such that every map in the base has a cocartesian lift w.r.t. a choice of the source vertex. After showing elementary properties such as functoriality we prove the Chevalley criterion which exhibits cocartesian families as LARI fibrations (w.r.t. the initial vertex inclusion $i_0 : 1 \rightarrow \Delta^1$). By the results from
Section 3.2.2 it then follows that cartesian fibrations are closed under pullback, composition, and dependent products. We proceed by giving three kinds of examples of cartesian families: the comma codomain, the domain projection in case the base category has all pushouts, and the cartesian replacement of an arbitrary map between Rezk types. Relating to the latter, we show that cartesian replacement really satisfies the desired universal property.

Here, we are only concerned with co-cartesian fibrations, so we omit the dual case of right adjoint right inverse (RARI) adjunctions. Occasionally, reminiscent of the jargon of classical fibered 1-category theory, we will refer to cartesian fibrations simply as opfibrations (e.g., when talking about the codomain opfibration of a Rezk type).

5.2.1 Definition and basic properties

Definition 5.2.1 (Cocartesian lifting property). A family $P : B \to U$ is said to have (all) cocartesian lifts if

$$\text{hasCocartLifts } P \equiv \prod_{b,b' : B} \prod_{u : \text{hom}_B(b,b')} \sum_{e : P b} \sum_{e' : P b'} \text{isCocartArr}_u f.$$ 

Definition 5.2.2 (Cocartesian family). For any type $B$, we call a family $P : B \to U$ a cocartesian family if

$$\text{isCocartFam } P \equiv \text{isIsoInnerFam } P \times \text{hasCocartLifts } P.$$ 

If $B$ is a Rezk type and $P : B \to U$ is a cocartesian family, then any arrow $u : \text{hom}_B(a,b)$ induces a functor $u^P : Pa \to Pb$ defined by

$$u^P \equiv \lambda d. \partial_1 P(u,d).$$

We will often omit the superscript if the family is clear from the context.

Notation: We often denote (types of) cocartesian arrows by a decorated arrow $\mapsto$. (Dually, cartesian arrows are denoted $\mapsto$.)

Definition 5.2.3 (Vertical arrow). Let $\pi : E \to B$ be an inner fibration over a Segal type. A dependent arrow $f : \Delta^1 \to E$ is called vertical if $\pi f$ is an isomorphism.

Observe that, since being an isomorphism is a proposition in a Segal type by [61, Proposition 1.10], being a vertical arrow is a proposition when in an inner family over a Segal type. In a cocartesian family one recovers the classically well-known fact that any dependent arrow factors as a cocartesian arrow followed by a vertical arrow.

Cocartesian families implement the idea of a functorial family of Rezk types, i.e., in addition to transport along paths—which exists for arbitrary type families—there is also a notion of transport along directed arrows, which turns out to be compatible with the familiar path transport.

Proposition 5.2.4 (Functoriality). Let $B$ be a Rezk type and $P : B \to U$ a cocartesian family. For any $a : B$ and $x : Pa$ there is an identity

$$P(id_a, x) = id_x,$$

and for any $u : \text{hom}_B(a,b)$, $v : \text{hom}_B(b,c)$, there is an identity

$$P(v \circ u, x) = P(v, u(x)) \circ P(u, x).$$
Proof. The first claim follows from Lemma 5.1.9(3), in combination with Proposition 5.1.3.

The second claim follows from Proposition 5.1.8(1). \qed

**Proposition 5.2.5.** Let $B$ be a Rezk type and $P : B \to \mathcal{U}$ be a cocartesian family. For any arrow $u : \hom_B(a, b)$ and elements $d : Pa, e : Pb$, we have equivalences between the types of (cocartesian) lifts of arrows from $d$ to $e$ and maps (isomorphisms, resp.) from $ud$ to $e$:

\[
\begin{array}{ccc}
(d \xrightarrow{u} e) & \sim & (ud \xrightarrow{Pb} e) \\
\downarrow & & \downarrow \\
(d \xrightarrow{u} e) & \sim & (ud \xrightarrow{Pb} e)
\end{array}
\]

Proof. Consider the maps

\[
\Phi : (d \to u e) \to (ud \to Pb e), \quad \Phi(f) : \equiv \text{fill}_{P(u,d)}(f),
\]

\[
\Psi : (ud \to Pb e) \to (d \to u e), \quad \Psi(p) : \equiv p \circ P(u,d).
\]

From the universal property of cocartesian fillers, as argued in Corollary 5.1.4, we find

\[
\Phi(\Psi(g)) = \text{fill}_{P(u,d)}(g \circ P(u,d)) = g,
\]

\[
\Psi(\Phi(h)) = \text{fill}_{P(u,d)}(h) \circ P(u,d) = h.
\]

Now, if $u : d \xrightarrow{u} e$ is a cocartesian arrow by uniqueness of cocartesian lifts the filler $\Phi(u)$ must be a path. Thus $\Phi$ restricts to a map $\Phi' : (d \xrightarrow{u} e) \to (ud \xrightarrow{Pb} e)$.

If $p : ud = e$ is a path, it is in particular cocartesian, so $\Psi(p)$ is as well since cocartesian arrows are closed under composition. Hence, $\Psi$ restricts to a map $\Psi' : (ud = Pb e) \to (d \xrightarrow{u} e)$.

Thus, just as in the classical case, our cocartesian families capture the notion of covariantly functorial families of categories.

Due to Proposition 5.1.3, over Rezk types being a cocartesian family is a proposition, and indeed this is the setting that we are interested in. In particular, cocartesian families over Rezk types are thus “cloven up to homotopy”. Given an arrow $u : \hom_B(b, b')$ together with $e : Pb$, we write $P(u, e)$ for the homotopically unique cocartesian lift of $u$. Even more, from the point of view of homotopy type theory, these cleavages are automatically “split”.

5.2.2 **Characterizations of cocartesian families** We now turn to characterizations of cocartesian fibrations after [63, 64].

**Cocartesian families via lifting**

**Theorem 5.2.6** (Chevalley criterion: Cocartesian families via lifting, [63, Proposition 5.2.8(ii)]). Let $B$ be a Rezk type, $P : B \to \mathcal{U}$ be an isoinner family, and denote by $\pi : E \to B$ the

\[^2\text{This is understood in the sense analogous to [81, Definition 3.1].}
associated projection map. The family \( P \) is cocartesian if and only if the Leibniz cotensor map \( i_0 \hat{\pi} : E^{\Delta^1} \to \pi \downarrow B \) has a left adjoint right inverse:

![Diagram](image)

**Proof.** Assume \( P : B \to \mathcal{U} \) is a cocartesian family. The gap map can be taken to be

\[
i_0 \hat{\pi} \equiv \lambda u, f. (u, \partial_0 f) : E^{\Delta^1} \to \pi \downarrow B.
\]

For the candidate LARI we take the map that produces the cocartesian lifts, i.e.,

\[
\chi \equiv \lambda u, e. (u, P^!(u, e)) : \pi \downarrow B \to E^{\Delta^1}.
\]

This is clearly a (strict) section of \( i_0 \hat{\pi} \).

We show that for any \( \langle u : b \to b', e : P b \rangle \) in \( \pi \downarrow B \) and \( \langle v : c \to c', g : d \to d' \rangle \) in \( E^{\Delta^1} \) the maps

\[
\text{hom}_{\Delta^1} \to E(\chi(u, e), (v, g)) \xrightarrow{\Phi_{(u,e),(v,g)}} \text{hom}_{\pi \downarrow B}(\langle u, e \rangle, \langle v, \partial_0 g \rangle).
\]

defined by

\[
\Phi_{(u,e),(v,g)}(k, m) \equiv (\pi k, \pi m, k), \quad \Psi_{(u,e),(v,g)}(w, r, k) \equiv (k, \text{fill}_{P(u,e)}(g \circ k))
\]

yield a quasi-transposing adjunction (cf. Figure 7 for illustration).\(^\text{22}\)

On the one hand, for a morphism \( \langle w, r, k \rangle \) we find

\[
\Phi(\Psi(w, r, k)) = \Phi(k, \text{fill}_{P(u,e)}(g \circ k)) = \langle w, r, k \rangle
\]

since \( \text{fill}_{P(u,e)}(g \circ k) \) lies over \( r \) and \( k \) lies over \( w \) (even strictly so).

For a morphism \( \langle k, m \rangle \) we obtain

\[
\Psi(\Phi(k, m)) = \Psi(\pi k, \pi m, k) = \langle k, m \rangle
\]

from the cocartesian universal property.

This shows \( \chi \dashv i_0 \hat{\pi} \) is a LARI adjunction, as claimed.

Conversely, suppose \( \chi \) is a given LARI of \( i_0 \hat{\pi} \), w.l.o.g. a strict section. Then, for any \( u : b \to b' \) in \( B \), \( c : B \), \( e : P b \), \( d : P c \), the map

\[
\text{hom}_{\Delta^1} \to E(\chi(u, e), (id_c, id_d)) \xrightarrow{\Phi} \text{hom}_{\pi \downarrow B}(\langle u, e \rangle, \langle id_c, d \rangle).
\]

defined by

\[
\Phi(w, v, h, g) \equiv \langle w, v, h \rangle
\]

is an equivalence. Finally, contractibility of the fibers amounts to the cocartesian universal property of \( \chi(u, e) : e \to \partial_1(\chi(u, e)) \).

\(^{22}\)For brevity, we shall henceforth leave the fixed parameters \( \langle u, e \rangle, \langle v, g \rangle \) implicit.
Cocartesian families via transport  
There is another characterization of cocartesian families in terms of an adjointness condition. Any map \( \pi : E \to B \) between Rezk types is exhibited as a retract of the pullback map \( \partial_0^\pi : \pi \downarrow B \to B^{\Delta^1} \) in the following way:

![Diagram](https://example.com/diagram.png)

The mediating map

\[
\iota := \iota_\pi := \lambda (b,e). (\text{id}_b, e) : E \to \pi \downarrow B
\]

is a fibered functor from \( \pi : E \to B \) to the cocartesian replacement\(^{23}\) of \( \partial_0^\pi : \pi \downarrow B \to B^{\Delta^1} \), i.e., there is a commutative triangle:

![Triangle](https://example.com/triangle.png)

Denote the family of fibers of \( \pi \) by \( P : B \to U \). If \( P \) is cocartesian, it has “directed transport”

\[
\tau := \iota_\pi : \tau_P := \text{transp}_\pi := \lambda u, e. w^P : \pi \downarrow B \to E.
\]

This transport map \( \tau \) is easily checked to be a fibered functor from \( \partial_1^\pi \) to \( \pi \). We will show that it is a fibered left adjoint of \( \iota_\pi \), and conversely, the existence of a fibered left adjoint \( \tau_\pi \) to \( \iota_\pi \) will imply that \( \pi \) is cocartesian.

**Theorem 5.2.7** (Cocartesian families via transport, [63, Proposition 5.2.8(iii)]). Let \( B \) be a Rezk type, and \( P : B \to U \) an isoinner family with associated total type projection \( \pi : E \to B \).

Then, \( P \) is cocartesian if and only if the map

\[
\iota := \iota_P : E \to \pi \downarrow B, \quad \iota (b,e) := (\text{id}_b, e)
\]

\(^{23}\)Explicitly, \( \partial_1^\pi := \lambda u, e. u(1) : \pi \downarrow B \to B \), cf. Definition 5.2.18.
has a fibered left adjoint\(^{24}\) \(\tau \equiv \tau_P : \pi \downarrow B \to E\) as indicated in the diagram:

\[
\begin{array}{c}
E \\
\downarrow \tau \\
\downarrow \pi \\
B \\
\end{array}
\quad
given \quad \begin{array}{c}
\begin{array}{c}
\downarrow \iota \\
\downarrow \partial_1' \\
\end{array}
\end{array}
\]

\[\text{Proof.} \text{ Assume } P \text{ is cocartesian. For the candidate left adjoint we take the map given by}
\]

\[\tau : \pi \downarrow B \to E, \quad \tau(u, e) : \equiv (\partial_1 u, u! e).
\]

Then \(\pi(\tau(u, e)) \equiv \partial_1 u \equiv \partial_1'(u, e)\), so \(\tau\) is a fibered functor from \(\partial_1'\) to \(\pi\). We show that for any \(\langle u : b \to b', e : P b \rangle\) and \(\langle c : B, d : P c \rangle\) in \(E\) the maps

\[
\begin{array}{c}
\text{hom}_E(\langle b', u! e \rangle, \langle c, d \rangle) \\
\downarrow \Phi_{(u,e),(c,d)} \\
\text{hom}_\pi(\langle u, e \rangle, \langle \text{id}_c, d \rangle)
\end{array}
\]

\[
\begin{array}{c}
\text{hom}_E(\langle b', u! e \rangle, \langle c, d \rangle) \\
\downarrow \Psi_{(u,e),(c,d)} \\
\text{hom}_\pi(\langle u, e \rangle, \langle \text{id}_c, d \rangle)
\end{array}
\]

are quasi-equivalences (cf. Figure 8 for illustration). We have

\[
\Phi(\Psi(\langle w, v, h \rangle)) = \langle vu, v \circ P(u, e) \rangle = \langle v, \text{fill}_{P(u,e)}(h) \rangle
\]

using again the properties of the fillers defined by the cocartesian lifts, cf. Corollary 5.1.4, 2.

So indeed \(\tau\) is left adjoint to \(\iota\). Moreover, it is a fibered left adjoint as can be seen as follows. The unit is defined by

\[
\eta_{(u,e)} : \equiv \Phi(\text{id}_{u'}, \text{id}_{u e}) = \langle u, \text{id}_{u'}, \text{id}_{u e}, P(u, e) \rangle : \text{hom}_\pi(\langle u, e \rangle, \langle \text{id}_{u'}, u e \rangle).
\]

Since the second component is an identity this is a vertical arrow in \(\partial_1' : \pi \downarrow B \to B\) which proves the adjunction is fibered.

Suppose on the converse that \(\tau \dashv_B \iota\) is some fibered left adjunction. Since \(\tau\) is a fibered functor, for \(\langle u : b \to b', e : P b \rangle\) we can assume

\[
\tau(u, e) : \equiv \langle b', \tilde{\tau}(u, e) \rangle.
\]

Next, \(\eta\) being a fibered natural transformation fixes its part in \(B\), i.e., since in the square the lower horizontal edge has to be an identity the upper horizontal edge must be \(u\) (up to

\[\text{24cf. Definition B.2.2}\]
identification), so the only degree of freedom is the dependent arrow \( f_{u,e} \) as indicated:

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {\text{\( \eta_{u,e} : b \to b' \)}};
  \node (b) at (0,-1) {\text{\( \leftarrow u \)}};
  \node (c) at (0,-2) {\text{\( b' \)}};
  \node (d) at (1,0) {\text{\( \leftarrow u \)}};
  \node (e) at (1,-1) {\text{\( b' \)}};
  \node (f) at (1,-2) {\text{\( b' \)}};
  \node (g) at (2,0) {\text{\( \eta_{u,e} \equiv \langle u, \text{id}_{b'}, f_{u,e} \rangle \)}};
  \draw[->] (a) to (b);
  \draw[->] (b) to (c);
  \draw[->] (d) to (e);
  \draw[->] (e) to (f);
  \draw[->] (a) to (g);
  \draw[->] (g) to (b);
\end{tikzpicture}
\end{array}
\]

Hence, we can assume

\[ \eta_{u,e} \equiv \langle u, \text{id}_{b'}, f_{u,e} \rangle. \]

By assumption, the transposing map induced by the unit

\[ \Phi \equiv \Phi_\eta \equiv \lambda v, g. \lambda (v, g) \circ \eta_{u,e} \equiv \langle vu, v, g \circ f_{u,e} \rangle : \text{hom}_E(u(\langle u, e \rangle), \langle c, d \rangle) \to \text{hom}_{\pi_1 B}(\langle u, e \rangle, \langle id_c, d \rangle) \]

is an equivalence. Spelled out, this means for any \( v : b' \to c \), \( h : e \to \text{id}_{\pi_1 B} \) there exists an arrow \( g_h : \hat{\tau}(u, e) \to v \) \( d \), uniquely up to homotopy, s.t. \( h = g_h \circ f_{u,e} \). This says exactly that \( f_{u,e} : e \to \hat{\tau}(u, e) \) is a cocartesian lift of \( u \) w.r.t. \( e \). \( \Box \)

### 5.2.3 Closure properties of cocartesian families

In this section, when considering type families, we again assume the base types to be Rezk.

Stability of cocartesian families under composition follows as an instance of Proposition 3.2.7. In principle, the computation of the cocartesian lifts follows by instantiation and unpacking of the constructions given in the proofs of Proposition 3.2.7 and B.1.7, respectively. But actually, we are showing a stronger statement, in a direct way, where the condition on the second factor of the composition is being slightly weakened. The reason is that this will simplify a later proof about induced cocartesian fibrations between pullback types.

**Proposition 5.2.8** (Identities are cocartesian fibrations). For a (complete) Segal type \( B \), the unit family \( \lambda b.1 : B \to \mathcal{U} \) is cocartesian.

**Proof.** This is an easy consequence of Corollary 5.1.12. \( \Box \)

**Proposition 5.2.9** (Cocartesian families are closed under the dependent product). Let \( B : I \to \mathcal{U} \) be a family of Rezk types, and for each \( i : I \), assume \( P_i : B_i \to \mathcal{U} \) is a cocartesian family. We denote \( E_i \equiv P_i \). Then, the family associated to the map of sections

\[
\prod_{i : I} E_i \to \prod_{i : I} B_i
\]
is a cocartesian family.

In particular, a cocartesian lift for \( u : \alpha \to \beta \) in \( \prod_{i : I} B_i \) w.r.t. \( \sigma : \prod_{i : I} P_i(\alpha_i) \) is given by

\[
\left( \prod_{i : I} P_i \right) (u, \sigma) := \lambda i. (P(i))_i(u(i), \sigma(i)).
\]

**Proof.** Stability of cocartesian families under products follows as an instance of Proposition 3.2.5. In principle, the computation of the cocartesian lifts follows by instantiating and unpacking the constructions given in the proofs of Propositions 3.2.5 and B.1.5, respectively.

More directly, one can alternatively take the suggested candidate lift in the product fibration and show that it is indeed cocartesian. But this follows from employing the universal property pointwisely and then invoking function extensionality. \( \square \)

**Corollary 5.2.10** (Cocartesian families are closed under exponentiation). *Let \( B \) be a Rezk type and \( P : B \to \mathcal{U} \) be a cocartesian family. For any shape or type \( x : X \), the family \( P^X \) is cocartesian.*

Corollary 5.2.10 can be seen as a shadow of the fact that cocartesian fibrations are representably defined, cf. [63, Section 5.6]. To fully express this, however, we would need to employ modal type theory.

**Definition 5.2.11** (Partial cocartesian families). *Let \( P : B \to \mathcal{U} \) be a cocartesian family over a Rezk type \( B \). An isommer family \( Q : \tilde{P} \to \mathcal{U} \) is called partial cocartesian (w.r.t. \( P \)) if every \( P \)-cocartesian arrow in \( \tilde{P} \) has a \( Q \)-cocartesian lift (w.r.t. a given point in the fiber over the source).*

**Proposition 5.2.12** (Composite cocartesian fibrations, [63, Lemma 5.2.3]). *Let \( \xi \) be a partial cocartesian fibration over \( \pi \). Then the composite \( \rho \equiv \pi \circ \xi \) is a cocartesian fibration, whenever \( \xi \) is a partial cocartesian fibration over \( \pi \).*

Call \( P \) the straightening of \( \pi \), \( Q \) the straightening of \( \xi \), and \( R \) the straightening of the composite \( \rho \). In particular, up to homotopy the cocartesian lift for \( u : a \to b \) in \( B \) w.r.t. to the pair \( e : Pa, x : Qae \) is given by

\[
(P \circ Q)_! (u, \langle e, x \rangle) \equiv Q_!(P(u, e), x).
\]

**Proof.** Consider an arrow \( u : b \to b' \) in \( B \) with lifts \( f : e \xRightarrow{P} e' \) and \( k : x \xRightarrow{Q} x' \).

Let \( v : b' \to b'' \) in \( B \) be any arrow, and \( h : e \xRightarrow{P} e'', r : x \xRightarrow{Q} x'' \). Since \( f \) is \( P \)-cocartesian, there is a unique filler \( g : e' \xRightarrow{P} e'' \) s.t. \( gf = h \). Since \( r \) is \( Q \)-cocartesian, there is a unique filler \( m : x' \xRightarrow{Q} x'' \) s.t. \( mk = r \). Taken together, this implies that the pair \( \langle f, k \rangle \) is \( R \)-cocartesian. \( \square \)

We directly\(^{25}\) conclude:

**Corollary 5.2.13.** *The composite of two cocartesian fibrations is itself a cocartesian fibration.*

\(^{25}\)Of course, this also already follows from Proposition B.1.7.
Proposition 5.2.14 (Cocartesian families are closed under pullback). Let \( P : B \to \mathcal{U} \) be a cocartesian family, and \( k : A \to B \) be a map. Then the pullback family \( k^*P : A \to \mathcal{U} \) with associated projection \( k^*\pi \) in

\[
\begin{array}{c}
A \times_B E \xrightarrow{\pi} E \\
\downarrow k^*\pi \quad \downarrow \pi \\
A \xrightarrow{k} B
\end{array}
\]

is a cocartesian family.

In particular, a cocartesian lift of \( u : a \to a' \) \( \text{w.r.t.} \) \( e : Pka \) is given by

\[
(k^*P)_!(u, e) \equiv P!(ku, e).
\]

**Proof.** Stability of cocartesian families under products follows as an instance of Theorem 3.2.8. The computation of the cocartesian lifts follows by instantiation and unpacking of the constructions given in the proofs of Propositions 3.2.8 and B.1.6, respectively. \( \square \)

5.2.4 Examples of cocartesian families

We give three important kinds of examples of cocartesian fibrations: comma opfibrations (including codomain opfibrations), domain opfibrations, and free cocartesian fibrations. In a setting including universe types which are Rezk, one would naturally be interested in universal op-/fibrations, arising as co-/domain projections associated to the categorical universes.

Proposition 5.2.15 (Comma opfibration). Let \( g : C \to A \leftarrow B : f \) be a cospan of Rezk types. Then the codomain projection from the comma object

\[
\begin{array}{c}
f \downarrow g \xrightarrow{\partial_1} A^\Delta_1 \\
\downarrow \partial_1 \quad \downarrow (\partial_1, \partial_0) \\
C \times B \xrightarrow{g \times f} A \times A \\
\downarrow C
\end{array}
\]

is a cocartesian fibration.

**Proof.** We show that, for \( v : c \to c' \) in \( C \), and \( \alpha : fb \to gc \) in \( f \downarrow g \) the candidate for the cocartesian lift is defined as the following square:

\[
\begin{array}{c}
f \downarrow g \xrightarrow{fb} \xrightarrow{fb} \xrightarrow{f} \\
\downarrow \partial_1 \quad \alpha \quad \downarrow \alpha' \equiv gv \circ \alpha \\
C \xrightarrow{gc} \xrightarrow{gv} \xrightarrow{g} \\
\downarrow C \xrightarrow{c} \xrightarrow{c'}
\end{array}
\]

For any \( v' : c' \to c'' \) we are to consider a dependent arrow over \( v'v \) in the comma object with domain \( \alpha \). This amounts to giving \( u : b \to b' \) in \( B \) and \( \beta : f'b' \to gc'' \) \( \text{s.t.} \ \beta \circ fu = g(v' \circ v) \circ \alpha \).

As indicated in the figure below, this represents the outer rectangle, and we have to uniquely
exhibit a square, on the inner right, as a filler:

\[
\begin{array}{ccc}
  f \downarrow g & \mathrel{\rlap{\scriptstyle \nearrow \searrow \nearrow}} & fb \\
  \downarrow & & \downarrow \\
  \partial_1 & \mathrel{\rlap{\scriptstyle \nearrow \searrow \nearrow}} & \partial_1
\end{array}
\]

Clearly the horizontal arrows can be chosen as \(fu\) and \(gv'\), resp., by the conditions read off from the adjacent triangles. Since by assumption, there is an identity \(\beta \circ fu = g(v'v) \circ \alpha\), hence \(gv' \circ \alpha' = \beta \circ fu\), so the square on the right is indeed commutative, and moreover the uniquely determined filler.

**Corollary 5.2.16 (Codomain opfibration).** For any Rezk type \(B\), the projection

\[\partial_1 : B^{\Delta^1} \to B, \quad \partial_1(f) \equiv f(1)\]

is a cartesian fibration, called the codomain opfibration.

Directly by Proposition 5.1.5 we obtain that the domain projection of a Rezk type is a cartesian fibration given that the base has pushouts.

**Proposition 5.2.17 (Domain opfibration).** If \(B\) is a Rezk type that has all pushouts, then the domain projection

\[\partial_0 : B^{\Delta^1} \to B, \quad \partial_0(u) \equiv u(0)\]

is a cartesian fibration.

5.2.5 Towards monadicity: the free cocartesian family As discussed in [3, 22, 62] cocartesian fibrations are monadic (and comonadic) over general functors (over a fixed base). This means that for any functor \(\pi : E \to B\) there is a free cocartesian fibration \(L(\pi) : L(E) \to B\). Due to the current absence of categorical universes in our type theory we postpone a discussion with emphasis on a global perspective similar to the cited works. However, we can still state and prove the universal property for this construction, so that in future work, in presence of the desired universes the actual monadicity statement will easily follow. Namely, we define a “unit map” \(\iota_\pi : \equiv \iota : \pi \to B L(\pi)\), and prove that precomposition constitutes an equivalence of types\(^{26}\)

\[\iota_\pi \circ \iota_P : \text{CocartFun}_B(L(\pi), \xi) \xrightarrow{\cong} \text{Fun}_B(\pi, \xi),\]

for any cocartesian fibration \(\xi : F \to B\).

**Definition 5.2.18 (Free cocartesian family, [22, Definition 4.1], [3, Terminology 3.3.6]).** Let \(B\) be a Rezk type and \(P : B \to U\) be an isoinner family. Then the family

\[L(P) : \equiv \lambda b. \sum_{u : B \downarrow b} P(\partial_0 u) : B \to U\]

is the free cocartesian family associated to \(P\), or the cocartesian replacement of \(P\).

\(^{26}\)In general, \(\text{CocartFun}_B(\pi, \xi)\) is the \(\Sigma\)-type of fiberwise maps from \(\pi\) to \(\xi\) which preserve cocartesian lifts. Cf. Subsection 5.3 for a more thorough treatment.
In more categorical terms, the free cocartesian family—in its incarnation as a fibration—is constructed by first pulling back the map \( \pi : E \to B \) along the domain projection, and then postcomposing with the codomain projection:

\[
\begin{array}{c}
E \xrightarrow{\pi} B \\
\downarrow \quad \downarrow \\
B^{\Delta^1} \xrightarrow{\partial_0} B
\end{array}
\]

Morphisms in the cocartesian replacement can be depicted as follows:

\[
\begin{array}{c}
e \xrightarrow{h} e' \\
a \xrightarrow{w} a' \\
b \xrightarrow{u} b' \\
b \xrightarrow{u'} b''
\end{array}
\]

We will see that, indeed the free cocartesian family is a cocartesian family.

**Theorem 5.2.19** (Cocartesian replacement is cocartesian, [22, Theorem 4.3], [3, Lemma 3.3.1]). If \( B \) is a Rezk type and \( P : B \to \mathcal{U} \) an isoinner family, then the family \( L(P) : B \to \mathcal{U} \) is cocartesian.

**Proof.** By the closure properties of isoinner families, since \( P \) is an isoinner family, so is \( L(P) \).

Let \( u : \text{hom}_B(b, b') \) be an arrow in \( B \), and \( (v, e) : LP(b) \) a point over \( b \), where \( v : \text{hom}_B(a, b) \) and \( e : Pa \).

We define the candidate lift to be \( \langle \text{id}_a, u, \text{id}_e \rangle : \text{hom}_u^{LP}(\langle v, e \rangle, \langle vu, e \rangle) \), i.e.:

\[
\begin{array}{c}
e \xrightarrow{e} e \\
a \xrightarrow{a} a \\
b \xrightarrow{b} b
\end{array}
\]

One can readily verify that this arrow is \( LP \)-cocartesian.\(^{27}\) Namely, for \( u' : \text{hom}_B(b', b'') \), let \( t : \text{hom}_B(a', b''), e' : Pa' \), together with \( w : \text{hom}_B(a, a') \) and \( f : \text{hom}_{u'u}(e, e') \) s.t. \( t \circ w = (u'u) \circ v \).

\(^{27}\)Cf. Corollary 5.2.16.
We find the ensuing filler over $v$ as indicated:

$$
\begin{align*}
L(\pi) & \xrightarrow{f} e \\
& \xleftarrow{e} e' \\
& \xrightarrow{f} e'' \\
\end{align*}
$$

$$
\begin{align*}
a & \xrightarrow{w} a' \\
v & \xrightarrow{v'u} b' \\
b & \xrightarrow{u'} b'' \\
\end{align*}
$$

By construction, the dashed arrows are unique up to homotopy.

For example, the free fibration of the identity $\text{id}_B : B \to B$ is the codomain opfibration $\partial_1 : B^{\Delta^1} \to B$ (cf. [22, Example 4.2]).

We now demonstrate how the cocartesian replacement is in fact a "free" construction.28 We take as the "unit map"

$$
\begin{align*}
E & \xrightarrow{\iota} \pi \downarrow B \\
\pi & \downarrow B \\
\end{align*}
$$

the "inclusion"

$$
\iota : \equiv \lambda b,e.(\text{id}_b,e) : \coprod_{b:B} P b \to (LP)b,
$$

known from Theorem 5.2.7.

**Proposition 5.2.20** (Universal property of cocartesian replacement, cf. [22, Theorem 4.5], [3, Corollary 3.3.4]). For a Rezk type $B$, consider an isoinner fibration $\pi : E \to B$, and a cocartesian fibration $\xi : F \to B$. Then the map

$$
\Phi : \equiv ^{-\circ_\eta P} \text{CocartFun}_B(\pi,\xi) \xrightarrow{\Psi} \text{Fun}_B(\pi,\xi)
$$

is an equivalence of types.

**Proof.** Denote by $P,Q : B \to \mathcal{U}$ the straightenings of $\pi : E \to B$ and $\xi : F \to B$, resp.

We aim to give a quasi-inverse of the precomposition map. Let

$$
\Psi : \equiv \lambda \varphi,\varphi' : \text{Fun}_B(\pi,\xi) \to \text{CocartFun}_B(\pi,\xi)
$$

where

$$
\varphi'_b(v,e) : \equiv v^Q(\varphi_b e),
$$

28With categorical universes at hand, one would obtain statements more closely resembling [22, Theorem 4.5], [3, Theorem 3.3.5], and [62, Theorem 7.2.6].
for \( v : a \rightarrow b, \ e : Pa \). First, we are to show that this operation is really valued in cocartesian functors. For this, we have to show that, for any \( v : a \rightarrow b, \ e : Pa \), the arrow
\[
\lambda t.(u(t) \circ v)^{Q}Q(\varphi_b e) : vQ(\varphi_b e) \rightarrow_P(uv)^{Q}Q(\varphi_b a)
\]
is \( Q \)-cocartesian. To that end, we observe the following. Let \( a : B, \ d : Qa \) be fixed. Consider the maps \( \text{cst}(d), \tau_Q(-, d) : a \downarrow B \rightarrow E \) defined by
\[
\text{cst}(d)(v : a \rightarrow b) : \equiv d, \ \tau_Q(-, d)(v : a \rightarrow b) : \equiv vQ(d) : d.
\]
We define the natural transformation
\[
Q_!(\text{cst}(d), \tau_Q(-, d)) : \text{hom}_{\pi}a \downarrow B \rightarrow E(c\text{st}(d), \tau_Q(-, d)), \quad Q_!(\text{cst}(d), \tau_Q(-, d))(v : a \rightarrow b) : \equiv Q_!(v, d) : d.
\]
Morphisms in \( a \downarrow B \) are given by commutative triangles \( u : v \rightarrow w \), so for fixed \( v \) the type of morphisms in \( a \downarrow B \) starting at \( v \) is equivalent to the type \( (\partial_1 v) \downarrow B \). Hence, any morphism in \( a \downarrow B \) can be taken to be of the form \( u : v \rightarrow uv \), for \( v : a \rightarrow b, \ u : b \rightarrow b' \). The naturality squares of \( Q_!(\text{cst}(d), \tau_Q(-, d)) \) thus are of the following form:
\[
\begin{array}{ccc}
d & \rightarrow & d \\
\downarrow & & \downarrow \\
(vQ(d)) & \rightarrow & (uv)^{Q}Q(d)
\end{array}
\]
\[
\begin{array}{ccc}
a & \rightarrow & a \\
\downarrow & & \downarrow \\
b & \rightarrow & b'
\end{array}
\]
\[
\begin{array}{cc}
u & \\
\downarrow & \\
v & \rightarrow & vu
\end{array}
\]
Note that the lower vertical arrow is given by
\[
\lambda t.(u(t) \circ v)^{Q}Q(\varphi_a e) = (u : v \rightarrow uv)^{Q}Q(\varphi_a e) = Q_!(u, vQ(\varphi_a e)) = Q_!(u, \varphi_a'(v, e))
\]
which shows that \( \varphi' : L(\pi) \rightarrow_B \xi \) is a cocartesian functor, as desired.
We now turn to showing that precomposing with \( \iota \) gives an equivalence

\[
\text{Fun}_B(\pi, \xi) \simeq \text{CocartFun}_B(L(\pi), \xi).
\]

We define

\[
\Phi := \lambda \psi, \iota^* \psi \vdash \lambda \psi : \text{Fun}_B(\pi, \xi) \to \text{CocartFun}_B(L(\pi), \xi),
\]

and recall that in the converse direction

\[
\Psi := \lambda \varphi : \text{CocartFun}_B(L(\pi), \xi) \to \text{Fun}_B(\pi, \xi)
\]

with \( \varphi'_b(v, e) := \psi^Q_b(\varphi_a e) \). Let \( \psi : L \pi \to_B F \) be a cocartesian functor. We compute

\[
(\iota^* \psi)_b(v, e) = \psi^Q_b((\iota^* \psi)_a(e)) = \psi^Q_b(\psi_a(\text{id}_a, e)).
\]

Since \( \psi \) is cocartesian, we have \( \psi^Q_b(\psi_a(\text{id}_a, e)) = \psi_b(\psi^P_b(\text{id}_a, e)) \), cf. Corollary 5.3.5. Now, the \( LP \)-cocartesian lift of \( v : a \to b \) w.r.t. \( (\text{id}_a, e) \) is given by \( (\text{id}_a, v, \text{id}_e) : (\text{id}_a, e) \to (v, e) \):

\[
\begin{array}{c}
\text{e} \\
\downarrow \text{v} \\
\text{a} \quad \text{b}
\end{array}
\]

As a dependent arrow in \( LP \), the codomain of this morphism is the pair \( (v, e) \). In sum, this means

\[
\psi^Q_b(\psi_a(\text{id}_a, e)) = \psi_b(\psi^P_b(\text{id}_a, e)) = \psi_b(v, e) = (\iota^* \psi)_b'(v, e),
\]

i.e., \( \Psi(\Phi(\psi)) \). On the other hand, for an arbitrary fiberwise map \( \varphi \) from \( P \) to \( Q \), we find that

\[
(\iota^* \varphi)'(b, e) = \varphi'_b(\text{id}_b, e) = (\varphi_b^Q)(\varphi_b e) = \varphi_b(e)
\]

since cocartesian lifts of identities are themselves identities. This gives \( \Phi(\Psi(\varphi)) = \varphi \). \( \square \)

**Remark 5.2.21.** In fact, there also exists a discrete version of co-/cartesian replacement, cf. e.g. [3, Section 4.3]. In type theory, this construction demands some more involvement, since it will include fiberwise localization.

### 5.3 Cocartesian functors

Cocartesian functors are an appropriate notion of morphism between cocartesian fibrations (not necessarily over the same base). They are defined as fiberwise maps that preserve cocartesian morphisms. We discuss several closure properties of cocartesian functors coming from \( \infty \)-cosmos theory. We also transfer the alternative characterizations of cocartesian functors from [63, Theorem 5.3.4], reworking the necessary tools from formal category theory in Sections A.1 and A.2.
5.3.1 Morphisms of sections We commence this section with a brief discussion of morphisms between sections. This will turn out to be particularly important in the context of the Yoneda Lemma in Section 7.

First, let \( B \) be any type and \( \Pi_B P \) any family. For any morphism \( u : \text{hom}_B(a, b) \), \( a, b : B \), there is an induced dependent morphism

\[
\sigma u : \text{hom}^P_u(\sigma a, \sigma b), \quad \sigma u := \lambda t.\sigma(u(t)).
\]

Consider sections \( \sigma, \tau : \Pi_B P \) and a morphism \( \kappa : \text{hom}_{\Pi_B P}(\sigma, \tau) \). Again, we imagine \( \kappa \) as a kind of 2-cell, and abbreviate \( \text{hom}_{\Pi_B P}(\sigma, \tau) \equiv (\sigma \Rightarrow^P \tau) = (\sigma \Rightarrow \tau) \).

For any \( x : B \), \( \kappa \) induces a vertical morphism

\[
\kappa x : \text{hom}_{P x}(\sigma x, \tau x), \quad \kappa x := \lambda t.\kappa(x, t).
\]

By the axiom of choice, we have

\[
(\Delta^1 \to \Pi_B P) \simeq \sum_{u : \Delta^1 \to B} (\Delta^1 \to P(u)).
\]

Let \( B \) is a Rezk type and \( P : B \to U \) an isoinner family. Then \( \kappa \) acts on arrows in the base \( B \) in the sense that in \( \Pi_B P \) there are canonical squares

\[
\begin{array}{c}
\sigma a \\
\kappa a \\
\tau a
\end{array}
\quad
\hspace{1cm}
\begin{array}{c}
\sigma b \\
\kappa b \\
\tau b
\end{array}
\]

\[
\begin{array}{c}
a \quad u \quad b
\end{array}
\]

and these squares compose over composable morphisms.\(^{29}\)

5.3.2 Definition and basic properties

**Definition 5.3.1** (Fiberwise maps). Let \( P : B \to U \) and \( Q : C \to U \) be families. A fiberwise map or fibered functor from \( P \) to \( Q \) is a pair of functions \( \Phi \equiv (j, \varphi) \), where

- \( j : B \to C \),
- \( \varphi : \Pi_{B,C}(P b \to Q j(b)) \).

We call \( \Phi \) a fibered equivalence if both \( j \) and \( \varphi \) are equivalences.

We write \( \text{Fun}_{B,C}(P, Q) \equiv (P \to^B Q) \equiv (\pi_P \to^B \pi_Q) \) for the ensuing type of fiberwise maps. In the case of \( B \equiv C \), we denote this type as \( \text{Fun}_B(P, Q) = (P \to_B Q) = (\pi_P \to_B \pi_Q) \).

Note that (by fibrant replacement) the type of commutative squares is equivalent to the type of maps between families.

Observe that given a map between families \( P \) and \( Q \) as above we get a strictly commutative square:

\[
\begin{array}{c}
\tilde{P} \quad \text{total}(\varphi) \quad \tilde{Q} \\
\pi_P \\
B \quad j \quad C
\end{array}
\]

\(^{29}\)But we will not discuss the validity of the Segal condition for \( \Pi \)-types here.
For any \( u : \text{hom}_B(a, b) \), the fiberwise map \( \Phi \) acts on arrows over \( u \) in the following way. For \( f : \text{hom}_u^P(d, e) \), \( d : Pa, e : Pb \), we have

\[
\varphi_u(f) \equiv \lambda t.\varphi_u(t)(f(t)) : \text{hom}_u^Q(\varphi_u(d), \varphi_u(e)).
\]

**Definition 5.3.2 (Cocartesian functors).** Let \( P : B \to \mathcal{U} \) and \( Q : B \to \mathcal{U} \) be cocartesian families over Rezk types. Given a fibered functor \( \Phi \equiv (j, \varphi) \) from \( P \) to \( Q \), if

\[
\Phi = \text{total}(\varphi) : \overline{P} \to \overline{Q}, \quad \Phi_b(\varepsilon) \equiv (j(b), \varphi_{j\varepsilon}(\varepsilon))
\]

preserves cocartesian arrows, then we call \( \Phi \) a **cocartesian functor**:

\[
\text{isCocartFun}_{P,Q}(\Phi) \equiv \prod_{(u,f) : \Delta^1 \to \overline{P}} \text{isCocartArr}_u^P(f) \to \text{isCocartArr}_u^Q(\varphi f).
\]

We define

\[
\text{CocartFun}_{B,C}(P,Q) \equiv \sum_{\Phi : \text{Fun}_{B,C}(P,Q)} \text{isCocartFun}_{P,Q}(\Phi).
\]

For cocartesian families \( P : B \to \mathcal{U} \) to \( Q : B \to \mathcal{U} \) over a common base, we have

\[
\text{isCocartFun}_{P,Q}(\varphi) \simeq \prod_{(u,f) : \Delta^1 \to B} \text{isCocartArr}_u^P(f) \to \text{isCocartArr}_u^Q(\varphi f)
\]

and write

\[
\text{CocartFun}_B(P,Q) \simeq \sum_{\varphi : P \to \mathcal{U} Q} \text{isCocartFun}_{P,Q}(\varphi).
\]

**Definition 5.3.3 (Cocartesian sections).** If the unstraightening of \( P \) is an identity, \( \Phi \) can be identified with its second component, which in turn is the same as a section of \( Q \). In this case, if \( \Phi \) is a cocartesian functor it is called a **cocartesian section**. For a section \( \sigma : \prod_B P \), this condition amounts to

\[
\text{isCocartSect}_{P}(\sigma) \equiv \prod_{u : \Delta^1 \to B} \text{isCocartArr}_u^P(\sigma \circ u).
\]

We denote by

\[
\prod_{B}^{\text{cocart}} P \equiv \sum_{\sigma : \prod_B P} \text{isCocartSect}_{P}(\sigma)
\]

the subtype of cocartesian sections.

In general, cocartesian families can have non-cocartesian sections. This implies that fiberwise maps between cocartesian families are not automatically cocartesian. As an example, consider the cocartesian fibration

\[
\partial_0 : (\Delta^1)^{\Delta^1} \to \Delta^1, \quad \partial_0 \equiv \lambda f.f(0)
\]

which is fibered equivalent to:

\[
\text{pr}_1 : \Delta^2 \to \Delta^1, \quad \text{pr}_1 \equiv \lambda(t,s).t
\]

The elements of \((\Delta^1)^{\Delta^1}\) are given by

\[
f_k \equiv \lambda t.k, \quad g \equiv \lambda t.t,
\]

30This is a proposition because being a cocartesian arrow is a proposition in our usual setting.
for $k = 0, 1$, and the non-identity morphisms are the squares $\sigma$, $\tau$ and $\tau \circ \sigma$, defined as follows:

Cf. Figure 9 for a visualization of the two equivalent fibrations $\partial_0 : (\Delta^1)^{\Delta^1} \rightarrow \Delta^1$ and $\text{pr}_1 : \Delta^2 \rightarrow \Delta^1$ (for the latter, using the choice of coordinates and embeddings from [61, Subsection 2.3], cf. Section 2.2).

The inclusion of $\Delta^1$ into $\Delta^2$ as the "long edge" $\langle 0, 0 \rangle \rightarrow \langle 1, 1 \rangle$ (corresponding to $\tau \circ \sigma$ in $(\Delta^1)^{\Delta^1}$) is a non-cocartesian section of $\pi$ since there is no map $\langle 1, 1 \rangle \rightarrow \langle 0, 1 \rangle$.

**Proposition 5.3.4** (Naturality of cocartesian liftings). Let $B$ be a Rezk type, $P : B \rightarrow U$, $Q : C \rightarrow U$ cocartesian families, and $\Phi \equiv \langle j, \varphi \rangle : \text{CocartFun}_{B,C}(P,Q)$ a cocartesian functor. Then $\Phi$ commutes with cocartesian lifts, i.e., for any $u : \text{hom}_B(a,b)$ there is an identification of arrows

$$\varphi(P!(u,d)) =_{\Delta^1 \rightarrow (j\varphi)^*} Q!(j\varphi_a d)$$

and hence of endpoints

$$\varphi_b(u^P_a d) =_{Q!(j\varphi_a d)} Q!(u^P_a d).$$

In particular there is a homotopy commutative square:

$$\begin{array}{ccc}
P_a & \xrightarrow{\varphi_a} & Q_a \\
\downarrow & & \downarrow (j\varphi)^Q \\
P_b & \xrightarrow{\varphi_b} & Q_b \\
\end{array}$$

**Proof.** For $u : \text{hom}_B(a,b)$ and $d : P_a$, consider the $P$-cocartesian lift $P!(u,d) : \text{hom}_B^P(d,u^P_a(d))$. Since $\varphi$ is a cocartesian functor the arrow $\varphi_u(P!(u,d)) : \text{hom}_B^Q(\varphi_a d, \varphi_b(u^P_a d))$ is $Q$-cocartesian.

On the other hand, $Q!(j\varphi_a d, j\varphi_b(u^P_a d))$ is as well a $Q$-cocartesian lift of $j\varphi_a d$, thus coincides with $\varphi_u(P!(u,d))$ up to a path, in particular this gives an identification $\varphi_b(u^P_a d) = j\varphi^Q_b(\varphi_a d)$. \hfill $\square$

**Corollary 5.3.5** (Naturality over a common base ([63, Exercise 5.3.iii]; discrete case in sHoTT: [61, Proposition 8.17])). Consider a Rezk type $B$, cocartesian families $P,Q : B \rightarrow U$, and
a cocartesian functor $\varphi : \text{CocartFun}_B(P,Q)$. Then $\varphi$ commutes with the actions of arrows, i.e., for any $a,b : B$, $u : \text{hom}_B(a,b)$, $d : P(a)$, we get an identification

$$\varphi_b(u^P(d)) = Q_b u^Q(\varphi_a(d)),$$

thus a homotopy commutative square:

$$
\begin{array}{ccc}
Pa & \xrightarrow{\varphi_a} & Qa \\
\downarrow{u^P} & & \downarrow{u^Q} \\
Pb & \xrightarrow{\varphi_b} & Qb
\end{array}
$$

5.3.3 Closure properties of cocartesian functors The closure properties stated in this section are to be understood w.r.t. the (non-full) sub-(\(1\),1)-category of the (\(1\),1)-category of arrows which has as objects cocartesian fibrations $E \rightarrow B$ and as arrows cocartesian functors between those. In the absence of categorical universes, we capture the proclaimed limits and cotensors by spelling out type-theoretically their universal properties.

We start by explaining horizontal and vertical composition of cocartesian functors, alluding to the fact that in the model cocartesian fibrations form an (\(1\),1)-double category.

In the following, for a fibered functor $\varphi$, we often write $\tilde{\varphi}$ for its totalization.

**Proposition 5.3.6** (Horizontal and vertical composition of cocartesian functors, [63, Exercise 5.3.ii]).

1. Cocartesian functors compose horizontally: Suppose, we are given cocartesian families $P : A \rightarrow \mathcal{U}$, $Q : B \rightarrow \mathcal{U}$, $R : C \rightarrow \mathcal{U}$ over Rezk types $A,B,C$. If $\Phi \equiv \langle j, \varphi \rangle : \text{CocartFun}_{A,B}(P,Q)$, $\Psi \equiv \langle k, \psi \rangle : \text{CocartFun}_{B,C}(Q,R)$ are cocartesian functors, then the horizontal composite $\Psi \circ_h \Phi : \equiv \langle k \circ j, \psi \circ \varphi \rangle$ defines a cocartesian functor from $P$ to $R$:

2. Cocartesian functors compose vertically: Suppose, we are given cocartesian families $P : B \rightarrow \mathcal{U}$, $P' : \tilde{P} \rightarrow \mathcal{U}$, $Q : A \rightarrow \mathcal{U}$, $Q' : \tilde{Q} \rightarrow \mathcal{U}$, over Rezk types $A$ and $B$. If $\Phi \equiv \langle j, \varphi \rangle : \text{CocartFun}_{B,A}(P,Q)$, $\Psi \equiv \langle \tilde{\varphi}, \psi \rangle : \text{CocartFun}_{B,A}(P',Q')$ are cocartesian functors, then the vertical composite $\Phi \circ_v \Psi : \equiv \langle j, \psi \rangle$ defines a cocartesian functor from $R : \equiv \Sigma P Q$ to $R' : \equiv \Sigma P' Q'$:31

\[\Sigma P Q \equiv Q \odot P.\]
Proof. Recall Section 5.2.3 for the closure properties of cocartesian fibrations, and how to compute cocartesian lifts in the respective constructions.

1. Fiberwise composition of the fiberwise maps \( \varphi : \prod_{a:A} P a \to Q ja, \psi : \prod_{b:B} Q b \to R kb \) is given by

\[
\psi \circ \varphi := \lambda a.\psi_{ja} \circ \varphi : \prod_{a:A} P a \to R kja.
\]  

(5.3)

Since \( \varphi \) and \( \psi \) both are cocartesian functors, for arrows \( u : a \to a' \) in \( A \), \( v : b \to b' \) in \( B \), and points \( e : P a, d : Q b \), there are paths:

\[
\varphi_u(P(u, e)) = Q!(ju, \varphi_a e)
\]  

(5.4)

\[
\psi_e(Q(v, d)) = R!(kv, \psi_b d)
\]  

(5.5)

Using these identifications, we find

\[
(\psi \circ \varphi)_u(P(u, e)) \equiv \psi_{ju}(\varphi_u(P(u, e))) \equiv \psi_{ju}(Q!(ju, \varphi_a e)) \equiv R!(kju, (\psi \circ \varphi)(a)).
\]  

(5.6)

2. Let \( u : b \to b' \) in \( B \), \( u' : a \to a' \) in \( A \), be arrows with points \( e : P b, \langle e, d \rangle : Q(b, e) \), and \( e' : P b' \). First, recall that lifts in the composite families are given by:

\[
R_l(u, e, d) = Q_l(P(u, e), d)
\]  

(5.6)

\[
R_l'(u', e', d') = Q'_l(P'(u', e'), d')
\]  

(5.7)

Since \( \varphi \) and \( \psi \) are cocartesian functors, there are identifications:

\[
\varphi(P_l(u, e)) = P'_l(ju, \varphi_b(e))
\]  

(5.8)

\[
\psi(Q_l(u, f, e, d)) = Q'_l(ju, \varphi_u(f), \varphi_b(e), \psi_{\varphi_b(d)}(d))
\]  

(5.9)

This gives a path

\[
\psi(R_l(u, e, d)) \equiv \psi(Q_l(P_l(u, e), e, d)) \equiv Q'_l(ju, \varphi_u e, \psi_{\varphi_u e d}) \equiv Q_l(ju, P'_l(ju, \varphi_b e), \varphi_b e, \psi_{\varphi_b e d}) \equiv R_l'(ju, \varphi_b e, \psi_{\varphi_b e d}).
\]

(5.10)
**Proposition 5.3.8** (Cocartesian universality of products). Let $I$ be a small type, $B : I \to \mathcal{U}$ be a family, and $P : \prod_{i : I} B_i \to \mathcal{U}$ a family such that for all $i : I$ the family $P_i : B_i \to \mathcal{U}$ is a cocartesian family. We denote the associated projections by $\pi_i : E_i \to B_i$.

Then the product fibration $\prod_i E_i \to \prod_i B_i$ satisfies the following universal property: For any cocartesian family $Q : A \to \mathcal{U}$, with associated projection $\xi : F \to A$, given a family of cocartesian functors $\langle \alpha_k, \psi_k \rangle : \xi \longrightarrow \pi_k$ for $k : I$, there exists a unique cocartesian functor, the target tupling $\langle (\alpha_i)_{i : I}, (\psi_i)_{i : I} \rangle : \xi \longrightarrow \prod_{i : I} \pi_i$ s.t. that every diagram of the form

![Diagram](https://via.placeholder.com/150)

commutes.

**Proof.** We only point out that the square given by $\langle (\alpha_i)_{i : I}, (\psi_i)_{i : I} \rangle$ is cocartesian. But this is again clear, because cocartesian lifts in the product fibration are defined pointwisely. \qed

**Proposition 5.3.9** (Pullback squares are cocartesian functors, cf \cite[Example 5.3.3]{63}). Let $P : B \to \mathcal{U}$ be a cocartesian family with projection $\pi : E \to B$. For any map $k : A \to B$, the pullback square

![Diagram](https://via.placeholder.com/150)

is a cocartesian functor.

**Proof.** The square acts as

$$\langle k, \varphi \rangle(v, d) = (kv, d).$$

By Proposition 5.2.14, the pullback map $k^* \pi : k^* E \to A$ is a cocartesian fibration.

We abbreviate $Q := k^* P$. Let $v : a \to a'$ in $A$ be an arrow and $d : k^* P(a) \equiv P(ka)$ a point in the fiber. Again by Proposition 5.2.14, the $Q$-cocartesian lift is given by

$$Q_i(v, d) = P_i(kv, d).$$

This leads to

$$\varphi(v, Q_i(v, d)) = \langle kv, Q_i(v, d) \rangle = \langle kv, P_i(kv, d) \rangle = \langle kv, P_i(kv, \varphi(d)) \rangle.$$ \qed

**Proposition 5.3.10** (Pullback cones are cocartesian functors). Let $P : B \to \mathcal{U}$, $P' : B' \to \mathcal{U}$, and $P'' : B'' \to \mathcal{U}$ be cocartesian families with associated projection maps $\pi : E \to B$, $\pi' : E' \to B'$, and $\pi'' : E'' \to B''$, resp.
Consider a commutative cubical diagram as below, where the given vertical maps are cocartesian fibrations and the front and right square are cocartesian functors:

\[
\begin{array}{ccc}
E' \times_E E'' & \rightarrow & E'' \\
\downarrow & \searrow & \downarrow \\
E' & \rightarrow & E \\
\downarrow & \downarrow & \downarrow \\
B' \times_B B'' & \rightarrow & B'' \\
\downarrow & \downarrow & \downarrow \\
B' & \rightarrow & B
\end{array}
\]

Then the mediating map

\[
\pi''' := \pi' \times_{\pi} \pi'' : E''' := E' \times_E E'' \rightarrow B' \times_B B'' \equiv: B'''
\]

is a cocartesian fibration. Furthermore, the back and the left square are cocartesian functors. Specifically, the cocartesian lift of an arrow \(u''' := \langle u, u', u'' \rangle\) w.r.t. \(\langle e, e', e'' \rangle\) is given by

\[
\langle P_1(u, e), P_1(u', e'), P_1(u'', e'') \rangle.
\]

**Proof.** Denote by \(Q', Q'' : B \rightarrow U\) the families associated to the maps \(\beta'\) and \(\beta''\), respectively. The map in question is equivalent to (cf. [68, Theorem 24.2.3(ii)]) the following projection:

\[
E''' := \sum_{b : B} P' b' \times_{P b} P'' b'' \rightarrow B''' \cong \sum_{b : B} Q' b \times_{Q b} Q'' b
\]

The candidate \(\pi'''\)-cocartesian lift of \(\langle u, u', u'' \rangle\) w.r.t. \(\langle e : P(u0), e' : P'(u'0), e'' : P''(u''0) \rangle\) is given by

\[
\langle P_1(u, e), P_1(u', e'), P_1(u'', e'') \rangle,
\]

and since the universal property is satisfied fiberwisely it is satisfied in the pullback fibration. \(\square\)

**Proposition 5.3.11** (Cocartesian universality of pullback cones). Given a commutative cube of cocartesian fibrations

\[
\begin{array}{ccc}
F & \rightarrow & E'' \\
\downarrow \psi'' & \downarrow \pi'' & \downarrow \\
E' & \rightarrow & E \\
\downarrow \pi' & \downarrow \pi \\
A & \rightarrow & B'' \\
\downarrow \alpha'' & \downarrow \beta'' & \downarrow \\
B' & \rightarrow & B
\end{array}
\]

where the vertical faces are cocartesian functors, there exists up to homotopy a unique cocartesian
functor \((\alpha'',\psi'') : \xi \rightarrow \pi''\) s.t. the diagram
\[
\begin{array}{ccc}
F & \xrightarrow{\psi''} & E'' \\
\downarrow{\psi} & & \downarrow{\pi''} \\
E' & \xrightarrow{\pi'} & E \\
\downarrow{\alpha'} & & \downarrow{\beta'} \\
A & \xrightarrow{\alpha''} & B'' \\
\end{array}
\]
commutes.

Proof. By fibrant replacement, we can take the whole diagram to commute strictly. This gives a cocartesian functor comprised of the dependent pair
\[
\alpha := \beta' \circ \alpha' \equiv \beta'' \circ \alpha'' : A \rightarrow B, \quad \psi := \varphi' \circ \psi' \equiv \varphi'' \circ \psi'' : F \rightarrow E.
\]
Then \(\alpha''\) acts as the fiber product tupling \((\alpha,\alpha',\alpha'')\), and likewise \(\psi''\) is given by \((\psi,\psi',\psi'')\).

Denote by \(R : A \rightarrow U\) the family associated to the fibration \(\xi : F \rightarrow A\). For an arrow \(v : a \rightarrow a'\) in \(A\) and a point \(d : Ra\), the \(R\)-cocartesian lift gets mapped to
\[
\psi''(R(v,d)) = (\psi(R(v,d)), \psi'(R(v,d)), \psi''(R(v,d)))
\]
\[
= (P_1(\alpha v, \psi d), P'_1(\alpha' v, \psi' d), P''_1(\alpha'' v, \psi'' d)) \quad (\alpha, \alpha', \alpha'' \text{ cocart. functors})
\]
which establishes the claim.

Proposition 5.3.12 (Sequential limit cones are cocartesian functors). Consider an inverse diagram of cocartesian fibrations as below where all of the connecting squares are cocartesian functors:

\[
\begin{array}{ccccccc}
& & & E_\infty & & & \\
\ldots & \xrightarrow{g_2} & E_2 & \xrightarrow{\varphi_2} & E_1 & \xrightarrow{\varphi_1} & E_0 \\
\ldots & \xrightarrow{\psi_2} & \pi_2 & \xrightarrow{\pi_1} & \pi_0 \\
& & & B_\infty & & & \\
\ldots & \xrightarrow{f_2} & B_2 & \xrightarrow{\psi_2} & B_1 & \xrightarrow{\varphi_0} & B_0 \\
\end{array}
\]

Then the induced map \(\pi_\infty : E_\infty \rightarrow B_\infty\) between the limit types is a cocartesian fibration, and the projections constitute cocartesian functors.

Proof. Note that we can present the limiting types as pullbacks in the following way: First, for the base types, we have
\[
\sum_{\beta : \prod_{n \in \mathbb{N}} B_n} \prod_{k : \mathbb{N}} \beta_n = f_n(\beta_{n+1}) \simeq B_\infty \xrightarrow{\varphi} \prod_{n \in \mathbb{N}} B_{2n} \\
\]
\[
\prod_{n \in \mathbb{N}} B_{2n+1} \xrightarrow{\pi} \prod_{n \in \mathbb{N}} B_{2n+1} 
\]
since

$$\prod_{n:N} B_{2n} \simeq \sum_{\beta} \prod_{n:N} B_{\beta 2n} \beta_{2k+1} = f_{2k+1} (\beta_{2k+2}),$$

and

$$\prod_{n:N} B_{2n+1} \simeq \prod_{\beta} \prod_{n:N} B_{\beta 2k} \beta_{2k} = f_{2k} (\beta_{2k+1}).$$

Lying over, the limiting total type arises as

$$\sum_{(\beta, \sigma): B_\infty} \prod_{n:N} P_n (\beta_n) \prod_{k:N} \vartheta_n \sigma_n \vartheta_{n+1} \simeq E_\infty \rightarrow \prod_{n:N} E_{2n}$$

because

$$\prod_{n:N} E_{2n} \simeq \sum_{(\beta, \sigma): B_\infty} \prod_{n:N} P_n (\beta_n) \prod_{k:N} \vartheta_{2k+1} \sigma_{2k+1} \vartheta_{2k+2}$$

$$\prod_{n:N} E_{2n+1} \simeq \sum_{(\beta, \sigma): B_{2n+1}} \prod_{n:N} P_n (\beta_n) \prod_{k:N} \vartheta_{2k} \sigma_{2k} \vartheta_{2k+1}$$

Since cocartesian fibrations are closed under composition by Proposition 5.2.12 and dependent products by Proposition 5.2.9, and the induced maps are cocartesian functors by Proposition 5.3.7 the diagram

$$(5.10)$$

shows that the induced map $\pi_\infty : E_\infty \rightarrow B_\infty$ is a cocartesian fibration, too, by Proposition 5.3.10.

Finally, coming back to the sequential limit of squares, it is clear that the mediating squares

$$E_\infty \rightarrow \prod_{n:N} E_{2n}$$

$$\pi_\infty$$

$$\varphi_k$$

$$E_k$$

$$\sigma_k$$

$$\pi_k$$

$$B_\infty \rightarrow \prod_{n:N} B_{2n}$$

$$\psi_k$$

$$B_k$$

consisting of evaluations are cocartesian functors.

Proposition 5.3.13 (Cocartesian universality of sequential limits). Given an inverse diagram of cocartesian fibrations

$$E_{n+1} \rightarrow g_n \rightarrow E_n$$

$$\pi_{n+1}$$

$$f_n$$

$$B_{n+1} \rightarrow B_n$$

$$\pi_n$$

$\Box$
and a cone

\[
\begin{array}{ccc}
F & \xrightarrow{\phi_n+1} & E_{n+1} \\
\downarrow \xi & & \downarrow g_n \\
A & \xrightarrow{k_{n+1}} & B_{n+1}
\end{array}
\]

lying above, there exists uniquely up to homotopy a cocartesian functor

\[
\begin{array}{ccc}
F & \xrightarrow{\lim_i \phi_i} & E_{\infty} \\
\downarrow \xi & & \downarrow \pi_\infty \\
A & \xrightarrow{\lim_i k_i} & B_{\infty}
\end{array}
\]

together with homotopies as indicated in the following diagram:

\[
\begin{array}{ccc}
F & \xrightarrow{\phi_n} & E_{n+1} \\
\downarrow \lim_i \phi_i & & \downarrow g_n \\
E_{\infty} & \xrightarrow{\pi_{n+1}} & E_n \\
\downarrow \xi & & \downarrow \pi_n \\
A & \xrightarrow{k_{n+1}} & B_{n+1} \\
\downarrow \lim_i k_i & & \downarrow f_n \\
B_{\infty} & \xrightarrow{\pi_\infty} & B_n
\end{array}
\]

Proof. The type of cones over a fixed inverse diagram of squares is equivalent to the type of cones over the ensuing cube (5.10). Then the claim follows by Proposition 5.3.11. \qed

**Proposition 5.3.14** (Cocartesian functors are closed under dependent products). For a type \(I : \mathcal{U}\), suppose there are families \(A, B : I \to \mathcal{U}\) with families of families \(P, Q : \prod_{i : I} B_i \to \mathcal{U}\) such that \(P_i : B_i \to \mathcal{U}\) and \(Q_i : A_i \to \mathcal{U}\) are cocartesian for each \(i : I\). Then, writing \(\xi_i : F_i \to A_i\) and \(\pi_i : E_i \to B_i\), resp., for the associated projections, given a family of cocartesian functors

\[
\begin{array}{ccc}
F_i & \xrightarrow{\phi_i} & E_i \\
\downarrow \xi_i & & \downarrow \pi_i \\
A_i & \xrightarrow{k_i} & B_i
\end{array}
\]

the square induced by taking the dependent product

\[
\begin{array}{ccc}
\prod_i F_i & \xrightarrow{\prod_i \phi_i} & \prod_i E_i \\
\downarrow \prod_i \xi_i & & \downarrow \prod_i \pi_i \\
\prod_i A_i & \xrightarrow{\prod_i k_i} & \prod_i B_i
\end{array}
\]

is a cocartesian functor.
Proof. Recall that cocartesian lifts in the product families are computed pointwise. For an arrow \( \sigma : \alpha \Rightarrow \alpha' \) of sections in \( \prod_{i \in I} A_i \) and a section \( \vartheta : \prod_{i \in I} \alpha_i P_i \) lying over we obtain

\[
(\prod_{i \in I} \varphi_i)((\prod_{i \in I} \xi_i)(\sigma, \vartheta)) = \lambda_i.\varphi_i(Q_i)(\sigma_i, \xi_i) = \lambda_i.(P_i)((k_i \sigma_i, \varphi_i \vartheta_i)) = (\prod_{i \in I} \pi_i)(\kappa \sigma, \varphi \vartheta) \quad (\varphi \text{ cocart.})
\]

Proposition 5.3.15 (Cocartesian fibrations are cotensored over maps/shape inclusions). Let \( P : B \to \mathcal{U} \) be a cocartesian family with associated projection \( \pi : E \to B \). For any type map or shape inclusion \( j : Y \to X \), the maps \( \pi^X \) and \( \pi^Y \) are cocartesian fibrations, and moreover the square

\[
\begin{array}{ccc}
E^X & \xrightarrow{j} & E^Y \\
\pi^X & \downarrow & \pi^Y \\
B^X & \xrightarrow{j^*} & B^Y \\
\end{array}
\]

is a cocartesian functor.

Proof. By Proposition 5.2.9, \( P^X \) and \( P^Y \) are cocartesian families with associated projections \( \pi^X \) and \( \pi^Y \), resp. Furthermore, said proposition tells us that cocartesian lifts in exponentials are computed pointwise. Invoking fibrant replacement and the axiom of choice, this gives the following.

Lifts in the cocartesian fibration

\[
E^Y \cong \sum_{v : B \to Y} \prod_u P(u(y)) \xrightarrow{\pi^Y} B^Y
\]

are given by

\[
(P^Y)_!(\alpha : u \to u', f : \prod_Y u^* P) \equiv \lambda y. P_!(\alpha_y : u_y \to u'_y, f_y).
\]

Lifts in the cocartesian fibration

\[
E^X \cong \sum_{v : B \to X} \sum_{v' : B} \sum_{v'' : B} j^* v = u \approx B^X
\]

“sitting above” are given by

\[
(P)_!(\alpha : u \to u', f : \prod_Y u^* P, \beta : v \to v', g : \prod_X v^* P, \varphi : j^* \beta = \alpha, r : j^* g = \varphi_0 f) \equiv \left( P^Y_!(\alpha, f, \lambda x. P_r((\beta_x, g_x), \lambda y. P^2_!(\varphi_y, r_y)) \right)
\]

where the 2-dimensional lift of \( \varphi \) w.r.t. \( r \) is constructed as follows:
Since the functor $E^j$ maps tuples $(u,v,p,f,g,r)$ in $E^X$ to pairs $(u,f)$ in $E^Y$ one can readily verify that it is cocartesian, using the computations above. 

**Proposition 5.3.16** (Cocartesian functors are closed under Leibniz cotensors). Let $j : Y \to X$ be a type map or shape inclusion. Then, given cocartesian fibrations $\pi : E \to B$, $\xi : F \to A$, and a cocartesian functor

$$
\begin{array}{ccc}
F & \xrightarrow{\psi} & E \\
\downarrow \xi & & \downarrow \pi \\
A & \xrightarrow{k} & B
\end{array}
$$

the square induced between the Leibniz cotensors

$$
\begin{array}{ccc}
F^X & \xrightarrow{j^*\psi} & F^Y \times_{E^Y} E^X \\
\downarrow \xi^X & & \downarrow \xi^Y \times_{\pi^X} \pi^X \\
A^X & \xrightarrow{j^*k} & A^Y \times_{B^Y} B^X
\end{array}
$$

is a cocartesian functor.

**Proof.** This follows from using Proposition 5.3.15 and then applying the universal property Proposition 5.3.11. 

To sum up the results from Section 5.2.3 and the ones above, our synthetic cocartesian families satisfy stability properties analogous to those of an $\infty$-cosmos, cf. [63, Definition 1.2.1]:

**Proposition 5.3.17** (Cosmological closure properties of cocartesian families).

1. Over Rezk bases, it holds that: 
   Cocartesian families are closed under composition, dependent products, pullback along arbitrary maps, and cotensoring with maps/shape inclusions. Families corresponding to equivalences or terminal projections are always cocartesian.

2. Between cocartesian families over Rezk bases, it holds that: 
   Cocartesian functors are closed under (both horizontal and vertical) composition, dependent products, pullback, sequential limits,$^{32}$ and Leibniz cotensors. 
   Fibered equivalences and fibered functors into the identity of 1 are always cocartesian.

**Proof.** Cf. the previous statements, as well as Section 5.2.3, and Proposition 5.3.22.

We end the section with yet another useful stability property.

**Proposition 5.3.18** (Base change of cocartesian functors, [63, Exercise 5.3.i]). Let $A, B$ be a Rezk type and $j : A \to B$ be a map.

Consider cocartesian families $P, P' : B \to \mathcal{U}$ and a cocartesian functor $\varphi : \text{CocartFun}_B(P, P')$. Then the mediating map $\psi \equiv \lambda a,e.(ja,e) : \text{CocartFun}_A(j^*P, j^*P')$ is also a cocartesian functor.

$^{32}$Here, all three objectwise limit notions are meant to satisfy the expected universal properties w.r.t. to cocartesian functors.
We write $\pi : E \to B$, $\pi' : E' \to B$ for the fibrations corresponding to $P$, $P'$, and similarly for the pullback fibrations:

\[ \begin{array}{c}
F \xrightarrow{\varphi} E \xrightarrow{\pi} B \\
\downarrow \psi \downarrow \varphi \downarrow \\
F' \xrightarrow{\pi'} E' \xrightarrow{\pi'} B
\end{array} \]

Proof. Let $v : a \to a'$ be an arrow in $A$, and $f : e \to j v e'$ a dependent arrow in $P$. By definition, we have identifications:

\[ \psi_v(f) = \varphi_{jv}(f) \quad (5.11) \]
\[ \psi_a(e) = \varphi_{ja}(e) \quad (5.12) \]

Since $\varphi$ is a cocartesian functor, there is a path

\[ \varphi_v(P_!(v,e)) = P'_!(v,\varphi_be). \quad (5.13) \]

The cocartesian lifts in the pullback family are given by

\[ Q'_!(v,e) = P'_!(jv,e). \quad (5.14) \]

Taken together, this gives rise to an identification

\[ \psi_v(Q!(v,e)) = \varphi_{jv}(P_!(jv,e)) = \varphi_{ja}(Q!(v,a)e). \quad (5.15) \]

5.3.4 Characterizations of cocartesian functors

**Theorem 5.3.19** (63, Theorem 5.3.4). Let $A$ and $B$ be Rezk types, and consider cocartesian families $P : B \to \mathcal{U}$ and $Q : A \to \mathcal{U}$ with associated fibrations $\xi : F \to A$ and $\pi : E \to B$, resp.

For a fibered functor $\Phi := \langle j, \varphi \rangle$ giving rise to a square

\[ \begin{array}{c}
F \xrightarrow{\varphi} E \\
\downarrow \xi \downarrow \pi \\
A \xrightarrow{j} B
\end{array} \]

the following are equivalent:

1. The fiberwise map $\Phi$ is a cocartesian functor.
2. The mate of the induced natural isomorphism, fibered over $j : A \to B$, is invertible, too:

\[ \begin{array}{c}
F \xrightarrow{\varphi} E \\
\downarrow \varphi \downarrow \varphi' \\
A \xrightarrow{\varphi_{\downarrow j}} B
\end{array} \]

3. The mate of the induced natural isomorphism is invertible, too:

\[ \begin{array}{c}
F^{\Delta^1} \xrightarrow{\varphi_{\Delta^1}} E^{\Delta^1} \\
\downarrow \varphi_{\downarrow j} \downarrow \varphi_{\downarrow j}' \\
A \xrightarrow{\varphi_{\downarrow j}} B
\end{array} \]
Proof. Let $Q : A \to U$ be the straightening of $\xi$ and $P : B \to U$ the straightening of $\pi$.

1 $\iff$ 2 : Consider the first (fibered) adjunction, where the mate of the canonical isomorphism cell is constructed through the following pasting diagram:

![Pasting Diagram](image)

The unit $\eta : \text{hom}_{\xi \downarrow A}(\text{id}_F, \kappa i)$ at $\langle u : a \to a', d : Pa \rangle$ is given as follows:

![Unit Diagram](image)

The pasting 2-cell can be identified with the natural transformation

$$\alpha : \text{hom}_{\tau \downarrow B}(\kappa' \circ \varphi \downarrow j, \varphi \circ \kappa)$$

whose components at $\langle u : a \to a', d : Pa \rangle$ are given by the fillers:

![Filler Diagram](image)

If $\Phi \equiv \langle j, \varphi \rangle$ is a cocartesian functor there is an identification $\varphi(\tau_i(u, d)) = \tau_i(ju, \varphi d)$ in $E^{\Delta^1}$, hence $\alpha_{(u, d)}$ is an identity.

On the other hand, if the induced filler $\alpha_{(u, d)}$ happens to be an isomorphism, and thus an identity, we obtain an identification $\varphi(\tau_i(u, d)) = \tau_i(ju, \varphi d)$ rendering $\Phi$ a cocartesian functor.

1 $\iff$ 3 : In case of the second adjunction, the mate is given by the cell constructed by pasting from the diagram:

![Second Pasting Diagram](image)
The counit $\varepsilon': \hom_{E\Delta^1\to E\Delta^1}(\ell' \circ r', \id_{E\Delta^1})$ at $(v : b \to b', g : e \to e')$ is given by the fillers:

\[
\begin{array}{c}
e
\end{array}
\]

The pasting cell can be identified with the natural transformation $\beta : \hom_{\xi A\to F\Delta^1}(\varphi \downarrow j \circ \ell', \varphi \Delta^1 \circ \ell)$ whose components at $(u : a \to a', d : Pa)$ are given by:

\[
\beta_{(u,d)} \equiv \varepsilon'_{\varphi \Delta^1(\ell (u,d))} : (ju, P_{(ju, \varphi(d))}) \to (ju, \varphi Q (u,d))
\]

If $\Phi \equiv \langle \varphi, u \rangle$ is a cocartesian functor, then $\varphi Q (u,d)$ is a cartesian arrow, so the filler $\beta_{(u,d)}$ must be too, thus an identity.

Conversely, $\beta_{(u,d)}$ being an identity gives rise to an identification $\varphi Q (u,d) = P_{(ju, \varphi d)}$. This implies that $\Phi$ is a cocartesian functor. \( \square \)

An application of the characterization theorem is a proof that any fibered left adjoint (over a common base) is a cocartesian functor.

**Lemma 5.3.20** (2-cell conservativity for comma types, cf. [63, Proposition 3.4.6(iii)]). Let $g : C \to A \leftarrow B : f$ be a cospan of Rezk types. For generalized elements $\alpha, \alpha' : X \to f \downarrow g$, consider a natural transformation $\tau : \alpha \Rightarrow \alpha'$. If $\partial_k \tau$ for both $k = 0, 1$ are natural isomorphisms, then $\tau$ is a natural isomorphism.

**Proof.** We have an equivalence $X \to f \downarrow g \simeq \sum_{\alpha_0 : X \to B} \prod_{x : X} f\alpha_0 x \to g\alpha_1 x$. The natural transformation $\tau$ at stage $x : X$ is given by a square:

\[
\begin{array}{ccc}
f\alpha_0 x & \xrightarrow{f(\partial_0 \tau_x)} & f\alpha'_0 x \\
\downarrow{\alpha_x} & & \downarrow{\alpha'_x} \\
g\alpha_1 x & \xrightarrow{g(\partial_1 \tau_x)} & g\alpha'_1 x
\end{array}
\]

Invoking transformation extensionality, if both whiskered 2-cells $\partial_k \tau_x$ are isomorphisms, then by functoriality the squares $\tau_x$ degenerate to

\[
\begin{array}{ccc}
\alpha_x & \xrightarrow{\tau_x} & \alpha'_x \\
\downarrow & & \downarrow \\
\end{array}
\]

exhibiting $\tau$ as a natural isomorphism. \( \square \)
Proposition 5.3.21 (Fibered left adjoints are cocartesian functors, [63, Lemma 5.3.6]). Consider a fibered functor between cocartesian fibrations where the horizontal arrows make up a fibered adjunction:

\[
\begin{array}{ccc}
F & \xrightarrow{\psi} & E \\
\downarrow{\xi} & & \downarrow{\pi} \\
B & \xleftarrow{\varphi} & B
\end{array}
\]

Then \( \varphi \) is a cocartesian functor.

Proof. Since \( \xi \) and \( \pi \) are cocartesian, we obtain the following induced diagram:

\[
\begin{array}{ccc}
F \Delta^1 & \xrightarrow{\psi \Delta^1} & E \Delta^1 \\
\downarrow{\xi \downarrow} & & \downarrow{\pi \downarrow} \\
B & \xleftarrow{\varphi \downarrow} & B
\end{array}
\]

Specifically, the vertical adjunctions follow from the Chevalley criterion for cocartesian fibrations. The top horizontal adjunction exists because of Proposition B.1.5. The bottom horizontal adjunction exists by Proposition B.2.3. We now have to show that the the mate w.r.t. the vertical adjunctions is invertible, which by Proposition A.2.3 is equivalent to the mate w.r.t. the horizontal adjunctions being invertible. But this is established by 2-cell conservativity of comma objects, cf. Lemma 5.3.20.

Any fibered equivalence between arbitrary maps is also cocartesian.

Proposition 5.3.22 (Fibered equivalences are cocartesian functors). For (cocartesian) fibrations \( \xi : F \to A \) and \( \pi : E \to B \), any square of the form

\[
\begin{array}{ccc}
F & \xrightarrow{\simeq} & E \\
\downarrow{\xi} & & \downarrow{\pi} \\
A & \xrightarrow{\simeq} & B
\end{array}
\]

is a cocartesian functor.

Proof. By univalence we can replace anonymous equivalences by identities (equivalence induction), and these are easily seen to be cocartesian functors (since they preserve cocartesian lifts).

Alternatively, in the case of cocartesian fibrations, one could argue similarly as in Proposition 5.3.21, cf. [63, Corollary 5.3.1]
6. More on covariant families

Covariant families have been introduced and thoroughly analyzed by Riehl–Shulman, cf. [61, Section 8]. Since they can be characterized by a right orthogonality condition (namely w.r.t. the map $0 : 1 \to \Delta^1$), it follows formally that they satisfy all the closure properties from Subsection 3.1.2, yielding the analog of the $\infty$-cosmological closure properties, cf. Proposition 6.2.1. As a perhaps rather non-obvious result, we prove that covariant families (over an arbitrary type) are automatically inner. Furthermore, we prove the expected result that, over a Rezk type, a family is covariant if and only if it is cocartesian and all its fibers are discrete. We also argue how covariant families can be seen as a type-theoretic analogue of discrete cocartesian fibrations in the $\infty$-cosmological sense.

The section concludes by establishing a directed version of the encode-decode method [82, Section 8.9], which we expect to be useful when analyzing localization or other higher inductive types in later work.

In the following section, the Yoneda Lemma for covariant families, originally established in [61, Section 9], is recovered in Section 7.2 as a special case of the Yoneda Lemma for cocartesian families.

6.1 Properties and characterizations of covariant families

6.1.1 Covariant vs. inner families

Proposition 6.1.1. Every covariant family is an inner family.

Since inner families are a relative version of Segal types the proposition at hand can be seen as a relative version of [61, Proposition 7.3].

Proof. Let $P : B \to U$ be a covariant family. Suppose we are given a 2-simplex $\sigma$ in $B$ with boundary given by $u : \text{hom}_B(b, b')$, $v : \text{hom}_B(b', b'')$, and $w : \text{hom}_B(b, b'')$, for $b,b',b'' : B$, i.e., $\sigma : \text{hom}_B^2(u,v;w)$. Furthermore, assume there are dependent arrows $f : \text{hom}_u^P(e,e')$, $g : \text{hom}_v^P(e',e'')$ for $e : P b$, $e' : P b'$, $e'' : P b''$. We prove that there is a contractible choice of elements of the extension type

$$\left\langle \prod_{t_2 \leq t_1} P(\sigma(t_1,t_2))\right|_{[f,g]} \right\rangle$$

by giving a center and by showing that any two elements are equal.\(^\text{33}\)

The center is obtained using the homotopy extension property (HEP), cf. [61, Proposition 4.10], Proposition 2.1.3. Since $P$ is covariant, there is an element

$$H : \prod_{b_1 : B} \prod_{u_1 : \text{hom}_B(b,b_1)} \text{isContr}\left(\prod_t P(u_1(t))\right|_c.$$  

To use the HEP, we first give an element of $\prod_{t_2 \leq t_1} P(\sigma(t_1,t_2))$. If $t_2$ is given, consider $K(t_2) := H \sigma(1,t_2)(\lambda t. \sigma(t,t_1 \wedge t_2))$. The corresponding center applied to $t_1$ is in $P(\sigma(t_1,t_1 \wedge t_2))$.

\(^{33}\)In general, a type $A$ is contractible iff the type $\text{isContr}(A) := \sum_{c : A} \prod_{x : A} (c =_A x)$ is inhabited. For any pair $(c,H_c)$ we call $c : A$ a center of contraction of $A$ and $H_c$ a contraction of $A$. It is common to strengthen the articles to be definite: contractible data is unique up to contractibility anyway, and this is the usual sense in which data in HoTT is deemed unique. We therefore allow ourselves to speak of the center of contraction of $A$ etc., cf. [68, Definition 10.1.1].
$P(\sigma(t_1, t_2))$. We now need to provide a homotopy between this and \([f,g]\), but this is obtained from the contraction part of $H$.

To show that any two elements $\bar{\sigma}_1, \bar{\sigma}_2$ in (6.1) are equal, we use relative function extensionality [61, Proposition 4.8], Proposition 2.1.3, by which it suffices to give an element of the extension type

$$\left\langle \prod_{t_2 \leq t_1} \bar{\sigma}_1(t_1, t_2) = \bar{\sigma}_2(t_1, t_2) \right\rangle_{\text{refl}}$$

Again we appeal to HEP. Given $t_2 \leq t_1$, from $K(t_2)$ we get an identity between $\bar{\sigma}_1$ and $\bar{\sigma}_2$ restricted to the extension type $(\prod t \ P(t,t \land t_2))_0^1$. From the easy direction of relative function extensionality we get an identity $\bar{\sigma}_1(t_1, t_2) = \bar{\sigma}_2(t_1, t_2)$. To show that the resulting homotopy is homotopic to refl on $\Lambda^2_2$, we use tope disjunction elimination.

On the edge $t_2 = 0$ we have an identity $f = f$ in the contractible type $(\prod t \ P(\sigma(t,0)))_0^1$. But an identity type in a contractible type is itself contractible, so this identity is equal to refl.

On the edge $t_1 = 1$ we may consider an arbitrary $t_2$ and use the same argument. \qed

### 6.1.2 Covariant vs. cocartesian families

**Proposition 6.1.2.** Any covariant family over a Rezk type $B$ is a cocartesian family.

**Proof.** A family $P : B \to U$ is covariant if and only if the Leibniz cotensor $i_0 \land \pi_P : \vec{P}\Delta^1 \to B\Delta^1 \times_B \vec{P}$ is an equivalence. By Proposition 3.2.3 this also constitutes an adjoint equivalence, and by fibrant replacement the left adjoint can be chosen a (strict) section. \qed

**Proposition 6.1.3.** Let $B$ be a Segal type. Assume $P : B \to U$ is such that the following properties are satisfied:

1. $P$ is an inner family.
2. $P$ has the cocartesian lifting property.
3. All fibers $Pb$ for $b : B$ are discrete.

Then $P$ is covariant.

**Proof.** Let $b, b' : B$ with $u : \text{hom}_B(b, b')$, and $e : Pb$. There is $e' : Pb'$ and a lift $f : \text{hom}_P^P(e, e')$ which is cocartesian, meaning that for any $e'' : Pb'$ and $g : \text{hom}_P^P(e, e'')$ there is a unique arrow $h : \text{hom}_{\text{id}_B}^P(e', e'')$ such that $h \circ f = g$. This dependent composition becomes an ordinary composition in the total space $\vec{P}$ which is Segal, since $B$ is. Now, as $\text{hom}_{\text{id}_B}^P(e', e'') \simeq \text{hom}_{PB}^P(e', e'')$, and $Pb'$ is discrete, $h$ can be taken to be an identity. But then $f = g$. \qed

**Corollary 6.1.4.** A cocartesian family over a Segal type is covariant if and only if all its fibers are discrete.

**Proposition 6.1.5.** A cocartesian family over a Segal type is covariant if and only if all dependent arrows are cocartesian.

**Proof.** Let $P : B \to U$ be a cocartesian family.

If $P$ is covariant, then the unique lift for any $u : b \to b'$ in $B$ w.r.t. $e : Pb$ must be (identifiable with) a cocartesian arrow. Since any dependent arrow is given as a lift of some arrow in the base, it follows that any dependent arrow is cocartesian.

Conversely, if every dependent arrow in $P$ is cocartesian, any two lifts of $u : b \to b'$ beginning at some $e : Pb$ become equal (since the filler induced by the universal property is exhibited as an isomorphism). \qed
6.2 Closure properties of covariant families

**Proposition 6.2.1** (Cosmological closure properties of covariant families).

1. Over Rezk bases, it holds that:
   Covariant families are closed under composition, dependent products, pullback along arbitrary maps, and cotensoring with maps/shape inclusions. Furthermore, they are closed under sequential limits, and satisfy left cancelation. Families corresponding to equivalences or terminal projections are always covariant.

2. Between covariant families over Rezk bases, it holds that:
   Fibered functors are closed under (both horizontal and vertical) composition, dependent products, pullback, sequential limits, and Leibniz cotensors.
   Fibered equivalences and fibered functors into the identity of $\mathbf{1}$ are always covariant.

**Proof.** Most of the properties follow from the established results about cocartesian fibrations Proposition 5.3.17, or the additional closure properties that hold for right classes. Recall that fibered functors between covariant families are automatically cocartesian. We are only left with stability under objectwise pullback (which will imply stability under objectwise sequential limits). We assume a diagram as follows whose vertically drawn maps are covariant fibrations:

$$
\begin{array}{c}
E' := \overline{P'} \rightarrow E := \overline{P} \leftarrow E'' := \overline{P''} \\
\downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \\
B' \rightarrow B \leftarrow B''
\end{array}
$$

We are to prove that the induced map $E' \times_E E'' \rightarrow B' \times_B B''$ is a covariant fibration as well. To this end, we observe the following. Given a triple of arrows $\langle u, u', u'' \rangle$ in $B' \times_B B''$ with points $\langle e_0, e_0', e_0'' \rangle : E' \times_E E''$ lying over the respective domains the cocartesian lift is given fiberwise by

$$
\langle P(u, e_0), P'(u', e_0'), P''(u'', e_0') \rangle.
$$

Due to covariance all the components are uniquely determined (after projecting), and so the lift in $E' \times_E E'' \rightarrow B' \times_B B''$ is as well.

6.3 Covariant families as discrete objects

In $\infty$-cosmos theory, covariant families arise as a kind of discrete objects. Their analogues in simplicial type theory satisfy a corresponding property as well.

Namely, over a fixed base, a discrete cocartesian fibration in an $\infty$-cosmos is defined as a cocartesian fibration (relative to the given $\infty$-cosmos) that is required to be discrete as an object of the slice $\infty$-cosmos [63, Proposition 1.2.22]. There are two equivalent ways of expressing the latter. In our current type-theoretic setting, in absence of categorical universes, we cannot give a systematic account of these definitions, but we can still give appropriate translations of both of these criteria, and prove they are satisfied by discrete covariant families.

To state these principles, we need to type-theoretically capture some of the structure of sliced $\infty$-cosmoses, namely sliced versions of function types as well as simplicial cotensors.

34 all three objectwise limit notions satisfying the expected universal properties w.r.t. to fibered functors.
The enrichment over categories is simply given by the object of fiberwise maps (cf. Section 5.3.2), itself a Rezk type:

**Definition 6.3.1** (Sliced function type, [63, Proposition 1.2.22(ii)]). For two maps $\pi : E \to B$, $\xi : F \to B$ over a common base type $B$, the sliced function type (over $B$) is given by the pullback object:

$$
\begin{array}{ccc}
\text{Fun}_B(\xi, \pi) & \to & E^F \\
\downarrow & \searrow_{\pi^F} \\
1 & \to & B^F \\
\end{array}
$$

Taking the sliced cotensor amounts to taking the usual exponential of each fiber:

**Definition 6.3.2** (Sliced cotensor, [63, Proposition 1.2.22(vi)]). Let $\pi : E \to B$ be a map, and $X$ be a type or shape. The sliced exponential (over $B$) of $\pi$ by $X$ is given by the map $X \Join E \to B$ defined as:

$$
\begin{array}{ccc}
X \Join E & \to & E^X \\
\downarrow & \searrow_{\pi^X} \\
B & \to & B^X \\
\end{array}
$$

If $X$ is a shape $\Phi$, we can take the strict extension type $\Phi \Join E$ which is fibered equivalent to the dependent pair type along the powers of the fibers, i.e., over $B$, we have an equivalence

$$
\Phi \Join E \simeq \sum_{b : B} \Phi \to P b
$$

where $P : B \to U$ denotes the family of fibers of $\pi$.

In particular, the sliced exponential w.r.t. $\Phi \equiv \Delta^1$ has as total type the type of vertical arrows.

**Proposition 6.3.3** (Covariant families are cosmologically discrete, cf. [63, Definition 5.5.3]). Over a Rezk type, for a cocartesian family $P : B \to U$ with associated projection $\pi : E \to B$ the following are equivalent:

1. The map $\pi$ is $i_0$-orthogonal.
2. The map induced by the non-degenerate map $s : \Delta^1 \to E$ is a fibered equivalence:

$$
\begin{array}{ccc}
E \Join E & \simeq & \Delta^1 \Join E \\
\downarrow & \searrow & \\
B & \to & \\
\end{array}
$$

3. For all global elements $b : 1 \to B$, the sliced function type $\text{Fun}_B(b, \pi)$ is discrete.

Furthermore, if $P : B \to U$ is a covariant family, then, for any map $\xi : F \to B$, the sliced function type $\text{Fun}_B(\xi, \pi)$ is discrete.

Proof.
\[1 \iff 2:\] Criterion 2 is equivalent to \(\prod_{b:B}\text{isEquiv}(s \to P b), \ s \to P b : (E \to P b) \to (\Delta^1 \to P b),\)
which precisely says that all fibers of \(P\) are discrete. Given that \(P\) is cocartesian, this is
equivalent to \(P\) being covariant by Corollary 6.1.4.

\[1 \iff 3:\] Similarly, since \(\text{Fun}_B(b, \pi) \simeq P b\), Criterion 3 is also equivalent to \(P\) being covariant.

Now, assume \(P\) is covariant. Given a map \(\xi : F \to B\), the exponential \(\pi^E : E^F \to B^F\) is a
covariant fibration, too, hence the fiber \(\xi^* \pi^F \simeq \text{Fun}_B(\xi, \pi)\) is discrete.

\[\Box\]

6.4 Directed encode-decode We point out a directed version of the “encode-decode method”
in order to characterize hom-types in higher inductive types (and localizations).

The encode-decode method is used for a type \(A\) with \(a : A\), together with a family \(P : A \to U\)
with \(d : P(a)\). The elimination rule for identity types gives a fiberwise map \(\varphi : \prod_{x:A}(a = x \to P(x))\)
sending the reflexivity path to \(d\). Since \(\text{Σ}_{x:A} a = x\) is contractible, and a fiberwise map
is a fiberwise equivalence if and only if the map on total types is an equivalence, we get that \(\varphi\)
is a fiberwise equivalence if and only if \(\text{Σ}_{x:A} P(x)\) is contractible.

This has the following directed analog:

**Theorem 6.4.1.** Let \(A\) be a Segal type with \(a : A\), and let \(P : A \to U\) be a covariant family
with \(d : P(a)\). The fiberwise map \(\varphi : \prod_{x:A}(\text{hom}_A(a, x) \to P(x))\) given by \(\varphi(x, f) := f_1 x\), is a
fiberwise equivalence if and only if \((a, d)\) is an initial object in \(\text{Σ}_{x:A} P(x)\).

**Proof.** By [61, Lemma 9.8], \(\text{Σ}_{x:A} \text{hom}_A(a, x)\) has \((a, \text{id}_a)\) as initial object.

Conversely, if \((a, d)\) is initial in \(\text{Σ}_{x:A} P(x)\), then each type \(\sum_{f:\text{hom}_A(a, x)} \text{hom}_P(d, e)\) is
contractible, where \(x : A\) and \(e : P(x)\). By [61, Lemma 8.13], we have equivalences \(\text{hom}_P(d, e) \simeq (f_1 d = e)\),
and hence we get that the fiber of \(\varphi_x\) at \(e\), which is \(\sum_{f:\text{hom}_A(a, x)} (f_1 d = e)\), is equivalent
to \(\sum_{f:\text{hom}_A(a, x)} \text{hom}_P(d, e)\), and is hence contractible.

\[\Box\]

7. Yoneda Lemma for cocartesian families

In our synthetic setting, we prove a version of the Yoneda Lemma for cocartesian fibrations
which reads as follows: For a Rezk type \(B\) and a cocartesian family \(P : B \to U\), evaluation at
the identity arrow is an equivalence:

\[
\prod_{b:B}\text{isEquiv}\left(\left(\text{coart}_{a:b:B} P(\partial_1 u)\right)\overset{\text{ev}_{\text{id}_a}}{\longrightarrow} P b\right)
\]

Generalizing work by Street [80], this Yoneda Lemma has been formulated and proved by Riehl–Verity w.r.t. \(\infty\)-cosmoses [63, Theorem 5.7.3], showing that it applies to cocartesian fibrations of \((\infty, n)\)-categories for \(0 \leq n \leq \infty\). For our proof, we adapt Riehl–Verity’s methods to the
type-theoretic setting, with significant simplifications because we are only considering \((\infty, 1)\)-categories.
At the same time, this generalizes Riehl–Shulman’s type-theoretic Yoneda Lemma for discrete
covariant fibrations [61, Theorems 9.1, 9.5]. A semantic version of the fibered Yoneda Lemma for discrete (co-)cartesian fibrations over Segal spaces has also been established by Rasekh [57, Theorem 3.49].

As discussed by Riehl–Shulman, the synthetic Yoneda Lemma can be understood as a directed
path induction principle, now also applying to the case of categorical fibers. In fact—following

\[35\text{Recall that }\sum_{x:A} P(x)\text{ is a Segal type.}\]

\[36\text{In the discrete covariant case, the statement reads exactly the same, only without the restriction to cocartesian sections which has become vacuous.}\]
Riehl–Verity as well as Riehl–Shulman—the Yoneda Lemma will be implied by a general result about cocartesian fibrations \( P : B \to \mathcal{U} \) over a base \( B \) with initial element \( b : B \). Namely, evaluation at \( b \) induces a LARI adjunction between the fiber and the type of sections which yields a (quasi-)equivalence when restricted to the cocartesian sections:

\[
\begin{array}{c}
\prod_B^{\text{cocart}} P \\
\downarrow \sim \\
\prod_B P
\end{array}
\xrightarrow{	ext{ev}_b} 
\begin{array}{c}
P b \\
\downarrow \text{ev}_b \\
\end{array}
\]

This is discussed in Section 7.1. The Yoneda Lemma will follow as an instance of this result, which gets discussed in Section 7.2.

Here, for a given \( b : B \), the LARI \( y \) is defined at \( d : P b, x : B \) via cocartesian transport as

\[
(y d)(x) := \partial_1 P!(\emptyset_x, d).
\]

A key step is showing that \( y \) lands in \emph{cocartesian} sections. This can be shown by interpreting cocartesian lifts as 2-cells \( \chi_d : \text{cst } d \to y d \), and then concluding by the formal properties of cocartesian arrows that the components of \( y d \) are, in fact, cocartesian arrows.

### 7.1 Cocartesian sections from initial elements

Recall the definition of an initial element in a type.

**Definition 7.1.1** (Initial element, [61, Definition 9.6]). Let \( B \) be a type. An element \( b : B \) is \emph{initial} if

\[
\prod_{a : B} \text{isContr}(\text{hom}_B(a, b)).
\]

We write \( \emptyset_a : \text{hom}_B(a, b) \) for the center of contraction if \( b : B \) is initial. First, we establish the LARI adjunction result between the sections of the family and the fiber at the initial element.

**Proposition 7.1.2** ([63, Proposition 5.7.13]). Let \( P : B \to \mathcal{U} \) be a cocartesian family over a Rezk type \( B \). If \( b : B \) is initial the evaluation functor \( \text{ev}_b : \prod_B P \to P b \) has a LARI:

\[
\begin{array}{c}
\prod_B P \\
\downarrow \text{ev}_b \\
\end{array}
\xrightarrow{y} 
\begin{array}{c}
P b \\
\end{array}
\]

**Proof.** The candidate for the left adjoint is

\[
y : P b \to \prod_B P, \quad y := \lambda d.\lambda x.(\emptyset_x)_!(d) \equiv \lambda d.\lambda x.\partial_1 P!(\emptyset_x, d).
\]

We will show that the map

\[
\varphi : \text{hom}_{\prod_B P}(y d, \sigma) \to \text{hom}_{P b}(d, \sigma b), \quad \varphi := \lambda \kappa.\kappa b
\]

is an equivalence.
Since $b$ is initial, for any $x : B$, the hom-type $\text{hom}_B(b, x)$ is contractible with center $\emptyset_x$. Since $P$ is cocartesian, we can define the map

$$\psi : \text{hom}_{Pb}(d, \sigma b) \to \text{hom}_{\Pi_B P}(yd, \sigma), \psi : \equiv \lambda f. \lambda x. \text{fill}_{P(\emptyset_x, d)}(\sigma(\emptyset_x) \circ f).$$

To illustrate, $\psi$ yields the right-hand vertical arrow in squares of the form:

\[
\begin{array}{c}
d & \xrightarrow{P(\emptyset_x, d)} & (yd)x \\
\downarrow f & & \downarrow \psi(f, x) \\
\sigma b & \xrightarrow{\sigma \emptyset_x} & \sigma x \\
\downarrow & & \downarrow \\
b & \xrightarrow{\emptyset_x} & x
\end{array}
\]

where $f : \text{hom}_{Pb}(d, \sigma b)$. For the round-trip along through $\varphi$ and $\psi$, note that we obtain a path $\varphi(\psi f) = \text{id}_b$ since cocartesian lifts of identities are again identities.

For the other direction, note that as described in Section 5.3.1 a morphism of sections $\kappa : \text{hom}_{\Pi_B P}(yd, \sigma)$ yields a square

\[
\begin{array}{c}
d & \xrightarrow{P(\emptyset_x, d)} & (yd)x \\
\downarrow \kappa b & & \downarrow \kappa x \\
\sigma b & \xrightarrow{\sigma \emptyset_x} & \sigma x \\
\downarrow & & \downarrow \\
b & \xrightarrow{\emptyset_x} & x
\end{array}
\]

for every $x : B$. But this means $\psi(\varphi \kappa)(x) = \kappa(x)$ as desired.

One checks that $(y f)(b) = f$, so $y$ is indeed a left adjoint right inverse to $\text{ev}_b$. \hfill \Box

In fact, the transport map $y : Pb \to \Pi_B P$ is valued in cocartesian sections. We prove this by a 2-dimensional naturality property of the cocartesian lifts.

**Proposition 7.1.3 ([63, Proposition 5.7.18]).** Let $B$ be a Rezk type, $P : B \to \mathcal{U}$ a cocartesian family and $b : B$ be an initial object. The map

$$y : Pb \to \Pi_B P, \quad y : \equiv \lambda d. \lambda x. (\emptyset_x)_!(d)$$

factors through the subtype of cocartesian sections, i.e.,

$$Pb \xrightarrow{y} \Pi^\text{cocart}_B P \xrightarrow{\Pi_B} \Pi_B P.$$ 

**Proof.** For $d : Pb$, consider the constant map $\text{cst}(d) : \equiv \lambda x. d : B \to E$, where $E : \equiv \tilde{P}$. The cocartesian lifts w.r.t. $d : Pb$ give rise to a natural transformation

$$\chi : \text{hom}_{B \to E}(\text{cst}(d), yd) \simeq \prod_{x : B} \text{hom}_{E}(\text{cst}(d, x), y(d, x)), \quad \chi_x : P!(\emptyset_x, d).$$
Given $x, x' : B$, for any arrow $u : \text{hom}_B(x, x')$ we want to argue that the action of $\chi$ on $u$ yields a cocartesian arrow $\chi_u : \text{hom}_u^P(ydx, ydx')$.\footnote{We suppress the canonical 2-cell witnessing composition.} Considering the naturality square

\[
\begin{array}{ccc}
\partial \downarrow & \chi_x & \downarrow \chi_{x'} \\
y(d, x) \rightarrow & \chi_u & \rightarrow y(d, x') \\
\end{array}
\]

it follows that $ydu$ is cocartesian by Proposition 5.1.8(2).

**Proposition 7.1.4** ([63, Theorem 5.7.13], [61, Theorem 9.7]). Let $B$ be a Rezk type, $b : B$ an initial object, and $P : B \rightarrow U$ a cocartesian family. Then evaluation at $b$

\[
ev_b : \left( \prod_B P \right) \rightarrow Pb
\]

is an equivalence.

*Proof.* By Proposition 7.1.3, the map $y$ restricts to cocartesian sections. By Proposition 7.1.2, $\ev_b \circ y = \text{id}_{Pb}$.

We set $T := \prod_B^{\text{cocart}} P$. For the converse direction, we define a natural transformation

\[
\varepsilon : \text{hom}_{T \rightarrow T}(y \circ \ev_b, \text{id}_T) \simeq \prod_{\sigma : T} \text{hom}_T(y(\ev_b)(\sigma), \sigma)
\]

\[
\simeq \prod_{\sigma : T} \prod_{x : B} \text{hom}_P(y(\sigma(b))(x), \sigma(x))
\]

as follows: For $x : B$, the action of $\sigma$ on $\emptyset_x : \text{hom}_B(b, x)$ yields a cocartesian arrow $\sigma(\emptyset_x) : \text{hom}^P_{\emptyset_x}(\sigma(b), \sigma(x))$.

We define $\varepsilon_{\sigma, x}$ as the following filler:

\[
\begin{array}{ccc}
\sigma(b) \rightarrow & y(\sigma(b), x) \\
\sigma(\emptyset_x) \mapsto \varepsilon_{\sigma, x} \\
\end{array}
\]

By Proposition 5.1.8(2), $\varepsilon_{\sigma, x}$ is cocartesian. As a cocartesian lift of an identity, it is itself an identity. By [61, Proposition 10.3], $\varepsilon : \text{hom}_{T \rightarrow T}(y \circ \ev_b, \text{id}_T)$ is an identity.\qed
7.2 Dependent and absolute Yoneda Lemma

We now obtain analogues of the (dependent) Yoneda Lemma as in [63], [61] for cocartesian families.

**Lemma 7.2.1** ([61, Lemma 9.8]). Let $B$ be a Segal type. For any element $b : B$, the identity morphism $\text{id}_b : b \downarrow B$ is an initial object.

**Theorem 7.2.2** (Dependent Yoneda Lemma for cocartesian families, cf. [63, Theorem 5.7.2]). Let $B$ be a Rezk type, $b : B$ any element, and $Q : b \downarrow B \to U$ a cocartesian family. Then evaluation at $\text{id}_b$ as in

$$\text{ev}_{\text{id}_b} : \left( \prod_{b \downarrow B} Q \right) \to Q(\text{id}_b)$$

is an equivalence.

**Proof.** Because of Lemma 7.2.1 (cf. [61, Lemma 9.8]) this follows from Proposition 7.1.4.

**Theorem 7.2.3** (Yoneda Lemma for cocartesian families, cf. [63, Theorem 5.7.3] & [61, Theorem 9.1]). Let $B$ be a Rezk type, $b : B$ any element, and $P : B \to U$ a cocartesian family. Then evaluation at $\text{id}_b$ as in

$$\text{ev}_{\text{id}_b} : \left( \prod_{b \downarrow B} \partial_1^* P \right) \to P b$$

is an equivalence, where

$$\partial_1 := \lambda u. u(1) : b \downarrow B \to B.$$

**Proof.** This is an instance of the Dependent Yoneda Lemma Theorem 7.2.2 for $Q := \partial_1^* P \equiv \lambda u. P(u1) : b \downarrow B \to B$.

Noting that for a covariant family any section is cocartesian, we recover the discrete versions from [63, 61].

**Corollary 7.2.4** (Dependent Yoneda Lemma for covariant families, cf. [61, Theorem 9.5]). Let $B$ be a Rezk type, $b : B$ any element, and $Q : b \downarrow B \to U$ a covariant family. Then evaluation at $\text{id}_b$ as in

$$\text{ev}_{\text{id}_b} : \left( \prod_{b \downarrow B} Q \right) \to Q(\text{id}_b)$$

is an equivalence.

**Corollary 7.2.5** (Yoneda Lemma for covariant families, cf. [63, Theorem 5.7.1], [61, Theorem 9.1], [32, Proposition 2.1.7], [57, Theorem 3.49]). Let $B$ be a Rezk type, $b : B$ any element, and $P : B \to U$ a covariant family. Then evaluation at $\text{id}_b$ as in

$$\text{ev}_{\text{id}_b} : \left( \prod_{b \downarrow B} \partial_1^* P \right) \to P b$$

is an equivalence, where

$$\partial_1 := \lambda u. u(1) : b \downarrow B \to B.$$
Appendix A: Lax squares

Since Segal types form an exponential ideal, simplicial type theory in fact captures some of the 2-dimensional theory of synthetic \((\infty, 1)\)-categories, cf. [61, Section 6]. For Rezk types \(A, B\) the type \(B^A\) is again Rezk, with mapping spaces \(\text{hom}_{A \rightarrow B}(f, g) \equiv (f \Rightarrow g)\). This invites a treatment of lax squares

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{k} & \swarrow{\sigma} & \downarrow{g} \\
C & \xrightarrow{h} & D
\end{array}
\]

which are encoded by 2-cells

\[\sigma : hk \Rightarrow gf \simeq \prod_{a : A} (hk)(a) \rightarrow (gf)(a).\]

We are mainly interested in some basic results about mates, known from classical 2-category theory, re-interpreted in the context of higher categories as in [63] (cf. op. cit., Appendix B, for the classical setting). These occur in our study of cocartesian functors in Section 5.3.

First, in Section A.1 we explicitly define pasting operations for lax squares. Then we prove a simple pasting theorem for a specific pasting scheme, which is used in Section A.2 to establish the mates correspondence for an adjunction.

Alas, in the absence of categorical type universes, a general pasting theorem, possibly along the lines of [20, 26, 24], seems out of reach. Therefore, we will only in an \textit{ad hoc} manner consider a few very specific pasting schemes relevant to our specific applications, and prove well-definedness of these pastings by manual pasting diagram chases, which is straightforward, though lengthy to spell out.

A.1 Pasting of lax squares In this subsection, we introduce horizontal and vertical pasting of lax squares of functors between Segal types. We prove that these pasting operations are associative, and establish a certain pasting theorem which will be used to establish the mates correspondence subsequently in Section A.2.

Definition A.1.1 (Pasting of squares). 1. The \textit{horizontal pasting} of a natural transformations \(\alpha : \text{hom}_{A \rightarrow A'}(hu, u'k)\) with a natural transformation \(\alpha' : \text{hom}_{A' \rightarrow A''}(h'u', u''k')\) as indicated in

\[
\begin{array}{ccc}
B & \xrightarrow{k} & B' \\
\downarrow{u} & \swarrow{\alpha} & \downarrow{u'} \\
A & \xrightarrow{h} & A'
\end{array} \quad \begin{array}{ccc}
B' & \xrightarrow{k'} & B'' \\
\downarrow{u'} & \swarrow{\alpha'} & \downarrow{u''} \\
A' & \xrightarrow{h'} & A''
\end{array} \quad \begin{array}{ccc}
B & \xrightarrow{k'k} & B'' \\
\downarrow{u} & \swarrow{\alpha' \triangleleft \alpha} & \downarrow{u''} \\
A & \xrightarrow{h'h} & A''
\end{array}
\]

is defined as:

\[\alpha' \sqcup \alpha : (\alpha' \ast \text{id}_k) \circ (\text{id}_{h'} \ast \alpha) : \text{hom}_{B \rightarrow A''}(h'h u, u'' k' k)\]
2. The vertical pasting of a natural transformations $\beta : \text{hom}_{A \rightarrow A'}(f'h, k')$ with a natural transformation $\beta' : \text{hom}_{A' \rightarrow A''}(f''h', k'f')$ as indicated in

$$
\begin{align*}
A' & \xrightarrow{f'} B' \\
A'' & \xrightarrow{f''} B''
\end{align*}
$$

is defined as:

$$
\beta' \sqcup \beta : \equiv (\text{id}_{k'} \ast \beta') \circ (\beta' \ast \text{id}_h) : \text{hom}_{A \rightarrow B''}(f''h'h, k'k)
$$

**Proposition A.1.2** (Associativity of horizontal pasting of squares). For Segal types, consider 2-cells as given in the diagram:

$$
\begin{align*}
B & \xrightarrow{k} B' \xrightarrow{k'} B'' \xrightarrow{k''} B'''
\end{align*}
$$

This defines a unique pasting 2-cell $\alpha'' : \text{hom}_{B \rightarrow A''}(h''h'u, u''k'k)$, so in particular there is an identification

$$
(\alpha'' \Box \alpha') \Box \alpha = \alpha'' = \alpha'' \Box (\alpha' \Box \alpha).
$$

**Proof.** We define $\beta : \text{hom}_{B \rightarrow A''}(h'h'u, u''k'k)$ as the composition $\beta : \equiv (\alpha'' \Box \alpha)$, i.e., for all $b : B$:

$$
\beta_b : (h'h'u)(b) \xrightarrow{k''_{\alpha_b}} (h'k'k)(b)
$$

Pasting $\alpha''$ on the right gives the natural transformation $\alpha'' \Box \beta : \equiv (\alpha'' \ast \text{id}_{k'k}) \circ (\text{id}_{h'} \ast \beta)$:

$$
\begin{align*}
h''h'u(b) & \xrightarrow{h''\beta_b} h''u''k'k(b) \\
& \xrightarrow{\alpha''_{k'k_b}} u''k'k(b)
\end{align*}
$$
By symmetry, one can show that for \( \gamma : \text{hom}_{B'\to A''}(h''h'\psi', u''''k''k') \) defined as \( \gamma \equiv \alpha'' \sqcap \alpha' \) the composite \( \gamma \sqcap \alpha \equiv (\gamma * \text{id}_k) \circ (\text{id}_{h''h'} * \alpha) \) coincides with \( \alpha'' \sqcap \beta \).

**Proposition A.1.3** ( Associativity of vertical pasting of squares). For Segal types, consider 2-cells as given in the diagram:

\[
\begin{array}{c}
A \xrightarrow{f} B \\
\downarrow h \quad \downarrow k \\
A' \xrightarrow{f'} B' \\
\downarrow k' \\
A'' \xrightarrow{f''} B'' \\
\downarrow k'' \\
A''' \xrightarrow{f'''} B'''
\end{array}
\]

This defines a unique pasting 2-cell \( \beta''' : \text{hom}_{B \to A''}(f'''h''h', k''k'k f) \), so in particular there is an identification

\[
(\beta'' \sqcap \beta') \sqcap \beta = \beta''' = \beta'' \sqcap (\beta' \sqcap \beta).
\]

The proof is completely analogous to the proof for the horizontal pasting.

To prove the mates correspondence we need the following pasting theorem involving 2-cells with identity boundaries.

**Proposition A.1.4** (A pasting theorem). For Segal types, consider the following configuration of natural transformations:

\[
\begin{array}{c}
A \xrightarrow{f} B \\
\downarrow h \quad \downarrow k \\
A' \xrightarrow{f'} B' \\
\downarrow k' \\
A'' \xrightarrow{f''} B'' \\
\downarrow k'' \\
A''' \xrightarrow{f'''} B'''
\end{array}
\]

This gives rise to a unique pasting 2-cell, in particular there is a homotopy

\[
(\psi' \sqcap \varphi') \sqcap \beta \sqcap (\psi \sqcap \varphi) = \psi' \sqcap (\varphi' \sqcap \beta \sqcap \psi) \sqcap \varphi.
\]
Proof. Given a 2-cell $\beta : f'h \Rightarrow kf$, we spell out the 2-cells generated by the pastings on either side of the identification. Each time, this is done in two steps, first considering the diagram in the middle, and then pasting the cells on the sides. For the horizontal composite $H := \psi' \boxtimes (\varphi' \boxtimes \beta \boxtimes \psi) \boxtimes \varphi$, we find
\[
\alpha := \varphi' \boxtimes \beta \boxtimes \psi : \quad hu(b) \xrightarrow{\varphi'_{h\alpha(b)}} u' f'h(b) \xrightarrow{u'\beta_{u(b)}} u' k\psi(u(b)) \xrightarrow{u'k\psi_b} u'k(b)
\]
which yields the resulting cell:
\[
\psi' \boxtimes \alpha \boxtimes \varphi : \quad f'h(a) \xrightarrow{f'\varphi_a} f'hu(f(a)) \xrightarrow{f'f\alpha(a)} f'u'k\psi(f(a)) \xrightarrow{\psi'_{u'\alpha(f(a))}} k\psi(f(a))
\]
The vertical composite $V := (\psi' \boxtimes \varphi') \boxtimes \beta \boxtimes (\varphi \boxtimes \psi)$ is treated accordingly. In sum, we get the two composites:
\[
H : f'h \xrightarrow{f'h\varphi} f'hu \xrightarrow{\varphi'_{f'hu}} f'u' f'hu \xrightarrow{f'u'\beta_{f'hu}} f'u' k\psi(fu) \xrightarrow{\psi'_{f'u'k\psi}} kf
\]
\[
V : f'h \xrightarrow{f'\varphi_h} f'u' f'h \xrightarrow{\psi'f'h} f'h \xrightarrow{\beta} kf \xrightarrow{\psi'kf} k\psi f \xrightarrow{k\psi} kf
\]
We are to show that the composite 2-cells $H$ and $V$ coincide.

Ultimately, this is established by commutation of the following diagram of natural transformations in $A \to B'$ (which can be checked pointwisely) where the outermost left composite is the 2-cell $V$, and the outermost right composite is $H$:
\[
\begin{array}{c}
\begin{array}{c}
f'f'h \xrightarrow{f'\varphi_h} f'hu \xrightarrow{\beta} kf \xrightarrow{\psi'kf} k\psi f \xrightarrow{k\psi} kf
\end{array}
\end{array}
\]
Here, the identity $(\ast)$ is established by:
\[
\begin{array}{c}
\begin{array}{c}
f'u' f'h \xrightarrow{f'u'\beta} f'u' kfa \xrightarrow{\psi'kf} kf
\end{array}
\end{array}
\]
In sum, as desired we have constructed a path between the two composites
\[
H \equiv \psi' \boxtimes (\varphi' \boxtimes \beta \boxtimes \psi) \boxtimes \varphi = (\psi' \boxtimes \varphi') \boxtimes \beta \boxtimes (\varphi \boxtimes \psi) \equiv V.
\]
\[\square\]
A.2 Mates  We are now able to capture the mates correspondence of an adjunction in type theory.

Proposition A.2.1. Consider adjunctions and morphisms between Rezk types as follows:

![Diagram](https://example.com/diagram.png)

There is a quasi-equivalence between types of natural transformations

\[ \Phi : \text{hom}(hu, u'k) \simeq \text{hom}(f'h, kf) : \Psi \]

traditionally known as the mates correspondence, cf. [63, Definition B.3.3], given by pasting in the following way\(^\text{38}\):

![Diagram](https://example.com/diagram.png)

Explicitly, the constructions are given by:

\[ \beta_\alpha \equiv \Phi(\alpha) : (f'h a \xrightarrow{\eta h a} f'hu f a \xrightarrow{f'\alpha a} f'u'kf a \xrightarrow{\varepsilon'_b f a} kfa) \]

\[ \alpha_\beta \equiv \Psi(\beta) : (hub \xrightarrow{\eta'_h u b} u'fhub \xrightarrow{u'\beta'_u b} u'kfu(b) \xrightarrow{u'k\varepsilon b} u'kb) \]

Proof of Proposition A.2.1. Consider the maps

\[ \Phi : \text{hom}(hu, u'k) \to \text{hom}(f'h, kf), \quad \Phi(\alpha) : \varepsilon' \Box \alpha \Box \eta \]

\[ \Psi : \text{hom}(f'h, kf) \to \text{hom}(hu, u'k), \quad \Psi(\beta) : \eta' \Box \beta \Box \varepsilon. \]

By the previous pasting theorem, we obtain for \( \alpha : hu \Rightarrow u'k \) an identification

\[ \Psi(\Phi(\alpha)) = \eta' \Box \Phi(\alpha) \Box \varepsilon = (\eta' \Box \varepsilon') \Box \alpha \Box (\eta \Box \varepsilon) = \alpha \]

invoking witnesses for the triangle identities, via [61, Theorem 11.23].

The round trip in the converse direction is analogous.  

\(^{38}\)The associativity theorems tell us that the diagrams are well-defined when read as pasting diagrams.
**Proposition A.2.2** (Invertibility of conjugates, [63, Example B.3.5, Warning B.3.7]). Given Rezk types \( A, B \) with adjunctions \( f \dashv u : B \to A \), \( f' \dashv u' : B \to A \), consider a 2-cell \( \alpha : u \Rightarrow u' \) and its mate \( \alpha' : f \Rightarrow f' \). Then \( \alpha \) is invertible if and only if \( \alpha' \) is:

\[
\begin{array}{c}
B \xleftarrow{u} \xrightarrow{\alpha} B \\
\downarrow & \downarrow \\
A \xleftarrow{\alpha'} \xrightarrow{u'} A
\end{array}
\quad
\begin{array}{c}
B \xrightarrow{\alpha} \xleftarrow{\alpha'} B \\
\uparrow & \uparrow \\
A \xrightarrow{u} \xleftarrow{u'} A
\end{array}
\]

Proof. By precondition, we have the identification \( \alpha : u = u' \). Recall the uniqueness of left adjoints and all the accompanying data [61, Theorem 11.23]. Since both \( f \dashv u \), \( f' \dashv u' \), also \( f' \dashv u \), but this implies there is an identification \( f = f' \). Furthermore, the counit \( \varepsilon' \) can be replaced by \( \varepsilon \).

Thus, the mate of \( \alpha \) at \( a : A \) is homotopic to the composite

\[
f'a \xrightarrow{f'\alpha} fu \xrightarrow{f'\varepsilon} fa
\]

which is an isomorphism by one of the triangle identities. \( \square \)

**Proposition A.2.3** ([63, Exercise B.3.iii]). Consider adjunctions between Rezk types as in:

\[
\begin{array}{c}
B \xleftarrow{\ell} \xrightarrow{\alpha} B' \\
\downarrow & \downarrow \\
A \xleftarrow{u} \xrightarrow{\alpha'} A'
\end{array}
\]

Then the mate \( \alpha' : u\ell \Rightarrow \ell u' \) w.r.t. the horizontal adjunctions is invertible if and only if the mate \( \alpha'' : f'h \Rightarrow h'f \) w.r.t. the vertical adjunctions is:

\[
\begin{array}{c}
B \xleftarrow{\ell} \xrightarrow{\alpha'} B' \\
\downarrow & \downarrow \\
A \xleftarrow{u} \xrightarrow{\alpha''} A'
\end{array}
\]

\[
\begin{array}{c}
B \xrightarrow{h'} \xleftarrow{\alpha''} B' \\
\downarrow & \downarrow \\
A \xrightarrow{u} \xleftarrow{\alpha'} A'
\end{array}
\]

Proof. This becomes an instance of Proposition A.2.2 after considering the composites of the adjunctions. \( \square \)

**Appendix B: LARI and fibered adjunctions**

We complement Riehl–Shulman’s theory of adjunctions [61, Section 10] by a treatment of *left adjoint right inverse (LARI) adjunctions*. Hereby, we assume the types involved to be Rezk.

Specifically, we provide a characterization result Theorem B.1.4 along the lines of [61, Theorem 11.23], as well as various closure properties which imply the closure properties in Sections 3.2.2 and 5.2.3. In particular, by fibrant replacement, we can identify LARI adjunctions between Rezk types with adjunctions whose left adjoint is a section. As for the stability properties, LARI adjunctions (between Rezk types) are always closed under dependent products, composition and pullback. This in turn implies the same closure properties for LARI fibrations Section 3.2.2.

Finally, we briefly discuss fibered adjunctions between isoinner families over a Rezk type. These occur in the characterization theorems of cocartesian families, Theorem 5.2.7, and functors, Theorem 5.3.19.
B.1 Left adjoint right inverse (LARI) adjunctions

After providing a characterization of LARI adjunctions, similar to and relying on [61, Theorem 11.23], we prove a few closure properties. From these we derive corresponding closure properties of \(j\)-LARI fibrations (hence also cocartesian fibrations) in the main text, cf. Section 3.2.2.

B.1.1 Characterizations of LARI adjunctions

Definition B.1.1 (Transposing LARI adjunction, cf. [61, Definition 11.1]). A transposing left adjoint right inverse adjunction (or LARI adjunction for short) between Rezk types \(A, B\) consists of:

- a transposing adjunction, consisting of functors \(u : B \rightarrow A\), \(f : A \rightarrow B\), and a family of equivalences \(\varphi : \Pi_{a : A, b : B} \hom_B(fa, b) \simeq \hom_A(a, ub)\)
- such that for all \(a : A\) the components \(\eta_{\varphi, a} \equiv \varphi_{a, fa}(id_{fa}) : \hom_A(a, uf_a)\) of the unit are isomorphisms.

Given this data, \(f\) is called a transposing left adjoint right inverse (or transposing LARI).

Definition B.1.2 (Bi-diagrammatic LARI adjunction, cf. [61, Definition 11.6]). A bi-diagrammatic left adjoint right inverse adjunction (or bi-diagrammatic LARI adjunction) between Rezk types \(A\) and \(B\) consists of:

- functors \(u : B \rightarrow A\), \(f : A \rightarrow B\)
- a natural isomorphism \(\eta : iso_{A \rightarrow A}(id_A, uf)\)
- two natural transformations \(\varepsilon, \varepsilon' : \hom_{B \rightarrow B}(fu, id_B)\)
- a path \(\alpha : u\varepsilon \circ \eta u = id_u\)
- a path \(\beta : \varepsilon' f \circ f\eta = id_f\)

Given this data, \(f\) is called a bi-diagrammatic left adjoint right inverse (or bi-diagrammatic LARI).

Definition B.1.3 (Lifting LARI adjunction, cf. [66, Proposition 4.4.12]). A lifting LARI adjunction between Rezk types \(A\) and \(B\) consists of functors \(u : B \rightarrow A\), \(f : A \rightarrow B\) with a homotopy \(\sigma : u \circ f = id_A\) such that the following holds: For all \(a : A, b : B\) and arrows \(\alpha : \hom_A(a, ub)\) there exists uniquely up to homotopy an arrow \(\beta : \hom_B(fa, b)\) with \(u \circ \beta = \alpha\):

\[
\begin{array}{ccc}
\partial \Delta^1 & \xrightarrow{[fa, b]} & B \\
\downarrow & & \downarrow u \\
\Delta^1 & \xrightarrow{\alpha} & A
\end{array}
\]

Given this data, \(f\) is called a lifting left adjoint right inverse (or lifting LARI).

Theorem B.1.4 (Characterizations of LARI adjunctions, cf. [61, Theorem 11.23]). For a functor \(u : B \rightarrow A\) between Rezk types the following types are equivalent propositions:

1. The type of transposing LARIs of \(u\).
2. The type of lifting LARIs of \(u\).
3. The type of functors \(f : A \rightarrow B\) together with natural isomorphisms \(\eta : iso_{A \rightarrow A}(id_A, uf)\) such that \(\varphi_{\eta} \equiv \lambda k. uk \circ \eta_a : \hom_B(fa, b) \rightarrow \hom_A(a, ub)\) is an equivalence for all \(a : A, b : B\).
4. The type of bi-diagrammatic LARIs of \(u\).
Proof. Straightening $u$ to be the first projection of a family $P : A \to \mathcal{U}$ (so that $B \simeq \hat{P}$), and strictifying all the occurring data, shows that the types in Item 2 and Item 3 each are equivalent to the type

$$\sum_{f:A \to B} \sum_{\eta:id_A \Rightarrow uf} \text{isEquiv}(\varphi_\eta).$$

By [61, Theorem 11.23], the types of transposing and bi-diagrammatic left adjoints are equivalent to each other and to the type

$$\sum_{f:A \to B} \sum_{\eta:id_A \Rightarrow uf} \text{isEquiv}(\varphi_\eta) \times \text{isIso}(\eta)$$

is equivalent to the type of bi-diagrammatic LARIIs of $u$, which establishes equivalences between the types from Items 1, 3 and 4. Since the type of bi-diagrammatic left adjoints is a proposition by [61, Theorem 11.23], also the sub-type of bi-diagrammatic LARIIs in Item 4 is (and consequently, the type in Item 2 is as well).

We remark that, in general, given two functors $u : B \to A$ and $f : A \to B$, whether they determine an adjunction is extra structure, and not just a proposition, but it is a proposition given the data that $f$ is a section of $u$ (the proposition being: are the corresponding transposing maps invertible?). Similarly, whether $f$ is a section of $u$ is in general extra structure, but this becomes a proposition when we have the data of an adjunction (the proposition being: are the units invertible?).

B.1.2 Closure properties of LARI adjunctions

Proposition B.1.5 ((LARI) adjunctions are closed under products). Let $I : \mathcal{U}$ be a type, and $A,B : I \to \mathcal{U}$ families with maps $r_i : B_i \to A_i$. If there is, for every $i : I$, a (LARI) adjunction

$$B(i) \overset{\ell(i)}{\hookleftarrow} A(i) \overset{r(i)}{\rightarrow}$$

we get an induced (LARI) adjunction:

$$\Pi_I B \overset{\Pi_I \ell}{\leftarrow} \Pi_I A \overset{\Pi_I r}{\rightarrow}$$

Proof. By fibrant replacement we consider the straightenings $P_i : A_i \to \mathcal{U}$, so that $B_i \simeq \hat{A}_i \simeq \sum_{a:A_i} P_i(a)$. Writing $\ell_i \equiv \langle f_i, L_i \rangle$, the induced map is given by

$$\Pi_i \ell_i : \Pi_i A_i \to \Pi_i B_i, \quad \langle \Pi_i \ell_i \rangle(\alpha) \equiv \lambda i.\langle f_i \alpha_i, L_i \alpha_i \rangle.$$
With this, we obtain
\[
\hom_{\prod_i B_i}(\prod_i \ell_i, \alpha', \beta') \simeq \prod_i \hom_{B_i}(\ell_i(\alpha_i), (\alpha_i', \beta_i'))
\]
\[
\simeq \prod_i \hom_{B_i}(f_i \alpha_i, L_i \alpha_i), (\alpha_i', \beta_i'))
\]
\[
\simeq \prod_i \hom_{A_i}(\alpha_i, \alpha'_i)
\]  
\[
(\text{since } \ell_i \dashv r_i)
\]
\[
\simeq \hom_{\prod_i A_i}(\alpha, \alpha').
\]
Thus, adjunctions are closed under taking dependent products. Clearly, this property descends to LARI adjunctions, i.e., the case where \(f_i : A_i \to A_i\) is the identity. □

**Proposition B.1.6** (LARI adjunctions are closed under pullback). **LARI adjunctions between Rezk types are stable under pullback, i.e., given a map \(r : C \to A\) between Rezk types together with a LARI \(\ell : A \to C\) and a map \(j : B \to A\) where \(B\) is a Rezk type, then the map \(r' : \equiv j^*r\) has a LARI as well:

\[
\begin{array}{c}
D \xrightarrow{\ell'} \xleftarrow{\ell} C \\
\downarrow^r \quad \downarrow^j \\
B \xrightarrow{j} \xleftarrow{r} A
\end{array}
\]

Proof. We fibrantly replace the square as follows. Denote by \(P : A \to \mathcal{U}\) the family of fibers of the map \(j : B \to A\), so that \(B \simeq \tilde{P}\), and likewise, \(Q : A \to \mathcal{U}\) the family associated to \(r : C \to A\), so that \(C \simeq \tilde{Q}\):

\[
\Sigma_{a : A} P a \times Q a \xrightarrow{\ell'} \xleftarrow{\ell} \Sigma_{a : A} Q a
\]

\[
\Sigma_{a : A} P a \xrightarrow{j} \xleftarrow{r} A
\]

The section \(\ell'\) is induced by the section \(\ell\) by setting \(\ell' \equiv \lambda(a, d). \langle a, d, \ell(a) \rangle^{39}\). The adjunction \(\ell \dashv r\) is given by an equivalence

\[
\sum_{a : a \to a'} \ell(a) \rightarrow a' e' \simeq \hom_C(\langle a, \ell(a) \rangle, \langle a', e' \rangle) \simeq \hom_A(a, a')
\]

giving rise to an equivalence

\[
\sum_{a : a \to a'} (d \rightarrow a' d') \times (\ell(a) \rightarrow e') \simeq \hom_D(\langle a, d, \ell(a) \rangle, (a', d', e'))
\]

\[
\Phi' \simeq \hom_B(\langle a, d \rangle, (a', d')) \simeq \sum_{a : a \to a'} d \rightarrow a' d',
\]

in sum establishing that \(\ell'\) is a left adjoint right inverse of \(r'\). □

**Proposition B.1.7** (LARI adjunctions are closed under composition). **Any two (LARI) adjunctions between Rezk types**

\[
\begin{array}{c}
C \kappa \xleftarrow{\ell} B \\
\rho' \quad \rho
\end{array}
\]

\[
\begin{array}{c}
B \kappa \xleftarrow{\ell} A \\
\rho' \quad \rho
\end{array}
\]

\[\text{Proposition B.1.7 (LARI adjunctions are closed under composition). Any two (LARI) adjunctions between Rezk types}

\[
\begin{array}{c}
C \kappa \xleftarrow{\ell} B \\
\rho' \quad \rho
\end{array}
\]

\[
\begin{array}{c}
B \kappa \xleftarrow{\ell} A \\
\rho' \quad \rho
\end{array}
\]

\[\text{39Here, in the notation we are identifying sections with their “principal parts”}\]
compose to a (LARI) adjunction:

\[
\begin{array}{ccc}
C & \xrightarrow{\ell} & A \\
\bot & & \Downarrow \quad r \\
\xleftarrow{r'} & & \ \Downarrow \quad \ell'
\end{array}
\]

**Proof.** By fibrant replacement, we take \( r \) and \( r' \), resp., to be the projections of families \( P : A \to U \) and \( Q : B \to U \), where \( B \equiv \hat{P} \) and \( C \equiv \hat{Q} \):

\[
\begin{array}{ccc}
C & \xrightarrow{\ell'} & B & \xrightarrow{\ell} & A \\
\Downarrow & & \Downarrow & & \Downarrow \\
\sum_{a : P} Q & \xrightarrow{a \cdot d} & \sum_{a : Q} P & \xrightarrow{a \cdot d}
\end{array}
\]

We denote the actions of the maps \( \ell \) and \( \ell' \) in the following way:

\[
\ell \equiv \lambda a. \langle \ell_0 a, \ell_1 a \rangle \\
\ell' \equiv \lambda \langle a, d \rangle. \langle \ell'_0 a d, \ell'_1 a d, \ell'_2 a d \rangle
\]

The adjunctions \( \ell \dashv r \) and \( \ell' \dashv r' \) are given by equivalences

\[
\sum_{\alpha : \ell_0 a \to a'} (\ell_1 a \to \alpha d') \simeq \text{hom}_B(\ell(a), (a', d')) \overset{\Phi}{\simeq} \text{hom}_A(a, a')
\]

and

\[
\sum_{\alpha : \ell'_0 (a, d) \to a'} (\ell'_2 (a, d) \to (\alpha, \beta) e') \simeq \text{hom}_C(\ell'(a, d), (a', d', e'))
\]

\[
\overset{\Phi'}{\simeq} \text{hom}_B((a, d), (a', d')) \simeq \sum_{\alpha : a \to a'} \langle d \to \alpha d' \rangle,
\]

resp. The composite of the left adjoints acts as:

\[
\ell'' \equiv \ell' \circ \ell \equiv \lambda a. \langle \ell'_0 (\ell_0 a, \ell_1 a), \ell'_1 (\ell_0 a, \ell_1 a), \ell'_2 (\ell_0 a, \ell_1 a) \rangle
\]

This gives rise to an equivalence witnessing the composite adjunction:

\[
\text{hom}_C(\ell''(a), (a', d', e')) \simeq \sum_{\alpha : \ell'_0 (\ell_0 a, \ell_1 a)} \ell'_2 (\ell_0 a, \ell_1 a) \to (\alpha, \beta) e'
\]

\[
\overset{(B.2)}{\simeq} \sum_{\alpha : \ell_0 a \to a'} \ell_1 a \to \alpha d' \overset{(B.1)}{\simeq} \text{hom}_A(a, a')
\]

Furthermore, clearly if both \( \ell \) and \( \ell' \), resp., happen to be sections of \( r \) and \( r' \), resp., then \( \ell' \circ \ell \) is a section of \( r' \circ r \) as can be seen from the above terms defining the functions. \( \square \)

**B.1.3 Initial elements in a LARI adjunction** The following lemma is useful in our considerations of cocartesian arrows, in particular in proving their uniqueness up to homotopy (w.r.t. a fixed source vertex), Proposition 5.1.3.

Recall first the discussion in Remark 3.2.1.
Lemma B.1.8. Suppose $F \dashv U : E \to B$ is a LARI adjunction of Segal types, and let $b : B$. Then $b$ is initial in $B$ if and only if $Fb$ is initial in $E$.

Proof. The implication from left to right is clear, since left adjoints preserve initial objects. Conversely, for any $b' : B$, since $F$ is fully faithful we have $\text{hom}_B(b, b') \simeq \text{hom}_E(Fb, Fb') \simeq 1$, assuming $Fb$ is initial in $E$. \qed

B.2 Fibered adjunctions We give a brief treatment of fibered adjunctions which appear in the characterization theorems of cocartesian families and functors, resp., Theorems 5.2.7 and 5.3.19. We furthermore show that fibered adjunctions over a common base pull back along arbitrary functors, which is used in the main text to show that, for a fibered adjunction between cocartesian fibrations, the fibered left adjoint is always cocartesian, cf. Proposition 5.3.21.

Throughout the subsection, we assume all types to be Rezk.

Definition B.2.1 (Fibered natural transformation). Let $\pi : E \to B$ and $\xi : F \to A$ be maps. If $\Phi \equiv \langle k, \varphi \rangle$ and $\Psi \equiv \langle m, \psi \rangle$ each are fibered functors from $\xi$ to $\pi$, then a fibered natural transformation $\Phi$ to $\Psi$ consists of a pair of natural transformations $\mu : k \Rightarrow m$ and $\vartheta : \varphi \Rightarrow \psi$ as indicated in

$$
\begin{array}{ccc}
F & \xrightarrow{\varphi} & E \\
\downarrow{\vartheta} & & \downarrow{\pi} \\
\xi & \xleftarrow{\psi} & \pi \\
A & \xleftarrow{\mu} & B
\end{array}
$$

Together with a family of paths

$$
\prod_{a : A, d : Qa} \pi(\vartheta_d) = \mu_{\xi_d}.
$$

By fibrant replacement, writing $P \equiv \text{St}_B(\pi)$ and $Q \equiv \text{St}_A(\xi)$, any fibered natural transformation can be presented by the data

- $\mu : \text{hom}_A \to \text{hom}_B(k, m)$
- $\vartheta : \prod_{\langle a, d \rangle : F} \varphi(d) \to \text{mu}_a \psi(d)$.

We also write shorthand $\vartheta : \varphi \Rightarrow \mu \psi$.

Over a common base, we obtain that a natural transformation as given in

$$
\begin{array}{ccc}
F & \xrightarrow{\varphi} & E \\
\downarrow{\vartheta} & & \downarrow{\pi} \\
\xi & \xleftarrow{\psi} & \pi \\
& \xleftarrow{\mu} & B
\end{array}
$$

is fibered if and only if all components of $\vartheta$ are vertical arrows (cf. Definition 5.2.3).

Definition B.2.2 (Fibered adjunctions, [63, Definition 3.6.5]). Let $\xi : F \to B$, $\pi : E \to B$ be maps between Rezk types, and fibered functors $\varphi : \xi \to B \pi$, $\psi : \pi \to B \xi$. A fibered adjunction (with fibered left adjoint $\psi$ and fibered right adjoint $\varphi$) is an adjunction $\psi \dashv \varphi$ such that for

\[40\text{We expect there to be a nice general theory of (co)limits in simplicial type theory, but here we only need this specific case.}\]
all \( (b, e) : E \), the components \( \eta_{b,e} \) of the unit are vertical arrows. We indicate this by writing \( \psi \vdash_B \varphi \) or the following diagram:

\[
\begin{array}{c}
\varphi \\
\downarrow \\
E \\
\downarrow \\
B \\
\end{array}
\]

**Proposition B.2.3** (Base change of fibered adjunctions, cf. [63, Lemma 3.6.6(i), Exercise 5.3.i]). Given a fibered adjunction \( \psi \vdash_B \varphi : F \to_B E \) between isoinner fibrations \( \xi : F \to A, \pi : E \to B \), where \( P \equiv \text{St}_B(\pi) \), \( Q \equiv \text{St}_B(\xi) \), for any map \( k : A \to B \) the induced adjunction \( \psi' \vdash_B \varphi' : k^*F \to_B k^*E \) is again a fibered adjunction:

\[
\begin{array}{c}
k^*F \\
\downarrow \\
k^*E \\
\downarrow \\
A \\
\end{array} \xrightarrow{\Phi} \\
\begin{array}{c}F \\
\downarrow \\
E \\
\downarrow \\
B \\
\end{array}
\]

**Proof.** Suppose given a fibered adjunction \( \psi \vdash_B \varphi \) as indicated with unit

\[
\langle \text{id}_b, \eta_e \rangle : \langle b, e \rangle \to \langle b, (\varphi \psi)_b(e) \rangle,
\]

for \( b : B, e : Pb \). By assumption, for \( b' : B, d' : Qd' \), this induces an equivalence

\[
\Phi_\eta : \text{hom}_F(\langle b, \psi_b(e) \rangle, \langle b', d' \rangle) \to \text{hom}_E(\langle b, e \rangle, \langle b', \varphi'_b(d') \rangle)
\]

by

\[
\Phi : \equiv \Phi_\eta : \equiv \lambda u, g. \langle u, \varphi_u(g) \circ \eta_e \rangle.
\]

For the unit of the adjunction over \( A \) we take

\[
\langle \text{id}_a, \eta_e \rangle : \langle a, e \rangle \to \langle a, (\psi \varphi)_ka(e) \rangle
\]

for \( a : A, e : P(ka) \). This gives rise to the transposing map

\[
\Phi'_\eta : \text{hom}_{k^*F}(\langle a, \psi_{ka}(e) \rangle, \langle a', d' \rangle) \to \text{hom}_{k^*E}(\langle a, e \rangle, \langle a', \varphi'_b(d') \rangle)
\]

for \( a' : A, d' : Q(ka') \). Contractibility of the fiber of a pair \( \langle v : a \to a', h : e \to_{kv} \varphi_b(d') \rangle \) demands the unique existence of an arrow \( g_h : \psi_{ka}(e) \to_{kv} \varphi_b(d') \) such that

\[
\varphi_{kv}(g_h) \circ \eta_e = h,
\]

which follows from the respective condition for the original map \( \Phi \).

\( \square \)
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