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Abstract—In this paper, we present an innovative risk-bounded motion planning methodology for stochastic multi-agent systems. For this methodology, the disturbance, noise, and model uncertainty are considered; and a velocity obstacle method is utilized to formulate the collision-avoidance constraints in the velocity space. With the exploitation of geometric information of static obstacles and velocity obstacles, a distributed optimization problem with probabilistic chance constraints is formulated for the stochastic multi-agent system. Consequently, collision-free trajectories are generated under a prescribed collision risk bound. Due to the existence of probabilistic and disjunctive constraints, the distributed chance-constrained optimization problem is reformulated as a mixed-integer program by introducing the binary variable to improve computational efficiency. This approach thus renders it possible to execute the motion planning task in the velocity space instead of the position space, which leads to smoother collision-free trajectories for multi-agent systems and higher computational efficiency. Moreover, the risk of potential collisions is bounded with this robust motion planning methodology. To validate the effectiveness of the methodology, different scenarios for multiple agents are investigated, and the simulation results clearly show that the proposed approach can generate high-quality trajectories under a predefined collision risk bound and avoid potential collisions effectively in the velocity space.

Index Terms—Multi-agent system, mobile robots, motion planning, collision avoidance, velocity obstacle, chance constraint, model predictive control (MPC), mixed integer programming.

I. INTRODUCTION

Motion planning is one of the essential components of intelligent robots, and a high-quality trajectory can effectively improve robots’ intelligence and autonomy [1]–[4]. Motion planning in multi-agent systems aims to generate feasible trajectories for all agents from their initial states to the desired goal states without any collision with each other and obstacles. In this process, various constraints (including the collision-avoidance constraints and system dynamics constraints) are considered [5]–[9].

The velocity obstacle method is an effective decentralized motion planning method for multiple agents, which defines geometric conic regions of the feasible velocities for agents. The concepts of collision cone and velocity obstacle are firstly introduced in [10]. Essentially, given the collision scenario geometrically, this method finds the range of feasible velocity quickly with minimal obstacle information without any prior knowledge or prediction [11]. There are several variants of the velocity obstacle approach, such as reciprocal velocity obstacle [12], generalized velocity obstacle [13], hybrid reciprocal velocity obstacle [14], etc. Most of these variants require only local information about the environment and are less computationally demanding. However, the velocity obstacle based methods consider the feasible velocity direction with neglecting the optimality and quality of the planned trajectory. Besides, these methods cannot address the system dynamics with higher complexity (for example, a double-integrator dynamics); and this becomes a burden in practical applications.

In order to find the feasible velocity based on the static obstacles and collision regions provided by the velocity obstacle method, the model predictive control (MPC) can be utilized [15]. The MPC-based methods have the capability of addressing various constraints as part of the control synthesis problem [16], [17]. In [18], a distributed motion planning scheme for multiple automated vehicles is presented by solving a nonlinear MPC problem. [19] proposes a motion planning method for multiple agents under the presence of arbitrary polygonal obstacles by using the vector field approach. In [17], a decentralized MPC method is utilized for online trajectory planning of multiple driverless vehicles. However, these MPC-based collision-avoidance methods need to address the nonconvex collision-avoidance constraints, which lead to significant computational burden. Besides, most prior research on multi-agent motion planning methods focus on deterministic systems. In practice, due to the inevitable existence of the disturbance from sensors, controllers, and actuators, as well as the uncertainty from system dynamics, these deterministic motion planning methods may suffer from the limited collision-avoidance performance.

In this sense, developing a robust motion planning methodology is meaningful for stochastic multi-agent systems, such that the agents exhibit good robustness properties in the presence of other moving agents and static obstacles. One effective method is to characterize the uncertainties in a probabilistic manner and find the optimal sequence of control inputs subject to chance constraints [20], [21]. Thus, a risk bound can be stipulated in the chance constraints. There are several previous works regarding the chance-constrained motion planning with the existence of obstacles [3], [22].
However, most of the existing probabilistic approaches still attempt the motion planning task in the position space, which means the positional information is mainly utilized to make a collision-avoidance decision. Indeed, the consideration of integration in the problem formulation promotes the smoothness of the trajectory. As we consider the potential collisions with other agents in the velocity space, the system inputs are obtained with the integration operator of the velocity vector, which produces a high-quality trajectory.

Motivated by these results, this paper presents a novel approach to generate risk-bounded and optimal trajectories for stochastic multi-agent systems in the velocity space. The feasible regions of velocity vector for the ego agent can be obtained by using the geometric information of the velocity obstacles concerning other agents. Then, the feasible regions are formulated as probabilistic collision-avoidance constraints, and further transformed into deterministic mixed-integer constraints for efficient solving. The main contributions of our method are as follows. Firstly, due to the existence of the measurement noise, external disturbance, and modeling errors, we take the initial position uncertainty and model uncertainty into account, which significantly enhances the robustness of our proposed method for motion planning. Secondly, a collision risk can be confined within a predefined range in the proposed approach; thus, this approach provides a risk-bounded optimal trajectory for a stochastic multi-agent system. By specifying the risk of motion planning, the desired level of conservatism in the planning can be stipulated in a meaningful manner. Thirdly, this method is capable of planning trajectories in the velocity space with high computational efficiency, and much smoother trajectories are resulted by taking the integration of velocity vector in the problem formulation. Fourthly, our method also addresses the system dynamics constraint even though the system dynamics has a high complexity, and thus it makes our method more practical in many real applications compared with the velocity obstacle based methods. It is also worthwhile to mention that our method can be easily extended to complement other variants of velocity obstacle based methods, such as reciprocal velocity obstacle, hybrid reciprocal velocity obstacle, etc., depending on the particular requirements in the specific motion planning task.

II. PRELIMINARY

A. NOTATIONS

The following notations are used in the remaining text. $\mathbb{R}^{m\times n}$ denotes the space of real matrices with $m$ rows and $n$ columns, $\mathbb{R}^n$ means the space of $n$-dimensional real column vectors. $A^T$ and $x^T$ denote the transpose of the matrix $A$ and vector $x$, respectively. $\mathbb{Z}_n$ and $\mathbb{Z}_n^+$ represent the sets of positive integers $\{1, 2, \cdots, n\}$ and $\{m, m+1, \cdots, n\}$ with $m < n$, respectively. $|\mathbb{N}|$ represents the number of elements in the set $\mathbb{N}$. The inner product or dot product of two vector $x \in \mathbb{R}^n, y \in \mathbb{R}^n$ is denoted as $x \cdot y = x^T y$. We use $\cap$ to denote logical AND and $\cup$ to represent logical OR. $\oplus$ denotes the Minkowski sum operation. $I^D$ means the complement set of the set $I$, which means $x \notin I \iff x \in I^D$ for any element $x$. $\text{diag}(a_1, a_2, \cdots, a_n)$ is a diagonal matrix with diagonal entries $a_1, a_2, \cdots, a_n$. $\|x\|$ denotes the length or magnitude of vector $x$, which is equal to the square root of the dot product of $x$, i.e., $\|x\| = \sqrt{x \cdot x}$. The operator $\|x\|_A$ for vector $x$ is defined as $\|x\|_A = x^T A x$.

B. VELOCITY OBSTACLES

In this section, the basic concept of the velocity obstacle approach is introduced, and the geometric illustration is shown in Fig. 1. The related parameters and variables in this figure are explained below. Let all circular moving agents $B_i$ and $B_j$

![Fig. 1. Illustration of the velocity obstacle](image)

be centered at $p_i \in \mathbb{R}^n$ and $p_j \in \mathbb{R}^n$ with radius $r_i$ and $r_j$ and velocities $v_i \in \mathbb{R}^n$ and $v_j \in \mathbb{R}^n$, respectively, where

$$B_i = \{p_i + \mu r_i \mid \|\mu\| \leq 1\}$$

$$B_j = \{p_j + \mu r_j \mid \|\mu\| \leq 1\}. \quad (1)$$

Set $p_{ij} = p_i - p_j$, and we have

$$B_i \oplus B_j = \{m_i + m_j \mid m_i \in B_i, m_j \in B_j\}. \quad (2)$$

The relative velocity between the $i$th agent and $j$th agent is $v_{ij} := v_i - v_j$. Let $\lambda(v_{ij})$ denote the ray with the direction $v_{ij}$ from the position $p_i$, where

$$\lambda(v_{ij}) = \{p_i + \lambda v_{ij} \mid \lambda \geq 0\}. \quad (3)$$

Then the agent $i$ and the agent $j$ will collide if and only if

$$\lambda(v_{ij}) \cap (B_i \oplus B_j) \neq \emptyset. \quad (4)$$

Therefore, a collision cone $CC_{ij}$ can be represented by

$$CC_{ij} = \{v_{ij} \mid (B_i \oplus B_j) \cap \lambda_{ij}(v_{ij}) \neq \emptyset\}. \quad (5)$$

In order to determine whether the velocity $v_i$ of the $i$th agent has a risk of collision with the $j$th agent, the velocity obstacle $VO_{ij}$ is defined as

$$VO_{ij} = \{v_i \mid (v_i - v_j) \in C_{ij}\}, \quad (6)$$

which is equivalent to

$$VO_{ij} = v_j \oplus CC_{ij}, \quad (7)$$

for the $i$th agent. Any velocity $v_i \in VO_{ij}$ will result in a collision with the $j$th agent, as shown in Fig. 1. which means that the feasible velocity of the $i$th agent should be $v_i \in VO^D_{ij}$ to avoid the collision with the $j$th agent.
The set of all surrounding moving agents can be considered as moving obstacles for the host agent $i$. Here, we assume the set of all moving agents is $\mathbb{N}_n = \{1, 2, \cdots , n\}$. The neighbor set of the $i$th agent is $\mathbb{B}_i$, which depends on the communication flow. For instance, the neighbors of the $i$th agent can be represented as $\mathbb{B}_i = \{j | j \in \mathbb{N}_n, j \neq i\}$, which means that the neighbors of the $i$th agent are the remaining agents except itself.

III. PROBLEM STATEMENT

A. Dynamics Model of Agents

In this paper, we consider the case where uncertainty in the problem can be described probabilistically. We consider three sources of uncertainty:

- Disturbances existing in agents are modeled as a Gaussian noise process added to the system dynamics;
- Since the system model is not known exactly (the uncertainty in the system model may arise due to modeling errors or linearization), we assume that model uncertainty can be modeled as a Gaussian process added to the system dynamic equation;
- The initial positions of agents are specified as probabilistic distributions over possible positions. In this work, we assume that the initial positions of agents are specified as Gaussian distributions.

Therefore, a nonlinear system model is used to represent the agents’ dynamics. In practice, while the low-level dynamics of the system are nonlinear, the controlled plant from the reference positions to real positions can be approximated as a low-order linear system for the purpose of motion planning. In this paper, we assume all agents are operating in planar space. The dynamics of each agent $i \in \mathbb{N}_n$ can be represented by

$$\dot{x}_i = f_i(x_i, u_i) + \omega_i \text{ or } x_{i|k+1} = g_i(x_{i|k}, u_{i|k}) + \omega_{i|k}, \quad (8)$$

where $x_i = [p_i^T \ v_i^T \ \cdots]\ T \in \mathcal{X}_i \subset \mathbb{R}^{n_x}$ denotes the state vector consisting of positions and velocities, $u_i \in \mathcal{U}_i \subset \mathbb{R}^{n_u}$ is the control input vector, $n_x$ and $n_u$ represent the dimension of the state variable and the control input variable, respectively, and $\mathcal{X}_i$ and $\mathcal{U}_i$ are the state and control space of the $i$th agent, respectively. In the discrete-time model, the subscript $|k$ means the corresponding variable at the $k$th timestamp for the agents. $f_i$ and $g_i$ are the nonlinear continuous-time and discrete-time dynamics models of the $i$th agent.

In this paper, we consider the Gaussian noise $\omega_i \in \mathbb{R}^{n_x}$ in the model of agents, i.e., $\omega_i \sim \mathcal{N}(0, W_i)$ with a diagonal covariance matrix $W_i \in \mathbb{R}^{n_x \times n_x}$. Due to the existence of probabilistic distribution of the initial state vector $x_{i|0}$, the initial state vector $x_{i|0} \in \mathcal{N}(\hat{x}_{i|0}, P_i)$, where $\hat{x}_{i|0}$ denotes the mean of the initial state vector, and $P_i$ is the covariance of the Gaussian distribution of the initial state vector.

In the following, we use the discrete-time dynamics model to illustrate our approach. In detail, the double-integrator dynamics equation is used to represent the dynamics of each agent, which can be described by

$$x_{i|k+1} = Ax_{i|k} + Bu_{i|k} + \omega \quad \text{(9)}$$

where

$$A = \begin{bmatrix} 1 & \tau_s & 0 \\ 0 & 1 & \tau_s \\ 0 & 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} \frac{1}{2} \tau_s^2 & 0 \\ 0 & \frac{1}{2} \tau_s^2 \\ \tau_s & 0 \\ 0 & \tau_s \end{bmatrix},$$

and $\tau_s$ denotes the sampling time interval of the agents.

B. Chance Constraints

In this paper, the agents aim to avoid the static obstacles and other agents simultaneously.

1) Collision Avoidance with Static Obstacles: We consider polygonal static obstacle regions, which all agents need to avoid effectively. A static obstacle region $O_{o}, \forall o \in \mathbb{N}_o$ is shown as the pink polygon in Fig. 2 and $\mathbb{N}_o$ denotes the set of all obstacles the agents need to avoid. Thus, for one static obstacle $O_o$, the feasible region of position variable $p_i$ should be the complement of the region $O_o$, which is represented as the green shadow region in Fig. 2. In detail, the feasible region of position variable is defined as a disjunction of linear constraints as follows:

$$O_o^0 \iff \bigcup_{n=1}^{n_o} A_{o,n}^T p_i \geq b_{o,n}, \quad (10)$$

where $A_{o,n}$ is the normal vector of the $n$th linear constraint, $b_{o,n}$ denotes the scalar corresponding to the $n$th linear constraint, the subscript ‘$n$’ denotes the index of the linear constraint with $n \in \{1, 2, \cdots , n_o\}$, and $n_o$ is the number of linear constraints defining the static obstacle region $O_o$. For example, the static obstacle $O_o$ in Fig. 2 is a quadrilateral, and thus $n_o = 4$ in this case.

![Fig. 2. Feasible region for the position vector (in green color).](image)

For multi-agent systems, the constraints related to the position vector $p_i$ for all agents can be formulated as

$$p_i \in \bigcap_{o \in \mathbb{N}_o} O_o^0, \quad \forall i \in \mathbb{N}_n, \quad (11)$$

where $\bigcap_{o \in \mathbb{N}_o} O_o^0$ denotes the composite feasible region for position state $p_i$. Here, (11) denotes the position vector $p_i$ of the $i$th agent should belong to the conjunction of all feasible regions $O_o, \forall o \in \mathbb{N}_o$ for all agents.

2) Velocity Obstacles Concerning Other Agents: Here, we use a velocity obstacle based method to achieve the collision-avoidance task. Thus, we can obtain the conic convex velocity obstacles that the agent should avoid. As we mentioned in Section II, the velocity obstacle $VO_{ij}$ for the agent $i$ induced by the agent $j$ is represented as the pink conic region as shown in Fig. 3. In this figure, the feasible region of the
constraints which form the conic velocity obstacle are the conjunction and disjunction of two linear constraints, respectively. In detail, \( VO_{ij} \) and \( VO^L_{ij} \) are defined as follows:

\[
VO_{ij} \iff \bigcap_{m \in \{1, 2\}} N^T_{ij,m} v_i \leq c_{ij,m}, \quad (12a)
\]

\[
VO^L_{ij} \iff \bigcup_{m \in \{1, 2\}} N^T_{ij,m} v_i \leq c_{ij,m}, \quad (12b)
\]

where \( N_{ij,m} \) denotes the normal vector of the two linear constraints which form the conic velocity obstacle \( VO_{ij} \) for the agent \( i \) induced by the agent \( j \), \( c_{ij,m} \) is the scalar corresponding to the \( m \)th linear constraint of \( VO_{ij} \), and the subscript \( \cdot_m \) denotes the index of the corresponding linear constraint of \( VO_{ij} \) with \( m \in \{1, 2\} \).

Hence, the collision-avoidance constraints can be described in a probabilistic manner. For the \( i \)th agent, the chance constraints can be expressed as

\[
\Pr \left( p_{ij,k} \in \bigcap_{o \in \mathbb{N}_o} O^o_k \right) \geq 1 - \epsilon_i, \quad (14a)
\]

\[
\Pr \left( v_{ij,k} \in \bigcap_{j \in \mathbb{B}_i} VO^L_{ij,k} \right) \geq 1 - \delta_i, \quad (14b)
\]

where \( \epsilon_i \) and \( \delta_i \) are the collision risk bound of the position vector \( p_i \) and velocity vector \( v_i \) for the \( i \)th agent, respectively. (14a) means the collision risk of \( p_i \) which belongs to the composite of the feasible regions is no less than \( 1 - \epsilon_i \), and (14b) represents the collision risk between the \( i \)th agent and its neighbors should not be less than \( 1 - \delta_i \).

### C. Distributed Collision-Avoidance Problem

Then, we can formulate the motion planning task for a stochastic multi-agent system as a distributed discrete-time chance-constrained optimization problem for each agent \( i \in \mathbb{N}_n \) on \( N \) prediction timestamps with a sampling time \( \tau_s \). The objective is to determine the optimal trajectories and control inputs for all agents, such that these agents can move from their initial states to the target states while maintaining the collision risk below the given risk bound. For each ego agent \( i \), given the position of the other agents \( p_j, \forall j \in \mathbb{B}_i \), the initial probabilistic state \( x^0_i \in \mathcal{N}(\hat{x}_{i|0}, P_{i|0}) \), the reference state vector \( x_{\text{ref},i} \) and the collision risk bounds \( \delta_i \) and \( \epsilon_i \), the distributed chance-constrained optimization problem for each agent is defined as

\[
\min_{x^{i|N}_{i|N-1}} \sum_{k=0}^{N-1} J_{i|k}(x_{i|k}, u_{i|k}) + J_{i|N}(x_{i|N}) \quad (15a)
\]

s.t. \( x_{i|k} = g_i(x_{i|k-1}, u_{i|k-1}) + \omega_{i|k-1} \) \( (15b) \)

\( \omega_{i|k-1} \sim \mathcal{N}(0, W_i) \) \( (15c) \)

\( x_{i|0} \sim \mathcal{N}(\hat{x}_{i|0}, P_{i|0}) \) \( (15d) \)

\[
\Pr \left( p_{ij,k} \in \bigcap_{o \in \mathbb{N}_o} O^o_k \right) \geq 1 - \epsilon_i \quad (15e)
\]

\[
\Pr \left( v_{ij,k} \in \bigcap_{j \in \mathbb{B}_i} VO^L_{ij,k} \right) \geq 1 - \delta_i \quad (15f)
\]

\[
x_{\min,i} \leq x_{i|k} \leq x_{\max,i} \quad (15g)
\]

\[
u_{\min,i} \leq u_{i|k} \leq u_{\max,i} \quad (15h)
\]

\( \forall k \in \mathbb{Z}_1 \), where (15a) contains two cost terms of states and control inputs, i.e., the cost-to-go term \( J_{i|k}(x_{i|k}, u_{i|k}) = \|x_{i|k} - x_{\text{ref},i|k}\|_{Q_i} + \|u_{i|k}\|_{R_i} \), and the terminal cost term \( J_{i|N}(x_{i|N}) = \|x_{i|N} - x_{\text{ref},i|N}\|_{Q_{i|N}} \), \( Q_i \) and \( R_i \) are weighting matrices to penalize the deviation from the reference states and the unnecessary large control inputs, respectively. (15g) and (15h) represent the limitation constraints of \( x_i \) and \( u_i \), and \( x_{\min,i}, x_{\max,i}, u_{\min,i}, u_{\max,i} \) are the lower bound and upper bound of state vector and control input vector for the \( i \)th agent.

Fig. 3. Feasible region for the velocity vector (in green color).

In multi-agent systems, we can obtain the composite velocity obstacles for the \( i \)th agent. Therefore, the collision-avoidance constraints can be formulated as

\[
v_i \notin \bigcup_{j \in \mathbb{B}_i} VO_{ij} \iff v_i \in \bigcap_{j \in \mathbb{B}_i} VO^L_{ij}, \quad (13)
\]

where \( \bigcup_{j \in \mathbb{B}_i} VO_{ij} \) denotes the composite velocity obstacles of the \( i \)th agent, \( \bigcap_{j \in \mathbb{B}_i} VO^L_{ij} \) represents the feasible region of velocity state \( v_i \), and \( \mathbb{B}_i \) means the set of neighbors of the \( i \)th agent. Here, (13) represents the velocity vector \( v_i \) of the \( i \)th agent should not belong to the composite velocity obstacles, which means \( v_i \) should be inside the complement of the composite velocity obstacles.

### 3) Chance Constraints of Static Obstacles and Velocity Obstacles:

Due to the existence of Gaussian noise in the state vector of agents, the predicted state vector is subject to the Gaussian distributions, i.e., \( x_{i|k} = \hat{x}_{i|k} + \omega_i | \mathcal{N}(\hat{x}_{i|k}, \Sigma_{i|k}) \), where \( \hat{x}_{i|k} \) and \( \Sigma_{i|k} \) denote the mean and covariance of state vector \( x_{i|k} \) at the timestamp \( k \) in the prediction horizon. As for the position and velocity vector \( p_{ij,k} \) and \( v_{ij,k} \), it is straightforward that \( p_{ij,k} = L_p x_{ij,k} \) and \( v_{ij,k} = L_v x_{ij,k} \), where \( L_p \) and \( L_v \) are used to extract the position vector \( p_i \) and velocity vector \( v_i \) from the state vector \( x_i \), respectively.
Remark 1. In Problem (15), the nonconvex chance constraints (15c) and (15f) are difficult to be addressed. The evaluation of a chance constraint needs to compute the integral of a multivariate Gaussian distribution on a nonconvex region; thus, it is hard to obtain a closed-form solution to the chance-constrained problem. Also, some approximation strategies like sampling may suffer from computational efficiency and raise approximation errors. Besides, the value of the integral is nonconvex for the decision variables, due to the existence of disjunctions in \( \bigcup_{j \in \mathbb{N}_o^c} VO_{ij} \) and \( \bigcup_{o \in \mathbb{N}_o} O_o \). Consequently, the optimization problem is generally intractable.

IV. PROBLEM TRANSFORMATION

In Problem (15), the collision-avoidance constraints regarding the static obstacles \( O_o, \forall o \in \mathbb{N}_o \) have the similar property with the collision-avoidance constraints of velocity obstacles \( VO_{ij} \) for other agents. Thus, in the following description, we use the transformation of the chance constraint (15f) as an example to demonstrate how we transform the probabilistic chance constraints as disjunctive deterministic constraints. As for (15c), its transformation is much simpler than that of (15f), because \( VO_{ij}^L \) may be time-variant during the prediction horizon; however, \( O_o^L \) is constant. The key difference between the transformation of the two constraints (15c) and (15f) lies in the difference in the number of linear constraints that formulate the velocity obstacles and static obstacles, respectively. In detail, the velocity obstacles are conic regions consisting of two linear bounds. The static obstacles are polyhedral regions formed by different numbers of linear bounds that depend on their specific shapes. Therefore, the distributed optimization problem for the demonstration that omits the chance constraints of static obstacles (15c) is defined as

\[
\begin{align*}
\min_{u_{ij}, N} & \quad \sum_{k=0}^{N-1} J_{ij}(x_{ij,k}, u_{ij,k}) + J_{ij,N}(x_{ij,N}) \\
\text{s.t.} & \quad (15b), (15c), (15d), (15f), (15g), (15h) \\
& \quad \forall k \in \mathbb{Z}_1^N. 
\end{align*}
\]

Since the difficulty in solving the optimization problem (16) lies in dealing with the probabilistic chance constraint (15f), we transform nonconvex probabilistic chance constraint into a set of individual deterministic chance constraints.

A. Analysis on Velocity Obstacle

The chance constraint of velocity obstacles (15f) means that the risk of collision with all neighbors for the \( i \)th agent should be less than \( \delta_i \); however, it is hard to handle it. Thus, we start to analyze one velocity obstacle \( VO_{ij,jk} \). All of the pertinent variables and their relationships are demonstrated in Fig. 4. The green shadow area in this figure represents the feasible region of \( v_{ij} \) for the \( i \)th agent to avoid the collision with neighbors \( B_i \).

Define the vector \( p_{ij,jk} := p_{ij} - p_{jk} \in \mathbb{R}^{n_p} \), where \( n_p \) is the dimension of the position vector, and the radius of the circle in Fig. 4 is given by \( r = r_i + r_j \). Then, the two angles between \( p_{ij,jk} \) and the two boundary lines of the collision cone \( CC_{ij,jk} \) are the angle \( \alpha_{ij,jk} \) and \( -\alpha_{ij,jk} \) respectively, where

\[
\alpha_{ij,jk} \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right], \quad \text{as shown in Fig. 4}
\]

It is straightforward that

\[
\sin \alpha_{ij,jk} = \frac{r}{\|p_{ij,jk}\|}, \quad \text{and} \quad \cos \alpha_{ij,jk} = \sqrt{1 - \sin^2 \alpha_{ij,jk}} = \frac{r}{\|p_{ij,jk}\|} - r^2/\|p_{ij,jk}\|^2.
\]

Thus, we can obtain the two tangent vectors \( T_{ij,1|k} \) and \( T_{ij,2|k} \) of the \( CC_{ij,jk} \), where

\[
T_{ij,1|k} = R(\alpha_{ij,jk})p_{ij,jk}, \quad T_{ij,2|k} = R(-\alpha_{ij,jk})p_{ij,jk},
\]

where \( R(\theta) \) is a rotation matrix to rotate a vector with the degree \( \theta \) in Euclidean space counterclockwise. Here, the tangent vectors \( T_{ij,1|k} \) and \( T_{ij,2|k} \) are obtained by rotating the vector \( p_{ij,jk} \) counterclockwise and clockwise with the degree of \( \alpha_{ij,jk} \), respectively, as shown in Fig. 4.

In addition, according to Fig. 4, we can also compute the normal vector \( N_{ij,1|k} \) by rotating the tangent vectors \( T_{ij,1|k} \) clockwise with the degree \( \pi/2 \). Meanwhile, another normal vector \( N_{ij,2|k} \) can be derived by rotating the tangent vectors \( T_{ij,2|k} \) counterclockwise with the degree \( \pi/2 \). Thus, \( N_{ij,1|k} \) and \( N_{ij,2|k} \) are defined by

\[
N_{ij,1|k} = R\left( -\frac{\pi}{2} \right) T_{ij,1|k}, \quad N_{ij,2|k} = R\left( \frac{\pi}{2} \right) T_{ij,2|k}.
\]

Besides, the velocity obstacle \( VO_{ij,ijk} \) can be obtained by translating the collision cone \( CC_{ij,jk} \) via the Minkowski sum \( VO_{ij,ijk} = CC_{ij,jk} \oplus v_{ijk} \). Therefore, the directions of two normal vectors of \( VO_{ij} \) are the same as the directions of two normal vectors of \( CC_{ij,jk} \).

The relationship between the velocity \( v_{ij,k} \) and the velocity obstacle \( VO_{ij,ijk} \) with respect to the \( j \)th agent is shown in Fig. 4. As aforementioned, the velocity \( v_{ij,k} \) satisfying the constraint \( v_{ij,k} \notin \bigcup_{j \in \mathbb{N}_o^c} VO_{ij,ijk} \) can result in a collision-free trajectory for the \( i \)th agent. Hence, the feasible region of \( v_{ij,k} \) is the complement of the velocity obstacle \( VO_{ij,ijk} \) regarding the \( j \) agent and can be represented as the green shadow region in Fig. 4. Hence, we can use the two linear constraints to represent the feasible region \( VO_{ij}^L \) that is represented as (12), in which the two scalars \( c_{ij,1|k} \) and \( c_{ij,2|k} \) of the two linear constraints can be given by

\[
c_{ij,1|k} = N_{ij,1|k} \cdot v_{ij,k}, \quad c_{ij,2|k} = N_{ij,2|k} \cdot v_{ij,k}.
\]
Therefore, we can rewrite the collision-avoidance chance constraint in velocity space, i.e., (14b), as

\[ \Pr \left( \bigcap_{j \in \mathcal{B}} \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \geq c_{ij,m} \right) \right) \geq 1 - \delta, \quad (20) \]

**Remark 2.** In addition to the probabilistic property of (20), another difficulty in handling (20) is that the disjunctions in (20) render the feasible region nonconvex.

**B. Propagation of Linear Gaussian Distribution**

As mentioned in Section III-A, we assume that the initial state is subject to a multivariate Gaussian distribution \( x_{i0} \in \mathcal{N}(\xhat_{i0}, P_{i0}) \). Besides, we also assume that the agent local dynamics are linear and there are Gaussian noises corresponding to model uncertainty and disturbances. Thus, the distribution of the future state is also subject to a Gaussian distribution, i.e., \( \Pr(x_{ij}|u_{i0}, u_{i1}, \cdots, u_{ik-1}) \sim \mathcal{N}(\xhat_{ij}, \Sigma_{ij}) \). Based on the recursive linear system dynamics, the distribution of the future state can be calculated by

\[ \xhat_{ij} = \sum_{l=0}^{k-1} A_{i}^{k-l-1} B u_{ijl} + A_{i}^{k} x_{ij0} \]

\[ \Sigma_{ij} = \sum_{l=0}^{k-1} A_{i}^{l} W_{i}(A_{i}^{T})^{l} + A_{i}^{k} P_{i0}(A_{i}^{T})^{k}. \]

**Remark 3.** According to (21a), the mean of the future state \( \xhat_{ij} \) at the timestamp \( k \) in the prediction horizon is linear in the control inputs \( u_{i0}, u_{i1}, \cdots, u_{ik-1} \). Besides, the covariance of the future state \( \Sigma_{ij} \) is not a function of the control inputs \( u_{i0}, u_{i1}, \cdots, u_{ik-1} \), which means that the covariance during prediction is known for a given initial state covariance \( P_{i0} \) and given noise covariance \( W_{i} \).

**C. Risk Bound of Disjunctive Constraints**

In order to determine the probabilistic chance constraints in a deterministic manner, the following lemmas are introduced.

**Lemma 1.** A chance constraint on a single-variate Gaussian random variable \( x \sim \mathcal{N}(\mu, \sigma^2) \) with fixed variance but varying mean can be translated into a deterministic constraint as

\[ \Pr(x < \mu) \leq \delta \iff u \geq \eta, \]

where \( \delta \) is the predefined risk bound, and \( \eta \) is given by

\[ \eta = \sqrt{2} \sigma \operatorname{erf}^{-1}(1 - 2\delta), \]

and the error function \( \operatorname{erf} \) is defined as

\[ \operatorname{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt. \]

**Lemma 2.** Given any matrix \( A \) and scalar \( b \), for a multivariate random variable \( X(t) \) corresponding to the mean \( \mu(t) \) and covariance \( \Sigma(t) \), the chance constraint related to the predefined allowable collision risk bound \( \delta \) is defined as

\[ \Pr \left( A^T X(t) < b \right) \leq \delta, \quad (23) \]

which is equivalent to a deterministic linear constraint

\[ A^T \mu(t) - b \geq \eta(\delta), \quad (24) \]

where

\[ \eta(\delta) = \sqrt{2A^T \Sigma(t)A \operatorname{erf}^{-1}(1 - 2\delta)}. \]

**Theorem 1.** Given \( x_{ij} \sim \mathcal{N}(\xhat_{ij}, \Sigma_{ij}) \) and \( v_{ij} = L_{ij} x_{ij} \), the probabilistic chance constraint (20) holds only if

\[ \bigcap_{j \in \mathcal{B}} \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \geq c_{ij,m} \right) \]

\[ \geq 1 - \sum_{j \in \mathcal{B}, m \in \{1,2\}} \delta_{ij,m} \]

where

\[ g_{ij,m}(\delta) = \sqrt{2N_{ij,m}^T L_{ij} \Sigma_{ij} L_{ij}^T N_{ij,m} \operatorname{erf}^{-1}(1 - 2\delta)}. \]

**Proof.** It is evident that for any two events \( A \) and \( B \), the probability of occurrence of event \( A \) and event \( B \) simultaneously is equal to

\[ \Pr(A \cap B) = 1 - \Pr(A^C \cup B^C). \]

Besides, the probability of occurrence of the complement of event \( A \) or event \( B \). Thus, we have

\[ \Pr \left( \bigcap_{j \in \mathcal{B}} \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \geq c_{ij,m} \right) \right) \]

\[ = 1 - \Pr \left( \bigcup_{j \in \mathcal{B}} \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \leq c_{ij,m} \right) \right). \]

On the other hand, for any two events \( A \) and \( B \), the probability of occurrence of events \( A \) and \( B \) simultaneously fulfills

\[ \Pr(A \cap B) \leq \Pr(A), \quad \Pr(A \cap B) \leq \Pr(B). \]

Hence, for any number of events \( A_i \), we can derive that

\[ \Pr \left( \bigcap_i A_i \right) \leq \sum_i \Pr(A_i), \quad (29) \]

According to (29) and (31), we can obtain that

\[ \Pr \left( \bigcap_{j \in \mathcal{B}} \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \geq c_{ij,m} \right) \right) \]

\[ \geq 1 - \sum_{j \in \mathcal{B}, m \in \{1,2\}} \Pr \left( \bigcup_{m \in \{1,2\}} \left( N_{ij,m}^T v_{ij} \geq c_{ij,m} \right) \right) \]

\[ \geq 1 - \sum_{j \in \mathcal{B}} \left( \Pr(N_{ij,1}^T v_{ij} \geq c_{ij,m}) \right). \]
Notice that \( v_{ijk} = L_v \hat{x}_{ijk} \), where \( L_v \) is used to extract the velocity vector \( v_{ijk} \) from the state vector \( x_{ijk} \) for the \( i \)th agent at the timestamp \( k \). Based on Lemma 2, we can derive that
\[
N_{ij,m}[k]L_v\hat{x}_{ijk} - c_{ij,m}[k] \geq g_{ij,m}(\delta_{ij,m}[k]) \\
\Rightarrow \Pr(N_{ij,m}[k]v_{ijk}[k] < c_{ij,m}[k] \leq \delta_{ij,m}[k]) \\
c_{ij,m}[k] - N_{ij,m}[k]L_v\hat{x}_{ijk} \geq g_{ij,m}(\delta_{ij,m}[k]) \\
\Rightarrow \Pr(N_{ij,m}[k]v_{ijk}[k] > c_{ij,m}[k] \leq \delta_{ij,m}[k]).
\]
(32)
Therefore, we can obtain the two conditions, i.e., (25a) and (25b). Hence, there exists \( \hat{n} \) such that
\[
\sum_{j \in B_i} \Pr\left(N_{ij,m}[k]\hat{v}_{ijk}[k] \leq c_{ij,m}[k]\right) \leq \sum_{j \in B_i} \delta_{ij,m}[k] \leq \delta_i.
\]
(33)
Thus, the proof is completed. \( \square \)

In Theorem 1, the parameter \( \delta_{ij,m}[k] \) represents the risk allocating to each of the chance constraints with respect to the \( j \)th agent at the timestamp \( k \). Besides, there exists \( m \in \{1, 2\} \) such that at least one of the linear constraint \( N_{ij,m}[k]L_v\hat{x}_{ijk} - c_{ij,m}[k] \geq g_{ij,m}(\delta_{ij,m}[k]) \) is activated. By ensuring the inequality (25b), the overall collision risk for the \( i \)th agent can be guaranteed to be no greater than \( \delta_i \). For simplicity, we define
\[
h_{ij,m}(\hat{x}_{ijk}) = N_{ij,m}[k]L_v\hat{x}_{ijk} - c_{ij,m}.
\]
(34)
According to Theorem 1, we can transform the original probabilistic collision-avoidance chance constraint concerning other agents, i.e., (15f), as deterministic disjunctive constraints. Thus, the optimization problem (16) can be transformed as
\[
\min_{x_{ij,N}, u_{ij,0:N-1}} \sum_{k=0}^{N-1} J_k(x_{ij,k}, u_{ij,k}) + J_{i|N}(x_{i|N})
\]
subject to
\[
\begin{align}
& \sum_{j \in B_i} h_{ij,m}(\hat{x}_{ijk}) \geq g_{ij,m}(\delta_{ij,m}[k]) \quad (35a) \\
& \sum_{j \in B_i} \delta_{ij,m}[k] \leq \delta_i \quad (35b) \\
& \delta_{ij,m}[k] \geq 0, \forall j \in B_i, \forall m \in \{1, 2\} \quad (35c) \\
& \forall k \in Z_1^N.
\end{align}
\]
Note that \( \delta_{ij,m}[k], \forall j \in B_i, \forall m \in \{1, 2\} \) is introduced as an optimization variable in Problem (35), which should satisfy (35a), (35b), and (35c).

Corollary 1. Any feasible solution to Problem (35) is a feasible solution to Problem (16).

Proof. Theorem 1 shows that the constraints, (35a), (35b) and (35c), indicate the complete probabilistic chance constraint (15f). All other constraints are identical between Problem (35) and Problem (16), which completes the proof. \( \square \)

According to Corollary 1, the optimal sequence of control inputs computed by solving Problem (35) is feasible for the original optimization problem, i.e., Problem (16), and we can address the problem (16) by solving Problem (35), which is a disjunctive program [23]. However, due to the introduction of variable \( \delta_{ij,m}[k] \), the computation time to solve Problem (35) could be high. Hence, we introduce a technique by setting \( \delta_{ij,m}[k] \) fixed to decrease the computation time substantially for real applications, i.e., setting \( \delta_{ij,m}[k] \) be fixed and equal for all \( j, m \), which means
\[
\delta_{ij,m}[k] = \frac{\delta_i}{2|B_i|},
\]
(36)
where \( |B_i| \) denotes the number of elements in the set \( B_i \) and the value 2 denotes the number of elements in the set \( \{1, 2\} \). In this case, the conditions (25a) and (25b) are satisfied. Thus, we can formulate an optimization problem as
\[
\begin{align}
& \min_{x_{ij,N}, u_{ij,0:N-1}} \sum_{k=0}^{N-1} J_k(x_{ij,k}, u_{ij,k}) + J_{i|N}(x_{i|N}) \\
& \text{s. t.} \quad (15b), (15c), (15d), (15g), (15h) \\
& \quad \bigcup_{j \in B_i} \bigcup_{m \in \{1, 2\}} h_{ij,m}(\hat{x}_{ijk}) \geq g_{ij,m}(\delta_{ij,m}[k]) \\
& \quad m \in \{1, 2\}, \forall k \in Z_1^N.
\end{align}
\]
(37a)
Obviously, the optimization problem (37) simplifies Problem (35) by setting the optimization variable \( \delta_{ij,m}[k] \) in (35) as a fixed and equal value. The feasible set of Problem (35) contains the feasible set of Problem (37); thus, Problem (37) provides an upper bound to the optimal cost of Problem (35).

Corollary 2. A solution to Problem (37) is a feasible solution to Problem (35), and also a feasible solution to Problem (16).

Proof. The proof of Corollary 1 is similar to that of Corollary 1 and thus it is omitted. \( \square \)

V. PROBLEM SOLVING

So far, Problem (35) can be simplified as Problem (37) by using the \( \delta_{ij,m}[k] \) setting technique to improve the computational efficiency. The two optimization problems are disjunctive programming problems. A general disjunctive program can be transformed as an equivalent optimization problem by introducing binary variables; thus, a mixed-integer programming problem can be formulated. The mixed-integer programming has been well studied and can be addressed by many highly optimized software [24]. In summary, Problem (35) is the resulting optimization problem with disjunctive convex constraints (35a), and the risks \( \delta_{ij,m}[k] \) should satisfy (35b) and (35c). Further, the mixed integer programming problem is transformed as
\[
\begin{align}
& \min_{x_{ij,N}, u_{ij,0:N-1}} \sum_{k=0}^{N-1} \|x_{ijk+1} - x_{ref,ijk+1}\|^2 + \|u_{ijk}\| R, \\
& \text{s. t.} \quad (15b), (15c), (15d), (15g), (15h), (35b), (35c) \\
& g_{ij,m}(\delta_{ij,m}[k]) - h_{ij,m}(\hat{x}_{ijk}) \leq M (1 - z_{ij,m}[k]) \\
& \sum_{m=1}^{2} z_{ij,m}[k] \geq 1 \\
& z_{ij,m}[k] \in \{0, 1\} \\
& \forall k \in Z_1^N, \forall j \in B_i, \forall m \in \{1, 2\},
\end{align}
\]
(38a)
(38b)
(38c)
(38d)
where $M$ is a large enough positive constant, $z_{ij,m|k}$ denotes the binary variables. The value of the binary variable $z_{ij,m|k}$ in (38b) determines whether the corresponding linear constraint is activated or not, and (38c) guarantees that at least one constraint in each disjunction is imposed, as required. Therefore, the solution of the mixed-integer programming, i.e., (38), can guarantee that the collision risk between the ego agent $i$ and all the other agents $\forall j \in \mathbb{B}_i$ is less than the risk bound $\delta_i$. Note that the variable $\delta_{ij,m|k}$ should be set as the fixed value $\frac{\delta}{2|\mathbb{B}_i|}$ when solving Problem (37).

As for the collision avoidance with static obstacles, the transformation is similar. The probabilistic chance constraints of static obstacles can be transformed into disjunctive deterministic constraints, and then, be transformed into mixed-integer constraints by introducing the binary variables. Therefore, the related mixed integer constraints with respect to the avoidance of static obstacles can be generated similarly.

A. Problem Setting

During the robust motion planning process, we utilize the geometric information of velocity obstacles $VO_{ij|k}$, which requires the position and velocity information of the agents at the timestamp $k$ in the prediction horizon. However, the position and velocity information of agents $p_{ij|k}$ and $v_{ij|k}$ is hard to collect in the distributed method. A normal solution is to assume that the position and velocity $p_{\psi_{ij|k}}$ and $v_{\psi_{ij|k}}$ keep unchanged during the prediction horizon $k \in \mathbb{Z}_N^T$, which could incur the weak performance and produce a solution which is far from the optimal one. Thus, we need to use the time-variant information of $p_{\psi_{ij|k}}$ and $v_{\psi_{ij|k}}$ at the timestamp $k$ in the prediction horizon to construct the velocity obstacle $VO_{ij|k}$.

In our setting, the predicted states $x_{\psi_{ij|k}}$ at current running step $t$ could be obtained through the assumption that the velocity of the agents remains fixed in the prediction horizon $k \in \mathbb{Z}_N^T$. An agent can infer the predicted states of its neighbors by just observing the current state of neighbors; thus, communication among agents is not necessary for this setting.

Remark 4. Compared with the existing velocity obstacle method, our proposed method could be smoother owing to the MPC scheme, because the velocity obstacle method assumes the instantaneous velocity changes for the agents [12]. Besides, the velocity obstacle method requires the design of the preferred velocity, which an agent would take in the absence of other agents or obstacles and could be chosen manually or by some external algorithms [14]. However, this design regarding the preferred velocity is not required in our proposed method, which makes our approach favorable in real applications.

VI. RESULTS

This section describes the implementation of the proposed method, and the effectiveness of the method is evaluated by simulations. All the relevant parameters of the simulation are shown in Table I in the Appendix. Here, we add the Gaussian noise to the states of agents model, and the added noise is zero mean with the covariance $W_i$. All of the simulations are implemented in Python 3.7 environment on a PC with Intel i5 CPU@3.30 GHz.

A. Multi-agent Systems Motion Planning w/o Static Obstacles

In this simulation, there are 20 agents which need to reach their desired target positions. The means of initial positions of the 20 agents are uniformly located on a circle with a radius of 10 m. In this task, all agents’ initial and target positions are symmetric along with the origin, i.e., both the $x$ and $y$ axis. For example, an agent whose mean of initial position is $(10, 0)$ m is required to reach its desired destination (-10, 0) m. All agent are represented by a circle with radius $r_i = 0.1$ m and different colors. The prediction horizon $N$ is set as $N = 25$, and the number of running steps is $t_{run} = 12.5$ s. The risk bound is $\delta_i = 0.1$. Fig. 5 shows the snapshots of these agents in six different timestamps. According to this figure, we can observe that all agents can successfully arrive at their desired target positions without colliding with other agents.

Fig. 5. Snapshots of collision-free motions of 20 agents in six different timestamps.
time with an increasing number of agents moving across the origin circle. In this case, similarly, all agents’ initial positions and target positions are symmetric along with the origin. The prediction horizon is set as $N = 10$. Based on Fig. 7, it is straightforward to observe that the computational time increases with the number of agents increasing.

In order to show the effectiveness of our proposed method, the map, as shown in Fig. 8, is designed to be used as an application environment. This map in this figure is challenging for chance-constrained motion planning methods, since there is a narrow corridor when the agent passes from the initial position $(0, 0)$ m to the target position $(0, 10)$ m. The initial and target positions are shown as the orange and blue circles with a radius of the agent radius $r = 0.2$ m, respectively. Fig. 8 shows an example of the trajectories planned by our method with $\epsilon_i = 0.01$, represented by the orange line. The prediction horizon is set as $N = 20$. For this demonstrated trajectory in Fig. 8, it is obvious that our proposed method can plan collision-free trajectories for all agents successfully. Besides, the value of the risk bounds $\delta_i$ and $\epsilon_i$ will significantly influence the resulting trajectory of the agent. Fig. 9 presents the planned trajectories of the agent with different risk bound value $\epsilon_i$, which is chosen as $0.1$, $0.01$, $0.001$, respectively. According to this figure, we can observe that the planned trajectory becomes more conservative with the predefined collision risk bound $\epsilon_i$ decreasing. Note that a small risk bound $\epsilon_i$ means a smaller allowable collision risk. Thus, we can derive that the value of risk bound will influence the conservatism of the planned trajectory, and a proper collision risk bound can balance conservatism and performance.

**B. Comparison with Velocity Obstacle Method**

In this section, we compare the performance of our proposed method and the pure velocity obstacle method, which is abbreviated as VO in the following text. The prediction horizon of our method is set as $N = 20$, and the radius of the agent is set as $r_i = 0.2$ m. The risk bound is $\delta_i = 0.1$. Here, 4 agents are utilized to achieve the robust motion planning task. The 4 agents are initially located at a circle with a radius of 4 m. In this task, all 4 agents are required to reach their desired destinations which are centrosymmetric to the initial positions. For example, the initial and target positions of the green agent are set as $(4, 0)$ m and $(-4, 0)$ m, respectively. The trajectories of the 4 agents by using the are illustrated in Fig. 10. Both methods can navigate agents to reach their desired destinations without collision. However, our method could provide more smoother trajectories than the VO method. Fig. 11 demonstrates the change of velocities of one agent (randomly chosen from the 4 agents) with running step $t$ changing. According to this figure, the volatility of the velocity
\( v_i \) is much smoother than that using the velocity obstacle method. Note that the velocity limitation is set as [-10, 10] m/s.

In our proposed method, we set the control inputs, i.e., acceleration in \( x \)- and \( y \)-dimension, should be confined into the range [-10, 10] m/s\(^2\). However, as for the VO method, the control inputs are the command velocities, which means the VO method is just suitable for agents with no dynamics or a single-integrator dynamics model, instead of double-integrator dynamics. Thus, our proposed method also outperforms the VO method by considering the model of complex dynamics. The resulting control inputs also remain smooth since there are cost terms regarding the penalization of control inputs in our distributed motion planning method.

Fig. 10 is used to show the computational efficiency of our proposed method, compared with the VO method. This figure demonstrates the computing time of our proposed method and velocity obstacle method in each running step. Unfortunately, the VO method could generate a feasible and collision trajectory in a shorter time compared with our method, even though the trajectory of the VO method is highly nonsmooth.

The relationship between the computing time and the number of agents is demonstrated in Fig. 13. For each number of agents, there are 20 random trials using the two methods; thus, the average computing time can be derived over all agents and all executions. Based on this figure, we can observe that the average computing time for the two methods increases with the number of agents increasing. Nevertheless, the increasing rate is different between the two methods. The average computational time of our proposed method rises faster than that of the velocity obstacle method. Thus, our proposed method will be more time-consuming compared with the VO method; nevertheless, the quality of resulting trajectories planned by our method is much higher than that of the VO method.

C. Comparison with Position-Based MPC Method

In this section, we show the comparison results of our proposed method and the MPC method that achieve the motion planning in position space. Different from our proposed motion planning method that takes the probabilistic chance constraints of velocity obstacles to avoid a collision in velocity space, the MPC method takes \( \| p_i - p_j \| \geq d_{safe} \) as collision-avoidance constraints to achieve the motion planning in position space. This MPC method is a well-applied collision-avoidance method and has been presented in many research works \([17], [25]\). In the following text, we abbreviate the MPC method in position space as PB-MPC for conciseness. All parameters in the PB-MPC method are set as the same value as in our method, and the \( d_{safe} \) in the PB-MPC method is set as \( 2r_i = 0.4 \) m.

The simulation task in this section is similar to the task in Section VI-B. The number of agents is set as 6. The risk bound is \( \delta_i = 0.1 \). The trajectories of the 6 agents generated by the PB-MPC and our method are illustrated in Fig. 14. The initial positions of the 6 agents are represented by 6 circles with different colors. The radius of these circles in Fig. 14 is equal to the agent radius \( r_i = 0.2 \) m. According to this figure, both methods can navigate agents to reach their desired destinations without collision. However, it is straightforward that the resulting trajectories of our proposed method are much smoother than the trajectories of the PB-MPC method. Fig. 15 demonstrates the change of velocities of one agent (randomly chosen from the 4 agents) with running step \( t \) changing. The
fluctuation around time interval [2, 4] s indicates that the agent changes its velocity to avoid a collision with its neighbors. According to Fig. 15, the volatility of the velocity $v_i$ is much smoother than that of the PB-MPC method. The change of control inputs with the running step of the two methods is illustrated in Fig. 16. Here, the control inputs should be confined into the desired range [-10, 10] m/s$^2$. Obviously, our proposed method could derive a smoother sequence of control inputs compared with the PB-MPC method.

In addition, we compare the results of our method under three different levels of measurement noise $\frac{1}{2}W_i$, $W_i$, and $4W_i$ with the PB-MPC method. The minimum distance between each pair of agents and the success rate are treated as the safety metrics. Since the radius of agents is 0.2 m, the minimum safety distance without collision should be $2r_i = 0.4$ m. The comparison results are shown in Table I. Besides, due to a tighter bound of collision risk approximation, our method can keep a larger minimum distance while running under the same noise level, compared with the PB-MPC method. Also, with a larger noise level, our proposed method maintains the success rate of 100%, but the success rate of PB-MPC decreases from 91% to 78%. According to Table I, we can observe that our proposed method achieves higher safety performance compared with the PB-MPC method.

**Fig. 14.** Trajectories of the 6 agents using the two methods.

**Fig. 15.** Velocities of one of the agents using the two methods (the agent is chosen randomly).

**Fig. 16.** Control inputs of one of the agents using the two methods (the agent is chosen randomly).

**Fig. 17.** Average computing time using the two methods at each running step.

**Fig. 18.** Average computing time using the two methods regarding different number of agents.

According to Fig. 17, we can observe that the average computing time of our proposed method is always smaller than that of the PB-MPC method. Fig. 18 presents the change of average computing time per agent with respect to different number of agents. Obviously, the average computing time increases with the number of agents increasing for both methods. Nevertheless, the increasing rate is different between the two methods. The average computational time of our proposed method increases slower than that of the PB-MPC method.

**VII. CONCLUSION**

In this paper, a velocity obstacle based risk-bounded robust motion planning method is proposed for stochastic multi-agent systems. In this method, the disturbance, noise, and model uncertainty are considered to enhance the robustness of this
method. A chance-constrained MPC problem is formulated based on the feasible region of velocity vector provided by the velocity obstacles method. The feasible collision-free regions of the ego agent’s velocity vector and position vector are derived and formulated as probabilistic collision constraints. Hence the proposed method plans the trajectories at the velocity space to avoid collisions with other agents or moving obstacles; and thus, the quality of resulting trajectories and computational efficiency is certainly improved. The introduction of chance constraints also guarantees the appropriate bound of potential collision risk during the robust motion planning process for the stochastic system. Several simulation scenarios for multiple agents are employed to validate the effectiveness and efficiency of our proposed methodology.

APPENDIX

Table II shows the value of all parameters in simulation.

| Meaning                  | Notation | Value     | Unit |
|--------------------------|----------|-----------|------|
| Radius                   | $r_i$    | 0.2       | m    |
| Sampling time            | $\tau_s$ | 0.05      | s    |
| Running steps            | $t_{\text{run}}$ | 5         | s    |
| State weighting matrix   | $Q_i$, $Q_{11}$ | diag(10, 10, 0.1, 0.1), diag(10, 10, 0, 0) | -   |
| Weighting matrix         | $R_i$    | diag(0.1, 0.1) | -   |
| Minimum states           | $\sigma_{\text{min},i}$ | $[-\infty - \infty - 10 - 10]^T$ | m, m/s |
| Maximum states           | $\sigma_{\text{max},i}$ | $[\infty \infty 10 10]^T$ | m, m/s |
| Minimum inputs           | $u_{\text{min},i}$ | $[-10 - 10]^T$ | m/s² |
| Maximum inputs           | $u_{\text{max},i}$ | $[10 10]^T$ | m/s² |
| Noise covariance         | $W_i$    | diag(1e-4, 1e-4, 1e-2, 1e-2) | -   |
| Noise covariance         | $P_i$    | diag(1e-6, 1e-6, 1e-6, 1e-6) | -   |
| Constant scalar          | $M$      | 1e4       | -    |
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