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Abstract

We discover restrained numerical instabilities in current training practices of deep networks with stochastic gradient descent (SGD), and its variants. We show numerical error (on the order of the smallest floating point bit and thus the most extreme or limiting numerical perturbations induced from floating point arithmetic in training deep nets can be amplified significantly and result in significant test accuracy variance (sensitivities), comparable to the test accuracy variance due to stochasticity in SGD. We show how this is likely traced to instabilities of the optimization dynamics that are restrained, i.e., localized over iterations and regions of the weight tensor space. We do this by presenting a theoretical framework using numerical analysis of partial differential equations (PDE), and analyzing the gradient descent PDE of convolutional neural networks (CNNs). We show that it is stable only under certain conditions on the learning rate and weight decay. We show that rather than blowing up when the conditions are violated, the instability can be restrained. We show this is a consequence of the non-linear PDE associated with the gradient descent of the CNN, whose local linearization changes when over-driving the step size of the discretization, resulting in a stabilizing effect. We link restrained instabilities to the recently discovered Edge of Stability (EoS) phenomena, in which the stable step size predicted by classical theory is exceeded while continuing to optimize the loss and still converging. Because restrained instabilities occur at the EoS, our theory provides new insights and predictions about the EoS, in particular, the role of regularization and the dependence on the network complexity.1
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1. Introduction

Deep learning is standard practice in a number of application areas including computer vision and natural language processing. However, the practice has outpaced the theory. Theoretical advances in deep learning could improve practice, and could also speed the adoption of the technology in e.g., a number of safety-critical application areas.

In this paper, we discover a phenomenon of restrained instabilities in current deep learning training optimization. Numerical instabilities are present but are restrained so that there is no full global divergence, but these restrained instabilities still cause tiny numerical finite precision errors to amplify, which leads to significant variance in the test accuracy. We introduce a theoretical framework using tools from numerical partial differential equations (PDE) to provide insight into the phenomena and analytically show how such restrained instabilities can arise as a function of learning rate and weight decay for CNN models. We show that such restrained instabilities arise from over-driving the theoretically predicted learning rate (from PDE stability analysis) of certain non-linear PDEs. Further more, we relate the phenomenon of restrained instabilities to the recently discovered phenomenon of the Edge of Stability (EoS) (Cohen et al., 2021), in which it is empirically noted that deep learning training through gradient descent often happens at learning rates beyond the stability limit predicted by classical optimization theory, suggesting new theory is needed to understand deep learning optimization. Our theory thus provides insight into EoS from a PDE perspective, and also makes new predictions beyond what is currently known theoretically about EoS. Our study is a step toward principally choosing learning rates in deep network training and a step toward understanding and constructing deep learning optimization methods from the perspective of numerical conditioning and PDEs.

In deep learning practice, it is well known that large learning rates can cause divergence and small learning rates can be slow and cause the optimization to be stuck at high training error (Bengio, 2012; Goodfellow et al., 2016). Learning rates and schedules are often chosen heuristically to address this trade-off. On the other hand, in numerical PDEs, there is a mature theory for choosing the learning rate (Trefethen, 1996) or step size for discrete schemes for solving PDEs. There are known conditions on the step size (e.g., the Courant-Friedrichs-Lewy (CFL) condition (Courant et al., 1967)) to ensure that the resulting scheme is stable and converges. These methods would thus be natural to study learning rate schemes for training deep networks with SGD, which in the continuum limit is a PDE. However, to the best of our knowledge, numerical PDEs have not been applied to this domain. This might be for two reasons. First, the complicated structure of deep networks with many layers and non-linearities makes it difficult to apply these analytic techniques. Second, the stochastic element of SGD complicates applying these techniques, which primarily do not consider stochastic elements. While we do not yet claim to overcome all these issues, we do show the relevance of PDE analysis in analyzing training of deep networks with SGD, which gives promise for further developing this area.

Our particular contributions are: 1. We found convincing evidence of and thus discovered the presence of restrained numerical instabilities in standard training practices for deep neural networks. 2. We show that this results in inherent floating points arithmetic errors.
having divergence effects on the training optimization that are even comparable to the divergence due to stochastic variability in SGD. 3. We present and study the gradient (and accelerated gradient) descent of a simplified CNN model and multi-layer extensions, which allows us to exploit numerical PDE analysis, in order to offer an explanation on how these instabilities might arise. We show in particular that restrained instabilities arise from over-driving the learning rate or step size of certain non-linear PDE beyond their CFL limits. 4. We demonstrate that restrained instabilities are likely to occur at the Edge of Stability (EoS), and thus our theory sheds new insight into the EoS, in particular, how this phenomenon might arise in (multi-layer) CNNs. Our theory also makes new predictions about EoS, in particular, the role of regularization and how such instabilities are more likely to arise in larger multi-layer networks.

These insights suggest to us that the learning rate should be chosen adaptively over localized space-time regions of the weight tensor space in order to ensure stability while not compromising speed. While we understand this is a complex task, without a simple solution, our study motivates the need for investigating such challenging strategies. We note that the subject of training instabilities has been of recent interest to practitioners (Chowdhery et al., 2022; Zhang et al., 2022) in training language models with billions of parameters. Mitigation of these instabilities is desired and no convenient solution exists. Such practical applications motivate the need for a theoretical framework for understanding instabilities in deep networks, which could result in the design of new practical adaptive methods ensuring stability. Note there are a number of heuristically driven methods for adaptive learning rates (e.g., (Duchi et al., 2011; Zeiler, 2012, Kingma and Ba, 2014, Bengio, 2015; Luo et al., 2019)), but they do not address numerical stability. In fact, we empirically show training through Adam (Kingma and Ba, 2014) also exhibits restrained instability.

2. Related Work

As stated earlier, we are not aware of related work in applying numerical PDE analysis to study stability and choice of learning rates of deep network training 3. There have been works on studying the convergence of SGD and learning rates (e.g., (Latz, 2021; Rakhlin et al., 2011; Toulis et al., 2016)), but they are often based on convexity and Lipschitz assumptions that could be difficult to apply to deep networks.

More broadly, although not directly related to our work, there has been a number of recent works in connecting PDEs with neural networks for various end goals (see (Weinan et al., 2020, Karniadakis et al., 2021; Burger et al., 2021) for detailed surveys). For example, applying neural networks to solve PDEs (Sirignano and Spiliopoulos, 2018; Chen et al., 2018; Long et al. 2018; Khoo et al. 2021; Han et al. 2018), and interpreting the forward pass of neural networks as approximations to PDEs (Ruthotto and Haber, 2020; Haber and Ruthotto 2017, Weinan, 2017). Since SGD can be interpreted as a discretization of a PDE, PDEs also play a role in developing optimization schemes for neural networks (Chaudhari and Soatto, 2018. Chaudhari et al., 2018; Wilson et al., 2016; Osher et al., 2018; Lao et al., 2020; Sundaramoorthi and Yezzi, 2018; Sun et al. 2021).

3. In deep learning, “stability” often refers to vanishing/exploding gradients, network dynamics, or model robustness. These topics are different from the numerical stability of the training optimization studied in this paper.
Despite various methods (Defazio et al., 2014; Johnson and Zhang, 2013; Lei et al., 2017) proposed to reduce the variance of final accuracy induced by the stochastic gradient, we find quite surprisingly that even if all random seeds in optimization are fixed, variance induced by epsilon-small numerical noise (perturbing only the last floating point bit) and hence floating point arithmetic is nevertheless greater or similar to variance across independent trials (see Table 1). This observation potentially indicates that numerical stability is a critical but long-ignored factor affecting neural network optimization.

There has been work on training deep networks using limited numerical precision (e.g., half precision) (Courbariaux et al., 2014; Gupta et al., 2015). The purpose of these works is to introduce schemes to retain accuracy, which is well known to be reduced significantly when lowering precision to these levels. Different from this literature, we show an unknown fact: errors just in the last bit of floating point representations result in significant divergence. This is to provide evidence of numerical instability resulting from learning rate choices.

Recently, the PDE-based theory for numerical stability introduced in this paper was applied to study and stabilize the training of Neural Implicit Models, i.e., neural networks that represent geometric objects (e.g., surfaces) that are now heavily used in computer vision and computer graphics Yang et al. (2024).

**Edge of Stability (EoS):** Since the publication of our conference version (Sun et al., 2022), we discovered a link between restrained instabilities and a recently discovered phenomena called the Edge of Stability (EoS) (Cohen et al., 2021), and thus our theory sheds insight into EoS. In (Cohen et al., 2021), it is reported empirically that training of deep networks through gradient descent (GD) does not obey predictions from classical optimization theory. Classical theory predicts that optimization is stable when the sharpness (maximum eigenvalue of the Hessian) is less than $2/\text{lr}$ (where lr is the learning rate). However, GD of deep networks increases its sharpness to above $2/\text{lr}$ and then oscillates slightly above this value. This suggests a new theory is needed and hence several works aim to provide a theory (Jastrzebski et al., 2020; Ma et al., 2022; Ahn et al., 2022; Damian et al., 2022; Li et al., 2022). Note that Wu et al. (2018) first discovered that GD converges to the local minima with sharpness close to $2/\text{lr}$.

(Ahn et al., 2022) suggests that this could arise from (non-linear) activations, and motivate this by looking at a quadratic function followed by a tanh. It is shown that GD can unstably converge to a stable set. Further, a relation between loss minimization and oscillations in GD is given to explain the overall decrease of the loss. In (Arora et al., 2022), the EoS is attributed to an implicit bias of GD in general. Analysis is provided for GD of the square root of loss and normalized GD; it is shown that there are two phases, one that tracks gradient flow (and sharpness increases to $2/\text{lr}$) and the second that oscillates around the minimum loss manifold. The analysis is limited around the minimum loss manifold, and analyzing EoS for GD on the original loss is future work and would probably require the use of specific properties of the loss the authors state. (Damian et al., 2022), analyzes GD of the loss itself and attributes EoS to an implicit bias of GD called self-stabilization. They show that as GD blows up due to the sharpness exceeding $2/\text{lr}$, self-stabilization decreases the sharpness, which is shown through a third-order Taylor approximation of the loss that relates to the sharpness gradient.

Despite attributing EoS to general properties of GD (Arora et al., 2022; Damian et al., 2022), understanding what specifics of training neural networks contributes to EoS is needed.
To this end, there has been work to understand EoS on simple examples exhibiting properties of neural networks. For example, in (Chen and Bruna, 2022), a 2-layer single neuron network is analyzed. In (Zhu et al., 2022), the authors analyze a 4-layer scalar network (without non-linearities). In contrast to existing work on EoS, we use numerical PDE tools to analyze the stability of GD (and Nesterov GD) on arbitrary number of layer multi-layer model of CNNs.

We introduce a concept of restrained instabilities and show it arises from violating the strict CFL condition of the discretization of certain non-linear PDE. Instabilities that arise locally change the linearization of the PDE, which has a stabilizing effect, causing oscillations. We show restrained instabilities are at EoS. Our analysis also extends to arbitrarily large multi-layer CNNs and shows how such restrained instabilities arise locally at a single layer and can propagate through the network.

3. Background: PDEs, Discretization, and Numerical Stability

We start by providing background on analyzing the stability of PDE discretizations, and introducing the concepts of (in)stability and restrained instability. This methodology will be applied to neural networks in later sections as a PDE is the continuum limit of SGD.

3.1 PDE Stability Analysis Illustrated on the Heat Equation

We illustrate concepts using a basic PDE, the heat equation, which models a diffusion process:

$$\frac{\partial u(t, x)}{\partial t} = \kappa \frac{\partial^2 u(t, x)}{\partial x^2}, \quad u(0, x) = u_0(x),$$

(1)

where $u : [0, T] \times \mathbb{R} \to \mathbb{R}$, $\partial_t u$ denotes the partial with respect to time $t$, $\partial_{xx} u$ is the second derivative with respect to the spatial dimension $x$, $\kappa > 0$ is the diffusivity coefficient, and $u_0 : \mathbb{R} \to \mathbb{R}$ is the initial condition. To solve this numerically, one discretizes the equation, using finite difference approximations. A standard discretization is through

$$\frac{\partial^2 u(t, x)}{\partial x^2} \approx \frac{u(t, x+\Delta x) - 2u(t, x) + u(t, x-\Delta x)}{(\Delta x)^2} + O((\Delta x)^2)$$

and

$$\frac{\partial u(t, x)}{\partial t} \approx \frac{u(t+\Delta t, x) - u(t, x)}{\Delta t} + O(\Delta t),$$

where $\Delta x$ is the spatial increment and $\Delta t$ is the step size, which gives the following update scheme:

$$u^{n+1}(x) = u^n(x) + \frac{\kappa \Delta t}{(\Delta x)^2} \cdot [u^n(x + \Delta x) - 2u^n(x) + u^n(x - \Delta x)] + \epsilon^n(x),$$

(2)

where $n$ denotes the iteration number, $u^n(x)$ is the approximation of $u$ at $t = n\Delta t$, and $\epsilon$ denotes the error of the approximation (i.e., due to discretization and finite precision arithmetic).

A key question is whether $u^n$ remains bounded as $n \to \infty$, i.e., numerically stable. It is typically easier to understand stability in the frequency domain, which is referred to as Von Neumann analysis (Trefethen, 1996; Richtmyer and Morton, 1994). To do this, we recall the Discrete Fourier Transform (DFT). Let the spatial sampling of a function, $u$, be \( \{u(x_k)\}_{k=0}^{K-1} \) where $x_k = k\Delta x$ for $k=0, \ldots, K-1$ are the discrete samples of the continuum variable $x$, and $K$ is the number of samples. Let $\omega_m = m\frac{2\pi}{K}$ for $m=0, \ldots, K-1$ represent discrete frequencies, then the DFT, denoted $\hat{u}$, is given by

$$\hat{u}(\omega_m) = \sum_{k=0}^{K-1} u(x_k) e^{-i\omega_m k},$$
Figure 1: Illustration of instability in discretizing the heat equation. The initial condition \( u_0 \) is a triangle (blue), with boundary conditions \( u(0) = u(30) = 0 \). [Left]: When the CFL condition is met, i.e., \( \kappa \Delta t / (\Delta x)^2 = 0.4 < \frac{1}{2} \), the method is stable and approximates the solution of the PDE. Note the true steady state is 0, which matches the plot. [Right]: When the CFL condition is not met, i.e., \( \kappa \Delta t / (\Delta x)^2 = 0.8 > \frac{1}{2} \), small numerical errors are amplified and the scheme diverges.

where \( i \) is the imaginary unit. Computing the spatial DFT of (2) yields:

\[
\hat{u}^{n+1}(\omega_m) = A(\omega_m)\hat{u}^n(\omega_m) + \hat{\epsilon}^n(\omega_m), \quad \text{or} \quad \hat{u}^n(\omega_m) = A^n(\omega_m)\hat{u}_0(\omega_m) + \sum_{i=0}^{n-1} A^i(\omega_m)\hat{\epsilon}^{n-i}(\omega_m),
\]

and

\[
A(\omega) = 1 - \frac{2\kappa \Delta t}{(\Delta x)^2} \left[ 1 - \cos(\omega \Delta x) \right]
\]

is the amplifier function. Note that \( u^n \) is stable if and only if \( |A(\omega_m)| < 1 \) for all \( \omega_m \in \{\omega_0, \ldots, \omega_{K-1}\} \). Notice that if \( |A(\omega)| < 1 \) for all \( \omega \) (a slightly stronger but much easier condition to analyze), then \( u^n \) converges and errors \( \epsilon^n \) are attenuated over iterations. If \( |A(\omega_m)| \geq 1 \) for any \( \omega_m \in \{\omega_0, \ldots, \omega_{K-1}\} \), then \( u^n \) diverges and the errors \( \epsilon^n \) are amplified at these frequencies. The case, \( |A(\omega)| < 1 \) for all \( \omega \), implies the conditions \( \Delta t > 0 \) and

\[
\Delta t < \frac{(\Delta x)^2}{2\kappa};
\]

this is known as the CFL condition. Notice the restriction on the time step (learning rate) for numerical stability. If the discretization error of the operator on the right hand side of the PDE is less than \( O(\Delta x) \), stability also implies convergence to the PDE solution as \( \Delta t \to 0 \) (Trefethen, 1996; Richtmyer and Morton, 1994).

See Figure 1 for simulation of the discretization scheme for the heat PDE. The instability starts locally but quickly spreads and causes blowup of the solution globally. For standard optimization of CNNs, we will show rather that the instability is restrained (localized in time and space), which nevertheless causes divergence.
3.2 Illustration of Restrained Instabilities Through the Beltrami PDE

We illustrate a new concept of restrained instabilities. To the best of our knowledge, we are not aware that this phenomenon has been documented in numerical PDE or the ML community. We show restrained instabilities are a non-linear PDE phenomenon, and as such, we illustrate it with the Beltrami reaction-diffusion PDE, which is a non-linear PDE. The Beltrami reaction-diffusion PDE and the loss that it optimizes is

\[ \partial_t u = \partial_x \left( \frac{\partial_x u}{\sqrt{(\partial_x u)^2 + \delta^2}} \right) + \lambda (I - u), \quad L(u) = \int_{\mathbb{R}} \left[ \frac{\lambda}{2} (I - u)^2 + \sqrt{\left(\partial_x u\right)^2 + \delta^2} \right] \, dx \tag{4} \]

where \( \delta > 0 \) is a small constant that ensures differentiability of the loss, \( I : \mathbb{R} \to \mathbb{R} \) is a given function, and \( \lambda > 0 \) is the data fidelity weight. Note that this PDE trades-off between fitting the function \( I \) and being smooth while preserving discontinuities; this has been used in image denoising (Rudin et al., 1992). To analyze stability, we cannot directly use Von-Neumann analysis since the PDE is non-linear, however, we may study the linearization around a function and apply the analysis. The non-linear PDE is stable if and only if the linearization is stable.

A linearization is obtained by treating \( \kappa \) as locally constant and Beltrami PDE is then similar to the heat PDE but with the extra fidelity term. Using similar analysis as in the previous section gives that

\[ \Delta t < \frac{1}{\lambda + 2\kappa/(\Delta x^2)} \quad \kappa = \left[ (\partial_x u)^2 + \delta^2 \right]^{-1/2} \tag{CFL Condition for Beltrami PDE} \]

Note that the step size is dependent on the local structure of the gradient of \( u \). If we want strict stability then we must choose \( \Delta t < \frac{\Delta x^2 \delta}{2} \), (in the case \( \lambda \) is small) the worst-case step size overall \( x \), which is excruciatingly small. Consider the case when we exceed this strict stability condition. The step size chosen would exceed the stable step size in neighborhoods with small spatial gradients, and thus the evolution is unstable. However, as the instability grows, in these neighborhoods, the gradient of \( u \) grows\(^4\) (changing the local linearization) and thus relaxes (increases) the stable step size. This in turn restrains the instability and the regularization term smooths \( u \), which in turn reduces the spatial gradient (again changing the local linearization and restricting the stable step size to its previous lower value), and the process can continue to oscillate. Thus, neighborhoods could go back and forth between unstable and stable. These oscillations persist but are nevertheless never able to grow without bounds. The larger the time step beyond the strictly stable step size, the more the instabilities are allowed to grow before being restrained. Note as the chosen step size exceeds the stable step size for every point, the process is fully unstable, and leads to a full blowup similar to when the CFL condition is exceeded in the heat equation. In later sections, we provide evidence that such restrained instabilities occur in training neural networks.

Figure 2 shows the results of optimizing the loss associated with the Beltrami PDE for step sizes exceeding the maximum stable step size, producing restrained instabilities. For reference, the result for the stable step size is also shown. We see the restrained instability

\[^4\] Note that due to discretization and finite precision errors, high-frequency components are present (though small), an instability exponentially grows such components and thus the spatial gradient of the function grows.
phenomenon for time steps that exceed the strict stability condition by a factor of 10 and 100. In the former case, we converge to a similar answer as in the stable case, but with very low amplitude background oscillations, while in the latter case, the persistent oscillations have a larger amplitude yet are still restrained.

Figure 2: Demonstration of restrained instability related to “moderately aggressive” choices of step size in the discretized Beltrami PDE. While temporary instabilities continuously develop locally throughout the optimization process, the oscillations they generate change the local linearization which in turn has a local stabilizing effect (temporarily) that restrains the instability from exploding. As such, we can optimize, despite these restrained instabilities, to obtain a candidate minimizer which contains a level of effective “background-noise” arising from the restrained instabilities when exceeding the maximum stable steps size by a factor of 10 (left) and 100 (middle). Both converge in a stochastic sense but with a degraded signal-to-noise ratio for the larger step size. Continued optimization steps beyond this effective convergence (green curves) simply change the noise pattern (red curves). If the stable step size is exceeded too much (e.g., by a factor of 1000 on the right plot), the process becomes unstable without restraint and does not converge even in a stochastic sense.

The previous discussion introduces restrained instabilities at a conceptual level and explains how they might arise, which is the intent in this paper. A formalized definition of a restrained instability could be similar to the analysis we will provide Section 5.4: Suppose space-time is divided into different regimes (e.g., different linear regimes) of a PDE where in some of these regimes the linearized PDE is unstable, and some stable. A restrained instability might be defined to occur when the path of the PDE continues to pass back and forth indefinitely through stable and unstable regimes (as classified by the linearization of the system within such regimes), thereby never allowing unstable effects to grow indefinitely nor allowing them to attenuate indefinitely as the system hovers around the shared boundary of a stable/unstable regime. Despite this formalization, even a finite number of transitions through stable and unstable regimes that eventually converges within a stable regime will still benefit from the analysis that we provide in this paper.

4. Empirical Evidence of Instability in Training Deep Networks

We discover and provide empirical evidence of restrained instabilities in current deep learning training practice. To this end, we show that optimization paths in current practice of training convolutional neural networks (CNNs) can diverge significantly due to the smallest errors from finite precision arithmetic. We show that the divergence can be eliminated with learning rate choice.
4.1 Perturbing SGD by the Smallest Floating Point Perturbations

We introduce a modified version of SGD that introduces perturbations of the original SGD update on the order of the smallest possible machine representable perturbation, modeling noise on the order of error due to finite precision floating point arithmetic:

\[ \theta_{t+1} = \theta_t - \eta g_t \]  
(SGD)

\[ \theta_{t+1} = \theta_t - \left( \frac{\eta}{k} \right) \times (k g_t), \]  
(PERTURBED SGD)

where \( \eta > 0 \) is the learning rate, \( g_t \) is the stochastic gradient or the momentum vector if momentum is used, and \( k > 1 \) is an odd integer. Notice that mathematically, both updates are exactly equivalent (division by \( k \) cancels the multiplication by \( k \)), however considering floating point arithmetic, these may not be equivalent. A floating point number is represented as

\[ \text{significand} \times \text{base}^{\text{exponent}} \quad (s \text{ bits significand}, e \text{ bits exponent}) \]  

where typically base 2 (binary) is used. Thus, the modified update introduces a potential perturbation in the last significant bit of \( \eta g_t \), hence a relative difference of the right hand sides on the order of \( 2^{-s} \) according to IEEE standards on floating point computation. In other words, RelativeError\((x, y) := |x - y|/|x| < 2^{-(s-1)} \) where \( x = \text{fl}(\eta g_t) \), \( y = \text{fl}(\eta/k) \times \text{fl}(k g_t) \), and \( \text{fl}(x) \) is the floating point representation of \( x \). Note that this is the same order of relative error between \( \eta g_t \) and \( \text{fl}(\eta g_t) \), the inherent machine error due to floating point representation. The perturbation induces the smallest possible perturbation of \( \eta g_t \) representable by the machine. Thus, perturbed SGD is a way to show the effects of machine error. Notice that when \( k \) is a power of two, as floating point numbers are typically stored in binary form, the division just subtracts the exponent and the multiplication adds to the exponent so both updates are equivalent and no perturbation is introduced. However, choosing \( k \) odd can create changes at the last significant bit, with each choice of \( k \) yielding a different change.

4.2 Perturbed SGD on CNNs and Demonstration of Restrained Instabilities

In SGD, there are several sources of randomness, i.e., random initialization, random shuffled batches/selection, random data augmentation, and there are also sources of non-determinism in implementations of the deep learning frameworks. To ensure the variance merely originated from the floating point perturbation, in the following experiments, we eliminate all randomness by fixing the initialization, the random seed for batch selection, and the non-determinism flag. Appendix B empirically validates that all seeds are fixed. We use Pytorch using default 32-bit floating point precision (similar conclusions for 64-bit hold).

**Perturbed SGD with ReLU:** Our first experiment uses the ResNet-56 architecture (He et al., 2016), which we train on CIFAR-10 (Krizhevsky et al., 2009) using perturbed SGD. We use the standard parameters for training this network (He et al., 2016): \( \text{lr}=0.1 \), \( \text{batch size} = 128 \), \( \text{weight decay} = 5e-4 \), \( \text{momentum}=0.9 \). The standard step decay learning rate schedule is used: the learning rate is divided by 10 every 40 epochs for a total of 200 epochs. We report the final test accuracies for 6 different values of \( k \), including \( k = 1 \) (standard SGD), and compute the standard deviation of the accuracies (STD). Table 1 (left) shows the results. This results in test accuracy variability over different \( k \). We
repeat this experiment over different seeds for the stochastic batch selection (shown in the next columns) fixing the initialization. The standard deviation for each seed over \( k \) is on average 0.16%. To illustrate the significance of this value, we compare to the variability due to batch selection on the right of Table 1. We empirically estimate the relative fluctuation of the gradient estimate from batch selection, which is 26.72 5. This is large compared to \( 2^{-23} \) for the floating point perturbation, yet this smallest fluctuation that is machine representable (and models finite precision error) results in about the same accuracy variance as batch selection. Thus, finite precision error, inherent in the system, surprisingly results in about the same test accuracy variance as stochastic batch selection.

| Seed  | 1     | 2     | 3     | 4     | 5     | 6     | STD  |
|-------|-------|-------|-------|-------|-------|-------|------|
| \( k = 1 \) | 93.36 | 93.40 | 93.10 | 93.14 | 93.34 | 93.33 | 0.11 |
| \( k = 3 \) | 93.49 | 93.37 | 93.08 | 93.68 | 93.16 | 93.12 | 0.22 |
| \( k = 5 \) | 93.64 | 93.22 | 93.39 | 93.17 | 93.26 | 93.42 | 0.16 |
| \( k = 7 \) | 93.36 | 93.31 | 93.12 | 93.23 | 93.14 | 93.28 | 0.09 |
| \( k = 9 \) | 93.87 | 93.55 | 93.08 | 93.35 | 93.42 | 93.41 | 0.24 |
| \( k = 11 \) | 92.99 | 93.31 | 93.49 | 93.48 | 93.14 | 93.56 | 0.21 |
| STD   | 0.27  | 0.10  | 0.16  | 0.19  | 0.10  | 0.13  |      |

Table 1: [Left]: Final test accuracy over different seeds (batch selections) and different floating point perturbations (rows) for Resnet56 trained on CIFAR-10. STD is the standard deviation. [Right]: Comparison of errors induced in the gradient and resulting test accuracy STD for floating point perturbation vs batch selection. Floating point error perturbs the gradient by an amount of 8 orders of magnitude (in the case of 32 bit representation) smaller than batch selection yet surprisingly yields nearly the same test accuracy variation! Note increasing floating point precision (to 64 bit) does not mitigate the issue.

**Perturbed SGD with Swish:** We first conjectured that the variance due to floating point errors could be caused by the ReLU activation, the activation standard in ResNets. This is because the gradient of the ReLU is discontinuous at zero. Hence small positive values (e.g., 1e-6) would give a gradient of 1 and small negative values (e.g., -1e-6) would give a gradient of zero. Hence the ReLU gradient is sensitive to numerical fluctuation around zero. Note common deep learning implementations choose a value at zero, among 0, 0.5 or 1; but this has the same sensitivity. Therefore, we adopted the Swish activation function (proposed in (Ramachandran et al., 2017)), \( \text{Swish}(x) := x / [1 + \exp(-\beta x)] \) (\( \beta > 0 \), as \( \beta \to \infty \) Swish approaches ReLU), which is is an approximation of the ReLU that has a continuous gradient at zero. Recent work has shown the Swish function improves accuracy (Ramachandran et al. 2017) as well. Thus, we repeated the previous experiment (under the same settings) replacing the ReLU with the Swish activation. Results are shown in Appendix C, and is similar to the previous experiment with ReLU: the standard deviation in test accuracy due to the gradient fluctuation with respect to batches, we sample \( B \) batches and compute \( x \) to be the average batch gradient over the \( B \) batches. We then randomly sample a batch and let \( y \) be the batch gradient. The relative gradient fluctuation at an epoch is \( \frac{1}{M} \sum \frac{|x_i - y_i|}{|x_i|} \) where \( M \) is the number of parameters and \( x_i \) is the \( i^{th} \) component. We then take the median over epochs as the relative gradient fluctuation.

---

5. To compute the gradient fluctuation with respect to batches, we sample \( B \) batches and compute \( x \) to be the average batch gradient over the \( B \) batches. We then randomly sample a batch and let \( y \) be the batch gradient. The relative gradient fluctuation at an epoch is \( \frac{1}{M} \sum \frac{|x_i - y_i|}{|x_i|} \) where \( M \) is the number of parameters and \( x_i \) is the \( i^{th} \) component. We then take the median over epochs as the relative gradient fluctuation.
to floating point perturbation (93.72 ± 0.15) is significant and is comparable (even exceeds) the variance due to stochastic batch selection (0.09).

**Other Architectures/Datasets/Optimization Algorithms/Data Types:** To verify that this phenomenon is not specific to the choice of network architecture or dataset, we repeated the same experiment for a different network (VGG16 (Simonyan and Zisserman, 2014)) and a different dataset (Fashion-MNIST (Xiao et al., 2017)). We also switch the optimization algorithm from SGD to ADAM (Kingma and Ba, 2014). In addition, we increase the precision of the floating point representation from 32 bit to 64 bit, and the results indicate the error is independent of the floating point precision. We summarize the results in the Appendix C, which confirms that the phenomena are still present across different networks, datasets, optimization algorithms, and data-types.

**Divergence in Optimization Paths:** We plot the difference in network weights (using the measure described next) between the original SGD weights, \( \theta_i \) (where \( i \) is the index for location in the vector), and the perturbed SGD weights, \( \theta'_i \) over epochs and show that the errors are amplified, suggesting instability. We use the average relative L1 absolute difference between weights: RelL1(\( \theta, \theta' \)) := \( \frac{2}{N} \sum_i |\theta_i - \theta'_i|/(|\theta_i| + |\theta'_i|) \), where \( N \) is the number of network parameters. This measure is used as the numerical error is multiplicative and relative to the weight. Note that RelL1 is bounded by 2. Results are shown for multiple networks in Figure 3 (left). The difference rapidly grows, indicating errors are amplified, and then the growth is restrained at larger epochs. Although the errors are restrained, the initial error growth is enough to result in different test accuracies. This provides evidence of a restrained rather than global instability.

![Figure 3: Left](image)

**Figure 3:** [Left]: Relative L1 difference in weights across epochs for SGD \((k = 1)\) and modified SGD \((k = 3)\). A decayed learning rate schedule is used. The errors quickly build up, but then are contained at higher epochs. The initial build-up of errors is enough to result in different test accuracy. This gives evidence of restrained instability. [Right]: Relative L1 difference in weights over initial iterations for SGD \((k = 1)\) and modified SGD \((k = 3)\) with various fixed learning rates. Lower than some minimum learning rate, the floating point perturbation gets attenuated and higher than that value errors are amplified, suggesting an instability.

**Evidence Divergence is Due to Instability:** We provide evidence that this divergence phenomenon is due to instability by showing that decreasing the learning rate to a small enough value can eliminate the divergence, even initially. We experiment with vari-
ous fixed learning rates. We use ResNet56 under the same settings as before. For smaller learning rates, more iterations would have to be run to move an equivalent amount for a larger rate. We thus choose the iterations for each run such that the learning rate times the number of iterations is constant. The result is shown in Figure 3 (right), where the axis is scaled as mentioned. When the learning rate is chosen small enough, the floating point errors are attenuated over iterations, indicating the process is stable (note it is not stuck at a local minimum - see Appendix C). Above this level, the errors are amplified.

5. PDE Stability Analysis of Simplified CNNs

In this section, we use numerical PDE tools introduced in Section 3 to analyze a one-layer (and then multi-layer) CNN to show analytically how the instability phenomenon described in the previous section can arise. To do this, we start with a continuum model of the network, derive the analytical formula for the gradient descent, which is a PDE, discretize it, which serves as a model for the optimization algorithm, and analyze the stability of the discretization through Von-Neumann analysis. This approach where the continuum model is considered, although different than the typical approach of analyzing the final optimization scheme directly, allows us to bring insights from PDEs to reason about the discretized optimization, which provides a complimentary understanding to analyzing the final optimization directly.

5.1 Network, Loss and Gradient Flow PDE

Let $I : \mathbb{R}^2 \rightarrow \mathbb{R}$ be an input image to the network, $K : \mathbb{R}^2 \rightarrow \mathbb{R}$ be a convolution kernel (we assume $I$ and $K$ to be of compact support and bounded), $r : \mathbb{R} \rightarrow \mathbb{R}$ be the Swish activation, and $s : \mathbb{R} \rightarrow \mathbb{R}$ is the sigmoid function. We consider the following CNN, a simplified version of VGG:

$$f(I) = s\left[\int_{\mathbb{R}^2} r(K \ast I)(x) \, dx\right]. \tag{6}$$

This network consists of a convolution layer, an activation layer, a global pooling layer, and a sigmoid layer. As in deep learning packages, $\ast$ will denote the cross-correlation (which we call convolution). The bias is not included in the network as it does not impact our analysis nor conclusions.

We assume a dataset that consists of just a single image $I$ and its label $y \in \{0, 1\}$. This is enough to demonstrate the instability phenomena. We consider the following regularized cross-entropy loss:

$$L(K) = \ell(y, \hat{y}) + \frac{1}{2} \alpha \|K\|_{L^2}, \quad \text{where} \quad \hat{y} = f(I), \tag{7}$$

$\ell$ denotes cross-entropy, the second term is regularization ($L^2$ norm squared of the kernel), and $\alpha > 0$ is a parameter (weight decay). Our conclusions are not restricted to cross-entropy loss (as will be seen in the Appendix D), but it makes some expressions simpler. We now compute the continuum limit of the gradient descent of the loss (7), which results in a PDE called the gradient descent PDE. We now let $K$ be parameterized by time $t$, which is the continuum limit of the discrete iteration, to describe the path of optimization (evolution),
so that \( K : [0, \infty) \times \mathbb{R}^2 \rightarrow \mathbb{R} \). The gradient descent PDE of (7) is given by (see the Appendix D.1 for proof):

**Theorem 5.1 (Gradient Descent PDE of the Loss (7)).** The gradient descent PDE with respect to the loss (7) is

\[
\partial_t K = -\nabla_K L(K) = -(\hat{y} - y)r'(K \ast I) \ast I - \alpha K, \tag{8}
\]

where \( r' \) denotes the derivative of the activation, and \( \partial_t \) denotes the partial derivative with respect to time. If we impose the constraint that \( K \) has compact support (\( K \) is zero outside \([-w/2, w/2]^2\)), then the constrained (or projected) \( L^2 \) gradient descent is given by

\[
\partial_t K = -\hat{y} - y)\ast I - \alpha K \right] \cdot W, \tag{9}
\]

where \( W \) is a windowing function (1 inside \([-w/2, w/2]^2\) and zero outside).

Note that if we consider \( K \) to be a sum of variably weighted indicator functions with compact support centered around the pixels (an approximation of the discrete case), then the gradient descent w.r.t the weights is the evaluation of the right hand side of (8) at the location of the indicator functions. Studying the continuum limit (as the resolution increases by increasing the number of indicator functions) gives insight into the discrete case.

### 5.2 Stability Analysis of Optimization

We now analyze the stability of the standard discretization of the gradient descent PDEs. Note that the PDEs are non-linear, and in order to perform the stability analysis, we study linearizations of the PDE around the switching regime of the activation, i.e., \( K \ast I = 0 \). As shown in the next sub-section, away from the transitioning regime, a similar analysis applies.

We first study the linearization of (8), and then we adapt the analysis to (9). The linearization of the PDE results in the following (see Appendix D.2 for the derivation):

**Theorem 5.2 (Linearized PDE).** The linearization of the PDE (9) around \( K \ast I = 0 \) is

\[
\partial_t K = \left[ -\frac{a}{2}(\bar{I} + \beta((K \ast I) \ast I)) - \alpha K \right] W, \quad \text{where} \quad a = s' \partial_y \ell = \hat{y} - y, \tag{10}
\]

\( a \) is considered constant with respect to \( K \), \( \bar{I} \) denotes the integral (sum) of the values of \( I \) (assumed finite support), and \( \beta > 0 \) is the parameter of the Swish activation, \( r(x) := \frac{x}{1 + e^{-\beta x}} \).

In Appendix D, we also consider a non-constant linear model of \( K \) for \( a \). This leads to similar conclusions so we present the constant model for simplicity.

We discretize the linearization, which results in a discrete optimization algorithm, equivalent to the algorithm employed in standard deep learning packages. Using forward Euler discretization gives

\[
K^{n+1} - K^n = \left[ -\frac{a}{2} \Delta t(\bar{I} + \beta((K^n \ast I) \ast I)) - \Delta t \alpha K^n \right] W, \tag{11}
\]

where \( n \) is the iteration number, and \( \Delta t \) denotes the step size (learning rate). To derive the stability conditions, we compute the spatial DFT of (11) (see Appendix D for details):
Theorem 5.3 (DFT of Discretization). The DFT of the discretization (11) of the linearized PDE is

\[ \hat{K}^{n+1} - \hat{K}^n = -\frac{a}{2} \Delta t (\bar{I} + \beta \hat{K}^n |\hat{I}|^2) * \left[ \prod_{j=1}^{2} \text{sinc} \left( \frac{w_j}{2} \omega \right) \right] - \Delta t \alpha \hat{K}^n, \quad (12) \]

where \( \hat{K}^n \) denotes the DFT of \( K^n \), and sinc denotes the sinc function. In the case that \( w \to \infty \) (the window support becomes large), the DFT of \( K \) can be written in terms of the amplifier \( A \) as

\[ \hat{K}^{n+1}(\omega) = A(\omega) \hat{K}^n(\omega) - \frac{a}{2} \Delta t \bar{I}, \quad \text{where} \quad A(\omega) = 1 - \Delta t \left( \alpha + \frac{1}{2} a \beta |\hat{I}(\omega)|^2 \right). \quad (13) \]

In order for the updates to be a stable process, the magnitude of the amplifier should be less than one, i.e., \( |A| < 1 \). This results in the following stability criteria (see the Appendix D for a derivation):

Theorem 5.4 (Stability Conditions). The discretization of the linearized PDE (8) whose DFT is given by (12) is stable (in the case \( w \to \infty \), i.e., the window gets large) if and only if the following conditions on the weight decay \( \alpha \) and the step size (learning rate) \( \Delta t \) are met:

\[ \alpha < \alpha_{\max} := \frac{2}{\Delta t} - \frac{1}{2} a \beta \min_{\omega} |\hat{I}(\omega)|^2 \quad \text{and} \quad \alpha > \alpha_{\min} := -\frac{1}{2} a \beta \max_{\omega} |\hat{I}(\omega)|^2. \quad (14) \]

Note the sign of \( a = \hat{y} - y \) can be either positive or negative; in the case \( a > 0 \), the second condition is automatically met (since \( \beta > 0 \)). However in the case that \( a < 0 \), the weight decay must be chosen large enough to be stable. The first condition shows that the weight decay and the step size satisfy a relationship if the optimization is to be stable. Note that the conditions also depend on the structure of the network, the current state of the network (i.e., through the dependence of \( a \)), and the frequency content of the input. This is different than current deep learning practice, where the weight decay is typically chosen constant through the evolution and does not adapt with the state of the network, and the step size is typically chosen empirically without dependence on the weight decay.

We now extend the previous stability analysis from the gradient descent to Nesterov accelerated gradient descent, which is widely used in deep neural network training. As we shall see, we arrive at similar conclusions (CFL conditions that result in upper and lower bounds on \( \alpha \)) as the gradient PDE. We first note the underlying PDE to Nesterov’s method, which enables the use of Von Neuman Analysis and then state the CFL conditions.

Theorem 5.5 (Nesterov Accelerated Gradient Descent and its Underlying PDE). The continuum limit of Nesterov accelerated gradient descent for a loss \( L \) is

\[ \partial_{tt} K + d \cdot \partial_t K = -\nabla L(K), \quad (15) \]

where \( \partial_{tt} \) denotes the second derivative in time, \( d > 0 \) is a constant that denotes the damping coefficient, and \( u \) denotes the evolving variable of optimization. The semi-implicit Euler
discretization for the PDE (15) is a two-point recursion resulting in Nesterov’s scheme:

\[ V^n = K^n + \frac{2 - d\Delta t}{2 + d\Delta t}(K^n - K^{n-1}) \]
\[ K^{n+1} = V^n - \frac{2\Delta t^2}{2 + d\Delta t}\nabla L(V^n) \]

where \( V^n \) is the partial update.

For a proof, we refer the reader to (Benyamin et al., 2020) and more discussion in Appendix E (and (Su et al., 2014; Wibisono et al., 2016) for variational approaches to accelerated gradient methods). We use Von Neumann analysis similar to the analysis of gradient descent to arrive at the following stability conditions (detailed proof is in the Appendix E):

**Theorem 5.6 (Stability Conditions for Nesterov Gradient Descent).** The semi-implicit scheme of the linearized momentum PDE (16), (17) for the loss (7) is stable (in the case \( w \to \infty \)) if and only if the following conditions on the weight decay \( \alpha \) and the step size \( \Delta t \) are met:

\[ \alpha < \alpha_{\text{max}} := \frac{4}{3\Delta t^2} - \frac{1}{2}a\beta \min_{\omega} |\hat{I}(\omega)|^2 \quad \text{and} \quad \alpha > \alpha_{\text{min}} := -\frac{1}{2}a\beta \max_{\omega} |\hat{I}(\omega)|^2. \]

Thus, we see that Nesterov momentum does not change the existence of bounds relating step size and regularization, though Nesterov’s scheme has more generous step sizes.

### 5.3 Empirical Validation of Stability Bounds for Linear PDE

Figure 4 empirically validates the existence of upper and lower bounds on \( \alpha \). We chose the learning rate \( \Delta t = 1e-8, a = -0.5, \beta = 1 \), initialize the weights \( K \) \((32 \times 32)\) according to a normal distribution (mean 0, variance 1), and \( I \) is a 256 \( \times \) 256 checkerboard pattern filled with 1 and -1.

The above stability conditions were under the condition that the windowing function, \( W \), had infinite support. Thus, the evolution could cause the initial kernel’s (finite) support to grow over iterations, which is not representative of fixed, finite support kernels used in deep network practice. In the case that \( W \) is finite and fixed support, it is not possible to analytically find a simple multiplicative amplifier factor as in (13) since the convolution with the sinc function in (12) does not separate from \( \hat{K}^n \). In the case that \( \hat{K}^n \) is a constant (i.e., \( \hat{K}^n \) is a discrete delta function or support of size 1, a single point), \( (\hat{K}^n|\hat{I}|^2)*\prod_{j=1}^2 \text{sinc} \left( \frac{w}{2}\omega_j \right) \) = \( \hat{K}^n(|\hat{I}|^2)*\prod_{j=1}^2 \text{sinc} \left( \frac{w}{2}\omega_j \right) \), in which case one can write the amplifier function as

\[ A(\omega) = 1 - \Delta t \left( \alpha + \frac{1}{2}a\beta|\hat{I}(\omega)|^2*\prod_{j=1}^2 \text{sinc} \left( \frac{w}{2}\omega_j \right) \right), \]

which has the effect that the upper bound for \( \alpha \) increases and the lower bound decreases in (14), but maintains the existence of upper and lower bounds.

We conjecture this is also true when \( \hat{K}^n \) has support larger than 1, and the bounds on \( \alpha \) converge to (14) as the support of the kernel is increased. We provide empirical evidence.
Figure 4: Empirical validation of stability bounds for the linearized PDE (10). When the weight decay is chosen such that $\alpha \in (\alpha_{\text{min}}, \alpha_{\text{max}})$, the PDE is stable and the loss converges, otherwise, the PDE can be unstable and diverge. The pink and brown lines are clipped as the loss exceeded the largest float.

| Kernel | $\alpha_{\text{e min}}^c$ | $\alpha_{\text{min}}^c$ | $\alpha_{\text{e max}}^c$ | $\alpha_{\text{max}}^c$ |
|--------|-----------------|-----------------|-----------------|-----------------|
| 16x16  | 3.8e6           | 1.07e9          | 2e8             | 2e8             |
| 32x32  | 1.3e7           | 1.07e9          | 2e8             | 2e8             |
| 64x64  | 3.8e7           | 1.07e9          | 2e8             | 2e8             |

Table 2: Comparison of the bounds on weight decay, $\alpha$, between the non-windowed linear PDE, i.e., $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ in (14) and the windowed linear PDE in (10) found empirically, i.e., $\alpha_{\text{e min}}^c$ and $\alpha_{\text{e max}}^c$. Verifies bounds exist in windowed case.

We find the lower and upper bounds for $\alpha$ by running the PDE and noting the values of $\alpha$ when the scheme first becomes unstable. We compare it to the bounds in (14). We use the same settings as the previous experiment. See results in Table 2, which verifies the bounds approach of the infinite support case.

5.4 Restrained Instabilities in the Non-linear PDE

We now explain how the linear analysis around $K*I = 0$ in the previous sections applies to analyzing full non-linear PDE. In particular, we show that the non-linear PDE is also not stable unless similar conditions on the weight decay and step size are met. However, the non-linear PDE can transition to regimes that have more generous stability conditions where it could be stable, and the PDE can move back and forth between stable and unstable regimes, resulting in restrained instabilities.

**Approximation of Non-Linear PDE by Linear PDEs and Stability Analysis:**

The non-linear PDE could move between three different regimes: when the activation is “activated” ($r'(x) = 1$), “not activated” ($r'(x) = 0$), and “transitioning” ($r'(x)$ is a non-constant linear function). In the transitioning regime, $K*I \approx 0$, in which case the linear analysis of the previous section applies, and in this regime, there are conditions on the weight decay and step size for stability. In the not-activated regime, $K*I$ is negative and away from zero, the non-linear PDE is driven only by the regularization term, which is stable when $\alpha < \frac{2}{\Delta t}$. This is typically true in current deep learning practice where weight decay is chosen on the order of 1e-4 and the learning rate is on the order of <1e-1. In the activated regime, $K*I$ is positive and away from zero and the non-linear PDE can be approximated by a linear PDE (see Appendix D.5), which gives the stability condition: $\alpha < \frac{2}{\Delta t} - \frac{I^2}{8}$, similar to the stability condition in the transitioning regime.
Transitioning Not Activated

{\frac{\partial}{\partial \alpha} \{ x : K * I(x) \gg 0 \}} \quad \{ x : K * I(x) \approx 0 \} \quad \{ x : K * I(x) \ll 0 \}

\frac{\partial_t K}{\partial t} = -\left( s(0) - y \right) I - \frac{\alpha}{8} I^2 K - \alpha K
\quad \frac{\partial_t K}{\partial t} = -\frac{\alpha}{2} \left[ 1 + \beta \left( K * I \right) \right] I - \alpha K
\quad \frac{\partial_t K}{\partial t} = -\alpha K

\alpha < \frac{2}{\Delta t} - \frac{\beta}{8}
\quad \alpha < \frac{2}{\Delta t} - \frac{\beta}{8} \min_\omega |I(\omega)|^2
\quad \alpha > -\frac{\beta}{8} \max_\omega |I(\omega)|^2

Table 3: The non-linear PDE is approximated by three linear PDEs in different regions of the tensor space ("activated", "not activated" and "transitioning"). The non-linear PDE can transition between these regions in which different linear PDEs approximate the behavior.

Formation of Restrained Instabilities: Note that different regions in the kernel domain could each be in different regimes and therefore governed by different linear PDEs discussed earlier. See Table 3. Such regions could then switch between different regimes throughout the evolution of the PDE, and thus the evolution could go between stable and unstable regimes. For example, in the transitioning regime, the instability quickly drives the magnitude of the kernel up (if the stability conditions are not met) and thus the region to a possibly stable (e.g., activated) regime. Data-driven terms could then kick the kernel back into the (unstable) transitioning regime, and this switching between regimes could happen indefinitely. As a result, instabilities occur but can be "restrained" by the activation. The optimization nevertheless amplifies and accumulates small noise in the transitioning regime.

Empirical Validation: We now empirically demonstrate that restrained instabilities are present and error amplification occurs in the (non-linear) gradient descent PDE of the one-layer CNN even when the dataset consists of a single image. We choose $\alpha = 20, \beta = 1, y = 1$ and the same input image $I$ and kernel $K$ initialization as specified in Section 5.3. Figure 5 (left) shows the loss function over iterations for various learning rate ($\Delta t$) choices, and the right plot shows the evolution of the L1 relative difference between weights of SGD ($k = 1$) and perturbed SGD ($k = 3$) as discussed in Section 4. From the previous discussion and (14), we know that it is necessary that $\Delta t < 0.1$ in order for all regimes to be stable. This is confirmed by the plot on the left: when $\Delta t > 0.1$, the loss blows up. When $\Delta t < 0.03$, which is the empirically determined threshold for the transitioning region, all regimes are stable, and the kernel converges as shown in the plot. When $0.03 < \Delta t \leq 0.1$, the PDE transitions between the (unstable) transitioning regime and the stable one (activated), which introduces oscillations. This is consistent with our theory outlined previously. On the plot on the right of Figure 5, we show divergence caused by the floating perturbations introduced in Section 4 for various $\Delta t$. When $0.03 < \Delta t \leq 0.1$ (in the restrained instability regime), the

---

6. Note that the input to $r$ is a function $K * I$ that can be positive, negative or zero at each point in its domain so one should treat $K * I$ point-wise. However, doing so because we are considering linearizations, results in analyzing the same three PDEs in Table 3. To see this, note that $r'(K * I) * I \approx 1_{K * I > c} * I + 1_{|K * I| \leq c} * I$, where $1$ denotes the characteristic function. If we linearize around a point, then the linear approximation of the characteristic function is just the constant function with the constant being the characteristic function at that point. This yields the linear PDEs considered in Table 3 for points $x$ such that $K * I(x) > 0$, $K * I(x) \approx 0$, $K * I(x) < 0$, respectively.
error builds up quickly and then levels off. When $\Delta t < 0.03$, errors are not amplified. This is consistent with the behavior of multi-layer networks in Section 4 validating our theory.

Figure 5: [Left]: Loss vs iterations of the non-linear PDE (9) for various choices of learning rates ($\Delta t$). The loss for various learning rates are consistent with the theory predicted for fully stable, fully unstable and restrained instabilities. [Right]: L1 error accumulation in the non-linear PDE. The plot is consistent with expected error accumulation for restrained instabilities, and fully stable regimes.

5.5 Restrained Instabilities in Multi-layer Networks

The previous sub-sections formulated a theory on how the divergence phenomena for practical deep network optimization reported in Section 4 might arise. We found that even the simplest (one-layer) CNN exhibits these phenomena through analytical techniques. In multi-layer networks, there are more possibilities for such restrained instabilities to arise in multiple layers and multiple kernels of the network. Such instabilities may arise only in some kernels/layers. The analysis in the previous sub-section, though only for a single layer, is also relevant to multi-layer networks. In particular, we may isolate each layer in a multi-layer network and treat the output of the previous layer as input to the given layer, and analyze the stability of that one-layer sub-network in isolation (which the analysis in the previous sub-sections applies). We next give analytic justification to this intuition.

We consider a model for an $N$-layer binary classification convolutional neural network by stacking $N$ convolutional and activation layers, followed by a global pooling and sigmoid layers as follows:

$$f(I) = s \left[ \int F(I)(x) \, dx \right],$$  \hspace{1cm} (20)

$$F(I) = F_N \circ F_{N-1} \circ \cdots \circ F_1(I), \text{ where } F_i(I_i) = r(K_i \ast I_i),$$  \hspace{1cm} (21)

$K_i$ is the convolutional kernel for the $i^{th}$ layer, and $I_i = F_i \circ \cdots \circ F_1(I)$ is the input to the $i^{th}$ layer. We consider the following generalization of the loss function considered in the one-layer case:

$$L(K_1, \ldots, K_N) = \ell(y, \hat{y}) + \frac{1}{2} \alpha \sum_j \|K_j\|_{L^2}^2, \quad \hat{y} = f(I).$$  \hspace{1cm} (22)
A PDE-based Explanation of Numerical Sensitivities in Training Neural Networks

We now derive the expression for the gradient of the loss with respect to the kernels (see Appendix F):

**Theorem 5.7 (Multi-layer CNN Kernel Gradient).** The gradient of the loss (22) with respect to the kernel $K_i$ is given by

$$
\nabla_{K_i} L = (\hat{y} - y) \left[ \nabla I_{i+1} F_{N,i+1}(I_{i+1}) \cdot r'(K_i * I_i) \right] * I_i + \alpha K_i,
$$

where

$$
\nabla I_{i+1} F_{N,i+1}(I_{i+1})(x) = \int \nabla I_{i+1} F_{N,i+1}(I_{i+1})(z,x) \, dz,
$$

$F_{N,i+1} = F_N \circ F_{N-1} \circ \cdots \circ F_{i+1}$, and $\nabla I_{i+1} F_{N,i+1}$ is the gradient with respect to the input to the $(i+1)^{th}$ layer, $I_{i+1}$.

Note the similarity of the gradient expression (23) to the gradient of the one-layer case (8). This shows that stability analysis of the one-layer network is representative of the multi-layer network since we will show that $\nabla I_{i+1} F_{N,i+1}(I_{i+1})$ is approximately independent of $K_i$. Therefore, instability in the multi-layer case must arise at some layer for which the one-layer analysis applies. Optimization will be stable when stability conditions are met for each layer.

Now, we justify that $\nabla I_{i+1} F_{N,i+1}(I_{i+1})$ is independent of $K_i$, and hence the linearization of the gradient (23) is thus the same as the one-layer case. As in the one-layer case, we consider three different regimes based on the state of the activation: $K_i * I_i \approx 0$, $K_i * I_i \ll 0$, and $K_i * I_i \gg 0$. In these cases, one can show (see Appendix F):

$$
\nabla I_{i+1} F_{i+1}(x, z) = K_{i+1}(z - x) \begin{cases} 
\frac{1}{2} & K_i * I_i \approx 0, \ K_i * I_i \ll 0 \\
1 & K_i * I_i \gg 0
\end{cases}
$$

Therefore, the gradient at the $i+1$ layer approximately ceases dependence on $K_i$. We may apply a similar analysis to argue that $\nabla I_{i+k} F_{i+k}(I_{i+k})$ for each $k$ is independent of $K_i$. Thus, the gradient $\nabla I_{i+1} F_{N,i+1}(I_{i+1})$ is also independent of $K_i$. Thus, the linearization follows the one-layer case. The stability analysis can be approximated by approximating $\nabla I_{i+k} F_{N,i+1}(I_{i+1})$ with a constant. Stability could be ensured by choosing the constant with the most stringent stability conditions. With this approximation, the stability analysis is exactly the same as in the previous sub-sections, however, the constant $a$ is replaced with $\hat{a} \gamma$, where $\gamma$ is the constant approximation of $\nabla I_{i+k} F_{N,i+1}(I_{i+1})$, which changes the values of the stability bounds, but not the nature.

The analysis shows restrained instabilities in multi-layer networks arise in a similar fashion to how they may arise in a single-layer network. The analysis shows that restrained instabilities arise locally at a layer at a given location and could spread to other layers through the network structure.

6. Restrained Instabilities as an Explanation for the Edge of Stability

In recent work (Cohen et al., 2021), a phenomenon called the “Edge of Stability” (EoS) was reported. It was empirically observed that deep learning optimization occurs in a regime
that is slightly beyond the stability condition predicted by classical optimization theory in which a quadratic approximation of the loss function is used. Classical theory predicts that $\text{lr} < \frac{2}{\lambda_{\text{max}}}$ for stability, where $\lambda_{\text{max}}$ is the maximum value of the Hessian of the loss function, called *sharpness*. For learning rates chosen in practice, the sharpness slightly hovers above the predicted $2/\text{lr}$ bound. Nevertheless, optimization seemingly does not diverge and gives practically meaningful results, suggesting possibly a new optimization theory is needed. In this section, we empirically show that restrained instabilities reported in this paper may offer an explanation to the EoS, and further that our theory implies additional predictions to the EoS not previously known.

At a conceptual level, it would not be unexpected that restrained instabilities, which result in oscillations, are at the edge of stability as between stable and fully unstable regimes, oscillations can arise. Consider for example, $f(x) = x^2$ whose gradient descent oscillates between 1 and -1 when the step size is chosen to be 1, which is at EoS. In the case of neural networks, restrained instabilities represent a continuing oscillation of a nonlinear dynamical system between regimes where its linearization is classically stable (where errors are attenuated as the system evolves) and regimes where its linearization is classically unstable (where errors grow exponentially as the system evolves). This phenomenon can arise when the deregularization effect of instabilities that begin to grow in an unstable regime cause the nonlinear system to transition into a regime where a regularization effect takes over, which begins to reverse the deregularized features and re-transition the system back into the original unstable regime. This process repeats itself and thereby causes an oscillatory behavior in which the system therefore "hovers" right around the transition point of instability. In the case of EoS, (Cohen et al., 2021) phenomenologically observed that for large enough learning rates, the largest eigenvalue of the network Hessian would hover around $\frac{2}{\text{lr}}$. They connect this in turn, with hovering around a threshold of stability (hence the term Edge of Stability) in the case of a simple quadratic model. While this doesn’t explain why the instability occurs in the first place, nor why it hovers there rather than continues to diverge with an ever-growing eigenvalue, it does nevertheless demonstrate that the dynamical system is transitioning back and forth across this detectable indicator of stability. In this manuscript, by considering the network in its continuum limit (PDE), we have now offered an explanation, through Von Neumann stability analysis, which traces precisely where this stable/unstable transition point arises in discretized gradient descent, so that the EoS is now both predictable and explainable, rather than just observable, in terms of the chosen learning rate.

### 6.1 Restrained Instabilities are at the Edge of Stability

We empirically demonstrate that restrained instabilities occur at the EoS, providing empirical validation that our theory can explain EoS. To show this, we consider the simple 1-layer CNN in Section 5.4 and repeat the experiment for the non-linear PDE (9) under exactly the same settings, in particular with one training datum. We numerically compute and plot the normalized sharpness, $\text{lr} \cdot \lambda_{\text{max}}$, across iterations for various learning rates in Figure 6. We observe that the learning rates predicted from our theory when the restrained instabilities occur are also at the EoS, i.e., when the normalized sharpness exceeds 2. Learning rates predicted from our theory when the non-linear PDE is fully stable is also when the normal-
ized sharpness is less than the EoS boundary of normalized sharpness being 2. This suggests that restrained instabilities and our numerical PDE theory offer an explanation for the EoS.

Figure 6: [Left]: Loss vs iterations plot for the discretization of the non-linear gradient descent PDE (9). [Right]: Normalized Sharpness (sharpness * lr) vs iterations for same learning rates in the left plot. For stable learning rates (0.01, 0.03), the normalized sharpness is always below 2 (marked by the horizontal dashed line). However, for learning rates (0.05, 0.07, 0.09) for which restrained instabilities (oscillations) occur, normalized sharpness oscillates and can exceed the classical stability bound of 2.

6.2 New Insights on the Edge of Stability Predicted by Our Theory

We discuss new insights relating to the EoS not known before that our theory reveals.

Dependence of Stable Learning Rates on Layers/Network Structure: As shown in Section 5.5, restrained instabilities in multi-layer networks arise locally at a single layer and through convolution can be spread to multiple layers/kernels. Therefore, restrained instabilities have a greater chance to arise and propagate in larger multi-layer networks, even at learning rates for which smaller networks can be stable. We now give empirical validation of this observation. We conduct experiments on 1-layer and 3-layer VGG-style CNN that is trained on the MNIST dataset (select data with labels 0 and 1). There is only 1 channel in each layer. The kernel size is 3x3 and we use the Swish activation with $\beta = 1$ here. We replicate the cross entropy experiment in (Cohen et al., 2021) on page 5 in Figure 5 under the same settings. As in (Cohen et al., 2021), we optimize using full batch gradient descent (no stochasticity) without regularization (weight decay). In Figure 7, we plot the loss versus iteration at various learning rates for both the 1-layer and 3-layer networks. We observe that the upper bound for stable learning becomes lower with the increase in parameters. The 1-layer network is stable for all the chosen learning rates, however, the 3-layer network is unstable with restrained instabilities for a learning rate of 5, even though the 1-layer network is stable at this learning rate.

Is Regularization Needed for Stability? We discuss the role of regularization in stability, a prediction by our theory not known in the literature on EoS. From the stability condition in (14), we draw the conclusion that weight decay is necessary for the training process to be stable. But in the cross-entropy experiment in Figure 5 on page 5 in (Cohen et al., 2021), it appears that the training process could be stable without regularization for a small enough learning rate. Our explanation for this apparent divergence is that the network
structure is so simple that as soon as the instability kicks the kernel out of the transition region, it does not have a chance to move back from the activated or non-activated, hence the oscillations do not arise. When the network becomes more complex, there are more interconnections between kernels/weights and more possibilities for the data to kick the kernels back into the transitioning region, and for the restrained instabilities to propagate to more locations in the network. To confirm our theory, we replicate the experiment (cross-entropy experiment in Figure 5 on page 5 in (Cohen et al., 2021)) in which a stable learning rate in a real network is found without regularization. The learning rate is $\frac{2}{150}$, the network utilized is a two-layer fully-connected (FC) network with tanh activation, with 200 nodes in each layer, and the dataset is CIFAR-5k (a subset of CIFAR-10 (Krizhevsky et al.) with only 5000 training images so as to fit on a standard GPU). We optimize using full batch gradient descent (no stochasticity) without regularization (weight decay). Now, we double the number of fully connected layers and conduct the experiment under the same settings with this new network. In Figure 8, we observe spikes in the loss and sharpness exceeding the stable bound indicating restrained instabilities. This could be because the more complicated network gives more chances for the instability to propagate to more of the network, causing kernels to go in and out of the unstable transitioning region multiple times, without adequate regularization/weight decay.

Figure 8: Apparent Stability Without Regularization. The blue curves are for the stable learning rate found in the (Cohen et al. 2021) for a 2-layer FC network trained on CIFAR-5k without weight decay, suggesting stability can be achieved without weight decay. However, if one trains a more complex network (here doubling the layers), there are more chances for restrained instabilities to arise, and the stable learning rate now becomes unstable (in orange).
Stability Bounds Varies With Number of Layers (Regularized Case): As can be seen by our theory in Section 5.5 (discussion following Theorem 5.7), the bounds for regularization and learning rates change as the number of layers changes. In particular, the bounds in (14) change by replacing \( a \) with \( \hat{a} = a\gamma \) where \( \gamma \) is related to the gradient of the sub-network up to the layer of interest. We verify this empirically by determining the stability bounds on the learning rate empirically with regularization on a 1- and 2-layer CNN. We still use the selected MNIST dataset (mentioned in the first experiment of this sub-section) here. The kernel size is 3x3 and we use the Swish activation function. We choose \( \beta = 1 \) and \( \alpha = 5e^{-4} \). Results are shown in Figure 9, and confirm that the stability bounds change with the number of layers: in the 1-layer case, the stable learning rate is between 90 and 100, whereas for the two-layer network, it is more stringent and is between 10 and 20.

![Figure 9: Stability Bound Varies With Number of Layers. [Left]: Gradient descent with weight decay experiment on 1 layer CNN. The restrained stability boundary is between 90 and 100. [Right]: Gradient descent with weight decay experiment on two-layer CNN. The restrained stability boundary is between 10 and 20.](image)

7. Conclusion

We discovered restrained numerical instabilities in standard training procedures of deep networks. In particular, we showed that epsilon-small errors inherent in floating point arithmetic can amplify and lead to divergence in final test accuracies, comparable to stochastic batch selection. Given such variations are comparable to accuracy gains reported in many papers, such instabilities could inflate or even suppress such gains, and further investigation is needed. Using a simplified multi-layer CNN models, which are amenable to linear analysis, we employed PDEs to explain how these instabilities might arise. We derived CFL conditions, which imposed conditions on the learning rate and weight decay. We showed that the rather than a full global blowup when CFL conditions are violated, the instabilities are restrained and this is a result of properties of the non-linear gradient descent PDE. We showed that restrained instabilities are at the edge of stability, and thus our theory provided insights into that phenomenon, and further made new predictions.

This study provided a step in principally choosing learning rates for stability and may serve as the basis for designing new optimization methods. We showed that numerical PDEs have promise to shed insight. The analysis showed how restrained instabilities can arise even in CNNs and how the phenomenon is more likely to arise in larger networks. Although
empirically we showed how restrained instabilities could be eliminated with globally small learning rates, such instabilities are localized to space-time regions of the tensor space, suggesting the need to develop adaptive learning rate / optimization schemes tailored to have small rates in these local regions to ensure stability, while maintaining speed.
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Appendix A. Extended Discussion

What is the relation between Section 3 and Section 4? Section 3 presents a theory on how finite precision errors can be attenuated or amplified based on satisfying or not the CFL condition (condition on the learning rate) through PDE tools. Note the continuum limit of SGD as the learning result goes to zero is a PDE. As such and for ease of illustration, a simple PDE is examined to illustrate the key ideas of the PDE framework. Section 4 presents that such amplification of finite precision errors is present in deep network optimization, and shows that this likely results from not satisfying the CFL condition (learning rate is too high) - the last experiment of the section.

What is the relation between Section 4 and Section 5? Section 5 presents a detailed theoretical study on how the amplification/attenuation of finite precision errors from Section 4 can arise by applying methodology from Section 3. The study reduces down restrained instabilities to its most basic manifestation in a simple CNNs trained on just a single image and shows how they arise. In particular, when the learning rate is chosen in a specific range, restrained instabilities (oscillating between stable and unstable regimes) arise and finite precision errors accumulate. For small enough learning rates, the instabilities disappear and finite errors are attenuated. This matches the behavior of the large networks in Section 4, suggesting the theory applies.

Appendix B. Empirical Validation: All Seeds in Experiments of Section 4 are Fixed

We verify that all random seeds in SGD and the deep learning framework (e.g., initialization, batch selection, CUDA seeds, etc) have been fixed in the experiments in Section 4.2. This would indicate that the only source of variance across trials is due to the introduced floating point perturbation. To verify that, we run experiments for multiple trials when $k = 1$. Test accuracy over epochs from each trial is shown in the following Table 4. This confirms that the dynamic trajectories of weights strictly coincide, indicating all seeds have been fixed.
Table 4: Accuracy at different epochs over different trials. This indicates all seeds inducing randomness have been fixed.

To further strengthen this point, we provide additional results on $k^{'prime}$ = $k \times 2^n$ in Table 5. Since base 2 (binary) is used in floating number, multiplying or dividing by the power of 2 will not introduce floating point arithmetic perturbation, therefore for any integer $k$, results on $k^{'prime}$ and $k$ will have the same trajectories. This is another piece of evidence showing that the instability comes ONLY from floating point error. We also provided code in the supplementary (main4.py) for verification.

Table 5: Final Test Accuracy for different $k$. Notice $k$ that differ by a factor of a power of two have the same accuracy. This provides more evidence that all seeds have been fixed.

Appendix C. Supplementary Experimental Results for Section 4

We provide supplementary experimental results for Section 4. The bold titles correspond to the section in Section 4.2 for which the supplementary experiment belongs.

Section 4.2, Perturbed SGD with Swish: Table 6 shows detailed results of the variability due to the floating point perturbation in comparison to batch selection with Swish activation for Section 4.2 Perturbed SGD with Swish. As noted in Section 4.2, the Swish activation also results in significant variance due to floating point arithmetic.

Section 4.2, Other Architectures/Datasets: Table 6 verifies that the variability due to the floating point perturbation generally exists across different network architectures and datasets. Here we repeated the same experiment for a different network (VGG16) and a different dataset (Fashion-MNIST). The Swish activation is used. Six different floating point noises are used and six different seeds are used as in Table 6. Average standard deviations for test accuracy variation for both the floating point perturbations and batch selection. The test accuracy variance for floating point noise is greater or similar to the stochastic variation due to batch selection. Note the average test accuracy and the average standard deviation over floating point perturbations over $k$ are reported. The variance of SGD due to batch selection is also reported.

Section 4.2, Adam optimizer: Table 7 verifies that the variability due to the floating point perturbation also exists in adaptive learning rate optimizers. Here we repeat the same experiment with Adam optimizer.

Section 4.2, 64 bit floating point representation: Table 8 evaluates the variability due to the floating point perturbation on a data type with higher numerical precision. Here
Table 6: [Left]: Test accuracy variance over different seeds (batch selections) and different floating point perturbations (rows) for Resnet56 using Swish activation that is trained on CIFAR-10. STD is the standard derivation. $k$ indicates different version of perturbed SGD that each introduces a perturbation at the last significant bit of the gradient. [Right]: A summary of results of variation of test accuracy for different floating point error in comparison to stochastic noise for different architectures and datasets.

| Seed | 1   | 2   | 3   | 4   | 5   | 6   | STD  |
|------|-----|-----|-----|-----|-----|-----|------|
| $k = 1$ | 93.81 | 93.79 | 93.62 | 93.83 | 93.72 | 93.59 | 0.09 |
| $k = 3$ | 93.52 | 93.94 | 93.29 | 93.59 | 93.73 | 93.60 | 0.20 |
| $k = 5$ | 93.39 | 93.89 | 93.89 | 93.60 | 93.71 | 93.62 | 0.17 |
| $k = 7$ | 93.35 | 93.59 | 93.52 | 93.48 | 93.37 | 93.43 | 0.08 |
| $k = 9$ | 93.49 | 93.50 | 93.70 | 93.79 | 93.55 | 93.71 | 0.12 |
| $k = 11$ | 93.84 | 93.71 | 93.72 | 93.91 | 93.71 | 93.56 | 0.11 |
| STD  | 0.19 | 0.15 | 0.18 | 0.14 | 0.13 | 0.082 |

Table 7: Test accuracy variance over different seeds (batch selections) and different floating point perturbations (rows) for Resnet56 using Swish activation that is trained on CIFAR-10. STD is the standard derivation with Adam optimizer.

| Seed | 1   | 2   | 3   | 4   | 5   | 6   | STD  |
|------|-----|-----|-----|-----|-----|-----|------|
| $k = 1$ | 88.16 | 88.36 | 88.88 | 88.43 | 88.63 | 88.39 | 0.22 |
| $k = 3$ | 88.68 | 88.52 | 88.45 | 88.32 | 88.56 | 87.81 | 0.28 |
| $k = 5$ | 88.59 | 88.30 | 88.33 | 88.25 | 88.62 | 88.79 | 0.19 |
| $k = 7$ | 88.71 | 88.68 | 88.74 | 88.11 | 88.32 | 88.78 | 0.25 |
| $k = 9$ | 88.79 | 88.65 | 88.72 | 88.59 | 88.48 | 88.73 | 0.10 |
| $k = 11$ | 88.00 | 88.73 | 88.78 | 88.71 | 88.21 | 88.42 | 0.29 |
| STD  | 0.34 | 0.21 | 0.16 | 0.36 | 0.21 | 0.13 |      |

we repeat the same experiment float64 data type. Results indicate that errors are not mitigated with increasing precision, suggesting an instability.

| Seed | 1   | 2   | 3   | 4   | 5   | 6   | STD  |
|------|-----|-----|-----|-----|-----|-----|------|
| $k = 1$ | 93.10 | 93.63 | 93.31 | 93.45 | 93.26 | 93.60 | 0.19 |
| $k = 3$ | 93.35 | 93.16 | 93.42 | 93.43 | 93.20 | 93.49 | 0.12 |
| $k = 5$ | 93.32 | 93.38 | 93.23 | 92.74 | 93.37 | 93.29 | 0.22 |
| $k = 7$ | 93.05 | 93.39 | 93.46 | 93.20 | 93.58 | 93.26 | 0.17 |
| $k = 9$ | 93.21 | 93.60 | 93.28 | 93.53 | 93.39 | 93.66 | 0.16 |
| $k = 11$ | 93.22 | 93.26 | 93.33 | 93.35 | 93.56 | 93.62 | 0.14 |
| STD  | 0.10 | 0.16 | 0.07 | 0.26 | 0.14 | 0.15 |      |

Table 8: Test accuracy variance over different seeds (batch selections) and different floating point perturbations (rows) for Resnet56 using ReLU activation that is trained on CIFAR-10 with 64 bit precision using SGD.

Section 4.2, Evidence of Divergence Due to Instability: We verify that the optimization for the stable learning rate (3.125e-6) does not cause fluctuation for various $k$ in perturbed SGD due to being stuck at a local minimum. To this end, we show the test
accuracy plot for \( k = 1, 3 \) in Figure 10 corresponding to the experiment on the right side of Figure 2 in the main paper. Note that the accuracy is increasing, indicating the optimization is not stuck at a local minimum.

Figure 10: Test accuracy plot for the stable learning rate 3.125e-6. Shows that the optimization is not stuck in a local minimum, and the error amplification is eliminated because of the choice of learning rate that satisfies the CFL condition. Note the curves overlap.

Appendix D. Derivation for Gradient Descent PDE and Stability Analysis

D.1 Derivation of Gradient PDE (Theorem 5.1)

Let \( I : \mathbb{R}^2 \to \mathbb{R} \) be an input image to the network, \( K : \mathbb{R}^2 \to \mathbb{R} \) be a convolution kernel (we assume \( I \) and \( K \) to be of finite support), \( r : \mathbb{R} \to \mathbb{R} \) be the Swish activation, and \( s : \mathbb{R} \to \mathbb{R} \) is the sigmoid function. We consider the following CNN, which a simple VGG:

\[
f(I) = s \left[ \int_{\mathbb{R}^2} r(K \ast I)(x) \, dx \right].
\]

We consider the following regularized cross-entropy loss:

\[
L(K) = \ell(y, \hat{y}) + \frac{1}{2} \alpha \| K \|^2_{L^2}, \quad \text{where} \quad \hat{y} = f(I)
\]

where \( \ell \) denotes the cross-entropy, the second term denotes the regularization (\( L^2 \) norm squared of the kernel, \( K \)), and \( \alpha > 0 \) and the second term is weight regularization. Define

\[
g(I) = \int_{\mathbb{R}^2} r(K \ast I)(x) \, dx.
\]

To compute the gradient of the above, which is a functional, we employ methods from the calculus of variations (Naumann, 1997). We start by computing the variation of \( g \) with respect to \( K \); to denote the explicit dependence of \( g \) on \( K \), we write \( g(I; K) \). The variation is defined as

\[
\delta g(I) \cdot \delta K = \frac{dg(I; K + \varepsilon \delta K)}{d\varepsilon} \bigg|_{\varepsilon=0},
\]

27
where \( \delta K \) is a perturbation of \( K \), i.e., in the tangent space of kernels at \( K \).

Computing the variation of \( g(I) \) with respect to \( \delta K \) yields

\[
\delta g(I) \cdot \delta K = \frac{\partial}{\partial \epsilon} \left. r((K + \epsilon \delta K) \ast I)(x) \right|_{\epsilon=0} \, dx \tag{30}
\]

\[
= \frac{\partial}{\partial \epsilon} \left. (K \ast I + \epsilon \delta K \ast I)(x) \right|_{\epsilon=0} \, dx \tag{31}
\]

\[
= \int r'(K \ast I + \epsilon \delta K \ast I)(x) \cdot \delta K \ast I(x) \, dx \bigg|_{\epsilon=0} \tag{32}
\]

\[
= \int \int x \,  \int (K \ast I)(x)(I(x+\epsilon \delta K) \ast I) \, d\epsilon \, dx \tag{33}
\]

\[
= \int \delta K(z) \int r'(K \ast I)(x)I(x+\epsilon \delta K\ast I) \, dx \, dz \tag{34}
\]

\[
= \int \delta K(z) r'(K \ast I)(I(z) \ast I) \, dz. \tag{35}
\]

Note the derivative can be moved into the integrand because of the bounded integrand over all \( \epsilon \). This expression allows us to see the gradient, \( \nabla_K g(I) \) which is defined through the relation:

\[
\delta g(I) \cdot \delta K = \int \nabla_K g(I)(z) \cdot \delta K(z) \, dz. \tag{37}
\]

Therefore,

\[
\nabla_K g(I) = r'(K \ast I) \ast I. \tag{38}
\]

Therefore, using the chain rule, we have

\[
\nabla_K L(K) = \frac{\partial}{\partial \hat{y}} (\hat{y}, \hat{\hat{y}}) s'(g(I)) r'(K \ast I) \ast I + \alpha. \tag{39}
\]

Note \( s(x) = \frac{1}{1+e^{-(x-b)}} \) is the sigmoid (with bias \( b \)), and thus \( s'(x) = \frac{e^{-(x-b)}}{[1+e^{-(x-b)}]^2} = s(x)[1-s(x)] \). Therefore, \( s'(g(I)) = f(I)[1-f(I)] = \hat{y}(1-\hat{y}) \). Therefore, substituting the previous expression into the previous equation, we have

\[
\nabla_K L(K) = \hat{y}(1-\hat{y}) \frac{\partial}{\partial \hat{y}} (\hat{y}, \hat{\hat{y}}) r'(K \ast I) \ast I + \alpha. \tag{40}
\]

For cross-entropy, we have \( \frac{\partial}{\partial \hat{y}} = -\frac{y}{\hat{y}} + \frac{1-y}{1-\hat{y}} \) and thus \( \hat{y}(1-\hat{y}) \frac{\partial}{\partial \hat{y}} = \hat{y} - y \). Therefore, substituting into the above equation, we have

\[
\nabla_K L(K) = (\hat{y} - y) r'(K \ast I) \ast I + \alpha. \tag{41}
\]

where \( \hat{y} = f(I) \). The gradient descent PDE with respect to the loss (27) is

\[
\partial_t K = -\nabla_K L(K) = -(\hat{y} - y) r'(K \ast I) \ast I - \alpha K, \tag{42}
\]
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where \( r' \) denotes the derivative of the activation, and \( t \) parametrizes the evolution. If we maintain the constraint that \( K \) is finite support so that \( K \) is zero outside \([-w/2, w/2]^2\) then the constrained gradient descent is

\[
\partial_t K = \left[ -(\hat{y} - y)r'(K * I) * I - \alpha K \right] \cdot W, \tag{43}
\]

where \( W \) is a windowing function (1 inside \([-w/2, w/2]^2\) and zero outside).

D.2 Derivation of Linearization of the Gradient PDE (Theorem 5.2)

We assume that \( r \) is the Swish function and \( \beta > 0 \) is the parameter of the Swish activation:

\[
r(x) = \frac{x}{1 + e^{-\beta x}}. \tag{44}
\]

We can show that the first derivative and the second derivative of Swish function are:

\[
r'(x) = \frac{1 + (1 + \beta x)e^{-\beta x}}{(1 + e^{-\beta x})^2}, \quad r''(x) = \frac{\beta e^{-\beta x}(\beta x(1 - e^{-\beta x}) + 2(1 + e^{-\beta x}))}{(1 + e^{-\beta x})^3}. \tag{45}
\]

We assume \( K*I \) is near zero, so that we could express \( r'(x) \) using Taylor expansion:

\[
r'(x) \approx r'(0) + r''(0)x, \quad \text{where} \quad r'(0) = \frac{1}{2}, \quad r''(0) = \frac{1}{2} \beta. \tag{46}
\]

In this case,

\[
[r'(K * I) * I]W \approx \frac{1}{2}(\bar{I} + \beta[(K * I) * I])W \tag{47}
\]

where \( \bar{I} \) is the input sum. Assuming \( \hat{y} - y =: a \) is approximately constant, the constrained PDE becomes

\[
\partial_t K = \left[ -\frac{a}{2}(\bar{I} + \beta[(K * I) * I]) \right] W - \alpha K. \tag{48}
\]

Note that \( KW = K \) since the initial \( K \) is assumed be contained in the support of \( W \), and the evolution will not change that.

D.3 Derivation of CFL Conditions for Linearized PDE (Theorem 5.3, 5.4)

Consider the forward Euler scheme of (48):

\[
K^{n+1} - K^n = \left[ -\frac{a}{2}\Delta t(\bar{I} + \beta[(K^n * I) * I]) \right] W - \Delta t\alpha K^n. \tag{49}
\]

where \( n \) denotes the iteration number, and \( \Delta t \) denotes the step size (learning rate in SGD).

We now apply the DFT. Note this requires some approximation of the original PDE defined on a continuous non-compact domain to a discrete domain. Namely, we approximate the linear convolution with a circular convolution as is done in Von-Neumann analysis (this assumption is true for compactly supported functions where the support is not growing). To apply the DFT we first compute the DFT of \((K*I)*I\) assuming periodic correlations:

\[
\text{DFT}\{(K^n * I) * I\} = \text{DFT}\{K^n * I\}^* \cdot \text{DFT}\{I\} \tag{50}
\]

\[
\text{DFT}\{K^n\}^* \cdot \text{DFT}\{I\} \tag{51}
\]

\[
\text{DFT}\{K^n\} \cdot \text{DFT}\{I\}^* \cdot \text{DFT}\{I\} \tag{52}
\]

\[
\hat{K}^n|\hat{I}|^2, \tag{53}
\]
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where \(K^*\) represents complex conjugate. The DFT of the discretization (49) of the linearized PDE is
\[
\hat{K}^{n+1} - \hat{K}^n = -\frac{a}{2} \Delta t (I + \beta \hat{K}^n |\hat{I}|^2) \ast \prod_{i=1}^{2} \text{sinc} \left( \omega_i \right) - \Delta t a \hat{K}^n, \tag{54}
\]
where \(\hat{K}^n\) denotes the DFT of \(K^n\), and sinc denotes the sinc function. In the case that \(w \to \infty\) (the window support becomes large), the DFT of \(K\) can be written in terms of the amplifier \(A\) as
\[
\hat{K}^{n+1}(\omega) = A(\omega) \hat{K}^n(\omega) - \frac{a}{2} \Delta t I, \quad \text{where} \quad A(\omega) = 1 - \Delta t \left( \alpha + \frac{1}{2} a \beta \hat{I}(\omega) \right) \right. \tag{55}
\]
To be stable, \(|A| < 1\). Provided that \(\alpha\) is large enough (when \(a < 0\)), stability can be achieved with the condition:
\[
\Delta t < \frac{2}{\alpha + \frac{1}{2} a \beta \hat{I}(\omega)} \tag{56}
\]
with \(\alpha > -\frac{1}{2} a \beta \max_\omega |\hat{I}(\omega)|^2\) (when \(a < 0\)). There are two conditions it has to be satisfied to be stable. First, as \(\Delta t\) is positive, the denominator of the right side should be positive. That yields the lower bound for \(\alpha\)
\[
\alpha > -\frac{1}{2} a \beta \max_\omega |\hat{I}(\omega)|^2 \tag{57}
\]
Then \(\Delta t\) has to satisfy the CFL condition (56) so that the system could be stable, which yields the upper bound for \(\alpha\):
\[
\alpha < \frac{2}{\Delta t} - \frac{1}{2} a \beta \min_\omega |\hat{I}(\omega)|^2 \tag{58}
\]

**D.4 Non-constant Linearization of \(a = \hat{y} - y\) and Stability Analysis (Section 5.2)**

We consider a non-constant linear model of \(K\) for \(a\), so we linearize \(a = \hat{y} - y\) around \(K = 0\):
\[
a = \hat{y} - y = s(g_K(I)) - y \\
\approx s(g_0(I)) + \langle s'(g_0(I)) \nabla_K g_0(I), K \rangle - y \\
= s(0) + \langle s'(0) r'(0) * I, K \rangle - y \\
= s(0) - y + \frac{1}{2} s'(0) \hat{I} \hat{K},
\]
where the subscript on \(g\) indicates the dependence on the given kernel. The gradient descent PDE following from the linearization above then becomes:
\[
\partial_t K = \left[ -\frac{1}{2} [s(0) - y + \frac{1}{2} s'(0) \hat{I} \hat{K}] (I + \beta [(K * I) * I] - \alpha K) \right] W. \tag{59}
\]
Considering only linear terms and ignoring the constant (w.r.t \(K\)) terms, this becomes:
\[
\partial_t K = \left[ -\frac{1}{2} [s(0) - y] \beta [(K * I) * I] - \frac{1}{4} s'(0) \hat{I}^2 \hat{K} - \alpha K \right] W. \tag{60}
\]
Using forward Euler and computing the Fourier transform yields:

\[ \hat{K}^{n+1} = A(\omega)\hat{K}^{n}(\omega), \tag{61} \]

where

\[
A(\omega) = 1 - \Delta t \left\{ \begin{array}{ll}
\frac{1}{2} |\hat{I}(0)|^2 (\beta |s(0) - y| + \frac{1}{4} s'(0)\delta(\omega)) + \alpha & \omega = 0 \\
\frac{1}{2} |s(0) - y|\beta |\hat{I}(\omega)|^2 + \alpha & \omega \neq 0
\end{array} \right., \tag{62} \]

where \( \delta \) is a Dirac delta function. Note \( s(0) - y \) can be either positive or negative, so similar to the previous case where \( a = \frac{\delta y}{\delta y} s' \) was assumed constant, the process can be unstable without regularization.

We approximate \( \delta \) with a sinc function (Fourier transform of a rectangular pulse, which is the case if the constant is defined on just finite support), i.e.,

\[ \delta(\omega) = \frac{1}{2\pi L^2} \text{sinc}\left(\frac{\omega_1}{2\pi L}\right) \text{sinc}\left(\frac{\omega_2}{2\pi L}\right). \tag{63} \]

We can write \( A \) as

\[
A(\omega) = 1 - \Delta t \left\{ \frac{1}{2} |s(0) - y|\beta |\hat{I}(\omega)|^2 + \alpha + \frac{1}{4}s'(0)|\hat{I}(0)|^2\delta(\omega) \right\}. \tag{64} \]

The sign of \( \frac{1}{2} |s(0) - y|\beta |\hat{I}(\omega)|^2 + \frac{1}{4}s'(0)|\hat{I}(0)|^2\delta(\omega) \) can be either positive or negative, therefore, in the case of no regularization, the process can be unstable.

This analysis shows that treating \( a = \hat{y} - y \) as a more general non-constant linear function leads to similar CFL conditions and conclusions as the constant case in the main paper.

D.5 Linearization of the PDE in the “Activated” Regime (Section 5.4)

Suppose that \( K*I \) is positive and away from zero, then \( r'(K*I) = 1 \). The non-linear PDE (42) reduces to

\[ \partial_t K = -a\hat{I} - \alpha K, \tag{65} \]

where \( a = \hat{y} - y \). Linearizing this as in Theorem 4.2 gives \( a = s(0) - y + 0.5s'(0)\hat{K}\hat{I} \), gives:

\[ \partial_t K = -(s(0) - y)\hat{I} - \frac{1}{8}\hat{I}^2\hat{K} - \alpha K. \tag{66} \]

For stability analysis, we can ignore the constant with respect to \( K \) term. One can show that in the DFT domain, the update of \( K_t \) is given by

\[ \hat{K}^{n+1}(\omega) = A(\omega)\hat{K}^{n}(\omega), \]

where the amplifier factor is

\[
A(\omega) = \left\{ \begin{array}{ll}
1 - \Delta t(\alpha + \hat{I}^2/8) & \omega = 0 \\
1 - \alpha \Delta t & \omega \neq 0
\end{array} \right.. \]

For stability, \( |A| < 1 \), which implies the following conditions:

\[
\alpha > -\frac{\hat{I}^2}{8} \quad \text{and} \quad \alpha < \min\left\{ \frac{2}{\Delta t} - \frac{\hat{I}^2}{8}, \frac{2}{\Delta t} \right\} = \frac{2}{\Delta t} - \frac{\hat{I}^2}{8}. \]
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We start with discretizing PDE with momentum (15) using a fully explicit scheme. Specifically, we use central difference approximations for both time derivatives giving a second order discretization in time:

\[
\frac{K(t + \Delta t) - 2K(t) + K(t - \Delta t)}{\Delta t^2} + d\frac{K(t + \Delta t) - K(t - \Delta t)}{2\Delta t} = -\nabla_K L[K(t)]
\]  

which leads to the following update:

\[
K_{n+1} = K_n + 2 - \frac{d\Delta t}{2 + d\Delta t} \Delta K_n - \frac{2\Delta t^2}{2 + d\Delta t} \nabla_K L(K_n),
\]  

where \(K_n = K(n\Delta t)\), and \(\Delta K_n = K_n - K_{n-1}\). To obtain an update which more closely resembles the classic two-part Nesterov recursion, we use a semi-implicit discretization. That is, we replace the explicit discretization \(\nabla_K L(K_n)\) with a “predicted estimate” \(\hat{\nabla}_K L(\hat{K}_n)\). This estimate is obtained by applying the same discretization but evaluating \(\nabla_K L\) at the partial update \(V_n = K_n + \frac{2 - d\Delta t}{2 + d\Delta t} \Delta K_n\), which is a “look-ahead” location. Using this strategy yields this two-step update as specified in the theorem. For more details see (Benyamin et al., 2020).

To perform the stability analysis, we study linearizations of the PDE by using a similar procedure as in the stability analysis for gradient descent PDE presented in Section 5.3. The linearization of \(\nabla_K L(V^n)\) is the same as in the linearized PDE (48), given by

\[
\nabla V L(V^n) = \left[ -\frac{a}{2} (\bar{I} + \beta |(V * I) * I|) - aV \right] W,
\]  

We now analyze the stability of the linearized equation using Von-Neumann analysis. To derive the stability conditions, we compute the spatial Discrete Fourier Transform (DFT) of the semi-implicit scheme (16) and solve for the gradient amplifier:

**Theorem E.1.** The DFT of the semi-implicit scheme given in (16)-(17) of the linearized momentum PDE is given by

\[
\hat{V}^n = \hat{K}^n + \frac{2 - d\Delta t}{2 + d\Delta t} (\hat{K}^n - \hat{K}^{n-1})
\]

\[
\hat{K}^{n+1} = \hat{V}^n - \frac{2\Delta t^2}{2 + d\Delta t} z(\omega) \hat{V}^n
\]

where the gradient amplifier \(z\) is defined as

\[
z(\omega) = \alpha + \frac{1}{2}a\beta |\hat{I}(\omega)|^2.
\]  

In order for the overall combined update updates to be a stable process, the gradient amplifier has to satisfy the following condition (for detailed proof, see (Benyamin et al., 2020)):

\[
\Delta t < \frac{2}{\sqrt{3} \left( \alpha + \frac{1}{2}a\beta |\hat{I}(\omega)|^2 \right)}.
\]
There are two conditions it has to be satisfied to be stable. First, as $\Delta t$ is positive, the denominator of the right side should be positive. That yields the lower bound for $\alpha$:

$$\alpha > -\frac{1}{2}a\beta \max_{\omega} |\hat{I}(\omega)|^2. \quad (74)$$

Then $\Delta t$ has to satisfy the CFL condition (73) so that the system could be stable, which yields the upper bound for $\alpha$:

$$\alpha < \frac{4}{3\Delta t^2} - \frac{1}{2}a\beta \min_{\omega} |\hat{I}(\omega)|^2 \quad (75)$$

### E.2 Experimental Validation

Figure 11: Empirical validation of stability bounds for the linearized PDE (69).

| Kernel | $\alpha_{\text{min}}^e$ | $\alpha_{\text{min}}$ | $\alpha_{\text{max}}^e$ | $\alpha_{\text{max}}$ |
|--------|-----------------|-----------------|-----------------|-----------------|
| 16x16  | 3.9e6           | 1.07e9          | 1.42e8          | 1.33e8          |
| 32x32  | 1.3e7           | 1.07e9          | 1.42e8          | 1.33e8          |
| 64x64  | 3.9e7           | 1.07e9          | 1.42e8          | 1.33e8          |

Table 9: Comparison of the bounds on weight decay, $\alpha$, between the non-windowed linear PDE in (18) and the windowed linear PDE in (69) found empirically.

Figure 11 empirically validates the existence of upper and lower bounds on $\alpha$ for Nesterov momentum. We conduct a similar experiment as in section 5.2 to empirically validate this when the kernel is restricted to be finite support, i.e., the gradient is windowed. We empirically find the lower and upper bounds for $\alpha$ using the same method and compare it to the bounds in (18). We choose the $\Delta t = 1e - 4, a = -0.5, \beta = 1$, and damping $d = \frac{2 - 2 \times 0.9}{\Delta t(1 + 0.9)}$ so that the momentum coefficient $\frac{2 - d\Delta t}{2 + d\Delta t} = 0.9$ is the common choice in deep learning training. Note that the choice of damping $d$ has no impact on the stability bounds. The input data is the same as the experiment in Section 5.2. See Table 9, which verifies there are bounds on $\alpha$ for stability when using momentum as gradient descent.

### Appendix F. Multi-layer CNN Gradient Computation

We provide the derivation for the gradient with respect to any kernel $K_i$ in an arbitrary layer multi-layer convolutional neural network, and $K_i$ denotes the kernel in the $i^{th}$ layer. Our model is given as

$$F(I) = F_N \circ F_{N-1} \circ \cdots \circ F_1(I), \quad (76)$$

where $N$ is the number of layers, and

$$F_i(I_i) = r(K_i \ast I_i), \quad I_i = F_{i-1} \circ \cdots \circ F_1(I). \quad (77)$$
Define
\[ F_{N,i+1}(I_{i+1}) = F_N \circ F_{N-1} \circ \cdots \circ F_i(I_{i+1}). \] (78)

We compute the variation of \( F \) with respect to \( K_i \). To do this, we note the following formulas, which are obtained through definitions of the gradient:
\[
\delta F_{N,i+1}(I_{i+1}) \cdot \delta I_{i+1}(x) = \int \nabla I_{i+1} F_{N,i+1}(x,y) \cdot \delta I_{i+1}(y) \, dy 
\] (79)
\[
\delta I_{i+1}(y) = \delta F_i(I_i) \cdot \delta K_i(y) = \int \nabla K_i F_i(y,z) \cdot \delta K_i(z) \, dz. 
\] (80)

Combining the above formulas gives
\[
\delta F \cdot \delta K_i = \int \left[ \int \nabla I_{i+1} F_{N,i+1}(x,y) \nabla K_i F_i(y,z) \right] \, dy \cdot \delta K_i(z) \, dz. 
\] (81)

Using the previous formula and noting the definition of gradient, we see that
\[
\nabla K_i F_i(I)(x,z) = \int \nabla I_{i+1} F_{N,i+1}(x,y) \nabla K_i F_i(y,z) \, dy =: [\nabla I_{i+1} F_{N,i+1} \cdot \nabla K_i F_i](x,z). 
\] (82)

Note
\[
\delta F_i(I_i) \cdot \delta K_i(x) = r'(K_i * I_i)(x) \delta K_i * I_i(x) = r'(K_i * I_i)(x) \int \delta K_i(y) I_i(x+y) \, dy; 
\] (83)
therefore,
\[
\nabla K_i F_i(I_i)(x,y) = r'(K_i * I_i)(x) I_i(x+y). 
\] (84)

Therefore,
\[
\nabla K_i F_i(I)(x,z) = \int \nabla I_{i+1} F_{N,i+1}(x,y) r'(K_i * I_i)(y) I_i(y+z) \, dy. 
\] (85)

Defining
\[
f(I) = s \left[ \int F(I)(x) \, dx \right], 
\] (86)
we get
\[
\nabla K_i f(I)(z) = s' \int \nabla K_i F_i(I)(x,z) \, dx 
\] (87)
\[
= s' \int \int \nabla I_{i+1} F_{N,i+1}(x,y) r'(K_i * I_i)(y) I_i(y+z) \, dy \, dx 
\] (88)
\[
= s' \int \left[ \int \nabla I_{i+1} F_{N,i+1}(x,y) \, dx \right] r'(K_i * I_i)(y) I_i(y+z) \, dy 
\] (89)
\[
= s' \left[ \nabla_{i+1} F_{N,i+1}(I_{i+1}) \cdot r'(K_i * I_i) \right] * I_i(z). 
\] (90)

If the loss is defined as follows:
\[
L = \ell(f(I), y) + \alpha \sum_j \|K_j\|_{L^2}^2, 
\] (91)
\[ \nabla_{K_i} L = (\hat{y} - y) \left[ \nabla_{I_{i+1}} F_{N,i+1}(I_{i+1}) \cdot r'(K_i * I_i) \right] * I_i + \alpha K_i, \]  

(92)

where

\[ \nabla_{I_{i+1}} F_{N,i+1}(I_{i+1})(z) = \int \nabla_{I_{i+1}} F_{N,i+1}(I_{i+1})(x, z) \, dx. \]  

(93)

Note that \( I_{i+1} = F_i(I_i) = r(K_i * I_i) \) depends on \( K_i \), but \( \nabla_{I_{i+1}} F_{N,i+1} \) does not depend on \( K_i \).

We show, for the purpose of stability analysis, we can approximate \( \nabla_{I_{i+1}} F_{i+1}(I_{i+1}) \) with a constant w.r.t \( K_i \). Note

\[ \delta F_{i+1}(I_{i+1}) \cdot \delta I_{i+1}(x) = r'(K_{i+1} * I_{i+1})(x)[K_{i+1} * \delta I_{i+1}](x) \]  

\[ = \int r'(K_{i+1} * I_{i+1})(x)K_{i+1}(y)\delta I_{i+1}(x + y) \, dy \]  

\[ = \int r'(K_{i+1} * I_{i+1})(x)K_{i+1}(z - x)\delta I_{i+1}(z) \, dz. \]  

(94)

(95)

(96)

Therefore,

\[ \nabla_{I_{i+1}} F_{i+1}(x, z) = r'(K_{i+1} * I_{i+1})(x)K_{i+1}(z - x). \]  

(97)

We consider the cases \( K_i * I_i \approx 0 \), \( K_i * I_i \ll 0 \), and \( K_i * I_i \gg 0 \). In these cases, \( I_{i+1} \approx 0 \), \( I_{i+1} \approx 0 \), and \( I_{i+1} \approx K_i * I_i \), respectively. Then

\[ \nabla_{I_{i+1}} F_{i+1}(x, z) = K_{i+1}(z - x) \begin{cases} \frac{1}{2} & K_i * I_i \approx 0, \ K_i * I_i \ll 0 \\ 1 & K_i * I_i \gg 0 \end{cases}. \]  

(98)

Therefore, the gradient at the \( i + 1 \) layer approximately ceases dependence on \( K_i \). We may apply a similar analysis to argue that \( \nabla_{I_{i+k}} F_{i+k}(I_{i+k}) \) is independent of \( K_i \). Thus, the gradient \( \nabla_{I_{i+k}} F_{N,i+1}(I_{i+1}) \) is also independent of \( K_i \).

For stability analysis, we thus treat \( \nabla_{I_{i+1}} F_{N,i+1}(I_{i+1}) \) independent of \( K_i \) and we approximate it with a constant, \( \gamma \), in space. Therefore, its enough to analyze stability of

\[ \nabla_{K_i} L = \hat{a} r'(K_i * I_i) * I_i + \alpha K_i, \]  

(99)

where \( \hat{a} = \gamma(\hat{y} - y) \). This follows the same stability analysis of the one-layer case; the result is that the stability conditions change by replacing \( a \) with \( \hat{a} \).
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