Research on Classification Algorithm for Blackberry Lily Data
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Abstract. Blackberry Lily is the dried rhizome of the Iris plant, which has the functions of clearing heat and detoxifying, eliminating phlegm and pharyngeal. The actual structure of its various categories is very different, and this difference is widely used by botanists to build the interspecific relationship of various varieties of Blackberry Lily. Therefore, the classification of Blackberry Lily is of great significance to the research of its evolution. In this paper, we propose several algorithms based on Naive Bayes to classify Blackberry Lily data, and some algorithms are improved.

1. Introduction

Blackberry Lily (Belamcanda chinensis) is a perennial herb whose rhizomes are irregularly massive, obliquely extended, yellow or yellowish brown, with many fibrous roots, and the stem is upright, with a height of 1~1.5 meters and solid. Blackberry Lily’s taste is bitter and cold, which has the functions of clearing away heat and detoxifying, eliminating phlegm and pharyngeal, it is commonly used for heat and poison phlegm and heat, knot, sore throat, phlegm and saliva, coughing and wheezing[1-3]. The actual structures of various Blackberry Lily in nature are very different, these differences are of great significance for the evolutionary research of the iris family and are widely used by botanists to build the interspecies relationship of each iris family[4-8]. For example, the two subclasses of angiosperms can be distinguished by the number of petals: dicotyledonous plants usually have 4 or 5 (or multiples of 4 or 5) petals, while monocotyledonous plants are usually 3 or multiples of 3.

Based on the above, we use several algorithms based on Naive Bayes to classify the simulated data of Blackberry Lily. In all machine learning classification algorithms, Naive Bayes is different from most other classification algorithms[9-12]. For most classification algorithms, such as decision trees, KNN, logistic regression, and support vector machines, they are all discriminant methods, that is, directly learning the relationship between the feature output Y and the feature X, or the decision function Y=f(X), or the conditional distribution P(Y|X). However, Naive Bayes is a generation method, that is, to directly find the joint distribution P(X,Y) of the feature output Y and the feature X, and then use P(Y|X)=P(X,Y)/P(X )inferred. Naive Bayes is very intuitive, the amount of calculation is not large, and it is widely used in many fields.

2. Methods

2.1. Datasets and Preprocessing

The shape of the flowers of Blackberry Lily and irises are most similar. The Iris data is a classic dataset and is often used as an example in the field of statistical learning and machine learning. The dataset contains 150 records in 3 categories, 50 data in each category, and each record has 4 characteristics:
sepal length, sepal width, petal length, petal width, these four characteristics can be used to predict which iris flower belongs to (iris-setosa, iris-versicolour, iris-virginica). Based on the iris dataset, we generated the Blackberry Lily dataset, a total of 150,000 data, each record has similar characteristics, divided into Bc-1, Bc-2, Bc-3 --- a total of 3 categories. As shown in Figure 1 (partial data):

| sepal length (cm) | sepal width (cm) | petal length (cm) | petal width (cm) | species |
|-------------------|------------------|-------------------|------------------|---------|
| 6.3               | 3.3              | 6.0               | 2.5              | 2       |
| 7.2               | 3.6              | 6.1               | 2.5              | 2       |
| 5.8               | 2.8              | 5.1               | 2.4              | 2       |
| 6.4               | 3.2              | 5.3               | 2.3              | 2       |
| 7.7               | 2.6              | 6.9               | 2.3              | 2       |
| 6.9               | 3.2              | 5.7               | 2.3              | 2       |
| 7.7               | 3.0              | 6.1               | 2.3              | 2       |
| 6.3               | 3.4              | 5.6               | 2.4              | 2       |
| 6.7               | 3.1              | 5.6               | 2.4              | 2       |
| 6.9               | 3.1              | 5.1               | 2.3              | 2       |
| 6.8               | 3.2              | 5.9               | 2.3              | 2       |

Fig1. The simulated data set of Blackberry Lily.

We divide the simulation data into 70% training data and 30% test data. The python code is as follows:
from sklearn.model_selection import train_test_split
X = df.iloc[:,:4]
y = df.iloc[:,4]
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=.3)

2.2. Algorithms
Naive Bayes is a relatively simple algorithm. Compared with decision tree, KNN and other algorithms, Naive Bayes needs to pay attention to fewer parameters, which is also easier to master[13]. In scikit-learn, there are 3 naive Bayes classification algorithms that are GaussianNB, MultinomialNB and BernoulliNB. Among them, GaussianNB is naive Bayes with a priori Gaussian distribution, MultinomialNB is naive Bayes with a priori polynomial distribution, and BernoulliNB is naive Bayes with a priori Bernoulli distribution.

2.2.1. Gaussian Naïve Bayes. It is used to process continuous variables, requires data to conform to a Gaussian distribution, and has a certain ability to deal with sample imbalance problems. The basic python code is as follows:
from sklearn.naive_bayes import GaussianNB
clf = GaussianNB()
clf.fit(X_train, y_train)
print(clf.score(X_test, y_test))

Consider that if the amount of data in the training set is very large, it cannot be loaded into memory at one time. At this time, we improve the algorithm to divide the training set into several equal parts, and repeatedly call partial_fit to learn the training set step by step[14]. The final accuracy score is 0.97, and the score before the improvement is 0.91.

2.2.2. Bernoulli’s Naïve Bayes. It can only be used to handle binomial distribution data and is good at processing data sets with short text, text mining. After the data is normalized, the prediction effect becomes lower, and a threshold value needs to be set, which is insensitive to sample imbalance (dumb
variable/binomialization/data characteristics that need to conform to the binomial distribution), but the
data requirements are very high. The basic code is as follows:

```python
from sklearn.naive_bayes import BernoulliNB
clf = BernoulliNB()
clf.fit(X_train, y_train)
clf.score(X_test, y_test)
```

The accuracy score obtained is 0.28. The problem here is the adjustment of the parameter binarize.
This parameter is mainly used to help BernoulliNB to deal with the binomial distribution, which can be
numeric or not entered. If you do not enter it, BernoulliNB considers that each data feature is already
binary. Otherwise, those smaller than binarize will be classified into one category, and those larger than
binarize will be classified into another category[15]. Here our input is 3, and the final score is: 0.45.

### 2.2.3. Polynomial Naïve Bayes
It is used to dealing with discrete variables. The characteristics involved
are often times, frequencies, and counts[16]. The polynomial Naïve Bayes in sklearn does not accept
negative values and is greatly affected by the data structure. The basic code is as follows:

```python
from sklearn.naive_bayes import MultinomialNB
clf = MultinomialNB()
clf.fit(X_train, y_train)
print(clf.score(X_test, y_test))
```

MultinomialNB has more parameters than GaussianNB, but there are only 3 in total. Among them,
the parameter alpha is the above constant λ, if you have no special needs, you can use the default of 1.
If you find that the fitting is not good and you need to tune, you can choose a number slightly greater
than 1 or slightly less than 1. Therefore, the final accuracy score after improvement is 0.85, while the
score before improvement is 0.71.

### 3. Results
The classification scenarios applicable to the above three algorithms are different, and the model
selection is mainly based on the data type. In general, if the distribution of sample features is mostly
continuous, it is better to use GaussianNB. If most of the sample features are multivariate discrete values,
MultinomialNB is more appropriate. If the sample features are binary discrete values or very sparse
multivariate discrete values, BernoulliNB should be used. As shown in Table 1:

|                     | GaussianNB | BernoulliNB | MultinomialNB |
|---------------------|------------|-------------|---------------|
| Accuracy score      | 0.91       | 0.28        | 0.71          |
| score(improved)     | 0.97       | 0.45        | 0.85          |

### 4. Discussion
In this article, we use three naive Bayes classification algorithms for the Blackberry Lily simulation data
classification, and make improvements, and get the following conclusions[17-18]:

- The Naive Bayesian model originates from classical mathematical theory and has a stable
classification efficiency.
- It performs well on small-scale data. It can handle multi-classification tasks and is suitable for
incremental training. Especially when the amount of data exceeds the memory, we can do
incremental training in batches.

The main disadvantages of Naive Bayes are:

- It is necessary to know the prior probability that often depends on the hypothesis, there can be
many kinds of hypothetical models, so in some cases, the prediction effect is not good due to
the hypothetical prior model.
Since we determine the posterior probability through priors and data to determine the classification, there is a certain error rate in the classification decision.

It is more sensitive to the expression of input data.
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