DONALDSON–THOMAS INVARIANTS AND WALL–CROSSING FORMULAS
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Abstract. We introduce the Donaldson–Thomas invariants and describe the wall–crossing formulas for numerical Donaldson-Thomas invariants.

1. Introduction

This is a brief introduction to the Donaldson–Thomas invariants and wall–crossing formulas, based on a talk given by the author at the Fields institute. The standard references are [KS10], [KS08], and [KS11]. We will focus on a few basic definitions and ideas. It doesn’t intend to be a comprehensive introduction to the vast program by Kontsevich–Soibelman. There are also many other works on the subject, e.g., Joyce–Song’s program [JST2], that we are not able to touch here.

First, we want to give a glimpse of a much bigger picture that can not be included in this paper. The wall–crossing formulas (WCF) we will introduce are simply certain identities in the group of automorphisms of an algebraic torus. However, they are satisfied by a wide range of numerical invariants from very different problems. These numerical invariants are,

1) Donaldson–Thomas (DT) invariants for 3-Calabi–Yau categories,
2) Gromov–witten (GW) type invariants that are used in a scattering diagram,
3) some invariants produced from a complex integrable system.

There are other wall–crossing formulas originated from Physics. The invariants are the counting of BPS states in several different supersymmetric quantum systems. For example, in $d = 2, \mathcal{N} = (2,2)$ theories, the WCF is called Cecotti–Vafa formula. See [CV93] and [GMN11]. These formulas are very closely related to DT invariants for 3-Calabi–Yau categories. For a good introduction to the story, see the slides [Ne1].

We will only talk about the first case, DT invariants. The second invariants and scattering diagrams were originated from Kontsevich and Soibelman’s work on mirror symmetry [KS06]. They are developed and applied in Gross–Siebert’s program to reconstruct mirror families. It is worth noting that these Gromov–Witten type invariants look very different from DT invariants, and there are no stability conditions involved in this case. A good introduction is [GPS10]. The invariants from integrable systems are introduced in [KS13]. The amazing fact is that all these invariants satisfy WCF.
The fact that the same (or similar) formula(s) appear in many different setups suggests that there is a common structure behind all these different setups. This is indeed the case. In [KS13], this structure is introduced, and is called the wall crossing structure (WCS). It is not hard to see that WCF and WCS are very central to enumerative geometry.
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2. Donaldson–Thomas invariants

2.1. 3-Calabi–Yau categories. This part is taken from [Kel08] Fix a base field \( k \). For any category (or \( A_{\infty} \)-category) \( \mathcal{C} \), the set of objects is denoted by \( \text{ob}(\mathcal{C}) \). For any \( E, F \in \text{ob}(\mathcal{C}) \), the morphism from \( E \) to \( F \) is denoted by \( \mathcal{C}(E, F) \). All categories are assumed to be \( k \)-linear.

For a Calabi–Yau \( d \)-fold \( X \) over \( k \), since the canonical bundle is trivial, the Serre duality gives a non-degenerate pairing

\[
\text{Ext}^i(\mathcal{E}, \mathcal{F}) \times \text{Ext}^{d-i}(\mathcal{F}, \mathcal{E}) \to k,
\]

for all coherent sheaves \( \mathcal{E} \) and \( \mathcal{F} \) on \( X \).

Let \( \mathcal{D}^b(X) \) be the bounded derived category of coherent sheaves on \( X \). It inherits a non-degenerate pairing from the above, which is denoted by \( (\cdot, \cdot) \):

\[
\mathcal{D}^b(X)(\mathcal{E}, \mathcal{F}) \otimes \mathcal{D}^b(X)(\mathcal{F}, \mathcal{E}) \to k[-d], \quad \mathcal{E}, \mathcal{F} \in \mathcal{D}^b(X).
\]

If \( k = \mathbb{C} \), one considers the dg-model \( \text{Perf}(X) \) of \( \mathcal{D}^b(X) \). It is a thick triangulated subcategory generated by perfect complexes, i.e., those quasi-isomorphic to bounded complexes of finite rank vector bundles. It is a dg-module over the dg-algebra \( \Omega^{b,*}(X) \). This category \( \text{Perf}(X) \) for a Calabi–Yau 3-fold \( X \) is the model for the 3-Calabi–Yau category we are interested in.

Let \( \mathcal{T} \) be a triangulated \( k \)-category, which is Hom–finite, i.e., for any two objects \( E, F \in \text{ob}(\mathcal{T}) \), the morphism space \( \mathcal{T}(E, F) \) is a finite dimensional \( k \)-vector space. For a triangulated category \( \mathcal{T} \), we can always assume the suspension functor \([1]\) is an automorphism, instead of just an auto equivalence. We always write a triangle functor as a pair \((S, \iota)\), where \( \iota \) is the isomorphism of functors \( S[1] \to [1]S \). For any \( k \)-vector space \( V \), its dual space is denoted by \( V^* \).

**Definition 2.1.** A triangle functor \((S, \iota) : \mathcal{T} \to \mathcal{T}\) is called a right Serre functor, if there exists a family of isomorphisms of functors (called the trace maps)

\[
t_E : \mathcal{T}(\cdot, SE) \to \mathcal{T}(E, \cdot)^*,
\]
functorial in $E \in \mathcal{T}$, and that for all $E, F \in \mathcal{T}$, the following diagram commutes

$$
\begin{array}{ccc}
\mathcal{T}([1]F, S[1]E) & \overset{t_{[1]E}}{\longrightarrow} & \mathcal{T}([1]E, [1]F)^* \\
\downarrow \iota & & \downarrow [-1]^* \\
\mathcal{T}([1]F, [1]SE) & \overset{[1]}{\longrightarrow} & \mathcal{T}(F, SE) \overset{t_E}{\longrightarrow} \mathcal{T}(E, F)^*.
\end{array}
$$

A right Serre functor is called a Serre functor, if it is an auto equivalence. In this case, we say $\mathcal{T}$ has the Serre duality.

If $X/k$ is a smooth projective variety of dimension $d$, and $\omega_X$ is the canonical sheaf of $X$, the functor

$$S : \mathcal{F} \mapsto \mathcal{F} \otimes \omega_X[d]$$

is a Serre functor for $D^b(X)$ (or there exists a natural transformation $\iota$ such that $(S, \iota)$ is a Serre functor). This is the content of the usual Serre duality in algebraic geometry. So it is not hard to imagine the definition of a $d$-Calabi–Yau category. Basically, we want $S \cong [d]$. For any triangulated category $\mathcal{T}$, there is a natural antomorphism $([1], -\text{Id}_{[2]})$, where $-\text{Id}_{[2]}$ is the negative of the identity

$$[2] = [1][1] \to [1][1] = [2].$$

The negative sign is necessary to make it a triangle functor. For example, when $\mathcal{T}$ is the derived category of an abelian category, the functor $[1]$ changes the differential of a chain complex from $\partial$ to $-\partial$.

**Definition 2.2.** A triangulated $k$-category $\mathcal{T}$ is called a $d$-Calabi–Yau category, if it admits a Serre functor $(S, \iota)$ and there is an isomorphism of triangle functors,

$$(S, \iota) \cong ([1], -\text{Id}_{[2]})^d.$$

The following proposition makes it more clear that the definition is the right generalization of $D^b(X)$ for a Calabi–Yau $d$-fold $X/k$.

**Proposition 2.3.** Suppose the triangulated $k$-category $\mathcal{T}$ admits a Serre functor. $\mathcal{T}$ is $d$-Calabi–Yau if and only if there is a family of linear forms $t_E : \mathcal{T}(E, [d]E) \to k$, $E \in \mathcal{T}$, such that for all objects $E$ and $F$, the induced pairing

$$\langle \cdot, \cdot \rangle : \mathcal{T}(E, F) \times \mathcal{T}(F, [d]E) \to k$$

$$(f, g) \mapsto t_E(f \circ g),$$

is non-degenerate, and for all morphisms $g : E \to [p]F$ and $f : F \to [q]E$ with $p + q = d$,

$$t_E(([p]f) \circ g) = (-1)^{pq}t_F(([q]g) \circ f).$$

For any $E \in \mathcal{T}$, recall the graded algebra

$$A_E := \text{Ext}^*(E, E) = \bigoplus_{p \in \mathbb{Z}} \mathcal{T}(E, [p]E).$$
If \( f \) and \( g \) are homogeneous elements, and \( g \) is of degree \( p \), the multiplication \( f \cdot g \) is defined to be \( ([p]f) \circ g \). Suppose \( T \) is \( d \)-Calabi–Yau, then we can define the linear form
\[
t : A_E \rightarrow k
\]
which is
\[
t_E : \text{Ext}^d(E, E) \rightarrow k,
\]
on \( A^d_E \) and zero on any other degree. The proposition implies that the pairing
\[
(a, b) = t(a \cdot b)
\]
is non-degenerate and supersymmetric.

After Kontsevich and Soibelman, people should consider \( A_\infty \) categories. In that case, this non-degenerate pairing \( \langle \cdot, \cdot \rangle \) is what characterizes the Calabi–Yau property.

Let \( \mathcal{A} \) be a minimal \( A_\infty \)-category \((m_1 = 0)\) over \( k \), whose morphism spaces are of finite total dimension, and \( d \) be a positive integer.

**Definition 2.4.** A cyclic structure of degree \( d \) on \( \mathcal{A} \) is the datum of bilinear forms
\[
\langle \cdot, \cdot \rangle : \mathcal{A}(E, F) \times \mathcal{A}(F, E) \rightarrow k
\]
of degree \(-d\) such that

1. \( \langle \cdot, \cdot \rangle \) is non-degenerate for all \( E, F \in \mathcal{A} \).
2. For any \( n > 0 \) and all \( E_0, E_1, \ldots, E_n \), the map
\[
w_{n+1} : \mathcal{A}(E_{n-1}, E_n) \otimes \mathcal{A}(E_{n-2}, E_{n-1}) \otimes \cdots \otimes \mathcal{A}(E_0, E_1) \otimes \mathcal{A}(E_n, E_0) \rightarrow k
\]
defined by
\[
(a_{n1}, a_{n-2}, \ldots, a_0, a_n) \mapsto (m_n(a_{n1}, a_{n-2}, \ldots, a_0), a_n)
\]
is cyclically invariant, i.e. we have
\[
w_{n+1}(a_{n-1}, a_{n-2}, \ldots, a_0, a_n) = \pm w_{n+1}(a_n, a_{n-1}, a_{n-2}, \ldots, a_0).
\]
Here the sign \( \pm \) depends on \( n \) and the parities of the homogeneous elements \( a_i \).

For any \( A_\infty \) category \( \mathcal{A} \), one can define the perfect derived category \( \text{Perf}(\mathcal{A}) \) as the thick triangulated subcategory of the derived category \( \mathcal{D}(\mathcal{A}) \) generated by the representable \( A_\infty \) modules \( \mathcal{A}(\cdot, X) \) for \( X \in \mathcal{A} \). One can show that \( \text{Perf}(\mathcal{A}) \) is Hom–finite.

**Proposition 2.5.** If \( \mathcal{A} \) has a cyclic structure of degree \( d \), then \( \text{Perf}(\mathcal{A}) \) is a \( d \)-Calabi–Yau category in the sense of the definition given earlier.

Therefore, from now on, by a 3-Calabi–Yau category \( \mathcal{C} \), we mean a triangulated \( A_\infty \) category \( \mathcal{C} \) with a cyclic structure of degree 3. This is also called a non-commutative Calabi–Yau variety of dimension 3 by Kontsevich and Soibelman, and is the natural setting for DT invariants, if you want to consider all the interesting examples.
For $C$ a 3-Calabi–Yau category, and $E$ an object in $C$. Define the potential $W_E$ as the formal power series

$$W_E(a) = \sum_{n \geq 1} \frac{w_{n+1}(a, \ldots, a)}{n+1}$$

for $a \in \text{Ext}^1(E, E)$. Here we have used the assumption that $C$ is minimal. In general, $W_E$ induces a formal function $W_E^{\text{min}}$ over $\text{Ext}^1(E, E)$.

### 2.2. Bridgeland’s Stability conditions and DT invariants

The natural triangulated category $T$ itself is usually too big. We need to use some stability conditions to chop the category down to manageable size. In history, various notions of stability have been studied for the category of sheaves on a variety. The following stability condition is introduced by Bridgeland in [Bri07] for a general triangulated category.

**Definition 2.6.** A stability condition $\sigma = (Z, P)$ on a triangulated category $T$ consists of a group homomorphism $Z : K(T) \to \mathbb{C}$ called the central charge, and a collection of full additive subcategories $\{P(\phi)\}$ for each $\phi \in \mathbb{R}$, satisfying the following axioms:

1. if $E \in P(\phi)$, then $Z(E) = m(E) \exp(i\pi \phi)$ for some $m(E) \in \mathbb{R}_{>0}$,
2. for all $\phi \in \mathbb{R}$, $P(\phi + 1) = P(\phi)[1]$,
3. if $\phi_1 > \phi_2$, and $E_i \in P(\phi_i)$, then $T(E_1, E_2) = 0$,
4. for each nonzero object $E \in T$, there are a finite sequence of real numbers

$$\phi_1 > \phi_2 > \ldots > \phi_n,$$

and a collection of exact triangles

$$0 \to E_0 \to E_1 \to E_2 \to \cdots \to E_{n-1} \to E_n = E,$$

with $A_i \in P(\phi_i)$ for all $i$.

Let $X$ be a smooth projective curve over $k$, and $T = D^b(X)$. Choose the heart to be the full sub category of coherent sheaves over $X$. For any coherent sheaf $\mathcal{F}$, define the central charge to be the slope

$$\mu(\mathcal{F}) = \frac{\deg \mathcal{F}}{\text{rank} \mathcal{F}}.$$ 

The heart, with the central charge on the heart, induce a unique stability condition on $D^b(X)$. This is called Mumford’s stability condition, and is one of the most famous stability conditions.

The set of all stability conditions is denoted by

$$\text{Stab}(T) := \{\sigma = (Z, P)\}.$$
It is an important theorem of Bridgeland that this space \( \text{Stab}(\mathcal{T}) \) can be endowed with a natural topology such that locally, the map \( \text{Stab}(\mathcal{T}) \to \text{Hom}(K(\mathcal{T}), \mathbb{C}) \),

\[
\sigma = (Z, \mathcal{P}) \mapsto Z,
\]

is a homeomorphism onto the image.

**Remark 2.7.** To define the stability for sheaves on a higher-dimensional variety \( X \), a polarization by an ample line bundle is needed. The following definition of stability is given by Simpson. Fix an ample line bundle \( \mathcal{H} \), define the normalized Hilbert polynomial for every coherent sheaf \( E \),

\[
P_{\mathcal{H}, \mathcal{E}}(n) := \frac{1}{\text{rank } \mathcal{E}} \chi(\mathcal{E} \otimes \mathcal{H}^n).
\]

Then \( \mathcal{E} \) is called Gieseker stable (resp., semi-stable), if for all coherent subsheaves \( \mathcal{F} \subset \mathcal{E} \) with \( 0 < \text{rank } \mathcal{F} < \text{rank } \mathcal{E} \), we have \( P_{\mathcal{H}, \mathcal{F}}(n) < P_{\mathcal{H}, \mathcal{E}}(n) \) (resp., \( \leq \)) for \( n \gg 0 \). However, Gieseker’s stability is not an example of Bridgeland’s stability condition, but a limit of the space \( \text{Stab}(\mathcal{D}^b(X)) \). Note that we need the topology on \( \text{Stab}(\mathcal{D}^b(X)) \) to talk about the limit.

Since the Grothendieck group \( K(\mathcal{T}) \) is usually not finitely generated, in order to get a finite-dimensional complex manifold, people usually assume the central charge \( Z : K(\mathcal{T}) \to \mathbb{C} \) factors through a finitely generated free abelian group \( \Gamma \to \mathbb{C} \). For example, if \( \mathcal{T} = \mathcal{D}^b(X) \) for a complex projective variety \( X \), \( \Gamma \) can be the numerical Chow group (use numerical equivalence) or the Betti cohomology. In general we can require the following condition. Suppose \( \mathcal{T} \) is of finite type, that is for every pair of objects \( E, F \) of \( \mathcal{T} \), the \( k \)-vector space \( \bigoplus_i \text{Ext}^i(E, F) \) is finite dimensional. Then one defines the Euler form

\[
\chi(E, F) := \sum_i (-1)^i \dim \text{Ext}^i(E, F).
\]

The free abelian group \( N(\mathcal{T}) := K(\mathcal{T})/K(\mathcal{T})^\perp \), where \( K(\mathcal{T})^\perp \) means the orthogonal complement with respect to the Euler form, is called the numerical Grothendieck group of \( \mathcal{T} \). If this group \( N(\mathcal{T}) \) is of finite rank, the category \( \mathcal{T} \) is said to be numerically finite. Assume \( \mathcal{T} \) is of finite type, and numerically finite, define \( \text{Stab}_{N}(\mathcal{T}) \) to be the subspace of \( \text{Stab}(\mathcal{T}) \) consisting of stability conditions, for which the central charge \( Z \) factors through \( K(\mathcal{T}) \to N(\mathcal{T}) \). Restricting the natural topology of \( \text{Stab}(\mathcal{T}) \) to \( \text{Stab}_{N}(\mathcal{T}) \), \( \text{Stab}_{N}(\mathcal{T}) \) is a finite–dimensional complex manifold (not necessarily connected).

From now on, we always assume that a central charge will factor through some finitely generated free abelian group \( \Gamma \). We still use the notation \( \text{Stab}(\mathcal{T}) \) for simplicity. Following the example of \( \mathcal{D}^b(X) \), we call an element \( \gamma \in \Gamma \) a Chern character. We focus on the case when the triangulated category \( \mathcal{C} \) is a 3-Calabi–Yau category.

---

\(^1\)A limit at the infinity.
Fix a stability condition \( \sigma = (Z, \mathcal{P}) \) and a Chern character \( \gamma \in \Gamma \), construct the moduli space \( \mathcal{M}^s_{\sigma}(\gamma) \) of semi-stable objects with Chern character \( \gamma \). It contains the stable objects as a dense open subspace. Our goal is to "count" the objects in the space \( \mathcal{M}^s_{\sigma}(\gamma) \).

Let’s first consider an ideal situation. Assume that the coarse moduli space exists, and is a projective variety. We want to define some counting invariants. One might first attempt to associate to \( \mathcal{M}^s_{\sigma}(\gamma) \) its Euler characteristic \( \chi(\mathcal{M}^s_{\sigma}(\gamma)) \). But this naive approach doesn’t usually work. A sensible, deformation invariant counting in geometry requires a virtual fundamental class. The existence of the virtual fundamental class depends on the obstruction theory, not just on the moduli space as a scheme. There is a type of obstruction theory called the perfect obstruction theory that produces a virtual fundamental class. A perfect obstruction theory is called symmetric, if the deformation space and the obstruction space are dual to each other. In this case, the virtual fundamental class is of degree 0. Suppose there is a symmetric obstruction theory for \( \mathcal{M}^s_{\sigma}(\gamma) \). The integral of 1 against the virtual fundamental class can be regarded as the virtual counting of points in \( \mathcal{M}^s_{\sigma}(\gamma) \). This is the DT invariant for the Chern character \( \gamma \), and is denoted by \( \Omega_{\sigma}(\gamma) \). The moduli space doesn’t have to be from a Bridgeland’s stability. In [Beh09], any virtual count of a proper scheme with a symmetric obstruction theory is called a Donaldson–Thomas type invariant. We simply call them classic DT invariants to distinguish them from general ones.

Suppose \( X \) is a Calabi–Yau 3-fold, choose \( \gamma = (1, 0, -\beta, -n) \in H^0 \oplus H^2 \oplus H^4 \oplus H^6 \). Denote the space of the moduli space of Gieseker stable sheaves with trivial determinant and Chern character \( \gamma \) by \( I_n(X, \beta) \). This is a fine moduli space (Hilbert scheme). The deformation/obstruction complex has amplitude in degree 1 and 2. The Serre duality for \( X \) implies that \( I_n(X, \beta) \) admits a symmetric obstruction theory. Moreover, \( I_n(X, \beta) \) is equal to the space of semi-stable objects. Define

\[
I_{n, \beta} := \int_{[I_n(X, \beta)]^{\text{vir}}} 1.
\]

\( I_{n, \beta} \) is always an integer. This is the original Donaldson–Thomas invariant studied in [DT98] and [Tho00]. The existence of a symmetric obstruction theory is the reason why people are most interested in counting curves on a Calabi–Yau 3-fold, as opposed to a general dimension. If a Bridgeland’s stability condition \( \sigma \) is very close to the Gieseker stability, then we have the classic DT invariants \( \Omega_{\sigma}(\gamma) \) constructed from symmetric obstruction theories, and \( \Omega_{\sigma}(\gamma) = I_{n, \beta} \). That is how the invariants \( \Omega_{\sigma}(\gamma) \) got the names.

In general, however, the moduli space \( \mathcal{M}^s_{\sigma}(\gamma) \) is an Artin stack, and we don’t have a symmetric obstruction theory. A different approach is needed to define the general DT invariants. In [Beh09], Behrend discovered an equivalent definition of the classic DT invariants. Note that if the moduli space \( \mathcal{M} \) is smooth, and the obstruction bundle is \( \Omega_M \), the dual of the tangent bundle, then the virtual counting is \((−1)^{\dim \mathcal{M}} \chi(\mathcal{M}) \). In general,

---

Since "ß" is "ss" in German, we use it to stand for semi-stable.
as proved in loc. cit., the virtual counting from the symmetric obstruction theory is equal to a weighted Euler characteristic $\chi(M, \nu_M)$, for a weight function $\nu_M$

$$\chi(M, \nu_M) = \sum_{n \in \mathbb{Z}} n\chi(\{\nu_M = n\}),$$

where $\chi$ on the right hand side is the Euler characteristic of the discrete set. The weight function $\nu_M$ can be heuristically interpreted as follows. First when $M$ is a critical locus of a regular function $f$ over a smooth ambient space $U$, we have

$$\nu_M(p) = (-1)^{\dim U}(1 - \chi(MF_p)),$$

where $MF_p$ is the Milnor fibre at the point $p \in M \subset U$. If a space $M$ admits a symmetric obstruction theory, then it should be viewed, at least locally, as the critical locus of a regular functional $f$ over some smooth ambient space $U$. Therefore, heuristically, the DT invariants are defined in terms of Milnor fibers. Moreover, the use of the Euler characteristic suggests that they are from some motives.

This approach to classic DT invariants can be generalized. Morally, we should view a 3-Calabi–Yau category $\mathcal{C}$ as follows. The objects $\text{ob}(\mathcal{C})$ form a set. The morphisms form a bundles over the sets $\text{ob}(\mathcal{C}) \times \ldots \times \text{ob}(\mathcal{C})$, and higher composition maps are morphisms of tensor products of such bundles. Then we have the bundle over $\text{ob}(\mathcal{C})$ defined by the space $\text{Ext}^1(E, E)$, and the formal function $W^\text{min}_E$ over the bundle near the zero section. Consider the Milnor fiber of the potential $W^\text{min}_E$, and define the weights $\nu$ by taking the Euler characteristics. Then the integral of the weight function $\nu$ against certain measure on $M^6_\sigma(\gamma) \subset \text{ob}(\mathcal{C})$ should be the DT invariants.

Of course, this is just a very rough idea. The general theory in [KS08] is quite involved, and we are unable to get into the details. First, in order to make sense of the integral, you need some control of the category. The 3-Calabi–Yau category $\mathcal{C}$ is assumed to be ind-constructible, so that the set $\text{ob}(\mathcal{C})$ is an ind-constructible set, and the bundles are constructible bundles. The theory of Bridgeland’s stability condition is modified correspondingly. Secondly, the whole theory is motivic. In loc. cit., the theory of motivic stack functions is developed, and for each ind-constructible category $\mathcal{C}'$, the motivic Hall algebra $H(\mathcal{C}')$ is defined. For any stability condition $\sigma$ and any strict sector $V \subset \mathbb{R}^2$, pick a branch of the log function, we can define a category $\mathcal{C}_V$. The Milnor fiber of $W^\text{min}_E$ is replaced by the motivic Milnor fiber. The motivic weight is defined by the motivic Milnor fiber with some additional data called the orientation data. The measure is defined as an invertible element in the motivic Hall algebra $\tilde{H}(\mathcal{C}_V)$. For each $V$, the integral takes the value $A^\text{mot}_V$ in a unital associative algebra $\mathcal{R}_V$ called the motivic quantum torus. The motivic DT invariant is thus defined as a collection $\{A^\text{mot}_V\}$ (one for each $V$) for an ind-constructible 3-Calabi–Yau category $\mathcal{C}$ with a stability condition $\sigma$, under the assumption

---

3For example, in the original DT invariants defined by Thomas, the moduli space is the set of critical points of the holomorphic Chern-Simons functional.

4This is used to talk about formal functions, and we will use it again in the next section.
of a conjectural integral identity and the assumption of the existence of orientation data. The integral identity conjecture (loc. cit. Sect. 4.4 Conjecture 4) is proved for the \( l \)-adic realization of the motive (loc. cit. Sect. 4.4 Proposition 9). For the construction of the numerical DT invariants, it suffices.

The way to get numerical DT invariants from motivic ones is by taking the quasi-classic limit. First, by a twisted Serre polynomial, we have a realization from the motivic quantum tori to quantum tori. The motivic DT invariants are then described in terms of automorphisms of the quantum tori. The quasi-classic limit of the integer quantum torus is a Poisson torus which we will see later. Assume the absence of poles conjecture, the quasi-classic limit of the automorphisms exist, and we get numbers which are defined to be the numerical DT invariants. It is not obvious that these numbers are integers. It is a conjecture that they should be integers. Moreover, in certain cases, it’s been proved that the numerical DT invariants thus defined agree with the classic DT invariants. Therefore, the motivic DT invariants should be regarded as the quantization of the classic DT invariants, with the quantization parameter being the motive of an affine line.

From now on, let’s assume the numerical DT invariants \( \Omega_{\sigma}(\gamma) \) are defined for generic stability conditions.

For any \( \mathbb{Q} \)-linearly independent collection of vectors \( \{\gamma_1, \ldots, \gamma_k \in \Gamma \} \) with \( k \geq 2 \), and for a general \( \sigma = (Z, P) \in \text{Stab}(C) \), the homomorphism \( Z \) restricted to the \( \mathbb{R} \)-linear span of \( \{\gamma_1, \ldots, \gamma_k \} \) is surjective onto \( C \). In other words, the \( k \) vectors \( \gamma_1, \ldots, \gamma_k \) are not mapped to a straight line in \( C \) by \( Z \).

**Definition 2.8.** The subset

\[
\left\{ \sigma = (Z, P) \in \text{Stab}(C) : \exists \gamma_1, \gamma_2 \in \Gamma, \mathbb{Q}-\text{linealy independent, with } \text{Arg}(Z(\gamma_1)) = \text{Arg}(Z(\gamma_2)) \right\}
\]

is called a wall.

The wall is a countable union of real codimension 1 strata. The DT invariant \( \Omega_{\sigma}(\gamma) \) is locally constant, if \( \sigma \) stays away from the wall. However, If we go along a path of stability conditions \( \sigma_t = (Z_t, P_t) \) that crosses the wall, \( \Omega_{\sigma_t}(\gamma) \) would jump. This phenomenon is called the wall–crossing phenomenon. It is very important to find out the transformation rule for \( \{\Omega_{\sigma}(\gamma)\} \) when the stability conditions cross the wall. For example, if the limit stability conditions are included, then the conjectured PT/DT correspondence can be understood as wall crossings. See [Bay09] and [Tod]. It turns out when \( C \) is 3-Calabi–Yau, there is an additional structure on the generating functions \( \sum_{\gamma \in \Gamma} \Omega_{\sigma}(\gamma)e_\gamma \) that express the transformation rule nicely. This is the wall–crossing formula (WCF) we are going to turn to.
3. Wall–crossing formulas

We need to define the stability data for a graded Lie algebra, which is analogous to the stability condition for a triangulated category.

Fix $k$ and a free abelian group $\Gamma$ of finite rank. Let $\mathfrak{g}$ be a Lie algebra over $k$ graded by $\Gamma$.

$$\mathfrak{g} = \bigoplus_{\gamma \in \Gamma} \mathfrak{g}_\gamma.$$ 

**Definition 3.1.** A stability data on $\mathfrak{g}$ is a pair $\sigma = (Z, a)$ such that

1. $Z : \Gamma \to \mathbb{C}$ is a group homomorphism,
2. $a = \{a(\gamma)\}_{\gamma \in \Gamma}$ is a collection of elements $a(\gamma) \in \mathfrak{g}_\gamma$, satisfying the following property called the support property: There exists a non-degenerate quadratic form $Q$ on $\Gamma_\mathbb{R}$ such that
   - $Q|_{\ker Z} < 0$, where we use the same notation $Z$ for the natural extension of $Z$ to $\Gamma_\mathbb{R}$,
   - $\text{Supp} a := \{\gamma \in \Gamma : a(\gamma) \neq 0\} \subset \{\gamma \in \Gamma \setminus \{0\} : Q(\gamma) > 0\}$.

**Remark 3.2.** The support property needs explanation. It is equivalent to the following property. There exists a norm $\|\cdot\|$ on $\Gamma_\mathbb{R}$ and a constant $C > 0$ such that for any $\gamma \in \text{Supp} a$, one has

$$\|\gamma\| \leq C|Z(\gamma)|.$$

The equivalence follows from the following relation between the quadratic form $Q$ and the norm $\|\cdot\|$,

$$Q(\gamma) = -\|\gamma\|^2 + C'|Z(\gamma)|^2.$$

We call both of them the support property. It is clear from the second formulation that the support property implies the image of $\text{Supp} a$ under $Z$ is discrete in $\mathbb{C}$, with at most polynomially growing density at infinity. It is related to the locally finiteness of the stability conditions in the sense of Bridgeland.

The stability data $(Z, a)$ is equivalent to an equivalent class of a triple $(Z, Q, A)$. Let $S$ be the set of strict cone sectors in $\mathbb{R}^2$, possibly degenerate (i.e. rays).

Consider the triple $(Z, Q, A)$ such that,

1. $Z : \Gamma \to \mathbb{R}^2$ is a group homomorphism (extended to $\Gamma_\mathbb{R}$ linearly),
2. $Q$ is a non-degenerate quadratic form on $\Gamma_\mathbb{R}$ such that $Q|_{\ker Z} < 0$,
3. $A$ is an assignment $V \to A_V \in G_{V,Z,Q}$, where $V \in S$ and $G_{V,Z,Q}$ is a pronilpotent group whose Lie algebra is

$$\mathfrak{g}_{V,Z,Q} := \prod_{\gamma \in C(V,Z,Q) \cap \Gamma} \mathfrak{g}_\gamma,$$

and $C(V, Z, Q)$ is a convex cone in $\Gamma_\mathbb{R}$ generated by $Z^{-1}(V) \cap \{Q \geq 0\}$. The assignment $A$ is required to satisfy the factorization property: If $V = V_1 \coprod V_2$ clockwise, then $A_V = A_{V_1} \cdot A_{V_2} \in G_{V,Z,Q}$. 
There is an equivalence relation on the set of all triples \((Z, Q, A)\). We say \((Z, Q, A)\) is equivalent to \((Z', Q', A')\) if \(Z = Z'\), \(A_V\) and \(A_{V'}\) can be identified as an element in some pronilpotent group \(G_{V,Z,Q'}\) for every \(V \in \mathcal{S}\).

**Theorem 3.3.** There is a bijection between the the set of equivalent classes of the triple \((Z, Q, A)\) and the set of stability data \((Z, a)\).

**Proof.** The key is the factorization property. If \((Z, a)\) is given, for every ray \(l \subset \mathbb{R}^2\), define

\[ A_l := \exp \left( \sum_{Z(\gamma) \in l, Q(\gamma) \geq 0} a(\gamma) \right). \]

Then, for arbitrary \(V \in \mathcal{S}\),

\[ A_V = \prod_{l \in V} A_l. \]

We use ”\(\longrightarrow\)” to denote the clockwise product, and ”\(\longleftarrow\)” to denote the counterclockwise product.

On the other hand, for a generic \((Z, Q, A)\), \(Z\) is injective on \(\Gamma\). We can read the data \(a(\gamma)\) off from each \(A_l\) by taking log, since \(A_l\) are in pronilpotent groups. \(\square\)

Therefore, we also call the triple \((Z, Q, A)\) a stability data. Define the space of stability data for \(\mathfrak{g}\),

\[ \text{Stab}(\mathfrak{g}) := \{ \sigma = (Z, a) \text{ is a stability data} \}. \]

The magic thing about the definition is that \(\text{Stab}(\mathfrak{g})\) is also endowed with a natural topology. Let \(X\) be a topological space, \(x_0 \in X\) a point, and \((Z_x, a_x)\) a family of stability data parametrized by \(X\).

**Definition 3.4.** The family \((Z_x, a_x)\) is called continuous at \(x_0\) if

1. the map \(X \to \text{Hom}(\Gamma, \mathbb{C})\) defined by \(x \to Z_x\) is continuous at \(x = x_0\),
2. assume \(Q_0\) is a quadratic form compatible with the stability data \((Z_{x_0}, a_{x_0})\), then there is an open neighborhood \(U\) of \(x_0\) such that \((Z_x, a_x)\) are all compatible with \(Q_0\) for all \(x \in U\).
3. for any closed strict cone sector \(V \in \mathcal{S}\) such that \(Z(\text{Supp} a_{x_0}) \cap \partial V = \emptyset\), the map

\[ x \to \log A_{V,Z_x, Q_x} \in \mathfrak{g}_{V,Z_x, Q_x} \subset \prod_{\gamma \in \Gamma} \mathfrak{g}_{\gamma}, \]

is continuous. Here \(\prod_{\gamma \in \Gamma} \mathfrak{g}_{\gamma}\) has the product topology of the discrete topology.

It is proved as a proposition in [KS08] that there is a Hausdorff topology on \(\text{Stab}(\mathfrak{g})\) such that a continuous family as above is equivalent to a continuous map from \(X\) to \(\text{Stab}(\mathfrak{g})\). The proposition also implies that the map \(\text{Stab}(\mathfrak{g}) \to \text{Hom}(\Gamma, \mathbb{R}^2)\) by \(\sigma \mapsto Z\) is a local homeomorphism onto the image.
The most important property of the definition for our purpose is (3), which implies that for all \( \gamma \in \Gamma \setminus \{0\} \), the \( \gamma \)-component of \( \log A_{V,Z_x,Q_x} \) stays constant, as long as no \( Z(\gamma) \) with \( a(\gamma) \neq 0 \) enters into \( V \). Denote the ray \( R_{\geq 0} Z_x(\gamma) \) by \( l_{\gamma,x} \). Fix \( \gamma \in \Gamma \), and focus on \( V = l_{\gamma,x} \). Recall that the image \( Z(\text{Supp } a) \) is discrete. Then we arrive at the conclusion: if \( l_{\gamma',x} = l_{\gamma,x} \) implies that \( \gamma' \) is a multiple of \( \gamma \), then \( a_x(\gamma) \) is a constant in a neighborhood of \( x \).

Once this property is understood, the WCF is obtained almost immediately. As in \( \text{Stab}(C) \), define the wall \( W \) in \( \text{Stab}(g) \) to be the subset where two \( \mathbb{Q} \)-linearly independent vectors \( \gamma_1, \gamma_2 \in \Gamma \) are mapped to the same ray by \( Z \).

Consider a continuous path \( Z_t \) crossing the wall \( W \) at \( t_0 \). Assume the generic case: at \( t_0 \in W \), two \( \mathbb{Q} \)-linearly independent primitive vectors \( \gamma_1 \) and \( \gamma_2 \) are mapped to the same ray \( l \), and any other vector mapped to \( l \) is generated by \( \gamma_1 \) and \( \gamma_2 \). Fix the rank 2 lattice generated by \( \gamma_1, \gamma_2 \)

\[
\Gamma_0 := Z\gamma_1 \oplus Z\gamma_2.
\]

The subset of primitive vectors is denoted by \( \Gamma_{\text{prim}}^0 \).

By Property (2) in the definition of the topology, we can fix a constant quadratic form \( Q \) in a neighborhood of \( t_0 \) and \( Q(\gamma_1) > 0, Q(\gamma_2) > 0 \). Now assume \( V_\epsilon \) be a small strict cone sector containing \( l \), and no \( Z(\gamma) \) with \( a(\gamma) \neq 0 \) crosses the boundary of \( V_\epsilon \) in a neighborhood of \( t_0 \). Again such \( V_\epsilon \) exists by the support property. By the Property (3), \( A_{V_\epsilon} \) stays constant in a neighborhood of \( t_0 \). However, \( A_{V_\epsilon} \) has two different factorizations as \( t \to t_0^- \) and \( t \to t_0^+ \),

\[
\prod_{l \in V_\epsilon} A_{V_\epsilon}^{-l} = \prod_{l \in V_\epsilon} A_{V_\epsilon}^l.
\]

According to the analysis of Property (3), if \( \gamma \notin \Gamma_0 \), \( a(\gamma) \) is a constant near \( t_0 \). Furthermore, as these \( \gamma \) are not mapped to \( l \), they can be cancelled in the above equality as \( \epsilon \to 0 \). Therefore, taking the limit, we have an equality involving only \( \gamma \in \Gamma_0 \). Assume \( Z(\gamma_1) \land Z(\gamma_2) \) gives the normal orientation of \( \mathbb{R}^2 \) when \( t < t_0 \), and the orientation is changed when \( t > t_0 \). We get

**Proposition 3.5** (the wall–crossing formula).

\[
\prod_{\gamma \in \Gamma_{\text{prim}}^0, Q(\gamma) > 0} \exp \left( \sum_{n > 0} a^- (n\gamma) \right) = \prod_{\gamma \in \Gamma_{\text{prim}}^0, Q(\gamma) > 0} \exp \left( \sum_{n > 0} a^+ (n\gamma) \right).
\]

Here \( a^-(\gamma) \) (resp., \( a^+(\gamma) \)) means \( \lim_{t \to t^-} a_t(\gamma) \) (resp., \( \lim_{t \to t^+} a_t(\gamma) \)).

A consequence of the WCF is that, we can lift a generic path \( \{Z_t\}_{0 \leq t \leq 1} \) in \( \text{Hom}(\Gamma, \mathbb{R}^2) \) to a unique continuous path \( \{(Z_t,a_t)\}_{0 \leq t \leq 1} \) in the space \( \text{Stab}(g) \), starting at a given point \( (Z_0,a_0) \). This is Theorem 3 in [KS08] Sect. 2.3.
Here is an important example. Suppose $\Gamma$ is a free abelian group of finite rank, equipped with a skew-symmetric integer valued bilinear form $\langle \cdot, \cdot \rangle$. Define the graded $k$-vector space

$$g_\Gamma := \bigoplus_{\gamma \in \Gamma} ke_\gamma,$$

and the bracket

$$[e_{\gamma_1}, e_{\gamma_2}] := (-1)^{\langle \gamma_1, \gamma_2 \rangle} \langle \gamma_1, \gamma_2 \rangle e_{\gamma_1 + \gamma_2}.$$

It is easy to check that $[\cdot, \cdot]$ defines a $\Gamma$-graded Lie algebra structure on $g_\Gamma$. This example is closely related to DT invariants for 3-Calabi–Yau categories.

Suppose that $C$ is a 3-Calabi–Yau category, with a cyclic structure $(\cdot, \cdot)$. Let $\Gamma = N(C)$. Define $\langle \cdot, \cdot \rangle$ to be the Euler form $\langle E, F \rangle := \chi(E, F)$. Since $C$ has the cyclic structure $(\cdot, \cdot)$ of degree 3, $\langle \cdot, \cdot \rangle$ is skew-symmetric, and is bilinear. By the definition of $N(C)$, $\langle \cdot, \cdot \rangle$ is non-degenerate. Construct the $\Gamma$-graded Lie algebra $g_\Gamma$ as above. For any stability condition $\sigma = (Z, P)$ for $C$, we want to associate a stability data for the Lie algebra $g_\Gamma$. Naturally, the central charge $Z$ should be the same. It follows that the walls for $\text{Stab}(C)$ are the same as the walls for $\text{Stab}(g_\Gamma)$. Let $\Omega(\gamma)$ be the DT invariants for $\sigma$. Define a map $f : \text{Stab}(C) \to \text{Stab}(g_\Gamma)$ by

$$a(\gamma) := \sum_{n \geq 1, \gamma/n \in \Gamma \setminus \{0\}} -\frac{\Omega(\gamma/n)}{n^2} e_{\gamma/n}.$$

For the usual 3-Calabi–Yau categories $C$ and stability conditions, one is often offered a natural quadratic form $Q$ to show that $a$ has the support property. For example, if $C = D^b(X)$, we have the Hodge–Riemann bilinear form on the cohomology group. We assume that $a$ thus defined has the support property, and $f$ is then well defined. Now the statement that the DT invariants $\Omega(\gamma)$ satisfy WCF is equivalent to the statement that $f$ is continuous. Define the dilogarithm function

$$\text{Li}_2(t) := \sum_{m \geq 1} \frac{t^m}{m^2}.$$

Assume $\gamma$ is primitive, and $\ell$ is the ray containing $Z(\gamma)$.

$$A_\ell = \exp \left( \sum_{n \geq 1} a(n\gamma) \right) = \exp \left( -\sum_{n \geq 1} \Omega(n\gamma) \sum_{m \geq 1} \frac{e_{mn\gamma}}{m^2} \right) = \exp \left( -\sum_{n \geq 1} \Omega(n\gamma) \text{Li}_2(e_{n\gamma}) \right).$$

Therefore, if $f$ is continuous over the small interval $(t^-_0, t^+_0)$, we get the WCF for DT invariants

$$\prod_{\gamma \in \Gamma^\text{prim}_0, Q(\gamma) > 0} \exp \left( \sum_{n \geq 1} \Omega^-(n\gamma) \text{Li}_2(e_{n\gamma}) \right) = \prod_{\gamma \in \Gamma^\text{prim}_0, Q(\gamma) > 0} \exp \left( \sum_{n \geq 1} \Omega^+(n\gamma) \text{Li}_2(e_{n\gamma}) \right).$$
We can ask the same question in another way. Consider the unique continuous lift \( \{(Z_t, a_t)\}_{0 \leq t \leq 1} \) in the space \( \text{Stab}(g) \), starting at a given point \((Z_0, a_0)\). If we define \( \Omega_\sigma(\gamma) \) by Equation (1), are \( \Omega_\sigma(\gamma) \) DT invariants for the category \( C \)? WCF almost forces us to define DT invariants this way.

The definition of motive DT invariants and the motivic WCF are jointly expressed in terms of a continuous map (local homeomorphism) from \( \text{Stab}(C_V) \) to some motivic quantum tori. This is the main theorem, Theorem 7 of [KS08] Sect. 6.2. The proof is highly nontrivial, and we are not able to explain the ideas of the proof.

4. INTERPRETATION AS IDENTITIES IN THE AUTOMORPHISM GROUP OF A TORUS

The Lie algebra \( g_\Gamma \) is very special. Let us introduce a commutative associative product on \( g_\Gamma \) by

\[
e_{\gamma_1} \cdot e_{\gamma_2} := (-1)^{\langle \gamma_1, \gamma_2 \rangle} e_{\gamma_1 + \gamma_2}.
\]

The result \( k \)-algebra is a twist of the usual group algebra for an algebraic torus. Define \( T_\Gamma \) to be the spectrum of this commutative associative algebra. It is the quasi-classic limit of the quantum torus we mentioned in Sect. 2. It is a torsor over the algebraic torus \( \text{Hom}(\Gamma, G_m) \), and is also called a torus. \( T_\Gamma \) is an algebraic Poisson manifold with the Poisson bracket

\[
\{ f, g \} := [f, g].
\]

The Lie algebra \( g_\Gamma \) now acts on \( T_\Gamma \) by Hamiltonian vector fields. Denote by \( \theta_\gamma \) the formal Poisson automorphism on \( T_\Gamma \)

\[
\theta_\gamma := \exp \left( \{ -\text{Li}_2(e_\gamma), \cdot \} \right).
\]

Compute it on the basis \( e_\mu \)

\[
\theta_\gamma(e_\mu) = (1 - e_\gamma)^{\langle \gamma, \mu \rangle} e_\mu.
\]

Consider the formal automorphisms, we can write

\[
A_I := \prod_{Z(\gamma) \in I} \theta_\gamma^{O(\gamma)}.
\]

Therefore WCF are identities in the formal automorphism group of \( T_\Gamma \).

Consider the wall crossing at a generic point \( t_0 \) of the wall \( \mathcal{W} \). We can restrict everything to the rank 2 sublattice \( \Gamma_0 \). Assume \( \langle \gamma_1, \gamma_2 \rangle = k > 0 \). Since \( \langle \cdot, \cdot \rangle \) on \( \Gamma_0 \) is non-degenerate, the torus \( T_{\Gamma_0} \) is a symplectic manifold with the symplectic form \(-k^{-1}(xy)^{-1}dx \wedge dy\). We can write the formula (2) in terms of the basis \( \gamma_1, \gamma_2 \) and define \( \theta_0^{(a,b)} \) a formal automorphism of \( T_{\Gamma_0}^{(k)} \). However, by a choice of a quadratic refinement, which we will explain later, we can
identify the twisted torus $\mathbb{T}_{0}$ with an ordinary algebraic torus $\mathbb{T}^{(k)}$ with the symplectic form $-k^{-1}(xy)^{-1}dx \wedge dy$. Then the formula is defined by

\[ \theta^{(k)}_{(a,b)}(x) := x(1 - (-1)^{kab}x^{a}y^{b})^{-kb}, \quad \theta^{(k)}_{(a,b)}(y) := y(1 - (-1)^{kab}x^{a}y^{b})^{ka}. \]

**Remark 4.1.** Notice the difference between Formula (2) and Formula (3) is the sign $(-1)^{kab}$. This is the cost we have to pay if we want to write WCF as identities of the automorphism group of an ordinary torus. Therefore, the use of the twist torus is really the way to make WCF simpler. However, the formula in terms of ordinary torus automorphisms is usually what people use. And it is also the form used in the tropical vertex group.

Consider the formal automorphism group generated by these elements. Each element $\theta$ in this group can be factorized either in the clockwise order or in the counter clockwise order. Clockwise means that the slope $b/a$ is decreasing

\[ \theta = \prod_{(a,b) \in \Gamma_{0}^{\text{prim}}} \left( \theta^{(k)}_{(a,b)} \right)^{c_{a,b}^{-.}} = \prod_{(a,b) \in \Gamma_{0}^{\text{prim}}} \left( \theta^{(k)}_{(a,b)} \right)^{c_{a,b}^{+.}}. \]

These identities are also called WCF. A priori, the numbers $c_{a,b}$ are in $\mathbb{Q}$, and do not necessarily come from any stability conditions. However, if we choose $\theta$ to be some special commutator, the numbers $c_{a,b}$ are integers and are DT invariants.

As an example, assume $k = 1$, define $S = \theta^{(1)}_{(1,0)}$ and $T = \theta^{(1)}_{(0,1)}$. Let $\theta$ to be the commutator

\[ T^{-1} \circ S \circ T \circ S^{-1} = \prod_{(a,b) \in \Gamma_{0}^{\text{prim}}} \left( \theta^{(1)}_{(a,b)} \right)^{c_{a,b}}. \]

It is proved in [Rei10] that $c_{a,b}$ are integers determined by the Euler characteristic of framed moduli spaces of semi-stable representations of quivers. Therefore this is a WCF for DT invariants.

These factorization formulas for commutators also appear in the tropical vertex group. In order to make the relation more explicitly, we do the following embedding. Recall if $(\mathfrak{g}_{\Gamma}, \langle \cdot, \cdot \rangle)$ is from a 3-Calabi-Yau category $\mathcal{C}$, the skew-symmetric bilinear form $\langle \cdot, \cdot \rangle$ is non-degenerate. Therefore it induces an isomorphism from $\Gamma$ to its dual $\Gamma^{\vee}$. Since $\Gamma_{0}$ is of rank 2, let’s denote the image of $\gamma \in \Gamma_{0}$ by $\gamma^{\perp}$.

\[ \gamma^{\perp} := \langle \gamma, \cdot \rangle \in \Gamma_{0}^{\vee}. \]

Consider the lattice $\Lambda := \Gamma_{0} \oplus \Gamma_{0}^{\vee}$, with a skew-symmetric bilinear pairing $\langle \cdot, \cdot \rangle$:

\[ \langle (\gamma_{1}, \nu_{1}), (\gamma_{2}, \nu_{2}) \rangle := -\langle \gamma_{1}, \gamma_{2} \rangle + \nu_{1}(\gamma_{2}) - \nu_{2}(\gamma_{1}). \]

Then we embed the $(\Gamma_{0}, \langle \cdot, \cdot \rangle)$ into $(\Lambda, \langle \cdot, \cdot \rangle)$ by

\[ \gamma \mapsto (\gamma, \gamma^{\perp}). \]
The lattice \((\Lambda, \langle \cdot, \cdot \rangle)\) defines a symplectic manifold called the symplectic double torus. It has the Poisson structure such that the Lie algebra \(\mathfrak{g}_{\Gamma_0}\) is contained as a Lie subalgebra, and the Lie subalgebra corresponding to \(\Gamma_0^\vee\) is abelian.

Similarly, in order to construct the tropical vertex group, we begin with a lattice \(M\) of rank 2 and its dual \(N\). Construct a larger Lie algebra \(k[M] \otimes_{\mathbb{Z}} N\) from the lattice \(M \oplus N\). In terms of the group ring, one writes

\[
e_{(m,n)} = z^m \partial_n.
\]

The Lie algebra is defined by

\[
[z^{m_1} \partial_{n_1}, z^{m_2} \partial_{n_2}] := z^{m_1 + m_2} \partial_{n_1} (m_2 \cdot n_2 - n_2 (m_1) \cdot n_1).
\]

Instead of making a pronilpotent group for each strict cone sector, in [GPS10], the Lie algebra over \(k\) is tensored with an Artin local ring or a complete local ring \(R\) with the maximal ideal \(m_R\). Define the Lie algebra \(\mathfrak{g}_R := m_R \hat{\otimes}_K k[M] \otimes_{\mathbb{Z}} N\).

Since \(\mathfrak{g}_R\) is complete with respect to \(m_R\)-adic topology, there is a pronilpotent Lie group with the Lie algebra \(\mathfrak{g}_R\). Define the Lie subalgebra \(h_R \subset \mathfrak{g}_R\) to be

\[
h_R := \bigoplus_{m \in M \setminus \{0\}} z^m (m_R \otimes m^\perp).
\]

The tropical vertex group \(V_R\) is defined to be the Lie subgroup corresponding to \(h_R\). Write out the Lie bracket for \(h_R\),

\[
[z^{\gamma_1} \partial_{\gamma_1^\perp}, z^{\gamma_2} \partial_{\gamma_2^\perp}] = z^{\gamma_1 + \gamma_2} \partial_{(\gamma_1, \gamma_2)} \gamma_1^\perp \partial_{\gamma_2^\perp} - \gamma_2^\perp \partial_{\gamma_1^\perp} = z^{\gamma_1 + \gamma_2} \partial_{(\gamma_1, \gamma_2)} (\gamma_1^\perp + \gamma_2^\perp) = \langle \gamma_1, \gamma_2 \rangle z^{\gamma_1 + \gamma_2} \partial_{(\gamma_1 + \gamma_2)^\perp}.
\]

Here we also define \(\langle \gamma_1, \gamma_2 \rangle := \gamma_1^\perp (\gamma_2)\). This is a non-degenerate skew-symmetric pairing.

Recall the Lie bracket for \(\mathfrak{g}_{\Gamma_0}\),

\[
[e_{(\gamma_1, \gamma_1^\perp)}, e_{(\gamma_2, \gamma_2^\perp)}] = (-1)^{\langle \gamma_1, \gamma_2 \rangle} \langle \gamma_1, \gamma_2 \rangle e_{(\gamma_1 + \gamma_2, (\gamma_1 + \gamma_2)^\perp)}.
\]

We can compare this Lie algebra \(h_R\) with \(\mathfrak{g}_{\Gamma_0}\) we had before. Choose \((R, m_R)\) to be the toric algebra from a strict cone sector, and identify the two skew-symmetric pairing \(\langle \cdot, \cdot \rangle\), we find \(\mathfrak{g}_{\Gamma_0}\) and \(h_R\) are almost the same except for a sign \((-1)^{\langle \gamma_1, \gamma_2 \rangle}\). Define the map \(f_{\sigma} : T_{\Gamma_0} \rightarrow T\) by

\[
z^\gamma \mapsto \sigma(\gamma) e_{\gamma},
\]

where \(T\) is an ordinary algebraic torus defined by \(k[M]\). \(f_{\sigma}\) is a homomorphism of algebras if \(\sigma : \Gamma_0 \rightarrow \pm 1\) satisfies

\[
\sigma(\gamma_1) \sigma(\gamma_2) = (-1)^{\langle \gamma_1, \gamma_2 \rangle} \sigma(\gamma_1 + \gamma_2).
\]
The function $\sigma$ is the quadric form associated to the symmetric bimultiplicative form $(-1)^{\langle \gamma_1, \gamma_2 \rangle}$. Such a function $\sigma$ is determined by the values on a basis of $\Gamma_0$. Therefore, it always exists, but not unique. A choice of such a $\sigma$ is called the quadratic refinement. It identifies the twisted torus $T_{\Gamma_0}$ with an ordinary torus.

Extend $f_\sigma$ to

$$z^\gamma \partial_{\gamma^\perp} \mapsto \sigma(\gamma)e_{\langle \gamma, \gamma^\perp \rangle}.$$  

The Lie algebras $\mathfrak{h}_R$ and $\mathfrak{g}_{\Gamma_0}$ are thus identified, and the identities in [GPS10] are the same with the WCF introduced here.

The invariants involved in the tropical vertex groups are relative Gromov–Witten invariants. See [GPS10] and the lecture notes of Sara Filippini’s in this volume. The close relationship between these two sides are part of the big picture we emphasized at the beginning. Again interested readers should turn to Kontsevich and Soibelman’s work [KS10].
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