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Abstract

We present a method to explore the free energy landscapes of chemical reactions with post-transition-state bifurcations using an enhanced sampling method based on well-tempered metadynamics. Obviating the need for computationally expensive DFT-level ab initio molecular dynamics simulations, we obtain accurate energetics by utilizing a free energy perturbation scheme and deep learning estimator for the single-point energies of substrate configurations. Using a pair of easily interpretable collective variables, we present a quantitative free energy surface that is compatible with harmonic transition state theory calculations and in which the bifurcations are clearly visible. We demonstrate our approach with the example of the SpnF-catalyzed Diels–Alder reaction, a cycloaddition reaction in which post-transition-state bifurcation leads to the [4+2] as well as the [6+4] cycloadduct. We obtain the free energy landscapes for different stereochemical reaction pathways and characterize the mechanistic continuum between relevant reaction channels without explicitly searching for the pertinent transition state structures.

Graphical TOC Entry
Understanding the selectivity of a reaction is one of the most important challenges in computational chemistry. Reaction selectivity under kinetically controlled conditions can be predicted by estimating the relative heights of barriers or the free energies of transition states (TSs). Although this type of prediction is frequently utilized, its use implicitly assumes that competing reactive channels are well separated on the potential energy surface (PES), which is not always the case. Post-transition-state bifurcations (PTSBs) in chemical reactions occur when reactive trajectories passing through a single ambimodal TS bifurcate into two (or more) different products.\textsuperscript{1–3} Such phenomena have been observed for various organic, bioorganic, and organometallic systems.\textsuperscript{4–19}

The occurrence of bifurcations on PESs means that intrinsic reaction coordinate (IRC) analysis,\textsuperscript{20,21} which is commonly used to study reactions, is not sufficient to characterize reactive systems featuring PTSBs. Accordingly, molecular dynamics (MD) simulations—in particular, quasiclassical direct dynamics and quantum mechanics/molecular mechanics (QM/MM) simulations—have been utilized to understand reaction mechanisms and selectivity associated with PTSBs.\textsuperscript{22–32} Although quasiclassical direct dynamics simulations account for product distributions and offer real-time trajectories from which mechanistic properties (e.g., synchronicity) can be probed, the results of such analyses are dependent on the starting TS structures. It has been reported that PESs in the vicinity of ambimodal transition states may possess a large number of saddle points because of the complexity of the chemical interactions and conformational flexibility of the reactants.\textsuperscript{33} In this respect, consideration of the transition state “ensemble” is indispensable for obtaining a comprehensive understanding of complicated chemical reactions with PTSBs.

In this study, we aimed to explore free energy profiles in systems characterized by PTSBs by implicitly considering the relevant TS structures using an enhanced sampling method, well-tempered metadynamics (WTMetaD),\textsuperscript{34} with ab initio molecular dynamics (AIMD).\textsuperscript{35} Enhanced sampling methods based on metadynamics\textsuperscript{36} have been increasingly utilized in recent years to explore the free energy landscapes of chemical reactions.\textsuperscript{37–42} These meth-
ods allow efficient exploration of substrate configurations over the reaction barrier on the timescale of AIMD by accumulating a bias potential along predefined collective variables (CVs). Because of the high computational cost of AIMD, chemical reactions are often simulated at a semiempirical level, and hence the free energy surfaces (FESs) obtained from these dynamics simulations have intrinsically limited accuracy. Recently, the free energy perturbation (FEP) method has been applied to such simulations\textsuperscript{43,44} to obtain more accurate FESs using single-point calculations for sampled configurations at a higher level of theory. Despite these improvements, as the number of atoms in the reactant increases, the increase in the computational cost of performing single-point calculations for a sufficiently large number of configurations to obtain a FES can be prohibitive. Motivated by the successful application of geometric deep learning methods for the prediction of various molecular properties,\textsuperscript{45} we constructed a FES by training a graph neural network on the DFT calculation results for a small number of configurations sampled by WTMetaD simulation and predicting the energy for a large number of configurations.

To illustrate the application of our method to explore free energy landscapes with PTSBs, we characterized the ensemble of ambimodal transition states and relevant free energy landscapes of the SpnF-catalyzed Diels–Alder (DA) reaction (Figure 1a). The reaction corresponds to a $[4+2]$ cycloaddition step in the biosynthesis of Spinosyn A and is characterized by PTSB because of the existence of ambimodal $[6+4]/[4+2]$ bis-pericyclic (BPC) transition states.\textsuperscript{12,46,47} While several previous studies have focused on the effect of the enzyme and solvent on the reaction pathway and product selectivity (i.e., whether the reaction proceeds via BPC-type or DA-type TSs),\textsuperscript{22–24} Medvedev et al.\textsuperscript{33} found that more than 300 BPC/DA TS structures can be located for the reaction, and the distinction between the BPC and DA mechanisms is blurred. Using our enhanced sampling method, we aimed to describe the “mechanistic continuum” by implicitly taking into account the relevant TS structures. By utilizing a pair of easily interpretable CVs, we obtained FESs in which the bifurcations were clearly visualized and consistent with previously located TS structures.
Figure 1: SpnF-catalyzed Diels–Alder reaction. (a) Possible cycloaddition routes for the reaction. (b) Reactant conformations and [6+4] products with different stereochemistry. (c) Relevant geometric parameters (distances and torsional angles) for the substrate.
The effectiveness of a WTMetaD simulation depends substantially on the choice of CVs: they must act as low-dimensional descriptors that can discriminate the relevant metastable states and transition states.\textsuperscript{48,49} Using the coordination numbers\textsuperscript{50} given by

\begin{equation}
    c_i = \frac{1 - \left(\frac{d_i}{\sigma}\right)^6}{1 - \left(\frac{d_i}{\sigma}\right)^8} \quad (i \in \{1, 2, 3\})
\end{equation}

where \(d_i\) is the distance between two atoms as defined in Figure 1c and \(\sigma\) is a reference distance (1.7 Å), we employed a set of two CVs, \(s = (s_1, s_2)\), where \(s_1 = c_1 + c_2 + c_3\) follows the overall reaction progress and \(s_2 = c_2 - c_3\) discriminates between the two products.

Although 3-A is considered to be the dominant [6+4] product\textsuperscript{12} among the possible products with different stereochemistry (Figure 1b), an extensive TS search by Medvedev et al.\textsuperscript{33} suggested the existence of several low-energy TS structures that are stereochemically relevant to other products (3-B–D). Accordingly, in our metadynamics simulations, we considered all the possible [6+4] products. However, since the transitions between metastable reactant states (1-A–D) leading to such products are hindered by the barriers between s-cis and s-trans isomers, using only the aforementioned CVs would require excessively long simulations.\textsuperscript{51} To overcome this problem, we introduced a set of conformational restraints \(W_X(R)\) \((X \in \{A, B, C, D\})\) to constrain the substrate from accessing states other than 1-X, 2, and 3-X, and independent WTMetaD simulations with each of the restraints.

From the WTMetaD simulations, the FES can be reconstructed up to a constant \(C_X\) by reweighting:\textsuperscript{52}

\begin{equation}
    F_X(s) = -\frac{1}{\beta} \log \langle \delta [s - s(R)] \rangle + C_X
    = -\frac{1}{\beta} \log \left( \frac{\langle \delta [s - s(R)] e^{+\beta V(s(R))} \rangle_X}{\langle e^{+\beta V(s(R))} \rangle_X} \right) + C_X
\end{equation}

where \(\langle \cdot \rangle_X\) denotes an average over the biased ensemble constructed from the WTMetaD run with restraint \(W_X(R)\). To level off the FES from each WTMetaD run, we set the
entire conformations of 1 as the reference state (i.e., $F_1 = 0$). Then, we introduced another WTMetaD run (run T) with a set of three torsional angle CVs, $\Phi = (\phi_1, \phi_2, \phi_3)$ (as defined in Figure 1c), to effectively sample the conformations of 1 over the s-cis/s-trans barriers. The free energy of state $1-X$ ($X \in \{A, B, C, D\}$) can be calculated using the Zwanzig equation as

$$e^{-\beta F_{1-X}} = \frac{\langle e^{-\beta W_X(R)} \rangle_1}{\langle e^{+\beta V(\Phi(R))} \rangle_T}$$

(3)

where $\langle \cdot \rangle_1$ denotes an ensemble average over state 1 and $\langle \cdot \rangle_T$ a biased ensemble average obtained from WTMetaD run T. Finally, $C_X$ in eq 2 can be determined by equating the free energy in eq 3 with the integral of the FES over $\Omega_{1-X}$, the CV space corresponding to $1-X$:

$$e^{-\beta F_{1-X}} = \int_{\Omega_{1-X}} e^{-\beta F_X(s)} \, ds$$

(4)

Initially, 1.8-ns WTMetaD simulations were run using a semiempirical tight-binding Hamiltonian, GFN-xTB. The computational cost of the semiempirical Hamiltonian was low enough to run sufficiently long simulations to sample the configuration space; however, the method does not provide a quantitatively accurate description of the chemical process of interest. Therefore, we employed the FEP scheme to refine the FES at the DFT level of theory [M06-2X/6-31G(d)]. The ensemble average of an observable $O(R)$ at a high-level Hamiltonian $U_H(R)$ can be calculated from ensemble averages using a low-level Hamiltonian $U_L(R)$ by incorporating the perturbative weight:

$$\langle O(R) \rangle_H = \frac{\langle O(R)e^{+\beta[U_L(R)-U_H(R)]} \rangle_L}{\langle e^{+\beta[U_L(R)-U_H(R)]} \rangle_L}$$

(5)

where $\langle \cdot \rangle_H$ and $\langle \cdot \rangle_L$ are ensemble averages obtained using high-level and low-level Hamiltonians, respectively. Accordingly, the biased ensemble averages on the right-hand sides of eqs 2 and 3 are refined using eq 5.

Previous methods based on FEP sampled a small number of configurations to calculate the DFT energies and perturbative weights and then applied post-processing such
as moving average calculations to smooth the obtained high-level FES. As an alternative approach, in this study we utilized a graph neural network method inspired by molecular mechanics\textsuperscript{59} trained on the DFT calculation results for a small subset of the configurations sampled from WTMetaD runs to estimate the DFT energies of a large number of configurations. The network was trained to simultaneously predict the differences between DFT and GFN-xTB energies, solvation energies in implicit water (CPCM\textsuperscript{60,61}), and CM5 partial atomic charges.\textsuperscript{62} As well as offering additional information for the system, such as the effect of implicit solvent, the multi-task setting\textsuperscript{63} also provides more accurate DFT energy predictions (see Table S2). As shown in Figure 2a, the GFN-xTB and DFT energies are correlated but quantitatively different, and the values are also dependent on the reaction progress (CV $s_1$). The constructed deep learning model can accurately predict the DFT energy with a mean absolute error (MAE) of 0.486 kcal/mol on the test set (Figure 2b). Furthermore, the prediction error is less than 2 kcal/mol for more than 99% of the test set configurations.
and the magnitude of the error does not depend on the reaction progress (see Figure S4). Hence, the deep learning model can be used as a reliable surrogate for the high-cost DFT single-point energy calculations, and when applied to FEP calculations, the resulting FES reflects the relatively high TS and product energies obtained from the DFT-level calculations (Figure 2c). Details of the restraints, WTMetaD simulations, and deep learning models are reported in the Computational Methods section.

Figure 3: Upper panels: two-dimensional free energy surfaces, $F(s_1, s_2)$, obtained from the well-tempered metadynamics simulations with different stereochemical restraints (A–D). The simulations were run using the GFN-xTB Hamiltonian and the resulting free energy surfaces were refined at the M06-2X/6-31G(d) level of theory using the single-point energies predicted by the graph neural network. Minimum free energy paths (MFEPs) between the free energy minima and CV-space projections of the transition state structures from ref 33, re-optimized at the current level of theory, are also shown. Lower panels: cross-sections of the free energy surfaces along the reaction progress coordinate (CV $s_1$).

Two-dimensional free energy profiles, $F(s_1, s_2)$, obtained from each WTMetaD run (A, B, C, and D) with FEP refinement using eqs 2, 3, and 5 are shown in Figure 3. The free energy surfaces provide a quantitative description of the asymmetric post-TS bifurcations, and cross-sections along the reaction progress (CV $s_1$) illustrate the valley–ridge inflection point on the FES. The free energy landscapes near the transition region, especially the skewness relative to $s_2 = 0$ and the activation barriers, depend on the stereochemical pathways (A–D) determined by the respective stereochemical restraints. To better understand the product selectivity, we
calculated the minimum free energy paths (MFEPs) using the nudged elastic band (NEB) algorithm.\textsuperscript{64} MFEPs between the free energy minima of the reactants and products show that the pre-TS pathway for A aligns well with the $s_2 = 0$ line and the transition region has more “BPC-like” character, whereas the pathways for B–D are tilted toward the [4+2] product ($2$, $s_2 > 0$) and the transition region is “DA-like.” Although the MFEPs for B–D are similar, the curvatures of the FESs near the TS region are different, and a two-dimensional description is required to account for the product selectivity. We also obtained the TS structures at the current level of theory, by re-optimizing the TS structures reported by Medvedev et al.,\textsuperscript{33} and projected them onto the CV space of the relevant stereochemistry (A–D). From Figure 3 and the TS energies given in Figure S3, it can be seen that free energy landscapes and associated MFEPs from the WTMetaD simulations (and FEP refinement) represent the energetic landscapes of the searched TS structures well. This result indicates that the free energy landscapes, reaction energetics, and preferred reaction pathways and mechanisms of the system considered were efficiently characterized using our methodology, obviating the need for an extensive manual search for TS structures.

In order to investigate the differences between the activation barriers of the different stereochemical pathways, one-dimensional profiles of the free energy versus the reaction progress were calculated (Figure 4). The results indicate that pathway A, with the lowest barrier, is the dominant stereochemical pathway, and the barrier increases in the order $A < B \ll C < D$. As the barrier height depends on the choice of CVs, the gauge correction scheme described by Bal et al.\textsuperscript{65} should be introduced for consistency. The free energy barrier $\Delta^\dagger F$ is given as

$$\Delta^\dagger F = F_{\text{TS}}^G + \frac{1}{\beta} \log \frac{\lambda}{\hbar} \sqrt{\frac{2\pi m}{\beta}}$$

(6)

with the gauge-invariant geometric FES\textsuperscript{66} $F^G(s_1)$ defined as

$$F^G(s_1) = F(s_1) - \frac{1}{\beta} \log \langle \lambda | \nabla R s_1 \rangle_{s_1}$$

(7)
Figure 4: One-dimensional profiles of the free energy $F$ versus the reaction progress coordinate $s_1$ obtained from the well-tempered metadynamics simulations with different stereochemical restraints (A–D). Expanded views of the transition region (indicated by the overlaid box in the lower panel) are shown in the upper panels to highlight the differences between the activation barriers. Shaded areas represent the standard deviations from five independent simulations.
where $\lambda$ is the length unit for the system coordinates $\mathbf{R}$ and $m$ is the reduced mass for the pair of atoms defining the CVs. The free energies of states $1-X$ (eq 3) and the free energy barriers $\Delta^\dagger F_X$ (eq 6) for the respective stereochemical pathways ($X \in \{A, B, C, D\}$) are reported in Table 1.

**Table 1: Free Energies of the Reactant States and Activation Free Energies for Different Stereochemical Pathways$^a$**

| Pathway (X) | $F_{1-X}$ (kcal/mol) | $\Delta^\dagger F_X$ (kcal/mol) |
|-------------|-----------------------|-------------------------------|
| A           | 3.2 ± 0.6             | 28.3 ± 1.4                    |
| B           | 6.1 ± 1.1             | 29.6 ± 1.4                    |
| C           | 5.8 ± 0.8             | 32.1 ± 2.1                    |
| D           | 8.0 ± 1.8             | 33.2 ± 2.7                    |

$^a$The free energies of the reactant states are reported with the standard deviation from five independent simulations. The uncertainty was propagated to the activation free energies since they were calculated from the FES shifted using $F_{1-X}$ (eq 4).

This result quantifies the aforementioned trend in the activation barriers of the different stereochemical pathways, with the lowest activation free energy, $\Delta^\dagger F_A$, being 28.3 kcal/mol. Only small changes in the reaction energetics were obtained when the solvation energy in implicit water was also applied at the FEP refining step (Table S1), with $\Delta^\dagger F_A$ becoming 28.2 kcal/mol. Despite this activation barrier being similar to the value obtained using harmonic transition state theory and the same DFT functional (27.6 kcal/mol),$^{12}$ it is higher than the experimental activation barrier of 22.0 kcal/mol in water.$^{46}$ As the relative stability of configurations can be affected by hydrogen bonding,$^{23,24}$ QM/MM simulations are required for a more accurate description of the reaction.

Previous quasi-classical dynamics studies$^{12,24}$ have found that the $[4+2]/[6+4]$ cycloadditions that are the focus of our study are energetically concerted but are characterized by stepwise dynamics. This has also been verified by means of kinetic isotope effect experiments.$^{67}$ To determine the step-wise bond formation dynamics, we constructed the FES with
Figure 5: Two-dimensional free energy profile (More O’Ferrall–Jencks plot) calculated from the well-tempered metadynamics simulation A. The results for the other stereochemical pathways (B–D) are similar and are shown in Figure S2. The formation of the two bonds is represented by the coordination number CVs, $c_1$ and $\max(c_2, c_3)$ (see Figure 1c and eq 1). The minimum free energy path (MFEP) between the free energy minima and the transition state structures are displayed in the same way as those in Figure 3.

another set of CVs: $c_1$ and $\max(c_2, c_3)$. Since these two CVs follow the formation of the first and second bonds during the cycloadditions, the resulting FES can be regarded as a More O’Ferrall–Jencks plot. The obtained FES, the MFEP between the free energy minima, and the projected TS locations for stereochemical pathway A are shown in Figure 5. The reaction pathway, as represented by the MFEP, is curved toward the bottom right corner and indicates the two bonds are formed asynchronously. The free energy maximum along the reaction pathway coincides with the projected TS positions and corresponds to a substrate geometry in which the first bond is almost formed and the second is not. Similar results were obtained for the other stereochemical pathways (B–D), and these are reported in Figure S2.

We proposed a method to explore DFT-level free energy landscapes with post-TS bifurcation, using WTMetaD simulation and FEP refinement assisted by a deep learning energy estimator. Using our methodology, it is possible to characterize a bifurcating reaction pathway in a manner independent of a specific TS structure, as was demonstrated for the case of
a SpnF-catalyzed Diels–Alder reaction. In addition, we showed that deep learning methods, especially graph neural networks, can be a reliable surrogate for costly single-point DFT calculations for FEP refining steps. In future studies, it would be advantageous to make use of specialized CVs\textsuperscript{41,69,70} and recently developed enhanced sampling methods\textsuperscript{71,72} to study more complex cases (e.g., systems with post-TS trifurcations\textsuperscript{29}). Furthermore, to obtain a more accurate description of the reaction rates and product selectivity in these systems, future studies may benefit from the incorporation of explicit kinetics modeling.\textsuperscript{73,74}

**Computational Methods**

**Conformational restraints.** While no restraint was applied to WTMetaD run T, two types of restraint were used for the other WTMetaD runs (A, B, C, D): one to prevent unwanted reactions, and the other to restrict the reactant to the stereochemical pathway of interest.

We defined the coordination number $c_{ij} \in [0, 1]$, angle $\theta_{ijkl} \in [0, \pi]$, and torsional angle $\phi_{ijkl} \in (-\pi, \pi]$ as follows:

\[
c_{ij} = 1 - \frac{(|r_{ij}|/\sigma_{ij})^6}{1 - (|r_{ij}|/\sigma_{ij})^8} \quad (8)
\]

\[
\theta_{ijkl} = \cos^{-1} \left( \frac{r_{ji} \cdot r_{kl}}{|r_{ji}| |r_{kl}|} \right) \quad (9)
\]

\[
\phi_{ijkl} = \arctan2 \left( |r_{jk}| r_{ij} \cdot (r_{jk} \times r_{kl}), (r_{ij} \times r_{jk}) \cdot (r_{jk} \times r_{kl}) \right) \quad (10)
\]

where $\sigma_{ij}$ is 1.7 Å and 1.6 Å for the C–C and C–O atom pairs, respectively. First, to avoid the sampling of irrelevant reaction pathways, we restrained four atom pairs, $P = \{(2, 11), (3, 14), (1, 13), (11, 19)\}$, from being too close using the harmonic wall restraint

\[
W_{\text{reac}} = k \sum_{(i,j) \in P} \max(c_{ij} - 0.4, 0)^2 \quad (11)
\]
with $k = 5 \times 10^3$ kcal/mol. Further, to constrain the molecule to exploration of the relevant stereochemical pathway ($X \in \{A, B, C, D\}$), we also introduced the following harmonic wall restraint:

$$W_{\text{stereo},X} = \kappa \sum_{i=1}^{10} \max(\alpha_{i,X} \cos \varphi_i, 0)^2$$

with $\kappa = 50$ kcal/mol and the coefficients $\alpha_{i,X}$ and angles $\varphi_i$ defined as in Table 2; $\alpha_{i,X}$ values of $-1$ and $+1$ restrain the angle $\phi_i$ to values corresponding to the syn and anti configurations, respectively; $\varphi_1$ to $\varphi_7$ determine stereochemistry of the [4+2] product (2); and $\varphi_8$ to $\varphi_{10}$ control the stereochemical pathway leading to the [6+4] product (3).

**Table 2: Coefficients and Angles Used to Define the Restraints and Corresponding Substrate Atom Indices**

| $i$ | $\varphi_i$ | $\alpha_{i,A}$ | $\alpha_{i,B}$ | $\alpha_{i,C}$ | $\alpha_{i,D}$ |
|-----|-------------|-----------------|-----------------|----------------|----------------|
| 1   | $\phi_{34,5,9,40}$ | $-1$ | $-1$ | $-1$ | $-1$ |
| 2   | $\phi_{33,4,9,40}$ | $+1$ | $+1$ | $+1$ | $+1$ |
| 3   | $\phi_{35,6,5,34}$ | $+1$ | $+1$ | $+1$ | $+1$ |
| 4   | $\phi_{32,1,4,33}$ | $-1$ | $-1$ | $-1$ | $-1$ |
| 5   | $\phi_{1,2,3,4}$ | $-1$ | $-1$ | $-1$ | $-1$ |
| 6   | $\theta_{34,5,4,33}$ | $+1$ | $+1$ | $+1$ | $+1$ |
| 7   | $\theta_{35,6,1,32}$ | $-1$ | $-1$ | $-1$ | $-1$ |
| 8   | $\phi_{43,14,6,35}$ | $-1$ | $-1$ | $+1$ | $+1$ |
| 9   | $\phi_{44,18,1,32}$ | $-1$ | $+1$ | $-1$ | $+1$ |
| 10  | $\theta_{43,14,18,44}$ | $-1$ | $+1$ | $+1$ | $-1$ |
Then, the restraints for the WTMetaD runs, mentioned in the main text, are defined by \( W_X(R) = W_{\text{reac}} + W_{\text{stereo},X} \). Although the stereochemical restraint may prevent the sampling of the full conformational space of the products, its effect on the obtained FES in this work is insignificant, and this is apparent from the consistency of the FESs in the product region in Figure 4.

**Simulation settings.** WTMetaD simulations were carried out using the CP2K 9.1 software package\(^75\) patched with PLUMED 2.7.3.\(^76\) The semiempirical GFN-xTB Hamiltonian\(^54\) was used to obtain trajectories with an integration time step of 0.5 fs. A canonical (\(NVT\)) ensemble at 298.15 K was sampled using the velocity rescaling thermostat\(^77\) with a time constant of 50 fs. For each WTMetaD run (A, B, C, D, or T) type, the initial structure was obtained by energy minimization at the GFN-xTB level. The system was equilibrated under the application of the respective constraint \( W_X(R) \) for 1.0 ns, and five configurations (positions and velocities) were sampled from the last 0.8 ns to initiate five statistically independent WTMetaD runs for each type. For WTMetaD runs A, B, C, and D, a bias factor (\(\gamma\)) of 30 was used, and Gaussian biases with a height of 1.0 kcal/mol and width of 0.05 were added every 200 MD steps. For WTMetaD run T, a bias factor of 15 was used, and Gaussian biases with a height of 0.5 kcal/mol and a width of 0.2 rad were added every 200 MD steps. All the WTMetaD simulations were run for 1.8 ns, and the last 1.2 ns was used to obtain the free energy profiles.

**DFT calculations.** The single point energy calculations for the sampled configurations and the TS structure optimizations were carried out at the M06-2X/6-31G(d) level of theory\(^55\)–\(^58\) as implemented in Gaussian 16, revision C.01.\(^78\) The keywords used to designate the level of theory and implicit solvation were `m062x/6-31g(d)` and `scrf=(cpcm,solvent=water)`, respectively. We used the keyword `pop=hirshfeld` to obtain CM5 partial charges. The transition states were optimized using the keyword `opt=(ts,calcfc,noeigen)`. The transition state structures in ref 33 were obtained at the M06-2X/6-31+G(d) level of theory. We re-optimized these transition state structures at our level of theory [M06-2X/6-
31G(d)] to verify that the transition regions in the free energy landscapes obtained in our work were consistent with the results of harmonic transition state theory. With the lowest energy TS as a reference, only TSs with energies of less than 15 kcal/mol were used. The projected TS locations are shown in the upper panels of Figure 3, and the relative energies are reported in Figure S3.

**Deep learning model.** The geometric deep learning model used in this work was MXMNet. While other similar models (e.g., DimeNet++) might have been considered suitable for our task, we did not benchmark the performance of other models as DFT-level energy estimation by deep learning was not the main source of error for the free energy surfaces obtained in this work.

The graph neural network used in this study simultaneously predicted (1) the differences between DFT and GFN-xTB energies ($E_{\text{DFT}} - E_{\text{xtb}}$), (2) the solvation energies in implicit water ($E_{\text{DFT/solv}} - E_{\text{DFT}}$), and (3) the CM5 partial atomic charges ($q$). Accordingly, the MXMNet architecture was modified so that each Local Layer Message Passing Module had three separate “Output” layers, one for each property to be predicted (Figure 3c in ref 59). The target values for the energies were obtained by subtracting the reference values obtained from the molecular geometry with the lowest $E_{\text{DFT}}$. Energy value units of kcal/mol were used, along with partial charge units of $e$.

The deep learning model was optimized by minimizing the weighted sum of the L1 losses for the targets, i.e.,

$$\mathcal{L} = L_1(E_{\text{DFT}} - E_{\text{xtb}}) + w_s \cdot L_1(E_{\text{DFT/solv}} - E_{\text{DFT}}) + w_c \cdot L_1(q)$$  \hspace{1cm} (13)$$

where $L_1(\cdot)$ denotes the mean absolute error between the predicted and true values. Several values for the weights $w_s$ and $w_c$ were tested as in Table S2, and the weights for the final ensemble were determined as $w_s = 1$ and $w_c = 2500$. The loss was optimized by the Adam optimizer with an initial learning rate of $3 \times 10^{-4}$. The learning rate was warmed up linearly.
from zero to the initial learning rate for the first five epochs, then decayed exponentially by a factor of $0.5^{1/250}$ every epoch. We used a batch size of 64 and a hidden dimension size of 128; the number of layers was 6, the gradient clipping norm was 100, and the global and local layer distance cutoff values were 10 Å and 5 Å, respectively.
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Figure S1: Upper panels: two-dimensional free energy surfaces at the GFN-xTB level, $F(s_1, s_2)$, obtained from the well-tempered metadynamics simulations with different stereochemical restraints (A–D). Minimum free energy paths (MFEPs) between the free energy minima are also shown. Lower panels: cross-sections of the free energy surfaces along the reaction progress coordinate (CV $s_1$).

Figure S2: Two-dimensional free energy profiles (More O’Ferrall–Jencks plot) calculated from the well-tempered metadynamics simulations with different stereochemical restraints (A–D). The formation of two bonds is represented by the coordination number CVs, $c_1$ and $\max(c_2, c_3)$. The minimum free energy path (MFEP) between the free energy minima and transition state structures is also displayed on each plot.
Figure S3: Upper panels: two-dimensional free energy surfaces $F(s_1, s_2)$ obtained from the well-tempered metadynamics simulations with different stereochemical restraints (A–D) (note that these are the same plots shown in Figure 3 in the main text). Lower panels: relative energies of the transition states in the different stereochemical pathways obtained at the M06-2X/6-31G(d) level of theory. For each stereochemical pathway, the three lowest-energy TSs for each type (BPC and DA) are shown as larger circles.

Figure S4: Left panel: error distribution for $E_{\text{DFT}} - E_{\text{XTB}}$ over the test set configurations, binned according to CV $s_1$ with a bin size of 0.1. The error distribution does not vary significantly with the reaction progress. Right panel: histogram of the same error distribution. The absolute prediction error is less than 2 kcal/mol for more than 99% of the test set configurations.
Table S1: Free Energies of the Reactant States and Activation Free Energies for the Different Stereochemical Pathways (With Implicit Solvation)

| Pathway (X) | $F_{1-X}$ (kcal/mol) | $\Delta^\dagger F_X$ (kcal/mol) |
|-------------|----------------------|-------------------------------|
| A           | 3.1 ± 0.5            | 28.2 ± 1.2                    |
| B           | 5.9 ± 1.0            | 29.3 ± 1.4                    |
| C           | 5.8 ± 1.2            | 32.0 ± 2.3                    |
| D           | 7.8 ± 1.5            | 33.4 ± 2.9                    |

Table S2: Comparison of the Mean Absolute Errors of the Target Properties for Different Loss Weights ($w_s$ and $w_c$)

| $w_s$ | $w_c$ | Ensemble | Mean Absolute Error (MAE) |          |          | Partial Charges $(10^{-4} e)$ |
|-------|-------|----------|---------------------------|----------|----------|-------------------------------|
|       |       |          | $E_{\text{DFT}} - E_{\text{XTB}}$ (kcal/mol) | $E_{\text{DFT/solv}} - E_{\text{DFT}}$ (kcal/mol) |          |                              |
| 0     | 0     | –        | 0.7819                    | –        | –        | 5.09                          |
| 0     | 2500  | –        | 0.5764                    | –        | –        | 5.09                          |
| 1     | 0     | –        | 0.7592                    | 0.1902   | –        | 5.09                          |
| 1     | 500   | –        | 0.6200                    | 0.1268   | –        | 6.69                          |
| 1     | 2500  | –        | **0.5526**                | **0.1172**| 5.02     |                              |
| 1     | 10000 | –        | 0.5662                    | 0.1220   | 4.50     |                              |
| 1     | 2500  | $N = 5$  | **0.4855**                | **0.0915**| 3.72     |                              |