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Abstract

We present xRAI an approach for extracting symbolic representations of the mathematical functions a neural network was supposed to learn from the trained network. The approach is based on the idea of training a so-called interpretation network that receives the weights and biases of the trained network as input and outputs the numerical representation of the function the network was supposed to learn that can be directly translated into a symbolic representation. We show that interpretation nets for different classes of functions can be trained on synthetic data offline using Boolean functions and low-order polynomials as examples. We show that the training is rather efficient and the quality of the results are promising. Our work aims to provide a contribution to the problem of better understanding neural decision making by making the target function explicit.

1 Introduction

The ability of artificial neural networks to act as general function approximators has led to impressive results in many application areas. Limitations of early approaches have been overcome by using increasingly sophisticated architectures that make them almost universally applicable if enough data is available. The price for this universal applicability is the limited interpretability of the trained model. Overcoming this limitation is a subject of active research in the machine learning community [Guidotti et al., 2018]. Popular approaches for explaining the results of neural nets such as LIME [Ribeiro et al., 2016], SHAP [Lundberg and Lee, 2017] or LRP [Montavon et al., 2019] focus on the impact of the different attributes on the predictions of the model for certain examples. While this provides a partial explanation for individual examples, it does not really shed a light on the target function of the neural net training.

In this paper, we investigate whether this function can be extracted post-hoc from a trained neural network. We assume that a neural network, which we call \(\lambda\)-Net in the following, has been trained to approximate a mathematical function from a certain function family. In this paper, we use Boolean functions or low arity and low-order polynomials as examples. However xRAI can be applied to any function family efficiently learnable by a neural network. For the case of low-order polynomials, this has been shown by [Andoni et al., 2014].

For each family of functions, we train a neural network called interpretation network (I-Net). The I-Net receives the weights and biases of a \(\lambda\)-Net as input and determines an approximation of a target function of the trained \(\lambda\)-Net. We train the I-Net offline by systematically training \(\lambda\)-Nets on different functions from the family and using these trained networks as training examples for the I-Net.

The contribution of this paper are the following:

- We propose interpretation networks (I-Nets) as a means for the post-hoc interpretation of neural networks by extracting a mathematical functions from the trained network.
- We present I-Net designs for Boolean functions and low order polynomials by proposing corresponding encodings and loss functions.
- We show that the proposed I-Net designs can efficiently be trained offline and are capable of identifying the correct function with high level of accuracy.

The paper is structured as follows. We first briefly present the idea of I-Nets as a tool for analyzing trained neural networks, we then present I-Net designs and training procedures for Boolean Functions and low order polynomials. Finally, we experimentally evaluate the approach with respect to its prediction quality as well as the impact of amount of training data and learning epochs before concluding with a discussion of the approach.

2 The xRAI Approach

To overcome the introduced research challenge, we have developed a translation technique as depicted in Fig. 1. Thereby a trained neural net (a so-called \(\lambda\)-Net) can be translated in a human understandable representation of its target function. For example, assuming the trained neural network (black box model) can be also represented as a mathematical function then the goal of the translation (resp. interpretation) is the determination of a semantically equivalent, algebraic term.
Following a white-box approach, the input term of the interpretation is derived by the $\lambda$-Net parameters and represented as a vector of the weights and biases (BlackBoxModel-Input Vector). The output of the translation is a numeric encoding of an algebraic expression. In Fig. 1 the output terms are polynomial expressions for example.

![Figure 1: Overview of the Approach](image)

The key aspect of xRAI is the usage of neural networks to process the mentioned interpretation of other neural networks. Therefore we introduce so-called interpretation networks ($I$-Nets) as a core element of xRAI. An $I$-Net is a neural network that is able to translate a $\lambda$-Net into a numeric output vector which encodes a mathematical term. The $I$-Net has to be trained by a sufficient parameter set of $\lambda$-Nets (as inputs) and corresponding algebraic expressions (as outputs) which are compliant with their target functions. Hence we conceptualize this determination of a translation challenge as a machine learning (ML) problem. To formulate the ML problem we have to answer two questions in the following sections:

- How can a mathematical expression be encoded suitably as a numeric output vector of a neural net?
- How can we train an $I$-Net and especially what is a suitable loss function?

In the following two sections we will answer both questions more in detail.

### 3 Algebraic Expressions Determined by Neural Networks

To illustrate the translation of neural networks into algebraic expressions (cf. $I$-Net in Fig. 2), we use exemplarily two function families. The first one is defined by the algebra of polynomials and the second one is defined by the Boolean algebra. Therefore the initial translation result has to be encoded as a numeric vector, because we use a neural network as the translation function. In a second part of the translation the numeric output vector can decode/represent as the corresponding term of an algebraic expression.

#### 3.1 Encoding of Boolean Terms as Numeric Vectors

For a numeric representation of Boolean expressions, we use a certain encoding of Boolean terms in the canonical disjunctive normal form (CDNF). Each Boolean function can be represented as a unique expression of the CDNF. The number of possible minterms in CDNF resp. DNF expressions determined by the maximum of variables in the Boolean functions which should be represented and calculated by $2^n$. For example all Boolean functions with at most three variables can be represented as a logical disjunction of the following $2^3 = 8$ minterms.

$$
0. \ MIN_{000} = \neg x_1 \neg x_2 \neg x_3 \\
1. \ MIN_{001} = \neg x_1 \neg x_2 x_3 \\
2. \ MIN_{010} = \neg x_1 x_2 \neg x_3 \\
3. \ MIN_{011} = \neg x_1 x_2 x_3 \\
4. \ MIN_{100} = x_1 \neg x_2 \neg x_3 \\
5. \ MIN_{101} = x_1 \neg x_2 x_3 \\
6. \ MIN_{110} = x_1 x_2 \neg x_3 \\
7. \ MIN_{111} = x_1 x_2 x_3
$$

For the encoding of a Boolean function the upper mentioned enumeration schema of minterms is the key factor. Hence for the encoding of Boolean expressions with at most 3 variables we can use a vector with 8 scalars (one scalar for each minterm ordered by the upper enumeration schema).

**Example 1 (Boolean expression)**

$$(x_1 \land \neg x_3) \lor (x_2 \land x_3)$$

This term can be transformed in a Boolean expression in CDNF as following:

$$\neg x_1 x_2 x_3 \lor x_1 \neg x_2 \neg x_3 \lor x_1 x_2 x_3$$

Now we can represent this CDNF-expression as a numeric vector: The expression contains the third, fourth, and seventh minterm of the our upper introduced minterm enumeration. Accordingly, the following vector represent the Boolean function $\beta(x_1, x_2, x_3, \ldots) = (x_1 \land \neg x_3) \lor (x_2 \land x_3)$:

$$\bar{b} = (0, 0, 0, 1, 1, 0, 0, 1)^\top$$  \hspace{1cm} (1)

Using this encoding principle we can represent each numeric vector as a Boolean expression and vice versa. In general each Boolean function respectively CDNF-expression $\beta(x_1, \ldots, x_n)$ can be represented as a vector $\bar{b}$ as following:

where $MIN_{(x)}$ is the $x$. minterm of the enumeration above.
if $\forall b_i < 0.5$ then 
\[ \beta(x_1, \ldots, x_n) = 0 \]
else 
\[ b = (b_1 \ldots b_{2n})^\top \Rightarrow \beta(x_1, \ldots, x_n) := \bigvee_{b_i \geq 0.5} \text{MIN}_{i-1} \]

3.2 Encoding of Polynomial Terms as Numeric Vectors

As usually, we consider polynomials as expressions consisting of variables (indeterminates) and coefficients, that involves only the operations of addition, subtraction, multiplication, and non-negative integer exponents of variables. The degree of a polynomial is determined by the largest degree of its monomial terms with non-zero coefficient. The degree of a monomial term is the sum of the exponents of the contained variables.

Example 2 (Polynomial Expression A)

\[ x^3 - 2x^2 + 5 \]

is a polynomial (with degree 3) over only one variable $x$.

Example 3 (Polynomial Expression B)

\[ x^2 + 3xyz - 2y + z \]

is a polynomial (with degree 3) over 3 variables ($x, y, z$).

Mapping between Polynomial Expressions and Numeric Vectors Each polynomial expression can be represented as a unique numeric vector of its coefficients. For univariate polynomials this encoding is straightforward. For example the cubic polynomial $f(x) = x^3 - 2x^2 + 5$ can be encoded as the vector of coefficients $p = (1, -2, 0, 5)$. With increasing number of indeterminates of the polynomial, the number of possible monomial terms expands rapidly and is calculated by $\binom{n+d}{d}$ where $d$ is the degree and $n$ the number of variables. Accordingly, a cubic, bivariate polynomial has $\binom{2+3}{3} = 10$ possible coefficients each belonging to one of the following monomials

|   |   |   |   |   |
|---|---|---|---|---|
|   | $x^3 y^0$ | $x^0 y^2$ | $x^0 y^3$ | $x^1 y^1$ | $x^2 y^1$ | $x^1 y^0$ | $x^0 y^1$ | $x^2 y^0$ | $x^0 y^0$ |
| 0 | $x^1 y^0$ | $x^0 y^2$ | $x^3 y^0$ | $x^1 y^1$ | $x^2 y^1$ | $x^1 y^0$ | $x^0 y^1$ | $x^2 y^0$ | $x^0 y^0$ |
| 1 | $x^0 y^3$ | $x^1 y^1$ | $x^2 y^1$ | $x^1 y^0$ | $x^0 y^1$ | $x^2 y^0$ | $x^0 y^0$ |
| 2 | $x^2 y^1$ | $x^1 y^0$ | $x^0 y^1$ | $x^2 y^0$ | $x^0 y^0$ |
| 3 | $x^1 y^0$ | $x^0 y^1$ | $x^2 y^0$ | $x^0 y^0$ |
| 4 | $x^0 y^2$ | $x^3 y^0$ | $x^1 y^1$ | $x^2 y^1$ | $x^1 y^0$ | $x^2 y^0$ | $x^0 y^0$ |

As an example, we could represent the bivariate polynomial of degree 3 $f(x, y) = 3x^3 - 5xy^2 + x^2 - 3y - 4$ as a vector of the coefficients $p = (3, 0, 0, -5, 1, 0, 0, 0, -3, -4)^\top$ according to the encoding above. The order of scalars in the vector $p$ is sorted by the upper depicted enumeration of monomials.

4 Training of Interpretation Networks ($\mathcal{I}$-Nets)

Before we can interpret neural nets, we need a performant translation function (the $\mathcal{I}$-Net) which is able to determine the corresponding mathematical expression very accurately. Therefore we have to train an $\mathcal{I}$-Net for each function family which should be interpreted as an explicit algebraic expression. The basis for the training of $\mathcal{I}$-Nets is a sufficient example set of functions which are represented two ways: Each training example consist of a set of neural network parameters (weights and biases of a $\lambda$-Net) together with the corresponding numeric representation of the mathematical expression. Two kinds of numeric representations of algebras were presented in the last section. The $\mathcal{I}$-Net training process starts with the generation of training examples and is described in the following four steps:

4.1 Step 1: Function Selection for the Training of $\lambda$-Net Examples

At the beginning of the training process, we need a set of functions $\lambda_{1,2,\ldots,i} \in \Lambda$ to train a set of $\lambda$-Nets (i.e. neural nets that were trained to learn a target function $\lambda$). Therefore, we must select at first an algebra and design an appropriate numeric encoding of its function terms (cf. the examples in the previous section). Afterward, we can generate a random set of functions $\Lambda$ from the selected algebra resp. function family along with a synthetic set of training examples as

\[ \{D_{\lambda_i} = \{(x_{ij}, y_{ij})\}_{j=1}^s\}_{i=1}^{\mid\Lambda\mid}, \]

where $D_{\lambda_i}$ is the training set for a function $\lambda_i$, $x_{ij}$ a random data point of dimensionality $D$ and $y_{ij} = \lambda_i(x_{i,j,1}, x_{i,j,2}, \ldots, x_{i,j,D})$ is the corresponding value.

4.2 Step 2: Generation of $\lambda$-Nets as Training Inputs

Next, we need to train a set of $\lambda$-Nets. Thereby, we need to train one model for each function $\lambda_{1,2,\ldots,i} \in \Lambda$ based on the previously generated training sets $D_{\lambda_i}$. As a result, we have a set of trained neural networks, each approximating a function $\lambda_i$. At this point, we know the target function $\lambda_i$ for each $\lambda_i$-Model.

4.3 Step 3: Example Sets for the Training of an $\mathcal{I}$-Net

In the third step, we need to generate a training set for our $\mathcal{I}$-Net based on the neural network models of the functions $\lambda_{1,2,\ldots,i} \in \Lambda$ ($\lambda$-Nets) in our example set trained in the previous step. The objective is finding the function, the neural network was supposed to learn. Since we know this particular function ($\lambda_i$) for the $\lambda_i$-Models trained on the synthetically created datasets $D_{\lambda_i}$, we can generate our training set for the $\mathcal{I}$-Net $D_{\mathcal{I}_n}$ as follows:

\[ D_{\mathcal{I}_n} = \{\{(\mu_i, \lambda_i)\}_{i=1}^{\mid\Lambda\mid}\}, \]

where $\mu_i$ are the learnt model parameters (weights and biases of the $\lambda_i$-Model) and $\lambda_i$ is a numeric representation of corresponding function (cf. Fig. 2 and Equation 1 and 2).
Depended on the algebra of target functions a suitable loss function has to be used during the training process of the $I$-Net. To explain this task we describe two variants of loss functions for our both introduced algebras:

**Loss Function for the Training of a Boolean $I$-Net**

For the training of our $I$-Net on Boolean algebra, we can straight forward calculate the loss function as a cross-entropy loss for multi-label classification by summing up the binary cross-entropy loss for each sample as

$$L_{Boolean} = \frac{1}{s \times N} \sum_{i=1}^{s} \sum_{j=1}^{N} |\lambda_{i,j} - \hat{\lambda}_{i,j}|,$$

where $s$ is the number of evaluations and $N = 2^n$ is the number of possible minterms, $\lambda_{i,j}$ states whether the minterm at index $j$ is present in the CDNF of the $i$-th real and $\hat{\lambda}_{i,j}$ whether the minterm at index $j$ is present in the CDNF of the $i$-th predicted function.

**Loss Function for the Training of a Polynomial $I$-Net**

While the loss function is straight forward for the Boolean algebra, it becomes more difficult for polynomials since there is no direct relationship between the monomials of a polynomial and the function value. One intuitive loss function is the integral difference between target function and interpreted function in a specific subspace. But the determination of integrals of multivariate polynomials is a hard to compute [Fu, 2012] and cannot be applied reasonably in our machine learning loop. Maybe it can be mitigated with help of advanced techniques [Barvinok, 2007] and is matter of further research. For the application of xRAI we have used a simplified and more efficiently computable loss function based on the difference of function values. Therefore we need to select a set of $m$ random data points and compare the function values of the target polynomial $\lambda_i(x_j)$ and the interpreted polynomial $\hat{\lambda}_i(x_j)$ based on a sample. In this case, $x_j$ is a vector of variable values with length $n$. We can do this as follows:

$$L_{Polynomial} = \frac{1}{s \times m} \sum_{i=1}^{s} \sum_{j=1}^{m} |\lambda_i(x_j) - \hat{\lambda}_i(x_j)|,$$

where $s$ is the number of evaluations.

4.4 Step 4: Training of an Interpretation Net

Now we are able to train an $I$-Net. As a result, the $I$-Net conforms to an approximation of a semantic mapping from the internals of a neural network to expression of the target function of the neural network.

5 Post-hoc Interpretation of Neural Networks by Applying Interpretation Nets

Having trained an appropriate $I$-Net, we are now able to interpret neural nets ($\lambda$-Nets) explicitly as expressions of a selected algebra. Therefore, we just need to pass the weights and biases of the $\lambda$-Net to the $I$-Net and make a $\lambda$-Net-Interpretation (cf. Fig. 1, 2). The quality of this interpretation is depend on the selection of an appropriate pre-trained $I$-Net. This $I$-Net must have been trained for the right function family resp. algebra. For example, if the target function, which is approximated by the $\lambda$-Net, is a cubic polynomial with 4 variables then we need an $I$-Net which was trained for polynomial expressions with at least degree 3 and 4 variables. In relation to other interpretability approaches based on surrogate models, the $I$-Net of xRAI is able to translate/interpret a neural network immediately. Consequently the learning of a surrogate model with the $\lambda$-Net results can be omitted in many cases. In the following section we present the evaluation results for two function families - Boolean functions and polynomials.

6 Evaluation

We evaluated xRAI empirically based on an experiment series of post-hoc interpretations of feedforward artificial neural networks. Each neural network to interpret in our experiments has learned a ML model representing any mathematical function of a certain function family within the Boolean algebra or the algebra of polynomials. For this purpose, we conducted three experiment sub-series: The first experiment sub-series evaluates the $I$-Net performance for both algebras considering different numbers of variables and therefore complexities. Thereby, we want to empirically prove in general that it is possible to learn a translation from the model internals of an neural network to semantically well-interpretable formal expressions and we are therefore able to extract the target function from an already trained neural network. Within the second experiment series, we compare the $I$-Net performance with the $\lambda$-Net performance at different $\lambda$-Net training levels. This allows us to show that xRAI is able to interpret neural networks very accurately at arbitrary stages of the $\lambda$-Net training process and puts the results from the first experiment series into context. The third experiment series evaluates the $I$-Net performance for different sample sizes of the training set. Thereby, we want to address the scalability of xRAI and identify if and how the performance of the $I$-Net can be increased once a larger set of $\lambda$-Nets is used for the training. In the following, we will first summarize the experimental setup, followed by the results of the three experiment series introduced above.

6.1 Experimental Setup

The relevant parameters used for the training of the $\lambda$- and $I$-Nets are summarized in Table 1. For the $\lambda$-Nets we selected the parameters based on the findings of [Andoni et al., 2014] which proved that neural networks with a single hidden layer are able to learn polynomials efficiently using SGD with $5 \times sparsity$ neurons, where in our case $sparsity = \left(\frac{k+n}{n}\right)$. For comparability reasons, we selected those parameters similarly for the Boolean algebra. As activation function, we selected ReLU which is defined as $\max(0,x)$ due to their good performance, especially in supervised settings and computational efficiency [Glorot et al., 2011]. The remainder of the parameters of the $I$-Nets were selected based on coarse to fine tuning to optimize the performance.

For the evaluation, we generated three datasets for each algebra, differing in the complexity based on the number of
variables, which we use for the training of \( I \)-Nets. As usual, we randomly split the available data into disjoint training, validation and test sets. The settings used for the training of the \( \lambda \)-Nets and the generation of the dataset for the \( I \)-Net are summarized in Table 2.

![Table 1: Parameters for \( \lambda \)- and \( I \)-Net](image)

Since the training of \( \geq 50,000 \) neural networks is extremely time-consuming, all experiments were conducted without repetition using a fixed random seed to ensure the reproducibility of our results and the comparability among \( \lambda \)-Nets for different functions.

### 6.2 Experimental Results

#### Experiment Series 1: \( I \)-Net Performance for Different Algebras and Complexities

Within the first experiment, we want to evaluate the performance of the \( I \)-Net based on the Boolean algebra and polynomials for different complexities in terms of the number of variables (cf. Table 3).

For the Boolean algebra, the \( I \)-Net was able to predict the Boolean function perfectly on all evaluated samples for \( n = 4 \) and \( n = 5 \). For \( n = 6 \) we still achieved very accurate results with 0.88, which is significantly higher than a naïve baseline. However, we can observe that for an increasing complexity, the overall accuracy decreases when the remainder of the settings of the training process (e.g. number of \( I \)-Net training epochs and training data sample size) remain fixed.

For polynomials, we can similarly observe that the error increases along with the complexity of the polynomials and therefore the learning problem. However, once we compare the results of the \( I \)-Net with a naïve baseline we can observe a significant performance increase for all complexities. Accordingly, we are able to prove empirically that it is possible to extract the target function solely from the weights and biases of a neural network very accurately for two example algebras and at different levels of complexity.

#### Experiment Series 2: \( I \)-Net Performance Comparison for \( \lambda \)-Nets with Different Training Levels

Within our second experiment series, we analyze the \( \lambda \)-Net training process and its impact on the performance of an \( I \)-Net. Thereby, we can show that xRAI is able to interpret neural networks very accurately at arbitrary stages of the \( \lambda \)-Net training process. Fig. 3 and Fig. 4 show the accuracy of the \( \lambda \)- as well as the \( I \)-Net dependent on the number of \( \lambda \)-Net training epochs. Accordingly, for this experiment series we trained multiple \( I \)-Nets, each on a dataset comprising the checkpointed weights and biases of the \( \lambda \)-Nets at the respective epoch.

Starting with the results of the Boolean algebra in Fig. 3, we can observe that astonishingly the \( I \)-Net achieves a higher accuracy as the \( \lambda \)-Nets throughout all 200 evaluated epochs and therefore is able to extract the function that should be learned by a \( \lambda \)-Net more accurately as the model itself has learned it. Thereby, the \( I \)-Net performance converges very quickly compared to the \( \lambda \)-Nets. Especially within the first epochs, the \( I \)-Net accuracy is significantly higher than the \( \lambda \)-Net accuracy which shows that the \( I \)-Net is able to extract the target function very accurately even after a short period of \( \lambda \)-Net training. Furthermore, we can observe that the overall accuracy of both, the \( \lambda \)- and the \( I \)-Net slightly decreases with increasing complexity of the learning problem (i.e. when adding more variables and therefore increasing the space of possible functions) but nevertheless, the accuracy of the \( I \)-Net is consistently higher. However, during the first approximately 70 training epochs, the \( \lambda \)-Net performance for \( n = 6 \) increases fastest followed by \( n = 5 \) and \( n = 4 \) which might seem surprising. We can explain this by the network structure of the \( \lambda \) which has an increasing number of neurons for higher complexities. Therefore, the \( \lambda \)-Nets are able to converge faster initially. Additionally, we can observe an accuracy decrease of \( \approx 0.08 \) around epoch 40 for \( n = 4 \). We can trace this back to the fact that for \( n = 4 \) more than 50% of all
In general, we showed that it is possible to extract high-quality information from already trained neural networks at arbitrary stages of the training process for different algebras. In fact, the extracted function is on average significantly closer to the actual target function compared to the \( \lambda \)-Nets from which the function is extracted, especially at early stages of the training process.

**Experiment Series 3: \( \mathcal{I} \)-Net Performance Comparison Different Training Data Sizes**

The third experiment observes the \( \mathcal{I} \)-Net performance for increasing training set sizes. The training of an \( \mathcal{I} \)-Net is, as already mentioned, a single-time effort. However, this single training effort can be very time consuming since a lot of \( \lambda \)-Nets are required which must be trained themselves. Therefore, we evaluate if and how the performance of the \( \mathcal{I} \)-Net can be increased once a larger set of \( \lambda \)-Nets is used for the training. Fig. 5 and Fig. 6 show the \( \mathcal{I} \)-Net performance for increasing sizes of the train data (i.e. the number of \( \lambda \)-Nets used during the \( \mathcal{I} \)-Net training) along with the respective \( \lambda \)-Net performance which is constant since it is independent from the \( \mathcal{I} \)-Net training set size.

For the Boolean algebra (Fig. 5) we can observe that the \( \mathcal{I} \)-Net performance increases significantly when increasing the sample size. For \( n=4 \) we can already achieve an accuracy of 1 with 7,500 training samples. When considering \( n=5 \), the performance also increases significantly even for small increases in the sample size and we can achieve a accuracy of 1 with 20,000 training samples. If we increase the complexity even further, we are not able to achieve a perfect accuracy anymore with the maximum amount of 36, 864 samples. However, we can observe that the accuracy consistently increases when more samples are used for the training and even towards the current maximum training set size, there is still a significant performance increase. Accordingly, the more complex the training problem, the more beneficial and crucial is a large training data set. However, the \( \mathcal{I} \)-Net scales very well if we consider how the complexity increases with the number of variables. While for \( n=4 \) there are \( 2^2 = 65,536 \) possible Boolean functions, there are \( 2^5 = 4,294,967,296 \) for \( n=5 \) and \( 2^6 \approx 1.8445\times 10^9 \) for \( n=6 \). Accordingly, when we consider the maximum training set size of 36,864 there are 56.25\% of all possible Boolean functions considered for \( n=4 \) while there are just \( 1.998590404e-13 \)\% of all possible Boolean functions considered for \( n=6 \). Nevertheless, even for \( n=6 \), the \( \mathcal{I} \)-Net achieves a higher accuracy as the respective \( \lambda \)-Nets already with a sample size of 2,500.

Similar to the Boolean algebra, we can observe a significant performance for polynomials (Fig. 6) when increasing the sample size for the training data. Even at a sample size of 100 the \( \mathcal{I} \)-Net already achieves a similar performance as the respective \( \lambda \)-Nets. When increasing the sample size up to \( \approx 2,500 \), we can observe a significant performance, especially for higher complexities. However, even towards the maximum sample size considered in this experiment, we can observe that the error is still decreasing, especially for \( n=6 \) which again shows that the more difficult the learning problem, the more beneficial is a larger dataset. In this case, we cannot define the complexity as previously by the number
of possible functions since there is an infinite number polynomials regardless of the number of variables. Nevertheless, the function becomes more complex when more variables are added since the number of possible monomial terms increases with $n$ and therefore more complex interactions are possible.

In general, we were able to show that even with a small sample size and therefore little training effort, we are able to achieve reasonable results with the $\mathcal{I}$-Net. Furthermore, we showed that when increasing the training effort, it is very likely to significantly improve the performance of the $\mathcal{I}$-Net, especially when increasing the complexity.

7 Related Approaches

The interpretability of blackbox models is a upcoming topic in the AI community and the terminology and classification of approaches in this field is emerging dynamically [Lipton, 2018] [Carvalho et al., 2019] [Molnar, 2020]. Existing approaches regarding post-hoc interpretability generating an intrinsically interpretable model, as for instance metamodeling techniques like symbolic metamodeling [Alaa and van der Schaar, 2019] or RBF-HDMR [Shan and Wang, 2010; Shan and Wang, 2011], try to fit a surrogate model which offers a higher level of explainability than the black-box model. This surrogate model can for instance be expressed by symbolic expressions comprising familiar and human-understandable, mathematical functions [Alaa and van der Schaar, 2019]. However, the surrogate model is usually generated based on query access to the black-box model and without considering the model internals. Therefore, their accuracy is based on proper querying. Accordingly, information that is not queried explicitly cannot be contained in the surrogate model which is not the case when the model is build based on the model internals. Furthermore, Methods like NIT [Tsang et al., 2018] are also able to generate an intrinsically interpretable model. Compared to metamodeling techniques, they also consider the model internals but thereby focus on statistical interactions inside the model rather than the overall model behaviour. Furthermore, they need to be applied ante-hoc and therefore it is not possible to use them for already trained black-box models which is often desired. Additionally, there is a variety of methods like DeepRED [Zilke et al., 2016], REFNE [Zhou et al., 2003] or the Re-RX algorithm [Setiono et al., 2008] as well as the early work of [Garcez et al., 2001] and [Taha and Ghosh, 1999] trying to convert black-box models to symbolic expressions in terms of for instance a set of rules. The majority of interpretability approaches, including those mentioned here, focus on understanding what the black-box model has actually learned and therefore allows us to draw conclusions on the model behaviour. On the opposite, we want to uncover the target function of the black-box model and therefore are able to identify possible intentions of the model based on the training data.

8 Conclusions and Future Work

In this paper, we have introduced xRAI - a machine learning approach for the extraction of explicit representations of mathematical functions from trained neural networks. The presented method relies on an offline training of so-called interpretation networks ($\mathcal{I}$-Nets) for a certain family of functions. These $\mathcal{I}$-Nets enable the translation of neural network parameters (i.e. the weights and biases) to corresponding, human understandable terms in a well-defined algebraic language. Accordingly, we are able to increase the interpretability of neural networks post-hoc by identifying and extracting the respective target function as an intrinsically interpretable function. In our evaluation we could prove that our $\mathcal{I}$-Nets are able to learn effectively the determination of polynomial or Boolean expressions based on the weights and biases of neural nets in principle. In this paper, we have focused on lower order polynomials and Boolean functions with a limited number of variables. Scaling up the approach to higher order polynomials and Boolean Functions with many Variables is subject to future work. So is the transfer of xRAI to cover further families of functions.

Furthermore, within our experiments we assume a exact algebra selection which means that the target function can always be expressed error-free using a function from the selected algebra. These assumptions allow the $\mathcal{I}$-Net to always find a well suited function, while the $\lambda$-Nets do not have this additional information during their training. Therefore, in future work, it has to be evaluated in which way the findings of this paper hold in a real-world setting since the $\mathcal{I}$-Net can always be just as good as the algebra estimation.
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