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ABSTRACT

Artificial intelligence has become pervasive across disciplines and fields, and biomedical image and signal processing is no exception. The growing and widespread interest on the topic has triggered a vast research activity that is reflected in an exponential research effort. Through study of massive and diverse biomedical data, machine and deep learning models have revolutionized various tasks such as modeling, segmentation, registration, classification and synthesis, outperforming traditional techniques. However, the difficulty in translating the results into biologically/clinically interpretable information is preventing their full exploitation in the field. Explainable AI (XAI) attempts to fill this translational gap by providing means to make the models interpretable and providing explanations. Different solutions have been proposed so far and are gaining increasing interest from the community. This paper aims at providing an overview on XAI in biomedical data processing and points to an upcoming Special Issue on Deep Learning in Biomedical Image and Signal Processing of the IEEE Signal Processing Magazine that is going to appear in March 2022.
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1. INTRODUCTION

Recent years have witnessed an increased interest in artificial intelligence (AI), in particular deep learning (DL) and machine learning (ML) techniques, as a result of recent break-throughs. DL and ML have become pervasive in many fields including biomedical signal and image processing where multimodal, multidimensional, multiparametric datasets need to be jointly processed, posing a clear challenge to traditional analysis methods. However, while AI algorithms are designed to assist users with their regular tasks, there still remain challenges with acceptance. Users frequently express lack of trust with respect to outcomes of such methods, de-facto impeding or slowing-down their exploitation with obvious consequences. This motivates the need for methods to equip them with those attributes making them understandable, trustable and prone to be validated through the matching of the outcomes with known priors or association studies. All this puts eXplainable AI (XAI) at the core of the AI-driven shift in the biomedical field, as one of the main challenges leading to the next generation of human-centric intelligent systems. This paper aims at providing an overview on the main XAI contributions in the biomedical field, across methods and modalities, either by analyzing and understanding algorithm components or by unraveling algorithm-data interactions. This will provide some guidance to the entrants while highlighting the main issues and challenges to be overcome in the next few years. For doing this, some showcases will be considered, providing examples of the application of XAI methods to concrete problems in biomedical sciences. An extended overview is provided in the Special Issue on Deep Learning in Biomedical Image and Signal Processing of the IEEE Signal Processing Magazine that was recently published (Feb. 2022). This paper is organized as follows. Section 2 provides a short overview on XAI methods, relating to recently published survey papers. Section 3 discusses some issues that are specific to the biomedical field. Section 4 presents some showcases and Section 5 highlights some of the major challenges to be faced in order to overcome the main bottlenecks constraining the full adoption of such methods.
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2. EXPLAINABLE AI: A BRIEF SURVEY

XAI recently emerged as one of the hottest topics for understanding "the why and how" of the outcomes of ML/DL algorithms. A comprehensive overview can be found in [1, 2, 3, 4], where the main concepts are illustrated, a taxonomy is proposed and the main state-of-the-art approaches are summarized and assigned to the respective category. Before presenting the main methods, it is important to devote a few words to the terminology. Following [1], interpretability is connected with the human intuition behind the outputs of a model, supporting the understanding of cause-and-effect relationships within the system input and output. This in turn points to causability. Instead, following [1], explainability would be associated with the decoding of the internal logic and mechanisms of a ML system, hence it is not necessarily related to human understanding. Therefore, interpretability does not axiomatically entail explainability and vice versa, following [1]. In order for a system to be interpreted, explanations must be derived and the properties making an explanation effective to humans need to be defined. Though a common agreement on the terminology and taxonomy is still to be reached, among the most used attributes are [2] post-hoc or ante-hoc. While the latter are explainable models that also hold the interpretability property by construction, the former are "black-box" whose interpretation relies on post-hoc methods that in turn can be either model-agnostic or model-specific, as well as local or global. We refer to [1] for a comprehensive review. Widely used post-hoc interpretability methods for black-box models rely on feature probing such as perturbation-based methods. Among these, the SHapley Additive exPlanation (SHAP) [5] and the Local Interpretable Model-Agnostic Explanations (LIME) [6] ones recently gained large popularity. Moving to DL, many methods have been devised, mostly relying on back propagating gradients. Among these are SmoothGrad, Class Activation Mapping (CAM) and Grad-CAM. Other popular methods are DeepLIFT (Deep Learning Important FeaTures) [7], and Layerwise Relevance Propagation [8]. These generate heatmaps highlighting the image elements that mostly contributed to the outcomes.

3. XAI IN THE BIOMEDICAL FIELD

This Section provides some hints on the main requirements originating from the specificity of data and explanation in the biomedical field, that will then be exemplified in three showcases in Section 4.

3.1. Biomedical Data

Biomedical data include a wide range of modalities and covers several orders of magnitude in both space and time. In addition to being highly heterogeneous, biomedical data are noisy, suffering from missing data, and strongly dependent on the acquisition devices, so that a path must be traced in the space of algorithmic solutions allowing to deal with such a heterogeneous environment. Indeed, from tiny molecules to omic data (e.g., genomic, proteomic, transcriptomic, metabolomic), imaging data, clinical data, and electronic medical records, biomedical data span a very large space. Data quality may also be highly variable, and data formats can range from analogue to digital to text, with sophisticated linked structures such as sequences, trees, and other graphs that can vary in size. Improvements in sensors and other devices, as well as computers, databases, along with the advent of innovative high-volume data generation procedures like high-throughput sequencing, functional and diffusion weighted magnetic resonance imaging (MRI), have resulted in a data avalanche that requires ad-hoc processing solutions. Even in the era of big data, however, the data environment remains quite volatile in terms of the amount of data accessibility. While the most natural answer to deal with such massive heterogeneous data is DL, the challenge is to exploit these methods even when data is scarce, as it is often the case for local data. Several techniques, ranging from regularisation methods, including some relatively new forms of regularisation such as dropout, to early stopping, semi-supervised approaches that try to leverage both labelled and unlabeled data, and data augmentation methods, where datasets are expanded using natural or artificially generated data (for example, by adding appropriate noise or applying appropriate group transformations) have been proposed. This adds levels of complexity due to data manipulation, that is particularly delicate in the biomedical field where congruence with biological, physiological or other kind of prior knowledge must be granted. The analysis of the different challenges posed by biomedical data and potential solutions is out of the scope of this contribution. Here we aim at providing a view on one aspect, that is interpretability, and to illustrate the concepts through some examples. In summary, biomedical data pose a great challenge to XAI, calling for solutions that also take uncertainty into account, and thus validation of the outcomes of the XAI methods, which is still scarcely explored.

3.2. Explanations: basic requirements and validation

In the biomedical field interpretability is an important factor, while validation is an essential issue [9]. At a minimum, models must be understandable by humans, trustable and robust. Once the explanations are extracted, these need to be validated. The validation phase is important in the biomedical field, and concerns different aspects. Explanations must be plausible in the biomedical sense to be reliable, and stable across implementations (methods and architectures) to generate trust. In addition, they should not be affected by the presence of confounders, and must prove statistical signifi-
cance. Among the most exploited methods are those relying on heatmaps revealing which parts of the input played a relevant role in determining the output. An example of a comprehensive solution was proposed in [10], where LRP was used to interpret the results of a patient stratification task aiming at distinguishing two multiple sclerosis phenotypes (progressive versus relapsing-remitting) and validation included the assessment of the role of confounds on the classification outcomes as well as association studies of LPR maps with microstructural descriptors that were previously shown to be significantly different in the two phenotypes of disease. Another example is [11] where the objective was to contrast feature-based and example-based explainable AI techniques using the Heart Disease Dataset from UCI (https://www.kaggle.com/cherngs/heart-disease-clevelanduci) to highlight the respective pros and cons. A different perspective is given in [12], suggesting that explainability should be explicated as ‘effective contestability’. Taking a patient-centric approach the authors argue that patients should be able to contest the diagnoses of AI diagnostic systems, and that effective contesting of patient-relevant aspect of AI diagnoses requires the availability of different types of information about the AI system’s use of data, the system’s potential biases and the system performance.

The next Section highlights some of these issues in more details through the illustration of three showcases relying on different types of data and algorithms.

4. CASE STUDIES

4.1. Neuroimaging: Brain Aging

The study of brain aging has recently gained attention in the scientific community since developing accurate biomarkers for Brain Age (BA) relying on neuroimaging data would open new perspectives in different domains, allowing to disentangle age-related from disease-specific changes and to track the disease progression at the single-subject level. Based on a given set of predictors, the “brain age delta” representing the difference between the actual and the estimated age is inferred. For this task, ante-hoc models have heavily been exploited including linear models, latent variable models, such as PCA and ICA [13, 14], while post-hoc ones are gaining importance. Among these are permutation- and perturbation-based [15, 16] feature importance, and saliency maps. Among those using gradient based methods, [17] exploited SmoothGrad to produce explanation maps for a CNN model and [18, 19] obtained Grad-CAM attention maps from T1w-based CNN showing the relative importance of different regions for BA prediction. The second also applied ablation analyses methods focusing on part of the input data. Deconfounding and bias correction are most often applied, and association studies are performed between this index and other characteristics measured in the same individuals, related for example to cognitive, physical, lifestyle and genetic determinants. In summary, the key aspects of XAI adoption in BA estimation are the following. First, despite wide use of explainable models such as linear regression or regularized regression, the respective explanations are still not pervasively derived. Most recently, visualization of the model coefficients in the latent space is being increasingly exploited, and permutation- and perturbation-based feature importance methods play a central role in extracting explanations. Saliency maps, even if still highly unexplored, are increasingly used following the spread of DL models and mostly rely on gradient-based methods [20].

4.2. COVID-19 Diagnosis

CT scans are useful for determining the severity of an infection and can also be utilized to detect COVID-19 carriers who are symptomatic or asymptomatic. With an increase in the total number of COVID-19 patients, radiologists are under more pressure to manually evaluate CT images. As a result, an automatic 3D CT scan identification tool is in great demand, as manual analysis takes time for radiologists, and their weariness might lead to mistakes. However, the look of CT scans can fluctuate greatly depending on the technical specifications of CT scanners used in different institutions, causing many automatic image identification systems to fail. As a result, the multi-domain shift problem for multi-center and multi-scanner research is not straightforward, but it is also vital for reliable detection and repeatable and objective diagnosis and prognosis. Ye et al. [21] introduced the coronavirus information fusion and diagnostic network (CIFD-Net), a COVID-19 CT scan identification model that can easily tackle the multi-domain shift problem using a new robust weakly supervised learning approach. CNN’s prediction process is kept in a black box. Several strategies have been presented to explain how CNN produces predictions and achieves exceptional localization abilities without the need for localization maps, e.g., CAM. The updated activation mapping in Ye et al. [21] can properly show the relevance of activation from CT scans and find the infected regions of COVID-19 patients, resulting in predictable and understandable outcomes. The region with a higher activation score suggests that the activation played a larger role in the prediction. For radiologists, the updated activation mapping might provide additional diagnostic information.

4.3. XAI in multiplex immunofluorescence (mIF) images for Cancer Immunotherapy

The advent of cancer immunotherapy has necessitated the use and employment of in-situ, tissue based spatial profiling tools (like spatial transcripomics, CODEX/MIBI, spatial proteomics etc, [22], [23]) to characterize the cellular milieu and tumor microenvironment underlying cancer tissue.
 Specifically, the spatial patterns of cell-cell organization permit the characterization and inference of spatial biomarkers [22] that might be prognostic of disease state or prognosis. [24] proposed a framework, Cell Graph ATtention Network (CGAT) that uses deep learning graph architectures to analyze and interpret mIF images of tissue. While the GCN framework is used for classification of disease grade, the network architecture includes an attention layer that identifies particular nodes that are most relevant to the prediction task. The examination of the CGAT framework to classify pancreatic disease obtained favorable performance in addition to identifying graph nodes (cells in the tissue) most relevant to prediction. Cells at the interface of tumor and stromal regions (i.e invasive margin) were identified as predictive thereby adding interpretability and explainability to the inference task. Such tools will hopefully enable the development of integrated user-interfaces that couple high performance predictive modeling and their principled interpretation by domain experts.

5. DISCUSSION AND FUTURE PERSPECTIVES

XAI is a set of processes and methods that allow human users to understand and trust the results and conclusions created by machine learning algorithms. XAI is used to describe an AI model, its expected impact, and its potential biases. It helps characterize the accuracy, fairness, transparency, and outcomes of models in AI-assisted decision making. However, injecting XAI in biomedical signal and image processing is far from trivial. First, a clear definition of the concepts and definitions is still missing. This is a difficult interdisciplinary issue involving philosophical, psychological and ethical aspects. Then, once the concepts and definitions are given, attributes must be defined as well as measures, or proxies to assess them. A first attempt to classify the attributes for explanations can be found in [25], identifying three types of attributes to the validation of an interpretability method that is application-grounded, human-grounded and functionality-grounded. While the first two take the user in the loop, the last one relies on objective assessment through proxies. An extended taxonomy can be found in [26] where twelve explanation quality properties, grouped by their most prominent dimension, that is Content, Presentation or User, are proposed. Given the attributes and the measures, validation is the critical step. As mentioned before, besides being interpretable, the explanations must be reliable and robust, which imply association studies with eloquent disease indices and assessment of the concordance with prior knowledge, when available. In addition, the lack of ground truth adds a level of complexity, that cannot be overcome and requires ad hoc solutions. To generate trust, the outcomes should be implementation-independent, and the uncertainty in the measures needs also to be assessed. This is model-specific and comes from many sources, including the quality and quantity of the data, which makes it a very challenging problem to assess the concordance across methods and express it in quantifiable and understandable terms. More broadly, the development of ML/DL approaches that are informed by “domain priors” in biomedical science might serve as useful ways to engineer interpretability and explainability into these systems. A clear trade-off has also emerged between performance and explainability, leading to the adoption of solutions that prioritize one or the other based on the scientific question. Learning biases introduced by DL methods used in biomedical data science might hinder AI approaches from delivering the bare minimum of interpretations. The learning bias problem refers to the fact that AI findings may be skewed or even incorrect [27]. These can be produced by inappropriate interactions between particular AI algorithms and a specific type of data, incorrect parameter setup or tuning, unbalanced data, or other more intricate difficulties, that biomedical data scientists may not be able to detect readily. Because of the artefacts in AI models, learning bias is technically a learning security concern that creates unmanageable effects. In recent research efforts, rule-based learning, learning process visualisation, knowledge-based data representation, human-centred AI-model evaluation and other techniques have been used to improve AI explainability. The approaches will surely aid in the development of explainable AI in biological data science. However, additional attention and effort in biomedical data science research may be required to overcome the hurdles and produce explainable and efficient AI systems. Validation of methods and explanations through objective assessment of the required attributes such as stability (across methods and data), plausibility and uncertainty, just to mention some of the main ones, is the key to empower XAI in this field, and is one of the hottest topics being investigated.

In summary, the goal of this paper was to rise awareness on specific facets of XAI in the biomedical field, providing some hints for boosting AI exploitation and trust.
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