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Abstract—Digital and physical footprints are a trail of user activities collected over the use of software applications and systems. As software becomes ubiquitous, protecting user privacy has become challenging. With the increase of user privacy awareness and advent of privacy regulations and policies, there is an emerging need to implement software systems that enhance the protection of personal data processing. However, existing data protection and privacy regulations provide key principles in high-level, making it difficult for software engineers to design and implement privacy-aware systems. In this paper, we develop a taxonomy that provides a comprehensive set of privacy requirements based on four well-established personal data protection regulations and privacy frameworks, the General Data Protection Regulation (GDPR), ISO/IEC 29100, Thailand Personal Data Protection Act (Thailand PDPA) and Asia-Pacific Economic Cooperation (APEC) privacy framework. These requirements are extracted, refined and classified into a level that can be used to map with issue reports. We have also performed a study on how two large open-source software projects (Google Chrome and Moodle) address the privacy requirements in our taxonomy through mining their issue reports. The paper discusses how the collected issues were classified, and presents the findings and insights generated from our study. Mining and classifying privacy requirements in issue reports can help organisations be aware of their state of compliance by identifying privacy requirements that have not been addressed in their software projects. The taxonomy can also trace back to regulations, standards and frameworks that the software projects have not complied with based on the identified privacy requirements.
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1 INTRODUCTION

Software applications have become an integral part of our society. Digital footprints are collected as people are browsing the Internet or using various software applications such as social networking, working, studying and leisure activities. Physical footprints are also collected through software systems such as surveillance cameras, face recognition apps, IoT sensors and GPS devices even when people are “offline” doing their normal life activities. Zettabytes of those data are collected and processed for various purposes, including extracting and using personal data, and forming behavioural profiles of individuals. This poses serious threats to our privacy and the protection of our personal sphere of life – the cornerstone of human rights and values.

The recent advent of privacy legislations, policies and standards (e.g. the European’s General Data Protection Regulation [1] or the ISO/IEC standard for privacy framework in information technology [2]) aims to mitigate those threats of privacy invasion. A range of frameworks (e.g. privacy by design) and privacy engineering methodologies have also emerged to help design and develop software systems that provide acceptable levels of privacy and meet privacy regulations [3, 4, 5, 6, 7, 8, 9, 10]. However, those methodologies provide only high-level principles and guidelines, leaving a big gap for software engineers to fill in designing and implementing privacy-aware software systems [10]. Software engineers often face challenges when navigating through those regulations and policies to understand and implement them in software systems [3, 9, 11, 12].

In 1995, Cavoukian initially developed a reference framework called Privacy by Design (PbD) aiming to emphasise the importance of privacy in the engineering processes of information systems [13]. The framework describes seven principles that provide conceptual characteristics of privacy elements related to the processing of personal data. However, this framework is often criticised as being too broad and vague for actual implementation [14]. Recently, privacy engineering is an emerging field which addresses privacy concerns in the development of sociotechnical systems [15]. Unfortunately, the integration of privacy solutions into practices has faced several challenges and limitations due to the design of organisational processes [16, 17], legacy IT systems [18], implementation cost [18] and development practices [12, 19]. Organisations have been collecting personal data of their customers for various business purposes. Cyberattacks often target at obtaining this data. CSO Online reported the fourteen biggest data breaches of the 21st century that affected 3.5 billion people [20]. The cases occurred with the world’s top software applications, for examples, Adobe, Canva, eBay, LinkedIn and Yahoo.

Hence, there is an emerging need to translate complex privacy concerns set out in regulations and standards into requirements that are to be implemented in software applications. Such privacy requirements need to be refined into a level that emphasises the functionalities in software
systems and can be later used to map with issue reports. Previous work has involved eliciting privacy requirements, but they are specific to a certain application domain such as e-commerce applications (e.g., [21]) or healthcare websites (e.g., [22]). More recent studies (e.g., [23] and [24]) revealed an urgent need for a reference taxonomy of privacy requirements that are based on well-established regulations and standards such as GDPR and ISO/IEC 29100.

This taxonomy would be useful to understand how privacy requirements are explicitly addressed in existing software projects, and also serve as a basis for developing future privacy-aware software applications. Most of today’s software projects follow an agile, issue-driven style in which feature requests, functionality implementations and all other project tasks are usually recorded as issues (e.g., JIRA issue [25]). In those projects, issue reports essentially contain important, albeit implicit, information about the requirements of a software, in the form of either new requirements (i.e., feature requests), change requests for existing requirements (i.e., improvements) or reporting requirements not being properly met (i.e., bugs) [25], [26], [27], [28], [29]. A software project consists of past issues that have been closed, ongoing issues that the team are working on, and new issues that have just been created. Through a study of those issues in the project, we can understand how the software team has implemented privacy requirements recorded in the issue tracking system (ITS) in order to address relevant privacy needs and concerns of stakeholders. This paper provides the following contributions:

1) We developed a comprehensive taxonomy of privacy requirements for software systems by extracting and refining requirements from the widely-adopted GDPR and ISO/IEC 29100 privacy framework as well as the newly developed Thailand PDPA and the region-specific APEC privacy framework. We followed a grounded theory process adapted from the Goal-Based Requirements Analysis Method (GBRAM) [22], [30] to develop this taxonomy. The taxonomy consists of 7 categories and 71 privacy requirement types. To the best of our knowledge, this is the first taxonomy of privacy requirements that are well grounded in standardised privacy regulations and frameworks.

2) We mined the issue reports of two large-scale software projects, Google Chrome and Moodle (each has tens of thousands of issues) to extract 1,374 privacy-related issues. We classified all of those issues into the privacy requirements of our taxonomy. The classification was performed by multiple coders through multiple rounds of training sessions, inter-rater reliability assessments and disagreement resolution sessions. This resulted in a reliable dataset for the research community to perform future research in this timely, important topic of software engineering such as automated classification of privacy issue reports.

3) We studied how the privacy requirements in our taxonomy were addressed in Google Chrome and Moodle issue reports. We found 2,507 occurrences of the privacy requirements in our taxonomy were covered, most of which related to the lawfulness, fairness and transparency privacy goal category. In addition, we found that allowing the erasure of personal data is a top concern reported in the Chrome and Moodle issue reports, while none of the privacy requirements related to the management perspective of data controllers was recorded in the issue tracking system of both projects. We also discovered that privacy and non-privacy issues were treated differently in terms of resolution time and developers’ engagement in both projects.

A full replication package containing all the artifacts and datasets produced by our studies are made publicly available at [31]. The remainder of this paper is structured as follows. Section 2 provides related existing work on privacy requirements engineering. A privacy requirements taxonomy and the methodology used to build it are presented in Section 3. Section 4 presents our study of how Chrome and Moodle issue reports address the privacy requirements in our taxonomy. The findings and insights generated from the study are discussed in Section 5. Section 6 discusses the threats to validity. Finally, we conclude and discuss future work in Section 2.

2 RELATED WORK

The protection of personal data and privacy of users have attracted significant attention in recent years. Data protection regulations and privacy frameworks have been established to guide the development of software and information systems. However, it is challenging for software engineers to translate legal statements stated in those regulations into specific privacy requirements for software systems [3], [9]. Several studies have investigated the approaches, tools and techniques developed for managing privacy requirements [23]. Guarda and Zannone [24] showed that the traditional RE frameworks lack of fundamental concept specific to privacy which cannot be used to capture privacy-related legal requirements in software systems. Therefore, Guarda and Zannone have developed a reference methodology that can be tailored to design privacy-aware systems.

Beckers [32] proposed a conceptual framework to compare privacy requirements engineering approaches on requirements elicitation and notion representation. The approaches include LINDDUN, PriS and the framework for privacy-friendly system design approaches. The LINDDUN method elicits privacy requirements from privacy threats [3]. The method first developed nine categories of privacy threats: linkability, identifiability, non-repudiation, detectability, information disclosure, content unawareness and policy/consent non-compliance. Those threat categories are then mapped to the elements in data flow diagrams (DFDs) (i.e. entity, data flow, data store and process). The method further develops a catalogue of threat patterns (i.e. a threat tree) that represents common attacks concerned in each threat category and each element in the DFD. The patterns in the threat tree are mapped to the elements in DFD defined by misuse cases to identify privacy requirements. In the final step, the method recommends privacy-enhancing solutions that fulfill the identified requirements.

Kalloniatis et al. [5] proposed a PriS method to elicit privacy requirements in the software design process. Privacy
requirements in this study are modelled as a type of organisational goals that needs to be achieved in a specific application. The method first identifies privacy concerns in that specific application based on the eight pre-defined privacy goals (e.g. authentication and unlikability). The second step is to analyse impact of privacy goals on relevant processes. This impact may introduce new goals or adjustment of existing goals. After having a set of privacy-related processes, the method models those processes based on the pre-defined privacy-process patterns of each privacy goal. The final step then suggests appropriate techniques for implementing those identified processes. Comparing with our study, LINDDUN and PriS methods do not elicit requirements from privacy and data protection regulations and frameworks, and they employed different requirements elicitation approaches. The taxonomies defined in their work are selected from a set of privacy properties identified in previous studies [4, 33, 34, 35, 36], whereas our taxonomy is formed after eliciting requirements.

Spiekermann and Cranor [37] have developed a privacy-friendly system design framework to preserve privacy concerns in software development. The framework consists of two approaches: privacy-by-policy and privacy-by-architecture. Privacy-by-policy adopts the principles in Fair Information Practices (FIPs) developed by Organisation of Economic Co-Operation and Development (OECD) [38] to guide on addressing user privacy in software systems. The principles focus on providing notice and awareness to users on how their personal data will be processed. Privacy-by-architecture promotes organisations to store only necessary personal data in their systems. The authors further provide a guideline for selecting privacy protection approaches that match with system characteristics.

Meis et al. [39] proposed a taxonomy of transparency requirements to support software engineers in identifying relevant requirements. The requirements were derived from a draft version of GDPR and ISO/IEC 29100. The requirements formulation process includes identifying verbs and related nouns, refining identified requirements and structuring the requirements into a taxonomy of transparency requirements. This approach was later used to derive intervenability requirements from the selected articles and principles in the draft of GDPR and ISO/IEC 29100 respectively [40]. These intervenability requirements were then linked to the related transparency requirements proposed earlier in [39]. However, these studies emphasise on privacy goal transparency and intervenability in software development.

Breux [41] discussed an interesting idea for software engineers on balancing between business goals and privacy requirements as both elements are essential when designing software. The business goals are normally addressed first as they drive primary activities of software applications. However, these also introduce privacy risks in order to satisfy those goals in software. The author suggests the engineers to link business requirements to privacy risks and consider ways that users could be involved in reducing privacy exposures (e.g. personalise their own level of privacy).

Several work identified the challenges faced by software engineers when embedding privacy into software systems. First, the developers have limited knowledge and understanding of the concept of information privacy, privacy-preserving technologies and privacy practices [11, 19, 22]. They interpret privacy concerns as a sub-category of security; this potentially misguides their perceptions when treating privacy in software systems [19, 22]. Moreover, they lack evaluation criteria to assess whether they meet privacy expectations in their design [11].

Second, organisation's policy also has a strong influence on developers' privacy-preserving behaviour [19, 22]. The developers likely respond to privacy concerns depending on what they are told to do. Thus, privacy decisions are not driven by law or engineering guidelines and solutions [19]. In addition, the developers do not give priority to privacy requirements because they are not functional requirements or they are inconsistent with client/business requirements [11].

Finally, privacy requirements are varied across countries/regions depending on different user expectations [42] and national legal enforcement (e.g. GDPR for European Union, US Privacy Act of 1974). When the privacy expectations between users and software developers do not match, it is challenging to preserve user privacy in software systems. Hence, the developers require privacy guidelines or evaluation criteria to assess whether they meet these expectations [11].

Data protection and privacy laws are independently designed and enforced for specific areas, which could range from a state (e.g. California), a country (e.g. Australia) or a region (Europe). Any organisations that meet the conditions of these laws must comply. However, the developers lack guidance and also experience difficulties in understanding and extracting such privacy requirements from those required laws [3, 9]. Several studies have been calling for frameworks and methodologies to support software engineers in designing and developing privacy-aware software systems [10, 11, 43, 44].

Some existing work have aimed to identify privacy requirements and construct a privacy requirement taxonomy from privacy policies. Antón et al. proposed a privacy goal taxonomy based on website privacy policies [21]. The taxonomy was constructed by applying goal identification and refinement strategies based on the Goal-Based Requirements Analysis Method (GBRAM) [30] to extract goals and requirements from 24 Internet privacy policies from e-commerce industries. This methodology was further used to develop the taxonomy of privacy requirements from 23 Internet health care Web sites privacy policies [22]. They follow a goal mining process with heuristics to analyse and refine goals and scenarios from those privacy policies. We adapted this approach to construct the taxonomy presented in this paper.

Several work have also investigated how the introduction of GDPR has changed the way that organisations comply with the privacy protection regulations and standards. Lin et al. [45] found that the online privacy policies of organisations in EU countries have improved their appearance, presentation and details. They also classified statements in privacy policies into a set of categories developed in [46]. Privacy concerns have also emerged in the area of Big Data analytics. Gruschka et al. [47] explored two case studies of Big Data research projects to investigate on how legal privacy requirements can be met. The study identified a set of
key processes related to sensitive personal information, and proposed privacy-preserving techniques to achieve GDPR compliance. However, the study did not provide a systematic approach to link the identified processes to appropriate techniques.

The following work discusses privacy requirements elicitation from regulations and privacy policies for compliance checking in software systems. Müller et al. [48] developed a dataset consisting of statements in organisations’ privacy policies. Those statements were annotated with only five privacy requirements extracted from GDPR. This dataset assisted the development of automated tools for checking GDPR compliance of an organisation’s privacy policies. Torre et al. [49] proposed a different approach to check if an organisation’s privacy policies comply with GDPR. They first developed a conceptual model using hypothesis coding to specify metadata types that exist in the statements of selected GDPR articles. They created the dependencies between the metadata types to ensure the proper completeness checking. They then employed Natural Language Processing and Machine Learning techniques to automatically classify the information content in privacy policies from the fund domain and determine the extent to which the content satisfies a certain completeness criterion. However, the metadata types and their dependencies in the model are limited as several key articles in the GDPR were not considered (e.g. data subjects’ rights and security of processing). In addition, additional criteria for completeness checking should be considered since the presence or absence of those metadata may not be sufficient to determine the completeness of statements in privacy policies against GDPR.

Ayala-Rivera and Pasquale [50] proposed an approach to map GDPR data protection obligations with privacy controls derived from ISO/IEC standards. Those links help elicit the solution requirements that should be implemented in a software application. However, their study focused and validated only two articles in GDPR (i.e. Article 5 and 25). Torre et al. [50] explored the use of models to assist GDPR compliance checking. They developed a UML class diagram representation of GDPR. This UML model is enriched with invariants expressed in the Object Constraint Language to captures GDPR rules.

Several work have investigated consistency and completeness verification for privacy policies. Breaux et al. [51] translated a small subset of commonly found privacy requirements into description logic (a formal knowledge representation language). This enables the use of formal tools to detect conflicting privacy requirements within a policy. Bhatia et al. [52] proposed to represent data practice descriptions as semantic frames to identify incompleteness in privacy policies in organisations. They analysed 15 policies and identified 17 semantic roles associated with four categories of data action (collection, retention, usage and transfer) to express the incompleteness in data action context. Compared to our study, the settings of developing semantic roles are similar to the process we used to extract privacy requirements from the statements in the selected privacy regulations and frameworks. We can extend the use of semantic roles to categorise the scenarios of actions stated in those regulations and frameworks.

Pandit et al. [53] developed the Data Privacy Vocabulary (DPV) which is an ontology of generic concepts and relationships of the components identified in GDPR. This ontology is used for completeness and compliance checking in privacy policies, consent receipts and records of personal data handling. However, their taxonomy does not cover any specific software requirements. In addition, the taxonomy addresses only six articles in the GDPR, while our work covers more articles in the GDPR and other well known data protection regulations and privacy frameworks.

Particularly focusing on the work related to GDPR, the European Commission has funded the GDPR cluster projects to help tackle the GDPR implementation challenges faced by organisations [54]. Those projects have developed both organisational and technical techniques to facilitate the implementation. They have addressed different challenges complying with GDPR in software development activities (e.g. planning, design, development, operation and deployment). They also provide solutions to the identified challenges. de Carvalho et al. [54] has summarised the solutions proposed by these projects.

The Business Process Re-engineering and functional and technical toolkit for GDPR compliance project (BPR4GDPR) provides an approach and a toolkit to support end-to-end GDPR-compliant business processes, particularly for small and medium-sized enterprises (SMEs) [55]. The deliverables include the policy-based access and usage control framework, specification of workflow models and tools for cryptography, access management and enforcement of data subjects’ rights [54].

As there is neither specific methods, techniques or tools to evaluate the GDPR readiness level in organisations nor privacy governance guideline available, the Data Privacy Governance for Supporting GDPR project (BPR4GDPR) provides an approach and a toolkit to support end-to-end GDPR-compliant business processes, particularly for small and medium-sized enterprises (SMEs) [55]. The deliverables include the policy-based access and usage control framework, specification of workflow models and tools for cryptography, access management and enforcement of data subjects’ rights [54].

The Privacy and Data Protection 4 Engineering (PDP4E) project develops a set of systematic methods and tools to address the following disciplines in software development life cycle: risks assessment, requirements engineering, model-driven design and systems assurance [58]. Particularly focusing on requirements engineering, the project has introduced PDP-ReqLite, an approach to elicit privacy and data protection meta-requirements using a lightweight version of problem frames [59].

2. https://www.bpr4gdpr.eu/
3. https://www.defendproject.eu/
4. https://smoothplatform.eu/about-smooth-project/
5. https://www.pdp4e-project.eu/
The PlAtform for PrivAcY preserving data analytics (PAPAYA) project [4] develops a platform that addresses privacy preservation in data analytics. Finally, the Protection and control of Secured Information by means of a privacy enhanced Dashboard (PoSeID-on) project [5] provides a solution allowing end users to manage their personal data and safeguarding the rights of data subjects [6]. The project also ensures GDPR-compliant data management and processing for organisations. The project develops a dashboard presenting the summary of their personal data (e.g. the personal data that is allowed to be shared and history of personal data transactions). The end users will be notified when data processors require the permissions to use their personal data. The data processors can also check what personal data is shared to them.

3 A TAXONOMY OF PRIVACY REQUIREMENTS

Many countries around the world have been developing data protection and privacy legislation to strengthen their personal data and privacy protection [6]. These legislations are designed to provide organisations with a comprehensive benchmark to govern their personal data collection and processing as well as protect and empower individuals about their privacy and rights. Having the legislations in place seems to benefit both organisations and individuals, however many organisations have faced several challenges to comply with these legislations [18].

Capgemini Research Institute [18] has produced an insightful survey on how companies have been coping with data protection and privacy compliance. They surveyed 1,100 compliance, privacy, data protection and IT executives across ten countries and eight sectors. In-depth interviews with experts in data protection and privacy regulations and practices were also conducted. The results revealed that a major challenge the businesses are facing is the alignment of existing IT systems to data protection and privacy regulations. There are top three barriers for the businesses to comply with GDPR reported in the survey. Firstly, the businesses found that aligning the legacy systems to GDPR requirements is very complex. Secondly, the GDPR requirements are too complex, which require more effort for implementation. Finally, the costs of achieving alignment with GDPR are restricted. Those challenges raise the need to develop a taxonomy of requirements from data protection and privacy regulations to support the development and compliance of privacy-aware software systems.

Our work is based on two well-established and widely-adopted regulations and privacy frameworks: GDPR and ISO/IEC 29100 and two region-specific representatives: Thailand PDPA and APEC privacy framework. GDPR is enacted to protect the individual rights of the data subjects on their personal data [1]. It provides conditions, principles and definitions that need to be integrated into organisational processes and policies. These processes involve the collection, use, process, storage and dissemination of personal data of EU citizens and residents. GDPR will have a significant impact on technology platforms and data structures, data protection measures and emerging technologies implemented in organisations [62]. The organisations failing to comply with the GDPR can be fined up to €20 million or 4% of their previous year’s global turnover, whichever is greater. After a year of the enforcement, there are over 230 finalised cases with the total of €150 million fines so far. The largest fine is Google Inc. in France with €50 million fines due to the lack of consent for advertisements [53]. A great number of GDPR violation cases related to the processing of personal data and data breach have been reported [64, 65, 66]. This suggests the challenges in operationalising GDPR in developing software applications.

ISO/IEC 29100:2011 is a privacy framework which guides the processing of personally identifiable information (PII) in Information and Communication Technology systems [2]. The framework defines a set of privacy principles used to handle personal data processing activities (e.g. collection, storage, use, transfer and disposal). Similarly to GDPR, those principles are high-level, making it challenging for software engineers to design and implement privacy-aware systems. We aim to address these challenges by translating these complex statements into implementable privacy requirements for software systems.

Thailand Personal Data Protection Act (PDPA) was officially announced in May 2019 [67]. The regulation will come into full effect in June 2022 after several extensions due to COVID-19 disruptions. Thailand PDPA is designed to govern personal data protection and create transparency and fairness for the use of personal data. It also promotes the use of personal data for innovation under assurance and provides effective remedy from data breaches. Any organisations in Thailand that collect, use and disclose personal data must comply with the regulation. In addition, any organisations that are located outside Thailand, but sell products, provide services and/or track individuals residing in Thailand, must also comply to this regulation. We include this regulation in our study as it is a representative of newly developed and country-specific personal data protection regulation.

Asia-Pacific Economic Cooperation (APEC) privacy framework 2015 [68] was published in August 2017 with the intention to establish effective privacy protections for cross-border information transfers across member countries of APEC [4]. This updated version was improved from the previous version published in 2005. The framework was developed based on the Organisation for Economic Co-operation and Development (OECD) guidelines.

Prior to this work, we have conducted a thorough study on GDPR, ISO/IEC 29100, Thailand PDPA and APEC privacy framework and have found that they share many commonalities. All of the regulations, standards and frameworks provide benchmarks for privacy and data protection governance and compliance in organisations. They are common in laying out the expectations that should be met when handling personal data. They also complement each other to cover a comprehensive set of privacy-related software requirements. In addition, both GDPR and ISO/IEC 29100 define common key actors and their roles in processing personal data. The basic principles between GDPR and ISO/IEC 29100 are similar, although they are grouped

6. https://www.papaya-project.eu/
7. https://www.poseidon-h2020.eu/
8. A list of member countries can be found at https://www.apec.org/about-us/about-apec
The method has been successfully applied to the analysis of e-commerce applications \[70, 71\] and Internet health care Web site privacy policies \[22\]. The method consists of three main activities: goal identification, goal classification and goal refinement. Goal identification derives goals from specifications in selected sources. Each identified goal is then classified into one of the pre-defined categories in the goal classification. Finally, the goal refinement removes synonymous and redundant goals, resolves inconsistencies among the goals and operationalises the goals into requirements specification.

We had multiple researchers (co-authors of the paper, hereby referred to as the coders) follow this process to develop the taxonomy independently, and used the Inter-Rater Reliability (IRR) assessment to validate the agreements and resolve disagreements. Those coders were given instructions and trained at the start of the process. The process consists of the following steps:

- **Privacy requirements identification**: extract requirements from written statements in the studied privacy regulations and frameworks, and structure them into a pattern (action verb, objects and object complement).
- **Privacy requirements refinement**: remove duplicate requirements and manage inconsistent requirements. Since the inputs were written in descriptive statements and from different sources, requirements can be redundant or inconsistent.
- **Privacy requirements classification**: classify requirements into categories based on a set of privacy goals. The privacy goals can be considered as a group of functionalities that the software systems are expected to provide.

The details of each step are described as follows.

### 3.1.1 Privacy requirements identification

This step aims to identify privacy requirements from the narrative statements in GDPR, ISO/IEC 29100 privacy framework, Thailand PDPA and APEC privacy framework. We adapted the approach in \[22\] and first created a range of questions to identify goals from each statement of the studied privacy regulations and frameworks. As part of our research, we have carefully gone through all 99 articles in the GDPR. Although GDPR and Thailand PDPA govern broader regulatory aspects comparing to ISO/IEC 29100 and APEC privacy frameworks such as requirements in roles assignment (e.g. data protection officer, supervisory authority, personal data protection committee), managing juridical remedies and noticing penalties, those are not software requirements. Thus, they are out of the scope of our study.
We then applied several filters to select the articles that address software requirements in GDPR and include them in our study. We selected nineteen articles that address the rights of individuals and cover the key principles of the GDPR (i.e. Articles 6-7, 12-22, 25, 29-30, 32-34). We also excluded the articles that deal with special conditions (e.g. Article 8 child’s personal data and Article 9 special categories of personal data) since we aim to keep our taxonomy as generalisable as possible for software systems in different sectors. International transfers are presented in Articles 13(1)(f), 14(1)(f) and 15(2), which we have considered in our study. We did not consider Chapter V (Articles 44 - 50) since it focuses on legal administrative perspective for international border transfer (e.g. the provisions determining conditions for international transfer and international cooperation for the protection of personal data) rather than the software application level. Thus, we did not analyse them as software requirements in our study. For the ISO/IEC 29100 privacy framework, all of the contents were explored.

Thailand PDPA consists of 7 chapters, 96 articles and 7 rights of data subjects. We have analysed 16 articles in Chapter 2 (Personal data protection) and Chapter 3 (Rights of data subjects) which are the key chapters providing guidelines to govern personal data and privacy protection. Chapter 2 consists of three parts: i) general provisions, ii) personal data collection and iii) use or disclosure of personal data. Other chapters detailing the scope of use, definitions, assignment of Personal Data Protection Committee and supervisory authority, complaints and penalties are not included in the taxonomy development process as they are not related to software requirements. In the APEC privacy framework, there are four parts containing 72 points: i) preamble, ii) scope, iii) APEC information privacy principles and iv) implementation. We have analysed the third part to derive privacy requirements in the taxonomy development process. The third part includes nine information privacy principles: i) preventing harms, ii) notice, iii) collection limitation, iv) uses of personal information, v) choice, vi) integrity of personal information, vii) security safeguards, viii) access and correction and ix) accountability. The other parts define the objectives, scope and organisational-level guidelines and are not related to software requirements. Based on the scope defined above, we shortlisted 149 statements in GDPR, 63 in ISO/IEC 29100, 101 in Thailand PDPA and 74 in the APEC privacy framework to be explored.

Once we selected the articles and sections to work on, we went through all the sentences in those articles and sections. We analysed each sentence using a set of pre-defined questions to identify relevant actions, involved/affected parties or objects and target results. A sentence may cover more than one requirement. There are three key components for a requirement: 1) actions, 2) involved/affected parties or objects, and 3) target results. The detailed steps of privacy requirements identification process are explained below:

1) Identifying actions: We ask “Which action should be provided based on this statement?” to identify the action associated with a requirement. Some examples of the action verbs used in the collected statements are: ALLOW, ARCHIVE, COLLECT, ERASE, IMPLEMENT, INFORM, MAINTAIN, NOTIFY, OBTAIN, PRESENT, PROTECT, PROVIDE, REQUEST, SHOW, STORE, TRANSMIT and USE.
2) Determining involved/affected parties or objects: After an action is identified, it is necessary to determine the object(s) of the action. The output from the second step in the privacy requirements identification process can be either involved/affected parties or objects. The involved/affected parties can be any persons or stakeholders such as data subjects, data processors, supervisory authorities and third parties. The question used to identify the involved/affected parties is “Who is involved/affected from the statement?”. However, the objects are things that are created, processed or done by the actions specified in the statements (e.g. consent, preferences, personal data and functions). These objects are identified by asking “What has to be created/done from the identified action?”. If a statement refers to a data source or a data repository, it can be extracted as an object, while a data recipient can be extracted as the involved/affected party.

3) Considering the target result(s): The target results refer to a goal that a statement aims to achieve. They can be identified by asking “What should be achieved based on the action of that statement?” For example, Article 13(1)(c) in GDPR states “…the controller shall, at the time when personal data are obtained, provide the data subject with the purposes of the processing for which the personal data are intended as well as the legal basis for the processing;”. The goal in this statement is asking to provide the data subject with the purposes of processing. Hence, the purposes of the processing is a target result that the action verb PROVIDE aims to achieve.

4) Structuring into a privacy requirement pattern: The derived privacy requirement is coded in the format of action verb, followed by involved/affected parties or objects and target results.

In our study, the statements in the regulations, standards and frameworks are written in natural language, and they contain goals that shall be complied or satisfied. We derived those privacy goals and then constructed them as software privacy requirements. Thus, this method meets our objective in terms of the inputs that we have and outputs that we would like to achieve. There are three essential components in a statement in the privacy regulations, standards and frameworks: what to do (i.e. an action), to whom/what they apply (i.e. an affected/involved party or an object) and things they aim to achieve (i.e. an object complement). Our requirements identification process captured all of those three parts. Several studies also constructed privacy requirements by including these three components from the statements in the data protection regulations and standard [22] and privacy policies [22].

The following examples illustrate these steps. A statement in the GDPR states “…the controller shall, at the time when personal data are obtained, provide the data subject the identity and the contact details of the controller and, where applicable, of the controller’s representative”. From this statement, we identify ‘PROVIDE’ as the action that the controller shall act. We then consider what should be provided by the controller, and that was ‘the identity and the contact details of the controller or the controller’s representative’. We determine the object responding to ‘to whom the identity and contact details of the controller or the controller’s representative should be provided’, and that is the data subjects. All three components formulate a privacy requirement as PROVIDE the data subjects with the identity and contact details of a controller/controller’s representative (R22).

Another example is more complex than the previous one. In the GDPR, removing personal data is recommended in several ways such as: the data has been unlawfully processed; or the data subjects would like to erase their personal data themselves; or the system must erase personal data when the data subjects object to the processing; or the system must erase personal data when the data subjects withdraw consent; or the system must erase personal data when it is not necessary for the specified purpose(s); or the system must erase personal data when the purpose(s) for the processing has expired. We thus need to formulate different privacy requirements as they affect the ways that the functions would be provided to users in a system. In this example, the derived requirements are: ERASE the personal data when it has been unlawfully processed (R7), ALLOW the data subjects to erase his/her personal data (R44), ERASE the personal data when the data subjects object to the processing (R46), ERASE the personal data when a consent is withdrawn (R47), ERASE the personal data when it is no longer necessary for the specified purpose(s) (R52) and ERASE the personal data when the purpose(s) for the processing has expired (R53).

It is important to note that we have followed a systematic approach (GBRAM) to extract and refine requirements from narrative statements. For some statements, they are straightforward since privacy requirements can be directly derived from them. However, we have restructured and refined some privacy requirements to emphasise the functionalities that should be provided by software systems. For example, Article 7(1) in the GDPR states “Where processing is based on consent, the controller shall be able to demonstrate that the data subject has consented to processing his or her personal data”. From this statement, we derive requirement R17 - SHOW the relevant stakeholders the consent given by the data subjects to process their personal data.

The lawfulness of processing is one of the key principles for protecting privacy of data subjects. Based on the GDPR Article 6, the processing of personal data will be lawful if the data subjects give consent or the processing is required for other legal conditions, such as the processing is necessary for the performance of contract, compliance with a legal obligation and protecting vital interests. R35 in the taxonomy addresses the requirement of obtaining consent from the data subjects for the processing. For other legal conditions, the data controllers must inform the data subjects if they need to process personal data under those conditions. Requirements R38 and R39 in the taxonomy cover these scenarios.

After lawfully obtaining personal data, the data controllers must provide the data subjects with mechanisms to execute their individual rights in the system. All the privacy requirements related to the rights of data subjects are covered in our taxonomy (i.e., the right to be informed (R12, R24, R26, R30, R31 and R50), the right of access (R1), the right to rectification (R45), the right to erasure (R44), the right to restriction of processing (R4), the right to data portability (R33), the right to object (R3), and the rights in relation to automated decision making and profiling (R21)).
Our taxonomy has a number of requirements (e.g., R35, R39 and R60) that can be triggered when the software is dealing with special category data/more sensitive data. These requirements related to GDPR Art. 9 which discusses the lawful processing of special categories of personal data. According to GDPR Art. 9, in addition to consent, there are other conditions for a lawful processing of special categories of personal data (e.g. necessary for protecting vital interests, substantial public interests and the purposes of preventive or occupational medicine). Requirement R35 covers the consent condition. R39 and R60 in our taxonomy address the remaining conditions specified in GDPR Art. 9. R39 requires the data controllers, if not obtaining the consent, must provide the data subjects the purpose(s) of the processing of special categories of personal data to the data subjects. The controllers also require to protect those personal data with appropriate measures (R60).

The proposed taxonomy would benefit software developers, data controllers, data processors and DPOs. However, there are several reasons we did not include the articles related to the DPOs in our study. Firstly, the articles related to DPOs in GDPR mainly focus on their duties, tasks and responsibilities (i.e. Articles 37 - 39). These include how the DPOs govern, supervise and cooperate with the data controllers, the data processors, the supervisory authority and other stakeholders regarding the processing of personal data. In addition, the DPOs must ensure that the processing of personal data carried out in organisations complies with data protection regulations or other relevant laws. Thus, the DPOs requirements are related to governance aspect rather than software requirements aspect.

Secondly, the main role that directly determines the activities related to the processing of personal data is the data controllers. Any concerns about the processing of personal data will be notified to the DPOs by the data controllers, and sometimes the data processors. This makes the data controllers the key stakeholder in governing how personal data is processed and how the processing activities should be done in software development level. Finally, we have not found any DPOs requirements reported in issue reports in our study. This finding implies that the DPOs requirements were not reflected as software requirements in this context.

Our taxonomy covers three key privacy requirements related to international data transfer as follows: i) the data subjects must be informed about the transfer of their personal data to a third country or an international organisation (R9); ii) the personal data must be appropriately protected (R60) and iii) the transfer of personal data must comply with local requirements (R65).

We note that an article, a section or a statement can be identified as a privacy requirement, they need to identify the expected outputs. The coders also went through a few examples together to fine tune the understanding.

All the coders were provided with a form to record their results of each step. The form was pre-filled with 149 statements extracted from the GDPR and 63 statements from the ISO/IEC 29100 privacy framework. If a coder considers a statement as a privacy requirement, they need to identify the relevant components and structure it following the privacy requirement patterns above. Otherwise, they leave it blank. Initially, the three coders each respectively identified 100, 95 and 97 requirements from GDPR, and 36, 36 and 37 requirements from ISO/IEC 29100.

Since the requirements identified by the coders could be different, we used the Kappa statistic (also known as Kappa coefficient) to measure the inter-rater reliability between the coders [72]. The Kappa statistic ranges from -1 to 1, where 1 is perfect agreement and -1 is strong disagreement [72]. There are several types of the Kappa statistics which suit different study settings [73]. For this study, the Fleiss’ Kappa was used as we had three coders coding the same datasets [74]. The Kappa values were 0.8025 for GDPR and 0.7182 for ISO/IEC 29100, suggesting a substantial agreement level amongst all the coders [75]. All the coders agreed that there were 43 and 20 statements from the GDPR and ISO/IEC 29100 respectively that are not privacy requirements. There were 20 GDPR statements (and 13 for ISO/IEC 29100) that the coders did not agree upon. Hence, a meeting session was held between the coders to discuss and resolve disagreements.

The statements in Thailand PDPA and APEC privacy framework were identified by one of the coders using the same methodology performed with the GDPR and ISO/IEC 29100. All the shortlisted statements in Thailand PDPA and APEC privacy framework were derived in this step. This brought the total number of privacy requirements obtained in this step to 249 (116 from GDPR, 33 from ISO/IEC 29100 and 55 from Thailand PDPA and 45 APEC privacy framework).

We used only one coder for the Thailand PDPA and APEC privacy framework because the statements are less complex than the GDPR and ISO/IEC 29100. The provisions in Thailand PDPA were largely written based on the GDPR [76], thus we did not require additional process or special needs as

---

9. See the file Privacy-requirements-references in the replication package for more details [51].

10. These are included in the replication package [31].
they share many commonalities. Similarly, many principles in the APEC privacy framework are similar to ISO/IEC 29100. We therefore decided that one coder would be sufficient. The coder, who was responsible for the Thailand PDPA and APEC privacy framework, was the main coordinator and also participated in the privacy requirements identification process for GDPR and ISO/IEC 29100.

### 3.1.2 Privacy requirements refinement

Requirements extracted either from the same or different sources (e.g. GDPR and ISO/IEC 29100) can be similar, redundant or inconsistent. In this step, we identify those similar and duplicate requirements, and merge them into one single requirement. In case that the requirements are inconsistent, we perform further investigation and report for notice.

To identify and merge similar requirements, we first place those similar requirements into the same group. These requirements tend to achieve the same goal and have the same involved/affected parties or objects. We then determine the action and target result for the final merged requirement based on the following rules:

1) If the action verbs in the requirements are the same, we retain that action for the final merged requirement.

2) If the actions are different, we consider the action verb based on the following:
   - Use ALLOW if a requirement relates to data subject’s ability to invoke his/her rights.
   - Use PROVIDE if a requirement aims to give information to stakeholders.
   - Use OBTAIN if a requirement aims to get a consent or permission from stakeholders.
   - Use PRESENT if a requirement aims to display options or choices to stakeholders. This action verb requires responses from the stakeholders (e.g. displaying toggles or radio buttons for users to select).
   - Use SHOW if a requirement aims to show information to stakeholders. This action verb does not require any responses from the stakeholders.
   - Use NOTIFY if a requirement aims to alert stakeholders.
   - Use IMPLEMENT if a requirement aims to build a mechanism to support an activity in a system.
   - Use ERASE if a requirement aims to erase data in software systems.

3) If the target results in the requirements are the same, we retain that target result for the final requirement.

4) If the target results are different, we combine them together. In case they have redundant or synonymous words, we select one word from the words in the list.

We finally put together the action, involved/affected parties or objects and target results identified in the above steps to construct the final requirement.

We have carefully investigated the terms and definitions used in GDPR and ISO/IEC 29100 and found that they mostly refer to similar or same things. For example, ISO/IEC 29100 defines personally identifiable information or PII as “any information that (a) can be used to identify the PII principal to whom such information relates, or (b) is or might be directly linked to a principal”. Personal data in GDPR is defined as “any information relating to an identified or identifiable natural person (‘data subject’)”. As can be seen, PII in ISO/IEC 29100 and personal data in GDPR in fact refer to the same thing, i.e. any information that can be used to identify or is linkable to a natural person.

Similarly, key terms GDPR and ISO/IEC 29100 are sometimes worded differently, however their definitions are similar. For example, ‘processing’ means “any operation or set of operations which is performed on personal data or set of personal data, ...” in GDPR and ‘processing of PII’ is defined as “operation or set of operations performed upon personally identifiable information (PII)”. Another example is a data controller in GDPR and PII controller in ISO/IEC 29100. Both terms refer to person that determines the purposes and means of the processing of personal data/PII. Other examples include personal data with PII, data subject with PII principal, data processor with PII processor, consent and third party. Thus, in the merging step, we use the terms from GDPR in representing our requirements in this taxonomy to avoid ambiguities.

The additional example is a PII principal in ISO/IEC 29100 and a data subject in GDPR. A PII principal in ISO/IEC 29100 is defined as “a natural person to whom the personally identifiable information relates”. A data subject in GDPR is defined as “an identifiable natural person is one who can be identified, directly and indirectly, in particular by reference to an identifier such as a name, ...”. As can be seen, a PII principal in ISO/IEC 29100 and a data subject in GDPR in fact refer to the same thing, i.e. a natural person who can be identified with identifiable information such as name.

We have found that software requirements derived from GDPR, ISO/IEC 29100, Thailand PDPA and APEC privacy framework are in fact at the same level of abstraction[39]. The following example demonstrates this case. We derived PROVIDE the data subject the recipients or categories of recipients of the personal data from Article 13(1)(e) in GDPR, PROVIDE the types of persons whom the PII can be transferred from openness, transparency and notice principle in ISO/IEC 29100, INFORM the data subject the categories of Persons or entities to whom the collected Personal Data may be disclosed from Section 23 in Thailand PDPA and PROVIDE the types of persons or organisations to whom personal information might be disclosed from Point 21 in APEC framework. These four requirements demonstrate that they are at the same level of abstraction and aim to achieve the same goal. They can be merged in the requirements refinement process later.

The following example demonstrates the requirements merging step. A statement in ISO/IEC 29100, “... allow a PII principal to withdraw consent easily and free of charge”, derives a requirement ALLOW a PII principal to withdraw consent. A statement in GDPR, “... the controller shall ... provide the data subjects with ... the existence of the right to withdraw consent at any time ...” gives a requirement PROVIDE the existence of the right to withdraw consent. A statement in Thailand PDPA, “The data subject may withdraw his or her consent at any time.”, gives a requirement ALLOW the
data subject to withdraw his or her consent. The goal of these three requirements is to let the PII principal/data subject withdraw consent, and the affected parties are PII principal and data subject. It is noted that we use the terms from GDPR for roles in our requirements (i.e. data subject, data controller, data processor and third parties). We therefore list them as similar requirements. The requirements have different actions (i.e. ALLOW and PROVIDE), we then use ALLOW as the final action as these requirements are about data user’s ability to withdraw consent. We acquire withdraw consent as a common target result. Finally, we merge these three requirements into a single requirement: ALLOW the data subjects to withdraw consent (R6).

The duplicate requirements are the requirements that have the exact actions, involved/affected parties and target results. We represent these requirements as one requirement in the taxonomy. For example, we identify two exact requirements in the identification process, PROVIDE the data subject the categories of personal data concerned in GDPR articles 14(b) and 15(b). We retain one requirement (i.e. R42) in the taxonomy.

Requirements are inconsistent when they appear to contradict each other in performing the same actions. The following example demonstrates the consistency between the requirements in ISO/IEC 29100 and GDPR. We identify the requirements from ISO/IEC 29100 and GDPR as “COLLECT only necessary PII for specific purposes” and “COLLECT the personal data as necessary for specific purposes”, respectively. Both requirements yield that the personal data must be collected as necessary for specific purposes. They are presented in both GDPR and ISO/IEC 29100. The requirements are therefore consistent, and merged as R41 COLLECT the personal data as necessary for specific purposes.

The following example is made up for the purpose of explanation to demonstrate the inconsistency between requirements. Assuming a statement states “Any personal data can be freely collected without specifying a specific purpose for collection”, we have derived the requirement as “COLLECT any personal data without a specific purpose”. This requirement would contradict with requirement R41 discussed above since the former does not require a specific purpose provided, while the latter does.

We merged in total 178 similar and duplicate requirements. We did not find any inconsistent requirements. For requirements traceability, we have provided a full list of the privacy requirements with their references to the GDPR articles, ISO/IEC 29100 principles, Thailand PDPA sections and APEC framework points in the replication package [31]. This step resulted in a final taxonomy of 71 privacy requirements in 7 goal categories which we will discuss in detail in the next subsection.

### 3.1.3 Privacy requirements classification

In this step, we aim to group the privacy requirements into categories based on their goals. We applied a bottom-up approach to classify the requirements into privacy goal categories. This approach ensures that the generated categories cover and address all the requirements. The approach also allows the categories in the taxonomy to be updated when there are new privacy requirements identified in the future.

For example, newly identified privacy requirements can be added to existing categories or form new categories.

The bottom-up approach consists of two steps. We first considered the privacy requirements based on their actions, objects and target results. For example, the privacy requirements with the action verb ALLOW, the object data subjects and the target results that are related to individual rights (e.g. access, rectify and erase) were grouped together (i.e. user participation). Similarly, the privacy requirements with the action verb PROVIDE, the object data subjects and the target results that are related to information for stakeholders were gathered into the same group. We kept applying this strategy to group the rest of privacy requirements. We then ended up with fifteen categories in the first step.

Next, we grouped the privacy requirements that have at least two common components either the actions, objects or target results. For example, we gathered the privacy requirements that have the same action verb PROVIDE and the same target results that are related to information for stakeholders, but there are two different objects - data subjects and other parties that are not data subjects. We then created subcategories for each object (i.e. notice - data subjects and notice-relevant parties). All of these requirements were grouped under the notice category. We repeated this step with the rest of privacy requirements. Finally, the taxonomy consists of seven categories (some of which have sub-categories): user participation, notice, user desirability, data processing, breach, complaint/request and security. Each requirement can belong to multiple categories.

The descriptions of privacy goal categories below provide an overview and briefly illustrate the privacy requirements concerned in those categories. We note that the descriptions do not explain the full list of privacy requirements in each category.

1) **User participation**

This privacy goal consists of a set of requirements for the controllers to provide the data subjects with the functionalities to invoke their individual rights relating to their personal data. The data subjects must be able to access, review, rectify, erase and verify the validity and completeness of their personal data. The controllers shall provide the data subjects their personal data when they request to obtain and reuse their personal data for their own purposes for other services. The controllers shall allow the data subjects to object to and restrict the processing of their personal data. The data subjects must be able to withdraw consent or lodge a complaint to a supervisory authority.

2) **Notice**

This privacy goal consists of two sub-categories: data subjects and relevant parties. This category has a set of requirements for the data subjects to be informed and/or notified of relevant information and individual rights related to the processing of personal data. The information includes privacy policies, procedures, practices and logic of the processing of personal data. The data subjects must be informed of the purposes of collection and processing of their personal data. The controllers must provide the contact details of responsible persons who control the processing. The data subjects must be notified when they are likely to be in risk from personal data exposures. In
addition, the controllers must communicate any relevant information relating to personal data processing to intended stakeholders.

3) User desirability
This privacy goal consists of three sub-categories: consent, choice and preferences. This category asserts that the controllers must show a consent form to and obtain consent from the data subjects. The controllers must provide the data subjects with an option to provide their data, allow the processing or subject to a decision based on automated processing. The processing should be implemented based on user preferences expressed in their consent.

4) Data processing
The privacy goal addresses the processing of personal data handling from the controllers’ side. The processes, which are the sub-categories in this category, include collection, use, storage, erasure, transfer and record. The controllers must handle personal data as necessary for specific purposes. The processors who process personal data must also follow the instructions from the controllers. The personal data processing activities must be recorded.

5) Breach
This goal category ensures that the controllers must be prepared to handle personal data breach. The relevant information about the data breach must be recorded and communicated to data subjects and relevant stakeholders.

6) Complaint/Request
This goal category addresses complaint and request management. User complaints and requests about their individual rights and the processing of their personal data must be processed. The actions regarding the complaints and requests must be informed. The controllers must request for relevant information to confirm the identity of data subjects when the request has been made.

7) Security
This privacy goal ensures that personal data and its processing are safeguarded with confidentiality, integrity and availability. The personal data must be protected with appropriate controls and security mechanisms. The security mechanisms must comply with security and data protection standards. The personal data must be accessed and used by the authorised stakeholders. The controllers must ensure the correctness and completeness of personal data.

When software engineers map an issue report to relevant privacy requirements, they can consider the features/concerns that the issue report mentions based on categories, then explore relevant requirements under the selected categories and sub-categories. The software engineers will know what has been missed in this issue, so they can resolve the issue accordingly. For example, an issue report reports on not allowing users to modify their personal data, the software engineers can directly observe the requirements in the user participation category as it relates to the data subject’s right. He/she then identifies the relevant requirement of this issue report, which in this case is requirement R45. Similarly, if the issue mentions about consent, the engineer can access the requirements related to consent in the consent sub-category, select the relevant one(s) and resolve the issue based on the identified privacy requirements.

This proposed methodology is able to address the scenario where two requirements aiming to achieve the same goal have different actors. We can further refine relevant requirements into a parent requirement and child requirements with specific logical operators (i.e. AND and OR). For example, assume that the controller is required to obtain consent for the processing of personal data. The data controller is responsible for this task in GDPR, however this could be managed by 3rd party authority in other regulations (e.g. CCPA [71]). We can then refine these requirements into a parent requirement as obtain consent for the processing of personal data. The child requirements could be expressed as the controllers shall obtain consent for the processing of personal data and the 3rd party authority shall obtain consent for the processing of personal data. The logical operator in this scenario is OR as software development teams can choose between one of the child requirements to implement to satisfy the parent requirement.

If a regulation states that it requires both the controllers and the 3rd party authority to obtain consent for the processing of personal data, the logical operator in this scenario is AND, and the software development teams must implement both child requirements in their system. As a data controller is the main actor in the regulations and frameworks we analysed in this study, the above scenario did not occur in our study. Thus, we did not refer to a specific requirement in our taxonomy.

3.2 Privacy Requirements Taxonomy
Our taxonomy consists of a comprehensive set of 71 privacy requirements classified into 7 categories. The full version of the taxonomy can be found in Appendix. We now highlight some of the important requirements in each category (see Table 2). We note that there are typically four types of roles involved in a privacy requirement: (i) data subjects who provide their personal data for processing, give consent and determine their privacy preferences; (ii) data controllers who determine what data to be collected and the purpose of personal data collection and processing; (iii) data processors who process the personal data corresponding to the specified purpose and (iv) third parties who in case receive personal data from the controllers or processors.

3.2.1 User participation
All the requirements in this category specify the functionalities provided for data subjects to execute their individual rights in managing their personal data. The data subjects must be able to access and review, erase and rectify their personal data (e.g. R1, R44 and R45). The systems must allow the data subjects to withdraw consent (R6). The systems must also provide the data subjects their personal data when they would like to obtain and reuse their personal data for their own purposes across different services (R34).

3.2.2 Notice
It is the largest group consisting of 32 privacy requirements in the taxonomy. Most of the requirements in this category are concerned with the transparency of personal


| Privacy requirements (Continued) |
|----------------------------------|
| **Category 6: Complaint/Request** |
| R12 INFORM the data subjects the reason(s) for not taking action on their request and the possibility of lodging a complaint |
| R31 REQUEST the data subjects the additional information necessary to confirm their identity when making a request relating to the processing of personal data |
| **Category 7: Security** |
| R56 ALLOW the authorised stakeholders to access personal data as instructed by a controller |
| R60 IMPLEMENT appropriate technical and organisational measures to protect personal data |
| R63 PROTECT the personal data from unauthorised access and processing |
| R65 IMPLEMENT a function to comply with local requirements and cross-border transfers |

**Table 2**

Selected privacy requirements that are referred in the paper. The full taxonomy is available in Appendix.

| Privacy requirements |
|----------------------|
| **Category 1: User participation** |
| R1 ALLOW the data subjects to access and review their personal data |
| R6 ALLOW the data subjects to withdraw consent |
| R34 ALLOW the data subjects to obtain and reuse their personal data for their own purposes across different services |
| R44 ALLOW the data subjects to erase their personal data |
| R45 ALLOW the data subjects to rectify their personal data |
| **Category 2: Notice** |
| R12 INFORM the data subjects the reason(s) for not taking action on their request and the possibility of lodging a complaint |
| R15 NOTIFY the data subjects the data breach which is likely to result in high risk |
| R17 SHOW the relevant stakeholders the consent given by the data subjects to process their personal data |
| R19 PROVIDE the data subjects an option to choose whether or not to provide their personal data |
| R22 PROVIDE the data subjects with the identity and contact details of a controller/controller’s representative |
| R26 PROVIDE the data subjects the information relating to the policies, procedures, practices and logic of the processing of personal data |
| R27 PROVIDE the data subjects the recipients/categories of recipients of their personal data |
| R30 PROVIDE the data subjects the information relating to the processing of personal data with standardised icons |
| R36 PROVIDE the data subjects the purpose(s) of the collection of personal data |
| R39 PROVIDE the data subjects the purpose(s) of the processing of personal data |
| R42 PROVIDE the data subjects the categories of personal data concerned |
| R55 PROVIDE the data subjects the period/criteria used to store their data |
| R66 NOTIFY a supervisory authority the data breach |
| **Category 3: User desirability** |
| R6 ALLOW the data subjects to withdraw consent |
| R8 IMPLEMENT the data subject’s preferences as expressed in his/her consent |
| R19 PROVIDE the data subjects an option to choose whether or not to provide their personal data |
| R35 OBTAIN the opt-in consent for the processing of personal data for specific purposes |
| R36 PRESENT the data subjects an option whether or not to allow the processing of personal data |
| R47 ERASE the personal data when a consent is withdrawn |
| **Category 4: Data processing** |
| R7 ERASE the personal data when it has been unlawfully processed |
| R13 MAINTAIN a record of personal data processing activities |
| R40 USE the personal data as necessary for specific purposes specified by the controller |
| R41 COLLECT the personal data as necessary for specific purposes |
| R47 ERASE the personal data when the data subjects object to the processing |
| R46 ERASE the personal data when the data subjects object to the processing |
| R52 ERASE the personal data when it is no longer necessary for the specified purpose(s) |
| R53 ERASE the personal data when the purpose for the processing has expired |
| **Category 5: Breach** |
| R15 NOTIFY the data subjects the data breach which is likely to result in high risk |
| R66 NOTIFY a supervisory authority the data breach |
| R67 NOTIFY relevant privacy stakeholders about a data breach |

Data processing (e.g. R17, R22 and R42). They aim to ensure that a system shall provide information related to the processing of personal data (e.g. what personal data is required, who is responsible for their data and results from requests) to data subjects. Personal data shall not be misused, and the data subjects have the right to know the purpose of collection and processing (R38 and R39). The data subjects should be provided the duration their personal data will be stored (R55). Additional information must be provided to the data subjects if the collected personal data are required for other purposes (R37). General privacy-related information should be presented in a clear and simple, accessible language without technical terms as required in requirement R26. Any updates of personal data processing must be informed to the recipients (i.e. processors or third parties) of those personal data (R50). Some of the requirements in this category also belong to other categories such as the notices about data subjects’ rights related to Category 1: user participation and the notices about data breaches related to Category 5: breach.

### 3.2.3 User desirability

The requirements in this category focus on ensuring that the processing of personal data is performed according to data subjects’ consent and preferences. A number of requirements focus on the controllers being given authorities to process personal data (e.g. R8). It is also necessary to obtain consent for the processing based on those purposes (R35). The data subjects have options to allow the processing of their personal data for a certain specific purpose (R36).

According to GDPR Art. 6, in addition to consent, there are other ways for a lawful processing if it is necessary for the performance of a contract, compliance with a legal obligation, protect vital interests, the performance of task carried out in the public interest and the purposes of the legitimate interests. While R35 covers the consent aspects, we have also R39 in our taxonomy addresses the other aspects. R39 requires that the controllers, if not obtaining the consent, must provide data subjects the purpose(s) of the processing of personal data, including those listed in GDPR Art. 6.

### 3.2.4 Data processing

There are two requirements (R41 and R43) in this category, which change the traditional way of collecting and processing data. In the past, the data might be collected from data subjects as much as possible and kept in the system. They
now require that the controllers are expected to collect and store only personal data that is required in the processing for the specific purpose(s). A set of requirements involves data erasure in systems. Requirement R53 addresses the case of removing personal data when the purpose for processing has expired. When the data subjects would like to have their personal data erased, the system shall provide this processing lawfully (R46 and R47). When the processing is complete and the personal data is no longer needed, the personal data should be removed from the system unless they are required by law/regulations (e.g. R51 and R52). In case that the personal data is unlawfully processed, the data must be removed from the systems (R7). In addition, personal data must be used only for the specified purpose(s) (R40). When requested by the data subjects, the controllers must transmit their personal data to another controller (R33). The data subject must be informed when their personal data needs to be transferred to a third country or an international organisation (R9). The controllers shall document the categories of personal data collected as it is important to know what personal data are stored in the systems (R70).

3.2.5 Breach

This goal category focuses on providing and notifying important information related to personal data breaches to data subjects, relevant stakeholders and a supervisory authority (e.g. R15 and R71). Thus, it is important to implement a functionality that satisfies this compliance in the systems (e.g. R66). Requirement R67 imposes good practices of informing the related parties about the breaches. The controllers must be informed by processors about the breaches as well (R68). The controllers shall document the details of data breaches for verifying their compliance (R69).

3.2.6 Complaint/Request

This privacy goal concerns complaint and request made by both data subjects and controllers. If the controllers refuse to take actions on the data subjects' requests about their individual rights, they have to provide a reason to the data subjects (R12). The data subjects must be able to lodge their complaints with a supervisory authority (R2). The controllers shall process personal data as requested (e.g. transmit personal data to another controller) (R33). The controllers should request additional information to confirm data subjects' identity when requests have been made (R31).

3.2.7 Security

There are thirteen requirements in our taxonomy covering the security practices in maintaining integrity, confidentiality and availability. The systems must allow only authorised people to access or process personal data (R56). The personal data should be protected with proper mechanisms (e.g. R60 and R63). The systems must restore the availability and access to personal data after incidents (R62). The interactions in the systems should neither identify nor observe the behaviour of the data subjects as well as reduce the linkability of the personal data collected (R64). Apart from the fundamental practices that the personal data should be protected, this is beneficial when the personal data is exposed. The data protection approaches such as anonymisation and pseudonymisation can help reduce the impact of privacy breaches. Most importantly, a set of requirements require the systems to implement mechanisms to ensure security and privacy compliance (e.g. R57, R58, R61 and R66). In addition, the implementation of mechanisms to assess the accuracy and quality of procedures should be considered (R49).

In case that the personal data are processed across organisations/countries, the controllers must ensure local requirements and cross-border transfers (R65). Cross-border transfers are challenging for both controllers and processors. In cross-border transfer settings, it is required that the requirements at the destination should be equivalent to the ones at the source. The processors outside EU are sometimes not aware of those scenarios since they may not normally process personal data of EU citizens and residents. Therefore, the controllers are responsible for verifying requirements compliance before transferring personal data.

4 Mining privacy requirements in issue reports

Most of today's software projects follow an agile style in which the software development is driven by resolving issues in the backlog. In those projects, issue reports contain information about requirements of a software that are recorded in multiple forms in an issue tracking system: new requirements (such as user stories or new feature request issues), modification of existing requirements (such as improvement request issues) or reporting requirements not being properly met (i.e. bug report issues). Large projects may have thousands of issues which provide fairly comprehensive source of requirements about the projects and the associated software systems. Thus, we have performed a study on the issue reports of software projects to understand how the selected projects address the privacy requirements in our taxonomy. As issue reports can be in multiple forms, we note that the taxonomy can be applied to software requirements and user stories. In this section, we first describe the process steps that we have followed to carry out our study, assess classification results, resolve disagreements, and discuss the outcomes.

4.1 Issue reports collection

We apply a number of criteria to select software projects for this study as follows: (i) open-source projects, (ii) serve a large number of users, (iii) are related to privacy and (iv) have accessible issue tracking systems. There were a number of projects which satisfy these criteria. Among them, we selected Google Chrome and Moodle due to their large scale size, popularity and representativeness. Google Chrome is one of the most widely-used web browsers, which was developed under the Chromium Projects. As a web browser, Google Chrome stores personal data of users, e.g. username, password, address, credit card information, searching behaviour, history of visited sites and user location.

As discussed later in the paper, performing thorough analysis as we have done on these two projects alone required significant effort (414 person-hours). Hence, we scoped our study in these two projects so that we can publish this dataset timely, enabling the community to initiate research on this important topic, and subsequently extend it with additional projects and data.
Moodle is a well-known open-source learning platform with over 100 million users worldwide. Moodle aims to comply with GDPR.

Figure 2 shows the process steps that we have followed in our study. We first identified privacy-related issues from all the issue reports we collected from Google Chrome and Moodle projects. To do so, we identified issues that were explicitly tagged as privacy in the "component" field of both projects and their status was either assigned, fixed and verified (to ensure that they are valid issues). This is to ensure that the issue reports we collected were explicitly tagged as "privacy" by Chrome and Moodle contributors. This process initially gave us 1,080 privacy-related issues from Google Chrome and 524 from Moodle. We then manually examined those issues and filtered out those that have limited information (e.g. the description that does not explain the issue in detail or contain only source code) to enable us to perform the classification. For example, issue ID 953622 states that “Null dereference READ in bool base::ContainsKey::__Cr::map::__Cr::basic_string<char, std::vector<char, ::Cr::c>”. This issue description is very brief and does not contain any explanation describing what the issue is about, what personal data is concerned or which function is affected in the issue. We thus exclude the issue from our study. Finally, our data contains 896 issues from Chrome and 478 issues from Moodle.

In Chrome dataset, the collected issue reports were created between January 2009 and March 2020. There are five issue types reported in our dataset: bug, bug-regression, bug-security, feature and task. Each issue report has seven five issue types reported in our dataset: bug, bug-regression, bug-security, feature and task. Each issue report has seven

4.2 Issue reports classification

In this phase, we went through each issue report in the dataset to classify it into the privacy requirements in our taxonomy. This phase consists of three steps: (i) identifying concerned personal data described in the issue report, (ii) identifying functions/properties reported in the issue, (iii) mapping the issue to one or more privacy requirements.

Regarding the classification, each coder was initially provided with an online form containing the title and description of the assigned issue reports and 71 columns representing each requirement. The coders analysed each issue following the classification steps described above (i.e. steps (i) - (iii)). The coders carefully consider every scenario mentioned in the issue reports. Once the coders have identified related information about personal data and function(s) concerned, they considered the relevant requirements. The coders determined the requirement(s) that matches with information analysed above. The coders then updated the value in the columns of chosen requirement(s) in the given form. Finally, all the coders delivered their result file containing the issue reports and their privacy requirement labels for reliability assessment process. To ensure that the classification process is reliable, two coders were assigned to classify an issue report. The reliability assessment and disagreement resolution processes are described in detail in Section 4.3.

The following example demonstrates the issue reports classification in our datasets. Issue 123403 in Google Chrome reports that “Regression: Can’t delete individual cookies”. The personal data affected here is individual cookies, and the function reported is erasing or deleting (individual cookies). Thus, we classify this issue into the requirement ALLOW the data subjects to erase their personal data (R44) in our taxonomy (see Table 2). The users should be able to select the cookies that they want to delete.

In another example, issue 495226 in Google Chrome requests that the “Change Sign-in confirmation screen” should be changed. The description of this issue requires that the system should inform the reasons for user account data collection and how this data will be further processed before obtaining this data in the sign-in process. Since this issue requires that the user should be informed of the purpose of collection and processing, the issue can be classified into requirements R38 and R39 (see Table 2). Both of these requirements belong to the notice privacy goal. This example shows that an issue can be classified into more than one privacy requirements.

Issue 831572 in Google Chrome requires: “Provide adequate disclosure for (potentially intrusive) policy configuration”. Further investigation into the issue’s description revealed that the disclosure of policy configuration includes: letting the users know that they are managed, and providing

13. https://bugs.chromium.org/p/chromium/issues/detail?id=953622
14. https://bugs.chromium.org/p/chromium/issues/detail?id=123403
15. https://bugs.chromium.org/p/chromium/issues/detail?id=495226
16. https://bugs.chromium.org/p/chromium/issues/detail?id=831572
indication when user data may be intercepted and when user actions are logged locally. These involve the following functions: (i) the users should be informed of the purpose of processing so that they know they are managed; (ii) the enterprise may intercept the users’ data, thus the users should know whom their personal data might be sent to; and (iii) the history of user logging shall be recorded to acquire logging data. Hence, this can be classified into three requirements R39, R27 and R13 (see Table 2). This example demonstrates that one issue relates to several requirements across different privacy goal categories: notice and data processing.

The following example demonstrates the issue that concerns multiple functions which more than one privacy goal is addressed in Moodle. Issue MDL-62904 reports “users can’t find where to request account deletion”. The issue was described that the system does not provide a function for users to request for deleting their account in the user interface. Hence, this issue addresses requirements R30 in the notice category and R44 in the user participation category in the taxonomy.

Although the mapping is relatively straightforward in most of the issues, some presents challenges. For instance, a set of issues in Moodle refer to the implementation of the core_privacy plugins (e.g. MDL-61877). However, the information given in the description of those issues is inadequate to identify which privacy requirements are related to. Therefore, we needed to seek for additional information about core_privacy plugins in Moodle development documentation. In addition, the issues in Google Chrome and Moodle projects have specific function names or technical terms used by their developers. Hence, extra effort was required to understand those issues and classify them. Once the coders acquired the additional information from software documentation, they discussed potential privacy issues/functionalities raised in those issue reports. For example, the documentation of core_privacy plugins explains six functionalities that the plugins should provide. The coders then discussed which privacy requirements in the taxonomy involved with those functionalities, and classified that issue according to the identified privacy requirements.

4.3 Reliability analysis

The classification process has been performed by three coders, who also involved in the taxonomy development process. All the coders have independently followed the above process to classify issue reports into our taxonomy of privacy requirements. The first coder was responsible for classifying all 1,374 privacy issue reports. The classification process is however labour intensive. It took the first author approximately 138 person-hours to classify all 1,374 issue reports (6 minutes per issue report in average). In total, the process took four months to complete, so the coders had time to manage their workloads efficiently. The coders usually divided the assigned issue reports into smaller sets (i.e. about 50 issue reports) to work on for each round. For the purpose of reliability assessment, the second and third coder each was assigned to classify a different half of the issues in each project. This setting aimed to ensure that each issue report is classified by at least two coders.

An issue report can be classified into multiple privacy requirements (i.e. a multi-labeling problem). Hence, we employ Krippendorff’s alpha coefficient with MASI (Measurement Agreement on Set-valued Items) distance to measure agreement between coders with multi-label annotations. The MASI distance measures difference between the sets of labels (i.e. privacy requirements) provided by two coders for a given issue. The Krippendorff’s alpha values between the first and second coders are 0.509 for Chrome and 0.448 for Moodle. The agreement values between the first and third coder are 0.482 and 0.468 for Chrome and Moodle respectively. A disagreement resolution step was conducted to resolve the classification deviations between the three coders.

Disagreement resolution: The low Krippendorff’s alpha values from the initial classification were not due to the privacy requirements in our taxonomy. Rather, it was mainly because of the limited information provided in the description of a number of issue reports, forcing the coders to make their own assumptions about the nature of those issues. If an issue report is clearly described, the coders classified it into the same requirements. 53.01% of the Chrome issues and 46.23% in Moodle received this total agreement between all the three coders. We have addressed this problem by conducting a disagreement resolution step where all the coders met and discussed to resolve the disagreements.

We conducted several meeting sessions between the coders to resolve disagreements. Several meetings were conducted because of the time difference and availability among the coders. Each meeting took 3 hours on average as we revisited, discussed and reclassified the issues with disagreements issue by issue. During these meetings, the coders examined the issues thoroughly (not just only their...
Although both R26 and R30 involve providing information to the user, R26 focuses on the information relating to the policies, while R30 focuses on the information relating to the processing of personal data. The description of the issue requires the system to show information to the users when they are managed and the information should be easily seen by users. This issue was classified to R26 by one coder and R30 by the other coder. Although both R26 and R30 involve providing information to the users, R26 focuses on the information relating to the policies, procedures, practices and logic of the processing of personal data, while R30 focuses on representing information relating to the processing of personal data with standardised icons in the user interface. After the coders revisited the issue and discussed the description in detail, the coders agreed that the information should be shown in the tray bubble which is a part of the user interface. The coders therefore reclassified this issue into R30.

Our work helps establish the traceability between issue reports and privacy concerns expressed in the regulations, standards and frameworks. These suggest what should be done to resolve the concerns raised in issue reports and meet the associated privacy requirements. In addition, this traceability facilitates compliance checking with respect to some specific regulations, standards and/or frameworks. The following examples demonstrate the privacy requirements traceability in issue reports. Referring to issue 123403 in Section 4.2, this bug-regression issue report concerns requirement R44 in the taxonomy. Requirement R44 was derived from GDPR, ISO/IEC 29100, Thailand PDPA and APEC privacy framework. To resolve this issue and comply with all four regulations, standards and frameworks, the system must provide a functionality for the controller to allow the data subjects to erase their personal data. In another example, referring to issue 123403 in Section 4.2, it addresses two privacy requirements, R30 and R44. Requirement R30 was derived from GDPR and APEC privacy framework. To resolve this issue and to comply with GDPR and APEC privacy framework, the system must also provide a functionality for the controller to provide the data subjects the information relating to the processing of personal data with standardised icons.

Our approach can be also applied to establish privacy requirements traceability in other software artifacts such as design models, source code and test cases. In general, our approach can be used a reference framework in developing privacy-aware software systems. For example, when a software engineer develops a system functionality which collects personal data, s/he may consult the taxonomy to identify the requirements related to the information required to provide to the data subjects before collecting their personal data such as concerned personal data (R42), purposes of collection (R38), purposes of processing (R39) and period/criteria used to store personal data (R55). The privacy requirements were derived from the regulations, standards and frameworks, hence meeting those requirements forms a basis for privacy compliance.

Although issue reports are a good source of information for software requirements, we acknowledge that they are not the only source. Software requirements can be in other forms such as requirements specifications or other documents (such as Confluence pages). The privacy requirements in the taxonomy can also be mapped to a list of privacy-related items concerned in a range of checks in organisations such as Data Protection Impact Assessment (DPIA). For example, DPIA requires a system to obtain consent from data subjects before processing their personal data. Requirement R35 in the taxonomy addresses this concern. However, the scope of this work focuses on privacy requirements in issue reports, and we plan to explore privacy requirements in other sources in our future work.

5 Analysis and Discussions

The study presented in the previous section generates not only a valuable dataset but also important insights into how privacy requirements have been addressed in Chrome and Moodle issue reports. In this section, we discuss and analyse some of the key findings and implications.

5.1 The top and least concerned privacy requirements

Table 2 presents the coverage of each privacy goal in Chrome and Moodle issue reports. In both projects, the majority of the issues address the user participation requirements (Category 1). Most issue reports in Moodle address more than one privacy requirement across different privacy goal categories. This results in Moodle having higher coverage (in terms of the percentage of occurrences) than Chrome.

The top three most concerned requirements in Chrome are R30, R44, R60 (see Figure 2). Note that these requirements belong to three different privacy goal categories (refer to Table 2 for details of the privacy goals and requirements we discussed here). The top three requirements covered in Moodle issues are R44, R1 and R35 (see Figure 3). It is also worth noting that requirements R1, R26, R30, R44 and R60 are in the top 10 in both projects.

Requirement R44 was in the top three most concerned requirements in both projects, suggesting that allowing the data subjects to erase their personal data is a highly important privacy requirement for both Chrome and Moodle. Requirements R30 and R36 were also addressed in many
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20. https://bugs.chromium.org/p/chromium/issues/detail?id=527346
21. https://www.atlassian.com/software/confluence/features
privacy-related issues in Chrome. This suggests that providing information with standardised, visible and meaningful icons which inform the intended processing of personal data for users is an important privacy concern in Chrome (R30). In addition, many issues in Chrome also focus on addressing the privacy requirement that users are presented with all available options related to the processing of personal data (R36).

Apart from requirement R44, the other two requirements most frequently covered in Moodle issue reports are R1 and R35 (note that they are different from those in Chrome). Approximately 39% issues in Moodle are related to requirement R1. This implies that Moodle has a strong emphasis on allowing users to access their personal data such as grade records, course participation and course enrolment records. This function is not only important for Moodle, but also in Chrome (R1 is also in the top 10 for Chrome). User consent is a major concern in privacy protection. We found that a large number of issue reports in Moodle explicitly requires the system to obtain consent from users for processing personal data based on specific purposes (R35).

It is interesting to note that none of the requirements in the breach category were satisfied by both Chrome and Moodle as they were not directly observed from issue reports or recorded in the ITS. These goals can be evidenced through high-level organisational activities such as Data Protection Impact Assessment, Legitimate Interest Assessment and breach notifications. Our future work will investigate this further.

We have performed further analysis on the issue reports that were classified into the top concerned requirements in Chrome and Moodle datasets. We analyse four factors focusing on how the contributors treat those issue reports: issue types, the time took to resolve an issue, the number of contributors involved and the number of comments associated with the issue.

In Chrome dataset, issue reports have five different types: bug, bug-regression, bug-security, feature and task. Bug type reports malfunctioning functionalities in current version of the system. Bug-regression focuses on the functions that used to work correctly in the previous versions, but are broken in the current version. Bug-security reports malfunctions that are risky to user security. Feature type requests for an implementation of a new function/feature. Task type, which is not a bug or feature, defines a piece of work that needs to be completed for an issue. A small group of issues were not specified their issue types. From our study, we found that the issue reports whose issue type is a bug are the largest group in every top concerned privacy requirement. These bug issue reports as well as bug-regression and bug-security took less time to resolve comparing to feature request issue reports on average for all the top concerned privacy requirements. In addition, the bug issue reports usually involved with a smaller number of contributors and had less discussions than the feature request issue reports. We have also investigated the discussions of bug issue reports classified into the top concerned requirements. We found that the bug issues were fixed after fifteen comments. However, the discussions of feature issues contain more details (e.g. use case scenarios, discussion points, screenshots and code snippets) than the bug issues.

There are seven different issue types in Moodle dataset: bug, epic, improvement, new feature, task, sub-task and functional test. The definitions of bug, new feature, task and sub-task issue types are similar to those mentioned in Chrome dataset. Epic issue type collects a group of issues that needs to be completed over a period of time. An improvement issue type is an enhancement to an existing feature. Functional test type contains the information and steps used for testing a particular function. From our study, we found that the bug issues were fixed after fifteen comments. However, the discussions of feature issues contain more details (e.g. use case scenarios, discussion points, screenshots and code snippets) than the bug issues.
system (e.g., implement core_privacy for block rss client). It is interesting to note that the new feature issues took less time to resolve comparing to the bug issues on average for all the requirements except R42. However, both issue types have similar number of comments (i.e., 11 to 12 comments) and number of contributors (i.e., 5).

5.2 The treatment of privacy and non-privacy issues

We investigate if privacy issues were treated differently from non-privacy issues in Chrome and Moodle. We focus on observing two kinds of treatments: the time it took to resolve an issue and the number of comments associated with the issue. The former reflects how fast an issue was resolved while the latter indicates the attention and engagement of the project team to the issue. We randomly sampled the dataset we built earlier using a 95% confidence level with a confidence interval of 5 to obtain 269 privacy issues from Chrome and 213 from Moodle. Applying the same sampling scheme, we randomly selected 382 non-privacy issues from Chrome and 380 from Moodle - these issues were not tagged as privacy in the "component" field. Note that the resolution time is calculated from the number of days between reported date and the date when the issue was flagged as being resolved.

We employ the Wilcoxon rank-sum test (also known as Mann-Whitney U test), a non-parametric hypothesis test which compares the difference between two independent observations [53]. We performed two tests between privacy and non-privacy samples, one for the resolution time and the other for the number of comments. The results (see Table 5) show that the resolution time and the number of comments are statistically significantly (p-value ≤ 0.001) different between privacy and non-privacy issues in both Chrome and Moodle with effect size greater than 0.5 in all cases.

We also compare the median rank of the two samples using one-tailed test. Our results show that privacy issues were resolved more quickly and attracted less comments than non-privacy issues in Moodle (see Table 5). On the other hand, it took longer to resolve privacy issues than non-privacy issues in Chrome. Also, privacy issues in Chrome tend to attract more discussion than non-privacy issues.

We observed that the contributors in Chrome were confident and had more experience in resolving non-privacy issues. Hence, these issues attracted less discussion and was resolved more quickly. By contrast, privacy issues in Chrome attracted more discussions since the contributors were uncertain about the issues and their affected components in the system. We observed five examples that the contributors commented in those privacy issues as follows: (i) the contributors did not know what the affected components reported in the issues do (e.g., issue 345741); (ii) the contributors could not identify the causes of issues; (iii) the contributors required time and effort to come up with potential solutions; (iv) the contributors needed to assess the difficulties of the issues and their resolutions; and (v) the contributors did not know whom to assign the work. These reasons also led to longer time to resolve the privacy issues in Chrome. In addition, the Chrome project does not have a well-defined process that specifically handles privacy. Hence, the contributors need to ensure that fixing privacy issues will not create another problem in different components. Thus, resolving privacy issues attracted a lot of discussions, leading to longer resolution time.

On the other hand, privacy issues in Moodle were resolved more quickly and attracted less comments than non-privacy issues. We observe that the privacy issues were well reported and clearly explained in Moodle. Moodle contributors were familiar with privacy-related functionalities and relevant system components. In addition, Moodle has a clearly defined infrastructure to handle privacy and privacy compliance in the system (e.g., privacy API [80] and GDPR for plugin developers [84]). This infrastructure includes a number of components that support privacy-related functionalities and several key individual rights in GDPR (e.g., accessing to personal data and requesting for deletion). When there is a privacy-related bug or new feature request, the contributors can consult the privacy API documentation and identify the components that they must fix or implement. Hence, the privacy issues took less time and attracted less comments in Moodle.

6 Threats to validity

Our study involved subjective judgements. We have applied several strategies to mitigate this threat such as using multiple coders (who are the authors of the paper), applying inter-rater reliability assessments, organising training sessions and disagreement resolution meetings. A legal expert could have extended the view of the human coders in interpreting legal regulations. However, we note that all the coders had attended a training course on privacy regulations (including GDPR). This has enhanced our interpretation of privacy regulations from a legal perspective, thus minimising this risk. In addition, our study was built upon well-founded processes and theories in previous work such as Grounded Theory [69] and Goal-Based Requirements Analysis Method (GBRAM) [22, 30]. We also used relevant statistical measures and techniques to ensure that our findings are statistically significant.

Our taxonomy of requirements is derived from the GDPR and ISO/IEC 29100 – two major and widely-adopted privacy and data protection regulations and framework to date; and Thailand PDPA and APEC privacy framework – two region-specific representative regulations and privacy frameworks. We are aware that there are other privacy protection laws and regulations. However, most of them share many commonalities with the GDPR and ISO/IEC 29100 as confirmed by Thailand PDPA and APEC privacy framework in this study. In fact, previous studies (e.g., [3], [53], [67]) have shown that GDPR is one of the most comprehensive data
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Table 5: Results of the Wilcoxon rank-sum test: non-privacy vs. privacy issues

| Project       | Attribute    | One-sided tail | p-value | Effect size |
|---------------|--------------|----------------|---------|-------------|
| Google Chrome | Resolution time | Less          | <0.001  | 0.578       |
| Google Chrome | #Comments    | Less           | <0.001  | 0.691       |
| Moodle        | Resolution time | Greater       | <0.001  | 0.609       |
| Moodle        | #Comments    | Greater        | <0.001  | 0.604       |

---

22. https://www.surveysystem.com/sscalc.htm
protection regulations. GDPR provides a more overarching coverage compared to other data protection regulations in terms of privacy concerns (i.e. principles and rights) and organisational impacts. Many other privacy laws have been developed as inspired by GDPR (e.g. Brazil’s LGPD and CCPA in California) [88]. It was also used as a benchmark for other countries to develop data protection regulations [49] such as Japan, South Korea, Thailand and other countries in Asia Pacific (APAC – Asia Pacific Privacy Authorities) [89]. Hence, although the principles or rights in other laws and regulations are slightly different due to variations in each country/city, they share many commonalities with GDPR (e.g. see the comparison between GDPR and CCPA in [90], [91]). ISO/IEC 29100 has also been used to develop organisational and technical privacy controls in many information and communication systems [22]. Therefore, we found that GDPR and ISO/IEC 29100 together are the most comprehensive, thus our taxonomy can generalise to other privacy regulations and standards. We acknowledge that future research could involve investigating country specific privacy regulations, and extending our taxonomy accordingly. We also note that developing a taxonomy of privacy requirements for GDPR, ISO/IEC 29100, Thailand PDPA and APEC privacy framework already required substantial efforts and detailed processes. To the best our knowledge, our work is the first comprehensive taxonomy of privacy requirements analysing both data protection regulations and privacy frameworks. This would lay foundations for future research in this timely, important area of software engineering.

Finally, we performed the mining and classification of issue reports for Google Chrome and Moodle. These are two large and widely-used software systems that have strong emphasis on privacy concerns. However, we acknowledge that our datasets may not be representative of other software applications. Further investigation is required to explore other projects in different domains (e.g. e-health software systems and mobile applications). However, we note that building this dataset on two projects alone required substantial effort and highly thorough processes (414 person-hours).

7 Conclusion and future work

Privacy compliance in software systems has become tremendously significant for organisations that handle personal data of their users. In this paper, we have developed a comprehensive taxonomy of privacy requirements based on four well-known standardised data protection regulations and privacy frameworks (GDPR, ISO/IEC 29100, Thailand PDPA and APEC privacy framework). Our approach is built upon a content analysis process which is adapted from the Goal-Based Requirements Analysis Method and based on Grounded Theory [22], [30]. Thus, the steps in this approach (privacy requirements identification, privacy requirements refinement and privacy requirements classification) are generic and applicable to different regulations and privacy standards. In our approach, privacy requirements are formed by three components: actions, affected parties/objects and target results. These are commonly found in the narrative statements across different regulations.

We also performed reliability assessments and disagreement resolution in the process to ensure that our taxonomy is reliably constructed. Our taxonomy consists of 71 privacy requirements grouped in 7 privacy goal categories. Since the studied regulations and frameworks are not specific to any software types, our taxonomy is generally applicable to a wide range of software applications. In this study, we retain the privacy requirements at this level since the implementation can vary depending on organisational structures, software architectures, existing implementation and knowledge, and the aptitude of software development teams. Thus, our taxonomy focuses on defining privacy requirements a software needs to satisfy, leaving how the software is designed and implemented to meet those requirements to project stakeholders.

We have also performed a study on how two large projects (Google Chrome and Moodle) address those privacy requirements in our taxonomy. To do so, we mined the issue reports recorded in those projects and collected 1,374 privacy-related issues. We then classified these issues into our taxonomy through a process which involved multiple coders and the use of inter-rater reliability assessments and disagreement resolution. We found that the privacy requirements in the user participation category were covered in a majority of the issues, while none of the issues were found to address the breach category. The taxonomy also captures all the privacy requirements in the issue reports. We also found that the time taken to resolve privacy-related issues and the degree of developers’ engagement on them were also statistically significantly different from those of non-privacy issues. We note that the taxonomy can be applied to software requirements and user stories. In fact, there are issue reports in the dataset which are user stories or requirements for new features.

We believe that the taxonomy and the dataset are important contributions to the community (given that none exists). This would initiate discussions and further work (e.g. refining and/or extending the taxonomy, performing user studies, etc.) in the community. Our work lays several important foundations for future research in this area. The systematic method performed in the work enables future research to be conducted on other data protection and privacy regulations and frameworks. The taxonomy can act as a reference for the research community to discuss and expand. We plan to investigate other privacy regulations and policies and extend our taxonomy, if necessary. The requirements in our taxonomy are written in natural language and structured into templates. Although we believe that this is the most intuitive form to developers, future work could explore other alternative forms such as semantic frame-based representation [22]. We have manually derived requirements in this study as it is essential to examine structure of statements and how privacy requirements are expressed in different regulations and frameworks. However, the requirements extraction process can be automated using natural language processing (NLP) techniques to identify actors, actions, objects and other relevant constraints from text documents (i.e. regulations and frameworks). These methods have been used in several studies (e.g. [92] and [94]). Legal experts could also be involved to help interpret legal perspective of the taxonomy in the future work.
Future work also involves exploring how issue reports in other projects (e.g., health and mobile applications) attend to the requirements in our taxonomy. In addition, software developers would be able to participate in validating the use of taxonomy and their understanding towards the derived privacy requirements. Furthermore, we plan to develop tool support to automate this classification task. Other potential future work includes the investigation of the use of the taxonomy with semantic web technologies to facilitate computational and regulatory risk analysis purposes. The investigation of other forms of traceability relationships such as the traceability between code and issue reports or code and privacy requirements can also be further studied.
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