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ABSTRACT

Autonomous underwater vehicles require accurate navigation. Techniques such as image registration using consecutive acoustic images from a sonar have shown promising results for this task. The implementation of such techniques using sonar images augmented with deep learning (DL) networks demonstrate high navigation accuracy; this is possible even with highly compressed images. The sonar images are estimates of sampled in time (with a ping period) magnitudes of channel impulse responses representing the underwater acoustic environment. More information about the environment is contained in (almost) continuous in time estimates of the channel impulse responses. Such estimates can be obtained using full-duplex technology. Rather than using sonar images, this paper investigates the use of channel impulse response estimates for underwater platform motion estimation. The proposed system uses a single projector and a small number of receiving transducers installed on the moving platform. A DL network is used to estimate the motion in two degrees of freedom (forward/backward and sideways), using two or more consecutive impulse response estimates as the input. To train the DL network, a specially designed simulator is used to model the underwater acoustic environment, populated with multiple objects spread on the seafloor. The proposed technique can significantly reduce the acoustic hardware and processing complexity of the DL network and obtain a higher accuracy of motion estimation, compared with techniques based on the processing of sonar images, e.g., the error achieved with the technique proposed in this paper is 1.7% of the maximum platform displacement, compared to 4% achieved with a technique using sonar images. The navigation accuracy is further illustrated by examples of estimation of complex trajectories.
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I. INTRODUCTION

Almost three quarters of the Earth’s surface is covered by water but only a small part of the underwater environment has been explored [1], [2], [3]. Nowadays, underwater exploration missions rely on the use of autonomous platforms whose navigation system is crucial for their accurate operation [4], [5]. The task of the navigation system is to obtain the platform location and velocity as it moves through the body of water [5]. The navigation can be based on a variety of motion estimation techniques by integrating the motion estimates into the underwater platform trajectory with a navigation algorithm [6]. In this paper, we address the motion estimation.

A. RELATED WORK

Underwater motion estimation techniques and their corresponding navigation techniques can be divided into three types [6], as described below. However, combinations of the techniques are possible.

1) Techniques based on beacons: This type of navigation requires the use of nodes at fixed positions that send signals (acoustic beacons) used by the underwater platform to calculate its position. The long baseline (LBL),
short baseline (SBL) and ultra short baseline (USBL) systems fall in this type of navigation [7], [8]. The major constraints of these techniques are that calibration can be problematic [9] and that navigation is only possible in a limited geographical area covered by the beacons [10], [11].

2) Inertial and dead reckoning systems: An inertial navigation system (INS) uses accelerometers and gyroscopes to estimate the platform position, velocity and attitude [12]. However, an INS suffers from an unavoidable drift which can be compensated by the fusion with other sensors such as the Doppler velocity log (DVL) [13], [14]. A DVL uses a bottom-referenced acoustic navigation method that consists in transmitting narrow beams from three or four sensors in the direction of the seafloor at different angles and the platform velocity is calculated from the measured Doppler effect. To produce the narrow beams, high frequencies are required and therefore the acoustic signals are highly attenuated, limiting its usage to shallow waters [15]. A correlation velocity log (CVL) is less constrained in this respect [16]. A CVL has a looking down single wide-beam projector and an array of hydrophones to receive the backscattered signals from the seafloor. This allows the use of lower frequencies with less signal attenuation [16].

3) Techniques based on environment referencing: These techniques use sensors for extracting information from the platform surrounding environment to estimate the position and attitude and can be divided into visual and acoustic. The visual odometry uses images from optical cameras to estimate the underwater platform motion and can provide simultaneous localization and mapping [17], [18]. Optical methods have the limitation of visibility, even in perfect conditions they only work up to around 20 m of water [19]. Acoustic methods can overcome this limitation and they can operate further than 100 m [19]. In [20] and [21], pairs of consecutive sonar images are used to estimate the motion of an underwater platform in three degrees of freedom (DoF) by using a deterministic image registration method. In [22], the method from [21] is improved by using deep learning (DL) networks. In [23], sonar images from multiple sensors are compressed into vectors and grouped together to be used as the input of the DL network, thus reducing the DL network complexity, while keeping the high motion estimation accuracy.

B. CONTRIBUTION

In this work, we combine features from the different mentioned techniques and propose a novel technique for motion estimation, using a DL network and considering the motion on a plane parallel to the seafloor. Similar to the CVL, we use a single transmitter that sends acoustic signals to the seafloor and several (up to four in our simulated scenarios) receivers (hydrophones) placed around the transmitter to listen to the reflected signals.

One of the main differences between the proposed technique and a CVL is that the CVL works by transmitting two short ping pulses that are reflected from the seafloor and the echoes are measured at the receivers [16], [24], while the proposed technique uses a continuous signal transmission and the receivers are continuously listening at the same time. This allows continuous measurement of the channel impulse response while systems like the CVL have a ping period for each measurement, which limits amount of information used for the motion estimation. The simultaneous transmission/listening operation is possible to implement with full-duplex techniques such as those recently proposed in [25] and [26]. Another difference is that a CVL measures the correlation between responses of the two pings [24], whereas our technique exploits the complex-valued channel impulse response variation in time and uses a DL network to estimate the motion. Finally, a CVL requires an array with a large number of receivers [16], [27] while the proposed technique can achieve fairly accurate motion estimation with only two receivers and high accuracy with four receivers. Compared to the techniques based on environment referencing, such as in [20], [21], [22], and [23], where sonar images represent estimates of the channel impulse response magnitudes varying in time, and thus ignoring the phase information, the proposed method is based on the whole information of the channel impulse response and thus is capable of providing a better motion estimation performance. The proposed technique is based on acoustic impulse response estimates with a much higher time resolution and carrying more information than the classical sonar images.

The motion is estimated by a DL network, which has as its input two or more consecutive in time complex-valued baseband estimates of the impulse responses between the transmitter and hydrophones. We do not propose a new DL architecture, but reuse the PoseNet architecture [28] previously used for motion estimation using sonar images, which has shown good results compared to other DL networks. In this paper, we however adjust the parameters of the PoseNet to guarantee a high motion estimation performance with impulse responses as input. Note that a large amount of labeled data is required when training a DL network for regression tasks [29]. To solve this problem, we use synthetic data generated by a computer simulator, similar to the approach used in [22] and [23]. The simulator can provide large data sets with the ground truth required for supervised learning.

In summary, we propose a motion estimation method, enabled by full-duplex operation, and based on DL analysis of time variation of complex-valued channel impulse responses. Compared to known techniques based on sonar images represented by channel impulse response magnitudes, the proposed method is based on the whole information of the channel impulse response and thus is capable of providing a better motion estimation performance. The technique
presented in this paper is validated using simulated data from multiple trajectories, and it shows a high accuracy in estimation of the trajectories.

The structure of the rest of this paper is as follows. In Section II, the simulator, steps to generate channel impulse responses and corresponding data sets are described. In Section III, the DL network for motion estimation is described. Section IV presents results of motion estimation experiments for numerous sets of system parameters. A comparison with methods that use sonar images is also presented. Finally, conclusions are given in Section V.

II. SIMULATOR TO GENERATE IMPULSE RESPONSES OF THE ACOUSTIC ENVIRONMENT

This section describes the simulator capable of generating channel impulse responses for complex underwater acoustic environments. These channel impulse responses are used for training the DL network for motion estimation and for evaluation of the proposed method.

Simulators presented in the literature are capable of modeling underwater environments, platforms and sensors. For example, the simulator [30] uses a combination of OpenSceneGraph and Robot Operating System (ROS) to generate realistic underwater scenarios, platforms and sensors; however, none of them are an acoustic sensor. The work [31] presents a ray-tracing simulator for the design and evaluation of sonars. The simulator is implemented in Unreal Engine to display the simulated environment and ROS to manipulate the platforms. The sonar simulator presented in [32] is capable of simulating sonars that can be used for validating image registration techniques. The simulated sonar sensors and the underwater environment are implemented in Unity [33]. In [32], the simulator uses ray-tracing to generate the sonar images. The simulated sonar sends multiple rays according to its field of view (FoV). The rays in the FoV are equally separated in the aperture and elevation angles. When a ray hits an object, the sonar measures the distance to the hit point and the angle of incidence on the surface of the object and stores these values along with a reflectivity value of the hit surface and the orientation and position coordinates of the sensor in the simulated scenario at this instant. Then, MATLAB [34] uses the data from Unity to generate sonar images. To generate sonar images along a trajectory, the simulator uses a hop-and-generate process, i.e., the simulated sensor collects data to generate an image in a position of the simulated environment, then the sensor “hops” to another position in accordance with the trajectory and collects data to generate another image and so on. These sonar images are sets of magnitudes of the channel impulse response.

The aim of this work is to estimate the motion of a platform using relatively simple acoustic sensors (one projector and two - four hydrophones) and at the same time reduce the estimation complexity. The use of impulse responses allows us to achieve both these aims. However, a simulator that can produce the channel impulse responses with a high precision is required. The work [35] presents an underwater channel simulator that uses the BELLHOP ray-tracing model [36] to simulate an acoustic underwater channel with multipath propagation. A method to model signal transmissions in underwater acoustic communications is presented in [37], where the motion of the transmitter and the receiver is taken into account. This method reduces the model complexity with an approximation of the time-varying channel impulse response by sampling the trajectory and using local splines for the approximation. The work [38] complements the work [37] by reducing even further the simulation time. This is obtained with the use of baseband processing for modelling the signal transmission which allows a lower sampling rate compared to the passband processing.

For this work, it is required to model the channel with a precision enough to recover the phases of the channel impulse response as opposed to sonar images, where only magnitudes are required. Another requirement is that the simulator must be capable of simulating multiple underwater objects to have a high variety of data for training and validation of DL networks. Also, the simulator must generate simulated scenarios in a three-dimensional space. Therefore, the simulator from [32] is modified to generate impulse responses. The ray-tracing in this simulator provides a precision high enough for the signal phase to be taken into account and the Unity platform allows complicated 3D underwater environments to be generated.

The steps to generate the impulse responses are summarized in Figure 1 and they are described in the next subsections.

A. COLLECTING DATA IN A SINGLE POSITION IN THE SIMULATED ENVIRONMENT

We assume that the transmitter and receiver are at different positions on the platform and they have (maybe different) predefined FoVs. A set of rays uniformly sampling the transmitter FoVs are emitted from the transmitter position. When a ray hits an object, it bounces towards the receiver and the following measurements are recorded:
B. COMPUTATION OF THE PROPAGATION DELAYS FOR A STATIC PLATFORM

The measurements obtained for every ray in a position of the platform are used to generate the corresponding impulse response. The rays outside the FoV of the receiver are discarded by analyzing the arrival angles. For each of the remaining rays, the distance from the transmitter to the hit point to the receiver is calculated as

$$\delta_0 = ||P-A||,$$

(1)

and the distance from the hit point to the receiver is calculated as

$$\delta_1 = ||B-P||,$$

(2)

where $B = [b_x, b_y, b_z]$ is the position of the receiver on the platform. Considering that a receiver is placed at point $B$ and it has an offset $E = [e_x, e_y, 0]$ from the transmitter position, then

$$B = [a_x + e_x, a_y + e_y, a_z].$$

(3)

The propagation time that a ray takes to travel over the distance $\delta_0 + \delta_1$, from the transmitter to the receiver, assuming that the platform is static is given by

$$\tau_P = \tau_0 + \tau_1 = \frac{\delta_0}{c_{uw}} + \frac{\delta_1}{c_{uw}},$$

(4)

where $c_{uw}$ is the speed of sound underwater, considered to be 1500 m/s. The calculated times for each ray are saved into a vector of propagation delays $D$.

In addition, a vector $I$ is defined with ray magnitudes computed as the product $J_iG_i$.

C. MOTION COMPENSATION

The propagation delay $\tau_P$ in (4) is calculated assuming that the platform is static during the travel of the rays. However, for a more accurate representation of the impulse response, the delay computation should take into account that the platform is moving at a certain velocity $V = [V_x, V_y]$. The diagram in Figure 3 shows the motion of the platform and how it affects the propagation delay of a ray.

The displacement of the receiver ($\delta_{xy} = [\delta_x, \delta_y]$) at velocity $V$ during the time that the ray travels can be approximately calculated as

$$\delta_{xy} = (\tau_0 + \tau_1)V.$$

(5)

The propagation delay should be calculated at the displaced position of the receiver, which is

$$B' = [a_x + e_x + \delta_x, a_y + e_y + \delta_y, a_z].$$

(6)

The distance from the hit point to the displaced position of the receiver is given by

$$\delta_2 = ||B'-P||,$$

(7)

and the time to travel the distance $\delta_2$ is computed as

$$\tau_2 = \frac{\delta_2}{c_{uw}},$$

(8)

then the propagation time along the ray taking into account that the platform is moving is

$$\tau'_P = \tau_0 + \tau_2.$$  

(9)

The delay $\tau'_P$ in (9) is a more accurate ray propagation delay compared to the delay $\tau_P$ computed in (4). However, this computation can be further refined by repeating the steps (5) to (9) as follows. The propagation delay of the ray is adjusted once again by taking into account the updated propagation delay...
time $\tau'_{P}$. The receiver moves to a new position $B''$ during this time. The distance from the hit point to the receiver at $B''$ and the time that a ray travels this distance are

$$\delta_3 = ||B'' - P||,$$

$$\tau_3 = \frac{\delta_3}{c_{uw}},$$

where

$$B'' = [a_x + e_x + \delta'_x, a_y + e_y + \delta'_y, a_z],$$

$$\delta'_{x,y} = [(\tau_0 + \tau_2)V].$$

The propagation time along the ray taking into account that the platform is moving is refined as

$$\tau''_{P} = \tau_0 + \tau_3.$$  

This process can be iterated further, but for this work, the delay is compensated only twice given that further adjustment of the delay is negligible for the delay accuracy required. Finally, the vector $D$ is populated by the updated propagation delays $\tau''_{P}$ and used together with the vector $I$ to generate the impulse response.

**D. IMPULSE RESPONSE GENERATION**

The delay $D$ and magnitude $I$ of all rays (multipath components) are used for computing the channel impulse response. The maximum propagation delay is $\tau_{\text{max}} = \max(D)$. The carrier frequency is $f_c$, the frequency bandwidth of interest is $F_d$, thus the frequency interval of interest is $[f_c - F_d/2, f_c + F_d/2]$.

First, the channel frequency response is computed and then converted into the time domain impulse response ($h$) using the inverse Fast Fourier Transform (IFFT). The frequency response $H_f(k)$ at a frequency $f_k$ is computed as:

$$H_f(k) = \begin{cases} 
1, & f_k \in [-c, c] \\
\frac{1}{2} \left[ 1 + \cos \left( \frac{2\pi|f_k|}{\alpha F_d} \right) - \frac{(1-\alpha)F_d}{2} \right], & f_k \in [-a, -c) \cup (a, c], \\
0, & f_k \in [-b, -a] \cup (a, b) 
\end{cases}$$

where $c = (1-\alpha)F_d/2$. The frequency response is multiplied by $X_R(k)$ to guarantee a smooth transition at the edges of the frequency bandwidth as:

$$H(k) = H_f(k)X_R(k), \quad f_k \in [-b, b].$$

![FIGURE 3. Diagram that explains the delay compensation due to the platform motion. The point $B$ moves with the platform while the ray travels from the hit point to the receiver.](image)

![FIGURE 4. The raised-cosine spectrum with roll-off factor $\alpha$.](image)
E. GENERATION OF DATA SETS OF IMPULSE RESPONSES FOR TRAINING AND VALIDATION OF DL NETWORKS

Impulse responses for multiple receivers are generated and grouped together. It is assumed that a single transmitter is used to illuminate the underwater environment, then the difference in the impulse responses will depend on the positions of the receivers on the platform.

To generate a data set, groups of impulse responses from \( M \) receivers are packed together. The real and imaginary parts of the impulse responses (Re(h) and Im(h)) from all the receivers are obtained. Compared to the techniques that use sonar images, where only magnitudes are obtained by the sonar, the advantage of using the complex values (real and imaginary parts) is that fast phase variations can be detected, which is an indication of motion.

A matrix is made by putting together the real and imaginary parts of impulse responses generated in \( Q \) consecutive positions of the platform. Each column of a matrix is a real or imaginary part of an impulse response. Therefore, each matrix has \( 2MQ \) columns. The order of the columns is defined as follows: (i) the real parts of the impulse responses from the first receiver at the \( Q \) platform positions; (ii) imaginary parts of the impulse responses from the first receiver at the \( Q \) platform positions; (iii) the same order (real parts and then imaginary parts) for the second receiver; (iv) and so on for the rest of the receivers.

The maximum magnitude value is computed from the impulse responses of the \( M \) receivers in the \( Q \) consecutive platform positions whose real and imaginary parts are used to make the matrix. Then the matrix is normalized by dividing its elements by the maximum magnitude value. Every normalized matrix is associated with a label corresponding to the displacement between the first and the last positions. The displacement is denoted by \( \Delta = [\Delta_x, \Delta_y] \) (motion in forward/backwards and sideways direction, respectively). Finally, a data set is generated with multiple matrices and their associated labels.

III. DL NETWORK

Numerous DL networks for motion estimation using sonar images are evaluated in [22] where the PoseNet [28] showed the best performance. In this work, the PoseNet is adapted for motion estimation using the impulse responses. The whole network is shown in Figure 6. The input of the network is a matrix with the real and imaginary parts of impulse responses obtained by \( M \) receivers in \( Q \) consecutive platform positions. The matrix is split into matrix blocks. Each matrix block corresponds to the data from one receiver. For every matrix block, the DL network contains a PoseNet, which is a series of convolutional layers as shown in Figure 6b. The number of convolutional layers varies according to the need to optimize the network for each parameter configuration used to generate the impulse responses. It was observed that 9 convolutional layers was the maximum needed for the parameter configurations investigated in this work. All the convolutional layers with the exception of the last one use a ReLU activation function and batch normalization. An average pooling layer with an averaging window of size 4 is connected to the last convolutional layer. The dropout regularization method is applied at the output of the first ReLU and to the average layer.

Parameters of the convolutional layers are presented in Table 1. Experiments showed better results in reducing overfitting when using dropout in the first and last layers only. The last layers of each PoseNet are concatenated together and connected to a fully connected layer and finally to an output regression layer that generates the motion estimates for the two DoF. As in [22] and [23], the Mean Squared Error (MSE) is used as the loss function of the regression layer as follows:

\[
\mathcal{L} = \frac{1}{2SR} \sum_{k=1}^{S} ||\hat{\Delta}_k - \Delta_k||^2,
\]

where \( S \) is the number of mini-batches, \( k \) is the index that refers to the training samples in the mini-batch and \( R \) is the number of parameters to estimate, which is set to 2 for this work and \( \hat{\Delta} = [\hat{\Delta}_x, \hat{\Delta}_y] \) are the estimates in forward/backwards and sideways directions.

IV. EXPERIMENTS AND RESULTS

This section presents results of numerical experiments for one transmitter and four receivers on a simulated platform. The transmitter is surrounded by the receivers, each 10 cm from the transmitter as shown in Figure 7. The FoVs of the receivers are a narrow beam looking to the front, left, back and right of the platform for the receivers 1 to 4, respectively, as shown in Figure 8. The use of four receivers is the most investigated case in this work but the use of only two receivers (forward and right looking) is also considered.

A. SIMULATED ENVIRONMENT

The simulated environment consists of a 50 m by 50 m flat seafloor, divided into a grid of cells (2048 \( \times \) 2048). Each cell has a reflectivity defined as a realization of random value
with a uniform distribution between 0 and 1. The environment is populated by multiple objects placed on the seafloor. There are two types of objects: ellipses and rectangles. The objects are almost flat (1 mm height) while the other two dimensions (width and length) are realizations of random values uniformly distributed between 0.2 m and 1 m. The low height value is chosen to keep a simple model but later the height of the objects is increased to investigate how the motion estimates behave with taller objects. Every object has a reflectivity, which is a random value with a uniform distribution between 0 and 1. Twenty different simulated scenarios are generated to have a high variety of impulse responses for training and validation of DL networks. The difference between the scenarios is in the number and position of the objects on the seafloor. The number of objects and their position are randomly generated for each scenario. In each scenario there are between 2000 and 5000 rectangles and between 2000 and 5000 ellipses. An example of a simulated scenario with the underwater platform and the FoV of one of the receivers is shown in Figure 9.

B. TRANSMITTER RECEIVERS CONFIGURATIONS

For this work, two DoF are considered, corresponding to the forward/backward and sideways motions of the platform at a constant height from the seafloor of 10 m. The platform velocity is a random value with a uniform probability distribution in the range from $-2$ m/s to 2 m/s for each DoF and a time interval between consecutive impulse response estimates ($\tau_r$) is set to 50 ms. Therefore, the maximum speed in a particular direction is approximately 2.8 m/s. The value $\tau_r$ approximately matches to the ping period in a model of a
TABLE 1. Parameters of the PoseNet convolutional layers. The output size per channel is calculated considering an impulse response length of 800 taps. The output size per channel changes according to parameter configurations investigated in this work.

| Layer | Kernel | Channels | Stride | Output size per channel | ReLU / Dropout |
|-------|--------|----------|--------|--------------------------|----------------|
| Conv1 | 7×4    | 32       | 2×1    | 400×4                    | Yes / Yes      |
| Conv2 | 5×4    | 64       | 2×1    | 200×4                    | Yes / No       |
| Conv3 | 3×4    | 128      | 2×1    | 100×4                    | Yes / No       |
| Conv4 | 3×4    | 256      | 2×1    | 50×4                     | Yes / No       |
| Conv5 | 3×4    | 512      | 2×1    | 25×4                     | Yes / No       |
| Conv6 | 3×4    | 512      | 2×1    | 13×4                     | Yes / No       |
| Conv7 | 3×4    | 512      | 2×1    | 7×4                      | Yes / No       |
| Conv8 | 3×4    | 512      | 2×1    | 4×8                      | Yes / No       |
| Conv9 | 3×4    | 512      | 2×1    | 2×4                      | No / No        |
| Average| 4×4    | 512      | 1×1    | 2×4                      | No / Yes       |

DIDSON 300 sonar [39] which has been used for investigation of the motion estimation in works [22] and [23].

Data sets of impulse responses are generated for various parameter sets (configurations) of the transmitter and receivers. The configurations differ in the signal parameters and the FoV size and shape. The investigated configurations are the following:

- **Two receivers:** This configuration uses two \((M = 2)\) receivers (forward and side-looking) and \(Q = 2\). The DL network is modified to have only two series of convolutional layers shown in Figure 6b. This is the only configuration with two receivers, in the other configurations, four \((M = 4)\) receivers are used.

- **Standard configuration:** This is considered as the basis configuration that uses the data from four \((M = 4)\) receivers and \(Q = 2\). The other configurations are obtained by changing one or a few parameters of this configuration. The impulse responses are generated by considering a FoV of 10° by 50° for the receivers, a bandwidth of 4.8 kHz, and a carrier frequency of 80 kHz.

- **Narrow FoVs:** This configuration uses a narrow beam of 2° by 50° in each receiver. The same frequency parameters as in the standard configuration are used.

- **Other carrier frequencies:** Four data sets are generated with the impulse responses by changing the carrier frequency \(f_c\) to 40 kHz, 60 kHz, 100 kHz and 160 kHz. The bandwidth is 4.8 kHz.

- **Higher frequency bandwidth:** The bandwidth is set to 9.6 kHz and 19.2 kHz. The carrier frequency is 80 kHz.

- **Circular FoVs:** This configuration investigates the use of a FoV that focuses on a spot on the seafloor. It consists in a circular FoV of 10° by 10° in each receiver. It looks at a pitch angle of 45° as shown in Figure 10. Two data sets are generated with the bandwidth of 4.8 kHz and 19.2 kHz. The carrier frequency is 80 kHz.

- **Objects of higher height:** For this configuration, the objects on the seafloor are replaced with objects of 10 cm height rather than 1 mm to investigate how it can affect the motion estimation.

- **Groups of ten impulse responses:** The platform velocity is the same, but the receivers generate ten \((Q = 10)\) impulse responses in the same time interval of 50 ms rather than only two \((Q = 2)\) impulse responses. Groups with the ten impulse responses are packed together as a training sample. The carrier frequency is set to 80 kHz, 160 kHz or 320 kHz.

For each configuration, a data set of 3000 samples (matrices with real and imaginary parts of the impulse responses from the receivers, associated with the displacement labels) is generated and divided into training and validation sets, 80% and 20% of samples, respectively.

A DL network is trained and validated for each data set. When training the network, the Adam optimization algorithm is used [40]. The mini-batch size \((S)\) is set to 4. The learning rate at the start of the training is set to \(5 \times 10^{-5}\) and it is reduced by 20% every 20 epochs. The training stops when the validation loss converges. The root mean square error (RMSE) is used to evaluate the estimation performance for each DoF.
FIGURE 8: Receivers FoV seen from the side, top and back view of the platform.

FIGURE 9: Simulated scenario showing the underwater platform with the FoV of one of the receivers and the almost flat objects on the seafloor. The seafloor is divided in tiny cells whose colors are defined by the reflectivity in the range from 0 to 1, where black color corresponds to 0 and the totally brown color corresponds to 1 (Left side bar). The colors of the objects are defined by the reflectivity in the range from 0 to 1, where black color corresponds to 0 and the totally red color corresponds to 1 (Right side bar).

An example of the training and validation curves obtained during training is shown in Figure 11. The curves show the RMSE (which is the square root of the loss function $L$) against training iterations. The curves were obtained when training the DL network with parameters shown in Table 1 for the configuration with a FoV of 10° by 50° for the receivers, a bandwidth of 19.2 kHz, and a carrier frequency of 80 kHz (see Table 2 below). Thus it can be seen that that the DL model does not suffer from the overfitting problem. Similar observations have been witnessed for the other scenarios considered in this paper.

Table 2 shows results of the validation and computing time per estimate for each of the configurations. The time required per estimate is shown for a standard PC with i5-6500 CPU @3.20GHz processor, 8.0 GB of RAM and without a GPU. The number of layers of the PoseNet used for every configuration are also specified in Table 2. This number was observed to be the most suitable for each configuration and adding more layers showed no further improvement. For each configuration, all the convolutional layers with the exception of the last one have a ReLU activation function and batch normalization.

From the results in Table 2 the following observations are made:

- The best estimation accuracy is achieved when using the groups of ten ($Q = 10$) impulse responses. This is due to the highest amount of information given to the network for the estimation. The greatest constraint of training a network with this technique is the time to generate the training sets, since it requires 5 times more impulse responses per training sample compared to the standard configuration. The time per estimate is comparable to most of the other configurations with the same frequency bandwidth.

- The increase of the frequency bandwidth to 9.6 kHz and further to 19.2 kHz significantly improves the estimation accuracy. The impulse responses with higher bandwidth contain more information, which improves the estimates. However, this results in a longer time interval to compute the estimate.

- The increase in the number of receivers from two to four improves the motion estimation accuracy, but even with only two receivers accurate estimates can be obtained.
This is an important option if the platform is small, and therefore it would not be possible to accommodate many receivers.

- The narrow FoV of $2^\circ \times 50^\circ$ provides better estimates than the wider FoV of $10^\circ \times 50^\circ$.
- With the frequency bandwidth 4.8 kHz, the circular FoV of $10^\circ \times 10^\circ$ shows an increase in the RMSE compared to using the FoV of $10^\circ \times 50^\circ$. This is due to a significant reduction in the elevation angle, i.e., a smaller part of the seafloor is involved in the motion estimation. However, with the frequency bandwidth of 19.2 kHz, the reduction in the FoV less affects the performance compared to the frequency bandwidth of 4.8 kHz.
- In the case of using pairs of impulse responses, the different values of the carrier frequency show the best estimation accuracy for frequencies nearer to 80 kHz. The network parameters were modified to improve the performance for the other carrier frequency values. However, the estimation error obtained is not as low as the estimation error for 80 kHz.
- In the case of using groups of 10 impulse responses, the best estimation accuracy is for higher carrier frequencies.
- The use of higher carrier frequencies and higher bandwidth require more layers in the PoseNet to improve the estimation accuracy compared to lower frequencies. However, from the point of view of implementation, higher frequencies allow the equipment to be smaller compared to the use of lower frequencies.
- The use of 10 cm height objects on the seafloor does not affect the estimation performance much compared to the case of 1 mm height.
- In general, the motion estimation in forward/backward and sideways directions show a similar accuracy. This is because of the symmetry between both types of motion.
- It can be seen that the lower the bandwidth, the lower is the computation time, which is due to the size of the network. For a higher bandwidth the network is required to be more complex and have more layers and internal parameters. For most of the configurations, the computation time per estimate is lower than 50 ms. This makes them suitable for real-time applications considering 50 ms as the measurement interval.

C. COMPARISON WITH OTHER TECHNIQUES FOR MOTION ESTIMATION

The accuracy of three known techniques for motion estimation using sonar images are compared with the accuracy of the technique presented in this paper. The three techniques can estimate the motion of a platform in 3 DoF (forward/backward and sideways motion and yaw rotation). However, for the comparison only the motion in forward/backward and sideways is considered. The first technique is a deterministic algorithm for attitude and trajectory estimation [21]. It uses sequences of sonar images and estimates pixel displacements between two sonar images. The second technique performs motion estimation using a DL network trained with sonar images generated by a simulator [22]. The images are concatenated in pairs of consecutive images and the concatenated image is the input of the DL network. The third technique [23] converts sonar images into vectors by adding up all the pixels in each row of the image. The images for training and validation are generated in a simulator. Then the vectors are concatenated and input to a DL network to perform the motion estimation. The accuracy of these three techniques is measured by the RMSE and validated using simulated data. The simulated environment consists of an underwater scenario with rocks of different sizes and reflectivity coefficients covering the seafloor. The simulated sonar is DIDSON 300 for the first two techniques.

For the comparison, two proposed configurations with the best estimation performance are used: (i) pairs of impulse responses with $F_d$ of 19.2 kHz, $f_c$ of 80 kHz and FoV of $10^\circ \times 50^\circ$ and (ii) groups of ten impulse responses with $F_d$ of 4.8 kHz, $f_c$ of 80 kHz and FoV of $10^\circ \times 50^\circ$. The RMSE for motion estimation of all the techniques are shown in Table 3. It can be seen that the proposed technique significantly improves the estimation performance compared to the known techniques. Furthermore, the proposed technique could reduce the implementation cost, given that it only requires the use of one transducer and a few hydrophones, rather than an imaging sonar.

D. TRAJECTORY RECONSTRUCTION USING SIMULATED DATA

The DL network trained with the data set of 19.2 kHz is used to estimate the displacements in simulated trajectories and recover the trajectories. The impulse responses obtained in the trajectories are grouped into pairs of consecutive positions of the platform. Each pair of impulse responses is given to the trained DL network to estimate the displacement between these two positions. The platform trajectory is recovered using these displacement estimates.
The points of a trajectory are represented as \( x_i \) and \( y_i \), where \( i \) is an index that refers to the position number in the trajectory. The initial position \( x_1, y_1 \) of the estimated trajectory is set to zero. The other points of the trajectory are calculated by adding the displacement estimate in each DoF:

\[
x_{i+1} = x_i + \hat{x}_i, \\
y_{i+1} = y_i + \hat{y}_i,
\]

where \( \hat{x}_i \) and \( \hat{y}_i \) are displacement estimates in the forward/backward and sideways directions, respectively.

Six trajectories are generated in the simulator as shown in Figure 12. The description of each trajectory is as follows:

- **Trajectory 1** (Figure 12a): It has a square shape with starting and finishing points at the same place (loop trajectory). The platform moves in all four directions at different time intervals (forward, right, backward, left).

- **Trajectory 2** (Figure 12b): It has forward and right motion in a stair shape. The trajectory consists of 400 positions with different speeds the same as in trajectory 1 but in different directions.

- **Trajectory 3** (Figure 12c): The platform moves in a zigzag shape. The trajectory consists of 340 positions. The sequence of displacements consists of 80 displacements to the backward at a speed of 1 m/s and 50 displacements at a speed of 1.5 m/s and 50 displacements at a speed of 0.5 m/s, the last motion (backwards) has 50 displacements at a speed of 1.5 m/s and 50 displacements at a speed of 0.5 m/s.

The size of each side of the square is 5 m. The trajectory is built with 400 positions (399 displacements). The first motion (left) consists of 100 displacements at a speed of 1 m/s, the second motion (forward) has 100 displacements at a speed of 1 m/s, the third motion (right) consists of 50 displacements at a speed of 1.5 m/s and 50 displacements at a speed of 0.5 m/s, the last motion (backwards) has 50 displacements at a speed of 1.5 m/s and 50 displacements at a speed of 0.5 m/s.

### TABLE 2. Validation errors of DL networks trained for different configurations.

| Bandwidth \((F_d)\) | Number of receivers \((M)\) | Carrier frequency \((f_c)\) | FoV | PoseNet layers | RMSE (mm) | Time per estimate (ms) |
|------------------|----------------|----------------|-----|---------------|------------|---------------------|
|                  |                |                |     |               | Fwd/bwd | Sideways |                  |
| 4.8 kHz          | 2              | 80 kHz         | 10° × 50° | 7     | 5.9          | 6.0        | 7.8              |
|                  | 4              | 40 kHz         | 10° × 50° | 7     | 10.5         | 8.8        | 13.8             |
|                  |                | 60 kHz         | 10° × 50° | 7     | 6.2          | 6.3        | 38.0             |
|                  |                | 80 kHz         | 10° × 50° | 7     | 4.2          | 5.1        | 45.1             |
|                  |                |                | 2° × 50°  | 7     | 2.3          | 2.7        | 44.1             |
|                  |                |                | Circular | 7     | 15.2         | 11.0       | 8.4              |
|                  |                |                | 10° × 10° |       |             |            |                  |
| 100 kHz          | 4              | 80 kHz         | 10° × 50° | 7     | 7.6          | 7.7        | 22.6             |
| 160 kHz          |                | 10° × 50°      | 8     | 8.84         | 9.05       | 11.9             |
| 9.6 kHz          | 4              | 80 kHz         | 10° × 50° | 8     | 3.8          | 3.9        | 116.6            |
| 19.2 kHz         | 4              | 80 kHz         | 10° × 50° | 9     | 2.4          | 1.9        | 237.5            |
|                  |                |                | Circular | 9     | 3.5          | 2.0        | 389.4            |
|                  |                |                | 10° × 10° |       |             |            |                  |

### TABLE 3. RMSE for motion estimation in forward/backward and sideways directions for known and proposed techniques.

| Technique | RMSE (mm) | Maximum displacement (mm) | RMSE / maximum displacement |
|-----------|-----------|---------------------------|-----------------------------|
|           | Fwd/bwd  | Sideways | Fwd/bwd | Sideways |
| [21]      | 8.39      | 1.29     | 20     | 42%       | 6.5%      |
| [22]      | 2.70      | 0.87     | 20     | 13.5%     | 4.4%      |
| [23]      | 0.80      | 1.20     | 20     | 4.0%      | 6.0%      |
| Impulse responses method \((F_d = 19.2 kHz)\) | 2.37 | 1.90 | 100 | 2.4% | 1.9% |
| Impulse responses method (groups of ten) | 1.70 | 1.80 | 100 | 1.7% | 1.8% |
displacements at 1 m/s, 40 forward displacements at 0.5 m/s, 50 left displacements at 1.5 m/s, 40 backward displacements at 0.5 m/s, 50 left displacements at 0.5 m/s, and 30 forward displacements at 1.5 m/s.

- Trajectory 4 (Figure 12d): It has motion in all four directions to make a circle shape. The radius of the circle is 5 m. The trajectory is made of 400 positions while the platform moves at a speed of approximately 1.5 m/s.
- Trajectory 5 (Figure 12e): It is of a sinusoid shape combining forward motion while moving sideways. The trajectory consists of 400 positions. The platform changes the speed across the trajectory, with maximum speed of approximately 2 m/s and minimum speed of approximately 0.6 m/s.
- Trajectory 6 (Figure 12f): It has motions in forward and right directions at the same time to make a combined diagonal motion. The trajectory is made of 200 positions at a constant speed of approximately 1.4 m/s (1 m/s forward speed and 1 m/s left motion speed).

Comparing the ground truth and estimated trajectories, it can be seen that the estimated trajectories accurately follow the ground truth with a small error. The RMSE for each of the estimated trajectories in two DoF can be seen in Table 4 as well as the final error magnitude (difference between the point where the estimated trajectory should end and the point where it actually does). The RMSE is in the range from 1.5 mm to 3.2 mm for all the trajectories and the highest error magnitude is 31 cm, which is a high accuracy considering that the total travelled distances are higher than 14 m.

| Trajectory | RMSE (mm) | Error magnitude (cm) |
|------------|-----------|----------------------|
|            | Fwd/bwd   | Sideways             |
| 1          | 2.08      | 3.16                 | 31        |
| 2          | 3.26      | 2.60                 | 19        |
| 3          | 3.35      | 2.93                 | 10        |
| 4          | 2.08      | 3.30                 | 15        |
| 5          | 2.08      | 3.16                 | 19        |
| 6          | 2.18      | 1.51                 | 14        |

The error in the loop trajectories (1 and 4) is also measured according to how far from the initial point is the ending point. For trajectory 1 (square shape), the error is 31 cm and for trajectory 4 (circle shape) the error is 15 cm. The total distance travelled by the platform over these two trajectories is 20 m and about 31.42 m, respectively, which makes the final error of about 1.6% and 0.5% of the total travelled distance, respectively.

V. CONCLUSION

In this paper, we developed a DL method for motion estimation of an underwater platform that uses the impulse responses obtained for (two or four) receivers mounted on the platform. A model to generate the impulse responses in an underwater simulator is presented and used to produce different data sets to train the DL network. The data sets differ from each other in the parameters used to generate the impulse responses such as the bandwidth and carrier frequency. When generating the impulse responses, a delay compensation technique is applied before calculating the impulse responses, to consider the Doppler effect due to the platform motion.

The motion estimation techniques are validated with simulated data. The proposed technique shows a similar or higher accuracy than techniques that use sonar images rather than impulse responses. Furthermore, the use of impulse responses can reduce significantly the cost of implementation compared to the use of sonar images.

Six simulated trajectories are presented and fully estimated with the impulse responses method, showing high estimation accuracy and almost replicating the ground truth trajectory. For two loop trajectories, where the starting point and the ending point in the underwater scenario are the same, low errors of 1.6% and 0.5% are achieved.

In this paper, the motion estimation based on the channel impulse responses from the seafloor has been investigated only for two DoF. The estimation for three DoF (including the yaw motion) is the next step of the investigation. In our future work, we will also optimize configuration parameters of the sensors, such as the distance and orientation relative to the transmitter and the FoV to further improve the estimation accuracy. The important question is also how to integrate these motion estimates into a trajectory estimate; in this paper, we only used a simple integration algorithm to illustrate the accuracy of the motion estimates. Finally, we are also planning to conduct field experiments to validate the proposed technique.
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