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Abstract—We analyse the effect of correlation between the forward and backward links on the capacity of backscatter communication systems. To that aim, we obtain an analytical expression for the average capacity under a correlated Rayleigh product fading channel, as well as closed-form asymptotic expressions for the high and low signal-to-noise ratio (SNR) regimes. Our results show that correlation is indeed detrimental for a fixed target SNR; contrarily to the common belief, we also see that correlation can be actually beneficial in some instances when a fixed power budget is considered.
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I. INTRODUCTION

Communication using reflected power, usually referred to as backscatter communication, is a rather mature idea [1] that is experiencing a tremendous growth in the last decade due to the advent of Radio Frequency IDentification (RFID) systems and the Internet of Things (IoT)[2-5]. Because of the low mobility of transmitters, receivers and tags in this context, as well as due to the limited operational range of this technology, there exist a non-negligible correlation between the forward and backward links [6][7]. However, this effect is often overlooked because of the inherent mathematical complexity of the equivalent channel observed by the receiver, which involves a product of correlated random variables.

Most existing results in the literature have investigated the effect of correlation in backscatter communications in terms of the outage probability and bit error rate [5][8][9], evaluating the performance loss due to correlation for a target signal-to-noise ratio (SNR). The motivation of this work is two-fold: first, we aim to analyze the effect of correlation on the average capacity of a backscatter communication system. Second, we further investigate the impact of correlation (a) for a fixed average SNR at the receiver (b) for a fixed system power budget. Results will show that correlation can be beneficial for system performance in the low SNR regime in the latter scenario.

Communication using reflected power, usually referred to as backscatter communication, is a rather mature idea [1] that is experiencing a tremendous growth in the last decade due to the advent of RFID systems and the IoT[2-5]. Because of the low mobility of transmitters, receivers and tags in this context, as well as due to the limited operational range of this technology, there exist a non-negligible correlation between the forward and backward links [6][7]. However, this effect is often overlooked because of the inherent mathematical complexity of the equivalent channel observed by the receiver, which involves a product of correlated random variables.

Most existing results in the literature have investigated the effect of correlation in backscatter communications in terms of the outage probability and bit error rate [5][8][9], evaluating the performance loss due to correlation for a target SNR. The motivation of this work is two-fold: first, we aim to analyze the effect of correlation on the average capacity of a backscatter communication system. Second, we further investigate the impact of correlation (a) for a fixed average SNR at the receiver (b) for a fixed system power budget. Results will show that correlation can be beneficial for system performance in the low SNR regime in the latter scenario.

II. SYSTEM MODEL

Let us consider a general backscatter communication system consisting on a transmitter, a passive tag and a reader, as depicted in Fig. 1.

![Fig. 1. Backscatter communication system set-up](image)

For simplicity, yet without loss of generality, we assume that the different agents are single-antenna devices. The instantaneous received signal power at the reader can be expressed as

$$P_R = P_T |g_f|^2 |g_b|^2 = |P_T g_f g_b|,$$

(1)

where $|g_f|^2$ and $|g_b|^2$ indicate the fading power channel coefficients associated to the forward (i.e., transmitter-to-tag) and backward (i.e., tag-to-reader) links. We assume normalised fading coefficients so that $\mathbb{E}\{g_f\} = \mathbb{E}\{g_b\} = 1$, without notice, after which this version may no longer be accessible.
where \(E[\cdot]\) denotes the expectation operator. Hence, the term \(P_R\) can be regarded as the average receive power when the forward and backward links are independent, while \(P_T\) indicates the transmit power. The term \(L_1\) encapsulates the effects of polarization losses due to mismatches between antennas, path losses in the forward and backward links, antenna gains, the coding and modulation schemes, and the tag’s power transfer efficiency and reflection coefficient.

As previously indicated, the forward and backward links are in general correlated \([6, 7]\) in the context of backscatter communication. The instantaneous SNR at the reader will be given by \(\gamma = P_R/N_0\), with \(N_0\) denoting the noise power.

Similarly to other references in the literature that analyze the effect of correlation in backscatter communications \([6, 10]\), we consider that the wireless links undergo Rayleigh fading. While other works consider more sophisticated channel models \([5, 9]\), their inherent mathematical complexity prevents from extracting insights for the actual effect of correlation on system performance. With this consideration, the distribution of \(\gamma\) is that of the product of two correlated exponential RVs, which can be derived from \([11, \text{ eq. 6.55}]\) as:

\[
f_\gamma(\gamma) = \frac{2}{\gamma} \frac{1+\rho}{1-\rho} I_0 \left( \frac{2\sqrt{\rho(1+\rho)}}{\pi} \right) K_0 \left( \frac{2\sqrt{\gamma(1+\rho)}}{1-\rho} \right)
\]

where \(\gamma = \mathbb{E}\left\{\frac{P_R}{N_0}\right\}\) denotes the average SNR at the receiver side, and the power correlation coefficient is defined as \(\rho \triangleq \frac{\text{cov}(g_f g_b)}{\sqrt{\text{var}(g_f) \text{var}(g_b)}}\). \(I_0(\cdot)\) is the modified Bessel function of the first kind and order zero, and \(K_0(\cdot)\) is the modified Bessel function of the second kind and order zero.

Manipulating \([1]\), we can re-express the instantaneous SNR as

\[
\gamma = \frac{P_T L_1}{N_0} g_f g_b, \quad \text{for } \tau' = \frac{P_T}{N_E}.
\]

For convenience of discussion, we define the parameter \(\tau'\) as the ratio between the system transmit power and a constant term \(N_E\), which can be regarded as the system’s noise referred to the transmitter output. We note that \(\tau'\) reduces to the average SNR at the receiver side only in the absence of correlation. In such case, we have \(E\{g_f g_b\} = E\{g_f\} E\{g_b\} = 1\) because of the definition of normalised channel gains. In the general case of correlation between the forward and backward links, from \([11, \text{ eq. 6.55}]\) we have that \(E\{g_f g_b\} = 1 + \rho\). A first important remark is in order at this point: for a fixed transmit power \(P_T\), the average SNR at the receiver end is increased because of correlation, i.e., \(E\{\gamma\} = \tau'(1 + \rho)\). While this seems beneficial from a system design perspective, it turns out that it also increases the variance of \(\gamma\). In the following section, we aim to determine the impact of both effects on system capacity.

### III. Effect of Correlation on System Performance

The average capacity per bandwidth unit is defined as

\[
\overline{C}[\text{bps/Hz}] \triangleq \int_0^\infty \log_2(1 + \gamma) f_\gamma(\gamma) d\gamma,
\]

and can be numerically evaluated plugging \([4]\) into \([4]\) and using standard integration routines included in commercial software packages (e.g., \texttt{integral} in MATLAB, and the scaled in-built representations of the modified Bessel functions). However, it is also possible to find an expression in terms of well-known special functions conventionally used for capacity analyses. After some manipulations, \([4]\) reads as

\[
\overline{C} = C_1 \int_0^\infty \log(1 + \gamma) I_0 (b\sqrt{\gamma}) K_0 (a\sqrt{\gamma}) d\gamma,
\]

where \(\log(\cdot)\) denotes natural logarithm, \(a = \frac{2}{1-\rho} \sqrt{\frac{1+\rho}{\pi}}\), \(b = a\sqrt{\rho}\), and \(C_1 = 2^{2(1-\rho)}\). In order to find an analytical solution for \([5]\), we resort to a series expansion of \(I_0(\cdot)\) \([12, \text{ id. (07.34.21.0012.01)}]\) and the Meijer’s G-function \(G^{m,n}_{p,q} [\cdot]\) representations of both \(K_0(\cdot)\) \([12, \text{ id. (03.04.26.0008.01)}]\) and \(\log(\cdot)\) \([12, \text{ id. (01.04.26.0003.01)}]\). Thus, \([5]\) can be rewritten as

\[
\overline{C} = C_2 \sum_{k=0}^\infty C_k H_{2,4} \left[ \begin{array}{c} \frac{a^2}{4} \end{array} \right] \frac{d\gamma}{\Gamma(1 + k, 1)} \left[ -1, 1, \frac{a^2}{4}, 0, 0, \frac{-a^2}{4}, \frac{a^2}{4}, 0, \frac{-a^2}{4} \right]
\]

where \(C_k = \frac{1}{2} \sum_{k=1}^{k+1} \left( \frac{k}{2} \right)^{2k} \). Finally, by solving \(I_1\) with the help of \([12, \text{ id. (07.34.21.0012.01)}]\), the expression for the average capacity can be formulated as

\[
\overline{C} = C_3 \sum_{k=0}^\infty C_k H_{2,4} \left[ \begin{array}{c} \frac{a^2}{4} \end{array} \right] \frac{d\gamma}{\Gamma(1 + k, 1)} \left[ -1, 1, \frac{a^2}{4}, 0, 0, \frac{-a^2}{4}, \frac{a^2}{4}, 0, \frac{-a^2}{4} \right]
\]

where \(H_{p,n} [\cdot]\) is the Fox H-function \([13, \text{ Eq. (1.1)}]\). We note that several efficient implementations of the H-function are readily available in the literature; in our case, we use the one reported in \([14]\) to evaluate our results. Now, in order to gain insights into the effect of correlation on capacity, we resort to asymptotic analysis in the high and low SNR regimes.

In the high SNR regime, the average capacity can be approximated as in \([15]\)

\[
\overline{C}(\gamma) \approx c \log_2(\gamma) + \log_2(e) \left\frac{dM(k)}{dk}\right|_{k=0},
\]

where \(M(k)\) are the normalised moments of \(\gamma\), which can be expressed from \([2]\) as

\[
M(k) \triangleq \frac{E\{ \gamma^k \}}{\gamma^k} = (1 - \rho) \Gamma(1 + k)^2 2F1 (1 - k, -k; 1; \rho),
\]

where \(\Gamma(\cdot)\) is the gamma function and \(2F1(\cdot)\) denotes the Gauss hypergeometric series \([16, \text{ eq. (15.1.11)}]\)

The derivative of \([2]\) with respect to \(k\) is calculated by repeatedly applying the derivative chain rule. Taking into account that

\[
\frac{d}{dn} \Gamma(a) = \Gamma(a) \psi(a)
\]

with \(\psi(\cdot)\) the digamma function, we only need to get an expression for the partial derivative of the Gauss series. In order to do so, we calculate

\[
\frac{\partial^2}{\partial a \partial b} 2F1(-a, -b; 1; \rho)
\]
where \( a, b > 0 \) by expressing the hypergeometric function in its series form as

\[
_{2}F_{1}(-a, -b; 1; \rho) = \sum_{m=0}^{\infty} \frac{(-a)_m(-b)_m \rho^m}{(1)_m m!} \tag{12}
\]

with \((\cdot)_m\) denoting the Pochhammer symbol. Then, using \cite{17} p. 17, eq. (9) we obtain

\[
\frac{\partial^2}{\partial a \partial b} _{2}F_{1}(-a, -b; 1; \rho) = \sum_{m=0}^{\min(a,b)} \frac{\Gamma(a+1)\Gamma(b+1)}{\Gamma(a-m+1)(b-m+1)\rho^m} \tag{13}
\]

Finally, the application of \cite{10} and the chain rule lead us to

\[
\frac{\partial^2}{\partial a \partial b} _{2}F_{1}(-a, -b; 1; \rho) = \sum_{m=0}^{\min(a,b)} \frac{\Gamma(a+1)(\psi(a+1)-\psi(a-m+1))}{\Gamma(a-m+1)} \tag{14}
\]

Using the above result, and after some algebraic manipulations, the following expression for \cite{8} holds:

\[
\overline{C}(\overline{\gamma}) = \log_2(\overline{\gamma}) - \log_2(1 + \rho), \tag{15}
\]

where \( \gamma_e = 0.57721 \ldots \) is the Euler-Mascheroni constant. Inspection of \cite{15} yields important insights from a practical perspective. First, we see that for a fixed SNR at the receiver, correlation is always detrimental for capacity. We also see that in the absence of correlation, the capacity loss term is doubled with respect to the non-backscattered Rayleigh case, for which \( \overline{C} \approx \log_2(\overline{\gamma}) - 2 \log_2(1 + \rho) \).

Let us now analyze the effect of correlation for a fixed transmit power, i.e., for a given \( P_T \). In this scenario, we have that \( \overline{\gamma} = P_T/N_E(1 + \rho) = \overline{\gamma}^t(1 + \rho) \), so that \cite{15} reduces to

\[
\overline{C}(\overline{\gamma}) = \overline{C}^t(1 + \rho), \tag{16}
\]

Strikingly, in the high SNR regime the degradation due to correlation is compensated by the increase in average SNR compared to the case of independent forward and backward links. This is a novel observation in the literature to the best of the authors’ knowledge. Conventionally, the widespread understanding is that correlation is always detrimental for system performance. As we have now seen, this is only the case when considering a fixed receive SNR, not for a fixed transmit power budget.

As the SNR is decreased, we have that \( \log_2(1 + \gamma) \approx \gamma \); hence, capacity in the low SNR regime is approximated by the first moment of the SNR. We now see that correlation is actually beneficial for system operation when a fixed \( P_T \) is considered, i.e.,

\[
\overline{C}(\overline{\gamma}) = \overline{\gamma}^t(1 + \rho). \tag{17}
\]

IV. Numerical Results

We evaluate the average capacity for the investigated scenario, in order to determine the effect of channel correlation on system performance. In order to double-check the validity of our expressions, we also include Monte Carlo (MC) simulations on the top of our theoretical results. The cases of non-backscattered Rayleigh fading and no fading (AWGN) are also included as reference values. In Fig. 2 we evaluate the average capacity for a fixed average SNR at the receiver side, i.e., a fixed value of \( \overline{\gamma} \). We see that as correlation is increased, the capacity loss with respect to the case of independent backscatter is increased. In the limit case of total correlation, the capacity loss in the high-SNR regime is about 1 bps/Hz larger than for \( \rho = 0 \). We also observe that the asymptotic capacity results become tight as \( \overline{\gamma} \) grows. In all instances, as predicted by Jensen’s inequality, capacity is always lower than in the AWGN case – and also lower than in the single Rayleigh case. We note that despite correlation degrades system performance for a fixed \( \overline{\gamma} \), the transmit power requirements are reduced by a factor of \( 1 + \rho \) compared to the case of independent fading.

Fig. 3 now evaluates the case of using a fixed transmit power \( P_T \). In the absence of correlation, the average SNR corresponds to that denoted by \( \overline{\gamma}^t \). As previously discussed, as correlation is increased then the average SNR experienced at the receiver side is also increased by a factor \((1 + \rho)\). We see that for a fixed system power budget, the effect of correlation is vanished in the high-SNR regime. The capacity degradation due to correlation is compensated by the increase in average SNR and hence the effect of \( \rho \) becomes immaterial as the average SNR grows, as predicted by the asymptotic results in \cite{16}. We also observe that as the average SNR is reduced, correlation is actually beneficial for system capacity – this is a novel observation in the literature to the best of our knowledge. In order to better illustrate the role of correlation in the low SNR regime, we represent in Fig. 4 the average capacity normalised to that of the AWGN case.

We see in Fig. 4 that as the transmit power is decreased (i.e., which causes the average SNR to be reduced for a given system set-up), correlation allows for obtaining a larger capacity than in the case of independent backscattering, and remarkably, also than in the absence of fading. Note that this
result does not contradict Jensen’s inequality, as it gives an upper bound for channel capacity for a fixed average receive SNR. Instead, it suggests that for a fixed power budget and a low SNR operation, correlation can be beneficial for system performance.

V. Conclusion

We provided relevant conclusions about the role of channel correlation in the context of backscatter communications. While our analytical results confirm that correlation is detrimental for capacity for a target average SNR, they also show that when a fixed system power budget is considered, correlation is actually beneficial in the low SNR regime and its impact on system performance vanishes as the average SNR is increased.
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