Emergence of molecular chirality due to chiral interactions in a biological environment
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Abstract We explore the interplay between tunneling process and chiral interactions in the discrimination of chiral states for an ensemble of molecules in a biological environment. Each molecule is described by an asymmetric double-well potential and the environment is modeled as a bath of harmonic oscillators. We carefully analyze different time-scales appearing in the resulting master equation at both weak- and strong-coupling limits. The corresponding results are accompanied by a set of coupled differential equations characterizing optical activity of the molecules. We show that, at the weak-coupling limit, chiral interactions prohibit the coherent racemization induced by decoherence effects and thus preserve the initial chiral state. At the strong-coupling limit, considering the memory effects of the environment, Markovian behavior is observed at long times.
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1 Introduction

A long-standing problem in biology is the origin of biomolecular homochirality, i.e., the observation of a natural preference for L-proteins and D-sugars in life forms [1–4]. The problem can to some extent be broken down into two sub-problems: why chiral configurations of a chiral molecule are stable (stabilization problem), and further how to explain the observed preference for a particular chiral configuration of a biological chiral molecule (discrimination problem). The stabilization problem, more explicitly, refers to the fact that
Although the states associated to chiral configurations are not stationary states, they are stable for a long time. With some appropriate adiabatic approximations, Hund formulated this problem in a symmetric double-well potential, in which the molecule can bounce between two chiral states -localized in two minima of the potential- by quantum tunneling through the inversion barrier [5]. If the barrier is high enough to prevent the tunneling process, the molecule remains in its initial chiral state. Accordingly once produced, some chiral molecules are stable for a remarkably long time. Upon a quantitative analysis, however, Hund’s explanation seems rather insufficient for molecules with low inversion barrier [6, 7].

The discrimination problem is addressed directly by considering an asymmetric double-well potential, realized by incorporating chiral interactions into the dynamics. A chiral interaction in general transforms as a pseudo-scalar (i.e., a number that changes sign under parity) [8]. If chiral interactions are strong enough to overcome tunneling process, they can confine the molecule in the chiral state corresponding to the deeper well. The most discussed interactions in this context are parity-violating electro-weak interactions [9–13]. Most theoretical calculations based on these interactions confirm the preference for L-proteins and D-sugars [14]. However, the induced configurational bias is very small to be able to recover the chiral discrimination in a macroscopic scale [15]. Nevertheless, the external chiral effects (including the dispersion interactions between chiral molecules [16] and interaction with the circularly-polarized light [17]) can be incorporated to amplify these small effects. The problem is that the induced chiral bias is demolished by the inexorable non-linear mechanisms induced by the environment. Here, the challenges are quantifying these mechanisms and introducing them into the dynamics.

Many different approaches have been developed to examine the environmental effects. The most cited approaches are the mean-field and decoherence theories. The mean-field theory envisages the effect of the environment as an effective potential added to the Schrödinger dynamics of the system [18]. The resulting non-linear dynamics can lead to more stabilized chiral states [19–21]. Recently, this model is extended to include chiral interactions in the Langevin formalism of open systems [22–26]. The decoherence theory describes the environment-induced, dynamical destruction of quantum coherence, which leads to a selection of a distinguished set of system’s states [27, 28]. The most ubiquitous model of decoherence is scattering model or more conveniently collisional decoherence [29–32]. It was suggested that the chiral states are stabilized due to the collisions with the environment, inducing the indirect position-measurement on the molecule [33–35]. Similar decoherence models also tackled the stabilization problem by coupling the system with photons [36, 37] and with phonons [38]. Recently, Trost and Hornberger examined the collisional decoherence of chiral states by dipole-quadruple intermolecular chiral interaction [39]. Bahrami and Shafiee explored the role of fundamental electro-weak interactions on the collisional decoherence of chiral states using the linearized quantum Boltzmann equation [40]. The collisional decoherence accounts for two-body collisions, appropriate to represent a dilute environment. In a condensed phase, more appropriate to represent a biological environment, since the medium is always present, the idea of a collision loses its meaning. The simplest representation of a condensed phase is a collection of harmonic oscillators. When the oscillators couple linearly to the two-level system, the result is the Spin-Boson model studied extensively in the literature, particularly by Leggett and co-workers [41]. The applications of two-level systems to quantum computation, experiments on macroscopic quantum coherence in SQUIDs, and electron transfer reactions have led to additional interest in the Spin-Boson model (c.f. [28] for a rather complete analysis). Recently, this model is used to analyze the role of quantum decoherence in biological systems [42–48]. The perturbative treatment of the model in the weak- and strong-coupling
limits resulted in the Born-Markov [49, 50] and Nakajima-Zwanzig master equations [51, 52]. The path integral method was also used to explore a driven Spin-Boson model [53]. A basic application of this model to chiral molecules is found in the pioneering works of Harris and Silbey [54–56]. They showed that coupling of the molecule to a condensed phase results in the renormalization of the tunneling matrix element. So far, the Spin-Boson model is applied to the case of chiral molecules mostly at the tunneling-dominant limit [56]. Here, we solve the general Spin-Boson model to examine the interplay between tunneling process and chiral interactions in the discrimination of chiral states of an ensemble of chiral molecules in a biological environment.

The paper is organized as follows. In the next section, we describe the general Spin-Boson model. In the third section, after a brief introduction to decoherence theory, we derive the explicit form of the master equations for weak- and strong-coupling limits of the model. The resulting master equations are solved through a set of coupled differential equations to re-examine the chiral discrimination problem by analysing the optical activity of the ensemble of molecules.

2 General Spin-Boson model

An ensemble of chiral molecules in interaction with a harmonic bath is characterized by the total Hamiltonian

\[ \hat{H}_{\text{tot}} = \hat{H} + \hat{H}_\varepsilon + \hat{H}_{\text{int}} \]  

where \( \hat{H} \) and \( \hat{H}_\varepsilon \) are the self-Hamiltonians of the molecules and environment, and \( \hat{H}_{\text{int}} \) is the interaction Hamiltonian. Each chiral molecule in the ensemble can occur as two identical pair configurations through the inversion at the molecule’s center of mass by a long-amplitude vibration known as contortional vibration [57, 58]. This vibration is effectively described by the motion of a particle in an asymmetric double-well potential [59, 60]. The minima, associated to equilibrium positions of two chiral configurations, are separated by barrier \( V^\circ \). The biased energy, \( \omega_z \), known as the tilt, is considered as a measure of chiral interactions. In the limit \( V^\circ \gg \hbar \omega^\circ \gg k_B T \) (\( \omega^\circ \) is the vibration frequency in each well), the molecular states are effectively confined in the two-dimensional Hilbert space spanned by two chiral states. For most chiral molecules this limit holds up to the room temperature [57, 58]. Accordingly, the corresponding effective Hamiltonian for an ensemble with \( N \) molecules in the chiral basis can be written as

\[ \hat{H} = \sum_{i=1}^{N} \left[ -\omega_z \hat{S}_z - \delta \hat{S}_x \right] \]  

where \( \delta \) is the tunneling frequency, and \( \hat{S}_i \) \( (i = x, y, z) \) is the \( i \)-th component of spin Pauli operator [41]. The magnitude of tunneling frequency ranges from the inverse of the lifetime of the universe to thousands of Hertz. The tilt introduced into the Hamiltonian slightly stabilizes the right-handed configuration which is the case for D-sugars [14]. The ensemble of molecules is subjected to a condensed bath, modelled as a collection of harmonic oscillators with the Hamiltonian

\[ \hat{H}_\varepsilon = \sum_i \left( \frac{1}{2m_i} \hat{p}_i^2 + \frac{1}{2} m_i \omega_i^2 \hat{q}_i^2 \right) \]
The $i$-th harmonic oscillator in the bath is described by its natural frequency, $\omega_i$, mass, $m_i$, and position and momentum operators, $\hat{q}_i$ and $\hat{p}_i$, respectively. The interaction Hamiltonian is defined as

$$\hat{H}_{int} = \hat{S}_z \otimes \sum_i c_i \hat{q}_i$$  \hspace{1cm} (4)$$

which describes the correlation between the position of each chiral molecule and the position, $\hat{q}_i$, of $i$-th harmonic oscillator in the environment, with coupling strengths $c_i$.

### 3 Decoherence program

In the decoherence approach, at $t = 0$, the initial state of each molecule in the ensemble is written as a coherent superposition of two chiral states, $|L\rangle$ and $|R\rangle$, and the environment is assumed to be in a neutral state, $|E_0\rangle$. Before the interaction, then, the total ensemble-environment state has the product form

$$|\psi_{tot}(0)\rangle = \prod_{i=1}^{N} [c_L|L\rangle + c_R|R\rangle]_i \otimes |E_0\rangle.$$ \hspace{1cm} (5)$$

After the interaction, the molecular states become entangled with the corresponding states of the environment

$$|\psi_{tot}(t)\rangle = \prod_{i=1}^{N} [c_L|L\rangle|E_L\rangle + c_R|R\rangle|E_R\rangle]_i.$$ \hspace{1cm} (6)$$

The reduced density matrix of the molecules is obtained by tracing over the environment degrees of freedom

$$\rho(t) = \prod_{i=1}^{N} \left[ |c_L|^2 |L\rangle\langle L| + |c_R|^2 |R\rangle\langle R| + c_L c_R^* \langle L| \langle E_L | + c_R c_L^* \langle R| \langle E_R | \right]_i.$$ \hspace{1cm} (7)$$

If sufficient information is recorded by the environment, the final environmental states $|E_L\rangle$ and $|E_R\rangle$ will be approximately orthogonal at the rate $\langle E_L | E_R \rangle \propto e^{-t/\tau_D}$, in which $\tau_D$ denotes the characteristic decoherence time-scale. Therefore, interferences in the reduced density matrix (7) are suppressed by flowing information from the ensemble of molecules to the environment, leading to a mixed state

$$\hat{\rho}(t) \approx \prod_{i=1}^{N} \left[ |c_L|^2 |L\rangle\langle L| + |c_R|^2 |R\rangle\langle R| \right]_i.$$ \hspace{1cm} (8)$$

The molecular states which emerge dynamically are those states with the most robustness against interaction with the environment. In the other words, they become least entangled with the environment in the course of the evolution and are thus most immune to decoherence. The rates of entanglement of different sets of molecular states with environment states determine which set of molecular states becomes stable.

It is often very difficult, if not impossible, to determine the time evolution of the density matrix in an analytic manner. In such cases, one can use approximation schemes that lead to master equations for the evolution of the reduced density matrix of the molecules. The derivation of a quantum master equation is most easily performed in the interaction picture.
The time evolution of total density matrix is determined by the interaction-picture Liouville-von Neumann equation [28]

$$\partial_t \hat{\rho}_{\text{tot}}^{(I)}(t) = -\frac{i}{\hbar} \left[ \hat{H}_{\text{int}}^{(I)}(t), \hat{\rho}_{\text{tot}}^{(I)}(t) \right].$$

(9)

The superscript “I” indicates the operators in the interaction picture. A typical operator $\hat{A}(t)$ in the interaction picture is defined as $\hat{A}^{(I)} = e^{i\hat{H}_o t / \hbar} \hat{A}(t) e^{-i\hat{H}_o t / \hbar}$, where $\hat{H}_o = \hat{H} + \hat{H}_e$. From now on, we will simplify our notation by omitting this superscript. We can transform (9) into an equation for the reduced density matrix of the molecules by integrating iteratively, and then taking the trace over the environment states,

$$\partial_t \hat{\rho}(t) = -\int_0^t dt \text{Tr}_e \left[ \hat{H}_{\text{int}}(t), \left[ \hat{H}_{\text{int}}(t), \hat{\rho}_{\text{tot}}(t) \right] \right].$$

(10)

If we assume that the interaction between the molecules and the environment is sufficiently weak, the density matrix of the molecules-environment combination remains at all times in an approximate product form ($\hat{\rho}_{\text{tot}}(t) \approx \hat{\rho}(t) \otimes \hat{\rho}_e(t)$). Also, because the environment is large in comparison with the size of the ensemble, the temporal change of the environment density matrix can be neglected ($\hat{\rho}_e(t) \approx \hat{\rho}_e(0)$). This is called the Born approximation.

To proceed further, we should specify the strength of the coupling between the system and environment. The dynamics of the Spin-Boson model can be described at the weak- and strong-coupling limits.

### 3.1 Weak-coupling limit

At the weak-coupling limit, it is assumed that the environment quickly forget any internal self-correlations that established in the course of the interaction with the molecules. This is called the Markov approximation. Then, one can put the upper limit of the integral in (10) to infinity because the correlation functions are negligible after a definite time. After some mathematics, the Born-Markov master equation

$$\partial_t \hat{\rho}(t) = -\frac{i}{\hbar} \left[ \hat{H}, \hat{\rho} \right] - \mathcal{L}_\rho$$

(11)

with

$$\mathcal{L}_\rho = \int_0^\infty dt \left\{ \nu(t) \left[ \hat{\sigma}_z, [\hat{\sigma}_z(-t), \hat{\rho}] \right] - i \eta(t) \left[ \hat{\sigma}_z, [\hat{\sigma}_z(-t), \hat{\rho}] \right] \right\}$$

(12)

as given in [28]. The effects of the environment on the dynamics of the reduced density matrix of the molecules are introduced through the noise and dissipation kernels,

$$\nu(t) = \int_0^\infty d\omega J(\omega) \coth \left( \frac{\hbar \omega}{2k_B T} \right) \cos(\omega t),$$

$$\eta(t) = \int_0^\infty d\omega J(\omega) \sin(\omega t).$$

(13)

Here, $J(\omega)$ is the spectral density, corresponding to a continuous spectrum of environmental frequencies, $\omega$. It encapsulates the physical properties of the environment. For more convenience, we employ an ohmic spectral density with an exponential cut-off as

$$J(\omega) = J_\omega \omega e^{-\omega / \Lambda}$$

(14)

in which $J_\omega$ is a dimensionless measure of the system-environment coupling strength and $\Lambda$ is a high-frequency cut-off. The general Spin-Boson model, defined by the Hamiltonian (2), is complex, both in terms of its mathematical solution and the dependencies of the resulting
decoherence dynamics on the relative magnitudes of the parameters. More specifically, the
time dependence of $\hat{\sigma}_z$ in the interaction picture can be carried out thorough the heavy
calculations of the disentangling theorem [61]. For a more trackable discussion, we pass
over the details of the calculation, and present the final result as

$$\hat{\sigma}_z(-t) = A_1(t)\hat{\sigma}_z + A_2(t)\hat{\sigma}_x + A_3(t)\hat{\sigma}_y$$  \hspace{1cm} (15)$$

with

$$A_1(t) = \frac{\omega_z^2 + \delta^2 \cos(kt)}{k^2}$$
$$A_2(t) = \frac{\omega_z\delta}{k^2} [1 - \cos(kt)]$$
$$A_3(t) = \frac{\delta}{k} \sin(kt)$$  \hspace{1cm} (16)$$

with $k^2 = \omega_z^2 + \delta^2$. The first term in (15) denotes the population difference for an iso-
lated ensemble of chiral molecules, as previously reported by Harris and Stodolsky [10],
and recently by Bargueño and co-workers [22] in the Langevin formalism. If we have a
symmetric double-well, i.e., $\omega_z = 0$, the well-known symmetric tunneling oscillations are
recovered. According to the explicit expression of $A_1(t)$ in (16), even if the magnitude of
chiral interactions is small, they may swamp the effect of tunneling.

After inserting (15) in (12), the non-linear part of the Born-Markov master equation reads as

$$\mathcal{L}_\rho = D [\hat{\sigma}_z, [\hat{\sigma}_z, \hat{\rho}]] + f [\hat{\sigma}_z, [\hat{\sigma}_x, \hat{\rho}]] + f' [\hat{\sigma}_z, [\hat{\sigma}_y, \hat{\rho}]]$$
$$-i\gamma [\hat{\sigma}_z, \{\hat{\sigma}_x, \hat{\rho}\}] - i\gamma' [\hat{\sigma}_z, \{\hat{\sigma}_y, \hat{\rho}\}]$$  \hspace{1cm} (17)$$

with

$$D = \int_0^\infty dt \nu(t)A_1(t),$$
$$f = \int_0^\infty dt \nu(t)A_2(t), \hspace{0.5cm} f' = \int_0^\infty dt \nu(t)A_3(t),$$
$$\gamma = \int_0^\infty dt \eta(t)A_2(t), \hspace{0.5cm} \gamma' = \int_0^\infty dt \eta(t)A_3(t).$$  \hspace{1cm} (18)$$

This is the complete form of the Born-Markov master equation for the Spin-Boson model.
Each coefficient in the (17) carries a particular physical interpretation.

The first term in (17) describes the direct monitoring of the molecule’s position by
the environmental particles. Thus it describes normal decoherence, or, more conveniently
dehasing, at a rate given by

$$D = \pi J_0 k_B T \omega_z^2 + \frac{\pi J_0 \delta^2}{2k} e^{-\frac{\omega_z^2}{2k_B T}} \coth \left( \frac{\hbar k}{2k_B T} \right).$$  \hspace{1cm} (19)$$

At the high-temperature limit, it is assumed that the thermal energy, $k_B T$, of the environment
is much greater than the natural energy of the molecules $\hbar k$ and the environment cut-off
energy, $\hbar \Lambda$ [62]. At this limit, we can approximate $\coth \left( \frac{\hbar k}{2 k_B T} \right) \approx \frac{2 k_B T}{\hbar k}$. Therefore, the decoherence rate is reduced to

$$D \simeq D_0 \left( \frac{\omega^2 + \delta^2 e^{-\frac{\hbar k}{2 k_B T}}}{k^2} \right)$$  \hspace{1cm} (20)$$

with $D_0 = \pi J_0 k_B T / \hbar$. Figure 1 portrays the behavior of the decoherence rate $D$ against the tilt. The plot clearly shows that decoherence effects resulting from the symmetric double-well (i.e., $\omega_z = 0$), where the dynamics is governed by a tunneling process, stabilize the chiral states at the rate $D = D_0 e^{-\frac{\hbar k}{2 k_B T}}$ (stabilization problem). As mentioned, for an isolated chiral molecule, introducing chiral interactions into the dynamics through the tilt, stabilizes the corresponding chiral state. For a chiral molecule in interaction with the environment, this means that the environment affects two chiral states differently. Since the decoherence rate increases with the tilt, decoherence effects stabilize this particular chiral state more than the other one (discrimination problem).

The second and third terms in (17), known as anomalous decoherence terms, describe the position monitoring of the molecules by other variables of the bath. The anomalous decoherence of $\hat{\sigma}_x$ occurs at the rate

$$f = \frac{\pi J_0 k_B T \delta}{k} \left[ \frac{k_B T}{\hbar k} - \frac{1}{2} e^{-\frac{\hbar k}{2 k_B T}} \coth \left( \frac{\hbar k}{2 k_B T} \right) \right]$$  \hspace{1cm} (21)$$

and the analogous anomalous rate $f'$ is obtained as

$$f' = \frac{\sqrt{\pi} J_0 k_B T \delta}{2 \hbar \omega_z} \left\{ G^{2,1}_{1,3} \left( \frac{k B}{2 \Lambda} \right)^2 \begin{vmatrix} \frac{1}{2} \end{vmatrix} \begin{vmatrix} \frac{1}{2}, 0 \end{vmatrix} \right\}$$  \hspace{1cm} (22)$$

where $G$ is the Meijer G-function [63]. The tilt dependence of the anomalous rates exhibits a decay behaviour. This is because the augmentation of direct monitoring of molecule position with the tilt suppresses its indirect monitoring.
The temperature dependence of decoherence rates are approximately linear. In other words, decoherence becomes stronger as the temperature of the environment is raised. This increase is due to the fact that, as the temperature is raised, excited energy levels will be increasingly occupied in each harmonic oscillator, and thus the characteristic wavelengths present in the bath will decrease. This means that the bath will be able to better resolve the position of the molecules, leading to stronger decoherence of well-separated positions.

The two last terms of the master equation (17) describe $\hat{σ}_x$ and $\hat{σ}_y$ damping (and thus dissipation) due to the interaction with the environment. Note that dissipation coefficients are independent of the reservoir temperature. The damping of $\hat{σ}_x$ occurs at a rate given by

$$\gamma = \gamma_0 \frac{\omega_0 \delta}{k^2} \left[ \left( 1 - \sqrt{\pi} G_{1,3} \left( \left( \frac{k}{2\Lambda} \right)^2 \left| \begin{array}{c} 2 \\ 2, 2, \frac{3}{2} \end{array} \right. \right) \right) \right]$$  \hspace{1cm} (23)

with $\gamma_0 = J_0 \Lambda$. The analogous dissipation term occurs at the rate

$$\gamma' = \gamma_0 \frac{\pi \delta}{2\Lambda} e^{-\frac{k}{\Lambda}}.$$  \hspace{1cm} (24)

The tilt dependence of the dissipation rates exhibits a decay behavior. Dissipation causes the system ultimately to reach thermal equilibrium. The characteristic rate at which this happens is typically referred to as the relaxation rate. This rate is directly dependent on the strength of the interaction between the system and environment. For the system under study, increasing the strength of chiral interactions through the tilt increases the energy difference between two wells. If this energy difference approaches the maximum energy of the environment, the cut-off energy, $\hbar \Lambda$, the environmental particles cannot monitor the molecules and then the coupling between molecules and environment becomes weaker, which in turn decreases the relaxation rate.

3.1.1 Biological environments

Now we discuss the implications of the master equation that we developed to describe the interactions between biomolecules and their surroundings. The biomolecule-environment coupling plays an important role in the behavior of biomolecules. It is necessary to have good models for the environment to show how the resulting decoherence will affect the biomolecule’s dynamics (for a complete treatment of modelling decoherence in biomolecules, see [64]). An interesting class of models focuses on the interaction between a two-level system, described by Pauli matrices, and its environment. A particular specific form for this interaction, applicable to a diverse range of systems is the Spin-Boson model, which we discussed here. Now, we again use the master equation (11) to describe the behavior of chiral molecules in interaction with a biological environment. To be more explicit, we focus our attention on a chromophore. A chromophore is an optically active part of a protein responsible for its color. A natural environment for the chromophore consists of its protein and surrounding solvent. The chromophore and its condensed environment can be modeled as a two-level system and a bath of harmonic oscillators [65]. The coupling with the environment is determined by the spectral density $J(\omega)$. The spectral density is obtained from the microscopic details of the model under consideration. The simplest model arises when the chromophore is treated as a point dipole inside a uniform, spherical protein surrounded by
a uniform polar solvent. For a Debye solvent and a protein with a static dielectric constant, the spectral density can be written as [65]

\[ J(\omega) = \frac{\alpha \omega}{1 + \tau_E^{2} \omega^{2}} \]  

with

\[ \alpha = \frac{(\Delta \mu)^2}{4\pi \epsilon_0 b^3} \frac{6\epsilon_p (\epsilon_s - \epsilon_\infty) \tau_E}{(2\epsilon_s + \epsilon_p)(2\epsilon_\infty + \epsilon_p)} \]

and

\[ \tau_E = \frac{2\epsilon_\infty + \epsilon_p}{2\epsilon_s + \epsilon_p} \tau_D \]

where \( b \) is the radius of the protein containing the chromophore, \( \Delta \mu \) is the difference between the dipole moment of the chromophore in the ground and excited states, \( \epsilon_p \) is a dielectric constant of the protein environment, \( \epsilon_s \) and \( \epsilon_\infty \) are the static and high-frequency dielectric constants of the solvent, and \( \tau_D \) is the Debye relaxation time of the solvent. For a chromophore in water, we have \( \alpha \approx 1 \) and \( \tau_E \approx 0.5 - 2.5 \text{ps} \). The arbitrary choice of the cut-off does not change the structure of the reservoir and thus the exponential cut-off, used in (14), yields the same dynamics. So, we can employ the Ohmic version of biological spectral density with \( J_0 = \alpha \) and \( \Lambda = \tau_E^{-1} \). The previous discussion can be applied to biological chiral molecules by incorporating this allocation. At this point, we can estimate an order of magnitude for the weak-coupling dephasing rate for an ensemble of adamantanone molecules in an aqueous environment. The high-temperature cut-off frequency, according to the limit \( k_B T \gg \hbar \Lambda \), for the temperature 100K, can be estimated as \( 10^{12} \text{Hz} \). The tunneling frequency of Adamantanone is about to \( 10^{12} \text{Hz} \). Taking \( \omega_z = 10^3 \delta \), the weak-coupling dephasing time is estimated as \( 10^{-12} \text{s} \). In the next section, we examine optical activity of the ensemble of Adamantanone molecules in water as a common biological environment.

3.1.2 Optical activity

Optical activity is the ability of an ensemble of chiral molecules to show chiroptical properties including optical rotation, circular dichroism and differential Rayleigh and Raman scattering of circularly polarized light. It can be used to determine which chiral configuration is present in the ensemble of molecules. Optical activity is proportional to the population difference, \( Z \), between two corresponding chiral states. We begin with isolated chiral molecules. Optical activity for an ensemble of chiral molecules in the absence of environmental interactions is determined by the first expression in (16). The corresponding behavior, shown in the blue plot in Fig. 2, shows symmetric oscillations between two chiral states. Introducing asymmetry into the unitary dynamics reduces the symmetry of the oscillations, eventually confining them to one well (red plot in Fig. 2). Since the ensemble of molecules is isolated, this oscillatory behavior can be interpreted as the quantum signature of optical activity.

Now, we turn our attention to an ensemble of chiral molecules in interaction with the environmental particles. The coupling of the molecules with the environment has two immediate consequences. First, it turns an ensemble of chiral molecules, containing predominantly one chiral configuration, into a mixture of equal amounts of each chiral configuration. This is a relaxation process, known as dephasing racemization, during which optical activity of the ensemble decreases. This type of racemization should be distinguished from the typical thermal racemization. In the former, the incoherent tunneling through the barrier is induced by the environment, while in the latter, the molecules are energetic enough
to surmount the barrier. Here, we assume that the temperature is sufficiently low, so that the thermal racemization is improbable. Second, it suppresses the quantum characteristics of the molecules by reducing the amplitude of the oscillations. The Born-Markov master equation (17) is conveniently solved through the solution of the time evolution of the elements of the density matrix, determined by the set of differential equations

\[ \frac{\partial}{\partial t} X(t) = -\omega_z Y(t) + (f + \gamma) Z(t) + \gamma', \]

\[ \frac{\partial}{\partial t} Y(t) = -\omega_z X(t) - \omega_z X(t) - D Y(t) + (f' + \delta) Z(t) - \gamma, \]

\[ \frac{\partial}{\partial t} Z(t) = -\gamma X(t) - \delta Y(t) \] (28)

with \( X(t) = \text{Re}(\rho_{LR}(t)), \) \( Y(t) = \text{Im}(\rho_{LR}(t)) \) and \( Z(t) = \rho_{RR}(t) - \rho_{LL}(t) \) for the Bloch-vector representation [66]. This is the complete form of Bloch-type equations for the Spin-Boson model. The stability of molecules is analyzed based on the character of the eigenvalues of the Jacobian matrix. The general form of population difference can be written as

\[ Z(t) \sim \sum_{n=1}^{3} A_n e^{\lambda_n t} \cos \alpha_n t, \]

where \( A_n \) is the amplitude coefficient and \( \lambda_n + i\alpha_n \) is \( n \)th eigenvalue of Jacobian matrix. If all eigenvalues have negative real parts (\( \lambda_n \leq 0 \)), the molecules are stable. In this case, population difference \( Z(t) \) acts like an under-damped oscillator. The competition between damping (exponential term) and oscillation (periodic term) determines the dynamics of the system.

Now, we discuss the dynamics of optical activity for different initial preparations. We assume that the initial state of the ensemble of molecules is prepared as

\[ \rho_0 = \begin{pmatrix} P_R & a - i b \\ a + i b & P_L \end{pmatrix}. \] (29)

Here, \( P_R \) and \( P_L \) are the probabilities to find the molecule in the right or left well, and \( a \) and \( b \) are the coherences. In the standard preparation, the system is set up at time \( t = 0 \) in a localized eigenstate of \( \hat{S}_z \), in particular when the tunneling dynamics is investigated. We then have \( P_{R/L} = \pm 1 \) and \( a = b = 0 \). Optical activity of the ensemble under environmental interactions can be studied in three limits: the tunneling-dominant limit, the localization-dominant limit, and the interplay limit (the limit at which tunneling and localization can compete with each other). At the tunneling-dominant limit, corresponding to the symmetric double-well, after several symmetric oscillations (resulted from tunneling dynamics),
racemization (resulted from the dissipation effects of the environment) occurs, and destroys the initial chiral state (blue plot in Fig. 3). If we introduce the chiral interactions into the dynamics, oscillations are gradually suppressed, but racemization still occurs (red plot in Fig. 3). At the localization-dominant limit, the chiral interactions prohibit the dissipative effects of the environment and then confine the molecules in the initial chiral state (green plot in Fig. 3).

When the molecules are prepared in the ground state of energy, we have $P_R - P_L = \omega_z/k$, $a = \delta/k$ and $b = 0$. For this initial preparation, different regimes correspond to different initial conditions (Fig. 4). At the tunneling-dominant limit, since the amplitude coefficients are zero, there is no dynamics. The dynamics of the molecules at the interplay and localization limits are similar to the corresponding dynamics in the localized initial state.

The comparison between the localized state and ground state behaviours shows that although the equilibrium states reached asymptotically are independent of the initial state, effects of the initial preparation in the under-damped regime strongly affect the short time dynamics. These results are also obtained by Grifoni and co-workers who studied the driven Spin-Boson model using the path integral method [53].

A decrease in the temperature of the bath reduces the decoherence effects, realized by an augmentation in the oscillatory behavior of the optical activity (Fig. 5), which is in agreement with the work of Peñate-Rodríguez and co-workers [26] in the Langevin approach.

Our results are also consistent with the results of the mean-field approach. In this context, Vardi employed a Hartree-Fock technique to account for the interaction between each molecule and the mean-field induced by all other molecules of the ensemble [19]. This mean-field includes both homochiral (between molecules of the same chirality) and heterochiral (between molecules of opposite chirality) interactions. When the non-linearity given by the difference between heterochiral and homochiral interactions is sufficiently large, the population is trapped in one of the wells even if the potential is perfectly symmetric. The origin of this difference can be traced back to the intermolecular chiral interactions. In

---

**Fig. 3** Time evolution of optical activity for an ensemble of Adamantanone molecules in an aqueous environment at the tunneling-dominant limit (blue) for $\omega_z = 10^{-3}\delta$, interplay limit (red) for $\omega_z = \delta$ and localization-dominant limit (green) for $\omega_z = 10^3\delta$. The initial state is the right-handed state and the temperature is fixed at $T = 100K$. 

---
our study, as it is convenient in the decoherence approach, we describe the dynamics of the isolated ensemble of molecules with a linear dynamics. Therefore, all chiral interactions are included in the tilt. If we introduce the tilt into the dynamics, the oscillations are confined to one well (red plot in Fig. 2), which is consistent with Vardi’s result. Recently, Bargueño and co-workers extended Vardi’s model to include other chiral interactions and dissipative effects of the environment in the Langevin formalism of open systems [22]. They showed that, considering the dissipative effects of the environment, the interplay between the mean-field and external chiral effects leads to localization, independent of the initial preparation. In our work, localization occurs at the localization-dominant limit, independent of the initial state (green plots in Figs. 3 and 4). In a more recent work, Gonzalo and Bargueño have studied the effect of an external chiral field on the optical activity of chiral molecules in
the gas phase [23]. They showed that decoherence effects always lead to racemization, for small enough chiral external field. In the condensed phase, however, since the environment is always present, the chiral interactions can preserve the initial chiral state.

3.2 Strong-coupling limit

At the strong-coupling limit, which is likely at very low temperatures, since the memory effects of the environment are at work, the dynamics is non-Markovian. The pronounced memory effects in the environment may cause strong dependencies of the evolution of the reduced density matrix on the past history of the system-environment combination. This makes it impossible to describe the reduced dynamics by a time-local differential equation. However, it is often possible to arrive at a non-Markovian but time-local master equation by using the so-called time-convolutionless projection operator technique [52]. This ansatz provides a perturbative expansion of the system-environment interaction and results in a local time evolution equation for the reduced density matrix of the system.

Consider a system which is coupled to an environment. The Hamiltonian of the total system is given by

\[ \hat{H}_{\text{tot}} = \hat{H}_0 + \alpha \hat{H}_{\text{int}} \]  

(30)

where \( \hat{H}_0 \) describes the free evolution of the system and environment, and \( \alpha \) is an expansion parameter that determines the strength of the coupling. The state of the total system is described by the density matrix, \( \hat{\rho}_{\text{tot}} \), which is a solution of the Liouville-von Neumann equation

\[ \frac{\partial}{\partial t} \hat{\rho}_{\text{tot}}(t) = -\frac{i}{\hbar} [\hat{H}_{\text{int}}(t), \hat{\rho}_{\text{tot}}(t)]. \]  

(31)

If we integrate over this equation twice and then differentiate with respect to \( t \), we obtain the time-convolutionless equation to second order which is the same as (10). Recently, Laine derived a time-convolutionless master equation for the Spin-Boson model [67]. Here, we apply Laine’s work to the case of chiral molecules. The interaction Hamiltonian, \( \hat{H}_{\text{int}} \), is taken to be a tensor product of the molecules and operator, \( \hat{\sigma} \), of the environment; \( \hat{H}_{\text{int}} = \hat{S} \otimes \hat{E} \). The molecule’s operator may be decomposed into its eigenoperators as

\[ \hat{S} = \sum_{\omega'} S(\omega'), \]  

where \( \omega' = \epsilon' - \epsilon / \hbar \) with \( \epsilon \) and \( \epsilon' \) being the eigenvalues of the molecular Hamiltonian. For our Spin-Boson model, the eigenoperator of each molecules are defined as

\[ \hat{S}(0) = -\frac{\omega z}{2k} \hat{\sigma}_z, \quad \hat{S}(\pm k) = \frac{\delta}{k} \hat{\sigma}_\mp \]  

(32)

where \( \hat{\sigma}_\mp \) are ladder operators. To obtain a physically intuitive description of the dynamics, it is convenient to use the secular approximation which consists of replacing the generator of the interaction-picture master equation by its time average. Following [67], the corresponding master equation can be written as

\[ \frac{\partial}{\partial t} \hat{\rho}(t) = -\frac{\hbar}{i} [\hat{H}_{\text{LS}}, \hat{\rho}] - \mathcal{L}' \]  

(33)

with

\[ \mathcal{L}' = \sum_{\omega'} \gamma_{\omega'}(t) \left[ \hat{S}(\omega') \hat{\rho} \hat{S}^\dagger(\omega') - \frac{1}{2} \{ \hat{S}^\dagger(\omega') \hat{S}(\omega'), \hat{\rho} \} \right] \]  

(34)
\begin{align*}
\gamma_0(t) &= J_0 \frac{\Lambda^2 t}{1 + \Lambda^2 t^2} \\
\gamma_{\pm k}(t) &= J_0 \frac{\Lambda}{1 + \Lambda^2 t^2} \left[ \Lambda t \cos (kt) \mp \sin (kt) \right] \\
&\quad + J_0 k e^{\mp i k t} \left[ \Re \left[ \text{Si} \left( kt + i \frac{k}{\Lambda} \right) \right] \mp \Im \left[ \text{Ci} \left( kt + i \frac{k}{\Lambda} \right) \right] \right] \pm \pi/2
\end{align*}

where $\hat{H}_{LS}$ is the Lamb-shift Hamiltonian and the time-dependent rate is defined as
\begin{equation}
\gamma_{\omega'}(t) = \int_0^t dt' \int_0^\infty d\omega J(\omega) \sin (\omega' - \omega) t'
\end{equation}
which for ohmic spectral density (14) yields
\begin{align*}
\gamma_0(t) &= J_0 \frac{\Lambda^2 t}{1 + \Lambda^2 t^2} \\
\gamma_{\pm k}(t) &= J_0 \frac{\Lambda}{1 + \Lambda^2 t^2} \left[ \Lambda t \cos (kt) \mp \sin (kt) \right] \\
&\quad + J_0 k e^{\mp i k t} \left[ \Re \left[ \text{Si} \left( kt + i \frac{k}{\Lambda} \right) \right] \mp \Im \left[ \text{Ci} \left( kt + i \frac{k}{\Lambda} \right) \right] \right] \pm \pi/2
\end{align*}
where $\Re$ and $\Im$ denote the real and imaginary parts, and $\text{Si}$ and $\text{Ci}$ are sine- and cosine-integral, respectively. Figure 6 depicts the time evolution of the rates. While the rate $\gamma_0(t)$ remains always positive, the rates $\gamma_{\pm k}(t)$ have oscillatory behaviour and get temporarily negative values resembling memory effects in the reduced dynamics of the molecules.

The equations of motion for the elements of the reduced density matrix are given by
\begin{align*}
\partial_t \rho_{LR}(t) &= -\frac{1}{2k^2} \left[ \omega_z^2 \gamma_0(t) + \delta^2 \gamma^+(t) \right] \rho_{LR}(t) \\
\partial_t \rho_{LL}(t) &= \frac{\delta^2}{4k^2} \left[ \gamma_{-k}(t) - \gamma^+(t) \right] \rho_{LL}(t)
\end{align*}
in which we defined $\gamma^+(t) = \gamma_k(t) + \gamma_{-k}(t)$. The solution of this set of differential equations can be written as
\begin{equation}
\rho(t) = M(t) \rho(0)
\end{equation}
with
\begin{equation}
M(t) = \begin{pmatrix}
g(t) & 0 & 0 & f(t) \\
0 & e^{-\zeta(t)} & 0 & 0 \\
0 & 0 & e^{-\zeta(t)} & 0 \\
1 - g(t) & 0 & 0 & 1 - f(t)
\end{pmatrix}
\end{equation}
and

\[ g(t) = f(t) + e^{-\eta(t)}, \]

\[ f(t) = e^{-\eta(t)} \xi(t), \]

\[ \eta(t) = \frac{2}{\Lambda^2} \int_0^t dt \gamma^+(t), \]

\[ \xi(t) = \frac{2}{\Lambda^2} \int_0^t dt \gamma^-k(t)e^{-\eta(t)}, \]

\[ \zeta(t) = \int_0^t dt \left( \frac{\omega_z^2}{2k^2} \gamma_0(t) + \frac{\delta^2}{8k^2} \gamma^+(t) \right). \]

(40)

The matrix (39) acts on \( \rho(0) \) as a column vector consisting of the density matrix elements.

Note that because weak- and strong-coupling master equations are derived through different assumptions, their terms cannot be compared one-to-one. Nevertheless, the contribution of dephasing process (indicated by superscript "d") can still be distinguished by the following equation of motion

\[ \partial_t \rho_{LR}^d(t) = -\frac{\omega_z^2}{2k^2} \gamma_0(t) \rho_{LR}^d(t). \]

(41)

The solution of the dephasing equation is obtained as

\[ \rho_{LR}^d(t) = \left( 1 + t^2 \Lambda^2 \right)^{-\omega_z^2 / 4k^2} \rho_{LR}^d(0). \]

(42)

The decay rate due to the dephasing process, i.e., the rate at which the value of off-diagonal elements is reduced to \( 1/e \) times its initial value, is given by

\[ D = \left( e^{\frac{\omega_z^2}{4k^2}(1+\frac{\omega_z^2}{\omega_c})} - 1 \right)^{-1/2} \Lambda. \]

(43)

It can be easily seen that, similar to the analogous rate of the weak-coupling limit, the strong-coupling dephasing rate increases with the ratio of tilt to tunneling, but at a lower rate. Now, we can estimate the order of magnitude of the strong-coupling-temperature dephasing rate for an ensemble of adamantane molecules in an aqueous environment. The cut-off frequency, corresponding to the low-temperature limit \( k_BT \ll \hbar \Lambda \), for the temperature 0.1K is estimated as \( 10^9 \)Hz. Taking \( \omega_c = 10^3 \delta \), corresponding to the localization-dominant limit, the dephasing time would be \( 10^{-10} \)s. The lower rate of strong-coupling dephasing process shows that the environmental interactions at low temperatures require more time to suppress the quantum characteristics of the molecules and stabilize the chiral states. This is because the memory effects of the environment at low temperatures reduce the distinguishability of environmental states. Therefore, the rate of leakage of the quantum correlations of the molecules to the environment will be reduced and the molecules become more isolated.

3.2.1 Optical activity

The second differential equation in (37) describes the dynamics of the population of the left-handed state \( \rho_{LL} \). The population of the right-handed state is given by \( \rho_{RR} = 1 - \rho_{LL} \). For a fixed \( k \) and \( \Lambda \), the population of the chiral states are not dependent on the proportion of tunneling to tilt. Nevertheless, the set of differential equations (37) can be
solved numerically within two limits. For \( k \ll \Lambda \), the bath correlation time is much smaller than the typical time scale of the system. Then, the memory effects do not affect the system dynamics. Therefore, the decay rates approach their Markovian values. Accordingly, the non-Markovian master equation (33) as plotted in Fig. 7 gives the similar dynamics to the Markovian master equation (11).

For \( k \gg \Lambda \), the memory effect of the environment in the system dynamics is strong. In this case, the decay rates are oscillating, leading to an oscillatory behavior in the populations as plotted in Fig. 8.
Emergence of molecular chirality due to chiral interactions

4 Conclusion

We studied the dynamics of an ensemble of chiral molecules, described by an asymmetric double-well potential, in interaction with a bath of bosonic particles. The asymmetry was incorporated as the overall measure of the chiral interactions. Conventionally, the decoherence of chiral superpositions were studied under tunneling or localization regimes. However, we used these mechanisms along with each other. We carefully analyzed all contained effects at weak- and strong-coupling limits. The resulting master equations in (11) and (33) were solved via a set of coupled differential equations in (28) and (37), characterizing optical activity of the ensemble. We showed that at high-temperature limit, the decoherence effects resulting from the chiral interactions can discriminate two chiral configurations, stabilized due to tunneling process (Fig. 1). Specially, at the tilt-dominant limit, environmental effects block the molecules in the initial chiral configuration (Fig. 3). At the strong-coupling limit, due to the memory effects of the environment, the decoherence process cannot completely suppress the quantum correlations of the ensemble. This is reflected by the oscillatory behaviour of optical activity, specifically at short times.
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