Intelligent recommendation of related items based on naive bayes and collaborative filtering combination model
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Abstract. Nowadays, data plays a unique role in various fields. Based on the background of the era of big data, this paper collects user evaluations of certain commodities and labels the evaluations into positive emotions and negative emotions. We propose an intelligent recommendation algorithm based on Naive Bayes algorithm, which determines the user's preference for a product according to the user's opinion on a product, then uses the collaborative filtering algorithm to recommend other similar products according to the similarity between the product and other products, so as to realize the recommendation of other similar products. This can not only help users choose more goods in the environment, but also maximize the value of goods. In this paper, bayesian classifier was used for prediction, and the accuracy reached about 97%.

1. Introduction

In today's era of big data [1], the information seems to have been the phenomenon of overload, and the slowly recommendation system algorithm [2-4] ability in the field of electronic commerce gradually revealed. In a certain extent, optimize the electronic commerce is the advantage of real-time intelligent recommendation system for users. It can accurately recommend the historical information of commodities, maximize the benefits of e-commerce, improve the accuracy of e-commerce system, and save shopping time for users. There are still many problems in real time and other aspects. Based on the existing problems, this paper integrates the model of bayesian classifier and collaborative filtering algorithm, and then predicts how much emotion users have for a certain type of goods, and recommends similar goods based on the emotion degree.

In recent years, with the continuous innovation of computer technology and the continuous and rapid development of network science, the recommendation system began to receive more attention from many scholars in all aspects. Therefore, in the actual network environment, information overload is often encountered. In order to alleviate this phenomenon, the recommendation system can make good use of it. Among many recommended algorithms, the collaborative filtering algorithm is one of the more classic and most used algorithms in this field. When users browse information on the Internet, they will leave a history or score of visits. The collaborative filtering algorithm will use this similarity to measure the similarity between users or items, determines the nearest neighbor set of the user or item, and generates corresponding recommendation services for different objects.

Collaborative intelligent recommendation is a method of recommending personalized recommendations based on purchases through collaborative filtering algorithms. Collaborative
intelligent recommendation includes user collaborative filtering and item collaborative filtering. And implement recommendations like users.

2. Model introduction

2.1. Bayesian classifier

Bayesian classification is the general name of a classification algorithm [5-6]. This algorithm is based on Bayes’ theorem, so it is called Bayesian classifier. The principle of the Bayesian classifier is to use the Bayesian formula to calculate the posterior probability of an object, that is, the object belongs to a certain probability, and selects the class with the largest posterior probability as the object class.

Set sample \( \mathbf{x} = (x^1, x^2, x^3, ..., x^n) \in X \) and set label \( y \in Y = \{c_1, c_2, c_3, ..., c_K\} \). Let \( X \) be the random vector above \( X \), \( Y \) be the random variable above \( Y \), and \( P (X, Y) \) be the joint probability distribution of \( X \) and \( Y \). Assuming that the training data set \( T = \{ (x_1, y_1), (x_2, y_2), (x_3, y_3), ..., (x_n, y_n) \} \) is independently and identically distributed by \( P (X, Y) \), then the Naive Bayes method can learn the joint distribution probability distribution \( P (X, Y) \) in the training data set, which is the following probability distribution map.

(1) Prior probability distribution:

\[ P(Y = c_k), k = 1, 2, 3, 4, ..., K \]

(2) Conditional probability distribution:

\[ P(X = x | Y = c_k), k = 1, 2, 3, 4, ..., K \]

Where \( c_k \) indicates the category to which \( Y \) belongs, and \( K \) indicates that the data is divided into several categories.

2.2. The collaborative filtering algorithm

The collaborative filtering algorithm relies on the user's historical behavior data [7-17], and does not need to obtain the user or item's characteristic data in advance. Therefore, the user's historical behavior data is used for modeling to achieve the purpose of user recommendation. Collaborative filtering is a method used to analyze user interests. By synthesizing these users' evaluation of certain information, a system is formed to predict the user's preference for a certain type of goods[10-19].

The key of the collaborative filtering algorithm is to calculate the similarity between users. Currently, similar calculation methods include Euclidean distance, Cosine similarity, and Tanimoto coefficient. This article uses the Euclidean distance, The common similarity calculation formulas are as follows. Similarity calculation is the key to finding users in the neighborhood. Similarity calculation mainly includes cosine similarity, modified cosine similarity, Pearson correlation coefficient, various distance similarities, etc[18-26].

(1) Cosine similarity

The cosine similarity is mainly determined by calculating the angle between two vectors, which is also called the angle cosine. The value is between -1 and 1. The larger the angle cosine, the greater the angle between the two vectors. The smaller, the higher the similarity. The specific calculation formula is show in (1) and (2):

(2) Modified cosine similarity

\[ d(x, y) = \sqrt{\left(\sum(x_i - y_i)^2\right)} \]  

\[ \text{sim}(x, y) = \frac{1}{1 + d(x, y)} \]  

(3) Pearson correlation coefficient

The Pearson correlation coefficient, also known as correlation similarity, needs to find items that two users have rated together and then calculate their correlation [25]. The calculation formula is show in (3):
Distance similarity

The cosine similarity introduced above mainly focuses on the difference degree of the vector direction, while the distance similarity focuses on the distance between two points, the closer the distance, the greater the similarity. Distances include Euclidean distance, Manhattan distance, Chebyshev distance, Minkowski distance, Mahalanobis distance, etc., because distance and similarity are roughly inversely proportional. The distance similarity formula is show in (4):

\[ \text{sim}(u, v) = \frac{\sum_{i \in I_u, j \in I_v} (r_{ui} - r_u)(r_{vi} - r_v)}{\sqrt{\sum_{i \in I_u} (r_{ui} - r_u)^2} \sqrt{\sum_{j \in I_v} (r_{vj} - r_v)^2}} \]  

(3)

\[ \text{sim}(u, v) = \frac{1}{1 + d(u, v)} \]  

(4)

Common score prediction methods

Average scoring

The average scoring method is based on the average value of all the scores of the neighboring users on the target item as the target user's score on the target item [26]. Suppose the neighbor user is \( U = (u_1, u_2, \ldots, u_m) \) and the item is \( I = (I_1, I_2, \ldots, I_n) \). The specific formula is show in (5):

\[ r(u, i) = \frac{1}{n} \sum_{k \in U} r(k, i) \]  

(5)

Weighted average scoring method

The average scoring method takes the average of the user score data in all neighbors as the target score, but ignores the influence of the similarity weight. The higher the similarity with the target user, the more accurate the score prediction result, so the weighted average score method introduces similarity. The weight, \( s(u, k) \) is the similarity between the target user \( u \) and the neighbor user \( k \) [27], the specific formula is show in (6):

\[ r(u, i) = \frac{\sum_{k \in U} s(u, k)r(k, i)}{\sum_{k \in U} s(u, k)} \]  

(6)

3. Data acquisition and preprocessing

3.1. Datasources

This article uses crawler technology to crawl a certain shopping APP. In order to save article space, this article shows some data as shown in Table 1 below:

| No. | comments |
|-----|----------|
| 1   | On the screen, Honor Play4T Pro uses a 6.3-inch pearl screen, and the screen material of Honor Play4T Pro ... |
| 2   | Appearance: It is very comfortable and good to hold in hand, screen sound effect: very amazing, for this price point, the sound is also good, the photo effect: very ... |
| 3   | Appearance: very beautiful two-color back cover is very nice, screen sound effect: good sound quality, photo effect: Huawei's photo effect is very good, running ... |

3.2. Data pre-processing

(1) The stop words are removed to solve the useless high-frequency words, numbers and English letters in the text, which will improve the accuracy of the results. After removing the stop words, the text is segmented. This article uses the jieba library for processing, and then counts the word frequency.

(2) Since the captured data does not have emotional tags, you need to tag each comment. Here, according to the sentiment of each comment, the positive emotion tag is set to 1, while the negative
emotion tag is set to be unique. If it is 0, this article will manually label 600 pieces of data. As shown in Table 2 below:

|   | comments                                                                 | label |
|---|---------------------------------------------------------------------------|-------|
| 2 | On the screen, Honor Play4T Pro uses a 6.3-inch pearl screen, and the screen material of Honor Play4T Pro ... | 1     |
| 3 | Appearance: It is very comfortable and good to hold in hand, screen sound effect: very amazing, for this price point, the sound is also good, the photo effect: very ... | 1     |
| 4 | Appearance: very beautiful two-color back cover is very nice, screen sound effect: good sound quality, photo effect: Huawei's photo effect is very good, running ... | 1     |

Finally, we need to construct the word vector space of the comments. Among many natural language processing tasks, benefit from word vectors trained on large-scale corpora. Because pre-trained word vectors have general semantic features on large corpora, when these word vectors are applied to specific downstream tasks, they often need to be updated and adjusted through fine-tuning to make them more suitable for target task training. However, the low-frequency words in the target corpus often lack the training samples, which makes it impossible to obtain stable gradient information during the correction process, so that the word vector cannot be effectively updated. In the short text classification task, these low-frequency words are also important indicative of the classification results. Therefore, it is necessary to obtain a better representation of low-frequency words in specific short text classification tasks. Because the comment data in this experiment is short, there is a low-frequency word vector representation that can improve the accuracy of the experiment[19-26].

4. Analysis of results

For the credibility of this paper, the data predicted by the Bayesian classifier are visualized accordingly, and the item recommendation is obtained by using the collaborative filtering algorithm.

4.1. Data pre-processing

This article crawled a total of 800 pieces of data and labeled 600 pieces of data. The data is divided into a training set and a test set. The remaining 200 pieces of data are not labeled as test sets. A Bayesian classifier is used to build a model of 600 pieces of data, and 200 pieces of data are used for prediction and analysis. The prediction results are shown in the confusion matrix in Figure 1 below:

![Fig.1 Good similarity prediction results](image)

It can be seen from the above figure that the result based on the Bayesian classifier reaches nearly 97%, which very well illustrates the effect of the Bayesian classifier.
4.2. Collaborative filtering
This article extracts the comments of a user who bought an item, and then recommends another item to the user according to the feature similarity between the items. The result is shown in Figure 2:

As can be seen from Figure 2 above, Item 1 and Item 2 have the highest similarity, so when they are recommended to the same user, the higher the similarity, the greater the probability of recommendation to the user.

5. Conclusion
In this paper, a Bayesian classifier is used to predict and analyze the user's emotions, determine the user's sentiment to a certain type of product, and then calculate the item-to-item similarity according to the collaborative filtering algorithm to obtain the final recommendation effect, but this article based on the data crawled in the APP, it may not be comprehensive. In the follow-up work, more data will be perfected. This article considers user shopping data and user information as model feature data. This makes recommendations more accurate and effective.
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