A Digit Reversal Property for an Analogue of Stern’s Sequence
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Abstract

We consider a variant of Stern’s diatomic sequence, studied recently by Northshield. We prove that this sequence $b$ is invariant under digit reversal in base 3, that is, $b_n = b_{n^R}$, where $n^R$ is obtained by reversing the base-3 expansion of $n$.

1 Introduction

Stern’s diatomic sequence $s$ is defined by $s_0 = 0$, $s_1 = 1$ and

\[ s_{2n} = s_n, \quad s_{2n+1} = s_n + s_{n+1} \]

for all $n \geq 1$. Northshield [13] introduced the following analogue having values in $\mathbb{Z}[\sqrt{2}]$: $b_0 = 0, b_1 = 1$ and

\begin{align*}
    b_{3n} &= b_n, \\
    b_{3n+1} &= \tau \cdot b_n + b_{n+1}, \\
    b_{3n+2} &= b_n + \tau \cdot b_{n+1}
\end{align*}
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for \( n \geq 0 \), where \( \tau = \sqrt{2} \). The first values of the sequence \( b \) are therefore as follows.

\[
\begin{array}{cccccccccccccc}
 n & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
b_n & 0 & 1 & \sqrt{2} & 2 & \sqrt{2} & 5 & 2\sqrt{2} & 5 & 2\sqrt{2} & 3 & 2\sqrt{2} & 3 & \sqrt{2} & 7
\end{array}
\]

\[
\begin{array}{cccccccccccccc}
 n & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 & 24 & 25 & 26 & 27 \\
b_n & 5\sqrt{2} & 3 & 4\sqrt{2} & 5 & \sqrt{2} & 5 & 4\sqrt{2} & 3 & 5\sqrt{2} & 7 & 2\sqrt{2} & 5 & 3\sqrt{2} & 1
\end{array}
\]

(for a longer list consult Northshield’s paper [13], for example). Northshield proved that

\[
\limsup_{n \to \infty} \frac{2b_n}{(2n)\log_3(\sqrt{2}+1)} \geq 1
\]

(where \( \log_3 \) denotes the base-3 logarithm) and conjectured that equality holds; this conjecture was recently proved by Coons [3], using the method used by Coons and Tyler [5], see also Coons and the author [4].

Considering the first values of Northshield’s sequence, we note the following apparent symmetry: \( b_{3k+m} = b_{2k+1-m} \) for \( m \leq 3^k \), proved by Northshield [13]. Moreover, a less apparent property is present, which is the subject of this paper: for example, we have \( b_{11} = b_{19} = 5 \) and \( b_{29} = b_{55} = 7 \). The indices on both sides of these identities are related via digit reversal in base 3. More precisely, for the proper base-\( q \) expansion of an integer \( n \geq 1 \),

\[
n = \varepsilon_0 q^0 + \cdots + \varepsilon_{\nu-1} q^1 + \varepsilon_\nu,
\]

(We will always indicate the base in which the digit reversal is performed.) We are going to prove the following theorem.

**Theorem 1.1.** We have

\[
b_n = b_{n, R},
\]

where the digit reversal is performed in base 3.

In fact, we prove the more general Theorem 2.1 below. For the Stern sequence \( s \), such a digit reversal property (in base 2) was pointed out by Dijkstra [7], [6, pp.230–232]. It can be seen as the statement that the continued fractions \([k_0; k_1, \ldots, k_r] \) and \([k_r; k_{r-1}, \ldots, k_0] \) have the same numerator. The close connection between Stern’s sequence and continued fractions is well known (see Graham, Knuth, Patashnik [9, Exercise 6.50], Lehmer [10], Lind [11], Stern [15]): if \( n = (k_00k_1\ldots1k_{r-2}0k_{r-1}1k_r)_2 \), then \( s_n \) is the numerator of the continued fraction \([k_0; k_1, \ldots, k_r] \).

Morgenbesser and the author [12] proved an analogous digit reversal property for the correlation

\[
\gamma_t(\vartheta) = \lim_{N \to \infty} \frac{1}{N} \sum_{0 \leq n < N} e(\vartheta \sigma_q(n + t) - \vartheta \sigma_q(n)),
\]
where \( e(x) = \exp(2\pi ix) \) and \( \sigma_q(n) \) is the sum of digits of \( n \) in base \( q \) (\( q \geq 2 \) an integer). That is, we proved that \( \gamma_t(\vartheta) = \gamma_tR(\vartheta) \), where the digit reversal is in base \( q \). We note that the quantity \( \gamma_t(\vartheta) \) satisfies (see Bézineau [2]) \( \gamma_0(\vartheta) = 1 \) and for \( 0 \leq k < q \) and \( t \geq 0 \),

\[
\gamma_{qt+k}(\vartheta) = \frac{q-k}{q} e(\vartheta k) \gamma_t(\vartheta) + \frac{k}{q} e(-\vartheta(q-k)) \gamma_{t+1}(\vartheta),
\]

which we will use later. With the help of these correlations, we proved that \( c_t = c_{tR} \), where

\[
c_t = \lim_{N \to \infty} \frac{1}{N} \left| \{ n < N : \sigma_2(n + t) \geq \sigma_2(n) \} \right|
\]

and the digit reversal is in base 2. These quantities arise in a seemingly simple conjecture due to Cusick (private communication, 2015) stating that \( c_t > 1/2 \); see the paper [8] by Drmota, Kauers, and the author for partial results on this conjecture.

Moreover, the author [14] recently proved a digit reversal property for Stern polynomials. In that paper, we define polynomials \( s_n(x, y) \) by \( s_1(x, y) = 1 \) and

\[
s_{2n}(x, y) = s_n(x, y) \\
s_{2n+1}(x, y) = xs_n(x, y) + ys_{n+1}(x, y)
\]

for \( n \geq 1 \) and prove that \( s_nR(x, y) = s_n(x, y) \), where the digit reversal is in base 2. We note that this is a generalization of the case \( q = 2 \) from the above-cited paper by Morgenbesser and the author, and also implies the digit reversal symmetry for Stern’s diatomic sequence.

The recurrence relations for the sequences discussed above imply that we are dealing with \( q \)-regular sequences in the sense of Allouche and Shallit [1], where \( q \in \{2, 3\} \) and the underlying ring is \( \mathbb{Z}, \mathbb{Z}[\sqrt{2}], \mathbb{C} \), and \( \mathbb{Z}[x, y] \) respectively.

## 2 Results

We will derive the digit reversal property stated in the introduction as a corollary of the following theorem.

**Theorem 2.1.** Let \( q \geq 2 \) be an integer. Assume that \( (x_n)_{n \geq 0} \) is a sequence of complex numbers having the following properties:

1. There exist complex \( 2 \times 2 \)-matrices \( A(0), \ldots, A(q-1) \) and complex numbers \( \alpha, \beta \) such that for all \( n \geq 1 \) we have the representation

\[
x_n = (1, 0) A(\varepsilon_0) \cdots A(\varepsilon_{\nu-1}) \begin{pmatrix} \alpha \\ \beta \end{pmatrix},
\]

where \( (\varepsilon_{\nu-1} \cdots \varepsilon_0)_q \) is the proper \( q \)-ary expansion of \( n \).
2. Write

\[ A(\varepsilon) = \begin{pmatrix} a_1(\varepsilon) & a_2(\varepsilon) \\ a_3(\varepsilon) & a_4(\varepsilon) \end{pmatrix}. \]

There exist complex numbers \( a \neq 0, b \neq 0, c, d \) such that \( ad - bc = 1 \) and

\[ ab(a_1(\varepsilon)\beta - a_3(\varepsilon)\alpha - a_4(\varepsilon)\beta) + a_2(\varepsilon)(\beta + 2bc\beta - cd\alpha) = 0 \] (3)

for all \( \varepsilon \in \{0, \ldots, q-1\} \).

Then \( x_n = x_{nR} \), where the digit reversal is in base \( q \).

From this, we derive a digit reversal property for a family of (3-regular) sequences, among which we find Northshield’s sequence.

**Corollary 2.2.** Let \( \tau, \sigma \) be complex numbers and set \( \omega = 1 - \sigma^2 + \tau\sigma \). Assume that the sequence \((a_n)_{n \geq 0}\) satisfies \( a_0 = 0, a_1 = 1, \) and for \( n \geq 0, a_{3n} = a_n \) and

\[ a_{3n+1} = \tau \cdot a_n + a_{n+1}, \]
\[ a_{3n+2} = \omega \cdot a_n + \sigma \cdot a_{n+1}. \]

Then \( a_n = a_{nR} \), where the digit reversal is in base 3.

In particular, \( \tau = \sigma = \sqrt{2} \) yields Theorem 1.1.

**Proof of Corollary 2.2.** We note that we can express the sequence \( a \) in the form given in the theorem: set \( A(0) = (\begin{smallmatrix} 1 & 0 \\ \tau & 1 \end{smallmatrix}), A(1) = (\begin{smallmatrix} \tau & 1 \\ \omega & \sigma \end{smallmatrix}), A(2) = (\begin{smallmatrix} \omega & \sigma \\ 0 & 1 \end{smallmatrix}) \). Then

\[ (a_{3n+\varepsilon}, a_{3n+\varepsilon+1}) = A(\varepsilon) \begin{pmatrix} a_n \\ a_{n+1} \end{pmatrix} \]

for all \( n \geq 0 \) and \( \varepsilon \in \{0, 1, 2\} \). Choosing \( \alpha = a_0 = 0 \) and \( \beta = a_1 = 1 \), we see that the first condition in Theorem 2.1 is satisfied. To verify equation (3), we set

\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ \sigma - \tau - 1 & \sigma - \tau + 1 \end{pmatrix} \]

and evaluate the left hand side for each of the three matrices \( A(\varepsilon) \). This yields 0 in each case after a short calculation.

Moreover, we want to re-prove the known digit reversal properties presented in the introduction. Whereas the proof of Corollary 2.3 is essentially the same as the one given by Morgenbesser and the author [12], the proof of Corollary 2.4 is different from the one given by the author [14].
Corollary 2.3. Let $\vartheta \in \mathbb{R}$ and assume that
\[
\gamma_t(\vartheta) = \lim_{N \to \infty} \frac{1}{N} \sum_{0 \leq n < N} e(\vartheta \sigma_q(n + t) - \vartheta \sigma_q(n))
\]
for all integers $t \geq 0$. Then $\gamma_t(\vartheta) = \gamma_t R(\alpha)$.

Proof. Set
\[
A(\varepsilon) = \begin{pmatrix} \frac{q - \varepsilon}{q} e(\vartheta \varepsilon) & -\frac{\varepsilon}{q} e(-\vartheta (q - \varepsilon)) \\ \frac{q - 1 - \varepsilon}{q} e(\vartheta (\varepsilon + 1)) & \frac{\varepsilon}{q} e(-\vartheta (q - 1 - \varepsilon - 1)) \end{pmatrix}
\]
and $\alpha = \gamma_0(\vartheta) = 1$, $\beta = \gamma_1(\vartheta) = (q - 1)/(q e(-\vartheta) - e(-\vartheta q))$. Then by (1) the first condition in Theorem 2.1 is satisfied. As in the paper [12] by Morgenbesser and the author, set
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & \beta \\ 0 & 1 \end{pmatrix}.
\]
Inserting these values into (3) and multiplying the equation by $|u|^2 q(q - 1)$, the proof is complete after a straightforward calculation.

Corollary 2.4. Assume that $x$ and $y$ are complex numbers and that the sequence $(z_n)_{n \geq 0}$ satisfies $z_{2n} = z_n$ and $z_{2n+1} = x z_n + y z_{n+1}$ for all $n \geq 1$. Then $z_n = z_n R$, where the digit reversal is in base 2. In particular, Stern’s diatomic sequence and the Stern polynomials defined by equation (2) satisfy a digit reversal symmetry.

Proof. Without loss of generality we may assume that $z_1 = 1$. The general case follows from rescaling the sequence $z$ if $z_1 \neq 0$; if $z_1 = 0$, then $z_n = 0$ for all $n \geq 1$ and the statement is trivial. Moreover, we may assume that $x, y \notin \{0, 1\}$. For the other cases, note that $z_n$, for a given $n$, depends in a continuous way on both $x$ and $y$, so that the statement follows by approximation.

Set $A(0) = \begin{pmatrix} 1 & 0 \\ x & y \end{pmatrix}$ and $A(1) = \begin{pmatrix} x & y \\ 0 & 1 \end{pmatrix}$ and $\alpha = (1 - y)/x$, $\beta = 1$. Then $z$ satisfies the first condition in Theorem 2.1. Let $\gamma$ be a root of $4\gamma^2 = \frac{y - 1 - y}{x + 1 - x}$ and set
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} \gamma & 1 \\ -\frac{1}{2} & \frac{1}{2\gamma} \end{pmatrix}.
\]
The verification of (3) is straightforward.

3 Proof of Theorem 2.1

We closely follow the proof of Theorem 1 in the paper [12] by Morgenbesser and the author. Consider the following property: Assume that $\nu \geq 0$ and $\varepsilon_i \in \{0, \ldots, q - 1\}$ for $0 \leq i < \nu$. Then
\[
(a, 0) S^{-1} A(\varepsilon_0) \cdots A(\varepsilon_{\nu-1}) \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = (1, 0) A(\varepsilon_{\nu-1}) \cdots A(\varepsilon_0) S \begin{pmatrix} d\alpha - b\beta \\ 0 \end{pmatrix}
\]
and

\[
(0, b)S^{-1}A(\varepsilon_0) \cdots A(\varepsilon_{\nu-1}) \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = (1, 0)A(\varepsilon_{\nu-1}) \cdots A(\varepsilon_0)S \begin{pmatrix} 0 \\ -c\alpha + a\beta \end{pmatrix},
\]

where the empty product is to be interpreted as the identity matrix. Summing these equations and noting that \((a, b)S^{-1} = (1, 0)\) and \(S(da - b\beta, -c\alpha + a\beta)^T = (\alpha, \beta)^T\), which follows from \(ad - bc = 1\), we obtain the statement of Theorem 2.1.

We will show the above identities by induction on \(\nu\). For \(\nu = 0\) we have

\[
(a, 0)S^{-1}A(\varepsilon_0)S = (1, 0)
\]

and

\[
(0, b)S^{-1}A(\varepsilon_0)S = (1, 0).
\]

This is trivial to check. Assume now that \(\nu \geq 1\). We set

\[
\begin{pmatrix} a \\ b \end{pmatrix} = S^{-1}A(\varepsilon_1) \cdots A(\varepsilon_{\nu-1}) \begin{pmatrix} \alpha \\ \beta \end{pmatrix}
\]

and

\[
\begin{pmatrix} a' \\ b' \end{pmatrix} = (1, 0)A(\varepsilon_{\nu-1}) \cdots A(\varepsilon_1)S.
\]

By the induction hypothesis we obtain

\[
aa = (da - b\beta)a' \quad \text{and} \quad bb = (-c\alpha + a\beta)b'.
\]

We need to show that

\[
(a, 0)S^{-1}A(\varepsilon_0)S \begin{pmatrix} a \\ b \end{pmatrix} = (a', b')S^{-1}A(\varepsilon_0)S \begin{pmatrix} da - b\beta \\ 0 \end{pmatrix}
\]

and

\[
(0, b)S^{-1}A(\varepsilon_0)S \begin{pmatrix} a \\ b \end{pmatrix} = (a', b')S^{-1}A(\varepsilon_0)S \begin{pmatrix} 0 \\ -c\alpha + a\beta \end{pmatrix}.
\]

For brevity, we set

\[
\begin{pmatrix} s_1(\varepsilon) & s_2(\varepsilon) \\ s_3(\varepsilon) & s_4(\varepsilon) \end{pmatrix} = S^{-1}A(\varepsilon)S.
\]

It is easily seen, using (4) and the restrictions \(a \neq 0, b \neq 0\), that each of equations (5) and (6) follows from

\[
a(-c\alpha + a\beta)s_2(\varepsilon_0) = b(da - b\beta)s_3(\varepsilon_0).
\]

Noting that \(s_2(\varepsilon) = bda_1(\varepsilon) + d^2a_2(\varepsilon) - b^2a_3(\varepsilon) - bda_4(\varepsilon)\) and \(s_3(\varepsilon) = -aca_1(\varepsilon) + c^2a_2(\varepsilon) + a^2a_3(\varepsilon) + aca_4(\varepsilon)\) and using \(ad - bc = 1\), (7) reduces to (3) after some short calculation. This finishes the proof of Theorem 2.1.
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