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Abstract—Recent work in the multi-agent domain has shown the promise of Graph Neural Networks (GNNs) to learn complex coordination strategies. However, most current approaches use minor variants of a Graph Convolutional Network (GCN), which applies a convolution to the communication graph formed by the multi-agent system. In this paper, we investigate whether the performance and generalization of GCNs can be improved upon. We introduce ModGNN, a decentralized framework which serves as a generalization of GCNs, providing more flexibility. To test our hypothesis, we evaluate an implementation of ModGNN against several baselines in the multi-agent flocking problem. We perform an ablation analysis to show that the most important component of our framework is one that does not exist in a GCN. By varying the number of agents, we also demonstrate that an application-agnostic implementation of ModGNN possesses an improved ability to generalize to new environments.

I. INTRODUCTION

Graph Neural Networks (GNNs) [1], [2] are valued for their ability to find relationships in data that exhibit an underlying graph structure. They are able to generalize to new data and new graph structures by learning local operations [3]. In the past, GNNs have been used for countless tasks, including node classification [4]–[6], graph classification [7], and link prediction [8]. More recently, they have been applied to multi-agent problems [9]–[14].

While there is a diverse collection of GNN architectures for various applications, development in the field of multi-agent systems is still in its incipient stages. Most of the current applications [9]–[12] use graph convolutional networks (GCNs), which apply a graph convolution followed by a nonlinearity [15]. This represents a slight departure from the theoretical basis of pure graph convolutions, but it has been shown that adding a nonlinearity boosts the model’s performance, allowing it to emulate many different policies [3].

This raises a few questions: If we add more nonlinear models in between the aggregation steps, will that expand the set of policies which the GNN can imitate? Will it improve generalization? Would a learnable network be more effective before or after each of the aggregation steps?

In this paper, we seek to answer these questions by creating a decentralized general GNN framework for multi-agent applications which serves as an extension of GCNs. We identify the operations in a GNN which are absolutely essential, and fill the gaps in the resulting architecture with user-defined submodules. In our implementation of this framework, we define these functions as multi-layer perceptrons (MLPs) to approximate arbitrary nonlinear functions.

We use the flocking problem to evaluate this implementation of our framework against multiple baselines, including two variants of the GCN. The comparison also includes several implementations of our framework with individual submodules removed, which serves as an ablation analysis. We compare the performance of these models trained on different values of $K$ (the number of communication hops). Furthermore, we test the generalization of the models by evaluating their ability to handle a different number of agents than they saw during training.

In this paper, our main contributions are:

- The development of the ModGNN framework, which not only generalizes the architectures of existing models as a basis for comparison, but also identifies “submodules” which are rarely used in existing architectures.
- A theoretical analysis of the benefits of those rarely-used submodules within the ModGNN framework, as well as experimental results to back up that analysis.
- An experimental comparison of the expressivity of existing models and a naive implementation of ModGNN. This comparison is used to evaluate the relative performance of each submodule in the ModGNN framework.

II. PRELIMINARIES

In this section, we formalize the problem and provide a formulation for GCNs, the architecture that we use as a baseline.

A. Problem Formalization

In a multi-agent problem with $N$ agents, we consider the communication graph formed by the agents acting as nodes, and communication links between those agents acting as edges. If agent $j$ is within communication range $R_{\text{com}}$ of agent $i$ at time $t$, then we say that agent $j$ is in agent $i$’s neighborhood $j \in \mathcal{N}_i(t)$. Furthermore, we define the $k$-hop neighborhood of agent $i$ as the set of agents $j$ such that a walk through the communication graph of length $k$ from agent $i$ to agent $j$ exists. For example, the 0-hop neighborhood of agent $i$ is the singleton $\{i\}$, and the 1-hop neighborhood is the set of its neighbors $\mathcal{N}_i(t)$.

In ModGNN, we select a value $K$ that defines the maximum number of hops that data is permitted to travel. Consequently, the available data at each node is the set of aggregated data from each $k$-hop neighborhood from 0 to $K$.

When implementing ModGNN, one must also select the number of layers $L$. For agent $i$, the output of layer $l$ and input to layer $l+1$ is denoted $x^{(l)}_i(t)$. The input of the first layer $x^{(0)}_i(t)$ is defined as the raw observation $o_i(t)$. The output of the last layer $x^{(L)}_i(t)$ is the action $u_i(t)$.

B. Graph Convolutional Networks

It is simplest to define a GCN from a centralized point of view [15]. First, the aggregated information from a $k$-hop is collected with the expression $S^kX^{(l)}$, where $S \in \mathbb{R}^{N \times N}$ is a graph shift operator (GSO) such as the adjacency matrix, $1$The ModGNN Python library is available at https://github.com/proroklab/ModGNN
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and \(\mathbf{X}^{(l)} = [x_1^{(l)}, \ldots, x_N^{(l)}]\) is the stacked data at layer \(l\) of all agents. The output \(\mathbf{X}^{(l+1)}\) of the GCN is computed by applying a graph convolution and point-wise nonlinearity

\[
\mathbf{X}^{(l+1)} = \sigma \left( \sum_{k=0}^{K} S^k \mathbf{X}^{(l)} \mathbf{A}_k \right)
\]

where each \(\mathbf{A}_k\) is a filter tap in the graph convolution filter. If \(\mathbf{X}^{(l)}\) has dimension \(N \times D_l\) and \(\mathbf{X}^{(l+1)}\) has dimension \(N \times D_{l+1}\), then each \(\mathbf{A}_k\) has dimension \(D_l \times D_{l+1}\). The input to layer 1 for agent \(i\) is defined as the raw observation \(x_i^{(0)} := x_i\), and the output of layer \(L\) for agent \(i\) is defined as the action \(x_i^{(L)} := u_i\).

In Section IV-B, we demonstrate how the same GCN architecture can be formulated in the context of the ModGNN framework.

III. MODEL ARCHITECTURE

The ModGNN framework is developed from the ground up, starting with a few basic assumptions. First, we assume that there is a bound on the amount of data that can be transmitted. That is, an agent cannot receive all of the raw data from its \(K\)-hop neighborhood. Therefore, there must exist some form of aggregation in the communication stage of the GNN. A framework without any aggregation in the communication stage might be slightly more flexible, but it would also cause the volume of transmitted data to be exponential in \(K\), which is clearly not scalable. Second, we assume that the most logical grouping for the data is by \(k\)-hop neighborhood. One reason for this is that many models (such as GCNs) group by neighborhood, so this allows our framework to serve as a generalization of those models. Perhaps a more compelling reason is that this scheme allows the model to keep the data as “separate” as possible, and thus preserves information. For example, the prevailing alternative method is to aggregate all data, updating a recurrent state at each node [13], [14]. By performing more aggregation than our proposed method, it becomes impossible to obtain individual measurements for distinct neighborhoods, and thus information is lost. Lastly, we assume that the best aggregation operator is summation. Again, this is partially motivated by the fact that most GNN models use summation, so we can allow ModGNN to serve as a generalization of those models by using it. Additionally, summation possesses a few desirable properties—it is permutation invariant, and unlike operations like max, it combines information from all of its inputs.

These three assumptions generate a skeleton structure for a GNN by defining exactly where the aggregation operations take place (Fig. 2 and Fig. 3). The summations in the message aggregation module (Fig. 2) and the first summation in the node update module (Fig. 3) combine data within the same \(k\)-hop neighborhood, and the second summation in the node update module (Fig. 3) combines data from different neighborhoods into a single output vector.

Given this skeleton structure, ModGNN defines the most general possible framework by placing user-defined submodules between every pair of aggregations: \(f_{\text{input}}, f_{\text{com}}, f_{\text{pre}}, f_{\text{mid}},\) and \(f_{\text{final}}\). Since most existing GNN models can be implemented in the ModGNN framework, their differences can be analyzed by comparing their implementations for each of the submodules. For example, the differences between standard, attention-based, and message-passing GNNs can be defined entirely within the implementation of \(f_{\text{com}}\).

The most exciting consequence of comparing various GNN models within the context of the ModGNN framework is that an often-overlooked submodule is exposed: \(f_{\text{pre}}\). Most architectures (including GCNs) aggregate the incoming transmissions from each node’s set of neighbors before that node can start processing the data. On the other hand, the ModGNN formulation offers an opportunity to process the data from each individual neighboring agent. This provides theoretical benefits (discussed in Section III-C) which are reflected in our results (Section IV-C).

A. Multi-Layer Architecture

The ModGNN framework provides infrastructure for multi-layer GNNs. Each layer consists of a message aggregation module to transmit data, and a node update module to compute the output (Fig. 1). For extra flexibility, the input consists of the outputs of all previous layers, but this extra data can easily be masked out if it is not required. Each layer can have different architectures for analogous submodules, but in some cases it makes sense to use the same architecture with parameter sharing.

B. Message Aggregation Module

The message aggregation module handles all communication between agents. Its inputs are the local observations and a transmission from each of the neighbors.

The first step in our message aggregation module is to compress the raw observation with an \(f_{\text{input}}\) function (Fig. 2). This step is not only useful for transforming the observation into the desired shape (for example, a CNN can be applied to image observations to flatten the data before it is transmitted [12])—it also provides an opportunity for the observation to be transformed before all of the aggregation steps. Aggregation is a lossy operation, so it is important to transform the data into a space that preserves the most important information. Qualitatively, the purpose of the \(f_{\text{input}}\) submodule can be viewed as learning which information to communicate.
We define \( c_i^{(l)}(t) \) as the compressed observation of agent \( i \) at layer \( l \). This is calculated by applying \( f_{\text{input}}^{(l)} \) to the set of outputs from all of the previous layers:

\[
    c_i^{(l)}(t) = f_{\text{input}}^{(l)} \left( \left\{ x_i^{(m)}(t) \mid m \in [0..l - 1] \right\} \right). \tag{2}
\]

The next step is to transmit data from each agent to all of its neighbors. The data from previous timesteps are cached, so an agent can obtain k-hop data at time \( t \) by requesting \((k - 1)\)-hop data from time \( t - 1 \) from its neighbors. The benefit of this communication scheme is that only one communication is required per timestep. The GCN does not specifically define a message aggregation module because it is formulated in a centralized setting, but the naive method is to perform \( K \) successive communication steps. Consequently, assuming that the evaluation time of the model is negligible compared to the time it takes for perception and communication, ModGNN is able to run \( K \) times faster than a naive communication system.

Every time agent \( i \) receives data from its neighbors, the \( |N_i(t)| \) incoming vectors are passed through an \( f_{\text{com}}^{(l)} \) function, and then aggregated together (Fig. 2). The \( f_{\text{com}}^{(l)} \) submodule defines how the data is transformed as it is communicated between agents. For example, if \( f_{\text{com}}^{(l)} \) subtracts the local state from each incoming state, then it is equivalent to using the Laplacian as a graph shift operator. One can also use \( f_{\text{com}}^{(l)} \) to implement an attention mechanism [5] or a coordinate transformation system to shift the observations into the local reference frame.

Let \( y_{ij}^{(l)(k)}(t) \) be the data in layer \( l \) from a \( k\)-hop neighborhood received by agent \( i \) from agent \( j \) at time \( t \). We define \( Y_i^{(l)(k)}(t) \) as the set of all transmissions that agent \( i \) receives at time \( t \) from a \( k\)-hop neighborhood in layer \( l \):

\[
    Y_i^{(l)(k)}(t) = \left\{ y_{ij}^{(l)(k)}(t) \mid j \in N_i(t) \right\}. \tag{3}
\]

We obtain each \( y_{ij}^{(l)(k)}(t) \) in this set by applying the \( f_{\text{com}}^{(l)} \) function of layer \( l \) to the \((k - 1)\)-hop data at each neighbor \( j \), summing, and then communicating the result:

\[
    y_{ij}^{(l)(k)}(t) = \sum_{z \in Y_j^{(l)(k-1)}(t-1)} f_{\text{com}}^{(l)}(z). \tag{4}
\]

As a base case for this recursive definition, the 0-hop data \( Y_i^{(l)(0)}(t) \) is defined as \( c_i^{(l)}(t) \), the output of \( f_{\text{input}}^{(l)} \):

\[
    y_{ij}^{(l)(0)}(t) = \left\{ c_i^{(l)}(t) \right\}. \tag{5}
\]

At each timestep, the input to the node update module of agent \( i \) is given by the set of data from all neighborhoods \( Y_i^{(l)(k)}(t) \) up to the user-defined maximum number of hops \( K \):

\[
    y_i^{(l)(k)}(t) = \left\{ y_i^{(l)(k)}(t) \mid k \in [0..K] \right\}. \tag{6}
\]

C. Node Update Module

The node update module handles all local computation after the required data has been received. It takes each \( K \)-hop neighborhood of aggregated data as an input, and produces an action output.

The node update module is comprised of two aggregation steps and three user-defined submodules. The first aggregation step combines the states from the neighbors \( N_i(t) \) of agent \( i \) (summing along the same dimension as the aggregation operations in the message aggregation module). The second aggregation step combines data from the \( K + 1 \) different neighborhoods. The three user-defined submodules are interspersed throughout the model in the spaces between the aggregation steps. We use \( x_i^{(l)}(t) \) to represent the output

\[
    x_i^{(l)}(t) = f_{\text{final}}^{(l)} \left( \sum_{k=0}^{K} f_{\text{mid}}^{(l)(k)} \left( \sum_{z \in Y_i^{(l)(k)}(t)} f_{\text{pre}}^{(l)(k)}(z) \right) \right). \tag{7}
\]

where \( f_{\text{pre}}^{(l)(k)} \), \( f_{\text{mid}}^{(l)(k)} \), and \( f_{\text{final}}^{(l)} \) are all submodules from layer \( l \) of the node update module. Optionally, \( f_{\text{pre}}^{(l)(k)} \) and \( f_{\text{mid}}^{(l)(k)} \) may include \( K + 1 \) separate networks, each of which is applied to a specific neighborhood \( k \).
In contrast to many other GNN architectures, this formulation does not immediately aggregate the data from the neighboring agents. Instead, it applies a transformation \( f_{\text{pre}} \) to each transmission before that data is aggregated together. Information is inevitably lost through the summation operation, but \( f_{\text{pre}} \) can ensure that the \textit{most important} information is preserved.

To illustrate the loss of information without \( f_{\text{pre}} \), let us examine an example where a GCN is used for formation control. The inputs to each node are the relative positions of its neighbors, and the output is a desired velocity. In this example, let us consider the local calculations of agent 0 in the swarm, whose neighbors are agents 1, 2, and 3. The relative positions of the neighbors are \( p_1 = [-2, 0] \), \( p_2 = [1, 1] \), and \( p_3 = [1, -1] \). In a GCN, the first step after receiving a set of transmissions is to aggregate them together. So, we calculate the aggregated information from a 1-hop neighborhood: \([-2, 0] + [1, 1] + [1, -1] = [0, 0]\). This calculation only yields the center of mass, so clearly some important information has been lost. It does not tell agent 0 how many neighbors it has, how far away they are, or in which direction they lie. As further demonstration, if the relative positions are multiplied by \(-1\), then one would expect a different output (for example, the agent might move in the positive x direction instead of the negative x direction), but the GCN would receive the same input of \([0, 0]\). It is impossible to map the same input to different outputs, so a GCN cannot produce the correct output in all cases. Therefore, there exists a set of policies which cannot be represented by a GCN, no matter what its network parameters are.

In contrast, the introduction of \( f_{\text{pre}} \) provides a strong theoretical guarantee. It allows the network to represent \textit{any} symmetric function of the incoming data. To prove that the node update module is a universal approximator, we must leverage the theorem that any multivariate function \( f \) can be represented as a composition of univariate functions: \( f(X) = \rho(\sum_{x \in X} \phi(x)) \) [16]. In ModGNN, the inner function \( \phi \) corresponds to \( f_{\text{pre}} \), the summation corresponds to the first aggregation in the node update module, and the outer function \( \rho \) corresponds to \( f_{\text{mid}} \). This produces an intermediate compressed state for each \( k \)-hop neighborhood. Each neighborhood can then be composed together in a similar fashion, where \( \phi \) corresponds to \( f_{\text{mid}} \) and \( \rho \) corresponds to \( f_{\text{final}} \). In effect, the node update module can represent any function \( g \) of the form \( g(\{X_k \mid k \in [0..K]\}) = f_2(\{f_1(X_k) \mid k \in [0..K]\}) \), where \( X_k \) is the set of \( k \)-hop data from each neighbor, \( f_1 \) is a symmetric function of data from a set of neighbors within a given neighborhood, and \( f_2 \) is a symmetric function of data from different neighborhoods. It is important that the architecture limits \( f_1 \) to symmetric functions in order to maintain permutation equivariance. On the other hand, the architecture permits different \( f_{\text{mid}} \) functions to be applied to different \( k \)-hop neighborhoods, so it is possible for \( f_2 \) to also represent some non-symmetric functions (for example, it can represent a GCN, which applies a different weight matrix to each \( k \)-hop neighborhood).

**D. ModGNN Implementation**

In order to evaluate ModGNN against baselines, we develop a naive, application-agnostic implementation. All three submodules within the node update module are implemented with MLPs to serve as universal approximators, so it is dubbed ModGNN-MLP. ModGNN-MLP is a single-layer GNN defined by the following implementations for each of the submodules:

- \( f_{\text{input}} \): The identity function.
- \( f_{\text{com}} \): The incoming state is subtracted from the local state, which is equivalent to using the Laplacian as a GSO.
- \( f_{\text{pre}} \): A three layer MLP with an output dimension size of 10.
- \( f_{\text{mid}} \): A three layer MLP with an output dimension size of 10.
- \( f_{\text{final}} \): A three layer MLP where the output is the size of the agent’s action space.

**IV. EVALUATION**

We compare the expressivity of ModGNN-MLP and the baselines by evaluating their ability to represent a known expert algorithm. Once trained, we also evaluate each model’s ability to generalize to new situations. If a model can extrapolate to environments which were not seen in the training process, then that demonstrates that it actually learned the underlying rules associated with the expert algorithm, as opposed to simply mapping inputs to outputs.

**A. Experiments**

For our experiments, we focus on the flocking problem applied to a swarm of quadcopters [11]. We create a gym environment in PyBullet [17] (a physics simulator) and implement a PID velocity controller to translate actions given as target velocities into motor forces (Fig. 4)

Our chosen expert algorithm is Reynolds flocking, which combines elementary cohesion \( c_i(t) \), separation \( s_i(t) \), and alignment \( a_i(t) \) behaviors weighted by constants \( C_c \), \( C_s \), \( C_a \) [18]. In this formulation for the target velocity \( \mathbf{u}_i(t) \) generated by Reynolds flocking, \( \mathbf{p}_i(t) \) and \( \mathbf{v}_i(t) \) represent the position and velocity of agent \( i \):

\[
\begin{align*}
\mathbf{c}_i(t) &= \sum_{j \in N_i(t)} (\mathbf{p}_j(t) - \mathbf{p}_i(t)) \cdot ||\mathbf{p}_j(t) - \mathbf{p}_i(t)|| \\
\mathbf{s}_i(t) &= \sum_{j \in N_i(t)} \frac{\mathbf{p}_i(t) - \mathbf{p}_j(t)}{||\mathbf{p}_i(t) - \mathbf{p}_j(t)||^3} \\
\mathbf{a}_i(t) &= \sum_{j \in N_i(t)} (\mathbf{v}_j(t) - \mathbf{v}_i(t)) \cdot ||\mathbf{v}_j(t) - \mathbf{v}_i(t)|| \\
\mathbf{u}_i(t) &= C_c \cdot \mathbf{c}_i(t) + C_s \cdot \mathbf{s}_i(t) + C_a \cdot \mathbf{a}_i(t) 
\end{align*}
\]
While the expert algorithm uses a fully connected communication graph, the models are trained to emulate that behavior with a communication range of 3.5m. Using a simulation with 32 quadcopters, we train on a dataset of 1000 episodes (with randomized starting positions), each of length 1000 timesteps. At test time, we simulate 100 episodes with each model. In the swarm, one designated leader is controlled by generating a target velocity with integrated Gaussian noise. The raw observations of each agent $o(t) \in \mathbb{R}^6$ are composed of a concatenation of their position and velocity.

**B. Models**

We test our architecture against two variants of a GCN, a centralized network, and two “ablation models”, which are versions of ModGNN-MLP with various components stripped away:

- **ModGNN-MLP**: An implementation of ModGNN (Section III-B).
- **ModGNN-MLP $[-f_{pre}]$**: ModGNN-MLP with the $f_{pre}$ submodule removed.
- **ModGNN-MLP $[-f_{mid}]$**: ModGNN-MLP with the $f_{mid}$ submodule removed.
- **GCN**: A standard GCN (Section III-B). In the context of ModGNN, the GCN implements $f_{mid}$ with a matrix multiplication and $f_{final}$ with a point-wise activation function. The $f_{pre}$ submodule is the identity function.
- **GCN $[+f_{final}]$**: A variant of the GCN with an MLP in place of $f_{final}$. This architecture has been used in previous work to represent more complex policies [12].
- **Central**: A centralized MLP which takes the concatenated state space of all agents as an input, and produces the concatenated actions of all agents as an output. The architecture has 4 layers.

All models use the Laplacian GSO for $f_{com}$ (except for the centralized model, which gets instantaneous access to all information). They are trained and evaluated in a centralized setting in order to benefit from the speed of vectorized operations. To ensure a fair comparison, all of the models are trained in parallel with the same batches of data, using the same hyperparameters (which are not optimized for any individual model).

**C. Results**

In evaluation, we evaluate the models’ performance not only over a validation dataset generated by an expert, but also over trajectories generated by their own policies. In these simulations, the same suite of randomized starting states is used for each model. Some of the evaluation environments have the same number of agents as in training, while others vary the number of agents in order to test the models’ ability to generalize.

**First, we evaluate the expressivity of each model by computing their loss over a validation dataset (Table I).** The results show that the models can be grouped into four distinct levels of performance:

1) The models which exhibit the best ability to emulate the expert algorithm are ModGNN-MLP (with a mean error of 0.034) and ModGNN-MLP $[-f_{mid}]$ (with a mean error of 0.039). These are the only two architectures which utilize the $f_{pre}$ submodule. It makes sense that $f_{pre}$ is the most important place for a nonlinearity because it is possible to reformulate the Reynolds flocking algorithm in the context of the ModGNN framework such that all nonlinear operations are contained in $f_{pre}$.

2) The models with the second lowest validation loss are the ModGNN-MLP $[-f_{pre}]$ (with a mean error of 0.084) and GCN $[+f_{final}]$ (with a mean error of 0.094). These models do not have a nonlinear $f_{pre}$ Submodule, but they do have MLPs in other locations. They cannot precisely emulate Reynolds flocking because information is lost in the aggregation operation after $f_{pre}$, but they can use their MLPs to (imperfectly) reconstruct and use the data.

3) The third best model is the GCN (with a mean error of 0.165, accounting for one outlier). It does not contain any MLPs, so it cannot capture the complexity of the nonlinear functions in Reynolds flocking. Instead, it regresses on the single linear layer model that reduces the error as much as possible. Interestingly, the GCN received a high error of 0.657 for the case of $K = 3$. It is unclear whether this is due to the 3-hop data introducing noise which interferes with the other data, or if the model simply reached a local optimum during training.

4) The Central model is the worst (with a mean error of 0.267). Although it is given all of the necessary information and has an architecture that is complex enough to capture the intricacies of Reynolds flocking, it simply cannot generalize. The state space is far too large, so the probability of encountering a state that is close to one that it had seen in training is very low.

**TABLE I: Validation Loss.** The mean squared error (relative to the expert) is evaluated on trajectories generated by the expert in an environment with 32 agents. Note that the Central model gets instantaneous access to all agents’ states, so changing the number of hops $K$ has no effect on it.

| Model          | Mean Squared Error |
|----------------|--------------------|
| $K = 1$        | 0.034              |
| $K = 2$        | 0.039              |
| $K = 3$        | 0.042              |

**TABLE II: Model Evaluation.** The mean squared error (relative to the expert) and flocking metrics for each model in an environment with 32 agents. We report the metrics in the format $[\text{mean}] \pm [\text{standard deviation}]$. Note that these metrics are computed on trajectories generated by the trained models (as opposed to the error in Table I which is calculated on trajectories generated by the expert). The total error is higher because compounded local errors can cause the agents to enter states which would never be visited by the expert, and therefore are not present in the training dataset.

| Model          | Error   | Leader Dst | Cohesion | Separation |
|----------------|---------|------------|----------|------------|
| $f_{final}$    | 0.034   | 0.039      | 0.042    | 0.042      |
| $f_{mid}$      | 0.039   | 0.042      | 0.042    | 0.042      |
| GCN            | 0.042   | 0.042      | 0.042    | 0.042      |
| Central        | 0.042   | 0.042      | 0.042    | 0.042      |
Next, we use the models’ learned policies in simulation (Table II). The resulting trajectories are evaluated with the following metrics:

- Error : The mean squared error between the model output and the action produced by the expert algorithm.
- Leader Distance : The distance from the leader to the center of mass of the rest of the swarm. This is a measure of the swarm’s responsiveness to decisions made by the leader.
- Cohesion : The diameter of the smallest sphere that can contain all of the agents. It is desirable for the cohesion value to be as small as possible (until it starts conflicting with separation), because that indicates that the agents are sticking together in a swarm.
- Separation : The distance between each pair of agents. The separation should not be too low (resulting in collisions) or too high (resulting in poor cohesion). Most importantly, the separation metric should have a low standard deviation. A consistent separation between agents implies an efficient formation with regular spacing.

The results show that ModGNN-MLP performs better than the baselines and ablation models across all metrics for all values of $K$ that we tested (Table II). The mean squared error in simulation is always at least 42% better than the best baseline for all values of $K$. In the standard deviation of the separation—perhaps the most telling metric—ModGNN-MLP outperforms both variants of the GCN by achieving a value that is 25% smaller for $K = 1$, 33% smaller for $K = 2$, and 72% smaller for $K = 3$. This improvement in performance with increasing $K$ is also reflected in the mean squared error of ModGNN-MLP, but it is not replicated by the baselines. This indicates that unlike the other architectures, ModGNN-MLP is able to utilize multi-hop information to improve its predictions.

The last set of experiments that we perform are a series of generalization tests (Table III). We apply the models (which have been trained with 32 agents) to new environments with 16 or 64 agents, thereby evaluating their ability to generalize.

Again, the results indicate that ModGNN-MLP consistently outperforms the baselines, demonstrating an ability to produce accurate results even when the agents are presented with a varying number of neighbors. In fact, the loss of ModGNN-MLP in the new environments ($N = 16$ and $N = 64$) is lower than the loss of the baselines in the same environment on which they were trained ($N = 32$). The only test case where ModGNN-MLP is not the best is for $K = 1$, $N = 16$, where it is beaten by ModGNN [$-f_{mid}$]. This is not surprising, as ModGNN [$-f_{mid}$] establishes itself as a close runner-up to ModGNN-MLP in the previous tests (Table I). As the only other model which includes the $f_{pre}$ submodule, it has the ability to represent the ground truth function which the expert applies to the incoming data from each neighbor.

## V. DISCUSSION

These results demonstrate that a naive implementation of the ModGNN framework is able to approximate an expert algorithm more accurately than the baselines. Furthermore, the ModGNN implementation shows an improved ability to generalize to previously unseen environments, which indicates that it is able to learn the underlying rules in the expert algorithm. The results also provide experimental evidence to back up the theoretical advantages of including the $f_{pre}$ submodule in a GNN architecture.

Of course, these results only reflect the benefits of our framework in a single case study. In the future, it would be worthwhile to apply the same comparison between models to more applications. In doing so, we could determine if $f_{pre}$ is always the most important submodule, or if the importance of each individual submodule varies depending on the application.

In this paper, we focused on architectural changes to submodules within the node update module. It would also be interesting to evaluate the effect of changes within the message aggregation module. For example, the implementation of $f_{com}$ determines which of three categories a GNN falls under: standard [4], attention-based [5], or message-passing [19]. One could evaluate a novel implementation of $f_{com}$ against baselines from these three categories.

Future research could also delve into the effects of changing other hyperparameters: Does the importance of using nonlinear models in the submodules change when the GNN has more layers? What implementations of ModGNN are most robust to changes in the communication range? The answers to these questions could inform the development of new implementations of ModGNN.

## VI. CONCLUSION

In this paper, we proposed ModGNN, a new framework for GNNs in multi-agent problems. We used ModGNN to implement our own novel GNN, as well as baseline architectures for comparison. We demonstrated that the addition of extra nonlinear submodules in a GNN can greatly boost its performance. Furthermore, we showed that a naive implementation of ModGNN possesses more expressive power than a GCN, and demonstrates an improved ability generalize to new scenarios.
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