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Abstract—We consider the design of distributed algorithms that govern the manner in which agents contribute to a social sensing platform. Specifically, we are interested in situations where fairness among the agents contributing to the platform is needed. A notable example are platforms operated by public bodies, where fairness is a legal requirement. The design of such distributed systems is challenging due to the fact that we wish to simultaneously realise an efficient social sensing platform, but also deliver a predefined quality of service to the agents (for example, a fair opportunity to contribute to the platform). In this paper, we introduce iterated function systems (IFS) as a tool for the design and analysis of systems of this kind. We show how IFS frameworks can be used to realise systems that deliver a predictable quality of service to agents, can be used to underpin contracts governing the interaction of agents with the social sensing platform, and which are efficient. To illustrate our design via a use case, we consider a large, high-density network of participating parked vehicles. When awoken by an administrative centre, this network proceeds to search for moving missing entities of interest using RFID-based techniques. We regulate which vehicles are actively searching for the moving entity of interest at any point in time. In doing so, we seek to equalise vehicular energy consumption across the network. This is illustrated through simulations of a search for a missing Alzheimer’s patient in Melbourne, Australia. Experimental results are presented to illustrate the efficacy of our system and the predictability of access of agents to the platform independent of initial conditions.
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I. INTRODUCTION

In many applications, a physical phenomenon can be sensed by collecting data collaboratively [2][12], either from humans directly, or from devices acting on their behalf. This is variously known as (spatial) crowdsourcing [2][3][14], (mobile) crowd sensing [15][16], or social sensing [17][18]. Often, there are more humans and their devices that could contribute to the platform than the platform can utilize at any given time. In such situations, it may be desirable that the algorithms that govern the sensing process have certain properties such as fair and predictable distribution of the work among agents. These requirements are becoming very important and arise in many situations:

- For example, in applications where the platform is operated by a branch of a government, which often has a legal requirement to ensure fair and equitable treatment of citizens. In many such situations, the rights of sub-groups and their representation in the sensing platform must be considered in the mechanism-design process. One may think of this as akin to ensuring the ability of citizens to vote in a voting system.
- Another example arises in applications where there are certain types of incentives on offer. In such situations, one is interested in ensuring that agents have an equal chance to avail of these incentives. Often, this is a legal requirement (e.g., stemming from lottery regulations).
- A further example occurs in applications where written contracts between the participants and the platform are issued, which should involve guarantees of fairness of predictability as some quality-of-service measures.
- Finally, the same requirements arise in situations where fair and predictable access is mandated for legal or other reasons. Among others, the European Commission [19] aims to regulate certain “high-risk” AI applications. For example, when participants report pollution levels in a neighbourhood and this information is then used to route vehicular traffic, a sensing platform may be legally required to provide a fair and predictable access to participants from all neighbourhoods, to make sure that certain neighbourhoods do not see excessive traffic due to their under-representation in the pollution-sensing scheme.

Generally speaking, fairness issues have not yet been widely considered in the context of the design of social sensing systems. Typically, in social sensing systems, information and actuation capabilities are crowd-sourced to generate functionality to control and influence ensemble behaviour, with the primary objective often being the efficiency of the platform, frequently with some privacy guarantees. Examples of such situations in smart-city applications include sensing to detect and allocate parking spaces, electric charge points, or as we have mentioned, ambient pollution in cities. While prior papers deal with many aspects of crowd-sensing problems, most have focused on the design of efficient crowd-sensing systems. Efficient could mean, for example, systems that minimize
We seek to meet the following objectives. Roughly speaking, when we design such systems, we wish to allocate access to the sensing platform in a manner that is not wasteful, which gives an optimal return on the use of the resource for society, and which, in addition, gives a guaranteed level of service to each of the agents competing for that resource, or may even be mandated as part of some legal requirement. The first two of the above objectives are classical control theoretic objectives. The third is somewhat new, even in the context of control engineering. In what follows, we shall show that all three objectives can be met in the design of our crowdsourcing algorithms. To do this, our principal tool will be to develop techniques, whereby we establish conditions that guarantee ergodicity. Specifically, by ergodicity we mean the existence of a unique invariant measure, to which the system is attracted in a statistical sense, irrespective of the initial conditions. Thus, the design of systems for deployment in multi-agent applications must consider not only the traditional notions of regulation and optimisation, but also the guarantees concerning the existence of a unique invariant measure. This is not a trivial task and many familiar strategies fail. Specifically, our principal contribution in this paper is to develop a framework for reasoning about fairness in social sensing in the sense of guaranteeing that the number of queries per participant will be equalised among comparable participants, in expectation, even when the population of participants varies over time. A prerequisite for fairness is predictability in the sense of guaranteeing that the expected number of queries per participant is independent of the initial state.

Various notions of fairness could then be devised and enforced by shaping the so-called unique invariant measure for a related stochastic system, although we demonstrate only the use of one particular notion of fairness in this paper. In particular, we develop a meta-algorithm for social sensing in a time-varying setting, for which we prove guarantees of predictability and fairness by reasoning about the existence of a unique invariant measure for a related stochastic system. We believe that our work is one of the first to deal with this problem in a social-sensing context.

Comment: Before proceeding, we remark that the aforementioned notions of ergodicity and invariant measure are very precise technical terms grounded in the theory of stochastic processes. However, we emphasize that our interest in these concepts is entirely practical. Establishing conditions for an invariant measure is the tool we use to prove that a particular algorithm is ergodic. Ergodicity implies two basic things in the context of a stochastic system. First, it means that the initial conditions do not matter in the long run. Thus, it imbues the notions of predictability and fairness in the context of any given algorithm, both of which are important for writing economic contracts. Second, it means that simulations can be trusted. In many cases, the algorithms that we develop give rise to complicated stochastic systems and simulations are often our only tool to understand them. Ergodicity implies that such simulations can be trusted.

Figure 1. Basic setting. There are more potential participants than a crowdsensing platform will need to use on a given day. The platform selects the participants, processes their answers, and depending on some reference signal, may invite further participants.
A motivating application

As a motivating application, consider the situation when an entity, such as a material object or a pet, goes missing. Considering that objects, pets, and even people go missing every day, there exist methods and systems in place to facilitate the location of missing entities. For example, computer applications allow us to track missing or stolen smartphones. Pets can be micro-chipped or equipped with “smart” collars. Medical jewellery and community support networks exist to aid people with needs who wander, including Alzheimer’s patients [23].

For instance, in the context of IoT, the vehicles that we drive are becoming connected to each other, to the infrastructure, and to the Internet [3, 6]. With expanding on-board sensing, computing, and communication capabilities, parked cars no longer need to be idle, to be of no service to us during the extended periods when they are not being driven. Recently, the use of networks of parked vehicles in dense urban areas has been suggested for the detection and localisation of moving, missing entities using RFID technology [26]. From these preliminary studies, a key question arises: How can we distribute the searching agents to quickly locate the moving, missing entity, while also reducing the redundancy, and thus increasing energy efficiency in the system? One approach to designing such a system would be as follows. Technically, we consider a feedback loop wherein the administrative centre broadcasts a signal to all agents capable of participating in social sensing. The agents respond to the signal stochastically and thereby alter the state of the system. The administrative center observes a filtered aggregate state of the system, and therewith, improved response times.

Figure 2. An illustration of the RFID-based system, following [1]. (Some sub-images obtained from Openclipart [21, 22].)

B. Specific contributions

This paper builds on three pieces of our earlier work [1, 25, 27]. The first paper [25] concentrated on simulating a specific case of locating an Alzheimer’s patient in inner-city Dublin using RFID readers installed in parked cars. That first work considered all parked cars within a certain area would be awoken by a central authority and attempt to locate the missing entity. While simulations have shown that this approach can be highly effective in finding a missing entity, turning all cars on for detection within a given time interval may deplete the participants’ batteries without improving coverage substantially, as clustering cars have similar information to report at that given time frame.

Moving towards a more efficient way of turning cars’ sensors on or off, the second paper [11] addresses this problem by proposing a stochastic algorithm for regulating the number of cars turned on for searching in which each car would randomly decide its status based on the number of detected neighbouring vehicles. Indeed, cars with many neighbouring vehicles may be less likely to turn their sensors on as it is probable that at least one of the cars in the cluster will turn its sensor on. On the other hand, cars with fewer neighbouring vehicles must have their sensors almost always on as there is a low probability that they can rely on their neighbours to cover that specific area. Simulations have pointed out that similar results to the ones provided in the first paper can be achieved with significantly fewer ‘active’ vehicles at each time frame. The foundation of this stochastic algorithm is described in [27] and is based on a feedback model, in which a population of agents is regulated by a central authority, the controller. In that reference, the ergodicity of the closed-loop system dynamics is sought, as this rather theoretical property is closely related to predictability and fairness in practice. This paper further extends these papers by revisiting the algorithmic aspects of the design, and by extending the application scenario to a more extensive use case. As before, we are interested here in the ergodicity of the feedback system as a prerequisite to writing contracts and to provide fairness guarantees to individual agents. Specifically, the work presented in this current paper expands upon our previous work significantly, as follows.

A. We present a framework for reasoning about the predictability and fairness of regulating task distribution in social sensing. We introduce iterated function systems as a tool for addressing such issues in the context of social sensing.

B. We develop conditions that ensure predictability and fairness, even when there are small deviations in the
probabilistic models over time (this scenario is not considered in [27]).

C. We expand upon the motivating application of searching for a missing person with illustrations from simulations from Melbourne, Australia. The new simulations corroborate our analysis: using Algorithm 2 “Switching On” or “Off” of the RFID readers per participant over time is, indeed, independent of the initial state and does exhibit weak convergence [28].

In terms of contributions to the field of social sensing, to the best of our knowledge, this work is the first to develop analytical tools for the design of social sensing platforms that guarantee predictability and certain notions of fairness. This builds on the use of iterated function systems to both model and design such systems. A further contribution to the general field is to use these systems to study the robustness of these systems to uncertainties, and to apply them to the design of a social sensing platform.

C. Paper Organisation

The paper is structured as follows. In Section II, we provide an overview of related work both in social sensing and control theory. In Section III, we formalise the problem of predictability and fairness mathematically and present our main algorithmic results. In Section IV, we develop a mathematical framework for establishing the robust ergodic properties of social sensing systems. Finally, in Section V-A we demonstrate the utility of our results by revisiting the use case of a missing Alzheimer’s patient. Conclusions and future work are presented in Section VI and supplementary mathematical results are presented in the Appendix.

II. RELATED WORK

A. Social sensing

There exists extensive literature on social sensing, as surveyed in [17, 18]. Much of the early work has been empirical and exploratory in nature; e.g., [4, 5]. More recently, however, rigorous analyses have started to appear. The authors of [7] consider credibility estimation and [29] set the study in context. [30] proposed various likelihood-based inference algorithms and bound their performance. [10] combined both efforts in a time-sensitive setting. A number of studies [12, 13, 31, 36] analysed privacy in this context, as surveyed in [37]: [31] consider k-anonymity and [32, 34, 36] consider differential privacy, for instance. A related stream of work considers distributed and secure storage technologies such as blockchain [38] and location-privacy therein [39]. This hints at the maturity of the field.

Numerous applications have been developed, ranging from the detection of pot holes [40], and crowdsourced traffic monitoring (Nericell [41], Waze, or Google Live Traffic [42]), road-traffic delay estimation (Waze, VTrack, or Google Live Traffic [42]), understanding of traffic accidents [5], pollution [43], and generation of fine-grained noise maps [44, 45], to the search for missing entities [6, 24, 25, 46–48] such as stolen bicycles [46], lost children [47, 48], and Alzheimer’s patients [25]. Most recently, social sensing has found applications in sensing within the COVID-19 pandemic [49]. Indeed, most track-and-trace approaches, e.g., [50], can be seen as a form of social sensing. We refer to [51] for a nice overview of the classical applications.

In this paper, our focus is on the search for missing entities [6, 24, 25] where, similarly to other vehicle-based approaches [48, 41], task allocation impacts participants’ automotive batteries, where the adverse impact is small, but measurable. Our techniques can be applied more broadly, though. In general, applications of social sensing, wherein allocated tasks may have an adverse impact on the participants, however small, may benefit from fairness considerations the most. Consider, for instance, requiring the driver of a vehicle to focus on the small screen, which may impact road safety, or repeated queries concerning symptoms in medical applications, such as queries as to whether their heads ache in [49], where such “priming” may change perceptions of the symptoms.

B. RFID-based approaches for the search for missing entities

Regarding the specific example of agents searching for missing entities, the RFID-based system described in [6, 24, 25], and illustrated in Fig. 4 was envisioned as follows. Each participating parked vehicle comprised of an RFID reader and an antenna on board, and was able to communicate with an administrative centre. The potentially missing entity was presumed to be carrying an RFID passive tag via some means; e.g., a wrist band. If the entity went missing, an alarm would be raised with the administrative centre. For example, the entity’s carer or owner places a phone call to the police. Once the alarm is raised, the administrative centre prompts the application on board the parked vehicles. The RFID technology enables those vehicles to attempt to locate the missing entity, and to inform the administrative centre when it is found (i.e., when the RFID equipment on board a parked vehicle detects and processes the presence of the unique RFID passive tag carried by the missing entity). Finally, once detected, the administrative centre then invokes a procedure aimed at making contact with the missing entity. For example, the police may go to the location at which the entity was detected to refine the localisation and, if required, help the entity on its way home. See [6, 24, 25] for further details and [26] for a survey of related work in social sensing with RFID technologies. Investigations conducted in [25] concerning demonstrating the efficacy of the RFID-based system were purely simulation-based. The system was demonstrated through a use case scenario of a missing Alzheimer’s patient in inner-city Dublin, Ireland. For the simulations, system parameters were varied, including: (i) the percentage of parking spaces on the map of Dublin that were inhabited by vehicles participating in the service; (ii) the polling rate of the RFID equipment on board the participating parked vehicles; and (iii)
achieving regulation, the controller should also ensure that the agents have a sense of fairness and predictability. In control-theoretic terms, this can be cast as a particular flavour of the ergodicity of the closed-loop system dynamics, known as the existence of a unique invariant measure [27][54]. This completely removes the effects of initial conditions in the long run. Overall, in the aforementioned references, the authors state the conditions for the unique ergodicity of the closed loop with linear controllers and filters:

**Theorem 1.** [54] Theorem 3] Consider the feedback system depicted in Fig. 3 for some given finite-dimensional linear systems $\mathcal{C}$ and $\mathcal{F}$. Assume that each agent $i \in \{1, \ldots, N\}$ has state $x_i(k)$ governed by the following affine stochastic difference equation:

$$x_i(k+1) = w_{ij}(x_i(k)), \quad (1)$$

where the affine mapping $w_{ij}$ is chosen at each step of time according to a Dini-continuous probability function $p_{ij}(x_i(k), \pi(k))$, out of

$$w_{ij}(x_i) = A_i x_i + b_{ij} \quad (2)$$

where $A_i$ is a Schur matrix and for all $i$, $\pi(k)$, $\sum_j p_{ij}(x_i(k), \pi(k)) = 1$. In addition, suppose that there exist scalars $\delta_i > 0$ such that $p_{ij}(x_i, \pi) \geq \delta_i > 0$; that is, the probabilities are bounded away from zero. Then, for every stable linear controller $\mathcal{C}$ and every stable linear filter $\mathcal{F}$, the feedback loop converges in distribution to a unique invariant measure.

This theoretical framework will be exploited and extended in the sequel to devise our social sensing solution. For now, there are some key aspects on this framework and specifically on the previous theorem that should be pointed out and discussed. Note first that the agents’ dynamic behaviour may seem rather limited, but it suffices for several smart-cities applications, such as applications with “on-off” participants; the reader may see [27] for extensions to the nonlinear case. Note also that the main design task in the linear setting described above is to devise two stable linear time-invariant systems (a filter and a controller) so that the closed-loop dynamics are stable. This ensures ergodicity and, thus, allows for fairness. Finally, it is important to point out that the probabilities involved in the dynamic response of the agents with respect to the broadcast signal must be bounded away from zero. The lack of this assumption can yield non-ergodic stochastic processes, and in this case some agents may monopolise allocated resources.

### III. PROBLEM STATEMENT

Let us revisit the closed-loop schema of Fig. 3 where there are $N \in \mathbb{N}$ agents $\mathcal{F}_1, \ldots, \mathcal{F}_N$, whose aim is to estimate the state evolution of some underlying system. These $N$ agents are regulated by a controller $\mathcal{C}$ using broadcast signal $\pi(k)$, at time $k \in \mathbb{N}$, which affects the agents’ participation in the sensing scheme. The state of each agent $i$ at time $k$ is captured by $x_i(k)$, which can be univariate or multivariate. For example, the state $x_i(k)$ at time $k$ could be in the set $\{0, 1\}$, which would suggest whether agent $i$ allows for the
participation in social sensing \((x_i(k) = 1)\) or not \((x_i(k) = 0)\). In this case, at each time instant \(k\), agent \(i\) may have a probability \(p_{11}\) of being on and a probability \(p_{00}\) of being off at the following time step. Both probabilities may depend on the broadcast control signal \(\pi\); that is,

\[
P(x_i(k + 1) = 1) = p_{11}(\pi(k))
\]

and, thus,

\[
P(x_i(k + 1) = 0) = p_{00}(\pi(k)) = 1 - p_{11}(\pi(k)),
\]

since both events are complementary. More generally, we could consider a family of response functions \(\{w_i\}_{i=1}^N\), with probability functions \(\{p_\sigma(x)\}_{\sigma=1}^N\) where

\[
p_\sigma(x) : \mathcal{X} \to [0, 1], \sum_{\sigma=1}^N p_\sigma(x) = 1,
\]

and agent \(i\) selects \(\sigma\) according to the state-dependent probabilities

\[
p^i(x^i(k)) = (p_{11}^i(x^i(k)), \ldots, p_{NN}^i(x^i(k))).
\]

While there is some inherent randomness in the reaction of each agent to the broadcast signal, increasing the value of \(\pi\) should increase the probabilities of participation and likewise lowering \(\pi\) should induce agents to stop participating, eventually. Finally, based on the participation of the agents, the controller has access to a filtered aggregate of observations \(\hat{y}(k)\), with some delay \((\tau^{-1})\), possibly after subtracting a reference value \(r\) to obtain the error \(e(k)\). The error \(e(k)\) is then used to produce the broadcast signal, thus closing the loop. See, also, Algorithm 1 on Page 7.

Informally, predictability requires that, for each agent, there exists a limit on the long-run average of the agent’s state, and that this limit is independent of the agent’s initial state. Fairness, consequently, requires that this limit coincides for all agents. Formally:

**Definition 1 (Predictability).** Whenever, for each agent \(i\), there is an agent-specific constant \(\tau_i\) such that the following limit exists:

\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} x_i(j) = \tau_i, \quad a.s.,
\]

i.e., a long-run average of agents’ states independent of the initial state \(x_i(0)\), we say the system is predictable.

Next, fairness in the sense of statistical parity [56] requires the limits of (6) coincide for all agents \(i\).

**Definition 2 (Fairness).** Whenever there exists a finite constant \(\tau\) such that:

\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} x_i(j) = \tau, \quad a.s.,
\]

for all agents \(i\), we say that the system is fair.

Notice that this notion of fairness is rather strict. One may equally well consider simpler notions of fairness, perhaps summing over only certain coordinates of the multivariate state variable, or considering a fixed numerical threshold:

**Definition 3 (\(\epsilon\)-fairness).** Based on (6) and (7), we define the predictability and fairness vectors for some \(r \in \mathbb{R}\) as follows:

\[
\hat{p} = (\tau_1, \tau_2, \ldots, \tau_n) \in \mathcal{X} \subseteq \mathbb{R}^n, \quad (8)
\]

\[
\hat{f} = r, \quad \text{where } 1^\top = (1, 1, \ldots, 1)^\top \quad (9)
\]

and, for some small \(\epsilon > 0\) and any vector norm \(\| \cdot \|\) in \(\mathbb{R}^n\), we say that the system is \(\epsilon\)-fair if we have

\[
\mathbb{E}\left(\|\hat{p} - \hat{f}\|\right) \leq \epsilon.
\]

Note that this definition does not imply the existence of a protocol that could ensure \(\epsilon\)-fairness of the system for any input. Indeed, however large the value of \(\epsilon\), and however fast the convergence of the algorithm schema for social sensing, a scenario can be created to violate the \(\epsilon\)-fairness. Furthermore, note that while in some smart-cities applications, one may assume that the probabilistic model is time-invariant, most social-sensing problems feature a time-varying population, and this can be challenging from a theoretical perspective. For instance, in our application, the missing entity may move quickly (e.g., using the underground) and the number of parked cars in each agent’s surroundings may change slowly.

In such a time-varying setting, two complications arise. First, the efficient task allocation [57, 58] (e.g., search efficiency in our motivating application) becomes computationally intractable [59] when the probabilistic models are allowed to vary arbitrarily. More formally, the approximation to any non-trivial factor with respect to the number of queries is complete for polynomial-space Turing machines [60]. (This relies on the equivalence with the so-called restless multi-armed bandit problem [61, 62], a well-known problem in applied probability.) Hence, any social sensing scheme assureing search efficiency is computationally complex, independent of whether \(P = \text{NP}\), and in turn, predictability and fairness are as much as we can hope for. Second, the analysis of predictability and fairness becomes rather non-trivial. We address these complications with tools from stochastic analysis and control. Both predictability and fairness can be defined in terms of the properties of an associated stochastic model, which is known as an iterated function system (cf. Definition 4 in the next section). When the probabilistic model does not change over time, predictability is assured by the existence of a unique invariant measure (cf. Definition 5 in the next section). When we cannot rely on the probabilities and transformations in the iterated function system being invariant over time, or perfectly known to us, there are still at least two options. Either we can consider the notion of piece-wise stationary measures [63] for a time-varying iterated function system [63], or we can consider perturbation analysis, also known as sensitivity analysis. There, it is of interest to know whether a perturbation in the state causes a large difference in the behavior of the corresponding stochastic process. In our class of contractive transformations, we show in Theorem 2 that small perturbations in the state or probabilities do not cause large changes in the behavior, in terms of the long-run average state. This means that we can use linear or other approximations without changing the invariant measures too much.
**Data:** Number of agents $N$; initial state $x^i(0) \in \mathcal{X}$ for each agent $i$; a set of possible behaviours $\{w_\sigma\}_\sigma$, valid for any agent, to be chosen with agent- and state-dependent probability; number $t$ of time steps between perturbations; time horizon $t \leq T$ of time steps; a bound $\delta$ on the rate of the environment-driven change per $t$ time steps.

**Initialise** counters $s \leftarrow 0, h \leftarrow 0$, where $(s, h)$ considered lexicographically captures time ; Central authority broadcasts arbitrary signal $\pi(0)$, such as 0 ;

**while** $s \cdot h \leq T$ **do**

**while** $h \leq t$ **do**

**for** each agent $i$ **do**

Agent $i$ calculates state-dependent probabilities $p^i(x^i(st + h)) = (p_1^i(x^i(st + h)), \ldots, p_N^i(x^i(st + h)))$; Agent $i$ selects response function $w_\sigma$, where $\sigma$ is chosen according to the probabilities $p^i(x^i(st + h))$;

Agent $i$ updates $x^i(st + h + 1)$ using $x^i(st + h + 1) = w_\sigma(x^i(st + h))$, i.e., according to (3);

end

Central authority observes filtered aggregate state $\hat{y}(st + h)$, where the filter $\mathcal{F}$ is possibly not known a priori;

Central authority computes the error $e(st + h)$;

Central authority broadcasts signal $\pi(st + h)$ computed using some controller $c$ and increments $h$ to $h + 1$;

end

The environment perturbs the state of agents such that $|x^i((s + 1)t) - x^i(st + h)| \leq \delta$ and increments $s$ to $s + 1$.

end

**Algorithm 1:** An algorithm schema for social sensing with fairness guarantees

---

**IV. MAIN RESULTS**

To address predictability and fairness in social sensing rigorously, we present a result which is applicable for a class of stochastic phenomena which can be modelled as iterated function systems. This result then makes it possible to model small variations in the response of the participants within a social sensing scheme, which is a stepping stone towards analyses of a time-varying response of a population.

**A. A class of stochastic systems**

Let us define the class of systems we consider formally:

**Definition 4** (Iterated function system with state-dependent probabilities [64]). Let $\mathcal{X} \subseteq \mathbb{R}^n$ be closed, and let $p$ be a metric on $\mathcal{X}$ such that $(\mathcal{X}, p)$ is a complete metric space. Let $\{w_\sigma\}_{\sigma=1}^N$ be transformations on $\mathcal{X}$ and $\{p_\sigma(x)\}_{\sigma=1}^N$ be probability functions defined on Borel sigma-algebra $\mathcal{B}(\mathcal{X})$, such that, for all $\sigma \in [1, N], \quad p_\sigma(x) : \mathcal{X} \rightarrow [0, 1]$ and $\sum_{\sigma=1}^N p_\sigma(x) = 1.$

The pair of sequences

$$(w_1(x), w_2(x), \ldots, w_N(x); p_1(x), p_2(x), \ldots, p_N(x))$$

is called an iterated function system (IFS).

Informally, the corresponding discrete-time Markov process on $\mathcal{X}$ evolves as follows: Choose an initial point $x_0 \in \mathcal{X}$.

Select an integer from the set $\{1, 2, \ldots, N\}$ in such a way that the probability of choosing $\sigma$ is $p_\sigma(x_0), \sigma \in [1, N].$

When the number $\sigma_0$ is drawn, define

$$x_1 = w_{\sigma_0}(x_0).$$

Having $x_1$, we select $\sigma_1$ according to the distribution

$$p_1(x_1), p_2(x_1), \ldots, p_N(x_1),$$

and we define

$$x_2 = w_{\sigma_1}(x_1),$$

and so on.

Let us denote $\nu_k$ for $k = 0, 1, 2, \ldots$, the distribution of $x_k$, i.e.,

$$\nu_k(\mathcal{A}) = \mathbb{P}(x_k \in \mathcal{A}) \text{ for some } \mathcal{A} \in \mathcal{B}(\mathcal{X}).$$

The above procedure can be formalized for a given $x \in \mathcal{X}$ and a Borel subset $\mathcal{A} \in \mathcal{B}(\mathcal{X})$, we may easily show that the transition operator for the given IFS is of the form:

$$\nu(x, \mathcal{A}) := \sum_{\sigma=0}^N 1_{\mathcal{A}}(w_\sigma(x)) p_\sigma(x),$$

where $\nu(x, \mathcal{A})$ is the transition probability from $x$ to $\mathcal{A}$ and where $1_{\mathcal{A}}$ denotes the characteristic function of $\mathcal{A}$:

$$1_{\mathcal{A}}(x) := \begin{cases} 1 & \text{if } x \in \mathcal{A} \\ 0 & \text{if } x \in \mathcal{A}^c \end{cases}.$$
In our analytic approach, we consider the dual of Markov operator \( P \) defined in (14).

\[
(P^* \nu)(\mathcal{A}) = \int_{\mathcal{X}} \nu(x, \mathcal{A}) \nu(dx), \tag{16}
\]

a map defined on the space of all Borel measures on \( \mathcal{X} \). A probability measure \( \nu_* \) is called invariant probability measure for the Markov chain \( \{X_k\} \) with Markov operator \( P \) if and only if

\[
P^* \nu_*(\mathcal{A}) = \nu_*(\mathcal{A}) \quad \forall \mathcal{A} \in \mathcal{B}(\mathcal{X}). \tag{17}
\]

We finish this preliminary section of mathematical definitions and set up by defining a useful metric on the space of probability measure on \( \mathcal{X} \), due to Kantorovich and Rubinstein [67,69], also known as Wasserstein-1 distance.

**Definition 7** (Wasserstein-1 distance; Remark 6.5, p. 95 in [69]). Let \( \mathcal{L}_1 \) denote the space of all Lipschitz maps with Lipschitz constant 1, i.e

\[
\mathcal{L}_1 = \{ f : \mathcal{X} \to \mathbb{R} : |f(x) - f(y)| \leq \rho(x, y) \quad \forall x, y \in \mathcal{X} \}. \tag{18}
\]

For \( \nu_1, \nu_2 \in \mathcal{M}(\mathcal{X}) \), Wasserstein-1 distance between these two probability measure is denoted by \( \mathcal{W}_1(\nu_1, \nu_2) \) and is given by:

\[
\mathcal{W}_1(\nu_1, \nu_2) = \sup_{f \in \mathcal{L}_1} \left[ \int f d\nu_1 - \int f d\nu_2 \right]. \tag{19}
\]

**B. The main result**

For a given iterated function system, the following result provides a bound on the distance between its original invariant measure and the invariant measure obtained when it is perturbed. From a practical viewpoint, this bound ensures that small perturbations in the IFS parameters do not cause large changes to its long-run behaviour.

**Theorem 2.** Let \( P^*_1 \) be the Markov operator [65] of an iterated function system \( (w_1(x), \ldots, w_N(x); p_1(x), \ldots, p_N(x)) \) with invariant measure \( \nu_1^* \), and let \( P^*_2 \) be the Markov operator of the perturbed iterated function system \( (w'_1(x), \ldots, w'_N(x); p'_1(x), \ldots, p'_N(x)) \) with invariant measure \( \nu_2^* \). Then, for all \( x \in \mathcal{X} \), we have the following estimates of distance between the invariant measures in Wasserstein-1 distance [78]:

\[
\mathcal{W}_1(\nu_1^*, \nu_2^*) \leq \frac{1}{1-r} \left( \sum_{\sigma_k} p_{\sigma_k}(x) \| w_{\sigma_k}(x) - w'_{\sigma_k}(x) \|_\infty + \beta \eta \right) \tag{20}
\]

where

(a) \( 0 < r < 1 \) is a contraction factor for the Markov operator in \( \mathcal{W}_1 \) metric,
(b) \( \sigma_0, \sigma_1, \sigma_2, \ldots \) are i.i.d discrete-random-variable taking values in \( \{1, 2, \ldots, N\} \),
(c) \( \eta \) is the bound on the perturbation in probabilities, i.e.,
\[
\sum_{\sigma_k} \| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \| \leq \eta.
\]
(d) \( \beta \) is a bound for the real-valued continuous function \( w \in C_b(\mathcal{X}, \mathbb{R}) \).

(c) \( \eta \) is the bound on the perturbation in probabilities, i.e.,
\[
\sum_{\sigma_k} \| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \| \leq \eta.
\]

The proof is included in the Appendix.

**C. A perturbation analysis in the time-invariant setting**

Theorem [2] makes it possible to reason about small changes to the behaviour of participants in a social sensing scheme. This can be seen as a perturbation analysis or stability analysis for iterated function systems:

**Corollary 1.** Consider the feedback system depicted in Fig. 3 for some given finite-dimensional linear systems \( C \) and \( \mathcal{F} \). Assume that each agent \( i \in \{1, \ldots, N\} \) has state \( x_i(k) \) governed by the following affine stochastic difference equation

\[
x_i(k + 1) = w_{ij}(x_i(k)), \tag{21}
\]

where the affine mapping \( w_{ij} \) is chosen at each step of time according to a Dini-continuous probability function \( p_{ij}(x_i(k), \pi(k)) \), out of (2). If the system is perturbed in such a way that the perturbed system is described by

\[
x_i(k + 1) = w'_{ij}(x_i(k)), \tag{22}
\]

Then, if \( P^*_1 \) be the Markov operator for the system (1) with invariant measure \( \nu_1^* \), and if \( P^*_2 \) be the Markov operator of the perturbed system (20) with invariant measure \( \nu_2^* \), we have, for all \( x \in \mathcal{X} \), the following estimates of distance between their invariant measure in Wasserstein-1 distance:

\[
\mathcal{W}_1(\nu_1^*, \nu_2^*) \leq \frac{1}{1-r} \left( \sum_{\sigma_k} p_{\sigma_k}(x) \| w_{\sigma_k}(x) - w'_{\sigma_k}(x) \|_\infty + \beta \eta \right) \tag{23}
\]

where

(a) \( 0 < r < 1 \) is a contraction factor for the Markov operator in \( \mathcal{W}_1 \) metric,
(b) \( \sigma_0, \sigma_1, \sigma_2, \ldots \) are i.i.d discrete-random-variable taking values in \( \{1, 2, \ldots, N\} \),
(c) \( \eta \) is the bound on the perturbation in probabilities, i.e.,
\[
\sum_{\sigma_k} \| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \| \leq \eta.
\]
(d) \( \beta \) is a bound for the real-valued continuous function \( w \in C_b(\mathcal{X}, \mathbb{R}) \).

Such a perturbation analysis is also a small step from the time-invariant setting of Theorem [1] towards a time-varying setting.

**D. A time-varying setting**

Many practical applications do, indeed, involve time-varying populations, i.e., populations that change over time. In particular, time-varying response functions of populations are very clearly observable in most real-world social-sensing applications, where people follow diurnal rhythms. At night, there
may be fewer participants, whose responses may be different from the day-time participants’.

Let us define the time-varying setting formally. Let \( \mathcal{X} \) be a closed subset of \( \mathbb{R}^n \). We are given a finite set of bounded Lipschitz transformations:

\[
\mathcal{L} = \{ w_\sigma : \mathcal{X} \to \mathcal{X} \}_{\sigma = 1}^N
\]

and a countable family of \( N \)-tuple probability functions

\[
\{ p^\sigma_s(x) = (p^\sigma_{s1}(x), p^\sigma_{s2}(x), \ldots, p^\sigma_{sN}(x)) \}_{s=1}^\infty \tag{23}
\]

where the variable \( s \) denotes a discrete time-scale, for each fixed \( s \in \mathbb{N} \), and for all \( \sigma \in [1, N] \), \( p^\sigma_s : \mathcal{X} \to [0, 1] \) and for any fixed \( s \in \mathbb{N} \),

\[
0 \leq p^\sigma_s(x) \leq 1 \quad \forall \sigma \in [1, N],
\]

\[
\sum_{\sigma=1}^N p^\sigma_s(x) = 1 \quad \forall x. \tag{24}
\]

We now introduce a time-varying stochastic situation as follows: let \( s \) denote a discrete time-scale, between \( s \) and \( s+1 \), for any \( s \in \mathbb{N} \) and a countable family of \( \mathcal{L} \)-Lipschitz transformations:

\[
\mathcal{M}(\mathcal{X}) \to \mathcal{M}(\mathcal{X}),
\]

with the requirement

\[
\int_{\mathcal{X}} wd(P^*_s \nu) = \int_{\mathcal{X}} (P_s w) dv, \quad \forall w \in C_b(\mathcal{X}).
\]

Denoting the dual of the map \( P_s \) as follows:

\[
P^*_s : \mathcal{M}(\mathcal{X}) \to \mathcal{M}(\mathcal{X}),
\]

then (27) is reduced as: \( \nu_+ \in \mathcal{M}(\mathcal{X}) \) is invariant if and only if

\[
P^*_s \nu_+ = \nu_+ \tag{30}
\]

Such a dual map \( P^*_s \) is well-defined by the Riesz representation theorem.

**Theorem 3.** Let for each \( s \), \( P_s \) be defined as in (26). If there exists \( x \in \mathcal{X} \), for which the sequence of transitional probability measures \( \{ \nu^s_m(x, \cdot) \}_{m \geq 0} \) is uniformly tight, then there exists an invariant probability measure for \( P^*_s \).

The proof is included in the Appendix. A number of further results can be shown in this setting, as described in Appendix [B].

**E. Implications**

When the existence of a unique ergodic measure is guaranteed, either by Theorem [1] or by Theorem [3] in Appendix [B] this assures predictability, as introduced in Definition [I].

**Corollary 2** (Predictability in the Time-Invariant Setting). Consider the feedback system depicted in Fig. [3] for some given finite-dimensional stable linear systems \( \mathcal{C} \) and \( \mathcal{X} \). Assume that each agent \( i \in \{1, \ldots, N\} \) has state \( x^i_s(k) \) governed by (1), where the affine mapping \( w^i_{ij} \) is chosen at each step of time according to a Dini-continuous probability function \( p^i_{ij}(x^j_{ij}(k), \pi(k)) \), out of (21), where \( A_i \) is a Schur matrix and for all \( i, \pi(k) \), and for each fixed \( s \), \( \sum_{j} p^i_{ij}(x^j_{ij}(k), \pi(k)) = 1 \). Moreover, assume that the probabilities \( p^i_{ij} \) are bounded away from zero and that the conditions of Theorem [3] hold for the process thus defined. Then, the feedback loop ensures predictability of each agent’s dynamics, i.e., for each agent \( i \), there exists a constant \( \tau_i \) such that

\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} x^i_s(j) = \tau_i, \quad \text{a.s.} \tag{31}
\]

Corollary [2] ensures that, under the mild assumptions of Theorem [1] the participants’ trajectories still couple for different initial conditions; that is, the predictability still holds. As stated before, such a property is important in practical social sensing.
problem\textsuperscript{1} as the central authority thus ensures a predictable task allocation.

In turn, predictability allows for fairness, as introduced in Definition\textsuperscript{2} albeit under strict conditions suggesting that the agent’s behaviour is symmetric in some sense and that their initial states are the same:

**Corollary 3** (Fairness in the Time-Invariant Setting). Consider the feedback system depicted in Fig.\textsuperscript{5} and the same conditions as in Corollary\textsuperscript{2}. If, in addition:

- if the agents’ states evolve from a uniform initial state, that is, if there exists a constant $c$ such that $x_i(0) = c$ for all agents $i$,
- the state-dependent probabilities \textsuperscript{5} are uniform, i.e., there exists family of functions $\{q_\sigma(x)\}_{\sigma=1}^{N} : \mathcal{X} \rightarrow [0,1]$ such that for all agents $i = 1,2 \ldots N$ and all $x \in \mathcal{X}$, $p^\prime_i(x) = q_\sigma(x),$

then the feedback loop ensures fairness of the agents’ dynamics, that is, there exists a constant $\tau$ such that

$$\lim_{k \to \infty} \frac{1}{k + 1} \sum_{j=0}^{k} x_i^k(j) = \tau \quad \text{a.s.} \quad (32)$$

for all agents $i$.

**Proof of Corollary\textsuperscript{3}** Fairness follows immediately from the Markov property of the iterated function system with state-dependent probabilities \textsuperscript{12}.

**Remark 1.** Throughout Corollaries\textsuperscript{2,3} Dini’s condition on the probabilities may be replaced by simpler, more conservative assumptions, such as Lipschitz or Hölder continuity \textsuperscript{65}.

In Appendix \textsuperscript{C} we generalise these corollaries to the time-varying setting. The question whether further generalisations of fairness, such as $\epsilon$-fairness of Definition\textsuperscript{3}, allow for less strict conditions on the initial state, are most intriguing, but left open.

V. THE SEARCH FOR MISSING ENTITIES

We are now able to showcase the application of our abstract algorithmic schema (cf. Algorithm\textsuperscript{1}) in the context of searching for missing entities utilising a network of parked cars. Algorithm\textsuperscript{2} specialises Algorithm\textsuperscript{1} as follows: abstract agents are specialised to cars; the state is composed of the internal states of the cars ($x^i$) and the numbers of cars parked in their vicinity ($N'$), as well as the possible states of the controller ($\mathcal{C}$) and filter ($\mathcal{F}$). The state $x_i(k)$ at time $k$ is in the set $\{0,1\}$, which models whether agent $i$ participates in the search ($x_i(k) = 1$) or not ($x_i(k) = 0$).

The abstract sets of state-to-state functions $w$ of Algorithm\textsuperscript{1} are replaced with three possible behaviours $f_f, f_s, f_m$ of the cars, corresponding to a few, some, and many cars parked in their vicinity, as depicted in Fig.\textsuperscript{5}. The abstract agent- and state-dependent probability $p(x^i(t)) = (p^1_i(x^i(t)), \ldots, p^3_i(x^i(t)))$ of choosing a particular abstract $w$ at time $t$ is specialised to an agent- and state-dependent probability $p^1_i(t), p^2_i(t), p^3_i(t)$ of the three possible behaviours.

These probabilities may depend on the number of neighbouring vehicles, but must satisfy the conditions of Theorem\textsuperscript{1}.

Indeed, clusters of cars can cooperate and take turns to cover one area, whereas a sole car on a street must be almost always on.

Finally, $k$ is a counter of the samples drawn using any of the three-vectors, since the most recent signal is broadcast. Another counter $h$ counts the number of signals broadcast, since the most recent perturbation of the states. Finally, $s$ is the counter of the perturbations. Time is hence captured by a triple $(s,h,k)$, considered lexicographically.

To demonstrate the performance of our algorithm, we employed Simulation of Urban MOBility (SUMO) Version 1.2.0. SUMO \textsuperscript{70} is an open-source, microscopic traffic simulation package primarily being developed at the Institute of Transportation Systems at the German Aerospace Centre (DLR). SUMO is designed to handle large networks and comes with a “remote control” interface, TraCI (short for Traffic Control Interface) \textsuperscript{71}, which allows one to adapt the simulation and to control singular vehicles and pedestrians on the fly. Our goal was to simulate a pedestrian walking about in an urban scenario, and to regulate the number of parked vehicles actively searching for the pedestrian in an energy- and coverage-efficient manner using our algorithm.

A. City of Melbourne test case scenario setup

The region considered for our simulations consisted of the City of Melbourne municipality, with a boundary map obtained from \textsuperscript{72}; cf. Fig.\textsuperscript{4} A dataset containing spatial polygons representing the on-street parking bays across the city was obtained from \textsuperscript{73}. A total of 24,067 on-street parking spaces were imported to our SUMO network as polygons from this dataset.

To generate random walks for the pedestrian, we utilised the TraCI function `tract.simulation.findIntermodalRoute`. In particular, at the commencement of each walk, a random origin and destination lane were selected from the list of all

Figure 4. A map of the City of Melbourne, as imported from OpenStreetMap.
Algorithm 2: A specialisation of Algorithm 1 for the search for a missing entity.

Data: Number of agents $N_i$; initial state $x_i(0) \in \mathcal{X}$ for each agent $i$; a set of possible behaviours \{ $f_j, f_s, f_m$ \} valid for any agent, based on the few, some, or many cars in the vicinity; number $t$ of time steps between perturbations; time horizon $t \leq T$ of time steps; a bound $\delta$ on the rate of change of the number $N_i$ of cars parked in the vicinity of car $i$, within $t$ time steps.

Result: Missing entity location or fail alert.

Initialise $s \leftarrow 0$; $h \leftarrow 0$; $\pi(0) \leftarrow 0$; $x_i(0) \leftarrow 0$; $\hat{y}(0) \leftarrow 0$;

while $s \cdot h \leq T$ do

while $h \leq t$ do

for each car $i$ do

Car $i$ determines the number $N_i(st + h)$ of neighbouring cars;

Car $i$ decides whether $N_i(st + h)$ corresponds to few, some or many neighbouring cars;

Car $i$ sets $p_i = (p^s_i(st + h), p^f_i(st + h), p^m_i(st + h))$ corresponding to the behaviours \{ $f_j, f_s, f_m$ \} for few, some or many neighbouring cars;

Car $i$ “tosses a coin” and updates state $x_i(st + h)$ using one of \{ $f_j, f_s, f_m$ \}, chosen with probabilities $p_i$;

if $x_i(st + h) = 1$ then

Car $i$ scans for missing entity using RFID;

if the missing entity is located then

Car $i$ returns position of the missing entity to the requester of the search;

end

end

end

Central authority observes filtered aggregate state $\hat{y}(st + h)$, where the filter $\mathcal{F}$ is possibly not known a priori;

Central authority computes the error $e(st + h)$;

Central authority broadcasts signal $\pi(st + h)$ computed using some controller $\mathcal{C}$ and increments $h$ to $h + 1$;

end

The environment perturbs the numbers $N_i$, i.e., the numbers of cars parked in the vicinity, such that $|N_i((s + 1)t) - N_i(st + h)| \leq \delta$ and increments $s$ to $s + 1$.

The cars have failed to locate the entity within the time horizon $T$;

Return an alert to the requester of the search;

For each simulation, then, our goal was to set the person down
on a random edge, and have them walk until either: (i) they were detected by a parked vehicle that was “Switched On” and thus actively searching at the same time as when the pedestrian was passing by; or (ii) thirty minutes had transpired and no detection event had occurred. We permitted thirty minutes to lapse before a “fail-to-detect” event was recorded, keeping in mind that quickly finding a missing and potentially stressed person, and returning them to their home, for instance, is ideal. All simulations had time-step updates of 1s, while our control signals were sent only every 20s. For our test case scenario, 100 simulations were performed in total.

B. Numerical illustrations

To gather some preliminary data, we first permitted a small sample of ten simulations to run for a full thirty minutes, with no pedestrian placement yet. From these simulations, Fig. 6 demonstrates that regulation of the system, such that approximately 7,200 parked vehicles were “Switched On” at any point in time, was achieved quite rapidly. Specifically, the blue line in the figure indicates the mean number of vehicles ‘Switched On’ versus time (from the ten sample simulations); while the red shaded area indicates one sample standard deviation each side of the mean. Fig. 7 illustrates the evolution of the mean control signal $\pi$ over time. (Again, the red shaded area indicates one sample standard deviation each side of the mean.) Notice that $\pi$ could then be used in association with Fig. 5, along with the known number of neighbours that a vehicle had, to determine the probability of that vehicle being “Switched On” over the next appropriate time interval.

Next, we performed our simulations proper, where a pedestrian was inserted onto the map at the beginning of each simulation, and these ran until either: (i) the pedestrian was detected by a parked vehicle that was “Switched On” and thus actively searching at the same time as when the pedestrian was passing by; or (ii) thirty minutes had lapsed and no detection event had occurred. The data collected from our experiment comprised of: (i) the average time taken (in minutes) until detection of the missing entity occurred (provided that the detection occurred within thirty minutes from the beginning of an emulation, else a fail result was recorded); and (ii) the total number of times that fail results were recorded over the entirety of the experiment. To reiterate, 100 simulations in total were conducted during our experiment. The results were as follows: (a) Average Detection Time = 5.30 minutes; and (b) Failed to Detect = 6 times out of 100 simulations. In other words, the pedestrian was not detected within a thirty-minute time frame, 6% of the time. For the other 94 cases, the pedestrian was detected, on average, in approximately five minutes.

VI. CONCLUSIONS AND FUTURE WORK

We have considered the notion of predictability and a notion of fairness in time-varying probabilistic models of social sensing. This could be seen as a contribution to the growing literature
A number of theoretical questions arise: what other conditions assure fairness in the sense of statistical parity (Definition 2)? What other notions of fairness could there be, other than Definitions 2–3? We believe these could spur a considerable interest across both Social Sensing and Control Theory.

In our application, we have considered dynamic parking, which requires such time-varying probabilistic models. We envisage a number of ways forward regarding improving our experimental setup, including performing more simulations in further cities worldwide.

There could also be a number of other applications. For instance, during the current COVID-19 pandemic, many governments considered the mandatory participation in a tracing scheme that would be sufficient to contain a contagion, and the option of invading the privacy of individuals in such a sensing scheme. One could also see testing as a means of social sensing and consider a stochastic model thereof. In such a setting, our notion of fairness may also be worth considering.
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APPENDIX

A. An Alternative Formalisation

While the formalisation of Section III of the paper is perfectly valid, one could also consider an alternative formalisation. Therein, consider $N$ agents aiming to estimate the evolution of state transitions (for finite state space; or an evolution of a measure for uncountable state space) of a state-space Markov chain $\{X_k\}_{k \geq 0}$. Let $\mathcal{X} = \{1, 2, \ldots, n\}$ when the underlying state-space is finite and let $\mathcal{X}$ be a closed subset of $\mathbb{R}^n$ with a metric $\rho$ on it such that $(\mathcal{X}, \rho)$ forms a complete, separable metric space when the underlying state-space is uncountable. Let $\nu_0$ be the initial distribution of the Markov chain. Each agent plays its role once in a predetermined (but in a random fashion) sequential order indexed by $k = 0, 1, 2, \ldots$ which can be viewed as a discrete time instant. Then:

**Definition 8** (Social sensing). The social sensing protocol by a group of $N$ agents proceeds as follows:

- Initially, let the chain start from some $\mathcal{A} \in \mathcal{B}(\mathcal{X})$ i.e., $\mathbb{P}(X_0 \in \mathcal{A}) = \nu_0(\mathcal{A})$.
- At time $k$, $\mathcal{A}$ broadcasts a signal $\pi(k)$ and the agents change their state from $X_{k-1}$ to $X_k$ such that

$$
\mathbb{P}(X_k \in \mathcal{A} | X_{k-1}) = \int_{\mathcal{X}} \nu(X_{k-1}, \mathcal{A}) d\nu_{k-1}(x_{k-1}) = \nu_k(\mathcal{A})
$$

for any event $\mathcal{A} \in \mathcal{B}(\mathcal{X})$, and the integral is in the sense of Lebesgue with respect of probability measure $\nu_{k-1}$ and $\nu(x, \mathcal{A}) = \mathbb{P}(X_k \in \mathcal{A} | X_{k-1} = x)$ is the transition kernel.

Now at this point we should mention that since there is an inherent randomness in the reaction of each agent to the broadcast signal, the closed loop of Figure 3 requires a stochastic model. A model based on an iterated function system (IFS), which is a class of discrete-time Markov Chains with an uncountable state space, considers response functions that are either absolutely continuous or Lipschitz in nature. If for $N$ agents, we use $f_1, \ldots, f_N$ “response functions”, then the chain will move by the action of a randomly chosen function out of the family. This can be stated in the following recurrent relation:

$$
X_{k+1} = f_{\sigma_k}(X_k), \quad k = 0, 1, 2, \ldots,
$$

$\sigma_0, \sigma_1, \ldots$ are i.i.d discrete random variables taking values in $[1, N]$. Now, for the evolution of this social sensing process we define:

**Definition 9** (A linear operator for social sensing). Let us consider an operator $P$ on the space of all bounded continuous functions $C_b(\mathcal{X})$, for social sensing as follows:

$$
P f(x) = \mathbb{E}[f(X_{k+1}) | X_k = x]
$$

whose dual $P^*$ is defined on the space of all Borel probability measure on $\mathcal{X}$ denoted by $\mathcal{M}(\mathcal{X})$ as follows:

$$
P^* \nu = \int_{\mathcal{X}} \mathbb{P}(X_k \in \mathcal{A} | X_{k-1} = x) \nu dx
$$

As stated in the introduction, our aim in this paper is to regulate the task distribution of social sensing, which ensures predictability and fairness. An important prerequisite for both predictability and fairness is:

**Definition 10** (Ergodicity). Let us consider a linear operator $P$ for social sensing. We call the social-sensing ergodic if there exists an unique $\nu_* \in \mathcal{M}(\mathcal{X})$ such that $P_\nu^* = \nu_*$.

which could be studied independently.

B. Proof of the Main Result

In the following, we present the proof of the main result.

**Proof of Theorem 2**. Letting $C_b(\mathcal{X})$ denote the set of real-valued bounded continuous functions on $\mathcal{X}$, one can define a linear map $P$ on $C_b(\mathcal{X}, \mathbb{R})$ (using Definition 5):

$$
P w(x) := \sum_{i=1}^{N} p_i(x)(w \circ w_{i})(x) \quad (34)
$$

This operator characterizes the Markov chain. $P$ maps $C_b(\mathcal{X})$ into itself, which is known as Feller property, or that $P$ is a Feller map. Let $\mathcal{M}(\mathcal{X})$ denote the set of Borel probability measures on $\mathcal{X}$. Denote the dual of the map $P$ as follows:

$$
P^* : \mathcal{M}(\mathcal{X}) \rightarrow \mathcal{M}(\mathcal{X}), \quad (35)
$$

with the requirement

$$
\int_{\mathcal{X}} \mathbb{P}(P^* \nu) = \int_{\mathcal{X}} (Pw) \nu. \quad (36)
$$

Such a dual map $P^*$ is well defined by the Riesz representation theorem. Now we show that $P^*$ is a contraction in Wasserstein-1, i.e., in $W_1$ metric with some contraction factor $r \in (0, 1)$. For any two $\nu_1, \nu_2 \in \mathcal{M}(\mathcal{X})$, we have:

$$
W_1(P^* \nu_1, P^* \nu_2) = \sup_{w \in \mathcal{L}_1} \left[ \int w(P^* \nu_1) - \int w(P^* \nu_2) \right] \quad (: \text{38})
$$

$$
= \sup_{w \in \mathcal{L}_1} \left[ (Pw) \nu_1 - (Pw) \nu_2 \right] \quad (: \text{36})
$$

$$
= \sup_{w \in \mathcal{L}_1} \left[ (Pw)(\nu_1 - \nu_2) \right]
$$

$$
= r \cdot \sup_{w \in \mathcal{L}_1} \int \left( \frac{1}{r} Pw \right) d(\nu_1 - \nu_2)
$$

$$
= r \cdot \sup_{w \in \mathcal{L}_1} \int g d(\nu_1 - \nu_2) \quad (: \text{39})
$$

$$
\leq r \cdot W_1(\nu_1, \nu_2). \quad (37)
$$
Now a useful consequence of the above derived fact is:
\[
\mathcal{H}_1(\nu_1^*, \nu_2^*) = \mathcal{H}_1(P_1^* \nu_1^*, P_2^* \nu_2^*) \quad (\because P_1^* \nu_1^* = \nu_1^*, \ P_2^* \nu_2^* = \nu_2^*)
\]
\[
\leq \mathcal{H}_1(P_1^* \nu_1^*, P_1^* \nu_2^*) + \mathcal{H}_1(P_1^* \nu_2^*, P_2^* \nu_2^*) \quad \text{(Triangle inequality)}
\]
\[
\leq r \mathcal{H}_1(\nu_1^*, \nu_2^*) + \mathcal{H}_1(P_1^* \nu_2^*, P_2^* \nu_2^*) \quad (\because (37))
\]
\[
\Rightarrow \mathcal{H}_1(\nu_1^*, \nu_2^*) \leq \frac{\mathcal{H}_1(P_1^* \nu_2^*, P_2^* \nu_2^*)}{1-r} \quad (38)
\]
Now, notice that:
\[
\left\| P_3 w(x) - P_2 w(x) \right\|
\]
\[
\leq \left\| \sum_{\sigma_k} p_{\sigma_k}(x)(w \circ w_{\sigma_k})(x) - \sum_{\sigma_k} p_{\sigma_k}(x)(w \circ w'_{\sigma_k})(x) \right\|
\]
\[
= \left\| \sum_{\sigma_k} p_{\sigma_k}(x) [(w \circ w_{\sigma_k})(x) - (w \circ w'_{\sigma_k})(x)] + \sum_{\sigma_k} \left[ p_{\sigma_k}(x) - p'_{\sigma_k}(x) \right] (w \circ w'_{\sigma_k})(x) \right\|
\]
\[
= \left\| \sum_{\sigma_k} p_{\sigma_k}(x) [(w \circ w_{\sigma_k})(x) - (w \circ w'_{\sigma_k})(x)] \right\| + \sum_{\sigma_k} \left\| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \right\| (w \circ w'_{\sigma_k})(x)
\]
\[
\leq \left\| \sum_{\sigma_k} p_{\sigma_k}(x) [(w \circ w_{\sigma_k})(x) - (w \circ w'_{\sigma_k})(x)] \right\| + \sum_{\sigma_k} \left\| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \right\| (w \circ w'_{\sigma_k})(x)
\]
\[
\leq \sum_{\sigma_k} \left\| p_{\sigma_k}(x) \right\| \left\| (w \circ w_{\sigma_k})(x) - (w \circ w'_{\sigma_k})(x) \right\| + \sum_{\sigma_k} \left\| p_{\sigma_k}(x) - p'_{\sigma_k}(x) \right\| (w \circ w'_{\sigma_k})(x)
\]
\[
\leq r' \sum_{\sigma_k} p_{\sigma_k}(x) \left\| w_{\sigma_k}(x) - w'_{\sigma_k}(x) \right\| + \beta \eta.
\]  (39)

And, then:
\[
\mathcal{H}_1(P_1^* \nu, P_2^* \nu)
\]
\[
= \sup_w \int w d(P_1^* \nu - P_2^* \nu)
\]
\[
= \sup_w \int (P_1 w - P_2 w) d\nu
\]
\[
\leq \sup_x \left( r' \sum_{\sigma_k} p_{\sigma_k}(x) \left\| w_{\sigma_k}(x) - w'_{\sigma_k}(x) \right\| + \beta \eta \right)
\]
\[
\leq \left( r' \sum_{\sigma_k} p_{\sigma_k}(x) \left\| w_{\sigma_k}(x) - w'_{\sigma_k}(x) \right\|_{\infty} + \beta \eta \right).\]

And, finally (19) is concluded from (38) and (39). \(\blacksquare\)

Next, we would like to show the existence of a certain family of measures (Theorem 3) and its uniqueness (Theorem 4) in the time-varying case. In Theorem 3 we need:

**Definition 11** (Uniformly tight measure; Definition 8.6.1 in Bogachev [81]). An arbitrary \(\mathcal{M} \subseteq \mathcal{M}(\mathcal{X})\) is called uniformly tight if \(\forall \epsilon > 0\) there exists a compact subset \(\mathcal{H} \subseteq \mathcal{X}\) such that \(\nu(\mathcal{H}) \geq 1 - \epsilon, \ \forall \nu \in \mathcal{M}(\mathcal{X}).\)

It can be shown that on a compact metric space, any family of probability measures is uniformly tight, cf. Theorem 8.6.2 in [81]. Intuitively, for any other space, probability measures accumulate on compact subsets of the underlying space. We use a result due to Prokhorov [82] which says, if \(\{\nu_n\}_{n=1}^{\infty} \in \mathcal{M}(\mathcal{X})\) be uniformly tight sequence, then there exists a subsequence \(\{\nu_{n_k}\}_{k=1}^{\infty}\) of \(\{\nu_n\}_{n=1}^{\infty}\) and a \(\nu \in \mathcal{M}(\mathcal{X})\) such that \(\nu_{n_k} \rightarrow \nu\) weakly. Now, with this in mind, we establish the existence of invariant measures of the Markov process described in equation (25). Let \(\mathcal{B}(\mathcal{X})\) denote the Borel sigma-algebra on \(\mathcal{X}\). For any Borel set \(\mathcal{A} \in \mathcal{B}(\mathcal{X})\) let us define \(m\)-step transitional probability functions, which are probability measure for each fixed \(x \in \mathcal{X}\) and measurable function of \(x\) for each fixed \(\mathcal{A} \in \mathcal{B}(\mathcal{X})\), as follows:

\[
\nu_m^x(x, \mathcal{A}) = \text{Prob} \{ x^m(m) \in \mathcal{A} | x^0(0) = x \}.
\]  (40)

**Proof of Theorem 3** Assume that there exists at least one \(x \in \mathcal{X}\) for which the sequence \(\{\nu_j^x(x, \mathcal{A})\}_{j=0}^{\infty}\) is uniformly tight. Then we show that there exists at least one invariant probability measure for \(P^*_x\). The proof is based on the Krylov-Bogoliubov [83] type argument. Define a sequence of probability measures which are the average over time of the \(m\)-step transition probabilities on \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\) as follows for some fixed \(x \in \mathcal{X}\):

\[
\text{for } \mathcal{A} \in \mathcal{B}(\mathcal{X}), \quad \nu_m^x(\mathcal{A}) = \frac{1}{m} \sum_{j=1}^{m} \nu_j^x(x, \mathcal{A})
\]  (41)

It is clear that this sequence is also tight, so it has a subsequence that converges weakly to some probability measure \(\nu^x_{\infty}\) on \(\mathcal{X}\). We also have the following equality:

\[
P^*_x \nu^x_{\infty} - \nu^x_{\infty} = \frac{1}{m} \sum_{j=1}^{m+1} \nu_j^x(x, \mathcal{A}) - \frac{1}{m} \sum_{j=1}^{m} \nu_j^x(x, \mathcal{A})
\]
\[
= \frac{1}{m} [\nu^x_{m+1}(x, \mathcal{A}) - \nu^x_{1}(x, \mathcal{A})]
\]  (42)

Notice that for each fixed \(x \in \mathcal{X}\), \(\nu^x_H(x, \mathcal{A})\) is a probability measure and the integral of \(w(x)\) with respect to such measure is expressed as \(\int w(y) \nu^x_H(x, dy)\), and the interpretation holds for any \(m \in \mathbb{N}\) and written as \(\int w(y) \nu^x_m(x, dy)\). Take any \(w \in C_b(\mathcal{X}, \mathbb{R})\) such that \(|w(x)| < 1\). Fix an \(\epsilon > 0\). Weak convergence of the probability measures \(\{\nu^x_m\}_{m=1}^{\infty}\) ensures that there is a natural number \(m > \frac{1}{\epsilon}\) for which

\[
\left| \int w(x) \nu^x_m(dx) - \int w(x) \nu^x_{\infty}(dx) \right| \leq \epsilon.
\]

Since \((P_x w)\) is continuous, we can choose large \(m\) for which

\[
\left| \int (P_x w)(x) \nu^x_m(dx) - \int (P_x w)(x) \nu^x_{\infty}(dx) \right| \leq \epsilon.
\]
Now, 
\[
\begin{align*}
&\left| \int w(x)(P_s^* \nu_*(s)) (dx) - \int w(x) \nu_*(s) (dx) \right| \\
&\leq \left| \int w(x)(P_s^* \nu_*(s)) (dx) - \int w(x)(P_s^* \nu_m^*) (dx) \right| \\
&+ \left| \int w(x)(P_s^* \nu_m^*) (dx) - \int w(x) \nu_m^* (dx) \right| \\
&+ \left| \int w(x) \nu_m^* (dx) - \int w(x) \nu_*(s) (dx) \right| \\
&\leq \left| \int (P_s w)(x) \nu_*(s) (dx) - \int (P_s w)(x) \nu_m^* (dx) \right| \\
&+ \frac{1}{m} \left| \int w(y)(\nu_{m+1}(x, dy) - \int w(y) \nu_s(x, dy) \right| + \epsilon \\
&\leq 2\epsilon + \frac{2}{m} \leq 4\epsilon 
\end{align*}
\]
Since the above relation is true for any arbitrary \( \epsilon \), we can conclude
\[
\left| \int w(x)(P_s^* \nu_*(s)) (dx) - \int w(x) \nu_*(s) (dx) \right| = 0
\]
Also, considering that \( w \in C_b(\mathcal{X}, \mathbb{R}) \) is arbitrary,
\[
P_s^* \nu_*(s) = \nu_*(s).
\]

Next, notice that any two trajectories get arbitrarily close to each other, eventually:

**Theorem 4.** Consider two trajectories (realizations) of the Markov chain in (25) starting from any two different initial conditions \( x^*(0) \) and \( y^*(0) \). These trajectories couple in the sense of (1.2) in Hairer [84].

**Proof of Theorem 4** Consider the two trajectories of the system (25) with \( w_{\sigma_i}(x^*(k)) = A_{\sigma_i} x^*(k) + b_{\sigma_i} \) starting from two different initial condition \( x^*(0) \) and \( y^*(0) \) as follows, where \( s \) denote the discrete-time scale over \( \mathbb{N} \):
\[
x^*(k) = \left( w_{\sigma_{k-1}} \circ w_{\sigma_{k-2}} \circ \cdots \circ w_{\sigma_1}(x^*(0)) \right) \\
y^*(k) = \left( w_{\sigma_{k-1}} \circ w_{\sigma_{k-2}} \circ \cdots \circ w_{\sigma_1}(y^*(0)) \right)
\]
Let \( \| \cdot \| \) be any norm on \( \mathbb{R}^n \), then any \( n \times n \) real-matrix \( A \) induces a linear operator on \( \mathbb{R}^n \) with respect to the standard basis and norm of \( A \) is well defined as
\[
\| A \| := \sup_{x \neq 0} \left\{ \frac{\| Ax \|}{\| x \|} : x \in \mathbb{R}^n \right\}
\]
Since all matrices involved in the transformations are Schur matrices (i.e., if \( \lambda \) is an eigenvalue for such matrix, \( |\lambda| < 1 \) then for any matrix norms induced by vector norms \( \| \cdot \| \), we have the following:
\[
0 < \left| \prod_{i=1}^{k-1} A_{\sigma_i} \right| \leq \prod_{i=1}^{k-1} \| A_{\sigma_i} \| < \prod_{i=1}^{k-1} \lambda_{\sigma_i} < (\hat{\lambda})^k < 1, \quad (46)
\]
where \( \lambda_{\sigma_i} < 1 \) is the largest eigenvalue of the matrix \( A_{\sigma_i} \) and \( \hat{\lambda} \) is the largest of all such \( \{ \lambda_{\sigma_i} \} \)’s. One can notice that for all initial values \( x^*(0), y^*(0) \in \mathcal{X} \) we have,
\[
\rho(x^*(k), y^*(k)) = \| x^*(k) - y^*(k) \| \\
= \left( \prod_{i=1}^{k-1} A_{\sigma_i} \right) \| x^*(0) - y^*(0) \| \\
\leq \left( \prod_{i=1}^{k-1} \| A_{\sigma_i} \| \right) \| x^*(0), y^*(0) \| \\
\leq (\hat{\lambda})^k \rho(x^*(0), y^*(0)) \xrightarrow{k \to \infty} 0. \quad \text{\( \blacksquare \)}
\]
Thus, the trajectories couple as \( k \to \infty \).

**C. Implications for the time-varying case**

Our results of Appendix [B] assure predictability, as introduced in Definition [1] even in the time-varying case:

**Corollary 4** (Predictability in the Time-Varying Setting). Consider the feedback system depicted in Fig. [3] for some given finite-dimensional stable linear systems \( \mathcal{C} \) and \( \mathcal{F} \). Assume that each agent \( i \in \{1, \ldots, N\} \) has state \( x_i^*(k) \) governed by (25), where the affine mapping \( w_{\sigma_i} \) is chosen at each step of time according to a Dini-continuous probability function \( p_{ij}^s(x_i^*(k), \pi(k)) \), out of (21), where \( A_j \) is a Schur matrix and for all \( i, \pi(k) \), and for each fixed \( s \), \( \sum_j p_{ij}^s(x_i^*(k), \pi(k)) = 1 \). Moreover, assume that the probabilities \( p_{ij}^s \) are bounded away from zero and that the conditions of Theorem [3] hold for the time-varying process thus defined. Then, the feedback loop ensures predictability to each agent’s dynamics, i.e., for each agent \( i \), there exists a constant \( \tau_i \) such that
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} x^*_i(j) = \tau_i \quad \text{a.s.} \quad (47)
\]

**Proof of Corollary 4** Predictability follows from the existence of an ergodic measure (Theorem 5), its uniqueness (Theorem 3), and from Theorem 2 of Elton [85]. \( \blacksquare \)

In turn, predictability allows for fairness, as introduced in Definition 2 albeit under strict conditions suggesting that the agent’s behaviour is symmetric, in some sense, and their initial states are the same:

**Corollary 5** (Fairness in the Time-Varying Setting). Consider the feedback system depicted in Fig. [3] and the same conditions as in Corollary 4 in the time-varying case. If, in addition:
- the agents’ states evolve from a uniform initial state, that is, in the time-varying case, if there exists a constant \( c \) such that \( x_i^0(0) = c \) for all agents \( i \),
- the probability tuple (33) is uniform, i.e., there exists a family of functions \( \{ q_{ij} \}_{i=1}^{N} : \mathcal{X} \to [0, 1] \), such that for all agents \( i = 1, 2, \ldots, N \) and all times \( s \), \( p_{ij}^s(x) = q^s(x) \),
then the feedback loop ensures fairness of the agents’ dynamics within each segment \( s \). That is, for all segments \( s \), there exists a constant \( \tau^s \) such that for all agents \( i \)
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{j=0}^{k} x^*_i(j) = \tau^s \quad \text{a.s.} \quad (48)
\]
Proof of Corollary 5. Fairness follows from the Markov property of the time-varying model (25).

As above:

Remark 2. Throughout Corollaries 4–5, Dini’s condition on the probabilities may be replaced by simpler, more conservative assumptions, such as Lipschitz or Hölder continuity [66].

The results presented in Theorem 4 and in Corollary 4 ensure that the participants’ trajectories still couple for different initial conditions; that is, predictability still holds.
Table I: A Table of Notation

| Symbol | Meaning |
|--------|---------|
| $\mathbb{N}$ | the set of natural numbers. |
| $\mathbb{Q}$ | the set of rational numbers. |
| $\mathbb{R}$ | the set of real numbers. |
| $\mathbb{Z}$ | set of all integers. |
| $\mathcal{A}$ | a Borel set i.e an event i.e a typical element in $\mathcal{B}(\mathcal{X})$, Definition 4. |
| $\mathcal{A}^c$ | the complement of the event or the Borel set $\mathcal{A}$, (13). |
| $\mathcal{C}$ | controller representing the central authority. |
| $\mathcal{F}$ | a filter. |
| $\mathcal{K}$ | a compact subset in $\mathcal{X}$. |
| $\mathcal{M}$ | a subset in $\mathcal{M}(\mathcal{X})$. |
| $\mathcal{L}_1$ | a metric space. |
| $\mathcal{B}(\mathcal{X})$ | the space of all Lipschitz maps with Lipschitz constant 1. |
| $\mathcal{M}(\mathcal{X})$ | the characteristic function of $\mathcal{A}$. |
| $C_0(\mathcal{X}, \mathbb{R})$ | Borel sigma algebra on $\mathcal{X}$. |
| $\mathcal{W}_1(\nu_1, \nu_2)$ | a space of all probability measure on $\mathcal{X}$. |
| $\mathcal{C}b(\mathcal{X}, \mathbb{R})$ | Banach space of real-valued continuous functions from $\mathcal{X}$ to $\mathbb{R}$. |
| $\mathcal{A}_1, \ldots, \mathcal{A}_N$ | a Wasserstein-1 distance between two probability measure $\nu_1$ and $\nu_2$. |
| $A_i$ | $N$ agents in the network. |
| $A_i'$ | agent’s state transformation matrix, which is assumed to be Schur. |
| $A_{\sigma_s^k}$ | after perturbation, agents state transformation matrix which is assumed Schur matrix. |
| $A_{\sigma_s^k}$ | at $k$th time step, state-transformation matrix for a randomly selected $\sigma_{ks}$, when $s$th probability-tuple-function is active. |
| $P$ | a Markov operator. |
| $P^*$ | a dual of the Markov operator $P$. |
| $P_1^*$ | a Markov operator, cf. Theorem 2. |
| $P_2^*$ | a Markov operator, cf. Theorem 2. |
| $P_s^*$ | a Markov operator when $s$th probability-tuple-function is active. |
| $P^*_s$ | a dual of the Markov operator $P_s$ when $s$th probability-tuple-function is active. |
| $N$ | the total number of agent in the network. |
| $X_k$ | a discrete-time-homogeneous Markov chain with state-space $\mathcal{X}$. |
| $\alpha$ | a constant (33). |
| $\beta$ | a bound for the real-valued continuous functions, cf. Theorem 2. |
| $\gamma$ | a constant (33). |
| $\delta$ | a bound on the rate of time steps between perturbations. |
| $\epsilon > 0$ | a sufficiently small strictly positive real number. |
| $\eta$ | a bound on the perturbation in probabilities, cf. Theorem 2. |
| $\kappa$ | a constant (33). |
| $\rho$ | a metric on the metric space $\mathcal{X}$. |
| $\delta_i$ | a lower bounds for $p_{ij}$. |
| $\pi(k)$ | the signal broadcast at time $k$. |
| $\nu_1^*$ | a unique invariant probability measure for the Markov operator $P_1^*$, cf. Theorem 2. |
| $\nu_2^*$ | a unique invariant probability measures for the Markov operator $P_2^*$, cf. Theorem 2. |
| $\nu_k$ | a transitional probability measure, i.e., probability of transition from a point $x$ to some $\mathcal{A} \in B(\mathcal{X})$. |
| $\sigma_0, \sigma_1, \ldots$ | i.i.d. discrete random variables taking values in $[1, N]$. |
| $\lambda_{\sigma_s^k}$ | the largest eigenvalues of the matrix $A_{\sigma_s^k}$. |
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\( \lambda \)

largest element in the set of \( \{\lambda_{\sigma_i}\}_{i=1}^{k-1} \).

\( i \)
an agent in the network.

\( \hat{p} \)
a predictability vector, \( \hat{p} \).

\( \hat{f} \)
a fairness vector, \( \hat{f} \).

\( r \)
a typical constant lies in the open interval \((0, 1) \subseteq \mathbb{R}\), cf. Theorem 2.

\( s \in \mathbb{N} \)
notation for a discrete-time scale, \( IV-D \).

\( \tau_i \)
the almost sure limit of predictability for agent \( i \).

\( \sigma \)
the almost sure limit of fairness for agent \( i \).

\( r' \)
a typical real-constant used in the Theorem 2.

\( x_i(k) \)
the usage of the resource by the \( i \)th agent at the time instant \( k \).

\( y(k) \)
a sum of all usage \( x_i(k) \) of the resource by the all \( N \) agents at the time instant \( k \).

\( \hat{y} \)
an estimate of \( y \).

\( p_{ij}(x_i(k), \pi(k)) \)
Dini continuous probability functions of agents for agent \( i \).

\( b_{ij} \)
a constant term whenever \( w_{ij} \) is an affine mapping

\( p_{i1} \)
the probability that the \( i \)th agent is at state 1 or on, at the time instant \( k \), (3).

\( p_{i0} \)
the probability that the \( i \)th agent is at state 0 or off at the time instant \( k \), (4).

\( \{w_{\sigma}(x)\}_{\sigma=1}^{N} \)
a family of response functions for agents.

\( \{p_{\sigma}(x)\}_{\sigma=1}^{N} \)
a family of probability functions of agents choosing response functions.

\( \{p_{\sigma}^s(x) = \{p_{1\sigma}^s(x), p_{2\sigma}^s(x), \ldots, p_{N\sigma}^s(x)\}\}_{s=1}^{\infty} \)
a countable family of \( N \)-tuple probability functions.

\( \sigma_0, \sigma_1, \ldots \)
i.i.d discrete-random-variable taking values in \( \{1, 2, \ldots, N\} \) when \( s \)th probability-tuple-function is active.

\( x^s(k) \)
state at time-instant \( k \) and when \( s \)th probability-tuple-function is active.

\( x_i^s(k) \)
state of \( i \)th agent at time-instant \( k \) and when \( s \)th probability-tuple-function is active.

\( x_i(0) \)
initial state for the agent \( i \).

\( \{w_{\tau}\} \)
a set of valid possible behaviors for any agent.

\( w_{ij} \)
an affine map in Theorem 1.

\( [0, 1] \)
unit closed interval in \( \mathbb{R} \) i.e all \( x \in \mathbb{R} \) such that \( 0 \leq x \leq 1 \).

\( [1, N] := \{1, 2, \ldots, N\} \)
a finite set consists of number of agents in the network.