Solving Quantum Master Equations with Deep Quantum Neural Networks
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Deep quantum neural networks may provide a promising way to achieve quantum learning advantage with noisy intermediate scale quantum devices. Here, we use deep quantum feedforward neural networks capable of universal quantum computation to represent the mixed states for open quantum many-body systems and introduce a variational method with quantum derivatives to solve the master equation for dynamics and stationary states. Owning to the special structure of the quantum networks, this approach enjoys a number of notable features, including the absence of barren plateaus, efficient quantum analogue of the backpropagation algorithm, resource-saving reuse of hidden qubits, general applicability independent of dimensionality and entanglement properties, as well as the convenient implementation of symmetries. As proof-of-principle demonstrations, we apply this approach to both one-dimensional transverse field Ising and two-dimensional $J_1 - J_2$ models with dissipation, and show that it can efficiently capture their dynamics and stationary states with a desired accuracy.

Recent developments in quantum hardware have reached a stage where quantum devices with tens to hundreds of controllable qubits will soon become available [1–6]. An important milestone for these so-called noisy intermediate-scale quantum (NISQ) devices [7] is Google’s demonstration of quantum supremacy with 53 programmable superconducting qubits [1]. This opens up exciting possibilities of utilizing NISQ devices to tackle challenging real-world problems that are beyond the capacity of any classical computers [8]. Along this line, a variety of hybrid quantum-classical approaches have been pushed forward, including variational quantum eigen-solver (VQE) [9–12], and quantum approximate optimization algorithm (QAOA) [13–15], quantum classifiers [16–18], and quantum generative adversarial networks [19–21], etc. In this paper, based on deep quantum feedforward neural networks [22] (DQFNNs) we introduce a variational method with quantum derivatives to obtain the dynamics and stationary states for open quantum many-body systems by solving the Lindblad master equations (see Fig. 1 for a pictorial illustration).

Every quantum system is inevitably coupled to its surrounding environment. In most cases, the coupling is of Markovian type and the dynamics of open quantum systems are governed by the Lindblad quantum master equation [23]. Thus, solving this master equation plays a key role in studying open quantum systems. However, for quantum many-body systems this turns out to be a formidable challenge due to the exponential growing of the Hilbert space dimension with the size of the system. To combat this challenge, a number of prominent numerical approaches based on classical computers have been developed, such as these using tensor network representations [24–31] or quantum Monte Carlo methods [32, 33]. More recently, machine-learning inspired approaches based on artificial neural networks [34], especially the restricted Boltzmann machine (RBM), have also been introduced to solve the quantum master equation [35–38]. Each of these approaches bears its own advantages and disadvantages, and the choice of which one to use is problem-specific. For instance, tensor-network approaches are typically very effective for one-dimensional (1D) systems involving small entangle-

![FIG. 1. Schematic illustration of the DQFNN (deep quantum feed-forward neural network) method in solving quantum master equations. This DQFNN has $d$ layers in total, with an input (top), output (bottom), and $d – 2$ hidden layers. A quantum perceptron is defined as an arbitrary unitary operator acting on qubits from neighboring layers [22], and the DQFNN is parametrized by the product of these unitary operators. We use the output state as the variational ansatz state of a quantum open system. The qubits in the output layer are measured on different basis and the measurement results are used by a classical-quantum hybrid optimization algorithm to update the network parameters.]

ment, but may face pronounced difficulties in higher dimensions or in situations where massive entanglement comes into play [39, 40]. Quantum Monte Carlo methods rely on efficient sampling of physical configurations [41] and are effective for certain open quantum systems [32, 33], yet could suffer from a severe sign problem that is common in simulating dissipative dynamics [42]. The neural-network approaches [35–38] are generally applicable to high dimensional systems and entanglement is not a limiting factor [43]. However, like in most machine-learning tasks [44], their performance depends crucially on the suitable tuning of hyperparameters. In fact, the capability and limitation of neural-network methods in solv-
ing quantum many-body problems still remain largely unclear and related studies are at the research forefront.

Here, inspired by the classical neural-network approaches and the exciting experimental progress in developing NISQ devices, we propose a variational DQFNN method to solve the quantum master equations. We note that variational algorithms running on NISQ devices for open quantum systems have been discussed in the literature \cite{45-48}, but to the best of our knowledge most existing works focus on straightforward variational quantum circuits that may suffer from the notorious barren plateau (i.e., vanishing gradient) problem \cite{49,50}. We utilize a deep quantum neural network, which is arranged in layers and convenient for the quantum analogue of the backpropagation algorithm, to serve as the ansatz density state of the open quantum system. We adopt a hybrid quantum-classical stochastic reconfiguration (SR) algorithm \cite{51} to variationally solve the quantum master equation in the Lindblad form to obtain the dynamics and steady state. As a result of the special structure of the quantum networks, we approach escape barren plateaus \cite{22} and allows for convenient implementation of translational symmetry and resource-saving reuse of hidden qubits. In addition, it works for generic open quantum many-body systems, independent of dimensionality, the amount of entanglement involved, and the specific forms of interaction and dissipation. We benchmark our approach with both dissipative 1D transverse field Ising and 2D $J_1 - J_2$ models. Our results pave a way to explore the rich physics of open quantum systems with quantum neural networks that would be implemented using NISQ devices in the near future.

The general problem and DQFNN structure.—We consider the problem of solving the following master equation:

$$\frac{d\rho}{dt} = \mathcal{L}\rho = -i[H, \rho] - \sum_i \frac{\gamma_i}{2}(\{F_i^\dagger F_i, \rho\} - 2F_i\rho F_i^\dagger),$$ \hspace{1cm} (1)

where $\rho$ is the density matrix of the system, $H$ is the Hamiltonian governing the unitary part of the dynamics, $F_i$ are the jump operators describing the dissipative processes induced by the environment with dissipative rate denoted by $\gamma_i$, the curly bracket represents the anticommutator, and $\mathcal{L}$ is the Liouvilian superoperator \cite{52}.

We use the final output state of a quantum neural network, the recently proposed DQFNN in particular \cite{22}, to serve as the variational ansatz for the density state of the open quantum system. The network structure is illustrated in Fig.1. Each node represents a qubit and a quantum perceptron is an arbitrary unitary operator acting on several qubits from neighboring layers. Information propagates from the top (input) layer to the bottom (output) layer. At the $i$-th layer, the output state $\rho_o^{(i)}$ is determined by

$$\rho_o^{(i)} = \text{Tr}_{i-1}[U(\rho_o^{(i-1)} \otimes |\psi^{(i)}\rangle\langle\psi^{(i)}|)U^\dagger],$$ \hspace{1cm} (2)

where $\rho_o^{(i-1)}$ is the output state of the $(i-1)$-th layer (which serves as the input state for the $i$-th layer), $|\psi^{(i)}\rangle\langle\psi^{(i)}|$ denotes the initial state of the $i$-th layer, $U = \otimes_{j=0}^M U_{i,j}$ represents the total unitary operation between the two layers with $U_{i,j}$ denoting the $j$-th perceptron at the $i$-th layer, and $\text{Tr}_{i-1}$ denotes a partial trace of the $(i-1)$-th layer. The Eq. (2) may also be regarded as a mapping $M$ from $\rho_o^{(i-1)}$ to $\rho_o^{(i)}$, and the whole network features a mapping-composition structure, which is essential for the backpropagation algorithm \cite{44}:

$$\rho_o^{(d)} = \mathcal{M}^d(\cdots \mathcal{M}^1(|\psi^{(1)}\rangle\langle\psi^{(1)}|) \cdots).$$ \hspace{1cm} (3)

Here, $|\psi^{(1)}\rangle\langle\psi^{(1)}|$ denotes the initial state of the first (input) layer and we suppose that the network has $d$ layer in total. We mention that this quantum network is universal in the sense that it can map any input density state to an arbitrary output state due to its vast flexibility in designing the qubit perceptrons. In fact, it has been shown in Ref. \cite{22} that such a DQFNN can carry out universal quantum computation even for perceptrons as simple as unitaries acting on two-input and one-output qubits. Here, we focus on two-input one-output qubit perceptrons for simplicity and experimental feasibility.

The general recipe.—As mentioned, we use $\rho_o^{(d)}$ to serve as the variational ansatz state and adapt a hybrid quantum-classical SR algorithm \cite{51} to variationally solve Eq. (1) to obtain the dynamics and steady state of the open quantum system. More specifically, we solve the following optimization problem variationally:

$$\min_{\Theta} ||\partial \rho_o^{(d)}(\Theta) - \mathcal{L}\rho_o^{(d)}(\Theta)||_{FS},$$ \hspace{1cm} (4)

where $\Theta$ collectively denotes all the parameters used to describe the qubit perceptrons (unitary gates) and the Fubini-Study (FS) norm is used to measure the distance. For convenience, we omit the labels and rewrite the density matrix $\rho_o^{(d)}$ as a vector $\vec{\rho}$. Similar to the SR algorithm in solving the quantum master equation based on the variational RBM representation \cite{35,37}, the above minimization problem results in the following system of equations:

$$\sum_{\nu} S_{\mu,\nu} \dot{\Theta}_\nu = f_\mu,$$ \hspace{1cm} (5)

where $\Theta_\nu$ denotes the $\nu$-th parameter, and

$$S_{\mu,\nu} = \text{Re}(\frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\nu} \frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\mu}) - \text{Re}[(\frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\nu})(\frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\mu})],$$ \hspace{1cm} (6)

$$f_\mu = \text{Re}(\frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\nu} \mathcal{L}\rho_o^{(d)}(\Theta)) - \text{Re}[(\frac{\partial \rho_o^{(d)}(\Theta)}{\partial \Theta_\nu})(\partial \mathcal{L}\rho_o^{(d)}(\Theta))].$$ \hspace{1cm} (7)

We initialize the parameters to be small random values and update them iteratively according to the following rule:

$$G^{\text{new}} = G^{\text{old}} + \lambda S^{-1} \vec{f},$$ \hspace{1cm} (8)

where $\lambda$ is a hyperparameter (called the learning rate in the machine learning literature) introduced to modulate the convergence of the iteration process.

In real experiments, both $S$ and $\vec{f}$ might be obtained from measurements of observables or their linear combinations (see the Supplemental Material \cite{53} for details). Then, by using Eq. (8) we update the parameters of the quantum neural network iteratively and obtain the dynamics of the open system.
where $H$ quantum neural-network structure is shown in Fig. 2 (a). The method to obtain both the dynamics and steady state. The (i.e., RBM) approach. Here, instead we apply the DQFNN has been studied in Ref. [36] with a classical neural-network verse direction. We mention that the steady state of this model participation rate, and $\sigma$ Pauli matrices for the site $j$.

FIG. 2. (a) A DQFNN with layer structure (2, 2, 3, 5) is used to solve the dissipative transverse field Ising model [see Eq. (9)]. Here, each quantum perceptron consists of a unitary acting on two-input and one-output qubits and this unitary is parametrized by a simple quantum circuit (black-dotted box), which contains twelve Euler rotations and six controlled-not gates. (b) Numerical results for the steady state of the dissipative Ising model with five spins. The expectation values of three different observables $\sigma^x = \frac{1}{2} \sum_k \sigma^x_k$, $\sigma^y = \frac{1}{2} \sum_k \sigma^y_k$, and $\sigma^z$ are calculated by both the DQFNN and exact diagonalization (ED) method. Here, we set $J = 1$ as the energy unit and the dissipation ratio is $\gamma = 1$. For the DQFNN approach, the learning rate $\lambda$ is chosen to be $\lambda = 0.01 \times 0.999^{N_s}$, where $N_s$ is the number of steps.

consequently. At long time limit, the neural network state converges to the steady state of the system. As discussed in Ref. [22], a striking feature of this DQFNN approach is that the parameter matrices can also be calculated layer-by-layer and parameter matrices can also be calculated layer-by-layer and contains 15 qubits in total. Each perceptron consists of three qubits coupled by a series of unitary gates as shown by the quantum circuit in the dotted box in Fig. 2 (a). We consider the periodic boundary condition and implement the transla-tional symmetry for reducing the number of parameters. In addition, owing to the special structures of the quantum perceptrons, the derivatives of the density states with respect to the parameter $\Theta_\nu$ can be obtained by [54]:

$$
\frac{\partial \rho(\Theta_\nu)}{\partial \Theta_\nu} = \frac{1}{2} [\rho(\Theta_\nu + \frac{\pi}{2}) - \rho(\Theta_\nu - \frac{\pi}{2})]. 
$$

(10)

We mention that the derivatives in Eq. (10) is exact, in sharp contrast to the finite-difference method that may inevitably induce a small differential error. This might be important for the convergence of the optimization procedure [55].

With classical computers, we numerically simulate the quantum neural networks and the whole process of using the DQFNN approach to obtain the dynamics and steady state for the dissipative Ising model defined in Eq. (9). We start with a DQFNN state where all the constituted qubits are initially set to be $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ and all the involved parameters are initially set to be a small value near zero. Then the parameters are updated according to the optimization procedures shown in Eq. (8). Partial of our results are shown in Fig. 2 (b) and Fig. 3. In Fig. 2 (b), we compute the steady state with varying strength of the transverse field $h$ through the DQFNN approach. We plot the magnetization values $\langle \sigma^z \rangle$ and correlations $\langle \sigma_1^x \sigma_2^y \rangle$ for the stationary state, and compare them with the ED results. It is clear that the DQFNN results match the ED results excellently. In Fig. 3, we consider the dynamics of our DQFNN during the optimization process with fixed $h = 0.6$. Here, we add a random Gaussian noise into the quan-
Our second example concerns the dissipative \( J_1 - J_2 \) model. Here, the simplest two-by-two square lattice is considered and we use a DQFNN with layer structure \((4,4,4)\) to obtain the results. The parametrization of the DQFNN is similar to the case for the 1D dissipative Ising model. (a), (b), and (c) show respectively the magnetization values \( \langle \sigma^x \rangle \), \( \langle \sigma^y \rangle \), and \( \langle \sigma^z \rangle \) as a function of iteration steps with the dissipation rate chosen to be \( \gamma = 1.0 \). The red-dotted lines represent their corresponding values for the steady state (SS) obtained from exact diagonalization. (d) plots both the real and imaginary parts of \( \delta \mathcal{L} \) as a function of iteration steps as \( \delta \mathcal{L} \) converges to zero after around 1000 iterations, their relative errors are all smaller than \( 10^{-2} \). This indicates that after around 1000 iterations, the output state \( \rho_{\text{out}} \) of the DQFNN indeed converges to the steady state, which is also clearly manifested in Fig. 4 as \( \delta \mathcal{L} \) converges to zero (after 1000 iterations, \( |\delta \mathcal{L}| \) becomes less than \( 10^{-2} \)).

We remark that the accuracy of our DQFNN results can be improved in a number of ways, including increasing the number of layers of the quantum neural network or the sampling size at each iteration step, tuning hyperparameters, and designing more appropriate quantum perceptrons, etc. Due to limited classical computation resources, in this paper we only carry out simulations for small systems. However, this will not be a problem if quantum devices are used in practice. As discussed in the Supplementary Material [53], the time complexity of the DQFNN approach is about \( O(N^3) \), which indicates its scalability to larger systems. We also stress the difference between the RBM [35–38] and DQFNN approaches: the RBM method is entirely classical and the gradients that are crucial in updating parameters rely on efficient Monte Carlo sampling; in contrast, for the DQFNN method the gradients can be obtained directly from measurements of observables in experiment [53]. This might lead to an advantage in computational cost for the DQFNN approach for certain problems where no efficient sampling scheme is available. In the future, it is of both fundamental and practical interest to carry out a complete study on the advantages and limitations for the DQFNN approach.

**Conclusion.**—We have introduced a deep quantum neural-network method to solve Lindblad master equations for open quantum many-body systems. Through concrete examples in both 1D and 2D, our results demonstrated that both the dynamics and stationary states of such systems can be efficiently obtained via this method with a desirable accuracy. Due to the special structures of DQFNNs, our approach is generally applicable to high dimensional systems and is independent of the amount of entanglement involved. In addition, it is robust to experimental imperfections and free from the barren plateau problem, and allows a convenient implementation of translational symmetry and a resource-saving reuse of qubits. This classical-quantum hybrid approach is particular suitable for running on NISQ devices in the near future.
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I. CLASSICAL-QUANTUM HYBRID UPDATING SCHEME

We first introduce a classical-quantum hybrid Monte Carlo sampling method which can approximate the mean value of a operator efficiently. Same as the classical Monte Carlo method, the statistic error decays with the sampling size $N_s$ in $1/\sqrt{N_s}$ [56]. Consider a general hermitian operator $A$, its expectation value can be obtained by sampling a Monte Carlo chain with the probability $\rho_{l,t} = \langle l | \rho | l \rangle$ [35]:

$$
(A) = \sum_l \rho_{l,t} (A_l)_{l,l} = \sum_l \rho_{l,t} \sum_m A_{l,m} \rho_{m,t}.
$$

(S1)

Thus, $(A_l)_{l,t}$ can be computed efficiently if the variable $A$ consists of only local operators. As for the non-hermitian operators, take the $S$ and $f$ as an example, we firstly rewrite the $S$ and $f$ in an explicit form:

$$
f_\mu = \text{Re} \left[ \sum_{\vec{l},\vec{r}} |\rho_{\vec{l},\vec{r}}|^2 \left( \frac{1}{\rho_{\vec{l},\vec{r}}} \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu} \right)^* - \sum_{\vec{l},\vec{r}} |\rho_{\vec{l},\vec{r}}|^2 \left( \frac{1}{\rho_{\vec{l},\vec{r}}} \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu} \right)^* \sum_{\vec{r}'} |\rho_{\vec{r}',\vec{r}}|^2 \frac{(\mathcal{L}_\rho)_{\vec{r}',\vec{r}}}{\rho_{\vec{r}',\vec{r}}} \right],
$$

(S2)

and

$$
S_{\mu,\mu'} = \text{Re} \left[ \sum_{\vec{l},\vec{r}} |\rho_{\vec{l},\vec{r}}|^2 \left( \frac{1}{\rho_{\vec{l},\vec{r}}} \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu} \right)^* \frac{1}{\rho_{\vec{l},\vec{r}}} \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu'}} - \sum_{\vec{l},\vec{r}} |\rho_{\vec{l},\vec{r}}|^2 \left( \frac{1}{\rho_{\vec{l},\vec{r}}} \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu} \right)^* \sum_{\vec{r}'} |\rho_{\vec{r}',\vec{r}}|^2 \frac{1}{\rho_{\vec{r}',\vec{r}}} \frac{d\rho_{\vec{r}',\vec{r}}}{d\Theta_{\mu'}} \right],
$$

(S3)

where the right state $\vec{r} = (r_0, r_1, \ldots, r_N)$ and the left state $\vec{l} = (l_0, l_1, \ldots, l_N)$ indicate a vector form of the $N$-particle state and we have $r(l)_j = \pm 1$ here. Then, it is easy to see that we can sampling the estimators $(1/\rho_{\vec{l},\vec{r}}) \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu}, (1/\rho_{\vec{l},\vec{r}}) \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu'}}$, $(1/\rho_{\vec{l},\vec{r}}) \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu}}, (1/\rho_{\vec{l},\vec{r}}) \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu'}}$, and $(1/\rho_{\vec{l},\vec{r}}) \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu'}}$ through a Monte Carlo chain generated by the probability $|\rho_{\vec{l},\vec{r}}|^2$.

To compute these estimators, we only need to consider three quantities $\rho_{\vec{l},\vec{r}}, \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_\mu}, \frac{d\rho_{\vec{l},\vec{r}}}{d\Theta_{\mu'}}$, and $(\mathcal{L}_\rho)_{\vec{l},\vec{r}} = \langle \vec{l} | \mathcal{L}_\rho | \vec{r} \rangle$. The first two quantities can be measured in our DQFNN. It is generally hard to obtain $(\mathcal{L}_\rho)_{\vec{l},\vec{r}}$, but here we emphasis that our Lindblad equation only contains the local operators $\sigma_+^j \sigma_-^j, \sigma_+^j \sigma_-^j \sigma_+^j, \sigma_+^j, \sigma_-^j$, and $\sigma_+^j \sigma_-^j$, which satisfy the following relations:

$$
\left\langle \vec{l} | \sigma_+^j | \vec{r} \right\rangle = \delta_{r_j,-1} \prod_{k \neq j} \delta_{r_k,l_k},
$$

$$
\left\langle \vec{l} | \sigma_+^j \sigma_-^j+1 | \vec{r} \right\rangle = \gamma r_j r_{j+1} \delta_{l_j,l_{j+1}},
$$

$$
\left\langle \vec{l} | \sigma_+^j \sigma_-^j+2 | \vec{r} \right\rangle = \gamma r_j r_{j+2} \delta_{l_j,l_{j+2}},
$$

$$
\left\langle \vec{l} | \sigma_+^j \sigma_-^- | \vec{r} \right\rangle = \delta_{r_j,1} \delta_{l_j,l_{j+1}},
$$

$$
\left\langle \vec{l} | \sigma_-^j | \vec{r} \right\rangle = \delta_{r_j,-1} \prod_{k \neq j} \delta_{l_k,r_k},
$$

$$
\left\langle \vec{l} | \sigma_+^j | \vec{r} \right\rangle = \delta_{l_j,-1} \prod_{k \neq j} \delta_{l_k,r_k}.
$$

(S4)

Here we only consider the one dimensional case corresponding to Eq.(9) in the main text. $(\mathcal{L}_\rho)_{\vec{l},\vec{r}}$ can be written as:

$$
\frac{(\mathcal{L}_\rho)_{\vec{l},\vec{r}}}{\rho_{\vec{l},\vec{r}}} = -\left\langle \vec{l} | [H, \rho] | \vec{r} \right\rangle - \gamma \sum_j \left[ \left\langle \vec{l} | \left\{ \sigma_+^j \sigma_-^j, \rho \right\} | \vec{r} \right\rangle \rho_{\vec{l},\vec{r}} + 2 \left\langle \vec{l} | \sigma_+^j \rho \sigma_+^j | \vec{r} \right\rangle \rho_{\vec{l},\vec{r}} \right].
$$

(S5)

$$
= \sum_{j=0}^{N} \left\{ -iJ (l_j l_{j+1} - r_j r_{j+1}) - i\hbar \left[ \frac{\rho(\ldots,-l_{j-1},\ldots)}{\rho(\ldots,-r_{j+1},\ldots)} - \frac{\rho(\ldots,-r_{j+1},\ldots)}{\rho(\ldots,-r_{j+1},\ldots)} \right] \right. \\
- \frac{\gamma}{2} (\delta_{l_j,1} + \delta_{r_j,1}) \left. - \gamma \delta_{l_j,-1} \delta_{r_j,-1} \right\} \frac{\rho(\ldots,l_{j+1},\ldots,r_{j+1},\ldots)}{\rho(\ldots,l_{j+1},\ldots,r_{j+1},\ldots)}.
$$
To approximate the expectation value of a general hermitian observable, we consider the accepted probability as
slightly modifying the strategies discussed in \[35, 37\]:

1. One lattice site is flipped both in the left state and right state.
2. One lattice site is flipped either in the left state or right state.
3. Two neighboring lattice sites are flipped either in the left state or right state.
4. All the lattice sites in the right state and left state are flipped.
5. A new random configuration of the right state and left state are generated.

In our numerical simulations, the probabilities of the first three types of moves are about 30 times larger than the last two ones.

To approximate the expectation value of a general hermitian observable, we consider the accepted probability as \(\min(1, \frac{\rho_{\text{new},\text{old}}}{\rho_{\text{old},\text{old}}})\), and generate a list of state configuration \(\vec{l}_0 \rightarrow \cdots \rightarrow \vec{l}_s\) by following possible moves:

1. One lattice site is flipped.
2. Two neighboring lattice sites are flipped.
3. All the lattice sites are flipped.
4. A new random configuration is generated.

In our numerical simulations, the probabilities of the first two types of moves are about 30 times larger than the last two types of moves.

II. QUANTUM UPDATING SCHEME

With quantum devices, \(S\) and \(\vec{f}\) can be obtained efficiently from linear combinations of measurements of proper observables in the experiment. A straightforward way is to do tomography of the output density matrix, which, however, is exponentially expensive as the system size increases. Thus, this method is limited to small systems. To overcome this difficulty, we use the following methods to obtain \(S\) and \(\vec{f}\) efficiently. We rewrite \(S\) and \(\vec{f}\) as follows:

\[
f_{\mu} = \text{Re} \left( \sum_i \langle \vec{l} | \frac{\partial \rho}{\partial \Theta_\mu} L \rho | \vec{l} \rangle - \sum_i \langle \vec{l} | \rho \frac{\partial \rho}{\partial \Theta_\mu} | \vec{l} \rangle \sum_{\vec{r}} \langle \vec{r} | \rho L \rho | \vec{r} \rangle \right), \tag{S6}
\]

\[
S_{\mu,\nu} = \text{Re} \left( \sum_i \langle \vec{l} | \frac{\partial \rho}{\partial \Theta_\mu} \frac{\partial \rho}{\partial \Theta_\nu} | \vec{l} \rangle - \sum_i \langle \vec{l} | \rho \frac{\partial \rho}{\partial \Theta_\mu} \rho \frac{\partial \rho}{\partial \Theta_\nu} | \vec{l} \rangle \right). \tag{S7}
\]

Thanks to the special structures of DQFNNs studied in this paper, the derivative \(\frac{\partial \rho}{\partial \Theta_\mu}\) of \(\rho\) with respect to the parameter \(\Theta_\mu\) can be written as Eq.(10) in the main text. For the convenience, we write the \(\sum_{\vec{l}} \langle \vec{l} | \cdots | \vec{l} \rangle\) as a trace operation and the Eqs. \((S6-S7)\) then reduce to:

\[
f_{\mu} = \frac{1}{2} \text{Re} \left\{ \text{Tr}(\rho(\Theta_\mu + \frac{\pi}{2}) L \rho) - \text{Tr}(\rho(\Theta_\mu - \frac{\pi}{2}) L \rho) - \left[ \text{Tr}(\rho(\Theta_\mu + \frac{\pi}{2}) - \text{Tr}(\rho(\Theta_\mu - \frac{\pi}{2}) \rho) \right] \left( \text{Tr}(\rho L \rho) \right) \right\}, \tag{S8}
\]

\[
S_{\mu,\nu} = \frac{1}{2} \text{Re} \left\{ \text{Tr}(\rho(\Theta_\mu + \frac{\pi}{2}) \rho(\Theta_\nu + \frac{\pi}{2})) + \text{Tr}(\rho(\Theta_\mu - \frac{\pi}{2}) \rho(\Theta_\nu + \frac{\pi}{2})) \right\} + \frac{1}{2} \text{Re} \left\{ \text{Tr}(\rho(\Theta_\mu + \frac{\pi}{2}) \rho(\Theta_\nu - \frac{\pi}{2})) + \text{Tr}(\rho(\Theta_\mu - \frac{\pi}{2}) \rho(\Theta_\nu - \frac{\pi}{2})) \right\} - \frac{1}{2} \text{Re} \left\{ \left[ \text{Tr}(\rho(\Theta_\mu + \frac{\pi}{2}) - \text{Tr}(\rho(\Theta_\mu - \frac{\pi}{2}) \rho) \right] \left( \text{Tr}(\rho(\Theta_\nu + \frac{\pi}{2}) \rho) - \text{Tr}(\rho(\Theta_\nu - \frac{\pi}{2}) \rho) \right) \right\}. \tag{S9}
\]

As we can see in Eqs.(S8-S9), each term in \(f_{\mu}\) and \(S_{\mu,\nu}\) only has two general form, namely, \(\text{Tr}[\rho(\Theta) \rho(\Theta')]\) and \(\text{Tr}[\rho(\Theta) L \rho(\Theta')]\), where \(\Theta\) and \(\Theta'\) are two parameter sets that can be different or identical.

We adopt the quantum circuit in Fig.S1(a) to measure \(\text{Tr}[\rho(\Theta) \rho(\Theta')]\), which has been discussed in [57]. We firstly generate the output density matrices \(\rho(\Theta)\) and \(\rho(\Theta')\) from two DQFNNs, and introduce another ancillary qubit which is initialized to \((|0\rangle + |1\rangle)/\sqrt{2}\) state. We decompose the spectrum of the whole system: \(\rho_w = \frac{1}{2} (|0\rangle\langle 0| + |1\rangle\langle 1|) \otimes \sum_{\vec{l},\vec{r},\vec{l}',\vec{r}'} \rho_{\vec{l},\vec{r}} \rho_{\vec{l}',\vec{r}'} [l,\vec{l}')(\vec{l}',\vec{r}').\)

After that, we apply a controlled-swap gate, which is defined as

\[
U_{\text{C-SWAP}}|x\rangle_A|\psi\rangle_B = \begin{cases} 
|x\rangle|\psi\rangle_A|\phi\rangle_B, & \text{for } x = 0 \\
|x\rangle|\phi\rangle_A|\psi\rangle_B, & \text{for } x = 1, 
\end{cases} \tag{S10}
\]
on the whole system

\[ U_{\text{C-SWAP}} \rho U_{\text{C-SWAP}}^\dagger = \frac{1}{2} |0\rangle \langle 0 | \otimes \sum_{l, r, \ell, r'} \rho_{l, r, \ell, r'} |l, l\rangle \langle r, r'| + \frac{1}{2} |0\rangle \langle 1 | \otimes \sum_{l, r, \ell, r'} \rho_{l, r, \ell, r'} |l, l\rangle \langle r, r'| + \frac{1}{2} |1\rangle \langle 0 | \otimes \sum_{l, r, \ell, r'} \rho_{l, r, \ell, r'} |l, l\rangle \langle r, r'| + \frac{1}{2} |1\rangle \langle 1 | \otimes \sum_{l, r, \ell, r'} \rho_{l, r, \ell, r'} |l, l\rangle \langle r, r'| \]  

(S11)

Finally, we apply another Hardmard gate on the ancilla qubit and measure the spin probability in state |0⟩:

\[ P(0) = \frac{1}{2} + \frac{1}{4} \sum_{l, r, \ell, r' , \bar{m}, \bar{n}} \rho_{l, r, \ell, r'} |\bar{m}, \bar{n}| l, l\rangle \langle r, r'| \bar{m}, \bar{n} \rangle + \frac{1}{4} \sum_{l, r, \ell, \bar{m}, \bar{n}} \rho_{l, r, \ell, \bar{m}, \bar{n}} |l, l\rangle \langle l, l| \bar{m}, \bar{n} \rangle + \frac{1}{4} \sum_{l, r, \ell, r' , \bar{m}, \bar{n}} \rho_{l, r, \ell, r'} |\bar{m}, \bar{n}| l, l\rangle \langle r', r'| \bar{m}, \bar{n} \rangle + \frac{1}{4} \sum_{l, r, \ell, \bar{m}, \bar{n}} \rho_{l, r, \ell, \bar{m}, \bar{n}} |l, l\rangle \langle l, l| \bar{m}, \bar{n} \rangle \]  

(S12)

\[ P(0) = \frac{1}{2} + \frac{1}{4} \text{Tr} \left[ \rho(\Theta) \rho(\Theta') \right] \]

where \( P(0) \) is the probability that the ancillary qubit is in state |0⟩, so that we can obtain \( \text{Tr} \left[ \rho(\Theta) \rho(\Theta') \right] \) via measure the ancillary state population.

To measuring \( \text{Tr}[\rho(\Theta) L \rho(\Theta')] \), we expand the Lindblad equation into a explicit form:

\[ \text{Tr}[\rho(\Theta) L \rho(\Theta')] = -i \text{Tr} \left[ \rho(\Theta) H \rho(\Theta') \right] + i \text{Tr} \left[ \rho(\Theta') H \rho(\Theta) \right] - \frac{\gamma}{2} \sum_{i} \left[ \text{Tr} \left[ \rho(\Theta) \sigma_i^+ \sigma_i^- \rho(\Theta') \right] + \text{Tr} \left[ \rho(\Theta') \sigma_i^+ \sigma_i^- \rho(\Theta) \right] - 2 \text{Tr} \left[ \sigma_i^- \rho(\Theta) \sigma_i^+ \rho(\Theta') \right] \right] \]  

(S13)

Taking into account the one dimensional case in main text Eq.(9), the Hamiltonian \( H \) only involves the local Pauli operators, so that we only need to consider \( \text{Tr} \left[ \rho(\Theta) \sigma_i^+ \rho(\Theta') \right] \) and \( \text{Tr} \left[ \rho(\Theta') \sigma_i^+ \sigma_{i+1}^- \rho(\Theta') \right] \). Here, we write the local Pauli operators in a uniform form \( \hat{O} = \sigma_i^x, \sigma_i^y, \sigma_i^z \). Utilizing the quantum circuits in Fig.S1(b), we can measure the real and imaginary part of \( \text{Tr} \left\{ \rho(\Theta) \hat{O} \rho(\Theta') \right\} \) separately by setting the initial state of the ancillary qubit as \( |0\rangle + |1\rangle)/\sqrt{2} \) for measuring real part and \( (|0\rangle + i |1\rangle)/\sqrt{2} \) for measuring the imaginary part. Then, we introduce a controlled-\( \hat{O} \) gate, which is defined as:

\[ \hat{O}^\delta |x\rangle |\psi\rangle = |x\rangle \hat{O}^\delta |\psi\rangle \]  

(S14)
We apply the controlled-$\hat{O}$ gate between the first subsystem and the ancillary qubit and apply another controlled-swap gate as:

\[
U_{\text{C-SWAP}} \hat{O}^\rho \rho_{\text{C-SWAP}}^\rho (\hat{O}^\rho) U_{\text{C-SWAP}}^\dagger = \frac{1}{2} |0\rangle \langle 0| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \\
+ \frac{1}{2} |0\rangle \langle 1| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho' |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \\
+ \frac{1}{2} |1\rangle \langle 0| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \\
+ \frac{1}{2} |1\rangle \langle 1| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho' |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho, \\
\] (S15)

and

\[
U_{\text{C-SWAP}} \hat{O}^\rho \rho_{\text{C-SWAP}}^\rho (\hat{O}^\rho) U_{\text{C-SWAP}}^\dagger = \frac{1}{2} |0\rangle \langle 0| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \\
- \frac{1}{2} |0\rangle \langle 1| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho' |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \\
+ \frac{1}{2} |1\rangle \langle 0| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \\
+ \frac{1}{2} |1\rangle \langle 1| \otimes \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'}^\rho' |\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho. \\
\] (S16)

After apply a Harward gate on the ancillary qubit, we measure the spin population of ancillary qubit

\[
P(0)_{\text{Re}} = \frac{1}{4} + \frac{1}{4} \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}, \vec{r}, \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'} \rho_{\vec{l}, \vec{r}, \vec{r}'} \langle \vec{m}, \vec{n}|\vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}| \vec{n}, \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m} \rangle \\
+ \frac{1}{4} \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}, \vec{r}, \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'} \rho_{\vec{l}, \vec{r}, \vec{r}'} \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}| \vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m} \rangle \\
= \frac{1}{4} + \frac{1}{4} \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}, \vec{r}, \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'} \rho_{\vec{l}, \vec{r}, \vec{r}'} \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}| \vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m} \rangle \\
+ \frac{1}{4} \sum_{\vec{l}, \vec{r}, \vec{r}', \vec{r}, \vec{r}, \vec{r}} \rho_{\vec{l}, \vec{r}, \vec{r}'} \rho_{\vec{l}, \vec{r}, \vec{r}'} \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}| \vec{l}, \vec{r}, \vec{r}' \rangle \langle \vec{r}, \vec{r}'| \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \hat{O}^\rho \langle \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m}, \vec{n}, \vec{m} \rangle \\
= \frac{1}{4} + \frac{1}{4} \frac{\text{Tr} \left[ \rho(\theta) \hat{\Theta} \rho(\theta') \right]}{\text{Tr} [\rho(\theta)' \hat{\Theta} \rho(\theta)]} + \frac{1}{4} \frac{\text{Tr} \left[ \rho(\theta)' \hat{\Theta} \rho(\theta) \right]}{\text{Tr} [\rho(\theta) \hat{\Theta} \rho(\theta)']} + \frac{1}{4} \frac{\text{Tr} [\rho(\theta)] \hat{\Theta} \rho(\theta') \hat{\Theta} \rho(\theta)}{\text{Tr} [\rho(\theta) \hat{\Theta} \rho(\theta)']} \\
= \frac{1}{2} + \frac{1}{2} \text{Re} \left\{ \text{Tr} \left[ \rho(\theta) \hat{\Theta} \rho(\theta') \right] \right\},
\] (S17)
and

\[ P(0)_{\text{Im}} = \frac{1}{4} - \frac{i}{4} \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} \langle \vec{m}, \vec{n} | \hat{I} | \ell, r \rangle \langle \ell, r' | \hat{O} \rangle \langle \hat{O} | \vec{m}, \vec{n} \rangle + \frac{1}{4} \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} \langle \vec{m} | \hat{O} | \ell' \rangle \langle \ell' | \vec{m} \rangle + \frac{1}{4} \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} \langle \ell' | \hat{O} \rangle \langle \hat{O} | \ell' \rangle + \frac{1}{4} \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} \langle \vec{m} | \hat{O} | \ell' \rangle \langle \ell' | \vec{m} \rangle \]

Then, similar to our previous discussion, we measure the ancillary qubit and obtain

\[ \text{Tr} \left[ \rho(\Theta) \hat{O} \rho(\Theta') \right] = 2 P(0)_{\text{Re}} - 1 + i (1 - 2 P(0)_{\text{Im}}). \]

To calculate the term \( \text{Tr} [\rho(\Theta) \sigma^+_i \sigma^-_i \rho(\Theta')] \), we divide it into \( \text{Tr} [\rho(\Theta) \rho(\Theta')] \) and \( \text{Tr} [\rho(\Theta) \sigma^+_i \sigma^-_i \rho(\Theta')] \) by using \( \sigma^+_i \sigma^-_i = \frac{1}{2} + \frac{i}{2} \sigma^z_i \). These two quantities can be measured by using the method above. We expand the last term \( \sigma^+_i \rho \sigma^-_i + \sigma^-_i \rho \sigma^+_i - i (\sigma^y_i \rho \sigma^y_i - \sigma^z_i \rho \sigma^z_i) \) and measure the real and imaginary part separately. To calculate \( \text{Tr} [\rho(\Theta) \sigma^+ \sigma^- \rho(\Theta') \sigma^+ \sigma^-] \), as shown in Fig. S1(c), we apply two controlled-\( \hat{O}_{1,2} \) gates, where \( \hat{O}_{1,2} = \sigma^x_i \), and apply the controlled-swap gate

\[ U_{\text{C-SWAP}} \hat{O}_2 \hat{O}_1^{\text{Re}} (\hat{O}_2)^\dagger (\hat{O}_1)^\dagger U_{\text{C-SWAP}}^\dagger = \frac{1}{2} \langle 0 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_2 \hat{O}_1 \]

\[ + \frac{1}{2} \langle 0 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell', r \rangle \langle \ell', r' | \hat{O}_1 \hat{O}_2 \]

\[ + \frac{1}{2} \langle 1 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_2 \hat{O}_1 \]

\[ + \frac{1}{2} \langle 1 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell', r \rangle \langle \ell', r' | \hat{O}_1 \hat{O}_2 \]

and

\[ U_{\text{C-SWAP}} \hat{O}_2 \hat{O}_1^{\text{Im}} (\hat{O}_2)^\dagger (\hat{O}_1)^\dagger U_{\text{C-SWAP}}^\dagger = \frac{1}{2} \langle 0 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_2 \hat{O}_1 \]

\[ - \frac{i}{2} \langle 0 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_1 \hat{O}_2 \]

\[ + \frac{i}{2} \langle 1 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_2 \hat{O}_1 \]

\[ + \frac{i}{2} \langle 1 | \otimes \sum_{\ell, r, \ell', r'} \rho_{\ell, r} \rho_{\ell', r'} | \ell, r \rangle \langle \ell, r' | \hat{O}_1 \hat{O}_2 \]

Then, similar to our previous discussion, we measure the ancillary qubit
and techniques discussed above we can obtain in qubits in input layer, and is approach an identity matrix. It is easy to see that \( \text{Tr} \) and obtain \( \text{Tr} \) (\( \hat{O}_1 \hat{O}_2 \)) = 1

II.3. Apply unitary operations between II.1. Set

II.1. Set \( \rho(k) = (\otimes_{k=1}^{N_1} |+\rangle_k)(\otimes_{k=1}^{N_1} |+\rangle_k) \), where \( N_1 \) is the number of qubits in input layer, and \( |+\rangle_k = (|0\rangle + |1\rangle)/\sqrt{2} \). At the beginning, we initialize the DQFNN by assigning small random numbers to all the parameters, so that each single qubit gate is approach an identity matrix.

II. Feedforward:

II.1. Set \( i = 1 \), and set the state of qubits in the input layer to \( \rho_i = (\otimes_{k=1}^{N_1} |+\rangle_k)(\otimes_{k=1}^{N_1} |+\rangle_k) \), where \( N_1 \) is the number of qubits in input layer, and \( |+\rangle_k = (|0\rangle + |1\rangle)/\sqrt{2} \).

II.2. Set the state of qubits in the \((i + 1)\)-th layer to \( \rho_{i+1} = (\otimes_{k=1}^{N_{i+1}} |+\rangle_k)(\otimes_{k=1}^{N_{i+1}} |+\rangle_k) \), where \( N_{i+1} \) is the number of qubits in \((i + 1)\)-th layer.

II.3. Apply unitary operations between \( i \)-th layer and \((i + 1)\)-th layer.

\[
\rho^{i+1} = U_i^\dagger \cdots U_1^\dagger \rho_i \otimes \rho_{i+1} \otimes U_1 \cdots U_i,
\]

\[(S23)\]

III. THE TRAINING SCHEME

We use the following procedures to train the DQFNN for solving the dynamics and stationary states for open quantum systems:

I. DQFNN initialization: In our case, only the single qubit gate is parameterized by \( R(\theta) = e^{i\theta_1 \sigma_x / 2} e^{i\theta_2 \sigma_z / 2} e^{i\theta_3 \sigma_z / 2} \). At the beginning, we initialize the DQFNN by assigning small random numbers to all the parameters, so that each single qubit gate is approach an identity matrix.

II. Feedforward:

II.1. Set \( i = 1 \), and set the state of qubits in the input layer to \( \rho_i = (\otimes_{k=1}^{N_1} |+\rangle_k)(\otimes_{k=1}^{N_1} |+\rangle_k) \), where \( N_1 \) is the number of qubits in input layer, and \( |+\rangle_k = (|0\rangle + |1\rangle)/\sqrt{2} \).

II.2. Set the state of qubits in the \((i + 1)\)-th layer to \( \rho_{i+1} = (\otimes_{k=1}^{N_{i+1}} |+\rangle_k)(\otimes_{k=1}^{N_{i+1}} |+\rangle_k) \), where \( N_{i+1} \) is the number of qubits in \((i + 1)\)-th layer.

II.3. Apply unitary operations between \( i \)-th layer and \((i + 1)\)-th layer.

\[
\rho^{i+1} = U_i^\dagger \cdots U_1^\dagger \rho_i \otimes \rho_{i+1} \otimes U_1 \cdots U_i,
\]

\[(S23)\]
where \( w_i \) is the number of perceptrons between \( i \)-th layer and \((i + 1)\)-th layer.

II.4. Partial trace the \( i \)-th layer, namely, \( \rho_{i+1} = \operatorname{Tr}_i(\rho_{i+1}) \) and set \( i = i + 1 \).

II.5. Reuse the qubits. If \( i < d \), the partial traced qubits in \( i \)-th layer is re-initialized as \( (|0\rangle + |1\rangle)/\sqrt{2} \) and they can be used in the rest of the network.

II.6. Repeat II.2-II.4 until \( i = d \).

III. Update parameters:

III.1. Compute \( S \) and \( \vec{f} \). As the discussion in section I and section II, we can obtain the \( S \) and \( \vec{f} \) via a stochastic Markov-chain sampling or directly measure these two quantities.

III.2. Update parameters. According to the system equation in the main text, the parameters can be updated as

\[
\Theta_{\mu}^{\text{new}} = \Theta_{\mu}^{\text{old}} + \lambda \sum_{\nu} (S - 1)_{\mu,\nu} f_{\nu}.
\]

Here we choose \( \lambda \) to be small enough to monitor the convergence of the optimization process.

IV. Repeat step II and III until \( \delta L \) reaches minimal and the process get converged.

### IV. TOTAL NUMBER OF PARAMETERS AND SYMMETRY IMPLEMENTATION SCHEME

In our DQFNN, the \( j \)-th perceptron in \( i \)-th layer contains three qubits and a series of coupling unitary operation belongs to \( SU(2^3) \) group with the most universal form is:

\[
U_{i,j} = \exp \left[ -i \sum_{\alpha_1, \alpha_2, \alpha_3} \frac{\Theta_{i,j,\alpha}}{2} \sigma^{\alpha_1} \otimes \sigma^{\alpha_2} \otimes \sigma^{\alpha_3} \right],
\]

where \( \Theta_{i,j,\alpha} \) denote the parameters for the \( j \)-th perceptron in the \( i \)-th layer. The index \( \alpha_1, \alpha_2, \alpha_3 \) takes \( 0, x, y, z \) to indicate the pauli matrix \( I, \sigma^x, \sigma^y, \sigma^z \) respectively. Hence, to fully describe a quantum perceptron in this case needs 64 parameters at most. As mentioned in the main text, we use an experimentally more practical quantum circuit antasz, which contains 12 Euler rotations and 6 CNOT gates, to implement a quantum perceptron with only 36 parameters.

For a fully connected DQFNN, the perceptrons are composed by any possible combination of two qubits from the \( i \)-th layer and one qubit from the \((i + 1)\)-th layer, where the total number of perceptrons between two neighbor layers is \( C_n^2 n_{i+1} \). Hence, the total number of parameters of the DQFNN is:

\[
\sum_{i=1}^{d-1} C_n^2 n_{i+1} \times N_p \approx O(N_{\text{All}}^3)
\]

where \( d \) is the total number of layers, \( n_i \) denotes the number of qubits in the \( i \)-th layer, \( N_p \) is the number of parameters for each perceptron, and \( N_{\text{All}} \) denotes the total number of qubits in the DQFNN. Here we reduce the number of parameters by using the symmetry structure in the Hamiltonian we discussed in our main text. We restrict each perceptron to only involve local connection between \( i \)-th and \((i + 1)\)-th layers. The \( j \)-th qubit in the \((i + 1)\)-th layer is only grouped with the \((j \mod n_i)\)-th and \([(j + 1) \mod n_i]\)-th qubits in the \( i \)-th layer into the same perceptron, where mod is the module operation. So that there are \( n_{i+1} \) perceptrons between \( i \)-th layer and \((i + 1)\)-th layer. The total number of parameters is:

\[
\sum_{i=1}^{d-1} n_{i+1} \times N_p \approx O(N_{\text{All}}).
\]

which means that the number of parameters grows linearly with the system size. This leads to the computational complexity \( O(N_{\text{All}}^3) \) to the DQFNN approach.