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Abstract: In this work we deal with a generalized variant of the multi-vehicle covering
tour problem (m-CTP). The m-CTP consists of minimizing the total routing cost and
satisfying the entire demand of all customers, without the restriction of visiting them
all, so that each customer not included in any route is covered. In the m-CTP, only a
subset of customers is visited to fulfil the total demand, but a restriction is put on the
length of each route and the number of vertices that it contains. This paper tackles a
generalized variant of the m-CTP, called the multi-vehicle multi-covering Tour Problem
(mm-CTP), where a vertex must be covered several times instead of once. We study a
particular case of the mm-CTP considering only the restriction on the number of ver-
tices in each route and relaxing the constraint on the length (mm-CTP-p). A hybrid
metaheuristic is developed by combining Genetic Algorithm (GA), Variable Neighbor-
hood Descent method (VND), and a General Variable Neighborhood Search algorithm
(GVNS) to solve the problem. Computational experiments show that our approaches are
competitive with the Evolutionary Local Search (ELS) and Genetic Algorithm (GA), the
methods proposed in the literature.
1. INTRODUCTION

Logistics problems receive a lot of attention from the academic community due to their economic and social importance. Such problems consist of the distribution of goods between depots and users under certain constraints while satisfying the customer demands. Unfortunately, several constraints prevent the service to be quick and equitable such as the restrictions on time, budget, resource availability, which makes the visit of all customers almost impossible. In order to satisfy the demands within an acceptable distance from a visited customer, a covering concept was introduced. Finding the best location of a set of distribution centers among a set of candidate sites such that all customers can reach at least one center lead to formulation of the location of post boxes problem [1], and milk collection points [2]. Generally, the choice of appropriate stops such that all customers are within a reasonable distance from these stops minimize the total routing cost ([3], [4]).

Different optimization methods have been developed for the routing problems. But, Covering Tour Problem (CTP), including covering constraints, despite its importance in real word applications, got much less attention. The one-vehicle version of the problem (1-CTP) was introduced the first time in [5]. Then, in [6] the same problem was solved exactly by a branch-and-cut algorithm and a heuristic method was proposed. This problem was solved later in [7] where, the authors developed a two-commodity flow formulation and a scatter search algorithm.

Recently, many researchers expanded the scope of their research to the multi-vehicle version (mm-CTP). The problem has been solved in [8] exactly by introducing a three-index vehicle flow formulation and three heuristics. In addition, exact and approximate methods are proposed in [10] to solve the m-CTP without the length constraints on each route (m-CTP-p). The authors developed a branch-and-cut algorithm based on two-commodity flow formulation and a hybrid method, which combines the Greedy Randomized Adaptive Search Procedure (GRASP) and Evolutionary Local Search (ELS). More recently, in [12] and [11], a Variable Neighborhood Search (VNS) based on Variable Neighborhood Descent (VND) method was proposed to solve the m-CTP-p, and the results proved to be better than those in [10].

Most of the earlier studies focused on one single coverage of a customer, whereas in some situations, a customer must be covered several times to be completely served. We take into account multiple coverage in order to serve the entire demand of each customer. This problem is referred to as mm-CTP (multi-vehicle multi-covering Tour Problem). Pham et al. [13] address a particular case of the mm-CTP where the length constraints are relaxed. The problem is called mm-CTP-p, where p represents the maximum number of vertices in each route. They formulate the problem as an integer linear program and develop a branch-and-cut
algorithm as well as a Genetic Algorithm (GA). To evaluate the performance of their proposed GA, they use the Greedy Randomized Adaptive Search Procedure and Evolutionary Local Search (GRASP-ELS), proposed in [10], as a reference method where they change several components of the algorithm.

In this work, first we develop a Population-based approach to solve the mm-CTP-p. More precisely, we use a hybrid approach that combines GA and VND methods which we call (GA-VND). Second, we propose a General Variable Neighborhood Search algorithm (GVNS) as a solution-based approach. Therefore, several components of the VNS algorithm must be modified to deal with the considered problem. The two meta-heuristics were compared to each other and with other approaches from the literature [13].

The remainder of the paper is organized as follows. In section 2, we describe the problem statement. In sections 3 and 4 we outline the developed meta-heuristics GA-VND and GVNS in detail, respectively. In section 5, a comparative study is performed, and finally, we conclude with section 6.

2. PROBLEM DESCRIPTION

In this section, we give the formal description of the mm-CTP-p. The m-CTP is defined in [13] as an undirected graph \( G = (V \cup W, E_1 \cup E_2) \). The vertex set is \( (V \cup W) \), where \( V = \{v_0, v_1, \ldots, v_{(n-1)}\} \) is the set of \( n \) vertices that can be visited, \( T \subset V \) is the set of vertices that must be visited, and \( W = \{w_1, w_2, \ldots, w_l\} \) is the set of vertices that must be covered. Let \( m \) be the number of identical vehicles located at the depot \( v_0 \). A unit demand is associated with each vertex of \( V \setminus v_0 \) and the total demands are delivered by \( m \) vehicles with a limited capacity \( p \). The edge set is \( E_1 \cup E_2 \), where \( E_1 = \{(v_i, v_j) : v_i, v_j \in V, i < j\} \) and \( E_2 = \{(v_i, v_j) : v_j \in V \setminus T, v_i \in W\} \). A length \( c_{ij} \) is associated with each edge of \( E_1 \) and a distance \( d_{ij} \) is associated with each edge of \( E_2 \).

In the m-CTP, we must select a subset of vertices among all vertices in a graph such that covering constraints are reached. The m-CTP consists of minimizing the total cost so that the following constraints are respected:

- Each route starts and ends at the depot;
- Each mandatory location is visited exactly once while each optional location is visited at most once;
- Each unreachable location is covered by at least one route, i.e., it lies within a predefined distance of at least one visited location;
- The number of vertices on each route (excluding the depot) is less than a given value \( p \);
- The length of each route does not exceed a fixed value \( q \).

In this article we deal with a special case of the mm-CTP in which the constraints on the length of each route are relaxed (i.e. \( q = +\infty \)). The problem is called mm-CTP-p. The mm-CTP is a generalization of the m-CTP version. Indeed, Pham et
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al. [13] generalized the m-CTP, introducing a new problem that takes into account many real-world situations where the entire demand of some locations is too large and cannot be served by a single coverage. This generalization is applied in the same way as for the Covering Salesman Problem (CSP) [14]. In the generalized variant (mm-CTP), the authors define the coverage demand $U_k$ as the number of times a customer $w_k$ should be covered. It is clear that the mm-CTP is an NP-hard problem since it reduces to a m-CTP when the coverage demand equals to 1 ($U_k = 1 \forall w_k \in W$).

Pham et al. [13] define the problem by an extended graph $\mathcal{G} = (\mathcal{V} \cup \mathcal{W}, E_1 \cup E_2)$ based on the original graph $G$, where $\mathcal{V} = V \cup \{v_n\}, V' = \mathcal{V} \setminus \{v_0, v_n\}$ and $v_n$ is a copy of the depot $v_0$. $E_1 = E_1 \cup \{(v_i, v_n), v_i \in V'\}$ and $c_{in} = c_{0i}, \forall v_i \in V$. They discuss three variants of the problem: the binary version where a vertex is visited at most once, the problem with overnight where it is freely permitted to consecutively revisit a vertex, and in the third variant, each vertex can be visited by the tour more than once but only after passing through another vertex, called the variant without overnight. They propose graph transformations to reduce the last two variants and convert them into the binary one. Then, they solve the mm-CTP-p exactly by a branch-and-cut algorithm and approximately by two meta-heuristics. For the first approach they use the GRASP-ELS proposed in [10] as a reference method, and the second approach was adapted from the genetic algorithm proposed in [15]. They investigate the performance of their meta-heuristics on six variants of the mm-CTP (m-CTP-p, m-CTP, mm-CTP-p, mm-CTP-o, mm-CTP-wo). The idea underlying the introduction of multiple coverage can be explained by the need to visit more vertices of $V$ to satisfy the covering constraints. The number of times a vertex $w_k$ of $W$ must be covered is denoted by $U_k$. This number of coverages is calculated as follows:

$$U_k \in [1, \min(3, nb_k)]$$

where $nb_k$ represents the maximum number of vertices in $V$ which can cover $w_k$.

3. HYBRID GA-VND FOR THE mm-CTP-p

In this section, we develop a hybrid GA-VND for solving our problem. Below, we give the different steps of VND and GA. The evaluation function $F$ of each solution is defined as the sum of the routing and covering costs as follows: $F(S) = $ Routing Cost$(S) + $ Covering Cost$(S)$. The fitness of a solution for our case represents only the total routing cost since all the vertices of $W$ are covered without cost.

3.1. The Variable Neighborhood Descent procedure

In this work we use the VND method as a subordinate in our proposed VNS and GA meta-heuristics. The idea behind VND is to change neighborhoods in a deterministic way: VND starts with the first neighborhood structure and performs local search until no further improvements are possible to get a local optimum. Then, it
continues the local search with the second neighborhood structure. The key idea of this method is to explore the search area and to escape from the local minimum of a given neighborhood by changing to another neighborhood. This method consists of finding the best neighbor $S_2$ of a given solution $S_1, S_2 \in N_{k'}(S_1)$, where $N_{k'}$ represents the neighborhood structure. If the obtained solution $S_2$ is better than $S_1$, then $S_1 \leftarrow S_2$ and $k' = 1$ otherwise, the VND continues the search with the next neighborhood $N_{k'+1}$. The chances to reach a global minimum increase when using several neighborhood structures instead of one in the descent phase of the VND method. The different steps of the VND algorithm are summarized in Algorithm 1. The VND method used in our approaches consider the following

Algorithm 1 Steps of the VND algorithm

1: Input: initial solution $S_1$, neighborhood structures $N_{k'}, k' = \{1,..k'_{\text{max}}\}$
2: Begin
3: $k' = 1$
4: repeat
5: Find $S_2$ the best neighbor of $S_1$ using the neighborhood structure $N_{k'}$;
6: if $F(S_2) < F(S_1)$ then
7: $S_2 \leftarrow S_1$
8: $k' = 1$
9: else
10: $k' = k' + 1$
11: end if
12: until ($k' > k'_{\text{max}}$)
13: End;

neighborhood structures:

- Neighborhood structure $N_1$: Select a visited vertex from the solution and insert it to a new position in the same route.
- Neighborhood structure $N_2$: Select a visited vertex from the solution and insert it to a new position in other routes.
- Neighborhood structure $N_3$: Select two visited vertex from the same route and permute them.
- Neighborhood structure $N_4$: Select two visited vertex from two different routes and permute them.

Generally speaking, the goal of using the VND procedure is to reduce the length of the tours and the value of the objective function. In fact, we need to make sure that only the minimum subset of $T$ needed to cover $W$ is kept in the tours. So, we propose to implement a move that consists of eliminating the redundant vertices from the solution and exchanging some visited vertices with another unvisited one to ensure the feasibility of the solution. From this step the mixed nature of the
VND appears. Thus, a mixed local search procedure is provided and referred to as mixed-VND. The different steps of the mixed-VND algorithm are summarized in Algorithm 2. In the next sections, we present the proposed approaches wherein the mixed-VND algorithm is integrated.

**Algorithm 2** Steps of the mixed-VND algorithm

1: Input: initial solution $S_0$, neighborhood structure $N_{K'}$, $k' = \{1, \ldots, k'_{max}\}$
2: Begin
3: $S \leftarrow S_0$
4: Let $I$ the set of visited vertices in the solution $S$
5: Let $R$ the set of unvisited vertices, $R = V \setminus I$
6: Select a vertex $i$ from $I$, $i \in I$
7: Let $J_i$ a subset of $R$ that keep the feasibility of the solution by changing vertex in $I$ with vertex in $J_i$
8: for $j \in J_i$ do
9: Swap move between $i$ and $j$ to get $S_1$
10: $S_1' = VND(S_1)$
11: if $F(S_1') < F(S_1)$ then
12: $S \leftarrow S_1'$
13: Update $I$
14: Go to line 4
15: end if
16: end for
17: End;

3.2. The Genetic Algorithm

GA is an evolutionary algorithm developed by authors in [16]. Genetic algorithms prove their effectiveness for solving NP-hard problems. In this work we combine the GA with VND method to obtain hybrid approach called GA-VND. We attempt to improve the quality of the GA solution through successively using a set of neighborhood structures (mixed-VND). Before giving technical details of our hybrid approach, we briefly describe the basic concepts of GA. To apply the GA, we first need to find an appropriate genetic representation. The way the solutions are represented plays an important role in the performance of the GA. The GA appears attractive because of its population based nature. The initial population is defined by an initial set of random suitable solutions for the problem named chromosomes. In the genetic algorithm we begin first by initializing the population and then measuring the fitness function of each chromosome in the population. Then, a new population is created by applying different operators to the current population. The most well-known operators used are: i) Selection operator where we select two parents from a population according to their fitness, ii) Crossover operator applied with crossover probability where we cross over the parents to form the new offspring, and iii) Mutation operator where we mutate
the new offspring with a mutation probability. After applying those operators in that order, a new offspring is produced, accepted and placed in a new population. We repeated these steps until the new population is completed. The new generated population is used again for a further run of GA until the stopping condition is satisfied. Finally, we return the best solution in the current population. The GA has a great flexibility cause its applying several operators to the solution. Figure 1 describes the flowchart of our GA-VND framework.

In the following we present our hybrid approach that incorporates the mixed-VND method into GA general scheme (Algorithm 3). Thereafter, we describe the
solution representation and discuss the genetic operators used therein.

**Initial population and solution representation**

The initial population is composed by a set of feasible solutions for the studied problem. In this work, an initial population was built by generating randomly a set of potential solutions for the mm-CTP-p. Each chromosome represents one individual, which is a possible solution to the problem and is presented by a vector. Let $S_i$ be an individual from the population $Pop$, $S_i$ is initially constructed by the random insertion of all customers that must be visited ($T$) in the vector and the random insertion of the remaining set of customers (unvisited customers of $V$) until all customers of $W$ are covered a number of times equal to $U_i$.

**Selection**

This operator gives rise to a new generation by choosing good parents from the initial population that will be used in the next step to create new children. In our work, we applied the roulette wheel selection to select two parents to survive according to their probability distribution in order to create new offspring. The probability distribution of each individual is computed as follow:

$$P_i = 1 + (M - F(S_i))$$

where $M = \max(F(S_1), F(S_2), ..., F(S_{\text{size}}))$

After calculating the fitness $F(S_i)$ and the probability distribution $P_i$ of each individual, we select two parents by repeating the following steps:

1. Calculate the cumulative probability $P_c$; $P_c = \sum_{i=1}^{\text{size}} P_i$
2. Generate a random number $r$ in the range $[0; P_c]$;
3. Initialize $t$ at $P_0$
4. For each $P_i$ in $Pop$ if $r < t$ then, $S \leftarrow S_i$ otherwise, $t = t + P_{i+1}$

**Crossover**

Replacement of a new child is done by taking information from two individuals from the population. More specifically, the new child inherits the characteristics from the selected parents. The crossover operator can be achieved in different ways. We consider a one point crossover by randomly choosing a crossing point $cp$ from the first parent. The new child ($S_{\text{new}}$) is created by coping the first part (before $cp$) from the first parent, considered as the first part of this new solution. Then, we clean up the chromosome of the second parent, i.e., we remove the nodes taken from the first parent in order to construct the second part of the solution without redundant vertices. A sequence of nodes is obtained and used later for the creation of the second part of $S_{\text{new}}$. In fact, we select randomly a node from the updated sequence and insert it in $S_{\text{new}}$. We repeat this process until $S_{\text{new}}$ becomes feasible. Figure 2 shows the reproduction of the new offspring using the crossover operator in the example of a solution of 3 vehicles with 15 vertices where only two vertices must be visited, $T = \{2, 3\}$ and $cp = 3$. The chromosome of
parents contains a set of genes. A gene is an integer and represents the number of customers. For the first parent, Route1 is served by vehicle1 that visits the ordered list from the left, starting with customer 6, to the right, ending with the customer 10 before it goes back to the depot.

```
Route1=[6, 3, 10]
Route2=[2, 11, 13]
Route3=[4, 8, 15]
```

```
Route1=[9, 11, 2]
Route2=[3, 10, 12]
Route3=[6, 7]
```

Figure 2: Example of crossover operator.

**Mutation**

The mutation operator is used to maintain the diversity of a population which enhance the solution so not to fail into local optima. There are many ways to mutate an individual. In our GA-VND approach, we opted for a drop-insert operator. The considered operator consists of selecting randomly \( r \) vertices and removing them from the solution. Then, inserting randomly some vertices from the remaining set of vertices (vertices don’t belong to the solution) until the covering constraint is respected. In this work, we do not mutate all the offspring resulted from the crossover operator. In fact, the mutation is performed according to the probability of mutation \( (P_m) \).

**Mixed-VND method**
This local search method is used to intensify the population since it is based on a descend method. More specifically, it consists of selecting a vertex from the mutated offspring and checking if the selected vertex can be removed from the solution without losing their feasibility. If it is the case, we remove this vertex from the solution and continue with other visited vertices. Otherwise, we try to swap the selected vertex with a set of unvisited vertices in order to find the best vertex and to insert it in the best (cheapest) position using different neighborhood structures. It is clear that this method can improve the offspring by eliminating redundant nodes, which optimize the solution.

Replacement

The replacement phase consists of removing an individual from the population and replacing it with the new obtained offspring. The key question here is which individual must be dropped from the population and replaced with the new one. In our approach we choose to replace it with the worst individual from the population. If the worst individual in the population is better than the new obtained offspring, we keep the best individual in the population without applying the replacement operator.

Algorithm 3 Hybrid GA-VND high level overview

1: Initialize: \( p_{\text{size}} = 10 \), \( P_m = 0,1 \), \( \text{nb}_{\text{gen}} = 1000 \); /*Global parameters*/
2: Generate Pop; /*First generation of individuals*/
3: Calculate the evaluation function \( F \) of each individual \( S_i \) in Pop;
4: Initialize the best fitness \( F_{\text{best}} \);
5: Initialize the worst fitness \( F_{\text{worst}} \);
6: while the number of generation is not reached do
7:   SELECT two parents from Pop according to their probability distribution
8:   Apply CROSSOVER to the selected parents;
9:   Let \( S_{\text{new}} \) be the new obtained offspring;
10:  Apply MUTATION to \( S_{\text{new}} \) with probability \( P_m \);
11:  Apply mixed-VND to the mutated solution
12:  Let \( S_{\text{new1}} \) be the new obtained solution;
13:  if \( f(S_{\text{new1}}) < f(S_{\text{worst}}) \) then
14:    Apply REPLACEMENT to Pop;
15:    Update the best fitness \( F_{\text{best}} \);
16:    Update the best fitness \( F_{\text{worst}} \);
17:  end if
18: end while;

4. THE GENERAL VARIABLE NEIGHBORHOOD SEARCH ALGORITHM

The well known Variable Neighborhood Search algorithm (VNS) was developed in [17]. The strategy of this framework is based on a systemic change of
neighborhood structures in order to achieve optimal solutions.

The VNS approach consists of three steps: The first one is the shaking phase that guarantees the diversification of the search to help to escape local optimal solutions. The second one is the local search procedure where different neighborhood structures are involved to intensify the search and improve the quality of the solution. The set of neighborhood structures used for this phase can be different from the set used in the first phase. If a Variable Neighborhood Descent method (VND) is used as the improvement procedure in the local search phase, a GVNS algorithm is obtained. In this work we develop a GVNS algorithm where only one neighborhood structure is considered in the shaking phase and four neighborhood structures are used in the local search phase. The last step is the neighborhood change move where the switch is made to the neighborhood that will be explored and to the new current solution. Algorithm 4 shows the framework of the GVNS algorithm.

Algorithm 4 GVNS algorithm

1: Initialise: $\text{iter}_{\text{max}}, k_{\text{max}}$
2: Generate initial solution $S$
3: while the maximum number of iteration is not met do
4: \hspace{1em} while $k < k_{\text{max}}$ do
5: \hspace{2em} Apply SHAKING to $S$ using the set of neighborhood structure $N_k, k = \{1, \ldots, k_{\text{max}}\}$;
6: \hspace{2em} Let $S'$ the new obtained solution;
7: \hspace{2em} Apply mixed-VND to $S'$ using the set of neighborhood structure $N_{K'}, k' = \{1, \ldots, k'_{\text{max}}\}$;
8: \hspace{2em} Let $S''$ the new improved solution;
9: \hspace{2em} Apply CHANGE NEIGHBOURHOOD to $S$ and $S''$;
10: \hspace{1em} Let $S$ the new current solution;
11: \hspace{1em} end while;
12: \hspace{1em} end while;

First we start by generating an initial feasible solution. To build the initial solution, we insert all the vertices of $T$ at random routes. Then, we insert randomly vertices from $V$ to cover a maximum number of vertices in $V \cup W$. To allow the diversification of this solution, a perturbation procedure was performed and a new solution $S'$ was created.

The perturbation (shaking) phase is performed by the neighborhood structure $N_5$ that consists of selecting randomly $l$ visited vertices and removing them from the solution. The removed vertices do not include any mandatory location, i.e., we remove only vertices that belong to $V \setminus T$. The new solution $S'$ is constructed by inserting at random some unvisited vertices from $V$ until the covering constraints are respected. To better understand the perturbation procedure, an illustration of the neighborhood structure $N_5$ is provided on the following simple instance:

The set of vertices include one vertex that must be visited $T = \{v_1\}$; fifteen vertices that may be visited and used to cover five vertices where $V = \{v_2, \ldots, v_{15}\}$
and $W = \{w_1, w_2, w_3, w_4, w_5\}$. Tables 1 and 2 show respectively the possibility of coverage of each vertex of $W$ and the visited vertices of different solutions during the perturbation phase. For example $w_1$ can be covered by two vertex $\{v_2, v_6\}$. In this example, four vertices ($l = 4$) were randomly removed from the initial solution $S$ using the neighborhood structure $N_5$. An infeasible solution $S_1$ was resulted and the remaining set of vertices $R$ containing the unvisited vertices was updated. The vertex $v_5$ was selected randomly from $R$ and inserted in the solution. After this insertion move the obtained solution $S_2$ was still infeasible since the coverage demand was not completely fulfilled (see Table 3). This insertion process was repeated until the total demand was served and a feasible solution $S'$ was met(Fig. 3) . Table 3 summarizes the coverage demand of each vertex of $W$ during the SHAKING procedure. Let $nb_{wi}$ be the number of time a vertex $w_i$ of $W$ is covered in the solution. A solution is considered feasible if $nb_{wi}$ is better than $U_i$ in other word $nb_{wi}/U_i \geq 1$. After a shaking phase has been performed, the local search procedure explores gradually the neighborhood of a the solution $S'$ in order to find the neighbor solution $S''$ that improves the objective function. We consider the mixed-VND algorithm described in the previous sections as the local search phase in our GVNS algorithm.

The change step is applied according to the fitness of the solution $S$ and the
obtained solution $S''$. If $F(S'') < F(S)$ then, we change the current solution ($S \leftarrow S''$) and continue the search with the first neighborhood structure ($k \leftarrow 1$), otherwise, we keep the current solution $S$ and continue with the next neighborhood structure ($k \leftarrow k + 1$).

5. EXPERIMENTAL RESULTS

Our proposed algorithms are coded in C++ programming language and run on a computer with an Intel Core i 5-4200U and 2.3 Ghz processor and 6 GB memory.

The mm-CTP-p is NP-hard and the exact methods that have been provided in [13] to deal with this problem give optimal solutions only for 69 out of 80 instances with 50 vertices of $V$. For the remaining set of the instances ($|V| > 50$) CPLEX solver needs more computational time, since the running time of the proposed branch- and-cut algorithm is limited to two hours for each instance [13]. For this reason, we opted for approximated algorithms to address the problem.

5.1. Test instances and parameter settings

We tested our algorithms on benchmark instances generated in [10]. There are four sets of instances with 100 vertices and two sets with 200 vertices. The KroA100, KroB100, KroC100 and KroD100 represent the small size instances whereas KroA200 and KroB200 represent the large size instances. The instances are labeled X-T-n-W-p, where $X$ is the name of the instance, $T$ is the set of vertices that must be visited, $n$ is the number of vertices in $V$ and $p$ represents the maximum number of vertices in each route. For further information about the considered instances see [13].

The choice of the parameter values of our GA-VND and GVNS algorithms have an impact on the quality of the solution. Table 4 summarizes the different parameters considered in our proposed algorithms.

5.2. Comparative study

In this section, a computational study is carried out to compare our proposed approaches with best known solutions. Tables 7 and 8 report the numerical
Table 4: Parameters of our GA-VND and GVNS algorithms.

| Parameter | Description | Value |
|-----------|-------------|-------|
| $p_{size}$ | Size of population | 10 |
| $nb_{gen}$ | Number of generation | 1000 |
| $P_m$ | The probability of mutation operator | 0.1 |
| $r$ | Number of dropped nodes in the mutation operator | Random |
| $N_K$ | The set of neighborhood structure in the SHAKING phase | — |
| $N_K'$ | The set of neighborhood structure in the mixed-VND | — |
| $k_{max}$ | Maximum number of neighborhood structure in the $N_K$ | 4 |
| $k_{max}'$ | Maximum number of neighborhood structure in the $N_K'$ | 1 |
| $iter_{max}$ | Maximum number of iteration in the GVNS | 1000 |
| $l$ | Number of removed vertices in the SHAKING phase | Random |

Table 5: Stability of our GVNS and GA-VND algorithms.

| Methods | Same cost | GVNS better | GA-VND better |
|---------|-----------|-------------|---------------|
| GVNS    | 2         | 4           | 0             |
| GA-VND  | 2         | 0           | 0             |

results of our algorithms and a comparison with existing method in the literature (GRASP-ELS and GA-VLG). Column Data is the name of instance. Column Best presents the best cost of the solution over 10 runs. Column Avg. present the average cost of the solution over 10 runs. The column Time is the total running time in seconds of 10 runs. Column $\sigma^2$ show the variance of solution costs over 10 runs. The columns GRASP-ELS and GA-VLG show the results of [13]. The columns GVNS and GA-VND report the results of our proposed approaches. The columns $Gap_1$ and $Gap_2$ report the standard deviation from the best and the average solution between the method in the literature and our GVNS and GA-VND respectively. To the best of our knowledge, the work in [13] is the only work in the literature that deals with a generalized variant of the m-CTP multiple coverage.

Table 5 shows that our GVNS algorithm performs better than our GA-VND algorithm. Indeed, it finds four better solutions in term of best and average cost in the instances A2-1-100-100-*-250 where $p = \{4,5,6\}$. It also provides two solutions with better variance where the two algorithm provides the same best cost (A2-1-100-100-8-250, B1-1-50-50-5-250). The GA-VND provides only two solutions with better variance where it provides the same best cost than GVNS (A2-20-100-100-6-250, A2-20-100-100-8-250). We investigate the stability of the proposed algorithms by calculating the variance of solution costs of each instance over 10 runs. Then, we compare the results with GRASP-ELS and GA-VLG meta-heuristics. Table 6 summarizes this result where the column headings are as follows: Same Cost column presents the number of problem instances that the algorithm (GVNS, GA-VND, GRASP-ELS, GA-VLG) has better variance than the others while
they provide the same best cost. A comparison between our GVNS and GRASP-ELS is presented where GVNS better and GRASP-ELS better columns are the same as Same Cost column. GVNS provides better solutions than GRASP-ELS does or vice versa, respectively. Also, in the same way, we compare the variance of our GVNS algorithm with the GA-VLG algorithm where each of them has better best cost than the other does (Columns GVNS better and GA-VLG better).

Table 6 shows also a comparison between our GA-VND algorithm and the two meta-heuristics (GRASP-ELS, GA-VLG) in the same way as for GVNS.

Table 6 shows that the GVNS method has 16 times better (smaller) variance than GRASP-ELS, 6 times better variance than GA-VLG, and 5 times better variance than both of them when these three algorithms provide the same best cost. However, results shows that the GA-VND method has 5 times better variance than GRASP-ELS, 5 times better variance than GA-VLG, and 4 times better variance than both of them. It is clear from this table that, when the same best cost is reported, our algorithms are much more stable. Indeed, better solution cost and variance are better than GRASP-ELS in six and four instances respectively.

But, the GVNS achieves smaller variance than the GRASP-ELS and GA-VLG in only one instance where each of them has better solution cost than the GVNS. The GA-VND achieves smaller variance than the GRASP-ELS and GA-VLG in two and three instances respectively where each of them has better solution cost than the GA-VND. Our approaches provide the majority of the best known solutions in a reasonable computational time compared with GRASP-ELS algorithm whereas the GA-VLG seems to be faster than all other methods (see Fig. 4).

Table 7 shows a comparison of the best cost solutions between the different algorithms. We indicate the better cost founded by our proposed algorithms in bold. Table 8 details the variance of solution costs of each instance over 10 runs.

| Data          | GRASP-ELS | GA-VLG | GVNS | GA-VND |
|---------------|-----------|--------|------|--------|
| A1-1-25-75-4-250 | 17774.0 | 0.00  | 0.00 | 17774.0 |
| A1-1-25-75-5-250 | 15793.0 | 0.00  | 0.00 | 15793.0 |
| A1-1-25-75-6-250 | 14628.0 | 0.00  | 0.00 | 14628.0 |
| A1-1-25-75-8-250 | 12590.0 | 0.00  | 0.00 | 12590.0 |
| A1-1-50-50-4-250 | 21473.0 | 0.00  | 0.00 | 21473.0 |
| A1-1-50-50-5-250 | 18680.0 | 0.00  | 0.00 | 18680.0 |
| A1-1-50-50-6-250 | 17481.0 | 0.00  | 0.00 | 17481.0 |
| A1-1-50-50-8-250 | 14380.0 | 0.00  | 0.00 | 14380.0 |
| A1-10-50-50-4-250 | 21712.0 | 0.00  | 0.00 | 21712.0 |
| A1-10-50-50-5-250 | 20125.0 | 0.00  | 0.00 | 20125.0 |
| A1-10-50-50-6-250 | 19108.0 | 0.00  | 0.00 | 19108.0 |
| A1-10-50-50-8-250 | 16209.0 | 0.00  | 0.00 | 16209.0 |
| A1-5-25-75-4-250 | 13082.0 | 0.00  | 0.00 | 13082.0 |
| A1-5-25-75-5-250 | 11969.0 | 0.00  | 0.00 | 11969.0 |
| A1-5-25-75-6-250 | 11746.0 | 0.00  | 0.00 | 11746.0 |
| A1-5-25-75-8-250 | 10819.0 | 0.00  | 0.00 | 10819.0 |
| A2-1-100-100-4-250 | 25026.0 | 0.00  | 0.00 | 25026.0 |
| A2-1-100-100-5-250 | 21626.0 | 0.00  | 0.00 | 21626.0 |
| A2-1-100-100-6-250 | 19119.0 | 0.00  | 0.00 | 19119.0 |
| A2-1-100-100-8-250 | 16209.0 | 0.00  | 0.00 | 16209.0 |
| A2-1-150-50-4-250 | 23601.0 | 0.00  | 0.00 | 23601.0 |
| A2-1-150-50-5-250 | 20439.0 | 0.00  | 0.00 | 20439.0 |
| Data                | GRASP-ELS | GA-VLG | GVNS | GA-VND |
|---------------------|-----------|--------|------|--------|
| Best                | Gappa     | Gappb  | Best | Gappa  |
| A2-1-50-150-6-250   | 18410.00  | 0.00   | 0.00 | 18410.00 |
| A2-1-50-150-8-250   | 15565.00  | 0.41   | 0.41 | 15502.00 |
| A2-10-50-150-4-250  | 25702.00  | 0.00   | 0.00 | 25702.00 |
| A2-10-50-150-6-250  | 21503.00  | 0.00   | 0.00 | 21503.00 |
| A2-10-50-150-8-250  | 16676.00  | 0.00   | 0.00 | 16676.00 |
| A2-20-100-100-5-250 | 32646.00  | 0.19   | 0.19 | 32583.00 |
| A2-20-100-100-8-250 | 38074.00  | 0.00   | 0.00 | 38074.00 |
| B2-1-25-75-4-250    | 32513.00  | 0.00   | 0.00 | 32513.00 |
| B2-1-25-75-5-250    | 39184.00  | 0.00   | 0.00 | 39184.00 |
| B2-1-25-75-6-250    | 45209.00  | 0.00   | 0.00 | 45209.00 |
| B1-1-25-75-4-250    | 23549.00  | 0.00   | 0.00 | 23549.00 |
| B1-1-25-75-5-250    | 29500.00  | 0.00   | 0.00 | 29500.00 |
| B1-1-25-75-6-250    | 35452.00  | 0.00   | 0.00 | 35452.00 |
| B1-1-25-75-8-250    | 41404.00  | 0.00   | 0.00 | 41404.00 |
| B1-10-50-150-4-250  | 17113.00  | 0.00   | 0.00 | 17113.00 |
| B1-10-50-150-6-250  | 15989.00  | 0.00   | 0.00 | 15989.00 |
| B1-10-50-150-8-250  | 14027.00  | 0.00   | 0.00 | 14027.00 |
| B1-10-50-150-4-250  | 23288.00  | 0.00   | 0.00 | 23288.00 |
| B1-10-50-150-6-250  | 18046.00  | 0.00   | 0.00 | 18046.00 |
| B1-10-50-150-8-250  | 15668.00  | 0.00   | 0.00 | 15668.00 |
| B1-10-50-150-4-250  | 20939.00  | 0.00   | 0.00 | 20939.00 |
| B1-10-50-150-6-250  | 18046.00  | 0.00   | 0.00 | 18046.00 |
| B1-10-50-150-8-250  | 15668.00  | 0.00   | 0.00 | 15668.00 |
| B2-1-1-25-75-5-250  | 15924.00  | 0.00   | 0.00 | 15924.00 |
| B2-1-1-25-75-6-250  | 22359.00  | 0.00   | 0.00 | 22359.00 |
| B2-1-1-25-75-8-250  | 20039.00  | 0.00   | 0.00 | 20039.00 |
| B2-1-1-25-75-4-250  | 20039.00  | 0.00   | 0.00 | 20039.00 |
| B2-1-1-25-75-5-250  | 15924.00  | 0.00   | 0.00 | 15924.00 |
| B2-1-1-25-75-6-250  | 22359.00  | 0.00   | 0.00 | 22359.00 |

**Data GRASP-ELS GA-VLG GVNS GA-VND**

**Gap**

**Best**

**10556.00**
In this paper, we deal with the generalized variant of the multi-vehicle covering tour problem (m-CTP) called the multi-vehicle multi-covering Tour Problem (mm-CTP). This variant has gained increased importance in recent years since it integrates covering issue into the routing problem. In order to solve this problem, we have developed two meta-heuristics, where the first one is a population-based approach (GA-VND), and the second is a solution-based approach (GVNS). In both meta-heuristics we integrate a mixed-VND algorithm, known as an effective local search method, in order to intensify the search process. The experiment results show that the developed meta-heuristics give good solutions in a reasonable execution time. The algorithms generate high-quality solutions for the majority of instances and seem to be more stable than GRASP-ELS and GA-VLG algorithms.

6. CONCLUSION

Figure 4: Average of Time for instances KroA100, KroB100, KroC100, KroD100, KroA200 and KroB200.
Table 6: Stability of the algorithms

| Criteria | GVNS/GA-VND | GVNS/GA-VLG | GRASP-ELS/GRASP-ELS | GRASP-ELS/GA-VND | GA-VND/GRASP-ELS | GA-VND/GA-VND | GA-VND/GA-VLG |
|----------|-------------|-------------|---------------------|------------------|------------------|----------------|---------------|
| Same cost | 1 | 0 | 0 | 1 | - | - | - |

Table 8: Comparison of the average solution on mm-CTP-p

| Data | GRASP-ELS | GA-VND | GVNS | GA-VND | GVNS | GRASP-ELS | GA-VND | GRASP-ELS | GA-VND |
|------|-----------|--------|------|--------|------|-----------|--------|-----------|--------|
| Avg. | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 |
| σ²  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Time | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 |
| Gap | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Avg. | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 | 17774.00 |
| σ²  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Time | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 | 2201.18 |
| Gap | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Data | CHRAS/VEST | GA-VEST | DVS | DA/VA | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE | SRE |
|------|------------|---------|-----|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| B1-1-1-25-75-4-250 | 17417,00 | 0,00 | 17417,00 | 0,00 | 17417,00 | 13,16 | 0,00 | 17417,00 | 0,00 | 17417,00 | 0,00 | 17417,00 | 0,00 | 17417,00 | 0,00 | 17417,00 | 0,00 | 17417,00 | 0,00 |
| B1-5-25-75-8-250 | 11319,00 | 0,00 | 11319,00 | 0,00 | 11319,00 | 8,69 | 0,00 | 11319,00 | 0,00 | 11319,00 | 0,00 | 11319,00 | 0,00 | 11319,00 | 0,00 | 11319,00 | 0,00 | 11319,00 | 0,00 |
| B2-1-1-100-100-4-250 | 40993,10 | 741,69 | 40993,10 | 741,69 | 40993,10 | 741,69 | 0,00 | 40993,10 | 741,69 | 40993,10 | 741,69 | 40993,10 | 741,69 | 40993,10 | 741,69 | 40993,10 | 741,69 | 40993,10 | 741,69 |
| C1-1-25-75-4-250 | 13012,00 | 0,00 | 13012,00 | 0,00 | 13012,00 | 1,70 | 0,00 | 13012,00 | 0,00 | 13012,00 | 0,00 | 13012,00 | 0,00 | 13012,00 | 0,00 | 13012,00 | 0,00 | 13012,00 | 0,00 |
| C1-5-25-75-8-250 | 10556,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 | 10556,00 | 0,00 |
| D1-1-25-75-4-250 | 18127,00 | 0,00 | 18127,00 | 0,00 | 18127,00 | 1,70 | 0,00 | 18127,00 | 0,00 | 18127,00 | 0,00 | 18127,00 | 0,00 | 18127,00 | 0,00 | 18127,00 | 0,00 | 18127,00 | 0,00 |
| D1-5-25-75-8-250 | 12705,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 | 12705,00 | 0,00 |
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