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We investigate the statistics of recurrences to finite size intervals for chaotic dynamical systems. We find that the typical distribution presents an exponential decay for almost all recurrence times except for a few short times affected by a kind of memory effect. We interpret this effect as being related to the unstable periodic orbits inside the interval. Although it is restricted to a few short times it changes the whole distribution of recurrences. We show that for systems with strong mixing properties the exponential decay converges to the Poissonian statistics when the width of the interval goes to zero. However, we alert that special attention to the size of the interval is required in order to guarantee that the short time memory effect is negligible if one is interested in numerically or experimentally calculated Poincaré recurrence time statistics.
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I. INTRODUCTION

The recurrence of trajectories to a neighborhood of a region in the phase space can be used to analyze important properties of dynamical systems. When this tool is applied to experimental or numerically generated data the limit of infinitely small recurrence interval (the Poincaré limit) is never achieved. In this article, we present a new effect that appears due to the finite size of the recurrence interval and changes the exponential decay of the distribution of recurrence times. The results are analyzed for the logistic and Hénon maps but are expected to apply to a large class of chaotic dynamical systems.

The recurrence of trajectories to a neighborhood of a region in the phase space can be used to analyze important properties of dynamical systems. When this tool is applied to experimental or numerically generated data the limit of infinitely small recurrence interval (the Poincaré limit) is never achieved. In this article, we present a new effect that appears due to the finite size of the recurrence interval and changes the exponential decay of the distribution of recurrence times. The results are analyzed for the logistic and Hénon maps but are expected to apply to a large class of chaotic dynamical systems.

General results have shown that the exponential-one law, $e^{-t}$, holds for the cumulative probability of first recurrence times (scaled by the mean first recurrence time) of transitive Markov chains (18), hyperbolic dynamical systems such as axiom A diffeomorphisms (19) and for systems verifying a strong mixing property (20). Further improvement to the study of recurrences to finite size intervals has been given by Galves and Schmitt (21). They have computed an upper bound for the difference between the cumulative probability of first recurrence times and the exponential-one law. Moreover, they have shown that the right scaling of the first recurrence times should include an extra factor besides the mean first recurrence time. This factor lies between two strictly positive constants independent of the recurrence interval. Recently these results have been extended to unimodal maps (22).

The Poissonian statistics, or its cumulative equivalent exponential-one law, has been used in many recent applications mentioned previously the recurrence times are obtained either from numerical simulations or experimental data. In these cases it is unavoidable to use a recurrence interval with a finite size. The size of the interval is chosen in order
to obtain a sufficient number of recurrences to build the recurrence time (RT) statistics. In this article we are interested in the RT statistics to finite size intervals of chaotic dynamical systems.

We begin using simple basic concepts of combinatorial analysis to deduce the statistics of recurrences to a given finite size interval for random processes and chaotic systems with strong mixing. This statistics applies not only for the first recurrence time (RT) but for all the \( r \)-th recurrence time. We obtain this statistics, which we call binomial-like distribution of RT, as a result of a simple combinatorial analysis problem. This distribution is valid for every size of the return region. When the probability of coming back to the return region is very small, the binomial-like RT statistics reduces to the Poissonian statistics, commonly observed for PRT problems in the literature (4, 16, 23). Since we adopt a combinatorial approach to deduce this statistics, almost no information about the dynamics of the system, but its strong chaotic mixing property, can be obtained from it. Therefore, dynamical properties show their signature when the recurrence time statistics deviates from the former ones. One of these deviations is particularly important for Hamiltonian systems and concerns with a power law tail for long recurrence times (23). In this article, we study a type of deviation which is related with the presence of unstable periodic orbits inside of the recurrence interval. We call it short time memory effect. This deviation originates the extra factor, which should multiply the mean recurrence time in order to give the right scaling of the series of recurrence times as considered by Galves and Schmitt (21). It appears when a finite recurrence interval is considered. Although this deviation is restricted to a few short recurrence times, it changes the whole statistics. Moreover, we would like to emphasize that our deviation is in agreement with the bounds estimated in the previous works.

The article is structured as follows: in section II we present the deduction of the binomial-like statistics, which is exemplified by a Gaussian stochastic process. The statistics for chaotic dynamical systems (logistic and Hénon map) are calculated numerically in section III where the short time memory effect is clearly observed. In section IV we explore the origins of this effect and how it changes the RT statistics. Finally, in section V we summarize our conclusions of this article.

II. BINOMIAL-LIKE DISTRIBUTION

Let \( f : M \rightarrow M \) be a homeomorphism with an invariant measure \( \mu(M) = 1 \). Given a region \( I \subset M \) with \( \mu(I) > 0 \), the Poincaré Recurrence Theorem asserts that a trajectory, having started inside \( I \), returns to \( I \) infinitely many times. The time interval, \( T_i \), between the \( i \)-th and the \((i + r)\)-th return is what we refer to as the \( r \)-th recurrence time. This time interval is just one of an infinite sequence \( \{T_i : i = 1, 2, \ldots, \infty\} \), and we are interested in the statistics of this sequence.

For convenience, most of the calculations are made for unidimensional systems. In this case, the interval \( I \) is defined as \( I(X_c, \delta) = [X_c - \delta, X_c + \delta] \), as illustrated in FIG. 1 with a Gaussian random time series. When we have small values of \( \delta \), and thus a small probability \( \mu(I) \), we are dealing with the Poincaré recurrence time.

![FIG. 1 First recurrence time to the interval \( I \) for a random time series with Gaussian distribution.](image)

This article concerns the discrete time case, where the system is observed at a constant sample rate \( \tau = 1 \). A few adjustments are needed for the continuous time case (22, 25).

In order to obtain the statistics for the recurrence time, consider the following simple problem: Let \( e_1 \) and \( e_2 \) be two mutually exclusive events. The event \( e_1 \) occurs with the constant probability \( \mu \) and \( e_2 \) with the constant probability \( (1 - \mu) \). Consider now a sequence of \( T_i \) trials \( \{S_k : k = 1, 2, \ldots, T_i\} \) where \( S_k = e_1 \) or \( S_k = e_2 \). What is the probability of having \( r \) events of type \( e_1 \) and \( (T_i - r) \) events of type \( e_2 \) with the constraint that the last trial results is an event of the type \( e_1 \)? This kind of problem is known in the literature of combinatorial analysis as Bernoulli trials (“repeated independent trials for which there are only two possible outcomes with probabilities that remain the same throughout the trials” (21)).

The answer for this problem is the following: the probability of having \( r \) events \( e_1 \) and \((T_i - r)\) events \( e_2 \) is \( \mu^r(1 - \mu)^{T_i - r} \). The last event must be of the type \( e_1 \), then there are

\[
\frac{(T_i - 1)!}{(T_i - r)!((r - 1)!}
\]

ways of having \((r - 1)\) events \( e_1 \) in the previous \((T_i - 1)\) trials. Combining these results and suppressing the index \( i \), since \( T_i \) is just one of an infinite sequence of \( r \)-th
recurrence times, we have:

\[ P(T; r, \mu) = \frac{(T - 1)!}{(T - r)! (r - 1)!} \mu^r (1 - \mu)^{T - r}. \] \( (1) \)

For a dynamical system with an invariant ergodic measure and for which each step is independent from the previous ones, it is easy to see that Eq. \( (1) \) gives the probability of \( r \)-th recurrence time if we consider the following analogy: between the \( i \)-th and the \( (i + r) \)-th return to the interval \( I(X, \delta) \) the trajectory spends \( T_i \) steps, each step (one trial) has a probability \( \mu = \mu(I(X, \delta)) \) of being in the interval \( I(X, \delta) \) (event \( e_1 \)) and a probability \( [1 - \mu(I(X, \delta))] \) of being outside \( I(X, \delta) \) (event \( e_2 \)).

Usually one is interested in the first recurrence time statistics \( (r = 1) \). In this case, Eq. \( (1) \) gives

\[ P(T; 1, \mu) = \mu (1 - \mu)^{T - 1}, \] \( (2) \)

can be rewritten as

\[ P(T; 1, \mu) = \frac{\mu}{1 - \mu} \ln(1 - \mu) T, \]

which, by its turn, reduces to the Poissonian statistics

\[ P(T; 1, \mu) = \mu e^{-\mu T}, \] \( (3) \)

when \( \mu \to 0 \).

This statistics is the one commonly encountered for Poincaré recurrences in chaotic dynamical systems \( [10, 11] \). The small \( \mu(I(X, \delta)) \) condition is, usually, satisfied when we take small values of \( \delta \).

For any \( r \), in the usual limit \( (2\mu, \mu \to 0 \) and \( T \gg 1 \), the binomial-like distribution (Eq. \( (1) \)) reduces to the Poisson-like distribution

\[ P(T; r, \mu) = \frac{\mu^r (1 - \mu)^{T - r}}{(r - 1)!} e^{-\mu T}. \] \( (4) \)

Eqs. \( (2) \) and \( (3) \), as well as any other distribution of first RT, must satisfy two conditions: the first one is, obviously, the normalization,

\[ \sum_{T=1}^{\infty} P(T; 1, \mu) = 1, \] \( (5) \)

and the second one is the Kac’s lemma \( [5, 24, 27] \):

\[ \langle T \rangle \equiv \sum_{T=1}^{\infty} T P(T; 1, \mu) = \frac{T}{\mu}. \] \( (6) \)

Although Kac’s lemma is usually applied to closed Hamiltonian systems, its original derivation \( [24] \) was based in general assumptions that cover a large class of dynamical systems including those we shall discuss in this work.

The above conditions will be used in section \( IV \) to take into account dynamical effects on the recurrence time statistics.

To finalize this section we shall exemplify the binomial-like distribution obtaining the RT statistics of a stochastic process whose variable, \( x \), is governed by a Gaussian density of probability:

\[ \rho_G(x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(x - \langle x \rangle)^2}{2\sigma^2}}, \] \( (7) \)

with \( \langle x \rangle = 0 \) and \( \sigma = 0.2 \) (see FIG. \( 2 \)).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Gaussian density of probability with \( \langle x \rangle = 0 \) and \( \sigma = 0.2 \). The probabilities of returning to the regions \( I_1 \) and \( I_2 \) is given by \( \mu_1 \) and \( \mu_2 \), respectively.}
\end{figure}

The probability, \( \mu(I(X, \delta)) \), of returning to an interval \( I(X, \delta) \) is given by:

\[ \mu(I(X, \delta)) = \int_{X_\delta}^{X_\delta+\delta} \rho_G(x) dx, \] \( (8) \)

in particular, for the intervals \( I_1 \) and \( I_2 \), shown in FIG. \( 2 \) we have \( (X_{11} = 0.3, \delta_1 = 0.02) \) and \( (X_{22} = -0.2, \delta_1 = 0.06) \), respectively. Their corresponding probabilities are \( \mu(I_1) = 0.02596 \) and \( \mu(I_2) = 0.09679 \).

FIG. \( 2 \) shows the statistics of recurrences to the intervals \( I_1 \) and \( I_2 \) for the Gaussian random time series. The solid lines correspond to the analytical results given by Eq. \( (1) \) and they are in a good agreement with the numerical results.

III. CHAOTIC DYNAMICAL SYSTEMS

Let’s see now what happens when we consider the statistics of first recurrence of two deterministic dynamical systems.

The first system we analyze is the logistic map,

\[ x_{n+1} = bx_n(1 - x_n), \] \( (9) \)
in the completely chaotic regime (parameter $b = 4$). Its invariant probability density,

$$\rho_L(x) = \frac{1}{\pi \sqrt{x(1-x)}},$$

(10)
is shown in FIG. 4. In this figure, we also see the return interval $I_1$ ($x_{c1} = 0.9, \delta_1 = 0.01$) with measure $\mu(I_1) = 0.02124$.

Using the logistic map, we create a trajectory with $N = 10^8$ points and look for recurrences to the interval $I_1 = [X_{c1} = 0.9, \delta_1 = 0.01]$, indicated in FIG. 4. The statistics of first recurrence times to this interval is shown in FIG. 5.

As our second example of dynamical system we choose the Hénon map,

$$x_{n+1} = 1 - a x_n^2 - y_n,$$
$$y_{n+1} = b x_n.$$

(11)

FIG. 3 The $r$-th RT statistics for a Gaussian random walk. We chose arbitrary values of $r$ and the two intervals illustrated in FIG. 2. The solid lines are given by Eq. 4.

FIG. 4 Invariant probability density for the logistic map. The marked area, $\mu_1$, represents the measure of the interval $I_1(X_{c1} = 0.9, \delta_1 = 0.01)$. In this figure, we also see the return interval $I_1$ ($X_{c1} = 0.9, \delta_1 = 0.01$) with measure $\mu(I_1) = 0.02124$.

FIG. 5 Recurrence time distribution for a logistic map ($I_1 = [X_{c1} = 0.9, \delta_1 = 0.01]$ and $N = 10^8$ points) trajectory. The dashed line is the binomial-like distribution for $\mu(I_1) = 0.02124$ (which coincides with the corresponding Poissonian distribution). The full line is the curve calculated to satisfy (5) and (6) after $T = n^* = 10$. The inset is an amplification of the small return times region and the squares are the analytic calculation of the return time probability as explained in FIG. 4.

FIG. 6 Recurrence time statistics for the Hénon map with $I(X_c, \delta)$ given by $X_c = (0.304, 0.210)$ and $\delta = 10^{-2}$. The total of $10^7$ recurrence events were considered. Dashed line is the binomial-like distribution for $\mu(I) = \langle T \rangle^{-1} = 0.00785$. The inset is an amplification of the short recurrence times region.

The distribution of first recurrence to a finite size interval for the Hénon map is shown in FIG. 6. In order to obtain this result, we eliminate the transient by iterating the Hénon map $10^3$ times and take the final point, $X_c = (x_c, y_c)$, as the center of the phase space interval, $I$, with radius $\delta = 10^{-2}$. An initial condition inside the interval $I$ is chosen and the Hénon map is iterated until we obtain $10^7$ recurrence events.
Both maps present distributions of recurrence times which fall exponentially (a straight line for a linear-log graph) after some $T \geq n^*$ ($n^* \approx 10$ for the logistic map and $n^* \approx 40$ for the Hénon map). What is indicated through the solid lines in FIG. 4 and FIG. 5 for the logistic map and Hénon map, respectively. Nevertheless, these solid lines do not coincide with the ones (dashed lines) given by the binomial-like statistics, Eq. 2, which is indistinguishable from what would be the correct Poissonian statistics with $\langle T \rangle = \frac{1}{\mu(I)}$ for the particular size of the intervals used. In particular, the difference between the right mean recurrence time and the inverse of the slope of the solid line in figure 6 is approximately 9.3%. This difference indicates that an extra factor, besides the mean recurrence time, should be considered in order to obtain the right scaling of the series of recurrence times [21].

The reason for this deviation is the following: In the previous section, we showed that the complete independence of iteration and the existence of an invariant measure were necessary to obtain the binomial-like statistics of recurrence to an interval of finite size. However, deterministic dynamical systems hardly fulfill the condition that an iteration is completely independent from the previous ones. Therefore, dynamical systems have a kind of memory which affects the distribution of short recurrence times as we shall show in the next section.

IV. MEMORY EFFECTS ON THE RT DISTRIBUTION

In this section, we show how the memory effect changes the probability of short recurrence times, and how the latests are responsible for the deviation of the whole distribution.

We take the advantage of working with a simple dynamical system, the logistic map, which gives us the possibility of calculating analytically the probability of short recurrence times.

A. Short Recurrences and Lack of Memory

The procedure to obtain the probability of short recurrence times, illustrated in FIG. 7, consists in identifying the region, $R_n \subset I$, of initial points whose trajectories return to $I$ after $n$ iterations of the map $f(x)$, what is equivalent to the first recurrence of the map $f^n(x)$. Since we are specially interested in the first return time, we note that, if $R_n \cap R_m \neq \emptyset$ for $m < n$, the points from the intersection will return to $I$ in $m$, not $n$, iterations. To avoid this error, we define a new interval $R_n = R_n - (R_n \cap R_m)$ for every $m < n$. The probability of a first recurrence time $T = n$ is, then, given by:

$$P_1(T = n) = \frac{\mu(R_n)}{\mu(I)}.$$  \hspace{1cm} (12)

This method provides the probability of any first recurrence time. Nevertheless, the determination of the regions $R_n$ becomes a cumbersome task as $n$ grows.

Although the above procedure is not useful for calculating the probabilities of first return when $n$ becomes large, it is useful for showing how the chaotic dynamics simulates a random process for large recurrence times.

When $n$ grows, the region $R_n$ becomes the union of a large number, $N$, of disjoint sub-regions in the interval $I$, that is:

$$R_n = \bigcup_{i=1}^{N} R_n^i, \quad \text{with} \quad \mu(R_n) = \sum_{i=1}^{N} \mu(R_n^i).$$  \hspace{1cm} (13)

The more sub-regions we have, the smaller they are. In particular, as the map $f^n(x)$ is a polynomial of order $2^n$ there are $2^n$ unstable periodic orbits, each one with its associated sub-region. The $2^n$ sub-regions are distributed in the interval $[0,1]$ according to the invariant density, $\rho_u(x)$, given by Eq. 10. The sub-regions $R_n^i$ are just the ones which are inside the interval $I$.

For large $n$, there are $N \approx 2^n \mu(I)$ sub-regions in the interval $I$, each one with the same measure,

$$\mu(R_n^i) = \frac{\mu(I)}{2^n}.$$  \hspace{1cm} (14)

The probability of having a recurrence to $I$ in the time
with a special interest in small intervals. As we argued before, only a few number of short recurrence times diverge from a straight line in the linear-log representation, but their effects on the whole distribution is considerable. So we can take the deviation of the asymptotic exponential from the binomial (Poissonian) distribution as a quantifier of the short time memory effect. Let

$$g(T) = g_0 e^{-\gamma T},$$

be the exponential adjusted to the asymptotic part of the distribution. As shown in section II the binomial distribution results in $\gamma = -ln(1-\mu)$, that reduces to $\gamma = \mu$ in the Poissonian case. Since we are specially interested in small intervals, we will use the relative deviation from the Poisson statistics $\gamma/\mu(I) - 1 = \gamma(T) - 1$ as the quantifier of the memory effect.

In FIG. 8 it is shown the dependence of the memory effect with the position of the interval. We note that the effect occurs for virtually all recurrence intervals. Most of the intervals deviate from the exponential positively but for recurrence intervals that contain periodic orbits of small periods the asymptotic exponential is negatively deviated when compared to the binomial distribution.

**B. The Fitting of the Memoryless Exponential**

Let’s see how the deviation of the shortest recurrence times affects the whole distribution. As it was shown in FIG. 5 for greater values of $T$ (after the decay of the memory, $T > n^*$) the recurrence time distribution approaches a straight line in a linear-log graphics, what can be generally represented by an exponential,

$$P_{exp}(T) = g_0 e^{-\gamma T}.$$  \hspace{1cm} (16)

Since we know the mean recurrence time (or the measure of the recurrence interval), the above two parameters, $g_0$ and $\gamma$, can be analytically obtained by using the two conditions presented in section II, namely, the normalization:

$$n^*-1 \sum_{T=1}^{n^*} p_1(T) + \sum_{T=n^*}^{\infty} P_{exp}(T) = 1,$$ \hspace{1cm} (17)

and the Kac’s lemma:

$$\langle T \rangle = n^*-1 \sum_{T=1}^{n^*} T p_1(T) + \sum_{T=n^*}^{\infty} TP_{exp}(T) = \frac{1}{\mu(I)},$$ \hspace{1cm} (18)

where $p_1(T)$ is given by Eq. 12 or obtained directly from the data. The agreement of the exponential (Eq. 16) obtained by this procedure with the linear part (in the linear-log representation) of the RT distribution for the logistic map, as shown by the solid lines in FIG. 5 and FIG. 6 was verified for different recurrence intervals.

**C. Dependence of the memory effect on the interval**

In this sub-section, we explore the dependence of the memory effect on the position $X_c$ and size of the interval with a special interest in small intervals. As we argued before, only a few number of short recurrence times diverge from a straight line in the linear-log representation, but their effects on the whole distribution is considerable. So we can take the deviation of the asymptotic exponential from the binomial (Poissonian) distribution as a quantifier of the short time memory effect. Let

$$g(T) = g_0 e^{-\gamma T},$$

be the exponential adjusted to the asymptotic part of the distribution. As shown in section II the binomial distribution results in $\gamma = -ln(1-\mu)$, that reduces to $\gamma = \mu$ in the Poissonian case. Since we are specially interested in small intervals, we will use the relative deviation from the Poisson statistics $\gamma/\mu(I) - 1 = \gamma(T) - 1$ as the quantifier of the memory effect.

In FIG. 8 it is shown the dependence of the memory effect with the position of the interval. We note that the effect occurs for virtually all recurrence intervals. Most of the intervals deviate from the exponential positively but for recurrence intervals that contain periodic orbits of small periods the asymptotic exponential is negatively deviated when compared to the binomial distribution.

**B. The Fitting of the Memoryless Exponential**

Let’s see how the deviation of the shortest recurrence times affects the whole distribution. As it was shown in FIG. 5 for greater values of $T$ (after the decay of the memory, $T > n^*$) the recurrence time distribution approaches a straight line in a linear-log graphics, what can be generally represented by an exponential,

$$P_{exp}(T) = g_0 e^{-\gamma T}.$$ \hspace{1cm} (16)

Since we know the mean recurrence time (or the measure of the recurrence interval), the above two parameters, $g_0$ and $\gamma$, can be analytically obtained by using the two conditions presented in section II, namely, the normalization:

$$\sum_{T=1}^{n^*-1} p_1(T) + \sum_{T=n^*}^{\infty} P_{exp}(T) = 1,$$ \hspace{1cm} (17)

and the Kac’s lemma:

$$\langle T \rangle = \sum_{T=1}^{n^*-1} TP_1(T) + \sum_{T=n^*}^{\infty} TP_{exp}(T) = \frac{1}{\mu(I)},$$ \hspace{1cm} (18)

where $p_1(T)$ is given by Eq. 12 or obtained directly from the data. The agreement of the exponential (Eq. 16) obtained by this procedure with the linear part (in the linear-log representation) of the RT distribution for the logistic map, as shown by the solid lines in FIG. 5 and FIG. 6 was verified for different recurrence intervals.
For small values of $\delta$ the binomial distribution respectively. (b) and (c) are amplifications of (a) lines are the expected results for the Poisson and binomial statistics for $\delta < 1$. This convergence occurs clearly only for $\delta < 10^{-4}$ in the fitting precision.

With the relation (19) and remembering that for the binomial distribution $\gamma = -ln(1 - \mu)$ we obtain the solid line in FIG. 9. From FIG. 9 we see that for great values of $\delta$ the results deviate from both the Poissonian (dashed line) and binomial-like distributions. The convergence of the numerical results of the logistic map to the Poissonian statistics occurs in the limit of small interval, coherently with what is found in the literature (22). This convergence occurs clearly only for $\delta < 10^{-4}$. Considering the error bars obtained by the numerical fitting, these are much smaller intervals than the ones for which the convergence of the binomial-like to Poisson takes place. Considering our previous discussions, the convergence of the binomial-like to Poisson takes place only when the short time memory effect becomes negligible.

V. CONCLUSIONS

Based on a simple Bernoulli trials problem, we obtain a binomial-like distribution for the $r$-th recurrence time statistics of a generic interval. This distribution depends only on the measure of the recurrence interval $\mu(I)$ that, when it is sufficiently small, turn the statistic to the usual Poissonian distribution for the first Poincaré recurrence time.

The information related to the dynamical properties appears in the deviation from these distributions as, for example, the power-law behavior for large recurrence times studied in references (13) and (15). In this article, we discuss a kind of deviation that appears for finite size intervals. In this case the short recurrence times are affected by a kind of memory of the chaotic systems. We show that the origin of this short time memory effect is due to the existence of unstable periodic orbits inside of the finite size recurrence interval. The analytical method of calculating the recurrence probabilities, described in section IV.A shows how these periodic orbits changes the distribution of short recurrence times. Furthermore, our observed deviations for the specific systems studied in this work are in agreement with bounds predicted for general classes of systems in previous works (15, 19, 21, 22).

The exponential growth of the number of periodic unstable orbits in chaotic dynamical systems restates the condition of independence between recurrences for large times, resulting in an exponential-like behavior of the recurrence time distribution after the decay of memory. Imposing the normalization condition and the Kac’s lemma, we are able to make an analytical fitting to the memoryless part of the distribution. This fitting illustrates how the short recurrence times, which are affected by the memory, modify the whole distribution. Since just a few points deviate from an exponential, a histogram bin larger than one may lead to the wrong conclusion that the distribution is Poissonian. What results in a contradiction: the inverse of the false Poissonian exponent is different from the mean recurrence time obtained from the recurrence series. For example, for the data of FIG. 6 this difference is of 9.3%. We believe that this alert has to be taken into account when the RT statistics is calculated. We would like to stress that our results indicate that the correct normalization of a series of recurrence times should consider an extra factor, besides the mean recurrence time, in order to properly obtain the asymptotic exponential-one law.

We emphasize that the memory effect, discussed in this article, applies for any recurrence interval of a general chaotic dynamical system. For small intervals it may not be relevant because it turns smaller than the numeric precision. When one is calculating RT numerically, it must be checked that the interval is sufficiently small that this regime is already achieved.
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