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Abstract—Due to its importance in studying people’s thoughts on various Web 2.0 services, emotion classification is a critical undertaking. Most existing research is focused on the English language, with little work on low-resource languages. Though sentiment analysis, particularly emotion classification in English, has received increasing attention in recent years, little study has been done in the context of Bangla, one of the world’s most widely spoken languages. In this research, we propose a complete set of approaches for identifying and extracting emotions from Bangla texts. We provide a Bangla emotion classifier for six classes, i.e., anger, disgust, fear, joy, sadness, and surprise, from Bangla words using transformer-based models, which exhibit phenomenal results in recent days, especially for high-resource languages. The Unified Bangla Multi-class Emotion Corpus (UBMEC) is used to assess the performance of our models. UBMEC is created by combining two previously released manually labelled datasets of Bangla comments on six emotion classes with fresh manually labelled Bangla comments created by us. The corpus dataset and code we used in this work are publicly available.
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I. INTRODUCTION

While enough research has been done to identify emotions from visual and auditory data, emotion recognition from textual data is still a new and active study topic [4]. WeChat, Twitter, YouTube, Instagram, and Facebook, as well as other Web 2.0 platforms or social networks (SNs), have recently emerged as the most important platforms for social communication [32], education [23], information exchange [31], and other purposes [2, 9, 10] among a variety of people. Users of SN connect, share their thoughts, feelings, and ideas, and participate in discussion groups. Text conversation, or more specifically, emotion classification (EC), is essential to comprehending people’s activities since the internet’s invisible nature has made it possible for a single user to engage in violent SN speech data [19].

EC is a subset of sentiment analysis (SA) [39, 40]. Text-based SA is usually classified into two types: opinion-based and emotion-based. Text polarity, which divides text or sentences into positive, negative, or neutral feelings, is used to classify opinions [5]. EC is a technique for extracting fine-grained emotions from speech, voice, picture, or text data [8]. Understanding the emotion or sentiment behind a particular activity or trend in online content is of significant value to businesses, consumers, corporate leaders, governments, and other interested parties [20] because an increasing number of people on virtual platforms are producing online material at a rapid rate. In many human-computer interaction (HCI) systems where text is the major form of communication, text classification is also crucial. The significant rise in SNs has caused EC to divert its attention to social media data analysis. Nowadays, it is common practice to employ computational linguistics, machine learning (ML) [41-44], and deep learning (DL) to assess the emotions or experiences indicated in user-written comments [27, 45, 46]. One of the most difficult issues in natural language processing (NLP), a branch of artificial intelligence (AI) that requires a comprehension of natural language for many HCI applications [24], is classifying emotions in text. About 228 million people speak Bangla as their mother tongue, and another 37 million do so as a second language, making it the fifth most widely used native language in the world. Bangla data storage has increased dramatically online recently due to the rise of Web 2.0 apps and related
services, similar to other major languages. Unstructured textual formats such as reviews, opinions, suggestions, ratings, comments, and feedback are just a few examples of how this data is typically presented. Due to the supervised nature of classification approaches, more labelled data must be used for ML and DL model training to yield useful results. High-quality Bangla-labeled data is nevertheless scarce in many sectors. Contrary to English and other West- ern dialects, which are acknowledged as being rich dialects in terms of linguistics and technology, analyzing these massive volumes of data using NLP to identify underlying sentiments or emotions is a challenging research topic for resource- constrained languages like Bangla [12, 16]. The highly inflected elements of the Indo-Aryan language, such as its 36 different noun forms, 24 different pronoun forms, and more than 160 varied verb forms, make the EC operation in Bangla exceptionally difficult.

BNEmo [28] and BEmoC [15] are two Bangla emotion corpora that include 6327 and 7000 tagged reviews, respectively, and are divided into six groups, i.e., anger, disgust, fear, joy, sorrow, and surprise. However, the development of an automated emotion classifier for Bangla literature requires a comparatively larger amount of emotion corpus. As a consequence, the transformer model [3] is the basis of our proposed model’s inspiration as we strive to conduct the EC of Bangla phrases in this study. The aforementioned paper presented a thorough analysis of transformer-based models for emotion detection in texts using pre-trained Bidirectional Encoder Representations from Transformers (BERT) word embeddings. Recently, a range of downstream NLP applications have shown the efficacy of transformer-based deep neural network-based architectural models and modifications, especially for resource-rich languages (e.g., English). Because Bangla EC has been the subject of some prior studies, we want to assess it in the most efficient and trustworthy manner possible.

In order to respond to the following two questions, this research study’s goal is: (1) Is it possible to determine the emotion expressed by a social network user in Bangla using a transformer-based DL model? (2) Does the DL approach with BERT word embeddings work better than the ML-based approaches to EC for the Bangla language? The use of a pre-trained word embedding model for EC of Bangla texts is examined to solve the first study question. Unlike ML-based techniques, Multilingual BERT is a DL model based on pre-trained word embedding that is used to examine semantic links between words. The DL models were compared to Bangla EC’s ML-based approaches to answer the second question.

The main contributions of our research are as follows:

- A new, larger, unified 6-class (anger, disgust, fear, joy, sadness, and surprise) EC dataset named Unified Bangla Multi-class Emotion Corpus (UBMEC) has been constructed for Bangla based on user reviews. It amalgamates two previously published publicly available Bangla emotion corpus, BNEmo and BEmoC, as well as additional manually tagged corpus by us, resulting in an adequately developed Bangla emotion corpus. It is gathered from various domains such as food, software, entertainment, politics, sports, and others.
- A multilingual BERT model (m-BERT) for Bangla EC is being fine-tuned. This model is based on a BERT base with 12 layers, 768 hidden heads, and 110 M parameters and has been trained on 104 languages, including Bangla.
- A set of baseline results from ML models, i.e., LR, NB, and XGBoost, to create a benchmark for multi-class EC in Bangla.

The remainder of the paper is laid out as follows: The related work of EC is discussed in Section 2. The recommended technique is presented in Section 3. Section 4 examines the experimental findings and assessment criteria. The paper concludes in Section 5.

II. RELATED WORKS

A. Transformer models in text-based emotion classification (EC)

Researchers put their efforts into building state-of-the-art transformer models that detect emotions from a text in rich resource languages, mostly English. Huang et al. [35] achieved F1 scores of 81.5 and 88.5 for the “Friends” and “Emotion-Push” datasets, respectively, while examining BERT’s emotion identification abilities. There are four emotion classifications in both datasets, “friends” and “emotion-push,” developed in [11]. Huang et al. [35] altered BERT and created two models, FriendsBERT and ChatBERT, for the Friends and Emotion-Push datasets, respectively, using various pre-training tasks before the official training procedure. Using a modified BERT model, Huang et al. [14] achieved 0.7709 on four categories, i.e., angry, sad, happy, and others, using Twitter data. Malte and Ratadiya [21] constructed the BERT model on three classes (overly aggressive, covertly aggressive, and non-aggressive) to detect cyber abuse in English and Hindi texts, which received an F1 score of 0.6244 and 0.6596, respectively. Using BERT-large on three datasets: ISEAR, SemEval, and Emobank, Park et al. [26] cat-egorized emotions categorically and predicted the valence-arousal dominance (VAD) scores of dimensional emotions. For categorically identifying texts in the ISEAR and SemEval data, their model received micro F1 values of 0.688 and 0.695, respectively, and VAD scores of 0.659, 0.327, and 0.287. To identify emotions and propaganda, Vlad et al. [34] presented an ensemble of BERT, bi-LSTM, and capsule models that received a micro F1 score of 0.5868. Kazameini et al. [18] used BERT word embeddings with bagged SVM to predict author personality attributes. They were 59.03 percent accurate on average.

To the best of our knowledge, there is only one earlier work on Bangla-based transformer models. Das et al. [1] assessed three transformer models: m-BERT, Bangla-BERT, and XLM-R on their own developed Bangla corpus BEmoC, along with several ML and DL models. Among all the models in their work, they got the highest weighted F1 score of 69.73%. Tripto et al. [33] performed emotion detection in six classes in their custom-made dataset containing 2890 comments from different types of YouTube videos in Bangla, English, and Romanized Bangla. Using DL models such as LSTM and CNN and ML models such as NB and SVM, the best model gives a weighted F1 score of 53.54%.

B. Datasets for text-based emotion classification (EC)

There are enormous publicly available large-scale English datasets on various emotion classes from different domains.
The EmotionLines dataset [11], consisting of two data subsets (i.e., the Friends and Emotion-Push datasets), was released for the challenge; emotions were classified into four labels, i.e., neutral, joy, sadness, and anger, to classify emotion from texts in English. Each subset includes 1,000 English dialogues. EmoBank [7] is another corpus of 10,000 English sentences balancing multiple genres, annotated with dimensional emotion metadata in the VAD representation format. EmoBank exceeds with a bi-perspectival and bi-representational design. ISEAR (International Survey on Emotion Antecedents and Reactions) is another widely renowned dataset that contains 7,665 sentences. Over a period of many years during the 1990s, a large group of psychologists all over the world collected data for the ISEAR project [30]. Student respondents, both psychologists and non-psychologists, were asked to report situations in which they had experienced all seven major emotions, i.e., joy, fear, anger, sadness, disgust, shame, and guilt. In each case, the questions covered the way they had appraised the situation and how they reacted. The final data set thus contained reports on seven emotions by close to 3,000 respondents in 37 countries on all five continents. SemEval-2017 Task 4 [29] is a dataset that contains 1,250 texts obtained from Twitter, news headlines, Google News, and other sources that were annotated for Ekman’s six basic emotions [13]. Mohammad and Marquez [22] developed a small dataset named WASSA-2017 Emotion Intensities (EmoInt) with four emotion classes (fear, joy, sadness, and anger), which caught the attention of the NLP researchers.

On the other hand, only two publicly available datasets on Bangla emotion classes have been published so far (Table I). Rahman and Seddiqui [28] presented a manually annotated Bangla emotion corpus named BEmoC, which incorporates a diversity of fine-grained emotion labels such as sadness, happiness, disgust, surprise, fear, and anger. They collected a large amount of raw text data from the user’s comments on two different Facebook groups (Ekattor TV and Airport Magistrates) and from the public post of a popular blogger and activist, Sarker. A total of 6,327 comments and reviews were annotated in the six categories. In another recent work by Asif Iqbal et al. [15] named BEmoC, they labelled a total of 7,000 Bangla texts into six basic emotion categories from various sources like Facebook and YouTube comments and posts, online blog posts, Bangla story books, Bangla novels, text conversations, and newspapers. We consider EC to be as important for Bangla dialects as it is for any other dialect. Hence, our focus is to build a BERT-based model that can classify Bangla emotions from texts.

| Corpus                  | Publicly available | Classes | Total data (reviews) |
|-------------------------|--------------------|---------|----------------------|
| BEmoC                   | Yes                | 6       | 7000                 |
| BNEmo                   | Yes                | 6       | 6327                 |
| Bangla Youtube Comments | Yes                | 6       | 2890                 |

III. METHODS

A. Model and architecture

In this work, we considered two publicly available Bangla corpora on six major emotion classes, named BNEmo [28] and BEmoC [15]. We combined these two datasets with external, manually annotated reviews. We took the reviews from the public YouTube comments on famous Bangla novelist and writer Humayun Ahmed’s dramas, “Kothao Keo Nei”, “Bohubrihi”, “Nokkhotrer Rat”, and comments from BBC Bangla’s various Facebook posts on contemporary issues, for instance, war, suicide, hatred, women’s abuse, and similar kinds.

In the BNEmo dataset, the six emotion classes were named "sad", "happy", "disgust", "surprise", "fear", and "angry". We changed 'sad' to 'sadness', "happy" to "joy," and "angry" to "anger" to keep all the labels similar to the BEmoC dataset.

We performed quite a few operations as part of the preprocessing step. For instance, stop-words are used to remove unnecessary words, fostering programs to deal with crucial ones. Plus, we performed a duplicate drop function if any reviewer mistakenly added to more than one of the above two datasets. After performing such cleaning operations, we finally got 6125 out of 6327 reviews from BNEmo and 6838 out of 7000 reviews from BEmoC (Fig. 2). With our manually annotated reviews, we constructed the Unified Bangla Multi-Class Emotion Corpus (UBMEC), which accumulates a total of 13072 reviews. The data length of UBMEC is 268298 words. The rest of the data is shown in Table II.

In this work, we considered two publicly available Bangla emotion corpora on six major emotion classes, namely BNEmo [28] and BEmoC [15]. We combined these two datasets with external, manually annotated reviews. We took the reviews from the public YouTube comments on famous Bangla novelist and writer Humayun Ahmed’s dramas, “Kothao Keo Nei”, “Bohubrihi”, “Nokkhotrer Rat”, and comments from BBC Bangla’s various Facebook posts on contemporary issues, for instance, war, suicide, hatred, women’s abuse, and similar kinds.

In the BNEmo dataset, the six emotion classes were named "sad", "happy", "disgust", "surprise", "fear", and "angry". We changed 'sad' to 'sadness', "happy" to "joy," and "angry" to "anger" to keep all the labels similar to the BEmoC dataset.

We performed quite a few operations as part of the preprocessing step. For instance, stop-words are used to remove unnecessary words, fostering programs to deal with crucial ones. Plus, we performed a duplicate drop function if any reviewer mistakenly added to more than one of the above two datasets. After performing such cleaning operations, we finally got 6125 out of 6327 reviews from BNEmo and 6838 out of 7000 reviews from BEmoC (Fig. 2). With our manually annotated reviews, we constructed the Unified Bangla Multi-Class Emotion Corpus (UBMEC), which accumulates a total of 13072 reviews. The data length of UBMEC is 268298 words. The rest of the data is shown in Table II.
The UBMEC dataset consists of 3290 “joy” reviews, 2622 “sadness” reviews, 2422 “anger” reviews, 2049 “disgust” reviews, 1348 “fear” reviews and 1341 “surprise” reviews (Fig. 3). As mentioned by the authors in [17], emotions can be further categorized into just four classes: joy, sadness, fear/surprise, and anger/disgust. Because the semantic meanings of a sentence expressing anger/disgust and fear/surprise are so similar, we divided the dataset into 4 classes: joy, sadness, fear, and surprise. After splitting, we got 3290 “joy” reviews, 2687 “fear/surprise” reviews (Fig 4).

From Table III, we can see sample annotated reviews in the UBMEC dataset for each of the six emotion classes in Bangla sentences.

B. Model training and fine-tuning

The entire EC is accomplished in two steps: the pre-training of the m-BERT language model took place in the first phase, while the second part involved fine-tuning the outermost classification layer. The Bangla Wikipedia has served as the primary source for pre-training the m-BERT. The m-BERT model was tuned using the training set of the planned UBMEC dataset.

Table III. Sample annotated reviews in UBMEC dataset.

| Emotion | Class | Meaning | Text Sample |
|---------|-------|---------|-------------|
| Joy     |       | When a writing expresses happy feelings derived from both new and familiar experiences, it is classified as joyful. [25] |
| Sadness |       | If a text communicates a response to loss, it falls into the grief category, and feeling sad helps us convince others that we need aid. [25] |
| Anger   |       | A letter is considered angry if it expresses unjust treatment of us or others. [25] |
| Disgust |       | When a text conveys a disappointed sensation about anything bad or unpleasant that occurs physically or psychologically, it falls into the Disgust category. [25] |
| Fear    |       | When a literature depicts threats or dangers to our safety or existence, it expresses terror. |
| Surprise|       | A writing is considered surprising if it describes an unexpected or surprising incident that occurred unexpectedly. [25] |

which comprises labelled user evaluations. This technique has been used in particular to train the fully linked categorization layer. Language-specific Wikipedia content varies in amount; therefore, data is sampled using an exponentially smoothed weighting (with a factor of 0.7). As a result, low-resource languages are more evenly sampled than high-resource languages like English. Similarly, word counts are sampled to ensure that low-resource languages have an adequate vocabulary. Categorical cross-entropy was used as the loss function during training. The lists of hyperparameters used for this research are shown in Table IV.

Table IV. m-BERT model hyper-parameters.

| Hyper-parameter | Value |
|-----------------|-------|
| Learning rate   | 2e-5  |
C. Model Evaluation

Our proposed model is assessed by very well-known performance matrices that are point out as follow.

Accuracy = \frac{TP + TN}{TP + TN + FP + FN}

Weighted F1 Score: F1 score is the harmonic mean of precision and recall [37]. The weighted F1 score can be calculated by Weighted F1 score = \frac{\sum_{i=1}^{n} F1_i \cdot \text{Support}_i}{\sum \text{Support}_i}

IV. RESULTS AND DISCUSSIONS

A. Result of machine learning models and m-BERT model

We compared the results of the m-BERT model with those of other ML algorithms. First, we see the results of logistic regression (LR), naive Bayes (NB), and XGBoost on datasets BNEmo, BEmoC, and our proposed UBMEC dataset (Fig 5). The train-test split is the same in both the m-BERT model and the ML model. The results of these three datasets using different ML models are given in detail in Table 5. From the table, we get to see that among all ML models, LR gave the best result. In the BEmoC dataset, LR gives 47% accuracy. While the UBMEC dataset exhibits 44% accuracy through the LR method. Among all the ML models, it is evident that the three datasets, along with our proposed one, perform consistently. This also validates the correctness of the formation of the UBMEC dataset.

![Fig. 5. Accuracy of different machine learning models on three emotion corpus.](image)

ML models have fewer trainable parameters on average than deep neural networks, which explains why they learn so rapidly. Instead of using semantic information, these classifiers use the discriminative power of words with respect to their classes to create class margins. Furthermore, LR outperforms all other ML algorithms since it not only deduces maximum margin hyperplanes but also handles outliers substantially better than other ML algorithms. On the other hand, DL algorithms are substantially more capable of extracting hidden part-terns than ML learning classifiers, not simply because they automate the feature engineering process. Quite often, ML algorithms are generally found to be less successful than DL algorithms in this regard. In view of getting a different insight, along with six classes of EC, we further performed four classes of EC (joy, sadness, fear/surprise, and anger/disgust). For this purpose, we split the UBMEC dataset into train-test data splits of 9,141 and 3,918. This time, the length of the UBMEC dataset is 267847 words. Total reviews (before cleaning, after cleaning) = (13436, 13059). Table 6 shows the results for four classes of EC results in different ML and m-BERT models. The performance metrics indicate the enhancement of results in classifying the four Bangla emotion classes. From Tables V and VI, it is observed that the m-BERT model performs well compared to the ML approaches. The highest weighted f1-score for the six Bangla emotion classification classes is 71%, and the highest f1-score for the four classes is 76%. We limited the training to only seven epochs and only to UBMEC dataset for the 4 classes because the training of m-BERT models requires a substantial amount of time. It is obvious that the model can perform even better if we train it over a larger number of epochs. Additionally, there are other possible approaches. For example, [6] is being used to construct monolingual BERT models dedicated to the Bangla language by enthusiastic Bangla NLP researchers around the world. As a result, as a potential follow-up to this research, more advanced BERT-based text classification models for Bangla EC can be created, which will surely enrich the field of Bangla NLP research.

### TABLE V. SIX EMOTION CLASS RESULTS USING MACHINE LEARNING AND M-BERT MODELS.

| Dataset | Models   | Accuracy | Weighted F1-score |
|---------|----------|----------|-------------------|
| BNEmo   | LR       | 0.41     | 0.45              |
|         | NB       | 0.40     | 0.47              |
|         | XGBoost  | 0.38     | 0.44              |
| BEmoC   | LR       | 0.47     | 0.47              |
|         | NB       | 0.44     | 0.48              |
|         | XGBoost  | 0.41     | 0.42              |
| UBMEC   | LR       | 0.44     | 0.45              |
|         | NB       | 0.39     | 0.44              |
|         | XGBoost  | 0.39     | 0.42              |
| m-BERT  |         | 0.61     | 0.7103            |

### TABLE VI. FOUR EMOTION CLASSES RESULTS USING MACHINE LEARNING AND M-BERT MODELS.

| Dataset | ML model | Accuracy | Weighted F1-score |
|---------|----------|----------|-------------------|
| UBMEC   | LR       | 0.53     | 0.55              |
|         | NB       | 0.51     | 0.56              |
|         | XGBoost  | 0.49     | 0.53              |
|         | m-BERT   | 0.69     | 0.76              |

### TABLE VII. MODEL PERFORMANCE COMPARISON.

| Methods          | Weighted F1 (%) |
|------------------|-----------------|
| Word2Vec + LSTM  | 53.54           |
| XLM-R [35]       | 69.73           |
| m-BERT (proposed)| 71.03           |

B. Performance comparison with previous models

By assessing the performance in F1-score, we compare the effectiveness of our m-BERT model with the prior techniques [1, 33]. A summary of the comparison is shown in Table 7. The findings demonstrate that the proposed m-BERT model performed better than previous approaches for classifying six emotion classes in Bangla by obtaining the highest F1-score (71.03%). As previously indicated, research on applying BERT techniques to evaluate Bengali emotions is limited.
this domain papers have been published, all of which mostly employed ML or DL classifiers on a small dataset with domain constraints. On the other hand, our dataset comprises more user ratings than previous research and covers numerous genres with six categorization classes: anger, disgust, fear, joy, sadness, and surprise.

V. CONCLUSIONS

It appears difficult to determine someone’s emotional state from their textural communication. Understanding the text’s emotions is crucial for human-computer interaction (HCI). In this work, we employed multilingual-BERT (m-BERT) and pre-trained BERT for emotion categorization in Bangla, a language with limited resources. By comparing the outcomes between two earlier, smaller Bangla emotion datasets and our newly created unified dataset using ML and m-BERT classification models, we were able to verify the high quality of our generated dataset. In contrast to traditional word-based ML methods, our analysis demonstrated that using the pre-trained BERT and m-BERT models and optimizing them for downstream Bangla emotion text classification tasks produced higher weighted F1 scores and accuracy metrics.
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