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Abstract
Alzheimer’s disease (AD) is a harmful form of dementia occurred in elderly people. AD is a neuro degenerative brain disease. There are no pills and drugs exist for AD. Therefore, early diagnosis can delay progression of AD. Image segmentation used to analyze and visualize the image more precisely. It plays a vital in medical image analysis. Segmented Retinal Nerve Fiber Layer (RNFL) edges give structural framework for visualization. Segmented RNFL poses large information which is useful in AD diagnosis early. Segmentation refers to the labeling of pixels into different regions. In this work introduced a new system to automatically detect the RNFL using retinal images. Initially, the images pre-processed using Bilateral filter, then detected the edge of the RNFL, after that they identified and characterize the true retinal boundaries based on the Gravitational Search (GSA) algorithms. They segmented the interior and exterior boundaries with the Gravitational Search of retinal structure. They automatically segment the retinal images without the intervention of human and accurately detecting the RNFL edges.
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INTRODUCTION
Dementia is a group of more than ten brain disorders. Alzheimer’s Disease (AD) is a progressive, brain disorder. Recent studies indicated that many people are living with AD around the world. The death of cells in brain cause change in one’s behavior. Sign and symptoms of AD are memory loss, poor judgment and confusion with time and place. Future to this, Aging is the major cause of AD. However, ageing is not only that contributes to the development of AD. Family history also causes AD. People with mild cognitive impairment are likely to have AD. Epidemiological reports and experts estimate the prevalence of dementia to 24.3 million by the end of the year 2013. Every 20 years people suffering from AD will double and reach to 81.1 million by 2040[2]. Developing countries with the highest population are having a high risk of dementia. In India, at current, about 1.5 million people are diagnosed with dementia, about 70% of the cases attributed to AD. The rate of increase in the number of dementia cases in India between 2001 and 2040 is estimated to be around 300%. Research studies showed that AD affects not only brain cells but also in retinal images [17-19]. This fact motivated us to develop a system that can differentiate AD from normal patients based on retinal image features.

Several vision issues such as loss of colour vision, changes in visual activity and contrast, visual evoked potentials, reading problems and reognition of objects are faced by AD patients [4]. A majority of these issues are controversial with conflicting information found in survey and no particular loss can be considered for AD diagnosis. Also, some pathological changes have been observed. The optometrist has significant role in AD diagnosis [5]. The standard approach many histological studies show a notable reduction in the number of Retinal Ganglion Cells (RGCs) and it’s axons present in the optic nerves of the AD patients, which can be a preferential damage or maybe the large diameter of neurons clinical studies of Optic Nerve Head (ONH) and Retinal Nerve Fiber Layer (RNFL) depicts that an occurrence of optic neuropathy with RNFL abnormalities is a factor of AD. Therefore, the disease analysis can be carried out using an optic disc, blood vessels, retinal nerve fiber for identification of the disease at an early stage. So, the purpose research is to get a clear picture of the disease process in humans and find new ways to diagnose or predict AD early, and thereby improve the life of the AD patients. Thus, this research focuses on the detection of AD using retinal abnormalities[6].

Computer-aided Alzheimer’s Detection general step by step process of the system. A novel automated segmentation method Geodesic distance weighted by an exponential function is introduced by Duan et al [7] to segment tangled retinal structures and other deformity caused by the deformity. The quantitative and qualitative analyses in clinical trials were done in 2D and 3D images. While comparing the proposed 2D segmentation result with Parallel Double Snake (PDS) and Chiu’s graph search method, Geodesic Distance Method (GDM) indicate better performance in detecting retinal boundaries. Odstrcilik et al [8,9] proposed the Gaussian Local binary pattern for and Markov random field for feature extraction and then for detecting the RNFL edge Matched filtering approach is used. Hayashi et al [10], suggested Morphological filtering for preprocessing. Then the preprocessed images are enhanced by Gabor filtering. Finally finding the RNFL edge Statistical region merging algorithm is used; here 71% of NFLDs with an average 3.2 false positives were detected Chandrappa et al [11] explained the preprocessing and RNFL edge detection based on Median filter algorithm and Image adjustment method. Finally, the result shows the actual boundaries of RNFL. Gabor et al [12] proposed nonlinear complex diffusion filter, Shadow gram technique Power spectrum method to measure fractal dimension of IRT. Vinodhini et al [13] suggested Gaussian filter and Image gradient techniques for image enhancement [19]. Canny edge detection Custom-built software (OCTRIMA) is used for segmentation procedure. Here CL+IPL layer is obtained and texture features are extracted [17]. The authors proposed various algorithms for preprocessing and segmentation of RNFL edges. In
In this work, novel techniques are proposed. Initially, the image of the retina is given as the input. The second block of the system extracts the essential features. The essential features extracted are fed to the segmentation block where it gets segmented. Section 1 describes the introduction and the review of literature and section 2 demonstrates the methodology work of the proposed technique. Section 3 presents the outcomes of segmentation and section 4 gives major findings of the work.

**PROPOSED WORK**

An automatic fundus image analysis involves various processes including image acquisition, preprocessing, segmentation, feature extraction, and classification. Image acquisition is done by fundus camera. Preprocessing helps to improve the quality of the input image. In this work, bilateral filter employed to remove noise from the input image. Segmentation is defined as the process of grouping an image into many segments based on various attributes like intensity, color, and texture features. Gravitational Search Algorithm (GSA) is used to segment retinal image. The overall framework of the developed system is depicted in figure 1.

**Image acquisition**

Image analysis is an interesting topic of research that has caught more attention from researchers. The goal of medical image analysis is to develop an efficient tool which will help the physician to visualize, analyze, and make correct decisions about the image. The procedure of taking fundus images starts by dilating the pupil with pharmaceutical eye drops. After that, the patient is asked to stare at a fixation device in order to steady the eyes. While taking the pictures, the patient will see a series of bright flashes. The entire process takes about five to ten minutes, the eye fundus images of diabetic patients must be examined at least once a year.

**Image preprocessing**

Preprocessing method is the preliminary step in the diagnosis. The input fundus images are preprocessed before it is applied to the segmentation process. As an initial preprocessing step, the blurred images are rectified.

**Bilateral filter**

Bilateral filter was first introduced by Tomasi et al. in 1998. The idea of bilateral filter was also presented in the Smallest Unvalued Segment Assimilating Nucleus (SUSAN) Filter and the neighborhood filter in different earlier methods. Bilateral filter is a type of non-linear, noise removing and edge smoothing filter. It uses both spatial domain and intensity domain information for processing an image. The pixel value in an image is replaced by a weighted mean of value of nearby pixels. The weight value depends on both Euclidean and radiometric distances. Therefore, bilateral filter can preserve edges than other filters [18]. Bilateral filter can be expressed as:

$$I_{\text{filtered}}(x) = \sum_{i \in W_p} I(x_i) f_{r}(|I(x_i) - I(x)|) g_{a}(x_i - x)$$

(1)

Where the normalization term

$$W_p = \sum_{i \in W_p} f_{r}(|I(x_i) - I(x)|) g_{a}(x_i - x)$$

(2)

Where $I_{\text{filtered}}$ is the filtered image, $I$ is the original input image to be filtered, $x$ are the coordinate of the current pixel to be filtered, $R$ is the window centered with $x$, $f_r$ is the range kernel for $r$

This action can be a Gaussian function of the spatial kernel.

**1-LEVEL DISCRETE WAVELET TRANSFORM**

A wavelet is a powerful tool to analyses signal or image. It is used to analyse the signal or image in multi resolution. Discrete wavelet transform is formed from other wavelet transform is formed from other wavelet, but with time and frequency in separate phase. The connection among wavelets in spatial domain and frequency domain in multi resolution analysis it can describe the wavelet transform in this work. Mallet's presented that it is possible to construct wavelets $\mathcal{V}$ such that the translated family.

For Multi Resolution Analysis (MRA) the DWT is used. The MRA can be used for the signals which are non-stationary and nonlinear. The DWT decomposes the given function $f(t)$ into the approximation and element coefficients. The feature $f(t)$ satisfy some conditions and it could be expressed as

$$f(t) = \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} d(j, k) \phi(2^j t - k) + \sum_{j=-\infty}^{\infty} a(l, k) \phi(2^l t - k)$$

(3)

Where the $\theta(t)$ scaling function, $\omega(t)$ is the mother wavelet., $d(j, k)$ is the detail coefficient at scale $j$, and $a(l, k)$ is the approximation coefficient at scale $l$. The expression for element coefficients and approximation are given underneath.

$$d(j, k) = \frac{1}{\sqrt{2}} \int_{-\infty}^{\infty} f(t) \phi(2^j t - k)$$

(4)

$$a(l, k) = \frac{1}{\sqrt{2}} \int_{-\infty}^{\infty} f(t) \phi(2^l t - k)$$

(5)

The DWT is the method which uses a filtering approach by using high pass (wavelet) filter and a low pass (scaling) filter. Those filters use one of a kind layers, inside the first layer the DWT decomposes the signal into two bands which offers an excessive pass model of the sign and a low pass model. The excessive skip filtered signal provides the parts or great rate deviations at the equal time as the low pass sign offers the approximate illustration of the signal. Inside the 2nd degree of decomposition, the low skip signal obtained from the primary stage is decomposed into bands an excessive pass version of the sign and a low pass model of this low skip sign. There are different forms of Wavelet remodel.

To compute the detail coefficients and the approximation the above 2 equation (4) and (5) give a mathematical relationship. This procedure is seldom approved. To use Mallet’s Fast Wavelet Transform procedure more practical a approach is found. In truth, a classical arrangement in the signal treating community, so-called a double channel sub-band coder the treatment of conjugate quadrature filters or quadrature mirror filters (QMF) is the Mallet’s set of rules for discrete wavelet transforms (DWT).

**Segmentation**

Image segmentation is a crucial step in medical image analysis. It is utilized to separate the useful information from its background. Several segmentation algorithms such as ANN, Fuzzy have been proposed. Each algorithm has its own characteristics. In this GSA algorithm is used for segmentation.

**GSA algorithm**

GSA is a type metaheuristic algorithms, proposed by Rashedi et al. in 2009. GSA is motivated by mass interactions and gravity law. Gravitation is the attraction of masses by other masses, which is depends on masses and their distance.

GSA is consists of several search agents that interact each other through gravity force. The agents are assumed as objects and their performance is evaluated by their masses. The gravity force
causes a global movement where all objects move towards other objects with heavier masses. The slow movement of heavier masses guarantees the exploitation step of the algorithm and corresponds to good solutions. Equation (6) and Equation (7) represents gravity law and motion law respectively.

\[ F = G(M_1 M_2 / R^2) \]  
\[ a = F/M \]

Where, \( F \)-gravitational force, \( R \)-distance, \( G\)-constant, \( M_1 \)-Mass of first object and \( M_2 \)-Mass of second object.

In GSA, search agent poses 4 main variables such as position, inertial mass, active gravitational mass and passive gravitational mass. Position corresponds to the solution, inertial and gravitational masses are computed by cost function. The detailed steps of GSA are given below:

Step 1: Initialization:

Initialize search agents, \( N \) randomly

\[ x_i = (x_i^1, ..., x_i^n) \text{ for } i = 1, 2, ..., N. \]  

where, \( x_i^j \) -position of \( i^{th} \) agent and \( n \)-dimension.

Step 2: Cost function computation:

Minimization problems

\[ \text{best}(t) = \min \text{fit}(t) \quad j \in \{1 ... N\} \]  
\[ \text{worst}(t) = \max \text{fit}(t) \quad j \in \{1 ... N\} \]

Maximization problems

\[ \text{best}(t) = \max \text{fit}(t) \quad j \in \{1 ... N\} \]  
\[ \text{worst}(t) = \min \text{fit}(t) \quad j \in \{1 ... N\} \]

Step 3: compute gravitational constant (G):

\[ G(t) = G_0 e^{-\alpha t/T} \]  

\( G_0 \) and \( \alpha \) initialized at the starting and then decreased to optimize accuracy. T-iteration.

Step 4: Calculate agent’s masses:

Agent’s masses can be expressed as:

\[ M_{ai} = M_{pi} = M_{ii} = M_i i = 1, 2, ..., N. \]

\[ m_i(t) = \frac{f_i(t) - \text{best}(t)}{\text{best}(t) - \text{worst}(t)} \]  
\[ m_i(t) = \frac{m_i(t)}{\sum_{j=1}^{N} m_j(t)} \]

Where, \( M_{ai} \)-active mass, \( M_{pi} \)-passive mass and \( M_{ii} \)-inertia mass.

Step 5: Accelerations of agents computation:

Acceleration of the \( i^{th} \) agents is computed.

\[ a_i^d = F_i^d(t) / M_i(t) \]

\[ F_i^d(t) \] total force acting on \( i^{th} \) agent calculated as:

\[ F_i^d(t) = \sum_{j=\text{best}(t)
eq \text{worst}(t)}^{N} r_{ij} F_j^d(t) \]  

\( K_{\text{best}} \) set of first K agents with the best fitness value and biggest mass. \( K_{\text{best}} \) will decrease linearly with time and at the end there will be only one agent applying force to the others. \( F_0^d(t) \) is computed as the following equation:

\[ F_0^d(t) = G(t)(M_{pi}(t) \times M_{ai}(t)/R_{ij}(t) + \epsilon)(x_i^d(t) - x_j^d(t)) \]

\( F_0^d(t) \) is the force acting on agent \( i \) from agent \( j \) at \( d^{th} \) dimension and \( i^{th} \) iteration. \( R_{ij}(t) \) is the Euclidian distance between two agents \( i \) and \( j \) at iteration t. G(t) is the computed gravitational constant at the same iteration while \( \epsilon \) is a small constant

Step 6: Calculate velocity and position:

Velocity and the position of the agents are calculated using equations:

\[ v_i^d(t + 1) = r_{\text{rand}} v_i^d(t) + a_i^d(t) \]

\[ x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1) \]

Step 7: Repeat steps 2 to 6

Steps 2 to 6 are repeated until the iterations reach their maximum limit. The best fitness value at the final iteration is computed as the global fitness while the position of the corresponding agent at specified dimensions is computed as the global solution of that particular problem. Process of GSA is given in figure 2.

Experimental results

In this model, fundus images are collected for processing. Preprocess method is employed for removing noise. Here the bilateral filter is utilized as preprocessing tool which can reduce the noise completely. The result of the preprocessed image is compared with the average filtered, median filtered and wiener filtered technique. Compared with these techniques the bilateral image gives a better result. Preprocessed image is shown in Figure 3.
After the preprocessing model using the DWT technique, the decomposition is performed. This decomposition model uses a high pass and low pass technique. Figure 4 shows the decomposed result, here 4(a) represents the decomposed DWT image, 4(b) represents the low pass image, 4(c) represents the multilevel BF image and 4(d) shows the binarized result. Following decomposition using the GSA algorithm, the separation of RNFL from preprocessed image is done. This process shows good outcome. Figure 5 shows the segmentation results.

Threshold values obtained with several metaheuristic algorithms are tabulated in Table 1. From the Table 1, it is observed that MB-GSA provides outstanding performance when compared to other algorithms. For better analysis, statistical comparison is plotted for GA-GSA, GSA, PSO, MB-GSA in Figure 6, Figure 7, Figure 8 and Figure 9 respectively.

Table 1: Result of uniformity value for GA-GSA, GSA, PSO, MB-GSA for different images

| Images | GA-GSA | GSA   | PSO   | MB-GSA |
|--------|--------|-------|-------|--------|
| Lenna 2| 0.8166 | 0.8067| 0.7967| 0.8422 |
| Lenna 3| 0.8785 | 0.8476| 0.8374| 0.8993 |
| Lenna 4| 0.881  | 0.8486| 0.8439| 0.9237 |
| Lenna 5| 0.918  | 0.8744| 0.8615| 0.9455 |
| Pepper 2| 0.8061 | 0.7865| 0.7865| 0.8359 |
| Pepper 3| 0.8742 | 0.8561| 0.8086| 0.9122 |
| Pepper 4| 0.9657 | 0.9636| 0.9619| 0.9911 |
| Pepper 5| 0.9716 | 0.9667| 0.9627| 0.9946 |

Figure 6: Statistical Comparison of GA-GSA Based Method
The pre-processing of the retinal images are performed by a bilateral filter and enhanced by 1-level DWT method. Subsequently, the RNFL regions are separated by GSA which accurately determines the most important regions. Results showed that the efficacy of proposed method is superior to other algorithms.
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