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We show that the dynamics of a closed quantum system obeys the Hamilton variation principle. Even though quantum particles lack well-defined trajectories, their evolution in the Husimi representation can be treated as a flow of multidimensional probability fluid in the phase space. By introducing the classical counterpart of the Husimi representation in a close analogy to the Koopman-von Neumann theory, one can largely unify the formulations of classical and quantum dynamics. We prove that the motions of elementary parcels of both classical and quantum Husimi fluid obey the Hamilton variational principle, and the differences between associated action functionals stem from the differences between classical and quantum pure states. The Husimi action functionals are not unique and defined up to the Skodje flux gauge fixing [R. T. Skodje et al. Phys. Rev. A 40, 2894 (1989)]. We demonstrate that the gauge choice can dramatically alter flux trajectories. Applications of the presented theory for constructing semiclassical approximations and hybrid classical-quantum theories are discussed.

I. INTRODUCTION

Variational principles are the cornerstones for both classical and quantum mechanics, but their content is different in these two theories. The classical Hamilton variation principle (see, e.g., [1]) provides a recipe for identifying the phase space trajectories of classical particles via solving an extremal problem. The quantum-mechanical Dirac-Frenkel variational principle [2] is similar in that it also enables finding the time-dependent wavefunction as the solution of an extremal problem. The Dirac-Frenkel principle found applications in computational chemistry and many-body physics (see, e.g., Refs. [3–6]). However, its utility is limited in comparison to the classical counterpart because the phase space variables are merely formal parameters, half of which are implicitly defined and are hard to compute. In contrast, the Feynman’s path integral approach [7], which is closely related to the Schwinger quantum action principle [8–10], can be specialized in terms of conventional phase space variables and is useful in a plethora of applications, from chemistry to quantum gravitation [11–15]. However, this approach involves the trajectory-selecting variational analysis only at the level of the semiclassical stationary phase approximation.

At first glance, the Hamilton variation principle cannot be formulated for quantum particles since they lack well-defined trajectories in the phase space. We will show that this obstacle is illusive. The resolution comes from the following known facts about classical and quantum dynamics, which, however, were never systematically analyzed together:

1. Both classical and quantum mechanics support the exact hydrodynamic analogies, in which state evolution is represented as a flow of effective probability fluid in the phase space [16]. Thus, both classical and quantum dynamics can be described as a transport of fluid parcels along well-defined trajectories.

2. “The [Hamilton] formalisms in each form of mechanics are constructed to describe only pure states” [17].

The value of our Hamilton theory behind quantum phase space trajectories in explaining the observed quantum phenomena is analogous to the value of microscopic theory of classical fluid in explaining its macroscopic behavior. In particular, the present work lays theoretical foundations behind semiempirical and variationally defined quantum phase space trajectories widely and successfully used for modeling chemical reaction dynamics since the seminal papers by Eric Heller [18, 19]. Furthermore, the proposed theory presents the mathematical machinery for analyzing an unexplored infinite family of alternative rigorous definitions of phase space trajectories.

This paper is organized as follows. First, in Sec. II we will set up the unified framework for the mathematical description of both quantum and classical systems based on classical statistical mechanics and the Husimi representation of quantum mechanics. We also introduce the notion of admissible trajectory variations, which will enable us to express both quantum and classical mechanics on the same footing. Then, in Sec. III we will postulate the quantum-classical Hamilton variation principle and derive the generalized Hamilton equations for both theories. The constructed theory exhibits gauge freedom akin to one found in classical electrodynamics. In Sec. IV we show how this gauge freedom can be incorporated into the variation principle. The paper concludes with a brief summary and outlook.

II. MATHEMATICAL PRELIMINARIES

The prerequisite for formulating the generalized quantum-classical Hamilton variation principle is to ex-
press both dynamics in terms of phase space trajectories. In this section we set up a theoretical framework allowing to do so for a generic $N$-particle bosonic system. The associated classical phase space is $2N$-dimensional and consists of $N$ momenta $p = \{p_1, ..., p_N\}$ and $N$ positions $x = \{x_1, ..., x_N\}$. The phase space formulations of quantum mechanics are diverse [20] and have been known since its early days. The Wigner representation [21–23] is arguably the most familiar one. The Wigner representation adopts the language of classical statistical mechanics. The system state is described by the real-valued probability distribution $P^W(p, x)$ defined as

$$P^W(p, x) = \frac{1}{(2\pi\hbar)^N} \int \prod_{n=1}^{N} dx_n \delta(p - \bar{p}) \delta(x - \bar{x}) e^{-i\bar{p}x - \frac{\bar{x}^2}{2\hbar}} dN\bar{\lambda},$$

(1)

where $\bar{\lambda}$ is the system’s density matrix and $|x\rangle$ is the position eigenstate. The Wigner function allows to calculate the mean value $\bar{O}$ of any physical quantity $O$ alike the classical statistical average:

$$\bar{O} = \langle O^W P^W \rangle,$$

(2)

where $\langle ... \rangle = \int ... dN p d^N x$ denotes the integration over the entire $2N$-dimensional phase space. The Weyl symbol $Q^W = O^W(p, x)$ entering Eq. (2) coincides with the expression for the associated classical physical quantity $O_c(p, x)$ in the special case $O^W = O^{W/I}(p) + O^{W/H}(x)$. Furthermore, the normalization $\langle O^W(t) \rangle = 1$ of $P^W$ is preserved at all times, and hence $P^W$ resembles a classical probability distribution $P_c$. Nevertheless, $P_c$ differs from $P^W$ in that the latter can take negative values [24]. Perhaps, the closest classical analogy to the dynamics of $P^W$ is the charge redistribution inside an isolated medium, where the total charge is conserved, but the numbers of free positive and negative charges may vary due to charge separation and recombination. The varying number of effective changes is a fatal drawback for introducing a quantum analog of classical action, because the latter assumes a fixed number of particles and deals with trajectories having no sources and sinks.

Fortunately, quantum mechanics offers a remarkably simple way to “fix” the Wigner function negativity via the Gaussian convolution with the kernel

$$K_{\varpi_p, \varpi_x}^{\bar{\varpi}_p, \bar{\varpi}_x} (\delta p, \delta x) = \prod_{n=1}^{N} \frac{1}{\varpi_{p_n} \varpi_{x_n}} e^{-\frac{\delta p_n^2}{\varpi_{p_n}} - \frac{\delta x_n^2}{\varpi_{x_n}}},$$

(3)

where $\varpi_{p_n}$ and $\varpi_{x_n}$ are arbitrary positive numbers, such that $\varpi_{p_n} \varpi_{x_n} = \frac{\bar{\varpi}_p^2}{2}$. The resulting state function

$$Q^H(p, x) = K_{\varpi_p, \varpi_x}^{\bar{\varpi}_p, \bar{\varpi}_x} P^W(p, x) = \int \prod_{n=1}^{N} dx_n K_{\varpi_p, \varpi_x}^{\bar{\varpi}_p, \bar{\varpi}_x} (p - p', x - x') d^N p' d^N x'$$

(4)

reduces to

$$Q^H(p, x) = \frac{\langle \bar{p} | \bar{\varpi}_p | \bar{p} \rangle}{(2\pi\hbar)^N} \geq 0,$$

(5)

where $|\bar{p}, \bar{x}\rangle$ is the multidimensional squeezed coherent state localized at $|\bar{p}, \bar{x}\rangle$.

$$\langle x | \bar{p}, \bar{x} \rangle = \prod_{n=1}^{N} N^{-\frac{1}{4}} \pi^{-\frac{1}{4}} e^{-\frac{(x_n - \bar{x}_n)^2}{2\hbar^2}} \bar{\varpi}_p (x_n - \bar{x}_n).$$

(6)

Everywhere non-negative $Q^H(p, x)$ is known as the Husimi function [25]. Since the Husimi function preserves the normalization $\langle Q^H(t) \rangle = 1$, it satisfies the formal requirements to be a probability distribution. Hereafter, we assume fixed values for the width parameters $\varpi_p$ and $\varpi_x$ and omit the associated indices for brevity.

By analogy with the Wigner representation, it is convenient to introduce the Husimi symbols $O^H = \hat{\Psi} Q^H$ of physical observables. For any three quantum operators $A$, $B$, and $C$, such that $C = AB$, the associated Weyl and Husimi symbols relate as

$$C^W = A^W \ast B^W, \quad C^H = A^H \star B^H,$$

(8)

where

$$\ast = \exp \left( i \frac{\hbar}{2} \right), \quad \ast = \star \otimes \star.$$

(9)

The arrows in the above expressions indicate the directions of differentiation, e.g., $f(p, x) \frac{\partial}{\partial x} g(p, x) = g(p, x) \frac{\partial}{\partial x} f(p, x) = \frac{\partial}{\partial x} \frac{\partial}{\partial p} g(p, x)$ [27]. Operation $\star$ represents the classical Poisson bracket. Operation $\otimes$ is called the Moyal product [28].

In order to put quantum and classical descriptions on the same footing, let us introduce a Husimi-like representation of classical mechanics, where system states and symbols of physical quantities are defined as $Q^H_c = \hat{S} P_c$ and $Q^H_c = \hat{S} Q_c$. If three classical physical quantities $A_c$, $B_c$, and $C_c$ are related as $C_c = A_c B_c$, then

$$C^H_c = A^H_c \ast B^H_c \ast B^H_c \ast A^H_c.$$

(11)

The transformations $P^W \rightarrow Q^H$ and $P_c \rightarrow Q^H_c$ are formally invertible and are analogous to anti-blurring of Gaussian-blurred images. However, these inverse transformations are ill-defined.

$\text{1}$ The convolution operator $\hat{S} \varpi_p, \varpi_x$ can be re-expressed in the differential form

$$\hat{S} \varpi_p, \varpi_x = \prod_{n=1}^{N} \exp \left( \frac{1}{2} \varpi_{p_n} \frac{\partial^2}{\partial p_n^2} + \frac{1}{2} \varpi_{x_n} \frac{\partial^2}{\partial x_n^2} \right),$$

(7)

(see, e.g., Ref. [26]). Hence, operator $\hat{S} \varpi_p, \varpi_x$ is translation-invariant.

$\text{2}$ Both $\ast$ and $\star$ are associative non-commutative generalized multiplication operations, which do not explicitly depend on $p$ and $x$. The latter ensures the translation invariance of the corresponding algebra in the phase space.
The formula to calculate the mean value of observables is identical for the classical and quantum Husimi representations:

$$\hat{O} = \langle O^H \circ \hat{Q}^H \rangle.$$

Both $Q^H_q$ and $Q^H_c$ are non-negative and remain normalized at all times, so their evolution resembles the flow of a compressible fluid. Hence, both the state functions should formally satisfy the continuity equation [16, 29]

$$\frac{\partial}{\partial t} Q^H = - \frac{\partial}{\partial x} \langle \hat{x} Q^H \rangle - \frac{\partial}{\partial p} \langle \hat{p} Q^H \rangle,$$  \hspace{1cm} (13)

where $\hat{x}$ and $\hat{p}$ are generalized phase space velocities of elemental fluid parcels. It is worth to stress the difference between evolution of a classical Husimi fluid $Q^H$ and a conventional probability distribution $P_c$. In the latter case, the phase space velocities $\hat{x}(\hat{p}, \hat{x})$ and $\hat{p}(\hat{p}, \hat{x})$ characterize kinematics of a physical particle $P_c \propto \delta_{\hat{p}-\hat{p}(t), \hat{x}-\hat{x}(t)}$ located at $\{\hat{p}, \hat{x}\}$. In the classical Husimi picture, this particle is represented by the Gaussian blob

$$Q^H_c = \prod_{n=1}^{N} \frac{1}{\sqrt{2\pi} \sigma_n} e^{\frac{-(\hat{x}_n - \hat{x}_n)^2}{2\sigma_n^2}},$$  \hspace{1cm} (14)

and its time evolution is described by a bundle of elementary trajectories covering the entire phase space. Each trajectory can be chosen as a shifted replica of the actual physical trajectory $\{\hat{p}(t), \hat{x}(t)\}$. Note, however, that parallel translations can be combined with arbitrary circulations of fluid parcels inside the blob. This freedom is the essence of the Skodje gauge invariance discussed in Sec. IV. Furthermore, the classical Liouvillean in the Husimi picture is non-local and in that sense is like quantum Liouvillean. Consequently, when considering a statistical ensemble of two or more particles, the associated elemental fluid trajectories cease to replicate actual physical trajectories.

Thus, the Husimi representation brings classical and quantum mechanics onto the common ground by enabling a consistent fluid description of quantum mechanics and complicating the description of classical dynamics with quantum-like artifacts. In this picture, point particles described by Eq. (14) play the role of classical pure states. Quantum pure states can be identified in the Wigner and Husimi representations via the following relations:

$$\langle 2\pi \hbar \rangle^N P^W_q \ast P^W_q = P^W_q,$$

$$\langle 2\pi \hbar \rangle^N Q^H_q \ast Q^H_q = Q^H_q.$$

(15a)

(15b)

Recall that the Hamilton variation principle is formulated for a pure classical state and considers a variation of a single physical trajectory. However, any time-dependent pure state in the Husimi picture is represented by a bundle of coupled trajectories, and an arbitrary single-trajectory variation would generally break the purity. We resolve these issues as follows:

- We look for a variation principle applicable to every trajectory in the bundle.
- We admit only collective trajectories variations, which keep the purity conserved and satisfy the following definition:

**Definition 1.** An arbitrary time-dependent parallel translation $\{\delta \hat{x}(t), \delta \hat{p}(t)\}$ of all phase space points $\{\hat{p}, \hat{x}\} \rightarrow \{\hat{p} + \delta \hat{p}(t), \hat{x} + \delta \hat{x}(t)\}$ is called the admissible variation of a system state $Q^H(p, x, t)$.

Apart from fluid circulations inside the blobs, the admissible variations are the only generic purity-preserving variations applicable for any pure (classical or quantum) state.

To facilitate the definition of the action for individual Husimi trajectories, it is convenient to rewrite the fluid analogy (13) in the Lagrangian picture by assigning a Lagrangian label $L$ to each fluid parcel [30]. The specific form of the label is not important for our discussion, the only important requirement is that the label moves with the fluid and does not change in time for a specific fluid parcel. For instance, $L$ can be a 2N-dimensional real vector of the phase space coordinates of a fluid parcel at the initial time. Such labels would define a Lagrangian frame moving with the fluid. Regardless of their structure, the labels obey the evolution equation

$$\frac{\partial}{\partial t} L(p, x, t) = -\hat{x} \cdot \frac{\partial}{\partial \hat{x}} L(p, x, t) - \hat{p} \cdot \frac{\partial}{\partial \hat{p}} L(p, x, t).$$

(16)

One can check that the admissible variations satisfy the following property, which holds for an arbitrary classical or quantum state $Q^H$, an arbitrary phase space operator $\hat{O}(p, x, \frac{\partial}{\partial \hat{p}}, \frac{\partial}{\partial \hat{x}})$ and an arbitrary fluid trajectories labeling $L$:

$$\delta \langle L \circ Q^H \rangle = \langle L(\delta \hat{x}, \frac{\partial}{\partial \hat{x}} + \delta \hat{p}, \frac{\partial}{\partial \hat{p}}) Q^H \rangle.$$  \hspace{1cm} (17)

The gauge invariance analysis in Sec. IV will additionally require us to deal with time-dependent properties of trajectories. We will call such properties as features $F(p, x, t)$. By definition, features also obey Eq. (17), but their evolution is described by the equation

$$\frac{\partial}{\partial t} F = -\hat{x} \cdot \frac{\partial}{\partial \hat{x}} F - \hat{p} \cdot \frac{\partial}{\partial \hat{p}} F + \frac{\partial}{\partial t} F.$$  \hspace{1cm} (18)

**III. JOINT QUANTUM-CLASSICAL HAMILTON VARIATION PRINCIPLE**

Consider an arbitrary (not necessarily unique) Lagrangian labeling $L$ of effective fluid parcels representing the state $Q^H(t)$ of a closed classical or quantum system. Let us introduce the Hamilton generator operator $\hat{H}^H = \hat{H}^H(p, x, \frac{\partial}{\partial \hat{p}}, \frac{\partial}{\partial \hat{x}})$ defined as

$$\hat{H}^H_q = H^H_q(p, x) \sin \left(\frac{\theta}{2}\right),$$

(quantum mechanics) \hspace{1cm} (19a)

$$\hat{H}^H_c = H^H_c(p, x),$$

(classical mechanics) \hspace{1cm} (19b)
where $H^H_i$ and $H^\ell_i$ are the Husimi symbols of the quantum and classical Hamiltonians, respectively, and $\text{sinc}(z) = \frac{\sin(\pi z)}{\pi z}$.

**Theorem 1** (Joint Hamilton variation principle). The evolution of both classical and quantum states $Q^H$ satisfies the Hamilton variation principle

$$\delta S = \delta \int_t^{t_i} dt \left( \langle L(p, x)|Q^H \rangle - \langle L(\hat{\mathcal{H}}^H \otimes Q^H) \rangle \right) = 0,$$

relative to all admissible (in the sense of Definition 1) variations $\delta S$ of action $S$ fulfilling the boundary conditions

$$\delta x(t_i) = \delta x(t_0) = 0, \quad \delta p(t_i) = \delta p(t_0) = 0 \quad (21)$$

at the initial and final times $t_0$ and $t_i$.

**Proof.** Consider two independent admissible variations $p \rightarrow p + \delta p(t)$ and $x \rightarrow x + \delta x(t)$ of fluid trajectories in Eq. (20). With the help of identity (17), one gets

$$\delta \int_t^{t_i} dt \left( \langle L(p, x)|Q^H \rangle \right) = 0, \quad (22a)$$

$$\delta \int_t^{t_i} dt \left( \langle L(p, x)|Q^H \rangle \right) = 0. \quad (22b)$$

To obtain Eq. (22b), we derived the equivalence

$$\langle L(p, x)|Q^H \rangle \delta q = \delta \int_t^{t_i} dt \left( \langle L(p, x)|Q^H \rangle \right), \quad (23)$$

where Eqs. (13), (16) and the boundary conditions (21) are utilized.

Since $L(p, x)$, $\delta x(t)$ and $\delta p(t)$ are arbitrary functions, Eqs. (22) can be satisfied only if

$$\dot{p}Q^H(p, x) = -\frac{\partial H^H}{\partial p} \otimes Q^H(p, x), \quad (24a)$$

$$\dot{x}Q^H(p, x) = \frac{\partial H^H}{\partial x} \otimes Q^H(p, x). \quad (24b)$$

We call Eqs. (24) the generalized Hamilton equations. Their substitution into the continuity equation (13) gives after little algebra

$$\frac{\partial}{\partial t} Q^H = \gamma^H \otimes Q^H, \quad (25)$$

where $\gamma$ is the classical Poisson bracket operation defined by Eq. (9). Using the definitions (19) of the Hamilton generators for classical and quantum mechanics, Eq. (25) expands into

$$\frac{\partial}{\partial t} Q^H = -\frac{i}{\hbar} \left( H^H \otimes Q^H - Q^H \otimes H^H \right), \quad (26a)$$

$$\frac{\partial}{\partial t} Q^\ell = H^\ell \otimes Q^\ell. \quad (26b)$$

Application of the inverse Husimi transformation to both sides of these equations gives the familiar classical Liouville equation

$$\frac{\partial}{\partial t} P_c = H^\ell \otimes P_c, \quad (27a)$$

and the quantum Liouville equation in the Wigner representation

$$\frac{\partial}{\partial t} P^W_q = -\frac{i}{\hbar} \left( H^W_q \otimes P^W_q - P^W_q \otimes H^W_q \right). \quad (27b)$$

This finishes the proof.

**IV. EXTENDED HAMILTON VARIATION PRINCIPLE. SKODJE GAUGE FREEDOM**

We mentioned in Sec. II the analogy between the dynamics of a quantum state $P^W$ and an electric charge distribution. According to Noether’s theorem, the charge conservation originates from the gauge invariance of electromagnetic potentials. Similarly, the hydrodynamic phase space velocities $\dot{p}$ and $\dot{x}$ in Eq. (13) are defined up to arbitrary divergenceless fluxes, which do not alter the local density of effective fluid $Q^H$. This fact will be hereafter referred as the Skodje flux gauge invariance to pay tribute to the seminal paper [16]. In this section, we generalize the definition of the action $S$ in the Husimi representation to account for the Skodje gauge freedom.

We will need the following additional notations. Let $z = \{p, x\}^T$, $\tilde{z} = \Omega z = \{p, -x\}^T$ and $\tilde{z} = \{\dot{p}, \dot{x}\}^T$ be two $2N$-dimensional vectors of the phase space coordinates and velocities. Here

$$\Omega = \left( \begin{array}{cc} 0 & I_N \\ -I_N & 0 \end{array} \right), \quad (28)$$

is symplectic matrix, where $I_N$ is the $N \times N$ identity matrix. Denote by $G_{i,i,j}(p, x, t)$ $(i, j = 1, \ldots, 2N)$ the $2N \times 2N$ set of arbitrary real-valued functions (introduced at the end of Sec. II), such that $G_{i,j} = -G_{j,i}$.

**Theorem 2** (The extended Hamilton variation principle). The statement of Theorem 1 also applies to the extended action

$$S = \int_t^{t_i} dt \left( \langle L(p, x)|Q^H \rangle - \langle L(\hat{\mathcal{H}}^H \otimes Q^H) \rangle + \langle L(A^c + \tilde{z} \cdot F^c) \rangle \right), \quad (20^*)$$

where $A^c(p, x, t)$ is the Skodje gauge potential, which is an arbitrary twice differentiable function of its arguments, and the $2N$-dimensional vector $F^c$ with elements $F^c_i = \sum_{j=1}^{2N} \frac{\partial G_{i,j}}{\partial z_j}$ plays the role of the Skodje vector gauge.

**Proof.** Repeating the steps leading to Eqs. (24) in the proof of Theorem 1 one obtains

$$\dot{z}Q^H(p, x) = \frac{\partial G_{i,j}}{\partial z_j} \otimes Q^H(p, x) + \frac{\partial A_i}{\partial z_j} + F^c. \quad (29)$$

These extended Hamilton equations of motion differ from Eqs. (24) by the additional last terms containing the scalar and vector Skodje gauges $A^c$ and $F^c$. However, when substituting them into the continuity equation (13), all the terms containing the gauge potentials cancel out leading to Eqs. (27), which finishes the proof.

Note that the gauges $A^c$ and $F^c$ also admit for their own “internal” gauge freedom in the sense that for any twice-differentiable real function $f(p, x, t)$ obeying Eq. (18) the transformation

$$A^c \rightarrow A^c + f, \quad G_{i,i+1+N} \rightarrow G_{i,i+1+N} - f,$$

$$G_{i,i+N, i} \rightarrow G_{i,i+N, i} + f \quad (i = 1, \ldots, N) \quad (30)$$

is a valid gauge transformation.
does not change the right-hand side of Eq. (29).

From the perspective of differential geometry, the gauge terms $G_{i,j}$ can be seen as the coefficients of the $(2N-2)$-form
\[ \mathcal{I} = \sum_{i,j} G_{i,j}^* T^{i,j} = 2 \sum_{i,j} G_{i,j}^* T^{i,j}, \]
(31)
where $T^{i,j}$ denotes a 2-vector with components along $i$th and $j$th phase space dimensions and $T^{i,j}$ is the $(2N-2)$-form dual to $T^{i,j}$. The Skodje gauge freedom described by theorem 2 follows from the exactness of closed forms
\[ \tilde{d} = \sum_i F_i^* \left( \frac{\partial}{\partial z_i} \right) \]
and $dA$
\[ \tilde{d}(\tilde{d}) = 0, \quad \tilde{d}(dA) = 0, \]
(32)
where $\tilde{d}$ denotes the external derivation [31].

It is instructive to consider two examples of the Skodje gauge transformations of Husimi flows. Denote by $\kappa_i$ $(i=1, \ldots, 2N)$ the set of constant vectors (of an arbitrary length) pointing along each phase space dimension and construct the vector $k(a) = \sum_i a_i \kappa_i$, where $a_i$ are some real coefficients. Let us also denote $J(z) = \frac{2\pi N}{(2N)} \otimes Q^H(p, x)$ for brevity. Consider the following gauges:
\[ G_{i,j} = \int_0^1 \alpha^{2N-2} (z_j(z) - z_j(\alpha z)), \]
(33)
\[ G_{i,j} = \frac{1}{2SN} \int_0^1 \alpha^{2N-2} (z_j(\alpha z) - z_j(z)) \]
(34)
where $S_{2N} = \frac{2\pi N}{(2N)}$ is the area of the unit sphere in an $2N$-dimensional space and integration over the surface of the unit sphere $|a_i| = 1$. Straightforward algebra shows that the gauge (33) converts Eq. (29) into
\[ \dot{z}Q^H(p, x) = \int_0^1 \alpha^{2N-2} z \text{ div} J(\alpha z). \]
(35)
The respective equation for the gauge (34) reads
\[ \dot{z}Q^H(p, x) = -\frac{1}{2SN} \int_0^1 \alpha^{2N-2} \int d^{2N-1} \omega \kappa(\omega) \text{ div} J(z + \alpha \kappa(\omega)). \]
(36)
Here we used notation $\text{div} J(\alpha z) = \sum_{i=1}^{2N} \frac{\partial J_i(\alpha z)}{\partial z_i}$. In the special case when all $\kappa_i$ are unit vectors, Eq. (36) can also be rewritten as
\[ \dot{z}Q^H(p, x) = -\frac{1}{(2N-2)SN} \int \cdots \int_{-\infty}^{+\infty} \alpha \omega' \text{ div} J(z) \frac{\partial z}{\partial z'}. \]
(37)

The right hand sides of Eqs. (35) and (36) vanish for any steady state. In contrast, the right hand sides of Eqs. (24), representing the case of the “default” gauge $G=A=0$, vanish for only classical (but not for quantum) steady pure states. Thus, the significant difference between the two mechanics appears to be a mere consequence of the gauge convention. Note that vanishing phase space dynamics for steady states is one of the hallmarks of the Madelung theory (Bohmian mechanics). In fact, we have shown in Ref. [32] that the Bohmian mechanics is just another Skodje-gauge-transformed Husimi representation.

V. DISCUSSION AND CONCLUSION

In this paper, we extended the Husimi representation of quantum mechanics as the equivalent Hamilton theory of a classical many-body system with non-local interactions, where trajectories of “particles” obey an analog of the classical least action principle. The trajectory-based description makes our theory distinct from other phase space formulations of quantum mechanics\(^3\), and puts it in the form as similar to the Hamiltonian mechanics as possible.

Our theory extends the Wigner representation, which is simultaneously the phase space as well as the Hilbert space theory. This very duality (briefly reviewed in Appendix A) enabled the classical-like reformulation of quantum mechanics developed in this paper. Note that one can also go the other way and derive quantum-like reformulation of classical mechanics; the result is known as the Koopman-von Neumann (KvN) theory. The link between the KvN theory and the Wigner representation is explained in Appendix A and Ref. [33].

Our variation principle formulation, Eq. (20*), and the KvN theory highlight the fact that the difference between classical and quantum mechanics stems exclusively from the different definitions of pure states. As discussed before Eq. (15), pure states in classical mechanics represent point particles described by the $\delta$-functions in the KvN formulation. To preserve purity, the KvN generator of motion must be a first-order differential operator. The only skew-Hermitian operator satisfying this condition is the Poisson bracket $H_\circ$. The quantum-mechanical definition (15) implies that the purity-preserving variations $\delta Q^H_q$ of $Q^H_q$ satisfy the equality
\[ \delta Q^H_q \star Q^H_q + \delta Q^H_q \star \delta Q^H_q = \delta Q^H_q (2\pi \hbar)^{-N}. \]
(38)
The equality (38) matches the general definition of derivation (see Ref. [34], Sec. 3, Lemma I.1), implying that $\delta Q^H_q \ll H^H_q \star Q^H_q - Q^H_q \star H^H_q$ for some $H^H_q(p, x)$, which matches (26a).

Despite our theory is formulated for pure states, the resulting Hamilton equations of motion (29), as well as
\[ ^3\text{Madelung-de Broglie theory (Bohmian mechanics), which also enables trajectory-based description of quantum processes, appears to be a special case of the presented theory restricted to pure states, as shown in Ref. [32],} \]
the master equations (26) and (27) are linear in the system state $Q^\mathcal{H}(\mathbf{p}, \mathbf{x})$ and hence are valid for both pure and mixed states.

Note that the limit $\hbar \to 0$ in Eq. (15b) is singular, which clearly shows that classical mechanics is an approximation, which is well-defined for small, but still finite values of $\hbar$ supporting the $\star$ operation with the property (15b). In other words, even in classical mechanics, the dynamical structure of Schrödinger equation for the effective system, where the operator $\hat{H} - \hat{\mathcal{H}}$ plays the role of effective Hamiltonian. However, in contrast to ordinary Schrödinger equation, the classical limit of the generator of motion in Eq. (A3) is well-defined. Namely, 

$$
-\frac{i}{\hbar} [\hat{H} - \hat{\mathcal{H}}] \bigg|_{\hbar \to 0} = \mathcal{H}^\star, 
$$

the classical Poisson bracket, which is the generator of motion in the KvN Hilbert space formulation of classical mechanics. Respectively, the classical limit $\Psi |_{\hbar \to 0}$ of effective wavefunctions in (A3) is the KvN wavefunction of classical state [33].
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Appendix A: Wigner representation of quantum mechanics as the Hilbert space theory

Here we outline the pedagogical way to reveal the Hilbert space structure underlying the Wigner phase space representation of quantum mechanics with the help of Bopp operators [41]. Left $\hat{O}$, and right $\hat{O}$ Bopp operators associated with an arbitrary Weyl symbol $O^W_q$ are defined via relations

$$
\hat{O} P^W_q = O^W_q \star P^W_q, \quad \hat{O} P^W_q = P^W_q \star O^W_q, \quad (A1)
$$

which should be valid for an arbitrary Wigner function $P^W_q$. Specifically, the Bopp operators associated with canonical position and momentum coordinates read

$$
\hat{p}_n = p_n - i\hbar \frac{\partial}{\partial x_n}, \quad \hat{x}_n = x_n + \frac{i\hbar}{2} \frac{\partial}{\partial p_n}, \quad (A2a)
$$

$$
\hat{p}_n = p_n + i\hbar \frac{\partial}{\partial x_n}, \quad \hat{x}_n = x_n - \frac{i\hbar}{2} \frac{\partial}{\partial p_n}. \quad (A2b)
$$

Left Bopp operators (A2a) obey commutation relations similar to canonical commutation relations between position and momentum operators: $[\hat{p}_n, \hat{x}_m] = -i\hbar$, $[\hat{p}_n, \hat{p}_m] = 0$ etc. Right Bopp operators (A2b) satisfy the alike relations, which only differ by complex conjugation, e.g., $[\hat{p}_n, \hat{x}_n] = i\hbar$. Furthermore, left and right Bopp operators commute. Because of these remarkable properties, left (right) Bopp operators associated with any quantum observable $\hat{O} = \hat{O}(\hat{p}, \hat{x})$ can be found simply by replacing $\hat{p}$ and $\hat{x}$ with $\hat{p}$ and $\hat{x}$ with $\hat{p}$ and $\hat{x}$ in $O(\hat{p}, \hat{x})$.

Note that Bopp operators (A2) resemble linear combinations of coordinate and momentum operators with real coefficients for an effective system of $2N$ particles, where one half of operators is written in the coordinate representation and another half in the momentum representation. Hence, any Bopp operator can also be interpreted as a Hermitian operator describing this effective system. The corresponding $2N$-dimensional Hilbert space is exactly the Hilbert space of Wigner representation.

One can further leverage the analogy with the effective system and define “wavefunctions” $\Psi(\mathbf{p}, \mathbf{x})$ on the just-defined Hilbert space, which inner product is $\langle \Psi_1 | \Psi_2 \rangle = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d\mathbf{p} d\mathbf{x} \Psi_1^\dagger \Psi_2$. It is possible to show that in the case of quantum pure states the Wigner function $P^W_q$ coincides with $\Psi(\mathbf{p}, \mathbf{x})$ up to scaling factor $(\Psi(\mathbf{p}, \mathbf{x}) = (2\pi\hbar)^{N/2} P^W_q)$ [42]. The Bopp representation

$$
\frac{\partial}{\partial x} \Psi = -\frac{i}{\hbar} (\hat{H} - \hat{\mathcal{H}}) \Psi \quad (A3)
$$

of quantum Liouville equation (27b) has the mathematical structure of Schrödinger equation for the effective system, where the operator $\hat{H} - \hat{\mathcal{H}}$ plays the role of effective Hamiltonian. However, in contrast to ordinary Schrödinger equation, the classical limit of the generator of motion in Eq. (A3) is well-defined. Namely, 

$$
-\frac{i}{\hbar} (\hat{H} - \hat{\mathcal{H}}) \bigg|_{\hbar \to 0} = \mathcal{H}^\star, 
$$

is the classical Poisson bracket, which is the generator of motion in the KvN Hilbert space formulation of classical mechanics. Respectively, the classical limit $\Psi |_{\hbar \to 0}$ of effective wavefunctions in (A3) is the KvN wavefunction of classical state [33].
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