A Two-Parameter Modified Logistic Map and Its Application to Random Bit Generation

Lazaros Moysis, Aleksandra Tutueva, Christos Volos, Denis Butusov, Jesus M. Munoz-Pacheco and Hector Nistazakis

1 Laboratory of Nonlinear Systems, Circuits & Complexity (LaNSCom), Physics Department, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece; lmousis@physics.auth.gr
2 Department of Computer-Aided Design, Saint Petersburg Electrotechnical University “LETI”, 5, Professora Popova st., 197376 Saint Petersburg, Russia; avtutueva@etu.ru
3 Youth Research Institute, Saint-Petersburg Electrotechnical University “LETI”, 5, Professora Popova st., 197376 Saint Petersburg, Russia; dnbutusov@etu.ru
4 Faculty of Electronics Sciences, Autonomous University of Puebla, Puebla 72000, Mexico; jesusm.pacheco@correo.buap.mx
5 Section of Electronic Physics, Department of Physics, National and Kapodistrian University of Athens, 15784 Athens, Greece; enistaz@phys.uoa.gr

Received: 20 April 2020; Accepted: 8 May 2020; Published: 18 May 2020

Abstract: This work proposes a modified logistic map based on the system previously proposed by Han in 2019. The constructed map exhibits interesting chaos related phenomena like antimonotonicity, crisis, and coexisting attractors. In addition, the Lyapunov exponent of the map can achieve higher values, so the behavior of the proposed map is overall more complex compared to the original. The map is then successfully applied to the problem of random bit generation using techniques like the comparison between maps, XOR, and bit reversal. The proposed algorithm passes all the NIST tests, shows good correlation characteristics, and has a high key space.
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1. Introduction

Chaos theory has found numerous applications over the last 50 years, including, but not limited to, encryption, engineering, secure communications, robotics, biology, and economics—see, for example, Refs. [1–4] and the references cited therein. Nonlinear systems with chaotic properties are deterministic systems with high sensitivity to small changes in initial conditions and parameters which lead to completely different solution trajectories. This sensitivity, combined with their deterministic nature, makes chaotic systems a perfect basis for designs that require high complexity and increased security.

Due to their abovementioned usability, there is an ongoing demand for constructing novel chaotic systems. Moreover, it is of interest to develop minimal chaotic systems that can provide high performance when implemented on FPGA [5,6]. Most of constructed chaotic maps are modifications of known chaotic systems. These modifications usually follow simple techniques, such as introducing additional nonlinear terms in the system’s differential/difference equations, changing an existing term to a higher-order term, or even by adding new variables to make the system hyperchaotic that is, having at least two positive Lyapunov exponents, which can only happen for four-dimensional systems or higher.

The logistic map [7,8] is one of the most well-known one-dimensional discrete time systems with chaotic behavior. Originally considered as a population model, it eventually found numerous...
applications in encryption, due to its simple and elegant form. This has also lead to many subsequent modifications of the map—see, for example, [9–17].

In this study, we consider a modification of the logistic map considered in [9]. The proposed modification is obtained by combining the map [9] with the conventional logistic map. This is done by multiplying the values of the map in [9] by the values of the logistic map computed from the decimal part of the same map, yielding a more complex behavior. The original map [9] exhibits a symmetric bifurcation diagram and constant chaos with a constant Lyapunov exponent, yet the proposed chaotic map showcases a plethora of chaos related phenomena, like antimonotonicity, crisis, and coexisting attractors, and the symmetric bifurcation diagram is now modified. In addition, the Lyapunov exponent of the new map can reach higher values, so overall the proposed map has a more complex chaotic behavior compared to the original map, and consequently compared to the classic logistic map as well. The emergence of many chaos related phenomena in the proposed system is an indication that the method of combining a given map with the logistic map derived from its decimal part can be generally utilized as a technique to make the behavior of a given system more complex.

Moreover, the proposed map is applied to the problem of pseudo-random bit generation [2,3,10,11,13,18–36]. The term pseudo comes from the fact that a deterministic system is used to generate the sequence, rather than a random process, which is the case in true random bit generators. If the generator is properly designed though, the resulting sequence will have the characteristics of a random sequence. The methods used utilizes various simple techniques like combinations of multiple maps, the comparison between different decimal parts of a number, bit reversal, and the XOR operator. The sequences obtained by the pseudo-random bit generator based on the new map passes all 15 of the NIST statistical tests, shows good correlation and cross-correlation characteristics, and has a satisfactory key space. Thus, it is suitable for encryption related applications.

The rest of the work is structured as follows: In Section 2, the proposed modification of the well-known logistic map is presented and studied. In Section 3, the considered chaotic system is applied to the problem of random bit generation. Finally, Section 4 concludes the work with a discussion on future research topics.

2. The Proposed Map

In [9], the following modified logistic map was proposed:

$$x_i = 2\beta - \frac{x_{i-1}^2}{\beta}$$  \hspace{1cm} (1)

The behavior of one-dimensional map Equation (1) depends on a single parameter $\beta$. This map exhibits constant chaos for all values of its parameter, with a full mapping of the state values on $x_i \in [-2\beta;2\beta]$ provided that $x_0 \in [-2\beta;2\beta]$. Its symmetric bifurcation diagram is shown in Figure 1 and the diagram of its Lyapunov exponent in Figure 2.

![Figure 1. Bifurcation diagram of Equation (1), with respect to parameter $\beta$.](image-url)
Here, a modified version of Equation (1) is proposed, given by

\[ x_i = p_i \left( 2\beta - \frac{x_i^2 - 1}{\beta} \right) \]  

(2)

where \( p_i = r \cdot \text{mod} \ (x_{i-1}, 1) \cdot (1 - \text{mod} \ (x_{i-1}, 1)) \). With the above modification, the values of the chaotic map Equation (1) are multiplied by the value \( p_i \in [0; 1] \) which is actually the classic logistic map with bifurcation parameter \( r \), computed using the decimal part of \( x_{i-1} \text{ mod} \ (x_{i-1}, 1) \in [0; 1] \) instead of \( x_{i-1} \). The mod operator is used here to take the decimal part of \( x_{i-1} \), so that \( p_i \) is bounded on the interval \([0; 1] \).

The bifurcation diagram of map Equation (2) with respect to parameter \( \beta \) and \( r = 4 \) is shown in Figure 3. The initial condition in each iteration is chosen as \( x_0 = 0.1 \). From Figure 3, it can be seen that the system exhibits a similar but more complex behavior compared to Label (1), with small periodic windows appearing. This behavior can be seen more clearly in the zoomed subures. It is observed that the system exhibits crisis phenomena, where it exists abruptly from chaos and re-enters it following a period doubling route. What is also interesting is that there are small windows where the phenomenon of antimonotonicity appears. This is when the system enters chaos by following a period doubling route, and then exists from chaos by following a reverse period halving route. This is observed in the subfigures around the value of \( \beta = 1.02 \). The chaotic oscillation mode is verified by the diagram of the Lyapunov exponent shown in Figure 4. In addition, Figure 5 shows a full plot for the Lyapunov exponent up to \( \beta = 150 \). From this figure, it can be seen that the Lyapunov exponent slowly increases to reach a value higher than 5, while there are also very small periodic windows appearing.

Similar phenomena can be observed for different values of the parameter \( r \). For example, the bifurcation diagram and the curve of the Lyapunov exponent with respect to parameter \( \beta \) for \( r = 3.8 \) can be seen in Figures 6 and 7. Again, antimonotonicity appears around the value of \( \beta = 1.1 \). The system also exits abruptly from chaos and re-enters it through a period doubling route.

In addition to the rich dynamical behavior with respect to parameter \( \beta \), the proposed map also exhibits chaotic oscillations with respect to parameter \( r \), as seen in Figures 8 and 9 where \( \beta = 10 \). The system here exhibits crisis phenomena again.

Moreover, as can be seen from Figures 4, 5, 7 and 9, it is important to note that the system can achieve a Lyapunov exponent value that is higher than that of the system in [9] and also the classic logistic map, which both achieve the higher value at around 0.7.

To study the existence of coexisting attractors in the system, its continuation diagram is plotted. The continuation diagram is similar to the bifurcation diagram, with the difference that, in each iteration, the initial value of the chaotic map is taken to be equal to the final value of its previous simulation. The continuation diagram can thus be computed as the bifurcation parameter increases or decreases. Figure 10 shows the bifurcation diagram (black, \( x_0 = 0.1 \)) of the map with respect to \( \beta \) with \( r = 4 \), overlapping with its forward (red) and backward (green) continuation diagrams.
This plot reveals coexisting attractors for the system around the value of $\beta = 1.05$. This means that, depending on the initial condition of the system, its steady-state behavior may converge to different attracting regions.

Figure 3. Bifurcation diagram of Equation (2), with respect to parameter $\beta$, for $r = 4$.

Figure 4. Diagram of the Lyapunov exponent Equation (2), with respect to parameter $\beta$, for $r = 4$.

Figure 5. Wider diagram of the Lyapunov exponent Equation (2), with respect to parameter $\beta$, for $r = 4$. 
Figure 6. Bifurcation diagram of Equation (2), with respect to parameter $\beta$, for $r = 3.8$.

Figure 7. Diagram of the Lyapunov exponent Equation (2), with respect to parameter $\beta$, for $r = 3.8$.

Figure 8. Bifurcation diagram of Equation (2), with respect to parameter $r$, for $\beta = 10$. 
To apply the proposed map to pseudo-random bit generation, an algorithm was devised with the aim of having pseudo-random properties, weak correlation, and high key space. The proposed algorithm utilizes the techniques of comparing different decimal parts from different maps, as was performed in [23] for one map, the technique of bit reversal [19,22], performed here in a chaotic way, depending on the values of a logistic map, and also the XOR operator, which is commonly used in PRBGs [19–21,31,37].

The algorithm is outlined as follows:

**Step 1.** First, two modified logistic maps \(x_0, y_0\), one classic logistic map \(z_0\), as well as two bit sequences \(b_0, d_0\) are initialized, and the maps’ parameters are chosen.

**Step 2.** In every iteration, the decimal part of \(x_i + y_i\) is compared to the decimal part of \(10^6(x_i \cdot y_i)\) and depending on the result a 0 or 1 is produced and saved in \(b_i\). Similarly, the decimal part of \(10^6(x_i + y_i)\) is compared to the decimal part of \(x_i \cdot y_i\) and depending on the result a 0 or 1 is produced and saved in \(d_i\).

**Step 3.** For every 10 iterations, the value of the logistic map \(z(\frac{x_i}{10^6})\) is compared to the decimal part of \(x_i + y_i\). Depending on the result, a bit reversal is performed on the last ten digits of \(b\) or \(d\).

**Step 4.** Once the desired bitstream length is reached, the obtained sequence is computed using \(XOR(b, d)\).
A full description of the proposed technique is described in Algorithm 1. Note that, when the decimal part is computed in each iteration, its sign is discarded, so a positive value is always returned. The modulo operation is performed using the `rem` command in Matlab.

**Algorithm 1** The Proposed Random Bit Generator.

**Data:** Initialize initial conditions: \(x_0, y_0, z_0\), parameter values: \(r_x, r_y, r_z, \beta_x, \beta_y\), Bit subsequences \(b_0, d_0\) and bitstream length: \(\ell\).

```plaintext
for i=1:\ell do
    x_i = r_x \cdot \text{mod} (x_{i-1}, 1)(1 - \text{mod} (x_{i-1}, 1)) \left(2\beta_x - \frac{x_i^2}{\beta_x}\right)
    y_i = r_y \cdot \text{mod} (y_{i-1}, 1)(1 - \text{mod} (y_{i-1}, 1)) \left(2\beta_y - \frac{y_i^2}{\beta_y}\right)
    if \text{mod} (x_i + y_i, 1) \leq \text{mod} (10^6(x_i \cdot y_i), 1) then
        b_i = 0
    else
        b_i = 1
    end if
    if \text{mod} (10^6(x_i + y_i), 1) \leq \text{mod} (x_i \cdot y_i, 1) then
        d_i = 0
    else
        d_i = 1
    end if
end for

bitstream = XOR(b, d)
```

The proposed technique was tested using the National Institute of Standards and Technology (NIST) statistical test package [38]. The suite consists of 15 tests that are used to test the randomness of a sequence. For each test, a \(p\)-value is calculated. If the value exceeds a significance value \(\alpha\), the test is passed. A set of 50 bit sequences of \(10^6\) bits each was considered, for parameter values \(\beta_x = \beta_y = 40\), \(r_x = r_y = r_z = 4\) and arbitrarily chosen initial values. The results are shown in Table 1, where it can be seen that all the tests are passed. For tests that have multiple case runs, only the last \(p\)-value is printed.

In addition, Figure 11 depicts the autocorrelation and cross-correlation plots for a bit sequence of length \(10^5\), generated for parameter values \(\beta_x = \beta_y = 30\), \(r_x = r_y = r_z = 4\). For pseudo-random sequences, the auto-correlation should have a delta like form, and the cross-correlation should be close to zero [3,13], which is verified in Figure 11a. For the cross-correlation, two bit sequences were generated for the same parameter values and initial conditions, with the only difference taken as follows: In (b), the initial condition of the first map was chosen as \(x_0 = 0.1\) and \(x'_0 = x_0 + 10^{-16}\). In (c), the parameter of the first map is chosen as \(r_x = 4\) and \(r'_x = 4 - 10^{-15}\). In (d), the parameter of the first map is chosen as \(\beta_x = 40\) and \(\beta'_x = 40 + 10^{-14}\).
As for the key space, the proposed technique utilizes two modified logistic maps and one logistic map, each with different initial conditions and parameters. Thus, in the case of the floating-point data type with double precision [39], there are overall eight key parameters, so the upper bound for the key space is \((4 − 3.6)10^{8.16} = 2^210^{11.28} = 2^210^{127} \approx 2^2(10^3)^{42.3} \approx 2^22^{423} = 2^{425}\). This is higher than the value of \(2^{100}\) that is required to resist brute force attacks, as reported in [40].

Table 1. NIST statistical test results, with \(a = 0.01\).

| No. | Statistical Test                  | \(p\)-Value | Proportion | Result     |
|-----|-----------------------------------|-------------|------------|------------|
| 1   | Frequency                         | 0.289667    | 49/50      | success    |
| 2   | Block Frequency                   | 0.383827    | 48/50      | success    |
| 3   | Cumulative Sums                   | 0.419021    | 49/50      | success    |
| 4   | Runs                              | 0.122325    | 50/50      | success    |
| 5   | Longest Run                       | 0.383827    | 50/50      | success    |
| 6   | Rank                              | 0.616305    | 49/50      | success    |
| 7   | FFT                               | 0.191687    | 49/50      | success    |
| 8   | Non-Overlapping Template          | 0.991468    | 49/50      | success    |
| 9   | Overlapping Template              | 0.739918    | 50/50      | success    |
| 10  | Universal                         | 0.699313    | 50/50      | success    |
| 11  | Approximate Entropy               | 0.534146    | 50/50      | success    |
| 12  | Random Excursions                 | 0.407091    | 32/32      | success    |
| 13  | Random Excursions Variant         | 0.066882    | 32/32      | success    |
| 14  | Serial                            | 0.171867    | 50/50      | success    |
| 15  | Linear Complexity                 | 0.911413    | 48/50      | success    |

Figure 11. (a) auto-correlation; (b) cross-correlation, with the initial condition of the first map being chosen as \(x_0 = 0.1\) and \(x_0' = x_0 + 10^{-16}\); (c) cross-correlation, with the parameter of the first map is chosen as \(r_x = 4\) and \(r_x' = 4 - 10^{-15}\); (d) cross-correlation, with the parameter of the first map being chosen as \(\beta_x = 40\) and \(\beta_x' = 40 + 10^{-14}\).

4. Conclusions

In the present work, the modified version of the logistic map proposed in [9] was presented. The extensive dynamical analysis has shown that the proposed system exhibits phenomena like crisis, antimonotonicity, and coexisting attractors. This technique to increase the complexity of a map can
be tested on other systems in the future. The map was then applied to construct the chaos-based pseudo-random bit generator, utilizing techniques like multiple map comparison, bit reversal, and XOR. In addition, the key space of the proposed algorithm is much higher than the indicated threshold of $2^{100}$. Future aspects of this work will consider the application of the proposed PRBG to image encryption, the generation of multiple bits per iteration, as well as fractional versions of the map. It is of interest to develop the adaptive chaotic maps with controllable symmetry of a higher order based on the proposed map. It was previously shown that such systems are prospective for stream encryption algorithms [29,41]. Moreover, the obtained results can be applied to other cryptographic problems, including encoding multimedia data, creating watermarks and QR codes, generating checksums using chaotic hash functions, etc.
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