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Abstract: In this work, an artificial neural network (ANN) model was efficiently developed to predict the pyrolysis of mixed plastics, including pure polystyrene (PS), polypropylene (PP), low-density polyethylene (LDPE), and high-density polyethylene (HDPE), at a heating rate of 60 K/min using thermogravimetric analysis (TGA) data. The data of seventeen experimental tests of polymer mixtures with different compositions were used. A feed-forward back-propagation model, with 15 and 10 neurons in two hidden layers and TANSIG-TANSIG transfer functions, was constructed to predict the weight left percent during the pyrolysis of the mixed polymer samples. The model input variables include the composition of each polymer (PS, PP, LDPE, and HDPE), and temperature. The results showed an excellent agreement between the experimental and the predicted weight left percent values, where the correlation coefficient (R) is greater than 0.9999. In addition, to validate the proposed model, a highly efficient performance was found when the proposed model was simulated using new input data. Furthermore, a sensitivity analysis was performed using Pearson correlation to find the uncertainties associated with the relationship between the output and the input parameters. Temperature was found to be the most sensitive input parameter.
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1. Introduction

The global generation rate of municipal solid waste (MSW) has reached 2.01 Bt/year and it is expected to reach 2.59 Bt/year by 2030 [1]. In Saudi Arabia, 5.2% of the MSW is plastic waste [2]; 15.3 Mt/year of MSW was generated in 2014 and the rate is expected to reach 30 Mt/year by 2033 [3]. Due to the current challenges of plastic recycling, most of the plastic waste is either incinerated or disposed of in landfills, and thus produced harmful products and emissions causing critical environmental issues [4]. The pyrolysis of plastic waste has been considered as a promising alternative treatment option where oil and gas products, with high caloric values, can be used as fuel for some engines.

Constantinescu et al. [5] investigated the products (oil and/or gas) of the pyrolysis of low-density polyethylene (LDPE), high-density polyethylene (HDPE), polypropylene (PP), and polystyrene (PS). The effect of catalysts on the pyrolysis products was studied using lignite and zeolite catalysts. It was reported that the caloric values of the produced oil ranged between 40.17 and 45.35 MJ/kg, and thus it was recommended as an alternative fuel for diesel engines. In addition, the produced oil had a lower sulfur content that was found to be below the acceptable limit. Furthermore, the produced gas was rich in hydrocarbons and has caloric values ranging between 73.42 and 121.18 MJ/kg.

In addition, Constantinescu et al. [6] explored the types of oil and gas produced from the pyrolysis of PP, polyethylene (HDPE and LDPE), and PS. Two mesoporous silica materials (MCM-41 and SBA-15) were used. A positive effect of the catalyst on the caloric values of the produced oil and gas was reported. Also, it was claimed that the produced oil and gas are much cheaper than those available on the market.
In Saudi Arabia, plastic wastes mainly comprise LDPE, HDPE, PS, polyvinyl chloride (PVC), and PP [7].

Due to its powerful performance to predict efficiently different experimental data, artificial neural network (ANN) modeling has attracted the attention of many researchers to be used for a variety of engineering applications. For example, ANN models can be used to predict the thermogravimetric analysis (TGA) data of the materials’ thermal decomposition (pyrolysis).

In 2004, Conesa et al. [8] developed, for the first time, an ANN model to predict the kinetic parameters of the pyrolysis of some materials using TGA-experimental data at different heating rates. Bezerra et al. [9] predicted the TGA data of the pyrolysis of carbon-reinforced fiber composites and carbon fibers using ANN. Two input parameters (temperature and heating rate) and an output layer (mass retained) were used. The optimum ANN topology was reported as 2-21-21-1. Burgaz et al. [10] used ANN to predict the thermal stability and crystallinity of the mixture of polyethylene oxide and clay using experimental data obtained by differential scanning calorimetry (DSC), dynamic mechanical analysis (DMA), and TGA. For TGA experiments, an ANN model, with a feed-forward back-propagation, Levenberg–Marquardt (LM) algorithm, and TANSIG–LOGSIG–purelin transfer function, for the first and second hidden layers, was structured. Temperature and clay weight percent were the input parameters to predict weight loss percent. Excellent performance, with a regression coefficient of 0.99994, was reported.

Yıldız et al. [11] developed an ANN model to predict the weight loss percent during the thermal decomposition of some blends with different compositions using non-isothermal TGA data covering a wide temperature range (298–1273 K). Three input parameters, namely temperature, blend ratio, and heating rate, were used as the input variables. Good performance of the proposed model was reported.

Çepelioğullar et al. [12] investigated the weight loss of a refuse-derived fuel during its pyrolysis process by developing an ANN model using TGA data. Two input parameters (heating rate, and temperature) were used. Transfer functions and the number of neurons in each hidden layer were optimized to obtain the best structure of the proposed model. The best-reported topology includes seven to eight neurons with TANSIG-LOGSIG-purelin transfer functions.

Charde et al. [13] developed an ANN model to predict some of the kinetic parameters of the thermal decomposition of the mixture of polycarbonate and CaCO$_3$ using TGA experimental data. Three input parameters (temperature, conversion, and time) were used. Two statistical parameters, namely mean squared error and regression coefficient, were used to identify the best architecture of the proposed ANN model. Chen et al. [14] investigated the thermodynamic and kinetic characteristics of the combustion of some blends at different CO$_2$/O$_2$ ratios. In addition, an ANN model, with three input parameters (heating rate, temperature, and CO$_2$/O$_2$ ratio), was developed to predict the mass loss percent using TGA data. In 2018, Naqvi et al. [15] developed an ANN model using TGA data to predict the thermal decomposition of a sewage sludge that has a high ash content. Good performance of the proposed ANN model was reported.

Bong et al. [16] studied the effect of microalgae ash catalysts on the pyrolysis of a mixture of a peanut shell and pure microalga at different heating rates (10–100 K/min). Like the rest of the previous researchers, an ANN model, with heating rate and temperature as input variables, was developed to predict the weight loss percent of the mixture during its thermal decomposition using TGA data.

Dubdub and Al-Yaari [17,18] and Al-Yaari and Dubdub [19] performed comprehensive investigations aiming to obtain the kinetic parameters of the pyrolysis of LDPE, catalytic pyrolysis of HDPE, and the co-pyrolysis of different polymer mixtures including PS, PP, LDPE, and HDPE. In addition, ANN modeling was attempted to predict the weight loss percent using TGA experimental data [17,18]. Excellent agreement between the experimental and predicted results was reported.
Sathiya Prabhakaran et al. [20] investigated the combustion of pet coke under an oxygen atmosphere at three different heating rates (10, 50, and 75 K/min) from 308 to 1173 K. An ANN model with LM algorithm was developed to predict the mass loss percent as a function of temperature and heating rate. A single-layer perception model (SLP) 2-6-1 and a multi-layer perception model between 2-14-6-1 and 2-14-7-6-1, with 11 different models, were tested. Three statistical parameters, namely coefficient of variation ($R^2$), sum of deviation square (SS), and mean residual (MR), were used to evaluate the proposed models. The best architecture model was reported as NN7-MLP2, 2-14-7-6-1.

Liew et al. [21] investigated the catalytic co-pyrolysis of corn cob and high-density polyethylene (HDPE) at a wide range of heating rates (10–200 K/min) and temperatures (323–1173 K). One of the main objectives of that work was to develop an ANN model to predict the co-pyrolysis behavior and determine the thermogravimetric curves as a function of temperature, heating rate, and mixing ratio.

Although extensive work has been performed to develop ANN models to predict the thermal decomposition data of pure polymers/materials, there is insufficient work targeting mixed plastic wastes. Therefore, this work aims to develop an efficient ANN model to predict the pyrolysis data of mixtures of four different polymers (PS, PP, LDPE, and HDPE) using experimental data published earlier [17]. In addition, sensitivity analysis using Pearson correlation was performed.

2. Materials and Methods

2.1. Experiments

The four different polymer samples (PS, PP, LDPE, and HDPE) were characterized using proximate and ultimate analyses. Details of both analyses are reported elsewhere [17] and analysis data are presented in Table 1. The experimental matrix of all TGA tests, with different mixture compositions, at a 60 K/min heating rate is presented in Table 2.

2.2. Topology of ANNs

Process modeling requires the complete identification of the significant process variables whose values must be obtained experimentally. However, the model development and the experimental estimation of the variables are challenging in many conditions and become very difficult as the process complexity (non-linearity) increases. Thus, ANN modeling has attracted researchers’ attention as a powerful promising alternative option, but it needs computational effort [22]. However, after the identification of the process influenced parameters, experimental data must be representative, sufficient, and covering the variation margin of each parameter [23].

Typically, an ANN topology includes input, hidden, and output layers of neurons, and each layer must have a weight, a bias, and an output vector [24]. In addition, each layer has a transfer function connecting input and output layers.

Usually, the experimental (raw) data are divided into three subsets: a training set to establish the network learning and adjust the parameter weight as per the error function; a validation set to check the performance of the network; and, finally, a test set to test the generalization of the network [24].

To find the best structure of an ANN, it is required to optimize the number of hidden layers, the number of neurons in each layer, and the transfer function. The number of neurons in each hidden layer is a crucial parameter having a significant influence on the performance of the developed ANN model. Therefore, underfitting (too few neurons) and overfitting (too many neurons) should be avoided, and the optimum number of neurons must be obtained [25,26]. For this purpose, the prediction performance of different ANN architectures was checked.
Table 1. Proximate and ultimate analysis of different waste plastics.

| Plastic | Proximate Analysis, wt % | Ultimate Analysis, wt % |
|---------|--------------------------|-------------------------|
|         | Moisture | Volatile | Ash | C | H | N | S |
| PS      | 0.235    | 99.590   | 0.175 | 90.47 | 9.43 | 0.00 | 0.08 |
| PP      | 0.076    | 99.630   | 0.294 | 85.00 | 14.73 | 0.04 | 0.23 |
| LDPE    | 0.199    | 99.653   | 0.148 | 83.00 | 16.75 | 0.00 | 0.25 |
| HDPE    | 0.405    | 99.377   | 0.218 | 82.77 | 16.92 | 0.00 | 0.29 |

Table 2. Experimental matrix.

| Test No. | PP | PS | HDPE | LDPE |
|----------|----|----|------|------|
| 1        | 0  | 0.7| 0.3  | 0    |
| 2        | 0.3| 0.7| 0    | 0    |
| 3        | 0  | 0.7| 0    | 0.3  |
| 4        | 0  | 0.3| 0    | 0.7  |
| 5        | 0.3| 0  | 0    | 0.7  |
| 6        | 0  | 0  | 0.3  | 0.7  |
| 7        | 0  | 0  | 0.7  | 0.3  |
| 8        | 0.3| 0  | 0.7  | 0    |
| 9        | 0  | 0.3| 0.7  | 0    |
| 10       | 0.7| 0  | 0    | 0.3  |
| 11       | 0.7| 0  | 0.3  | 0    |
| 12       | 0.7| 0  | 0.3  | 0    |
| 13       | 0.333| 0.333| 0.333| 0 |
| 14       | 0  | 0.484| 0.325| 0.192|
| 15       | 0.167| 0.484| 0 | 0.349|
| 16       | 0.295| 0 | 0.55 | 0.155|
| 17       | 0.25| 0.25| 0.25 | 0.25 |

Some statistical parameters, including correlation coefficient (R), root mean square error (RMSE), mean absolute error (MAE), and mean bias error (MBE) were used to evaluate the proposed ANN model. Their equations are presented below [27,28].

\[
\text{Correlation coefficient (R)} = \frac{\sum_{i=1}^{n} (Y_{exp,i} - \bar{Y}_{exp})(Y_{est,i} - \bar{Y}_{est})}{\sqrt{\sum_{i=1}^{n} (Y_{exp,i} - \bar{Y}_{exp})^2} \sqrt{\sum_{m=1}^{n} (Y_{est,i} - \bar{Y}_{est})^2}} \tag{1}
\]

\[
\text{Root mean square error (RMSE)} = \sqrt{\frac{1}{N} \sum (Y_{est} - Y_{exp})^2} \tag{2}
\]

\[
\text{Mean absolute error (MAE)} = \frac{1}{N} \sum |Y_{est} - Y_{exp}| \tag{3}
\]

\[
\text{Mean bias error (MBE)} = \frac{1}{N} \sum (Y_{est} - Y_{exp}) \tag{4}
\]

where \(Y_{exp}\) is the experimental value of the weight left percent, \(Y_{est}\) is the ANN-estimated value of the weight left percent; and \(\bar{Y}\) is the average value of weight left percent.

In addition, sensitivity analysis was performed using Pearson correlation (Equation (5)) to investigate the uncertainties associated with relationships between input and output parameters.

\[
\text{Pearson correlation coefficient (r}_{XY}) = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2} \sqrt{\sum_{m=1}^{n} (Y_i - \bar{Y})^2}} \tag{5}
\]
where $X$ and $Y$ are input and output parameters, respectively, and $\bar{X}$ and $\bar{Y}$ are their mean values, respectively.

3. Results and Discussion

3.1. Raw Data

Using the thermogravimetric analyzer (TGA7), produced by PerkinElmer (Waltham, MA, USA), the TGA data were obtained, and the kinetic analysis of the experimental results is described elsewhere [17]. In this work, the obtained TGA data were used to develop the targeted ANN model.

3.2. Performance of the Developed ANN Model

The highly efficient ANN model was developed to predict the thermal behavior of mixed polymers. Specifically, the weight left percent of the tested mixtures, as a function of temperature, heating rate, and mixture composition, was targeted to be predicted by the proposed ANN model.

By the “nntool function” in MATLAB 2021a, developed by MathWorks Inc., Natick, Massachusetts, USA, the experimental datasets used for the training stage were divided randomly into three sets: 70% for training, 15% for validation, and 15% for testing.

In this investigation, an ANN model with a feed-forward and back-propagation scheme was developed using 534 datasets. Then, the developed model was validated using an extra 34 datasets during the simulation stage. The datasets’ distribution between training and simulation stages is presented in Table 3.

Table 3. Datasets distribution between the training and simulation stages for all tests.

| Test No. | Training Stage No. | Simulation Stage No. | Test No. | Training Stage No. | Simulation Stage No. |
|----------|--------------------|----------------------|----------|--------------------|----------------------|
| 1        | 29                 | 2                    | 10       | 32                 | 2                    |
| 2        | 32                 | 2                    | 11       | 32                 | 2                    |
| 3        | 30                 | 2                    | 12       | 32                 | 2                    |
| 4        | 33                 | 2                    | 13       | 32                 | 2                    |
| 5        | 33                 | 2                    | 14       | 33                 | 2                    |
| 6        | 33                 | 2                    | 15       | 32                 | 2                    |
| 7        | 31                 | 2                    | 16       | 29                 | 2                    |
| 8        | 33                 | 2                    | 17       | 25                 | 2                    |
| 9        | 33                 | 2                    |          | Total              | 534                  |

The best-developed model has two hidden layers with 15 and 10 neurons, respectively (i.e., 5-15-10-1). In addition, the TANSIG-TANSIG transfer functions and the linear transfer function (Pureline) for the output layer were recommended to be used. Moreover, among different algorithms that were checked, the Levenberg–Marquardt (LM) algorithm was recommended for this network [29]. The network topology of the proposed model is presented in Figure 1.

Figure 1. Topology of the best ANN network (5-15-10-1).

Figure 2 presents the performance of the proposed ANN model (5-15-10-1) for all stages. The results indicate an excellent agreement between the experimental (X-axis) and the predicted (Y-axis) values of the output parameter as indicated by the R-value.
Figure 2 presents the performance of the proposed ANN model (5-15-10-1) for all stages. The results indicate an excellent agreement between the experimental (X-axis) and the predicted (Y-axis) values of the output parameter as indicated by the R-value.

Figure 2. Regression of training, validation, and test plots.

The prediction performance of the 5-15-10-1 model was evaluated by the values of $R$, MAE, RMSE, and MBE. Although a high R-value is preferable, the values of other statistical measurements (MAE, RMSE, and MBE) should be low for a high-efficient ANN model. As presented in Table 4, a high R-value ($R \geq 0.9999$), and low values of MAE, RMSE, and MBE were obtained. These values imply the high-efficient performance of the developed model to predict the output parameter.

Table 4. Statistical parameters of the (5-15-10-1) ANN model.

| Set     | $R$    | RMSE  | MAE   | MBE   |
|---------|--------|-------|-------|-------|
| Training| 0.99994| 0.37553| 0.20154| −0.00257 |
| Validation| 0.99992| 0.37033| 0.19197| −0.04208 |
| Test    | 0.99995| 0.33777| 0.18669| 0.021799 |
| All     | 0.99994| 0.36933| 0.19788| −0.00484 |

Table 5 shows the parameters of the developed ANN model, and the “goal” was the mean square error (MSE), which was set to zero. Figure 3 shows the performance plot through the training, validation, and test errors when predicting the experimental values. The testing was stopped when validation error increased consecutively for six epochs. In this case, an optimum value of MSE (MSE = 0.13715) was obtained. This value is very small and additionally proves the good prediction performance of the developed model [30–32].
Table 5. Parameters of the developed ANN model.

| Parameter                   | Value                                                                 |
|-----------------------------|-----------------------------------------------------------------------|
| Network topology            | 5-15-10-1                                                             |
| Input parameters            | Temperature (K), PP composition (wt fraction), PS composition (wt fraction), HDPE composition (wt fraction), and LDPE composition (wt fraction) |
| Output parameter            | Weight left %                                                         |
| Training function           | Levenberg–Marquardt                                                  |
| Transfer function           | Tangent sigmoid (TANSIG)                                             |
| Performance function        | Mean squared error (MSE)                                              |
| Error tolerance             | 0.001                                                                |
| No. of iterations           | 1000                                                                 |
| Minimum gradient            | $1 \times 10^{-7}$                                                   |
| Validation check            | 6                                                                    |

![Figure 3. Optimum mean squared error.](image)

Furthermore, Figure 4 shows the error histogram for the training dataset, which is drawn across the zero error. The error lies only in a narrow range ($-1.609$ to $1.784$), which also indicates the good performance of the proposed ANN model.

![Figure 4. Error histogram of training data for the (5-15-10-1) network.](image)
To validate the proposed model, it was then checked with 34 new datasets. Table 6 presents the targeted values of the weight left percent of the plastic mixtures during the simulation stage using the new datasets.

Table 6. ANN-targeted weight left values using the new input datasets for the simulation step.

| Test No. | ANN Input Variables | ANN Output-Targeted Values |
|----------|---------------------|-----------------------------|
|          | Weight Fractions    | Temp. (K)                   | Mass Left (wt %) |
|          | PP  PS  HDPE  LDPE   |                             |                |
| 1        | 0.33 0.33 0.33 0    | 588                         | 99.5           |
| 2        | 0.33 0.33 0.33 0    | 648                         | 95.9           |
| 3        | 0.3  0.7  0  0    | 663                         | 96.6           |
| 4        | 0.3  0.7  0  0    | 678                         | 94             |
| 5        | 0  0.7  0  0.3    | 648                         | 90.5           |
| 6        | 0  0.7  0  0.3    | 678                         | 77.5           |
| 7        | 0  0.3  0  0.7    | 693                         | 73.3           |
| 8        | 0  0.3  0  0.7    | 723                         | 67.3           |
| 9        | 0.3  0  0  0.7    | 693                         | 90.5           |
| 10       | 0.3  0  0  0.7    | 738                         | 61             |
| 11       | 0  0  0.3  0.7    | 738                         | 95.7           |
| 12       | 0  0  0.3  0.7    | 753                         | 77.9           |
| 13       | 0  0  0.7  0.3    | 693                         | 85.7           |
| 14       | 0  0  0.7  0.3    | 738                         | 45.3           |
| 15       | 0.3  0  0.7  0    | 723                         | 79.7           |
| 16       | 0.3  0  0.7  0    | 768                         | 18.8           |
| 17       | 0  0.3  0.7  0    | 738                         | 70.8           |
| 18       | 0.7  0  0  0.3    | 678                         | 92.6           |
| 19       | 0.7  0  0  0.3    | 738                         | 2.68           |
| 20       | 0.7  0  0.3  0    | 708                         | 88.7           |
| 21       | 0.7  0  0.3  0    | 753                         | 34.3           |
| 22       | 0.7  0.3  0  0    | 723                         | 78             |
| 23       | 0.7  0.3  0  0    | 753                         | 41.7           |
| 24       | 0  0.7  0.3  0    | 724.1                       | 63.0           |
| 25       | 0  0.7  0.3  0    | 744.7                       | 90.4           |
| 26       | 0  0.484 0.325 0.192 | 693                        | 14             |
| 27       | 0  0.484 0.325 0.192 | 768                        | 80.4           |
| 28       | 0.167  0.484 0  0.349 | 726.2                       | 65.7           |
| 29       | 0.167  0.484 0  0.349 | 753.6                       | 27.9           |
| 30       | 0.295  0  0.55 0.155 | 765.9                       | 52.5           |
| 31       | 0.295  0  0.55 0.155 | 785.4                       | 20.7           |
| 32       | 0.25  0.25 0.25 0.25 | 727.4                       | 68.4           |
| 33       | 0.25  0.25 0.25 0.25 | 744.0                       | 49.5           |
| 34       | 0.7  0 0 0.3    | 678                         | 92.6           |

Figure 5, where the predicted and experimental values are in a full agreement, proves also the high-efficient performance of the ANN model using the new simulated datasets. In addition, as presented in Table 7, the R-value was very high (>0.996) and very low values of MAE, RMSE, and MBE were obtained. Thus, it can be easily concluded that the developed ANN model efficiently predicted the TGA experimental data. An error histogram was created for the simulation data and is shown in Figure 6. As shown in the figure, the error lies also in a small range (−4.334 to 7.605).
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**Figure 5.** Regression of the simulated datasets for the (5-15-10-1) ANN model.

**Table 7.** Statistical parameters of the (5-15-10-1) model for the simulated data.

| R       | RMSE   | MAE    | MBE    |
|---------|--------|--------|--------|
| 0.99678 | 2.73709| 1.85179| -0.27745|

**Figure 6.** Error histogram of the (5-15-10-1) ANN model for the simulated datasets.
3.3. Sensitivity Analysis

After the validation stage of a developed ANN model, it is necessary to gain an idea about the uncertainties associated with the relationships between the output (weight left percent) and the input parameters. In general, sensitivity analysis aims to check the effect of a small change in an input parameter on the output variable. In this work, sensitivity analysis, which is a statistical tool to qualitatively obtain the relationship between input and output parameters [33–39], was performed using Pearson correlation (Equation (5)). In addition, the Pearson correlation indicates whether the relationship is positive or negative. For this purpose, 534 data points were used.

The sensitivity analysis index (SAI), bounded by $-1$ and $+1$, was obtained using Pearson correlation. While $+1$ denotes the maximum proportional effect of an input variable on the output parameter, $-1$ indicates the maximum inverse impact, and $0$ signifies the absence of any correlation between the output and the input [40]. Based on the SAI value, the relationship between an input parameter and the output parameter can be classified as follows: negligible ($0 \leq SAI \leq 0.2$), weak ($0.21 \leq SAI \leq 0.35$), moderate ($0.36 \leq SAI \leq 0.67$), strong ($0.68 \leq SAI \leq 0.90$), and very strong ($0.91 \leq SAI \leq 1.00$) [41]. The results of the analysis are presented in Table 8.

Table 8. Relative importance of the input parameters.

| Input Parameter | PP (wt %) | PS (wt %) | HDPE (wt %) | LDPE (wt %) | T(K) |
|-----------------|-----------|-----------|-------------|-------------|------|
| SAI             | 0.038     | $-0.088$  | 0.051       | 0.001       | $-0.732$ |

As per the classification mentioned above, the results presented in Table 8 prove a strong negative correlation between temperature and weight left percent of the mixed plastic during its pyrolysis, which makes sense. As temperature increases, pyrolysis will take place, and thus weight left percent will decrease. This finding is aligned with the thermogravimetric curves, presented elsewhere [17], which have an inverted S-shape.

However, since the SAI values of other parameters are close to zero, the correlation between the composition of the mixed plastic and weight left percent is negligible (no clear correlation), and this can be attributed to the size of the pyrolytic samples (10 mg) and the nature of the thermal decomposition of the polymer samples (fast process).

The statistical significance of the input parameters was then checked with a confirmatory data analysis based on the probability or $p$-values, which were calculated using the “Regression” function available in the “Data Analysis” toolbox in Excel. The $p$-values provide a qualitative idea about the most significant parameters. A significance level of $5\%$ (i.e., $\alpha = 0.05$) was considered for the analysis. This means a parameter was considered statistically significant if the corresponding $p$-value was less than $0.05$ [42–45]. The results of the analysis are summarized in Table 9.

Table 9. The $p$-values of the input parameters.

| Input Parameter | PP (wt %) | PS (wt %) | HDPE (wt %) | LDPE (wt %) | T(K) |
|-----------------|-----------|-----------|-------------|-------------|------|
| $p$-value       | $0.15$    | $0.16$    | $0.15$      | $0.15$      | $2.69 \times 10^{-90}$ |

The results presented in Tables 8 and 9 imply that temperature is the most sensitive parameter, which is in a good agreement with the results reported by Kempel et al. [46]. Temperature is a key parameter that contributes to the energy needed to transform a unit mass of solids to volatiles [47]. Figure 7 presents the variation in the pyrolysis output parameter (weight left percent) with input parameters. Although the temperature has a clear inverted sigmoid function relationship with weight left percent (Figure 7a), other parameters have no clear correlation with the output parameter (Figure 7b–e).
In addition, as per the above-mentioned criteria, the fractions of mixed plastics are the least sensitive parameters compared with temperature. However, a local sensitivity analysis is highly recommended to confirm this finding.

4. Conclusions

Globally, plastic waste has become one of the major sources causing environmental issues. Although plastic waste has different types and compositions, it mainly includes polypropylene (PP), polystyrene (PS), high-density polyethylene (HDPE), low-density polyethylene (LDPE), polyvinyl chloride (PVC), and polyethylene terephthalate (PET). Pyrolysis is considered a promising technique to treat plastic waste to produce oil and chemicals.

In this work, a high-efficient ANN model was developed to predict the thermal decomposition of mixed polymers including PS, PP, LDPE, and HDPE. The weight left percent of mixed polymers during the pyrolysis process was targeted to be predicted as a function of temperature and a mixture composition using TGA data at 60 K/min.

The best model architecture, with a regression coefficient value of $R > 0.9999$, has two hidden layers with 15 and 10 neurons, respectively. In addition, the Levenberg–Marquardt training function and tangent sigmoid transfer function were recommended as well.

Then, the proposed network topology was simulated with new input datasets and the predicted results were in excellent agreement with the experimental values with a very high value of $R (0.99678)$ and very low MAE, RMSE, and MBE values. This proves that the ANN model can efficiently predict the pyrolysis TGA data of mixed plastics and can be used for other complex pyrolysis processes.

Moreover, sensitivity analysis using Pearson correlation was performed to identify the uncertainties associated with the relationships between the output (weight left percent) and the input parameters. The results showed that temperature is the most sensitive input parameter.

To extend this work, it is recommended to investigate the produced oil and gas and their caloric values to maximize the benefit of pyrolysis in seeking alternative fuels. In addition, a local sensitivity analysis can be performed.
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