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Noise poses a challenge for learning dynamical-system models because already small variations can distort the dynamics described by trajectory data. This work builds on operator inference from scientific machine learning to infer low-dimensional models from high-dimensional state trajectories polluted with noise. The presented analysis shows that, under certain conditions, the inferred operators are unbiased estimators of the well-studied projection-based reduced operators from traditional model reduction. Furthermore, the connection between operator inference and projection-based model reduction enables bounding the mean-squared errors of predictions made with the learned models with respect to traditional reduced models. The analysis also motivates an active operator inference approach that judiciously samples high-dimensional trajectories with the aim of achieving a low mean-squared error by reducing the effect of noise. Numerical experiments with high-dimensional linear and nonlinear state dynamics demonstrate that predictions obtained with active operator inference have orders of magnitude lower mean-squared errors than operator inference with traditional, equidistantly sampled trajectory data.
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1. Introduction

Noise poses a challenge for learning dynamical-system models because already small variations can distort the dynamics described by trajectory data. In this work, we build on operator inference [38] from scientific machine learning to derive low-dimensional dynamical-system models from high-dimensional, noisy state trajectories. We introduce a sampling scheme to query the high-dimensional systems for data so that, under certain conditions, in particular if the high-dimensional system dynamics are polynomially nonlinear, the inferred operators are unbiased estimators of the well-studied reduced operators obtained via projection of the governing equations of the high-dimensional systems in classical model reduction [1, 42, 8]. Additionally, we show that the mean-squared error (MSE) of the states predicted with the learned models can be bounded independently of the dimensions of the high-dimensional systems and in terms of the noise-to-signal ratio of the trajectory data. Motivated by the analysis, we propose active operator inference that queries high-dimensional systems in a principled way to generate data with low noise-to-signal ratios, which reduces by a factor of up to three the number of data samples that are required from the high-dimensional systems to
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make accurate state predictions in our numerical experiments. For the same number of data samples, active operator inference achieves orders of magnitude lower MSEs than traditional, equidistant-in-time sampled trajectory data.

Learning models from data is an active research topic in the field of scientific machine learning. A prominent approach is to fit dynamical-system models to data via dynamic mode decomposition and Koopman-based methods [47, 41, 53, 30, 59, 12]. In another research direction, sparse representations of governing equations are sought with tools from sparse regression and compressive sensing [11, 45, 46, 43]. There is also work on non-intrusive model reduction that learns coefficients of low-dimensional representations from data [24, 21, 22]. If frequency-domain or impulse-response data are available, then data-driven modeling methods from the systems and control community are often used, such as the Loewner approach [2, 31, 35, 6, 3, 20, 25], vector fitting [23, 17], and eigensystem realization [27, 29].

In terms of learning from noisy data, there is the work [52] that establishes probabilistic recovery guarantees via compressive sensing of sparse systems. Noise-robust data-driven discovery of governing equations is considered in [60, 61] using sparse Bayesian regression. A strategy is proposed to subsample the data utilized in solving the regression problem with the goal of reducing the influence of noise on the learned model. A signal-noise decomposition is pursued in [44] in which a neural network is trained to discover the underlying dynamics while simultaneously estimating the noise. In system identification, works such as [33, 57, 13, 9, 49, 50] derive probabilistic error bounds for oftentimes linear models using tools from, e.g., random matrix theory. The effect of the presence of noise and perturbations in frequency-domain data have also been studied in data-driven interpolatory model reduction and Loewner methods [7, 32, 19, 18]. However, except for the interpolatory model reduction methods, which require frequency-domain data, no low-dimensional models are considered in these works. In contrast, our approach based on operator inference and re-projection [38, 36] aims to learn low-dimensional models that are suited for solving outer-loop applications such as design, control, and inverse problems. Operator inference can learn non-Markovian low-dimensional models [54] and it is also a building block for other learning methods such as lift & learn introduced in [40, 51], which comes with a sensitivity analysis with respect to deterministic perturbations in data [39, Chapter 4.3]. In [55], probabilistic a posteriori error bounds for operator-inference models are derived for linear models; however, the bounds only hold when data are free of noise. In the following, we exploit the bridge between data-driven modeling with operator inference and traditional model reduction [1, 42, 8] to establish probabilistic guarantees for learning from noisy data and to inform in a principled way which data samples to query from the high-dimensional system to reduce the effect of noise on the MSE of state predictions.

This manuscript is organized as follows. Section 2 discusses preliminaries about learning low-dimensional dynamical-system models from data via operator inference and re-projection. Section 3 describes the sampling and inference problem for learning models from noisy trajectories with the proposed approach. Then, bounds are derived for the MSE of the inferred operators and of the state predictions with respect to projection-based reduced models from traditional model reduction. A design of experiments approach is proposed in Section 4, which leads to active operator inference that selects data samples to reduce the effect of noise on the MSE of state predictions. Numerical results presented in Section 5 are in agreement with the analysis: the results indicate that active operator inference learns low-dimensional models with MSEs that are orders of magnitude more accurate than with an uninformed design of experiments.

2. Preliminaries

We review operator inference [38] for learning low-dimensional models from data in Section 2.1. Section 2.2 describes operator inference with the re-projection data sampling scheme [36] to recover projection-based reduced models from data.
2.1. Learning low-dimensional dynamical-system models from data with operator inference

Let \( x_1, \ldots, x_K \in \mathbb{R}^N \) be states at time steps \( k = 1, \ldots, K \) that are obtained by exciting a dynamical system
\[
x_{k+1} = f(x_k, u_k), \quad k = 0, \ldots, K - 1,
\]
at the inputs \( u_0, \ldots, u_{K-1} \in \mathbb{R}^p \) and initial condition \( x_0 \in \mathbb{R}^N \). Let further \( V \subset \mathbb{R}^N \) be a subspace of the \( N \)-dimensional state space \( \mathbb{R}^N \). The subspace \( V \) is spanned by the orthonormal columns of the basis matrix \( V = [v_1, \ldots, v_n] \in \mathbb{R}^{N \times n} \). For example, the subspace \( V \) can be obtained via principal component analysis applied to sampled state trajectories.

Operator inference introduced in [38] learns low-dimensional dynamical-system models with polynomial nonlinear terms that best fit the temporal evolution of the state in the subspace \( V \) with respect to the Euclidean norm in a least-squares sense. Operator inference first projects the high-dimensional states \( x_0, \ldots, x_K \) onto the subspace \( V \) to obtain the projected states \( \tilde{x}_0, \ldots, \tilde{x}_K \) with \( \tilde{x}_k = V^T x_k \in \mathbb{R}^n \) for \( k = 0, \ldots, K \) and then solves the least-squares problem
\[
\min_{\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}} \sum_{k=0}^{K-1} \left\| \sum_{j=1}^{\ell} \hat{A}_j \tilde{x}_k^j + \hat{B} u_k - \tilde{x}_k \right\|_2^2,
\]
where \( \ell \in \mathbb{N} \) is the polynomial order, \( \hat{B} \in \mathbb{R}^{n \times p}, \hat{A}_j \in \mathbb{R}^{n \times n_j} \) with
\[
n_j = \binom{n + j - 1}{j}, \quad j = 1, \ldots, \ell,
\]
and \( \tilde{x}_k^j \) is obtained for \( k = 0, \ldots, K \) by forming the Kronecker product \( j \) times \( \tilde{x}_k \otimes \cdots \otimes \tilde{x}_k \) and retaining only the factors whose components are unique up to permutation [38].

2.2. Recovering projection-based reduced models from data with operator inference and re-projection

The re-projection data-sampling scheme introduced in [36] judiciously excites the high-dimensional system (2.1) to generate a re-projected trajectory \( \hat{Y} = [y_1, \ldots, y_K] \in \mathbb{R}^{n \times K} \). The following description follows the version of re-projection described in [40]. Let \( \hat{X} = [\hat{x}_1, \ldots, \hat{x}_K] \) be a matrix where each column contains an \( N \)-dimensional vector. For example, in [36, 40], it is proposed to generate \( \hat{X} \) by first querying the high-dimensional system (2.1) at an initial condition and inputs to sample the trajectory \( X = [x_1, \ldots, x_K] \) and then setting \( \hat{X} = X \). Let now \( U = [u_1, \ldots, u_K] \) be an input trajectory and let \( \hat{X} = [\hat{x}_1, \ldots, \hat{x}_K] \) be the projected trajectory obtained as \( \hat{X} = V^T X \) from \( X \). Re-projection then computes \( \hat{Y} = [y_1, \ldots, y_K] \) by querying the high-dimensional system
\[
y_k = f(V \hat{x}_k, u_k), \quad k = 1, \ldots, K,
\]
to obtain \( \hat{Y} = V^T Y \). The re-projection scheme can be applied to black-box dynamical systems that can be queried at arbitrary initial conditions in \( \mathbb{R}^N \) and inputs in \( \mathbb{R}^p \).

As shown in [36, 39], if the high-dimensional system (2.1) from which data are sampled has polynomial form, i.e.,
\[
f(x, u) = \sum_{j=1}^{\ell} A_j x^j + B u,
\]
and if there are sufficiently many data samples, then the solution of the least-squares problem
\[
\min_{A_1, \ldots, A_\ell, B} J(A_1, \ldots, A_\ell, B; \hat{X}, \hat{Y}, U)
\]
is...
with objective
\[
\bar{J}(\bar{A}_1, \ldots, \bar{A}_\ell, \bar{B}; \bar{X}, \bar{Y}, U) = \sum_{k=1}^K \left\| \sum_{i=1}^\ell \bar{A}_i \bar{x}_k^i + \bar{B} u_k - \bar{y}_k \right\|^2_2
\]  
(2.5)
is unique and coincides with the projected operators
\[
\bar{B} = V^T B, \\
\bar{A}_j = V^T A_j S_j (V \otimes \cdots \otimes V) R_j, \quad j = 1, \ldots, \ell, 
\]  
(2.6)
where the matrices \( S_j \in \mathbb{R}^{N_j \times N_j \ell} \) and \( R_j \in \mathbb{R}^{n_j \times n_j} \) satisfy
\[
z^j = S_j (z \otimes \cdots \otimes z), \quad \bar{z} \otimes \cdots \otimes \bar{z} = R_j \bar{z}^j
\]
for all \( z \in \mathbb{R}^N, \bar{z} \in \mathbb{R}^n \) and \( j = 1, \ldots, \ell \) and the Kronecker is applied \( j \) times. Notice that the re-projected trajectory \( \bar{Y} \) enters in the objective in the least-squares problem (2.4), whereas only the projected trajectory \( \bar{X} \) enters in problem (2.2).

In traditional model reduction, see, e.g., [1, 42, 8], the projected operators \( \bar{A}_1, \ldots, \bar{A}_\ell, \bar{B} \) are computed directly by computing the matrix-matrix products in the projection step (2.6). Thus, such traditional model reduction methods are intrusive in the sense that they require the high-dimensional operators \( A_1, \ldots, A_\ell, B \) either in assembled form or implicitly via matrix-vector products.

### 3. Learning low-dimensional models from noisy data

This work investigates operator inference and re-projection for learning low-dimensional models of noisy dynamical systems,
\[
x_{k+1} = f(x_k, u_k) + \xi_k, \quad k = 0, \ldots, K - 1, 
\]  
(3.1)
where \( \xi_0, \ldots, \xi_{K-1} \) represent noise. The random vectors \( \xi_0, \ldots, \xi_{K-1} \) are independent and each noise vector \( \xi_k \sim N(0, \sigma^2 I) \), for \( k = 0, \ldots, K-1 \), is an \( N \)-dimensional Gaussian random vector with a diagonal covariance matrix and standard deviation \( \sigma > 0 \) in all directions. In the following, for ease of exposition, the noisy high-dimensional system (3.1) can be queried at any initial condition in \( \mathbb{R}^N \) with any input in \( \mathbb{R}^p \); however, the space of initial conditions and inputs can be restricted to subsets of \( \mathbb{R}^N \) and \( \mathbb{R}^p \) if necessary.

Section 3.1 applies operator inference and re-projection to learn low-dimensional models from noisy trajectories and derives conditions under which the inferred operators are unbiased estimators of the projection-based reduced operators. The MSE of the learned low-dimensional operators is quantified in terms of the noise-to-signal ratio. In Section 3.2, we derive bounds on the bias and the MSE of the predicted states of the system described by the learned low-dimensional model with the learned operators for linear and polynomially nonlinear dynamics, respectively. The bounds scale with respect to the noise-to-signal ratio.

#### 3.1. Operator inference with re-projection with noisy state trajectories

Let \( \bar{X} \) be a matrix with \( N \)-dimensional columns (cf. Section 2.2) and let \( U = [u_1, \ldots, u_K] \) be an input trajectory. Note that \( \bar{X} \) can also be a realization, a deterministic trajectory, generated by simulating (3.1). We then apply re-projection to obtain \( Z = [z_1, \ldots, z_K] \) by querying the noisy high-dimensional system (3.1) as
\[
z_k = f(V \bar{x}_k, u_k) + \xi_k, \quad k = 1, \ldots, K 
\]  
(3.2)
where the columns of \( \Xi = [\xi_1, \ldots, \xi_K] \) are independent random noise vectors defined above and \( \bar{X} = [\bar{x}_1, \ldots, \bar{x}_K] = V^T \bar{X} \) is the projection of \( \bar{X} \). The noisy re-projected state trajectory is \( \bar{Z} = V^T Z = [\bar{z}_1, \ldots, \bar{z}_K] \).
The corresponding operator-inference problem is

$$\min_{\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}} J(\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}; \hat{X}, \hat{Z}, \hat{U})$$

(3.3)

where the noisy re-projected trajectory $\hat{Z}$ enters in the objective (2.5). To analyze the solution of (3.3), it is beneficial to write (3.3) in matrix form as

$$\min_{\hat{O}} \|D\hat{O} - \hat{Z}^T\|_F^2,$$

(3.4)

where the data matrix is $D = [\hat{X}^T, (\hat{X}^2)^T, \ldots, (\hat{X}^\ell)^T, U^T]$ with $\hat{X}^i = [\hat{x}_1^i, \ldots, \hat{x}_k^i]$ for $i = 2, \ldots, \ell$. The operators $\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}$ that we seek are submatrices of $O = [\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}]^T$. The size of the data matrix $D$ is $K \times M$ with $M = p + \sum_{j=1}^{\ell} n_j$. Correspondingly, the size of $O$ is $M \times n$.

We now characterize the solution of (3.4) with respect to the noise that is added during the re-projection step. Recall that the procedure to generate $\hat{Z}$ is to query the noisy high-dimensional system (3.1) at the columns of the projected trajectory $\hat{X}$, which is deterministic because $\hat{X}$ is deterministic. Thus, the data matrix $D$ in the regression problem (3.4) is deterministic while the noisy re-projected trajectory $\hat{Z}$ is a random matrix.

Following standard results of least-squares regression, the following proposition summarizes that operator inference together with re-projection leads to an unbiased estimator of the projected operators (2.6) whose variance grows linearly with the variance of the noise. Additionally, the upper bound of the MSE of the estimator is controlled by the noise-to-signal ratio $\sigma/s_{\text{min}}(D)$, where $s_{\text{min}}(\cdot)$ is the minimum singular value of the matrix argument.

**Proposition 1.** If $K \geq M$ and $D$ is full rank, then the solution of problem (3.4) is

$$\hat{O} = [\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}]^T = \hat{O} + (D^TD)^{-1}D^T(V^T \Xi)^T,$$

where $\hat{O} = [\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}]^T \in \mathbb{R}^{M \times n}$. In particular, the inferred operators are unbiased estimators of the projection-based reduced operators in the sense that $E[A_j] = \hat{A}_j$ for $j = 1, \ldots, \ell$ and $E[B] = \hat{B}$. The columns $\hat{O}_1, \ldots, \hat{O}_n$ of $\hat{O}$ are independent random vectors that are distributed as $\hat{O}_i \sim N(\hat{O}_i, \sigma^2(D^TD)^{-1})$ for $i = 1, \ldots, n$ where $\hat{O}_1, \ldots, \hat{O}_n \in \mathbb{R}^M$ are the columns of $\hat{O}$. In addition, the MSE is bounded as

$$E[\|\hat{O} - O\|_F^2] \leq nM \left(\frac{\sigma}{s_{\text{min}}(D)}\right)^2.$$

(3.5)
Proof. The following are standard arguments from least-squares regression: because the data matrix \( D \) is full rank and \( K \geq M \), the solution of (3.4) is given by the normal equations
\[
\hat{O} = (D^T D)^{-1} D^T \hat{Z} = \hat{O} + (D^T D)^{-1} D^T \Xi^T,
\]
where \( \Xi = V^T \Xi \). Since the random vectors \( \xi_1, \ldots, \xi_K \) have zero mean, the expectation of \( \hat{O} \) is \( \mathbb{E}_z[\hat{O}] = \hat{O} \).
Additionally, since \( V^T V = I \) is the identity matrix, the entries of \( \Xi \) are iid \( N(0, \sigma^2) \) random variables which means that the columns of \( \Xi^T \) are independent Gaussian random vectors of dimension \( K \) with an identity covariance matrix scaled by \( \sigma^2 \). Thus, the columns of \( \hat{O} \) are Gaussian with covariance \( \sigma^2(D^T D)^{-1} \), which leads to the MSE
\[
\mathbb{E}[\|\hat{O} - \bar{O}\|^2] = \sum_{i=1}^{n} \sum_{j=1}^{M} \text{Var}[e_j^T \hat{o}_i] = n \text{tr}((D^T D)^{-1}) \sigma^2 \leq M n \left( \frac{\sigma}{s_{\min}(D)} \right)^2,
\]
where \( e_1, \ldots, e_M \) are the canonical basis vectors of \( \mathbb{R}^M \). The first equality follows from the unbiasedness of \( \hat{O} \).

The independence of the columns of the random matrix \( \hat{O} \) leads to the independence of the rows of each of the random matrices \( \hat{B} \) and \( \hat{A}_j \) for \( j = 1, \ldots, \ell \). However, since the covariance matrix \( \sigma^2(D^T D)^{-1} \) of \( \hat{o}_j^T \) is not necessarily block diagonal, the random matrices \( \hat{B} \) and \( \hat{A}_j \) for \( j = 1, \ldots, \ell \) are not necessarily independent.

In [39, Chapter 4.3], a sensitivity analysis of lift & learn is presented that just as well applies to operator inference. The analysis leads to bounds with similar right-hand sides as our bound (3.5) on the MSE; however, the analysis in [39] is restricted to deterministic perturbations and no bounds of the error in the state predictions (as in Section 3.2) are presented.

3.2. Error of predicted states with respect to noise-to-signal ratio
We now consider the random states \( \hat{x}_1, \ldots, \hat{x}_K \) predicted by the system described by the learned model
\[
\hat{x}_{k+1} = \sum_{j=1}^{\ell} \hat{A}_j \hat{x}_k + \hat{B} u_k, \quad k = 0, \ldots, K - 1
\]
with a deterministic initial state \( \hat{x}_0 \in \mathbb{R}^n \), which potentially is different from the training initial conditions used to generate the re-projected trajectory. Since the operators \( \hat{B}, \hat{A}_j, j = 1, \ldots, \ell \) are random matrices, \( \hat{x}_k \) is a random vector for \( k \geq 1 \). In the following, we bound the bias which is the expectation of the difference between the states \( \hat{x}_1, \ldots, \hat{x}_K \) and the deterministic states \( \hat{x}_1, \ldots, \hat{x}_K \) of the reduced model from intrusive model reduction
\[
\hat{x}_{k+1} = \sum_{j=1}^{\ell} \hat{A}_j \hat{x}_k + \hat{B} u_k, \quad k = 0, \ldots, K - 1,
\]
with the operators \( \hat{B}, \hat{A}_j, j = 1, \ldots, \ell \) defined in (2.6). Bounds for the MSE between the random states \( \hat{x}_1, \ldots, \hat{x}_K \) and the deterministic states \( \hat{x}_1, \ldots, \hat{x}_K \) are also deduced.

3.2.1. Technical preliminaries
It will be useful to account for the difference between the inferred operators and the operators from intrusive model reduction. Let \( E_{\hat{A}_j}, E_{\hat{B}} \) be \( n \times n_j \) and \( n \times p \) random matrices, respectively, such that
\[
\hat{A}_j = \bar{A}_j + E_{\bar{A}_j}, j = 1, \ldots, \ell, \quad \text{and} \quad \hat{B} = \bar{B} + E_{\bar{B}}.
\]
The distribution of the rows of $E_A, E_B$ can be described as follows. Define the selection matrices $P_{A_j} \in \mathbb{R}^{n_j \times M}$ for $j = 1, \ldots, \ell$ and $P_B \in \mathbb{R}^{p \times M}$ which satisfy

$$P_{A_j} \hat{O} = \hat{A}_j^T$$ and $$P_B \hat{O} = \hat{B}^T.$$ For $i = 1, \ldots, n$, the $i$-th row of $E_A$ and $E_B$ are zero-mean multivariate Gaussian random vectors with covariance matrices $\sigma^2 \Sigma_A$ and $\sigma^2 \Sigma_B$, respectively, where $\Sigma_A = P_{A_j}(D^T D)^{-1}P_{A_j}^T$ and $\Sigma_B = P_B(D^T D)^{-1}P_B^T$. Observe that

$$\|\Sigma_{B}^{1/2}\|_2 = \|P_B(D^TD)^{-1}P_B^T\|^{1/2} \leq \|(D^TD)^{-1}\|^{1/2} = \sqrt{s_{\text{max}}((D^TD)^{-1})} = \frac{1}{s_{\text{min}}(D)}$$

where $s_{\text{max}}(\cdot)$ is the largest singular value of the matrix argument. Analogously, we have

$$\|\Sigma_{A_j}^{1/2}\|_2 \leq \frac{1}{s_{\text{min}}(D)}, \quad j = 1, \ldots, \ell.$$ (3.8)

The following is a technical lemma derived from [56, Theorem 5.32 and Proposition 5.34] that provides an upper bound for the expected value of the powers of the norm of a Gaussian random matrix, which will be utilized in the calculations below; cf. Appendix B for the proof.

**Lemma 2** (see, e.g., Theorem 5.32 and Proposition 5.34 in [56]). Let $G$ be an $n \times p$ random matrix whose entries are independent standard normal random variables. For $l \in \mathbb{N}$,

$$\mathbb{E}[\|G\|_2^l] \leq (\sqrt{n} + \sqrt{p} + 2^{1/2}\sqrt{7})^l.$$ (3.10)

### 3.2.2. Error in states for linear systems

In this section, we consider only systems with $\ell = 1$ and therefore drop the subscript in $A_1, \hat{A}_1, \hat{A}_1$. The operator-inference model is $\hat{x}_{k+1} = \hat{A}\hat{x}_k + \hat{B}u_k$ and the model from intrusive model reduction is $\hat{x}_{k+1} = \tilde{A}\tilde{x}_k + \tilde{B}u_k$.

**Proposition 3.** Let $\hat{x}_0 = \tilde{x}_0$. Suppose that the conditions of Proposition 1 hold. If the high-dimensional system (3.1) from which data are sampled and the learned low-dimensional model have linear state dependence, for $k \in \mathbb{N}$ with $k \geq 1$, the bias of the state predictions is bounded as

$$\|\mathbb{E}[\hat{x}_k - \tilde{x}_k]\|_2 \leq \sum_{l=2}^{k} C_l \left(\frac{\sigma}{s_{\text{min}}(D)}\right)^l,$$ (3.11)

where $0 < C_2, \ldots, C_k$ are constants that are not functions of $\sigma$ and $s_{\text{min}}(D)$. The constants are

$$C_l = (2\sqrt{n} + 2^{1/2}\sqrt{7})^l \left[\binom{k}{l} \|\hat{A}\|_{2^{-l}}^2 \|\tilde{x}_0\|_2 + \sum_{i=l}^{k-1} \binom{i}{l} \|\hat{A}\|_{2^{i-l}}^2 \|\tilde{B}u_{k-1-i}\|_2\right]$$

$$+ \sum_{i=1-l}^{k-1} \binom{i}{l-1} \|\hat{A}\|_{2^{i-l+1}}^2 \|u_{k-1-i}\|_2 \left(2\sqrt{n} + 2^{2(i-1)+1}\sqrt{2(i-l+1)}\right)^{i-l+1} (\sqrt{n} + \sqrt{p} + 2),$$ (3.12)

for $l = 2, \ldots, k$.

**Proof.** Define the $n \times n$ random matrix $G_A$ as $G_A = \frac{1}{\sigma} \Sigma_A^{-1/2} E_A^T$ and the $p \times n$ random matrix $G_B$ as $\frac{1}{\sigma} \Sigma_B^{-1/2} E_B^T$. Observe that the entries of $G_A, G_B$ are independent standard random variables. At time step $k$, the solution to the reduced system using the inferred operators is

$$\hat{x}_k = \hat{A}^k \hat{x}_0 + \sum_{i=0}^{k-1} \hat{A}^i \hat{B}u_{k-1-i}.$$ (3.13)
We now introduce the following notation: Let $M, N$ be square matrices of the same size. For $m, i \in \mathbb{N}$, denote by $\rho_1(M, N; i, m - i), \ldots, \rho_m(M, N; i, m - i)$ all the $\binom{m}{i}$ possible matrix products with $i$ multiplications of $M$ and $m - i$ multiplications of $N$. For example, if $i = 1, m = 3$ then $\rho_1(M, N; 1, 2) = MN^2$, $\rho_2(M, N; 1, 2) = N M N$, and $\rho_3(M, N; 1, 2) = N^2 M$.

We then have with $\hat{A} = \hat{A} + E_A$ that

$$\hat{A}^k = \sum_{l=0}^{k} \sum_{j=1}^{\binom{k}{j}} \rho_j(\hat{A}, E_A; k - l, l),$$

which we substitute into (3.13) at time step $k$, to obtain

$$\hat{x}_k = \sum_{l=0}^{k} \sum_{j=1}^{\binom{k}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i},$$

$$= \sum_{l=0}^{k-0} \sum_{j=1}^{\binom{k-0}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i},$$

$$= \sum_{l=0}^{k-0} \sum_{j=1}^{\binom{k-0}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i},$$

$$= \sum_{l=0}^{k-0} \sum_{j=1}^{\binom{k-0}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i},$$

$$= \sum_{l=0}^{k-0} \sum_{j=1}^{\binom{k-0}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i}$$

where in the second equality, we interchanged the order of the summation for the second term in the sum and in the third equality, we used $\hat{B} = \hat{B} + E_B$. Notice that for the state obtained with intrusive model reduction we have

$$\tilde{x}_k = \sum_{j=1}^{\binom{k}{j}} \rho_j(\hat{A}, E_A; k, 0) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i, 0) \hat{B} u_{k-1-i},$$

which corresponds to the first 2 terms of (3.14) but with $l = 0$ fixed. Thus, (3.15) consists of all terms in (3.14) where the random matrices $E_A, E_B$ are absent. Hence,

$$\hat{x}_k - \tilde{x}_k = \sum_{l=0}^{k-0} \sum_{j=1}^{\binom{k-0}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i}$$

$$= \sum_{l=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; k - l, l) x_0 + \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{k-1}{j}} \rho_j(\hat{A}, E_A; i - l, l) \hat{B} u_{k-1-i}$$

Additionally, when $l = 1$, the terms $\mathbb{E}[\rho_j(\hat{A}, E_A; k - l, l)]$ and $\mathbb{E}[\rho_j(\hat{A}, E_A; i - l, l)]$ are zero because $E_A$ has zero mean. Similarly, for $l = 0$, the terms $\mathbb{E}[\rho_j(\hat{A}, E_A; i, 0) E_B]$ are zero. This means that

$$\|\mathbb{E}[\hat{x}_k - \tilde{x}_k]\|_2 \leq \tau_1 + \tau_2 + \tau_3$$

(3.16)
where
\[
\tau_1 = \sum_{l=2}^{k} \sum_{j=1}^{(l)} \| \mathbb{E}[\rho_j(\tilde{A}, E_A; k - l, l)\tilde{x}_0] \|_2,
\]
\[
\tau_2 = \sum_{l=2}^{k-1} \sum_{i=l}^{(i)} \| \mathbb{E}[\rho_j(\tilde{A}, E_A; i - l, l)\tilde{B}u_{k-1-i}^\prime] \|_2,
\]
\[
\tau_3 = \sum_{l=1}^{k-1} \sum_{i=l}^{(i)} \| \mathbb{E}[\rho_j(\tilde{A}, E_A; i - l, l)E_B^\prime u_{k-1-i}] \|_2.
\]

It remains to bound each of \(\tau_1, \tau_2, \tau_3\). Since
\[
\| \mathbb{E}[\rho_j(\tilde{A}, E_A; k - l, l)\tilde{x}_0] \|_2 = \| \mathbb{E}[\rho_j(\tilde{A}, \sigma G_A^T\Sigma_A^{1/2}; k - l, l)\tilde{x}_0] \|_2
\leq \sigma^l \| \Sigma_A^{1/2} \|_2 \| \tilde{A} \|_2 \| \tilde{x}_0 \|_2 \mathbb{E}[\| G_A \|_2^l]
\leq \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| \tilde{x}_0 \|_2 \mathbb{E}[\| G_A \|_2^l],
\]
we obtain
\[
\tau_1 \leq \sum_{l=2}^{k} \sum_{j=1}^{(l)} \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| \tilde{x}_0 \|_2 \mathbb{E}[\| G_A \|_2^l]
\leq \sum_{l=2}^{k} \sum_{j=1}^{(l)} \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| \tilde{x}_0 \|_2 (2\sqrt{n} + 2^{1/l} \sqrt{7})^l.
\]

by applying Lemma 2. Likewise,
\[
\tau_2 \leq \sum_{l=2}^{k-1} \sum_{i=l}^{(i)} \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| \tilde{B}u_{k-1-i} \|_2 \mathbb{E}[\| G_A \|_2^l]
\leq \sum_{l=2}^{k-1} \sum_{i=l}^{(i)} \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| \tilde{B}u_{k-1-i} \|_2 (2\sqrt{n} + 2^{1/l} \sqrt{7})^l.
\]

Finally,
\[
\| \mathbb{E}[\rho_j(\tilde{A}, E_A; i - l, l)E_B^\prime u_{k-1-i}] \|_2 \leq \mathbb{E}[\| \rho_j(\tilde{A}, \sigma G_A^T\Sigma_A^{1/2}; i - l, l)\sigma G_B^T\Sigma_B^{1/2} u_{k-1-i} \|_2]
\leq \sigma^{l+1} \| \Sigma_A^{1/2} \|_2 \| \Sigma_B^{1/2} \|_2 \| \tilde{A} \|_2 \| u_{k-1-i} \|_2 \mathbb{E}[\| G_A \|_2^{l+1} \| G_B \|_2]
\leq \left( \frac{\sigma}{s_{\min}(D)} \right)^{l+1} \| \tilde{A} \|_2 \| u_{k-1-i} \|_2 \mathbb{E}[\| G_A \|_2^{l+1} \| G_B \|_2]
\]
so that
\[
\tau_3 \leq \sum_{l=2}^{k} \sum_{i=l}^{k-1} \left( \frac{\sigma}{s_{\min}(D)} \right)^l \| \tilde{A} \|_2 \| u_{k-1-i} \|_2
\leq (2\sqrt{n} + 2^{l+1}\sqrt{7})^{l+1} \sqrt{n} + \sqrt{p} + 2 \quad (3.17)
\]
because the Cauchy-Schwarz inequality and Lemma 2 lead to
\[
\begin{align*}
\|\mathbb{E}[\|G_A\|^2_{(i-l+1)}\|G_B\|^2_{l+1}]\| & \leq \sqrt{\mathbb{E}[\|G_A\|^2_{l+1}]\mathbb{E}[\|G_B\|^2_{l+1}]}
\leq \left(2\sqrt{n} + 2^\frac{1}{2^l} + \sqrt{2/(i-l+1)}\right)^{i-l+1}(\sqrt{n} + \sqrt{\tau} + 2).
\end{align*}
\]

The result follows by combining the upper bounds for \(\tau_1, \tau_2, \tau_3\).

**Corollary 4.** Let \(\hat{x}_0 = \bar{x}_0\). If \(\ell = 1\) and high-dimensional system (3.1) from which data are sampled is autonomous, then
\[
\|\mathbb{E}[\hat{x}_k - \bar{x}_k]\|_2 \leq \frac{k}{l} \left(\frac{\sigma}{s_{\min}(D)}\right)^l \left(2\sqrt{n} + 2^1/\sqrt{l}\|\hat{A}\|_{2}^{k-l}\|\bar{x}_0\|_2,ight.
\]
for \(k \in \mathbb{N}\) with \(k \geq 1\).

**Proof.** The proof follows that of Proposition 3 noting that \(\hat{B}, \tilde{B}\) and hence \(E_B\) are zero matrices.

Several remarks are in order. As the time step \(k\) increases, i.e., as we move forward in time, the bound (3.11) also increases, which is expected because the bias of the state estimators of previous time steps is accumulated. Notice that the bound also depends on \(n\), the dimension of the reduced space, and on \(p\), the dimension of the input. The bound (3.11) further suggests that if the noise-to-signal ratio \(\sigma/s_{\min}(D) < 1\), the term associated with \((\sigma/s_{\min}(D))^2\) at time step \(k = 2\) dominates the upper bound as \(\sigma/s_{\min}(D) \to 0\). Hence, we expect that for \(\sigma/s_{\min}(D)\) sufficiently small, an order of magnitude decrease in the noise-to-signal ratio yields at least a decrease of 2 orders of magnitude in the bias of the predicted states.

**3.2.3. Re-sampling operators for unbiased state predictions**

We now devise a strategy to sample (3.6) for \(\ell = 1\) that guarantees that predicted states are unbiased, i.e., \(\mathbb{E}[\hat{x}_k] = \bar{x}_k\) for all \(k \in \mathbb{N}\).

**Proposition 5.** Suppose that the conditions of Proposition 1 hold. For \(k = 1, \ldots, K\), let \(\hat{A}^{(1)}, \ldots, \hat{A}^{(K)}\) be independent samples of \(\hat{A}\) such that \(\hat{A}^{(1)}, \ldots, \hat{A}^{(K)}\), \(\hat{B}\) are mutually independent. Let the high-dimensional system (3.1) from which data are sampled and the learned low-dimensional model be linear. If the reduced state \(\hat{x}_k\) is computed by integrating the time varying dynamical-system model
\[
\hat{x}_{k+1} = \hat{A}^{(k+1)} \hat{x}_k + \hat{B}u_k
\]
for \(k = 0, \ldots, K-1\), then if \(\hat{x}_0 = \bar{x}_0\), the predicted states are unbiased in the sense \(\mathbb{E}[\hat{x}_k] = \bar{x}_k, k = 0, \ldots, K\).

**Proof.** From the given assumptions, the operators \(\hat{A}^{(1)}, \ldots, \hat{A}^{(K)}\), \(\hat{B}\) are unbiased following Proposition 1. We now proceed via induction. When \(k = 0\), since \(\hat{x}_0 = \bar{x}_0\), \(\hat{x}_1 = \hat{A}^{(1)} \hat{x}_0 + \hat{B}u_0\). Therefore, \(\mathbb{E}[\hat{x}_1] = \mathbb{E}[\hat{A}^{(1)}] \hat{x}_0 + \mathbb{E}[\hat{B}]u_0 = \hat{A}\hat{x}_0 + \hat{B}u_0 = \bar{x}_1\). For a time step \(j \in \{1, \ldots, K-1\}\), suppose that \(\mathbb{E}[\hat{x}_k] = \bar{x}_k\) for \(k = 0, \ldots, j-1\). Observe that \(\hat{x}_{j-1}\) is a function of \(\hat{A}^{(j-1)}, \ldots, \hat{A}^{(1)}, \hat{B}, \bar{x}_0\). Independence of \(\hat{A}^{(j)}\) to \(\hat{A}^{(j-1)}, \ldots, \hat{A}^{(1)}, \hat{B}\) implies that \(\hat{A}^{(j)}\) and \(\hat{x}_{j-1}\) are independent as well. Therefore,
\[
\begin{align*}
\mathbb{E}[\hat{x}_j] &= \mathbb{E}[\hat{A}^{(j-1)} \hat{x}_{j-1} + \hat{B}u_{j-1}] = \mathbb{E}[\hat{A}^{(j-1)}][\mathbb{E}[\hat{x}_{j-1}] + \mathbb{E}[\hat{B}]u_{j-1}]
= \hat{A}\bar{x}_{j-1} + \hat{B}u_{j-1} = \bar{x}_j,
\end{align*}
\]

The random matrices \( \hat{A}^{(1)}, \ldots, \hat{A}^{(K)}, \hat{B} \), which satisfy the conditions stated in Proposition 5, can be generated by solving (3.4) \( K + 1 \) times, each time with a new, mutually independent, re-projected noisy state trajectories. Generating \( \hat{A}^{(1)}, \ldots, \hat{A}^{(K)} \) can be computationally expensive because the high-dimensional system needs to be queried for a potentially large number of trajectories.

### 3.2.4. Error of state predictions with polynomially nonlinear systems

We now derive bounds for the bias \( \|E[\hat{x}_k - \tilde{x}_k]\|_2 \) and the MSE \( E[\|\hat{x}_k - \tilde{x}_k\|^2] \) of state predictions where data are sampled from polynomially nonlinear systems.

We start by writing the state \( \hat{x}_k \) at time step \( k \) (which only involves the initial condition and previous inputs) as a sum of vectors, each of which is formed as a combination of matrix and Kronecker products.

**Lemma 6.** The state \( \hat{x}_k \) at time step \( k, k \in \mathbb{N} \), of the polynomially nonlinear model (3.6) is

\[
\hat{x}_k = \sum_{l=0}^{Q_k} \sum_{j_1, \ldots, j_{\ell+1} \in \mathbb{N}} \zeta_{j_1, \ldots, j_{\ell+1}}(E_{\hat{A}_{1}}, \ldots, E_{\hat{A}_{\ell}}, E_{\hat{B}}),
\]

where \( Q_k = (\ell^k - 1)/(\ell - 1) \) and \( \zeta_{j_1, \ldots, j_{\ell+1}} \) is a sum of vectors in \( \mathbb{R}^n \), where each term is a combination of matrix and Kronecker products involving the deterministic quantities \( \hat{x}_0, u_0, \ldots, u_{k-1}, A_1, \ldots, A_\ell, B \) and the random matrices \( E_{\hat{A}_{1}}, \ldots, E_{\hat{A}_{\ell}}, E_{\hat{B}} \). Each term in the sum \( \zeta_{j_1, \ldots, j_{\ell+1}} \) consists of \( j_1 \) multiplications of \( E_{\hat{A}_l} \) for \( l = 1, \ldots, \ell \) and \( j_{\ell+1} \) multiplications of \( E_{\hat{B}} \).

**Proof.** We recast the system (3.6) as

\[
\hat{x}_{k+1} = \sum_{j=1}^\ell \hat{A}_j S_j(\hat{x}_k \otimes \cdots \otimes \hat{x}_0) + \hat{B} u_k,
\]

where \( S_j \in \mathbb{R}^{n_j \times n_j} \) is a selection matrix such that \( S_j(\hat{x}_k \otimes \cdots \otimes \hat{x}_0) = \hat{x}_k^j \) for \( j = 1, \ldots, \ell \). Thus, the state \( \hat{x}_{k+1} \) at time step \( k + 1 \) is the result of recursively applying (3.20) until the right-hand side contains only the initial condition \( \hat{x}_0 \) and the inputs \( u_0, \ldots, u_{k-1} \). Since \( \hat{A}_j = \hat{A}_j + E_{\hat{A}_j} \) for \( j = 1, \ldots, \ell \) and \( \hat{B} = \hat{B} + E_{\hat{B}} \), the right-hand side is a sum of combinations of matrix and Kronecker products involving the deterministic vectors \( \hat{x}_0, u_0, \ldots, u_{k-1} \), the deterministic matrices \( A_1, \ldots, A_\ell, B, S_1, \ldots, S_\ell \) and the random matrices \( E_{\hat{A}_1}, \ldots, E_{\hat{A}_\ell}, E_{\hat{B}} \). The right-hand side can then be ordered with respect to the number of times there is a multiplication with a random matrix which is represented by the outer sum in (3.19). The outer sum is further partitioned according to how often there is a multiplication involving \( E_{\hat{A}_1}, \ldots, E_{\hat{A}_\ell}, E_{\hat{B}} \) with corresponding frequencies of multiplications \( j_1, \ldots, j_{\ell+1} \) times. The frequencies \( j_1, \ldots, j_{\ell+1} \) serve as indices of the inner sum (3.19).

It remains to show that the state at time step \( k \) is obtained using at most \( Q_k \) multiplications with a random matrix. We proceed via induction. When \( k = 1 \),

\[
\hat{x}_1 = \sum_{j=1}^\ell \hat{A}_j S_j(\hat{x}_0 \otimes \cdots \otimes \hat{x}_0) + \hat{B} u_0 + \sum_{j=1}^\ell E_{\hat{A}_j} S_j(\hat{x}_0 \otimes \cdots \otimes \hat{x}_0) + E_{\hat{B}} u_0,
\]

thereby implying that there is at most one \( (Q_1 = 1) \) random-matrix multiplication to obtain \( \hat{x}_1 \). Suppose at time step \( k = m \), obtaining the state \( \hat{x}_m \) requires at most \( Q_m \) random-matrix multiplications. At time step \( k = m+1 \), the maximum number of random-matrix multiplications is determined by the expression \( E_{\hat{A}_1} S_m(\hat{x}_m \otimes \cdots \otimes \hat{x}_m) \). From the induction step, \( \hat{x}_m \) has at most \( Q_m \ell + 1 \) random matrix multiplications which means that \( \hat{x}_{m+1} \) has at most \( Q_m \ell + 1 = (\ell^m - 1)/(\ell - 1) = Q_m \) random matrix multiplications due to the \( \ell \) Kronecker products of \( \hat{x}_m \) and the random matrix \( E_{\hat{A}_l} \). \( \square \)
The following proposition shows that the bound for the bias $\|E[\hat{x}_k - \bar{x}_k]\|_2$ of state predictions is still polynomial in terms of the noise-to-signal ratio even when data are sampled from polynomially nonlinear systems and polynomially nonlinear models are learned. In particular, when $\sigma/s_{\text{min}}(D) < 1$ and $\sigma/s_{\text{min}}(D) \to 0$, the behavior of the upper bound is dominated by the term associated with $(\sigma/s_{\text{min}}(D))^2$.

**Proposition 7.** Let $\hat{x}_0 = \tilde{x}_0$. Suppose that the conditions of Proposition 1 hold. If the high-dimensional system (3.1) from which data are sampled and the learned low-dimensional model are polynomially nonlinear, for $k \in \mathbb{N}$ with $k \geq 1$, it holds that

$$
\|E[\hat{x}_k - \bar{x}_k]\|_2 \leq \sum_{l=2}^{Q_k} \tilde{C}_l \left( \frac{\sigma}{s_{\text{min}}(D)} \right)^l
$$

for some constants $0 < \tilde{C}_l < \infty$, $l = 2, \ldots, Q_k$, which are not functions of $\sigma$ and $D$.

**Proof.** Define the $n_j \times n$ random matrix $G_{A_j}$ as $G_{A_j} = \frac{1}{\sigma} \sum_{j=1}^{-1/2} E_{A_j}^T$ for $j = 1, \ldots, \ell$ and the $p \times n$ random matrix $G_B$ as $G_B = \frac{1}{\sigma} \sum_{j=1}^{-1/2} E_{B_j}^T$. Observe that the entries of $G_{A_j}$ for $j = 1, \ldots, \ell$ and $G_B$ are independent standard normal random variables, however, in general, the random matrices are dependent due to the dependence between $B, A_j, j = 1, \ldots, \ell$. According to Lemma 6, the state $\hat{x}_k$ at time step $k$ is

$$
\hat{x}_k = \sum_{l=0}^{Q_k} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B).
$$

(3.21)

Since the system is polynomially nonlinear, the state obtained with intrusive model reduction,

$$
\tilde{x}_k = \zeta_0, \ldots, 0(E_{A_1}, \ldots, E_{A_\ell}, E_B)
$$

(3.22)

is comprised of those terms for which no random matrix is present in the multiplications ($l = 0$). We now isolate the terms in (3.21) in which a single random matrix is involved in the multiplication. By linearity of expectation and using that the random matrices $E_B, E_{A_s}, s = 1, \ldots, \ell$ have zero mean,

$$
E \left[ \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B) \right] = 0.
$$

Therefore, with the triangle and Jensen’s inequality follows

$$
\|E[\hat{x}_k - \bar{x}_k]\|_2 \leq \sum_{l=2}^{Q_k} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} E \left[ \|\zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B)\|_2 \right].
$$

(3.23)

It remains to bound $E \left[ \|\zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B)\|_2 \right]$. We use that for matrices $A, B$ of appropriate dimensions, $\|AB\|_2 \leq \|A\|_2 \|B\|_2$ and that $\|A \otimes B\|_2 = \|A\|_2 \|B\|_2$. Note also that $\|S_j\|_2 = 1$ for $j = 1, \ldots, \ell$. Recall that $\tilde{x}_0, u_0, \ldots, u_k, A_1, \ldots, A_{\ell}, B, S_1, \ldots, S_{\ell}$ are deterministic quantities with finite norm. We thus have, for some finite constant $\tilde{C}(j_1, \ldots, j_{l+1}) > 0$, the bound

$$
E \left[ \|\zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B)\|_2 \right] \leq \tilde{C}(j_1, \ldots, j_{l+1})(\|E_{A_1}\|_2^{j_1} \cdots \|E_{A_\ell}\|_2^{j_\ell} \|E_B\|_2^{j_{l+1}})
$$

(3.24)

$$
\leq \tilde{C}(j_1, \ldots, j_{l+1})\|E_{A_1}\|_2^{j_1} \cdots \|E_{A_\ell}\|_2^{j_\ell} \|E_B\|_2^{j_{l+1}}
$$

$$
\sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \|\zeta_{j_1, \ldots, j_{l+1}}(E_{A_1}, \ldots, E_{A_\ell}, E_B)\|_2
$$

$$
\leq \tilde{C}(j_1, \ldots, j_{l+1})\left( \frac{\sigma}{s_{\text{min}}(D)} \right)_{j_1+\cdots+j_{l+1}} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \|G_{A_1}\|_2^{j_1} \cdots \|G_{A_\ell}\|_2^{j_\ell} \|G_B\|_2^{j_{l+1}}
$$

$$
\leq \tilde{C}(j_1, \ldots, j_{l+1})\left( \frac{\sigma}{s_{\text{min}}(D)} \right)_{j_1+\cdots+j_{l+1}} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \sum_{j_1, \ldots, j_{l+1} \in \mathbb{N}} \|G_{A_1}\|_2^{j_1} \cdots \|G_{A_\ell}\|_2^{j_\ell} \|G_B\|_2^{j_{l+1}}
$$
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where we utilized (3.8), (3.9).

Recursively applying the Cauchy-Schwarz inequality and invoking concentration inequalities on \( \|G_B\|_2, \|G_{A_s}\|_2, s = 1, \ldots, \ell \) shows that \( \mathbb{E}[\|G_{A_1}\|_2^2 \cdots \|G_{A_s}\|_2^2 \|G_B\|_2^{2s+1}] \) is finite. To illustrate this, consider

\[
\mathbb{E}[\|G_{A_1}\|_2^2 \cdots \|G_{A_s}\|_2^2 \|G_B\|_2^{2s+1}] \leq \sqrt{\mathbb{E}[\|G_{A_1}\|_2^{2j_1}] \mathbb{E}[\|G_{A_1}\|_2^{2j_2} \cdots \|G_{A_s}\|_2^{2j_s} \|G_B\|_2^{2j_{s+1}}]}. \tag{3.25}
\]

By invoking Lemma 2, we can obtain a bound for \( \mathbb{E}[\|G_{A_1}\|_2^{2j_1}] \). The Cauchy-Schwarz inequality is then applied to \( \mathbb{E}[\|G_{A_1}\|_2^{2j_1} \cdots \|G_{A_s}\|_2^{2j_s} \|G_B\|_2^{2j_{s+1}}] \) after which concentration inequalities are invoked to bound \( \mathbb{E}[\|G_{A_s}\|_2^{4j_s}] \), which is repeated \( \ell \) times until the expected value of products is decomposed into a product of expected values. The proposition then follows from (3.24) by summing over the indices for which \( j_1 + \cdots + j_{\ell+1} = l \) with \( l = 2, \ldots, Q_k \).

We now derive a bound for the MSE of the predicted states, which shows that for polynomially nonlinear systems, the MSE in the asymptotic regime \( \sigma/s_{\text{min}}(D) \to 0 \) is dominated by \( (\sigma/s_{\text{min}}(D))^2 \).

**Proposition 8.** Let \( \hat{x}_0 = \bar{x}_0 \). Suppose that the conditions of Proposition 1 hold. If the high-dimensional system (3.1) from which data are sampled and the learned low-dimensional model are polynomially nonlinear, then

\[
\mathbb{E}[\|\hat{x}_k - \bar{x}_k\|_2^2] \leq \sum_{l=2}^{2Q_k} \hat{C}_l \left( \frac{\sigma}{s_{\text{min}}(D)} \right)^l, \quad 1 \leq k \in \mathbb{N},
\]

for some constants \( 0 < \hat{C}_l < \infty, l = 2, \ldots, 2Q_k \), which are not functions of \( \sigma \) and \( D \).

**Proof.** From (3.21) and (3.22), we obtain

\[
\hat{x}_k - \bar{x}_k = \sum_{l=1}^{Q_k} \sum_{\substack{j_1, \ldots, j_{\ell+1} \in \mathbb{N} \\ j_1 + \cdots + j_{\ell+1} = l}} \zeta_{j_1, \ldots, j_{\ell+1}}(E_{A_1}, \ldots, E_{A_{\ell}}, E_B).
\]

Thus, for some finite constant \( \hat{C}(j_1, \ldots, j_{\ell+1}) > 0 \),

\[
\|\hat{x}_k - \bar{x}_k\|_2^2 \leq \sum_{l=1}^{Q_k} \sum_{\substack{j_1, \ldots, j_{\ell+1} \in \mathbb{N} \\ j_1 + \cdots + j_{\ell+1} = l}} \|\zeta_{j_1, \ldots, j_{\ell+1}}(E_{A_1}, \ldots, E_{A_{\ell}}, E_B)\|_2^2 \\
\leq \sum_{l=1}^{Q_k} \sum_{\substack{j_1, \ldots, j_{\ell+1} \in \mathbb{N} \\ j_1 + \cdots + j_{\ell+1} = l}} \hat{C}(j_1, \ldots, j_{\ell+1}) \|E_{A_1}\|_2^{2j_1} \cdots \|E_{A_{\ell}}\|_2^{2j_{\ell}} \|E_B\|_2^{2j_{\ell+1}} \\
\leq \sum_{l=1}^{Q_k} \sum_{\substack{j_1, \ldots, j_{\ell+1} \in \mathbb{N} \\ j_1 + \cdots + j_{\ell+1} = l}} \hat{C}(j_1, \ldots, j_{\ell+1}) \left( \frac{\sigma}{s_{\text{min}}(D)} \right)^{j_1 + \cdots + j_{\ell+1}} \|G_{A_1}\|_2^{2j_1} \cdots \|G_{A_{\ell}}\|_2^{2j_{\ell}} \|G_B\|_2^{2j_{\ell+1}}.
\]

following calculations in (3.24) where \( G_{A_1}, \ldots, G_{A_{\ell}}, G_B \) are the same random matrices defined in the proof of Proposition 7. Note that in the above inequality, the powers of the noise-to-signal ratio range from \( j_1 + \cdots + j_{\ell+1} = 1 \) to \( j_1 + \cdots + j_{\ell+1} = Q_k \), whereas in the proof of Proposition 7 the inequality (3.23) starts at \( j_1 + \cdots + j_{\ell+1} = 2 \). The conclusion now follows by squaring both sides of the inequality, applying expectation, and performing calculations similar to (3.25) to show that the resulting constants are finite. \( \square \)
4. Active operator inference for selecting training data

This section proposes active operator inference, which selects from a dictionary at which initial condition and inputs to sample the high-dimensional system for generating data with low noise-to-signal ratios. The proposed active operator inference is motivated by the bounds derived in Section 3.2, which show that the noise-to-signal ratio \( \sigma/s_{\min}(D) \) controls the MSE of the learned operators as well as the bias and the MSE of the state dynamics.

Section 4.1 formalizes the dictionary whose elements are candidates for sampling the high-dimensional system at. The proposed selection of elements of the dictionary is described in Section 4.2 and builds on ideas from selecting points [37] in empirical interpolation [5, 14]. The computational procedure for active operator inference is presented in Section 4.3, which summarizes the proposed workflow for learning low-dimensional models from noisy data.

4.1. Dictionary of candidate states and inputs

Consider a dictionary \( D \in \mathbb{R}^{L \times M} \) of candidate states and inputs given by

\[
D = \begin{bmatrix} X_L^T, (X_L^2)^T, \ldots, (X_L^r)^T, U_L^T \end{bmatrix},
\]

where \( X_L \in \mathbb{R}^{n \times L}, U_L \in \mathbb{R}^{p \times L} \) are defined identically as \( X, U \) in Section 3.1 but with \( L \) states and inputs, i.e. \( X_L = [\tilde{x}_1, \ldots, \tilde{x}_L] \) and \( U_L = [u_1, \ldots, u_L] \). Let \( P_K \in \{0, 1\}^{L \times K} \) be a selection operator that selects \( K \leq L \) rows of \( D \) via \( P_K^T D = \tilde{D} \) so that \( \tilde{D} \) can serve as a data matrix in the sense of (3.4). Observe that using all rows of \( D \) to construct the data matrix \( D \) in the least squares problem (3.4) is computationally expensive as the high-dimensional system has to be queried for each of the \( L \) initial conditions and inputs.

4.2. A design of experiments approach via oversampled empirical interpolation

Propositions 3, 7, and 8 demonstrate that a low noise-to-signal ratio \( \sigma/s_{\min}(D) \) is desirable. Since the standard deviation \( \sigma \) is fixed, we propose a design of experiments strategy that forms a data matrix \( D \) by selecting rows of \( D \) so that \( s_{\min}(D) \) is large. To find a selection of rows, we follow the procedure proposed in [37] that pursues an equivalent objective for selecting points for empirical interpolation [5, 14, 16]; see [4, 34, 15, 48] for other design of experiment approaches based on similar linear-algebra concepts. Set \( K \geq M \). The method introduced in [37] constructs a selection matrix \( P_K \) which selects \( K \) rows of \( D \) with the objective of maximizing \( s_{\min}(P_K^T D) \). First, the selection matrix \( P_M \in \mathbb{R}^{M \times M} \) is initialized with the approach introduced in [16]. Then, new rows of \( D \) are selected in a greedy fashion. To describe the greedy update, suppose we have the selection matrix \( P_m \), which selects \( m \) rows of \( D \), with \( M \leq m < K \). Let the SVD of \( P_m^T D \) be \( P_m^T D = \Phi_m \Sigma_m \Psi_m^T \), where \( \Phi_m \in \mathbb{R}^{m \times M} \) is the matrix of left-singular vectors, \( \Sigma_m \in \mathbb{R}^{M \times M} \) is the diagonal matrix of singular values \( s_1^{(m)}, \ldots, s_M^{(m)} \) in descending order, and \( \Psi_m \in \mathbb{R}^{M \times M} \) is the matrix of right-singular vectors. Define the gap \( g = (s_M^{(m)})^2 - (s_M^{(m-1)})^2 \) and set \( d_+ = \Psi_m d_+ \), where \( d_+ \in \mathbb{R}^{1 \times M} \) is a candidate row of \( D \) that has not been selected by \( P_m \). Further, let \( e \in \mathbb{R}^M \) be the canonical basis vector with all entries 0 except for the last component that is set to 1. It is shown in [26], see also the discussion in [37], that

\[
s_{\min}(P_{m+1}^T D)^2 - s_{\min}(P_m^T D)^2 \geq \frac{1}{2} \left( g + \|d_+\|^2 - \sqrt{(g + \|d_+\|^2)^2 - 4g(e^T d_+)^2} \right)
\]

which suggests that the new row \( d_+ \) should be selected that maximizes the lower bound (4.1). This greedy step is then repeated until the desired number of rows \( K \) is reached.

Based on the just described greedy scheme, we use a modified greedy update rule, which was proposed in an earlier preprint version of [37]: we choose the new row \( d_+ \) that maximizes

\[
(e^T d_+)^2,
\]
Algorithm 1. Active operator inference based on QDEIM [16] and oversampling [37]

1: procedure AOpInf(D, K)
2: Initialize $P_M$ with QDEIM [16]
3: for $m = M, \ldots, K - 1$ do $\triangleright$ Follow [37] with criterion (4.2)
4: Compute the SVD of $P_m^T D = \Phi_m \Sigma_m \Psi_m^T$
5: Find the row $d_+ \in D$ not in $P_m^T D$ such that $\bar{d}_+ = \Psi_m^T d_+^T$ maximizes (4.2)
6: Update $P_m$ to $P_m + 1$
7: Construct $D$ via $P_K^T D = D$
8: Perform re-projection as in (3.2) to generate $\tilde{Z}$
9: Solve the least-squares problem (3.4) to obtain $\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}$

return $\hat{A}_1, \ldots, \hat{A}_\ell, \hat{B}$

which is obtained by simplifying the lower bound (4.1).

Choosing the new row $d_+$ by maximizing the lower bound (4.1) was tested in [37] for the case where the columns of $D$ are orthonormal. Since this condition does not necessarily hold in our setting, the lower bound in (4.1) for the greedy update can lead to cancellation errors especially when $4g(e^T \bar{d}_+)^2$ is small, which has been first observed in [58].

4.3. Active operator inference

The proposed active operator inference approach to learn low-dimensional models from noisy data is summarized in Algorithm 1. The inputs of the algorithm are the dictionary $D$ and the number of times $K$ to query the high-dimensional system, i.e., the number of rows of the data matrix $D$. Line 2 of Algorithm 1 initializes the sampling matrix via QDEIM [16] by computing the QR decomposition of $D^T$ with pivoting. For $m \in \{M, M+1, \ldots, K-1\}$, the SVD of $P_m^T D$ is obtained in line 4 and the candidate row $d_+$ of $D$ that maximizes (4.2) is selected in lines 5–6 to update $P_m$ to $P_{m+1}$. In lines 7–9, re-projection (3.2) is performed using the projected states and the inputs in the data matrix $D = P_K^T D$ to obtain the re-projected trajectory $\tilde{Z}$. The least-squares problem (3.4) is then solved to learn the low-dimensional operators.

5. Numerical experiments

We now numerically demonstrate that the proposed active operator inference leads to predicted states with orders of magnitude lower biases and MSEs than an uninformed equidistant-in-time selection of data samples. Additionally, we demonstrate that the bias and MSE of predicted states decay with the noise-to-signal ratio in agreement with the analysis developed in Section 3.2. Numerical results for a linear state dynamics are shown in Section 5.1 and for quadratic dynamics in Section 5.2. In all experiments within one example, we use the same basis matrix $V$, which ensures consistent comparisons among different noise-to-signal ratios.

5.1. Heat transfer problem for cooling of steel profiles

The model and problem setup are described in Section 5.1.1 and the numerical results are presented in Section 5.1.2.

5.1.1. Model of cooling steel profiles

We describe a mathematical model for the cooling process of steel rail profiles in a rolling mill following [10]. Set $\Omega \subset \mathbb{R}^2$ as the spatial domain and denote by $x(\eta, t)$ the temperature at the spatial point $\eta \in \Omega$ and time
The heat transfer model is
\[
\frac{\partial x(\eta, t)}{\partial t} = \frac{\lambda}{c p} \Delta x(\eta, t), \quad (\eta, t) \in \Omega \times [0, T],
\]
\[
\nabla_x x(\eta, t) \cdot n = \begin{cases} 
\kappa \lambda (u_j(t) - x(\eta, t)) & \text{for } \eta \in \Gamma_j, j = 1, \ldots, 7, \\
0 & \text{for } \eta \in \Gamma_0,
\end{cases}
\]
x(\eta, 0) = 500,
\]
where \( \lambda \) is the heat conductivity, \( c \) the specific heat capacity, \( \rho \) the profile density, \( \kappa \) the heat transfer coefficient, \( \Gamma_j, j = 0, \ldots, 7 \) are segments of the domain boundary \( \partial \Omega \) such that \( \partial \Omega = \bigcup_{j=0}^{7} \Gamma_j \) and \( u_j(t), j = 1, \ldots, 7 \) is the external temperature applied to each boundary segment. The domain is visualized in Figure 2. The values of the constants are chosen as \( \lambda = 26.4, c = 7620, \rho = 654, \kappa = 69.696. \)

Equation (5.1) is spatially discretized using the finite element method with linear triangular elements and temporally discretized with implicit Euler with step size \( \delta t = 0.01 \) to yield the high-dimensional system (3.1) with right-hand side function (2.3) with \( \ell = 1, \) where \( x_k \in \mathbb{R}^N, N = 1357 \) and \( u_k \in \mathbb{R}^p, p = 7. \) We utilized the Python\(^1\) code based on the FEniCS Project to generate the computational mesh and the system matrices; see also [10].

The basis matrix \( V \) is computed from snapshots \( x_k^{\text{basis}}, k = 0, \ldots, L, L = 10000, \) of the high-dimensional system driven by the input \( u_k^{\text{basis}} \) whose \( i \)-th component, \( i = 1, \ldots, 7 \) is given by \( 500(1 - \tanh(k\delta t/i^2)) + 250\gamma_{i,k}. \) Here, \( \gamma_{i,0} = 0 \) while \( \gamma_{i,k} \) for \( k > 0 \) is a realization of a uniform random variable on \([0, 1]\.\) The projected states \( V^T x_k^{\text{basis}} \) and the input \( u_k^{\text{basis}} \) for \( k = 0, \ldots, L-1 \) constitute the 10000 rows of the dictionary \( D \in \mathbb{R}^{L \times (n+p)} \) from which we select the rows of the data matrix \( D \) for operator inference. In the simulations below, we consider 5 equally spaced values in the logarithm scale for the standard deviation \( \sigma \) of the noise between \( 1 \times 10^{-3} \) and \( 1 \times 10^{-1}. \) The test input \( u_k^{\text{test}} \) at time step \( k \in \mathbb{N} \) has components given by \( 500(1 - \tanh(k\delta t/i^2)) \) for \( i = 1, \ldots, 7. \)

5.1.2. Results

We learn a low-dimensional model of dimension \( n = 7 \) and \( n = 10 \) from noisy data. For \( n = 7, \) active operator inference is applied to select 15 rows from \( D, \) which leads to a data matrix \( D \) with \( s_{\min}(D) = 1.661. \) For \( n = 10, \) 25 rows are selected resulting in \( s_{\min}(D) = 0.8713. \) Denote by \( x_k^{\text{test}} \) the predicted state at time step \( k \) of the low-dimensional model with inferred operators \( \hat{A}, \hat{B} \) corresponding to the test input \( u_k^{\text{test}}. \) Likewise,

\(^1\)https://gitlab.mpi-magdeburg.mpg.de/models/fenicsrail/-/tree/master/
Figure 3.: Cooling of steel profiles (Section 5.1). The estimated bias decays by 2 orders of magnitude per 1 order of magnitude decrease in the noise-to-signal ratio in the asymptotic regime. The results are in agreement with Proposition 3.

let $\tilde{x}_{\text{test}}^k$ be the low-dimensional state from intrusive model reduction for the same input. Recall that $\tilde{x}_{\text{test}}^k$ is deterministic while $\hat{x}_{\text{test}}^k$ is a random vector.

Figure 3 shows a Monte Carlo estimate of the bias $\|E[\hat{x}_{\text{test}}^k - \tilde{x}_{\text{test}}^k]\|_2$ as a function of the noise-to-signal ratio $\sigma/s_{\text{min}}(D)$ for various time steps $k$. A Monte Carlo estimate of the MSE $E[\|\hat{x}_{\text{test}}^k - \tilde{x}_{\text{test}}^k\|_2^2]$ is shown in the left panel of Figure 6. We use $7.5 \times 10^7$ samples to approximate the expected value with Monte Carlo. The plots illustrate that in the asymptotic regime, when $\sigma/s_{\text{min}}(D) \to 0$, an order decrease in the noise-to-signal ratio leads to a decrease of two orders of magnitude in the approximation of the bias and the MSE, which agrees with Propositions 3 and 8. Notice that for $n = 10$, the behavior of the bias and the MSE for the largest noise value $\sigma$ is already dominated by constants, rather than the noise-to-signal ratio, which explains the quicker error increase.

We now compare active operator inference, which carefully selects rows of the data matrix $D$ to keep the noise-to-signal ratio low, with a traditional sample selection that queries the high-dimensional system equidistantly in time, i.e., picks columns corresponding to equidistant times from the dictionary $D$. Figure 4 compares the minimum singular value of the data matrix for both approaches over the number of queries to the high-dimensional system. Equidistant sampling requires up to 3 times as many queries to the high-dimensional system to achieve the same noise-to-signal ratio as active operator inference in our experiment. The estimate of the bias $\|E[\hat{x}_{\text{test}}^k - \tilde{x}_{\text{test}}^k]\|_2$ for $\sigma = 1 \times 10^{-2}$ for the equidistant and active operator inference approach is presented in Figure 5. The same comparison for the MSE $E[\|\hat{x}_{\text{test}}^k - \tilde{x}_{\text{test}}^k\|_2^2]$ is shown in the right panel of Figure 6 for $n = 10$. The results show that active operator inference yields a reduction in the estimated bias and the MSE of up to 1.5 and 0.5 orders in magnitude, respectively. Lastly, we consider the MSE of the predicted state further in time. The bottom panel of Figure 6 plots the estimated MSE of the predicted state at 10000 time steps for $n = 10$ using 10 Monte Carlo samples only. An order decay in the noise standard deviation leads to 2 orders decay in the estimated MSE. For fixed $\sigma$, the model learned through active operator inference achieves a smaller MSE.

In Figure 7 we visualize the 15 high-dimensional states corresponding to the rows of $D$ selected according to the design of experiments schemes we compare for $n = 7$. The respective inputs are not shown. By examining the segments of the steel profile boundary with Robin condition, the equidistant scheme tends to select more states with lower temperature at the boundary, many of which correspond to later time steps. In contrast, active operator inference selects more states at the beginning of the cooling process.
Figure 4.: Cooling of steel profiles (Section 5.1). To achieve the same noise-to-signal ratio, active operator inference requires almost 3 times fewer queries to the high-dimensional system than a traditional selection of equidistant-in-time samples.

Figure 5.: Cooling of steel profiles (Section 5.1). Active operator inference yields predictions which have a lower bias compared to the predictions delivered by sampling equidistantly in time in the dictionary. The reduction in the estimated bias achieved by active operator inference is up to 1.5 orders in magnitude.
Figure 6.: Cooling of steel profiles (Section 5.1). In the asymptotic regime, the estimated MSE decays by 2 orders of magnitude per 1 order of magnitude decrease in the noise-to-signal ratio, which agrees with Proposition 8. The predictions obtained with active operator inference have a lower MSE than those obtained from equidistant-in-time samples.
Figure 7.: Cooling of steel profiles (Section 5.1). High-dimensional states selected by sampling equidistant times (left) and by active operator inference (right) from the dictionary for $n = 7$. For equidistant sampling, a majority of the states selected have cooler temperatures at the domain boundary with Robin condition. In contrast, active operator inference selects more states at the beginning of the cooling process, which leads to more accurate models in our experiments.
5.2. Diffusive Lotka-Volterra model for population dynamics of fish species

Section 5.2.1 discusses the model and the problem setup while Section 5.2.2 summarizes the results of the numerical experiments.

5.2.1. Model description

Consider the population dynamics of three species of fish species in the Danube river [28]. At time $t > 0$ and distance $\eta$ from the mouth of the river, set $x_1(\eta, t), x_2(\eta, t), x_3(\eta, t)$ to be the density of forage fishes, German carp, and predators, respectively. For $\eta \in [0, \pi]$ and $t \in [0, T]$, a diffusive Lotka-Volterra model that
describes the interaction between the species is given by

\[
\begin{align*}
\frac{\partial x_1(\eta, t)}{\partial t} &= d_1 \frac{\partial^2 x_1(\eta, t)}{\partial \eta^2} + x_1(a_1 - a_2 x_2 - a_3 x_3) \\
\frac{\partial x_2(\eta, t)}{\partial t} &= d_2 \frac{\partial^2 x_2(\eta, t)}{\partial \eta^2} + x_2(a_4 - a_5 x_3) \\
\frac{\partial x_3(\eta, t)}{\partial t} &= d_3 \frac{\partial^2 x_3(\eta, t)}{\partial \eta^2} + x_3(a_6 x_1 + a_7 x_2 - a_8)
\end{align*}
\]  
\tag{5.2}
\]

subject to the Neumann boundary condition \(\frac{\partial x_i(0,t)}{\partial \eta} = \frac{\partial x_i(\pi,t)}{\partial \eta} = 0\) for \(i = 1, 2, 3\). The values of the constants are \(a_1 = 1.01, a_2 = 0.93, a_3 = 0.1, a_4 = 0.19, a_5 = 0.2, a_6 = 1, a_7 = 0.05, a_8 = 0.2, d_1 = 0.01, d_2 = 0.03, d_3 = 0.009\).

The differential equation (5.2) is spatially discretized at 100 equidistant points in \([0, \pi]\). To temporally discretize (5.2), we apply the Crank-Nicolson finite difference scheme to the diffusion term and evaluate the nonlinear term explicitly in time with step size \(\delta t = 0.01\), resulting in an implicit-explicit scheme. This leads to the autonomous discrete system (3.1) and (2.3) with \(\ell = 2\) where \(x_k \in \mathbb{R}^N, N = 300\).

Set \(x^*_i = a_4/a_5, x^*_2 = (a_1 a_5 - a_3 a_4)/(a_2 a_5), x^*_3 = (a_8 - a_7 x^*_3)/a_6\). Observe that \((x_1, x_2, x_3) = (x^*_1, x^*_2, x^*_3)\) is a spatially homogeneous equilibrium point of (5.2). The basis matrix \(V\) is obtained from snapshots \(x_k^{\text{basis}}\) of the high-dimensional system initiated at the following 6 conditions \(x_k^{\text{basis}}(\eta, 0) = x^*_1 + \gamma_i \sin(6\gamma_i \eta)/10, x_k^{\text{basis}}(\eta, 0) = x^*_2 + \gamma_i \sin(4\gamma_i \eta)/10, x_k^{\text{basis}}(\eta, 0) = x^*_3 + \gamma_i \sin(2\gamma_i \eta)/10\), for \(i = 1, \ldots, 6\), where for each \(i\), \(\gamma_1, \ldots, \gamma_6\) are realizations of a uniform random variable on \([0, 1]\). For each initial condition, the high-dimensional system is simulated until \(T = 50\) resulting in 30000 elements in \(D\). These initial states represent perturbations around the spatially homogeneous equilibrium. The standard deviations of the noise \(\sigma\) are 5 equidistant values in the logarithm scale between \(1 \times 10^{-4}\) and \(1 \times 10^{-2}\). For prediction, the initial condition we use is given by \(x_k^{\text{test}}(\eta, 0) = x^*_1 + \sin(6\eta)/10, x_k^{\text{test}}(\eta, 0) = x^*_2 + \cos(4\eta)/10,\) and \(x_k^{\text{test}}(\eta, 0) = x^*_3 + \sin(2\eta)/10\). Figure 8 shows the high-dimensional state trajectories \((x_k^{\text{test}}(\eta, t)), x_k^{\text{test}}(\eta, t), x_k^{\text{test}}(\eta, t)\) for \(t \in [0, 50]\).

5.2.2. Results

A low-dimensional model is inferred from noisy data for dimensions \(n \in \{12, 15\}\). Active operator inference is applied to select 100 rows for \(n = 12\), leading to a data matrix with \(s_{\text{min}}(D) = 0.2794\). For \(n = 15, 150\) rows are selected, which results in \(s_{\text{min}}(D) = 0.0552\). Monte Carlo estimates of the bias and MSE are shown in Figure 9 and Figure 12, respectively. The number of Monte Carlo samples used is \(5 \times 10^2\). The plots are consistent with the analysis in Proposition 7 and 8, particularly for quadratic systems, since we observe that an order decay in the noise-to-signal ratio leads to two orders decay in the estimated bias and MSE. The missing value in Figure 9(a) represents a large bias in \(\hat{x}_k^{\text{test}}\) which we do not plot and is caused by the accumulation of errors in the learned reduced operators over time. It represents a non-asymptotic regime in which the constants in the bias dominate the behavior of the noise-to-signal ratio. In Figure 9(b) and 12, results for larger values of \(\sigma\) are not shown in the plot for the same reason.

We now compare active operator inference to a traditional equidistant-in-time sampling from the dictionary. The minimum singular value of the data matrix resulting from both approaches is compared in Figure 10. In this example, active operator inference reduces the number of times the high-dimensional system is queried by up to roughly a factor of two. The estimated bias and the MSE for both approaches at \(\sigma = 1 \times 10^{-3}\) is shown in Figure 11 and in the right panel of Figure 12. We also plot the estimated MSE at \(T = 50\) using 10 Monte Carlo samples for \(n = 15\) in the bottom panel of Figure 12. Results are not plotted if the corresponding models numerically lead to unstable behavior with unbounded errors. Active operator inference provides reasonable numerical predictions in all cases, whereas equidistant sampling quickly leads to models that show unstable behavior. This behavior is amplified for increasing dimension \(n\). Overall, the results indicate that for polynomially nonlinear systems it becomes even more important than for linear systems to carefully query the high-dimensional system.
Figure 10.: Population dynamics of fish species (Section 5.2). Active operator inference requires up to 2 times fewer queries to the high-dimensional system for generating data than a traditional equidistant-in-time sampling process.

Figure 11.: Population dynamics of fish species (Section 5.2). Selecting the data matrix by sampling equidistant in time quickly leads to numerical instabilities in the learned models while the selection obtained with active operator inference leads to models that show stable and accurate behavior in this example.
Figure 12.: Population dynamics of fish species (Section 5.2). An order of magnitude decay in the noise-to-signal ratio leads to a two orders of magnitude decay in the estimated MSE, which is in agreement with Proposition 8. Sampling the dictionary at equidistant times results in learned models that become numerically unstable while active operator inference leads to models with orders of magnitude lower MSEs.
6. Conclusions

In this work, we established probabilistic guarantees on predictions made with low-dimensional models learned from noisy data, which motivated an active data sampling approach to reduce the effect of noise. The key ingredient of the analysis and the numerical approach was building a bridge from data-driven modeling via operator inference and re-projection to classical projection-based model reduction. Thus, the proposed approach can be seen as an example of scientific machine learning that demonstrates the benefits of merging traditional scientific computing concepts such as model reduction with learning methods to effectively leverage data.
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A. Matrix concentration inequalities

**Theorem 9** (Theorem 5.32 and Proposition 5.34 in [56]). Let \( A \) be an \( N \times n \) matrix whose entries are independent standard normal random variables. Then

\[
E[\|A\|_2] \leq \sqrt{N} + \sqrt{n} \tag{1.1}
\]

and for \( t \geq 0 \),

\[
P \left( \|A\|_2 - E[\|A\|_2] > t \right) \leq 2e^{-t^2/2}. \tag{1.2}
\]

B. Proof of Lemma 2

By using the triangle inequality for the norm \( E[\cdot]^{1/l} \),

\[
\left( E[\|G\|_2^l] \right)^{1/l} = \left( E \left[ \|G\|_2 - E[\|G\|_2] + E[\|G\|_2^l] \right] \right)^{1/l} \\
\leq \left( E \left[ \|G\|_2 - E[\|G\|_2^l] \right] \right)^{1/l} + E[\|G\|_2] \\
\leq \left( E \left[ \|G\|_2 - E[\|G\|_2^l] \right] \right)^{1/l} + \sqrt{n} + \sqrt{p} \tag{2.1}
\]

where we have used the bound (1.1).

Denote by \( \Gamma(\cdot) \) the gamma function. Recall that \( \Gamma(x + 1) \leq x^r \) for \( x \geq 0 \) and \( \Gamma(x + 1) = x\Gamma(x) \). To bound the first term in the right hand side of the inequality (2.1), we proceed as follows. For \( t \geq 0 \),

\[
E \left[ \|G\|_2 - E[\|G\|_2]\right]^l = l \int_0^\infty t^{l-1} P \left( \|G\|_2 - E[\|G\|_2] \geq t \right) dt \\
\leq 2l \int_0^\infty t^{l-1} e^{-t^2/2} dt = 2l \int_0^\infty (2u)^{l-1} e^{-u} du \\
= t^{l/2} \int_0^\infty u^{l/2-1} e^{-u} du = 2^{l/2+1} \frac{l}{2} \Gamma \left( \frac{l}{2} \right) = 2^{l/2+1} \Gamma \left( \frac{l}{2} + 1 \right) \\
\leq 2^{l/2+1} \left( \frac{l}{2} \right)^{l/2} = 2l^{l/2}
\]

where we utilized the concentration inequality (1.2) in Appendix A and properties of the gamma function mentioned above.

This implies that \( \left( E \left[ \|G\|_2 - E[\|G\|_2]\right]^l \right)^{1/l} \leq 2^{l/2} \sqrt{l} \) and the conclusion follows from (2.1).