Interaction between the atmospheric boundary layer and a stand-alone wind turbine in Gansu—Part II: Numerical analysis
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To analyze the interaction between wind turbines and the atmospheric boundary layer, we integrated a large-eddy simulation with an actuator line model and examined the characteristics of wind-turbine loads and wakes with reference to a corresponding experiment in Gansu. In the simulation, we set the wind turbine to have a rotor diameter of 14.8 m and a tower height of 15.4 m in the center of an atmospheric boundary layer with a 10.6° yaw angle. The results reveal an obviously skewed wake structure behind the rotor due to the thrust component normal to the flow direction. The power spectra of the inflow fluctuation velocity exhibit a region of $-5/3$ slope, which confirms the ability of large-eddy simulations to reproduce the energy cascade from larger to smaller scales. We found there to be more energy in the power spectrum of the axial velocity, which shows that coherent turbulence structures have more energy in the horizontal direction. By the conjoint analysis of atmospheric turbulence and wind-turbine loads, we found that when the inflow wind direction changes rapidly, the turbulence kinetic energy and coherent turbulence kinetic energy in the atmospheric turbulence increase, which in turn causes fluctuations in the wind turbine load. Furthermore, anisotropic atmospheric turbulence causes an asymmetric load cycle, which imposes a strike by the turbine blade on the shaft, thereby increasing the fatigue load on the shaft. Our main conclusion is that the atmospheric boundary layer has a strong effect on the evolution of the wake and the structural response of the turbine.
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1 Introduction

The atmospheric boundary layer (ABL) is the most im-
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a strong effect on the vertical turbulent fluxes of momentum and heat in the local meteorology, but that impacts on natural climate interannual variability are extremely limited [1,6]. The impact of the atmosphere on wind energy utilization is more complicated and powerful. The movement of the atmosphere produces various coherent turbulent structures, which lead to complex inflow conditions. Chamorro et al. [7-10] performed a series of wind tunnel tests and numerical experiments on a miniature wind turbine, which was subjected to both neutral and stable boundary layers. Their studies showed that a stronger wind shear of the incoming flow in the stable boundary layers leads to a stronger and larger region of enhanced turbulence intensity and the faster recovery of velocity in the near-wake region. Atmospheric turbulence also has important implications for the structural response and wake evolution of turbines. Churchfield et al. [11] used large-eddy simulation to explore the effects of atmospheric stability and surface roughness on wind turbine dynamics. The authors observed high or low peak-to-peak high-frequency responses in the structural moments of the turbine, which are caused by the turbine’s interaction with coherent turbulent structures. España et al. [12] reported the phenomenon of wake meandering throughout an experiment in an ABL wind tunnel. Recent experiments and numerical simulations [13-15] have shown that wake meandering is enhanced in the presence of geostrophic forcing. The operational responses of a wind turbine to the atmosphere influence the wake evolution of the turbine, which also point to the possibility of developing advanced turbine controls for strategically manipulating wake dynamics to enable overall wind farm optimization [16]. Some researchers [17-19] have proposed increasing the total power output of wind farms by installing an upstream turbine, which extracts less power than subsequent turbines, and operating the upstream turbine in a yawed condition. It is evident that studies of the interaction between the atmosphere and wind turbines have become important in both the wind energy and atmospheric science communities.

In numerical simulations of turbulence, the main methods used are Reynolds-averaged Navier-Stokes (RANS), large-eddy simulation (LES), and direct numerical simulation (DNS) [20-22]. The ABL has a high-Reynolds-number turbulent boundary-layer flow ($Re=O(10^6))$ [23] and DNS requires too many meshes and is not suitable for simulating ABL with a wind turbine. Although the computational efficiency of RANS is superior, it has some shortcomings in resolving complex transient flow problems such as underestimated the loss of wake speed, delaying wake recovery, and reducing the wake radius [24]. As an intermediate approximation between DNS and RANS, LES can provide high-resolution spatial and temporal information regarding the ABL and wind turbines. Recently, researchers have applied LES to wind-turbine wakes [25-27]. For wind-turbine simulations, the main methods used are the actuator line model (ALM) [28,29] and actuator disk model (ADM) [30,31]. Compared to the ADM, the advantages of the ALM are that it contains more physical mechanisms of the rotary aerodynamics in wind-turbine wakes, and it has proven to be accurate for most flow conditions and rotor configurations [18,32,33].

Based on field experiments conducted in Gansu, which we describe in sect. 2, in this study, we primarily analyze the characteristics of wind-turbine loads and wakes in the ABL. We used LES to generate turbulent inflow atmospheric winds and ALM to model the body forces exerted by the wind turbine, which we describe in sect. 3. We present and discuss the LES results in sect. 4 and draw our conclusions in sect. 5.

2 Experiment setup

In the experimental research, we used a 33-kW 2-blade wind turbine with a rotor diameter, $D$, of 14.8 m and a hub height of 15.4 m. The turbine reaches a rated power of 33 kW at a wind speed of 11 m s$^{-1}$ and a rotational speed of 85 r/min. The blade uses NACA44 series airfoils. As shown in Figure 1(a), we performed wake measurement

![Figure 1](Color online) Experimental setup for the wake measurement. (a) Side view of the wind turbine (right) and measuring instrument (left). (b) Schematic of the setup during deployment.
on a flat ground area in Gansu, China (37°05′N, 103°57′E). In the experimental setup, we placed a 30-m guyed anemometer tower with three anemometers (at 8, 15.4, and 22.8 m height, respectively) in front of the wind turbine. As a primary reference for incoming wind, we placed ultrasonic wind speed and direction sensors with a sampling frequency of 5/3 Hz at hub height. The wake measurement instrument consists of an 18-m hydraulic lift, an anemometer installation platform, and three CSAT3 3D ultrasonic anemometers with a sampling frequency of 20 Hz. As shown in Figure 1(b), wake measurements were performed at a distance of 1.5D from the wind turbine. At the top of the wake measurement instrument, the three ultrasonic anemometers are separated by 2.5 m at a distance of 2.0 m below the wind turbine axis. More details regarding the wake experiment can be found in the work of Li et al. [34].

Figure 2(a) shows the changes in the incoming wind velocity (Vel.), yaw angle, humidity (Hum.), and rotational speed (n) at about 23.1°C and 0.82 atm. During the 6-s sampling time, the flow conditions and wind turbine operational states remain essentially unchanged, so we can assume that the turbine is in a steady state of a 4.02 m s$^{-1}$ inflow with a 10.6° yaw angle. In Figure 2(b), we can see that the time history of the wake flow velocity at measurement points 1#, 2#, and 3# remain unchanged throughout the sampling time.

3 Numerical methods

3.1 Governing equations

Eqs. (1) and (2) give the grid-filtered continuity and Navier-Stokes (N-S) equations for the incompressible LES, respectively, and eq. (3) gives the resolved potential temperature transport equation, where the overbar denotes a grid-scale filtering operation.

$$\frac{\partial \bar{u}}{\partial x} = 0,$$  \hspace{1cm} (1)

$$\frac{\partial \bar{u}}{\partial t} + \frac{\partial}{\partial x} \left( \bar{u} \bar{u} \right) = -2\kappa_{\delta} \Omega \bar{u} - \frac{\partial \bar{p}}{\partial x} + \frac{1}{\rho_0^s} \frac{\partial}{\partial x} \bar{p}_s(x, y) - \frac{\partial \tau^D}{\partial x_j}$$

$$-g \left( \frac{\overline{\theta} - \theta_0}{\theta_0} \right) \delta_{i3} + \frac{1}{\rho_0^s} f_i^T.$$

From left to right, the terms in the N-S equation represent transient, convective, Coriolis, pressure, horizontal driving pressure, fluid stress tensor, buoyancy, and other density-normalized forces exerted by the wind turbine, respectively. The rotation rate vector $\Omega$ is equal to $\omega [\cos \phi, \sin \phi]$, where $\omega$ is the planetary rotation rate and $\phi$ is the latitude. $\theta_0=300$ K is the reference temperature and $\overline{\theta}$ is the resolved potential temperature.

$$\frac{\partial \overline{\theta}}{\partial t} + \frac{\partial}{\partial x_j} (\overline{u} \overline{\theta}) = \frac{\partial q_j}{\partial x_j},$$

where $q_j$ represents the flux in the temperature by viscous and sub-grid scale (SGS) effects.

3.2 Sub-grid scale (SGS) model

In all of the flow fields, except at the lower surface (the stress at the lower surface is given by the boundary condition in sect. 3.3), the deviatoric aspect of the SGS stress tensor $\tau^D$ is as follows:

$$\tau^D_{ij} = -2\nu^{SGS} \overline{S}_{ij},$$

where $\nu^{SGS}$ is the SGS viscosity and $\overline{S}_{ij}$ is the mean strain-rate
strategy of wind farms, which will be considered in future work.

Under atmospheric turbulence with a high Reynolds number, the LES of a full-geometry wind turbine requires a significant amount of boundary-layer mesh, so we modeled the density-normalized forces in eq. (2) based on the concept of the actuator line. We determined the force projection following the work of Sørensen and Shen [32], as follows:

\[
F_i^T(r) = \frac{F_i^A}{\epsilon^{1/2}} \exp\left(-\frac{r^2}{2\Delta_L^2}\right),
\]

where \(F_i^A\) is the actuator element force, which is calculated using the blade element momentum (BEM) theory; \(f_i^T\) is the force field projected onto the grid in eq. (2), \(r\) is the distance between the cell center and actuator point, and \(\epsilon\) controls the Gaussian width. The grid cell length \(\Delta x\) is equal to 0.5208 near the actuator line, and it is better to keep \(\epsilon/\Delta x \approx 2\) as recommended by Trolldborg [36], so we set \(\epsilon\) to 1 in this study.

At the lower surface, the deviatoric aspect of the stress tensor \(\tau_y^D\) at the lower surface is given by the following:

\[
\tau_y^D = \begin{bmatrix}
0 & 0 & \tau_{13}^{tot}
0 & 0 & \tau_{23}^{tot}
\tau_{13}^{tot} & \tau_{23}^{tot} & 0
\end{bmatrix}
\]

where \(\tau_{13}^{tot}\) and \(\tau_{23}^{tot}\) use Moeng’s model [37]. The inputs to the models are the surface aerodynamic roughness height, \(z_0\), which we set to 0.1 m; the averaged value of the surface temperature flux, \(q_s\), which we set to 0 for neutral conditions; and the friction velocity, \(u_*\), which is the square root of the magnitude of \(\tau_{13}^{tot}\) and \(\tau_{23}^{tot}\). We used the Monin-Obukhov similarity theory to estimate the friction velocity as follows:

\[
u_* = \frac{1}{k} \ln\left(\frac{z}{z_0} + f(L)\right),
\]

where \(f(L)\) is the atmospheric stability-related function and \(L\) is the Obukhov length. In neutral conditions, \(f(L)\) is equal to 0.

At the upper surface, we set the stress, temperature flux, and normal velocity to zero. The upper surface is above the entire boundary layer and any atmospheric turbulence, so these boundary conditions are appropriate. Since the stress and temperature flux are defined at the lower and upper surfaces thus far, there is no need to set boundary conditions for the temperature and horizontal velocity at these boundaries. All other boundaries are periodic for the precursor ABL simulation without any turbine. For the upstream boundaries of the simulation with the wind turbine, the velocity and temperature are specified by a space-varying boundary condition, drawn from the data planes saved from...
the precursor simulation at every time step once the flow reached a quasi-equilibrium state. At the downstream boundary, we set the gradients of velocity and temperature to allow the turbine wakes to exit without cycling back.

We discretized the models in sect. 3 using the central difference scheme in space and Crank-Nicolson scheme in time. To avoid pressure-velocity decoupling, we interpolated the velocity fluxes using the method of Rhie and Chow [38]. For the precursor ABL simulation, we used a variable time-step method to maintain a maximum Courant number of 0.75. Initially, we simulated the precursor simulation for 30000 s to ensure that the quasi-equilibrium state is reached with an interval time of 2000 s to output the data. The actual result shows the appearance of an obvious turbulence structure at about 16000 s. After 8000 s, the sampled velocity oscillates at some mean value and we can consider the flow field to be in quasi-equilibrium. To make our data analysis more accurate, we performed the second numerical simulation for 50000 s with an interval time of 50 s to output the data, so we used the data between 30000 and 50000 s in our analysis of the ABL. In the simulation with the wind turbine, the velocity and temperature are specified by the boundary conditions taken from the data planes saved at 30050 s. To capture the turbine and wake motions, we set the time step to 0.015 s to correspond to a blade rotation of 5° and a maximum Courant number of about 0.24, as recorded in the log file. The simulation times were 1200 s and we disregarded the first 600 s of data to ensure complete wake development. Therefore, the data used for the analysis of the wind turbine are from 30650 to 31250 s.

4 Results and discussion

4.1 Precursor ABL simulation

Figure 4 shows the velocity magnitude on three sides of the geometric region, which reveals a distinct wind-shear phenomenon and high turbulence levels.

To further quantify the characteristics of the neutral atmosphere, we validated the neutral atmospheric characteristics of the boundary layer from three perspectives: the distribution of the potential temperature along the height, the average wind speed along the height, and the power spectra characteristics in fluctuating wind speeds.

Figure 5 shows the distribution of the potential temperature \( \theta \) and rotor axial velocity \( u \). The axial velocity \( u \) obtained by LES is the average value between 30000 and 50000 s, and is compared with the velocity given by the law of the wall (LOTW), which represents an undisturbed fully rough turbulent boundary layer. The axial velocity \( u \) formulated by the LOTW is as follows:

\[
\frac{u}{u^*} = \ln \left( \frac{z}{z_0} \right),
\]

where \( u^* \) is the friction velocity, the von Karman constant \( \kappa \) is 0.41, and \( z_0 \) is the aerodynamic roughness length of 0.1 m. \( z^+ \) is the normalized value of \( z \), which is normalized by the rotor diameter \( D \) and \( u^+ \) is the normalized value of \( u \), which is normalized by the wind speed \( U_0 \) at hub height. The potential temperature \( \theta \) is constant (300 K) along the vertical direction (below 700 m), which is the exact characteristic of a neutral ABL (\( \partial \theta/\partial z = 0 \)). When \( z^+ > 40 \), \( \theta \) increases as the height increases, which is characteristic of capping inversion. The velocity profile obtained by LES fits well with the LOTW near the ground (1<\( z^+ < 20 \)).

The power spectra of fluctuating wind speed should follow the improved von Karman spectrum, as recommended for neutral atmospheric conditions by the Engineering Sciences Data Unit (ESDU, originally the Technical Department of the Royal Aeronautical Society, owned since 1997 by IHS Inc.). To validate the fluctuating wind speed in neutral ABL conditions, we set a sample point in the center of the geometric region at a height of 15.4 m. Figure 6 shows a comparison of the calculation spectrum of 3D fluctuating wind speed \( (u, v, w) \) at the sample point as the improved von Karman spectrum. The result shows that the calculation spectrum agrees well with the target spectrum.

![Figure 4](image1.png)  
**Figure 4** Wind speed on three sides of the geometric region (without wind turbines).

![Figure 5](image2.png)  
**Figure 5** Distribution of the potential temperature (a) and rotor axial velocity (b).
4.2 Validation of the time-averaged velocity at measurement points

As shown in Figure 7, we set a 33-kW wind turbine in the center of the geometric region (1500, 1500, 0) with a 10.6° yaw angle to verify the accuracy of the neutral atmospheric wind plant calculation. We derived aerodynamic information about the NACA44 series airfoils with angles of attack ranging from −180° to 180°, as needed by the ALM, from ref. [39]. We used the Viterma-Corrigan model [40] to calculate the body force of the blades, based on the BEM theory.

Table 1 shows a comparison of results for the LES (average value in 600 s) and available experimental data (average value in 6 s) at measurement points 1#, 2#, and 3#. The calculated axial velocity \( u' \) results agree well with the experimental data at 1#, but there are certain deviations at points 2# and 3#. The main reason for this difference is that the numerical computation ignored the hub effect. Another reason may be that the sampling period (6 s) of the experiment was not long enough to ensure adequate convergence of the statistical quantities.

Figure 8 shows a comparison of the distribution of velocity along the rotor axis in the far wake flow field by LES (solid line), the experimental value at measurement point 1# and the experimental value at the anemometer tower location in front of the wind turbine at a distance of 2D. As shown in Figure 8, at about 2.5D distance behind the rotor, the wind speed dropped to a minimum and then gradually recovered.

4.3 Power spectra of velocity components

The auto-correlation function of the fluctuation velocity indicates whether the velocity at one moment has the same characteristics as the velocity at another moment delayed by \( \tau \), and indirectly reveals the energy cascade effects with respect to time or frequency. According to the methods illustrated by Kundu and Cohen [41], we derived the auto-correlation function \( R(\tau) \) of the fluctuation-velocity components from 40000 data items with a time step of 0.015 s in the 600-s sampling period. To ensure the accuracy of the autocorrelation function, a sufficient amount of data must be used for averaging. We chose a maximum time delay of 300 s and used 19999 data items (data in 299.985 s) for averaging. Figure 9 shows the auto-correlations of the axial fluctuation velocity \( u' \), lateral fluctuation velocity \( v' \), and vertical fluc-
tuation velocity $w'$ at different locations. Overall, we found the correlations of $u'$ to be greater than the correlations of $v'$ and $w'$. To compare different locations, the auto-correlation of the fluctuation velocity behind the rotor is larger. This is because the area in front of the wind turbine (e.g., $-2D$) is mainly affected by atmospheric turbulence, and behind the rotor (e.g., $1.0D$, $1.5D$, $2.0D$), the rotation of the wind turbine produces a strong and obvious vortex structure.

The fast Fourier transform (FFT) of the auto-correlation functions gives the power spectra of the fluctuation wind speeds. Figure 10 shows the power spectra of three fluctuation-velocity components in front of the wind turbine at a distance of $2D$. As shown in Figure 10, all the spectra exhibit a region with a $-5/3$ slope (red line) to the filter cut off, which confirms LES’s ability to reproduce the energy cascade from larger to smaller scales. Compared with those of $v'$ and $w'$, the power spectrum of $u'$ contains more low-frequency energy, which indicates that coherent turbulent structures have more energy in the horizontal direction.

### 4.4 Analysis of wake skew

When the wind is not aligned with the axis of the wind turbine, the wake is skewed to one side of the turbine because the thrust is normal to the rotating plane, so it has a component normal to the flow direction. The force on the flow is therefore opposite to the thrust, which causes the flow to be skewed. The Coriolis force can also cause a skewed spatial structure and drive some of the turbulence energy away from the center of the wake. The center line of the wake will be at an angle $\chi$ to the axis of rotation, which is known as the wake skew angle. Coleman et al. [42] relates the angle $\chi$ to the yaw angle $\gamma$ in the following equation:

$$\tan \chi = \frac{U_0 \sin \gamma - a \tan \frac{\chi}{2}}{U_0 (\cos \gamma - a)},$$

(12)

where $a$ is the axial induction factor. As shown in Figure 11(a), the axial induction factor $a$ in the wake flow

---

**Figure 8** (Color online) Recovery trend of the velocity in the far wake flow.

**Figure 9** (Color online) Auto-correlations of (a) axial fluctuation velocity $u'$, (b) lateral fluctuation velocity $v'$, (c) vertical fluctuation velocity $w'$.
field is between 0 and 0.45, so the corresponding wake skew angle $\chi$ should range between 10.60°-13.46°. The wake skew angle obtained by LES is about 12°, which agrees well with eq. (12). Figure 11(b) shows the distribution of the wind speed and the tip vortex in the wake flow field. Due to the influence of the yawed rotor, the tip vortex tilts to one side.

4.5 Time-frequency analysis of wind-turbine loads

To study the turbulence effects, we analyzed the turbulence kinetic energy (TKE), coherent turbulence kinetic energy (CTKE), fluctuating horizontal flow angle ($\psi'$), and vertical angle ($\alpha'$) given by eqs. (13)-(16), respectively [43-45].

$$TKE(t) = \frac{1}{2} \left[ (u'(t))^2 + (v'(t))^2 + (w'(t))^2 \right], \quad (13)$$

$$CTKE(t) = \frac{1}{2} \left( (u'(t)v'(t))^2 + (u'(t)w'(t))^2 + (v'(t)w'(t))^2 \right)^{1/2}, \quad (14)$$

$$\psi'(t) = \tan^{-1} \left( \frac{v'(t)}{u'(t)} \right) \quad (15)$$

$$\alpha'(t) = \tan^{-1} \left( \frac{w'(t)}{u'(t)} \right) \quad (16)$$
The instantaneous TKE value together with CTKE provides a “sensor” of the coherent structures present in the flow. $\psi'$ and $\alpha'$ reflect the angle changes in the local wind direction. Figure 12 shows the inflow wind speed (row 1), TKE together with CTKE (row 2), absolute values of $\psi'$ (row 3) and $\alpha'$ (row 4), power (row 5), and thrust (row 6) of the rotor in the 600-s sampling period. When the inflow is in a turbulent state, the power and thrust of the rotor are positively correlated with wind velocity. If we compare rows 1 to 4, we see that the occurrence of extremum in the TKE and CTKE time series correspond with the trends in the variable quantities of the fluctuating horizontal and vertical flow angles. As such, frequent changes in the inflow wind direction may cause increases in TKE and CTKE, and have an impact on the power and thrust of a wind turbine.

As we can see in Figure 13, there are some peaks at frequencies 1.82 Hz ($2f_t$), 3.68 Hz ($4f_t$), and 5.42 Hz ($6f_t$), which are multiples of the rotation frequency ($f=0.91$ Hz) of the wind turbine. This reveals that the torque and thrust loads on the blades are unequal and cause an asymmetric load cycle due to the vertical wind shear and the passage of turbulent structures, after which the blade strikes the shaft during one revolution, which increases the fatigue load on the shaft.

5 Conclusions

Using wake measurements carried out on a flat ground area in Gansu, China (37°05′N, 103°57′E), we modeled a 33-kW wind turbine operating in a neutral ABL based on the theories of LES and ALM. A comparison of the LES and experimental results demonstrates the ability of the coupled ALM–LES method to successfully model wind turbines operating in a neutral ABL.

To validate the neutral ABL, we simulated an ABL case without any wind turbine as a precursor and the results show that the distributions of the potential temperature, average velocity, and fluctuation velocity in the ABL are consistent with the experimental and theoretical results. Then, we set a 33-kW wind turbine at the center of the flow field with a 10.6° yaw angle. When the wind is not aligned with the turbine axis, the thrust component normal to the flow direction drives some of the turbulence energy away from the center of the wake. The wake skew angle calculated by LES is consistent with the theoretical results. We then performed an analysis on the auto-correction function and spectral characteristics of the incoming flow and found the region in front of the turbine to be mainly affected by atmospheric turbulence, whereas the region behind the turbine was mainly affected by the wake structure. We performed an FFT of the auto-correlation function to obtain the power spectra and found all the inflow spectra to exhibit a region of $-5/3$ slope, which proves the ability of LES to reproduce the energy cascade from larger to smaller scales. Relative to the lateral and vertical velocities, more energy is contained in the power spectrum of the axial velocity, which shows that co-
herent turbulence structures have more energy in the horizontal direction. To further analyze the wind turbine interaction with the ABL, we performed a joint time-frequency analysis of the incoming flow and the response of the wind turbine. Our analyses of the TKE, CTKE, wind direction, thrust, and power of the wind turbine revealed that frequent changes in the inflow direction may cause the TKE and CTKE to increase and have an impact on the power and thrust of a wind turbine. Furthermore, anisotropic wind shear and turbulent structures cause an asymmetric load cycle, which then impose a strike by the turbine blade on the shaft during one revolution and increases the fatigue load on the shaft.
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