Research on Spatial Positioning System of Fruits to be Picked in Field Based on Binocular Vision and SSD Model
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Abstract: The accurate fruit recognition in the field was one of the key technologies of fruit picking agricultural robots. An improved Single Shot Multi-Box Detector (SSD) model based on the color and morphological characteristics of fruit was proposed in this paper when aimed at the large collection workload and low secondary transfer efficiency of fruit such as palm fruit, durian, pineapple and other fruits grown in a complex field environment. A binocular depth camera RealSense D435i was used to collect images of the fruit to be picked in the field. Meanwhile, the MobileNet was replaced with the VGG16 basic network based on the TensorFlow deep learning framework to reduce the amount of convolution operations for extracting image features in the SSD model, and a spatial positioning system for pineapple fruit was designed. Furtherly, experiments showed that the improved SSD depth detection model had a smaller size and it was more convenient to be deployed on the mobile end of agricultural robots, which the model had a high accuracy in the effective recognition of the fruits to be picked under the weed occlusion and overlapping scenes. The frame rate of the video reading and detection for the binocular depth camera reached 16.74 Frames Per Second (FPS), which had good robustness and real-time, and a good solution for the automatic picking of agricultural picking robots could be provided in the field.

1. Introduction

With the development of intelligence agriculture, a series of applications such as machine learning, deep learning, image processing, and robotic have been a popular issue in current agricultural information technology research [1]. Some larger fruit such as oil-palm fruits, durians and pineapples that grow in complex fields with rough surfaces and burrs has large harvesting workload and low secondary transport efficiency. It is of great significance to study how to locate the fruit space position, and to
develop a fruit picking robot to autonomously collect and transport the fruits to be picked on the roadside.

Researchers have successively proposed a number of recognition and localization methods for fruits based on image processing in natural environments. In traditional recognition algorithm, Wu et al. [2] proposed a peach detection method based on point cloud clustering and spherical segmentation, which achieved a recognition accuracy of 88.68%. Sun et al. [3] proposed a green apple detection method based on GrabCut model and Neut algorithm, which achieved a recognition accuracy of 94.12%. Fu Lanhuai et al. [4] proposed a banana detection method based on fruit texture features and Support Vector Machine (SVM) classifiers, which achieved a recognition accuracy of 92.55%. He Zhi-Liang [5] proposed a method of green litchi recognition based on improved linear discriminant analysis (LDA) classifier and hough transform fitting circle, which achieved a recognition accuracy of 80.4%. Zhao et al. [6] proposed a green citrus detection method based on fruit color difference model and SVM classifier, which achieved a recognition accuracy of 83%. Zhao Yuanshen et al.[7] proposed a tomato detection method for threshold segmentation of fruit images after wavelet transformation in Luminance In-phase Quadrature-phase (YIQ) color space, which achieved a recognition accuracy of 93%. However, those methods have low robustness and accuracy caused by factors such as fruit color, texture, and light intensity in a complex environment.

Compared with the traditional methods above, the Deep convolutional neural network (DCNN) method have been widely used in agriculture due to their strong feature extraction ability and autonomous learning ability. Liu Guoxu et al. [8], Liang Cuixiao et al. [9]and Tian et al. [10] respectively proposed the tomato, litchi and apple detection method based on YOLO-v3 model, which achieved a recognition accuracy of 94.58%, 96.52% and 96% respectively. Santos Thiago T al. [11]and Yu Y et al. [12] respectively proposed grape and strawberry detection method based on Mask-RCNN model, which achieved a recognition accuracy of 91% and 95.78% respectively. Villacrés Juan Fernando et al. [13] and Song Zhenzhen et al. [14] respectively proposed the cherries and Kiwifruit detection method based on Faster-RCNN model, which achieved a recognition accuracy of 85% and 87.61% respectively. Shanjun L et al. [15] and Hongxing P et al. [16] proposed the citrus detection method based on SSD, which achieved a recognition accuracy of 87.89% and 89.53% respectively. Therefore, a detection method for the fruit to be laid aside roadside after manual picking in the complex environment of the field based on MobileNet-SSD model was proposed in this paper. The main objectives of this research are as follows:

- (1) Using binocular depth camera realSenseD435i to collect images for recognition research.
- (2) Proposing an end-to-end fruit target detection framework based on MobileNet-SSD model.
- (3) Designing a space positioning system for roadside fruits to be picked in a complex environment to lay the technical foundation for the later development of agricultural picking robots.

2. System design and research methods

2.1. System design composition

Figure 1 shows a field fruit spatial positioning system based on binocular vision and SSD model after studying the actual environment of picking robots in the field. It is mainly composed of a fruit recognition part and a spatial coordinate acquisition part. The binocular depth camera realSenseD435i collects images of fruits which are manually picked and placed on the roadside and completes the depth extraction through camera calibration. The SSD convolutional neural network recognizes the fruits, and finally obtains the actual spatial coordinates through coordinate transformation.
2.2. Fruit recognition method

The current deep convolutional neural network object models are mainly divided into two categories. One is the detection algorithm based on region suggestions, such as RCNN[17], Fast-RCNN[18], Faster RCNN[19], Mask R-CNN[20], another directly converts the problem of target frame positioning into regression problem without generating candidate frames, such as RetinaNet[21], SSD[22], YOLO[23], etc. Figure 2 shows a lightweight deep neural network called MobileNet, which the standard convolution can be divided into deep convolution and point-wise convolution, where the deep convolution performs convolution on each input channel separately, and the point-wise convolution is linearly connected to the output of the deep convolution. If M is the number of image input channels, N is the number of output channels, and Dk is the size of the convolution kernel of the depth separable convolution, the ratio of the calculation amount of the separable convolution to the calculation amount of the standard convolution can be derived as in Equations (1):

$$\frac{D_k \times D_k \times D_k \times M}{D_k \times D_k \times D_k \times D_k} = \frac{1}{N} + \frac{1}{D_k \times D_k}$$

(1)

Figure 2. Schematic diagram of the deep separable convolution process of the MobileNet network
Therefore, it can be seen that MobileNet network can effectively reduce the amount of convolution operation for extracting image features, shorten the model training time, and ensure that the model can still have better recognition accuracy. Therefore, figure 3 shows a MobileNet-SSD model in this paper, which is mainly divided into two parts. One part is located at the front end, which the MobileNet network replaces the VGG16 basic network in the SSD for the preliminary extraction of fruit targets. Another is the multi-scale feature detection network at the back end starting from the 11th convolutional layer to extract the features of the front-end network under different scale conditions to obtain six feature layers to predict the position and category of the fruit. Finally, the non-maximum suppression module is used to filter out the repeated prediction targets. In general, a model was shown in this paper can accelerate the calculation speed and effectively ensure the real-time performance while reducing the model size and the performance requirements of the deployment equipment, laying a technical foundation for the later deployment of agricultural picking robots.

![Figure 3. Schematic diagram of the MobileNet-SSD network model structure](image)

2.3. Location method of fruits to be picked based on binocular vision

The traditional fruit spatial positioning research is mainly based on the calibration of the two ordinary cameras on the left and right, the three-dimensional matching of the fruit picking points in the left and right images is performed to calculate the matching point parallax and the three-dimensional coordinates according to binocular vision triangulation [24]. Ling Xiao et al. [25] and Xiang Rong et al. [26] successfully used binocular stereo vision to obtain the spatial coordinates of tomatoes and applied them to tomato identification and picking. Whereas the positioning stability and accuracy of ordinary binocular cameras were affected by the structure of binocular cameras, meanwhile, its real-time performance was not as good as binocular depth cameras. Therefore, figure 4 shows a binocular depth camera RealSense D435i produced by Intel, whose working principle is that structured light is emitted through an infrared transmitter, meanwhile, two infrared cameras triangulate the structured light to generate a computer depth image, and cooperate with the color image to generate a point cloud image with three-dimensional characteristics. The specific method steps are described as follows.

(1) Through the development kit RealSense SDK2.0 and dynamic calibration application programming interface (API) provided by Intel, the camera is calibrated in real time, and the depth map is aligned with the color map to obtain the matching color frame and depth frame.

(2) Establishing the mapping relationship among the RGB image, depth image pixel coordinate system, and the camera coordinate system based on the internal and external parameter matrix of the depth camera. Furtherly, the internal parameter matrix $K$ of the camera displaying RGB images in the binocular depth camera intelRealsense D435i can be derived as in Equations (2), where the focal length $(f_x, f_y)$ and main spot $(u_0, v_0)$ can be derived as in Equations (3) and (4):

$$
K = \begin{bmatrix}
649.58 & 924.13 \\
0 & 355.84 \\
0 & 0 & 1
\end{bmatrix}
$$
(3) Obtaining the three-dimensional coordinates of the fruit through coordinate transformation. A linear relationship between the fruit's three-dimensional space coordinates and the image coordinates based on the principle of binocular vision triangulation. If the fruit pixel coordinate system coordinates in the RGB image is \( p(x, y) \), and the depth coordinates \( z \) is obtained from the depth image, the fruit's spatial coordinates \( p'(x', y', z') \) in the camera coordinate system can be calculated as in Equation (5):

\[
\begin{align*}
    x' &= \frac{z}{f_x} (x - u_0) = \frac{z}{649.58} (x - 924.13) \\
    y' &= \frac{z}{f_y} (y - v_0) = \frac{z}{355.84} (x - 924.20) \\
    z' &= z
\end{align*}
\]

Figure 4. Target 3D positioning diagram based on RealSense D435i

3. Image acquisition and model training

3.1. Image acquisition and data set production

As shown in Figure 5, the field positioning system for fruits in this paper is mainly for palm fruits, durians, pineapples, etc., which need to be picked and placed on the roadside and secondly transport. Whereas consider palm fruits and durians are no large-scale planting in china, we used pineapple fruits with similar shapes and collection methods as a research object in this paper. By studying the working environment of picking robots picking roadside fruits in the field, manually setting up a complex picking environment, the image resolution of binocular depth camera Realsense D435i is 1280×720 pixels to collect 500 image samples. Meanwhile, the data set was expanded through geometric transformation methods such as translation, flip, zoom, and cropping, and data enhancement was performed...
by adjusting the brightness, contrast, and Gaussian filtering of the image. Then 1400 images were screened to improve the generalization ability of the training model, while kept 200 images as the verification set and configure the training data set and test set for the rest of the images according to 3:1. Finally, the data set was labeled to rectangles for the fruits in the image by labelImg tool. As shown in Figure 6, the labeling information is stored in the format of the PASCAL VOC data set. Each set of data contains the category sequence of the target fruit, the abscissa and ordinate of the center point of the target fruit, and the width and height.

![Figure 5](image1.png)

Figure 5. Sample labeling of the data set: (a) Palm fruit, (b) Durian, (c) Pineapple

![Figure 6](image2.png)

Figure 6. Fruits to be picked and identified in the field by the system

3.2. Model training and evaluation indicators

The total loss used in the training of the improved SSD model include positioning loss (bounding box regression loss) and confidence loss (target classification loss), which can be derived as in Equations (6). Meanwhile, the accuracy of recognition used to evaluate the performance of the model in detecting single-category fruits to be picked in the field, which can be derived as in Equations (7):

$$L(\chi, c, l, g) = \frac{1}{N} \left( L_{\text{conf}}(\chi, c) + \alpha L_{\text{loc}}(\chi, l, g) \right)$$  

$$P = \frac{TP}{TP + FP}$$

where N represents the number of default matching boxes, if N=0, set the loss to 0. $\chi$ represents whether the prediction box matches the real label box (1 if it matches, 0 if it does not match). c represents the confidence of the softmax function for each category. l represents the predicted bounding box, g represents the real label box, $\alpha$ represents the weighting coefficient of confidence loss and positioning loss. True positive (TP) represents a positive sample with the number of fruits correctly identified by the model, and false positive (FP) represents a negative sample with the number of fruits identified by the model in interference environment.

Finally, the experiments were conducted on a computer that has Intel(R) Xeon(R) CPU E5-2673v3, 64-bit 2.40 GHz, and a NVIDIA GeForce GTX 1080Ti GPU. Figure 7 showed the change curve of the average loss value with 2000 iterations during the training process, while the batch stochastic gradient descent algorithm was selected under the TensorFlow framework, the batch size was 16, the weight decay was 0.0005, the momentum was 0.9, the initial learning rate was 0.001, and the
non-maximum suppression was 0.5. It could be seen from the figure that when the number of iterations is about 1750, the loss value decreases to close to 1.1 and tends to be stable, the last training model was saved and used as the target detection model for the fruit.

![Figure 7. Curve diagram of loss value and epochs](image)

4. System experiment results and analysis

4.1. System interface test

In this paper, the main operating interface of the field positioning system for fruits based on binocular vision and SSD was shown in Figure 8, which detection model was available for the recognition accuracy of the fruits offline or online. And the emergency shutdown system button was designed to prevent failure. Determine the system crash problem and display recognized fruit space coordinates on the system interface in real time, which could lay the technical foundation for the next deployment of agricultural robots to achieve autonomous picking, collection and transfer of fruits.

![Figure 8. The interface of the pineapple field positioning system](image)

4.2. Experiment results and analysis

The system has been tested and found that in the actual field identification and positioning of the fruits to be picked. It was easy to recognize when the image of the fruits was clear and contained one or a small amount in the image, but there were differences in the recognition rate of the target detection model for the fruits when the fruits under dense condition fruits, weeds covering fruits, and overlap-
ping fruits. Therefore, the three scenes of dense, weed occlusion, and overlapping fruits were set, and recognition results of the single-stage target detection algorithm such as RetinaNet, YOLOv3, SSD and the improved algorithm of this paper were shown in Figure 9. It could be seen that these models can basically recognize weed occlusion and overlapping fruits, whereas a big difference in the accuracy of fruit recognition in dense scenes would be the focus of this paper in the future.

Finally, this paper took the pineapple fruit as an example of the fruit to be picked by an agricultural robot. The accuracy of the pineapple fruit images in the three scenes in the test set was calculated according to Equation (7) to evaluate the performance of the model, and the average value was repeatedly taken to reduce the result error. The specific experimental results were shown in Table 1. It could be seen that although the recognition rate of the improved algorithm in this paper was not very high, the improved lightweight network model in this paper could partially improve the real-time performance of fruit detection, and it could recognize weeds and overlapping fruit scenes. The accuracy rate reached 99.0% and 90.0%, and the recognition rate under single-pair dense conditions is not high. This would be the key research optimization direction of the next step of the model in this paper. And the model size was greatly reduced, it was easier to move the fruit picking robot. End-to-end deployment, overall the research in this article has certain research and engineering application value.

Figure 9. The order from left to right is the images of three scenes: dense, weeds, and overlapping fruits. And the recognition effect of four algorithms on fruit picking: (a). RetinaNet, (b). YOLOv3, (c). SSD, (d). Algorithm in this paper
Table 1: The results of four algorithms on the fruit of pick-up pineapple in different scenarios

| Algorithm        | Fruits in dense scenes | Fruit covered by weeds | Overlapping fruits | Model size (MB) | FPS | Average detection time of a single image (s) |
|------------------|------------------------|------------------------|--------------------|-----------------|----|--------------------------------------------|
| RetinaNet        | 49.7                   | 92.0                   | 96.0               | 139             | 10.37 | 0.212                                      |
| YOLOv3           | 66.2                   | 99.0                   | 79.5               | 235             | 15.94 | 0.116                                      |
| SSD              | 78.7                   | 99.0                   | 88.0               | 90.7            | 14.91 | 0.133                                      |
| This paper       | 50.5                   | 99.0                   | 90.0               | 24.2            | 16.74 | 0.128                                      |

5. Conclusions

This study proposed the use of a field fruit spatial positioning system based on binocular vision and MobileNet-SSD model in a natural field environment, and the main conclusion were as follows.

(1) In order to solve the problem of insufficient robustness and real-time performance of agricultural picking robots in fruit recognition under complex field environments. The deeply separable lightweight network MobileNet was proposed to replace the VGG network in SSD target detection model, which the fruits to be picked in the weed occlusion and overlapping scenes could be effectively recognized. Whereas the accuracy of fruit recognition in dense fruit scenes is not high, which would be the key research direction of this paper in the next step.

(2) Using the binocular vision camera RealSense D435i to collect images and locate the spatial coordinates of the fruits to be picked, which avoided the cumbersome steps of camera calibration, image segmentation, stereo matching and three-dimensional distance measurement of traditional binocular cameras. Meanwhile, it was easier to adapt to light intensity and the delay of the mutual transmission of binocular camera images was lower.

(3) In order to verify the feasibility of the improved target detection network proposed in this paper, the accuracy and real-time performance of fruit recognition in a complex field environment as indicators were used. The improved lightweight network model in this paper greatly reduced the model size, kept overall recognition accuracy, and improved the real-time performance while compared it with RetinaNet, Faster-RCNN, YOLOv3, and SSD models. Meanwhile, it was easier to deploy in the mobile terminal of the fruit picking robot. The research in this paper had certain engineering practical applications.
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The following abbreviations are used in this manuscript:
SVM Support Vector Machine
LDA Linear Discriminant Analysis
YIQ Luminance In-phase Quadrature-phase
DCNN Deep Convolutional Neural Network
YOLOv3 You Only Look Once version 3
SSD Single Shot MultiBox Detector
Faster-RCNN Faster Regions with CNN features
TP True Positive
FP False Positive
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