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Abstract

We investigate the connection between two classical models of phase transition phenomena, the (discrete size) stochastic Becker-Döring, a continuous time Markov chain model, and the (continuous size) deterministic Lifshitz-Slyozov model, a nonlinear transport partial differential equation. For general coefficients and initial data, we introduce a scaling parameter and prove that the empirical measure associated to the stochastic Becker-Döring system converges in law to the weak solution of the Lifshitz-Slyozov equation when the parameter goes to 0. Contrary to previous studies, we use a weak topology that includes the boundary of the state space (i.e. the size $x = 0$) allowing us to rigorously derive a boundary value for the Lifshitz-Slyozov model in the case of incoming characteristics. The condition reads $\lim_{x \to 0} (a(x)u(t) - b(x))f(t, x) = \alpha u(t)^2$ where $f$ is the volume distribution function, solution of the Lifshitz-Slyozov equation, $a$ and $b$ the aggregation and fragmentation rates, $u$ the concentration of free particles and $\alpha$ a nucleation constant emerging from the microscopic model. It is the main novelty of this work and it answers to a question that has been conjectured or suggested by both mathematicians and physicists. We emphasize that this boundary value depends on a particular scaling (as opposed to a modeling choice) and is the result of a separation of time scale and an averaging of fast (fluctuating) variables.
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1. Introduction

This paper addresses the mathematical connection between two classical models of phase transition phenomena describing different stages of cluster growth.
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The first one is the Stochastic Becker-Döring (SBD) model [36, 6, 17, 39], representing the microscopic stages. This model is a subclass of general finite-particle stochastic coagulation-fragmentation models [1] and it corresponds to the continuous time Markov chain version of the so-called (deterministic) Becker-Döring (BD) model [5, 33, 38]. In this model, clusters of particles may increase or decrease their size (number of particles in the cluster) one-by-one by capturing (aggregation process) or shedding (fragmentation process) one particle, according to the set of chemical reactions

\[
C_1 + C_i \xrightleftharpoons{a_i}{b_{i+1}} C_{i+1}, \quad i \geq 1, \tag{1}
\]

where \(C_i\) stands for the clusters consisting of \(i\) particles and \(C_1\) the free particle. Here, the coefficients \(a_i > 0\) and \(b_{i+1} > 0\) denote respectively the rates of aggregation and the rates of fragmentation. The SBD model is defined as a Markov chain on a finite subset of a lattice. Choose a (possibly random, but almost surely finite) parameter \(M \geq 2\) that gives the total number of particles in the system (number of free particles and number of particles in the clusters). Since the mass of each particle can be fixed at 1 without loss of generality, this quantity is also called the total mass of the system. The state space of the process is given by

\[
\mathcal{E} := \left\{ (C_i)_{i \geq 1} \subset \mathbb{N} : \sum_{i \geq 1} iC_i = M \right\}.
\]

The reactions of aggregation and fragmentation in (1) are the processes between clusters of two successive sizes, with rate (intensity of a Poisson process) \(a_i C_1(C_1 - 1)\) for \(i = 1\), \(a_i C_i C_{i-1}\), \(i \geq 2\), and \(b_{i+1} C_i\), \(i \geq 1\), respectively (law of mass action). This set of kinetics reactions (1) completely defines a well-posed model. Indeed, when the initial condition \((C_i(0))_{i \geq 1}\) belongs to \(\mathcal{E}\), it is then trivial to see that \((C_i(t))_{i \geq 1}\) can be re-written as a Markov chain in a finite state space (Card(\(\mathcal{E}\)) < \(\infty\)), for which existence for all times is guaranteed.

The second model is the Lifshitz-Slyozov (LS) model [29], and describes the cluster growth at a macroscopic scale. Accordingly, the size of the clusters are represented by a continuously varying variable \(x > 0\). The LS model consists in a partial differential equation (of nonlinear transport type) for the time evolution of the volume distribution function \(f(t, x)\) of clusters of size \(x\), together with an equation stating the conservation of matter,

\[
\partial_t f(t, x) + \partial_x [(a(x)u(t) - b(x)) f(t, x)] = 0, \quad t \geq 0, \quad x > 0,
\]

\[
u(t) + \int_0^\infty x f(t, x) = \text{const.}, \quad t \geq 0,
\]

where \(a(x)\) and \(b(x)\) are two functions of the size, respectively for the aggregation and fragmentation rates. Note that in such a model, \(u(t)\) plays the analog role of the concentration of free particles \(C_1(t)\) in the SBD model. Under classical conditions on \(a\) and \(b\), it is known that system (2) is well-defined when the flux is pointing outwards of the domain, namely if \(a(0)u(t) - b(0) < 0\), otherwise it lacks a proper boundary condition at \(x = 0\). For theoretical studies on the well-posedness and long-time behavior of the LS model, we refer the interested reader to [27, 12, 31].

2
The two (discrete-size) BD and (continuous-size) LS models have been rigorously connected within the context of deterministic models. Two main approaches are used. One can consider the large time behavior of the BD model, and relates the dynamics of large clusters to solutions of various version of LS equations. It is the so-called theory of Ostwald ripening, see [32, 30, 37]. The other approach identifies the “macroscopic limit” of the BD system, and considers an initial condition with a large excess of particles. Then, an appropriate re-scaling of this initial condition together with the time and the rate functions leads to solutions of the LS equation, see [14, 28, 18]. In the two last aforementioned works, the authors introduce a suitable scaling parameter and are able to prove that the solution of the (deterministic) BD model converges (in an appropriate sense) towards a solution of the LS equations (2), as the scaling parameter converges towards 0. These results were restricted to weak convergence in a vague topology, that is against test functions that vanish at the boundary $x = 0$ of the physical state space (see also Theorem 2 below). As such, the convergence results was restricted to cases where the problem does not require any boundary value in order to uniquely define a solution of the limit system (2), i.e. to cases where $a(0)u(t) - b(0) < 0$.

The aim of this paper is to extend the previous (deterministic) results obtained in [14, 28] in two directions.

1. Instead of starting with the deterministic version of the BD model, we use the stochastic (SBD) version to connect both models, inspired from [20, 21] on the Marcus-Lushnikov model and [11] on structured population models. In the stochastic context developed here, we can expect that second-order approximation and large deviation results to be of a qualitative different nature than the corresponding deterministic context. Hence our approach has its interest in its own, see Discussion. Moreover, it seems it is the first time a rigorous link from discrete-size stochastic to continuous-size deterministic coagulation fragmentation model is proposed.

2. The most important part. We extend the previous results because we are able to rigorously identify, for general scaling, a boundary-value for the LS equation in the case of incoming flux when $u(t) > \lim_{x \to 0} b(x)/a(x) \in [0, +\infty]$. This is the main novelty of our results. In particular, we obtain a convergence result (see Theorem 3) towards a (weak measure) solution of the LS equation (2) with a flux condition corresponding to

$$\lim_{x \to 0} (a(x)u(t) - b(x))f(t, x) = \alpha u(t)^2,$$

where $\alpha$ is explicitly derived from the microscopic rates of the initial model together with proper rescaling. Such boundary conditions were conjectured e.g. in [14, 34] but never proved. Historically, there was no need of a boundary-value in LS since the problem was well-posed under physical assumptions (when small clusters tend to fragment). But, recent applications in Biology have raised this problem to include nucleation in this equation, for instance in [34, 23]. Furthermore, such results raise the possibility to obtain quantitative approximation of time-dependent solutions (or related quantities, such as first passage time) of the SBD with the help of the limit macroscopic model (2-3), see Discussion.

Finally, we would mention the originality of our work resides in the proof too. Indeed, to identify the boundary we carefully introduce particular measure spaces and their topologies. Then, we adapt to our context the tools developed in [25] about averaging to obtain the limit of some
fast (fluctuating) variables. This averaging procedure yields the identification of the boundary condition. To the best of our knowledge, such a strategy to rigorously derive a boundary condition for a transport equation seems to be new.

**Organization of the paper.** We start by introducing the measure-valued SBD model in Section 2 together with its rescaled generator. This section presents in a concise manner our main results in Theorems 1, 2 and 3. Stochastic equations, martingale properties and the scaling laws used to rescale the SBD model are detailed in Section 3. We go on with technical results on moment estimates and tightness properties in Section 4 in order to prepare the proof of the main results. We emphasize in this section the introduction of a particular (occupation) measure containing the information on the boundary value. In Section 5 we prove our main three theorems. We then conclude by a Discussion in Section 6 with literature comparison, possible applications and future directions of our work, illustrated with the help of numerical simulations.

**Notations.** For the remainder we introduce few classical notations we will use for sake of clarity. First, \( C \) denotes the space of continuous functions. Similarly, \( C_b, C_c \) and \( C_0 \) are the spaces of continuous functions which are, respectively, bounded, compactly supported and vanishing at boundary (seen as a closure of \( C_c \)). We denote by \( C^k \) the functions having \( k \) continuous derivatives (up to \( k = \infty \)). Similarly for the other spaces the \( k \) derivatives have the same regularity. For a Polish space \( E \), we denote by \( \mathcal{M}(E) \) the set of non-negative Radon measures on \( E \), \( \mathcal{M}_b(E) \) the set of non-negative and finite Radon measures on \( E \) and \( \mathcal{P}(E) \) the set of probability measures. The convergence in \( \mathcal{P}(E) \) of a sequence \( X^n \) of \( E \)-valued random variable has to be understood as the classical convergence in law or distribution of random variables. For any \( \nu \in \mathcal{M}_b(E) \) and \( \varphi \) a real-valued measurable function on \( E \), we write

\[
\langle \nu, \varphi \rangle = \int_E \varphi(x) \nu(dx).
\]

When no doubt remains on the measurable space \( E \), we will simply write \( \langle \nu, \varphi \rangle \) instead of \( \langle \nu, \varphi \rangle_E \).

2. Empirical measure, re-scaled process and main results

The SBD model introduced in the previous section could be studied using classical tools from Markov chains, such as stochastic equations, Chapman-Kolmogorov equations, first-passage time analysis, etc. As our objective is to investigate the limit as the total mass \( M \to \infty \) (large numbers) and to recover a weak form of a deterministic partial differential equation, it is preferable to use a measure-valued stochastic process approach. The advantage is to get a fixed state space while performing the limit \( M \to \infty \). To that, we consider the set

\[
\mathcal{M}_b := \left\{ \sum_{i=1}^{n} \delta_{x_i} : n \geq 0, (x_1, \ldots, x_n) \in \mathbb{N}^n, x_i \geq 2, \forall i \right\} \subset \mathcal{M}_b(\mathbb{R}_+).
\]

We represent the population of clusters, with the following measure at time \( t \geq 0 \)

\[
\mu_t = \sum_{i \geq 2} C_i(t) \delta_i \in \mathcal{M}_b.
\]
Note that the number of clusters for a given size \( i \geq 2 \) is \( C_i(t) = \mu_i([i]) \). This point of view defines \((\mu_i)_{i \geq 0}\) as a measure-valued stochastic process that entirely encodes the information of the system. Moreover, since the free particle quantity \( C_1 \) is not included in the measure \( \mu_i \), we recover it through the balance of mass, which reads now (with \( \text{Id} \) the identity function)

\[
C_1(t) + \langle \mu, \text{Id} \rangle = \sum_{i \geq 1} iC_i(t) = M, \quad t \geq 0.
\]

As we will see in Section 3, the infinitesimal generator \( \mathcal{L} \) of the measure-valued stochastic process \((\mu_i)_{i \geq 0}\) is given, for all \( \nu \in \mathcal{M}_b \) and for all locally bounded measurable function \( \psi \) from \( \mathcal{M}_b \) to \( \mathbb{R} \), by

\[
\mathcal{L}\psi(\nu) = [\psi(\nu + \delta_2) - \psi(\nu)] a_1 C(C - 1) + [\psi(\nu - \delta_2) - \psi(\nu)] b_2 \nu \langle 2 \rangle \\
+ \sum_{i \geq 2} [\psi(\nu + \delta_{i+1} - \delta_i) - \psi(\nu)] a_i \nu \langle i \rangle + \sum_{i \geq 3} [\psi(\nu - \delta_i + \delta_{i-1}) - \psi(\nu)] b_i \nu \langle i \rangle , \tag{5}
\]

where \( C = M - \langle \nu, \text{Id} \rangle \). Comparing to the chemical reactions in (1), the first two terms in Equation (5) correspond to the reactions for \( i = 1 \) in (1), while the two sums in the generator correspond to the reactions for \( i \geq 2 \) in (1). Further properties are detailed in Section 3.

Our main object will be a rescaled version of this generator. We introduce a small parameter \( \varepsilon > 0 \) and we study the limit as \( \varepsilon \to 0 \) of a rescaled measure-valued SBD process \((\mu_i^\varepsilon)_{i \geq 0}\). This process depends on aggregation and fragmentation rates, \( a^\varepsilon \) and \( b^\varepsilon \) that are now defined as a function on \( \mathbb{R}_+ \). It also depends on two parameters \( \alpha_i^\varepsilon \) for the nucleation rate (formation of a cluster of size 2) and \( \beta_i^\varepsilon \) for the de-nucleation (fragmentation of a cluster of size 2). We give the following definition.

**Definition 1.** Consider an initial state \( \mu^\varepsilon_{\text{in}} \) that belongs to

\[
\mathcal{M}^\varepsilon_{\text{in}} := \left\{ \nu \in \mathcal{X} : \nu = \sum_{i = 1}^n \varepsilon \delta_{x_i}, \ (x_1, \ldots, x_n) \in \mathbb{N}, \ x_i \geq 2, \ \forall i \right\},
\]

and \( u^\varepsilon_{\text{in}} \in \varepsilon \mathbb{N} \). We define \( m^\varepsilon := u^\varepsilon_{\text{in}} + (\mu^\varepsilon_{\text{in}}, \text{Id}) \). The **rescaled measure-valued Stochastic Becker-Döring process** \((\mu^\varepsilon_{\text{in}}, \text{Id})_{i \geq 0} \in \mathcal{D}(\mathbb{R}_+, \nu - \mathcal{X})\) is a Markov \( \mathcal{X}\)-valued càdlàg process, where

\[
\mathcal{X} := \left\{ \nu \in \mathcal{M}_b(\mathbb{R}_+) : \langle \nu, \text{Id} \rangle < +\infty \right\},
\]

taking its values in \( \mathcal{M}^\varepsilon_{\text{in}} \) and having its infinitesimal generator given, for all \( \nu \in \mathcal{M}^\varepsilon_{\text{in}} \) and for all locally bounded measurable function \( \psi \) from \( \mathcal{X} \) to \( \mathbb{R} \), by

\[
\mathcal{L}^\varepsilon \psi(\nu) = \frac{\psi(\nu + \varepsilon \delta_2) - \psi(\nu)}{\varepsilon} \alpha_i^\varepsilon c(\varepsilon - \varepsilon^2) + \frac{\psi(\nu - \varepsilon \delta_2) - \psi(\nu)}{\varepsilon} \beta_i^\varepsilon \nu \langle 2 \varepsilon \rangle \\
+ \int_{2\varepsilon}^{+\infty} \frac{\psi(\nu + \varepsilon \delta_{x+\varepsilon} - \varepsilon \delta_x) - \psi(\nu)}{\varepsilon^2} \alpha_i^\varepsilon(x) \nu(dx) + \int_{3\varepsilon}^{+\infty} \frac{\psi(\nu - \varepsilon \delta_x + \varepsilon \delta_{x-\varepsilon}) - \psi(\nu)}{\varepsilon^2} \beta_i^\varepsilon(x) \nu(dx) , \tag{6}
\]

where \( c = m^\varepsilon - \langle \nu, \text{Id} \rangle \).
Remark 1. Here, the Polish space $X$ is equipped with the weak topology as described in Appendix A.1 further denoted by $w - X$ (or alternatively $(X, w)$). The space $D(\mathbb{R}_+, w - X)$ denotes the $X$-valued càdlàg function and is equipped with the Skorohod topology (see [19] for more details).

For each $\varepsilon > 0$, this process in Definition 1 is well-defined and unique since, conditionally to $\mu^\varepsilon_n$ and $u^\varepsilon_n$, it is a continuous-time Markov chain with finite state space. In Section 3 we introduce the scaling used to rigorously derive the generator $L^\varepsilon$ from the original one $L$, but it should be clear by virtue of the state space that we made a scaling of number and size all together. Our first limit theorem below depends on some assumptions we detail here.

**Assumption 1** (Convergence of rate functions and parameters). Assume that there exist two non-negative constants $a$ and $\beta$, and two continuous non-negative functions $a$ and $b$ such that

- $\{a^\varepsilon\}$ converges towards $a$. 
- $\{\beta^\varepsilon\}$ converges towards $\beta$. 
- $\{a^\varepsilon\}$ converges uniformly on any compact set of $\mathbb{R}_+$ towards $a$ and 
  \[ \exists K_a > 0 \text{ s.t. } a^\varepsilon(x) \leq K_a(1 + x), \forall x \in \mathbb{R}_+ \text{ and } \forall \varepsilon > 0. \] 
- $\{b^\varepsilon\}$ converges uniformly on any compact set of $\mathbb{R}_+$ towards $b$ and 
  \[ \exists K_b > 0 \text{ s.t. } b^\varepsilon(x) \leq K_b(1 + x), \forall x \in \mathbb{R}_+ \text{ and } \forall \varepsilon > 0. \]

**Remark 2.** Hypotheses (H3) to (H4) entail that for all $x \geq 0$, $a(x) \leq K_a(1 + x)$, and $b(x) \leq K_b(1 + x)$.

To determine the boundary value, we need to define the occupation measure (see [25]) of the evaluation at a given finite size of $\mu^\varepsilon$. For that we define the sequence $p^\varepsilon_n = (p^\varepsilon_{n,t})_{n \geq 0}$ by $p^\varepsilon_{n,t} = \mu^\varepsilon_n(\varepsilon(n + 2))$ for all $n \geq 0$. The sequence $p^\varepsilon_n$ clearly belongs to $\ell^+_1$, the non-negative cone of the summable sequences. The occupation measure is then defined by

$$\Gamma^\varepsilon(A \times B) = \int_A 1_{[p^\varepsilon_{n,t}] \times B} ds,$$

for all Borel set $A$ of $\mathbb{R}_+$ and Borel set $B$ of $\ell^+_1$ equipped with the vague topology (the convergence against sequences that vanish at infinity). This measure belongs to the subspace $\mathcal{Y}$ of non-negative measures on $\mathbb{R}_+ \times \ell^+_1$ given by

$$\mathcal{Y} := \left\{ \Theta \in \mathcal{M}(\mathbb{R}_+ \times \ell^+_1) : \forall t \geq 0, \Theta([0, t] \times \ell^+_1) = t, \int_{[0,t]\times\ell^+_1} (1 + \|q\|_{\ell^+_1}) \Theta(ds \times dq) < +\infty \right\}.$$ 

We are now in position to state our first result.

**Theorem 1.** Suppose that Assumption 1 holds, $\{\mu^\varepsilon_n\}$ converges in law towards a deterministic measure $\mu_n$ by staying a.s. in a weakly compact set $\mathcal{K}$ of $X$, that is, we have $\mathbb{P}(\mu^\varepsilon_n \in \mathcal{K}) = 1$ for all $\varepsilon > 0$, and $u^\varepsilon_n$ converges towards a deterministic $u_n$ in $\mathcal{P}(\mathbb{R}_+)$. Then, the SBD process $\{\mu^\varepsilon\}$ and the occupation measure $\{\Gamma^\varepsilon\}$ converge along an appropriate subsequence as $\varepsilon \to 0$, respectively, to $\mu$ in $\mathcal{P}(D(\mathbb{R}_+, w - X))$ and $\Gamma$ in $\mathcal{P}(w^\# - \mathcal{Y})$. The limit $\mu$
belongs to $C(\mathbb{R}_+, w - \mathcal{X})$ and we have, for all $\varphi \in C^1_0(\mathbb{R}_+)$ and $t \geq 0$, a.s.

$$\langle \mu_t, \varphi \rangle = \langle \mu_{\text{in}}, \varphi \rangle + \int_0^t \int_0^\infty \varphi'(x)(a(x)u(s) - b(x))\mu_s(dx)ds + \varphi(0)\int_0^t a(u(s))^2 ds$$

$$- \varphi(0)\int_{[0,t] \times \ell_1^*} \beta q_0\Gamma(ds \times dq) + \varphi'(0)\int_{[0,t] \times \ell_1^*} b(0)q_0\Gamma(ds \times dq), \hspace{1cm} (8)$$

where $u(t) + \langle \mu_t, \text{Id} \rangle = m$ given by $m := u_{\text{in}} + \langle \mu_{\text{in}}, \text{Id} \rangle$ and $q_0$ is the first component of the variable $q \in \ell_1^*$.

**Remark 3.** Here, the Polish space $w^\# - \mathcal{Y}$ (or alternatively $(\mathcal{Y}, w^\#)$ in the remainder) denotes the space $\mathcal{Y}$ equipped with the weak$^#$ topology as described in Appendix A.2.

**Remark 4.** The existence of a weakly compact set $\mathcal{K}$ of $X$ on the initial measures will be useful for tightness criteria (see Section 4).

In Equation (8), the second term on the right hand side is the classical drift (in weak form) of the Lifshitz-Slyozov equation. Moreover, the terms involving the limit occupation measure $\Gamma$ contribute to the boundary value. A simple computation, taking $\varphi = 1$, shows that the terms in $\varphi(0)$ account for the number of clusters created with critical size 0 (nucleation). While taking $\varphi = \text{Id}$, the term in $\varphi'(0)$ gives a mass to the clusters of size 0.

As a direct consequence of this theorem, taking $\varphi \in C^1_0(\mathbb{R}_+)$, we recover a measure solution of the classical Lifshitz-Slyozov equation in a sense called vague.

**Theorem 2.** Under the same hypotheses as Theorem 1, the limit $\mu$ is a vague solution of the Lifshitz-Slyozov equation, that is a.s. for all $\varphi \in C^1_0(\mathbb{R}_+)$ and $t \geq 0$

$$\langle \mu_t, \varphi \rangle = \langle \mu_{\text{in}}, \varphi \rangle + \int_0^t \int_0^\infty \varphi'(x)(a(x)u(s) - b(x))\mu_s(dx)ds, \hspace{1cm} (9)$$

where $u(t) + \langle \mu_t, \text{Id} \rangle = m$.

This equation is known to be well-posed (uniqueness) in the case of “outgoing characteristics”. Indeed, this theorem is limited by the fact that the test functions do not account for the boundary value in 0. Thanks to the result given by Collet and Goudon in [13, Theorem 3] it readily follows:

**Corollary 1.** In addition to hypotheses of Theorem 2, assume that $a$ and $b$ belong to $C^1(\mathbb{R}_+)$. For any $T > 0$ such that the limit $u$ satisfies

$$a(0) \sup_{t \in [0,T]} u(t) - b(0) \leq 0,$$

Equation (9) has a unique solution $\mu$ in $C([0, T], w - \mathcal{X})$, hence the whole sequence $\{\mu^\varepsilon\}$ converges in $\mathcal{P}(D([0, T], w - \mathcal{X}))$ to $\mu$.

This corollary does not include cases where $a$ and $b$ behave as a power law ($x \rightarrow x^\eta$) with $\eta$ in $(0, 1)$, as it is usual. Note that a better result of uniqueness is available in [26] for density solution. Of course, we are interested in the case of “incoming characteristics” when a boundary condition
is necessary for the well-posedness. Thus, we need to identify what is $\Gamma$. In order to do so, we need to know the behavior of the rate functions $a$ and $b$ near 0. More precisely, we suppose that the limit functions $a$ and $b$ behave as a power-law function near 0 and similarly for the approximations $a^\varepsilon$ and $b^\varepsilon$.

**Assumption 2** (Behavior of the rate functions near 0). We suppose there exist $r_a$, $r_b \geq 0$ with $\min(r_a, r_b) < 1$, and $\bar{a}$, $\bar{b} > 0$ such that

$$a(x) \sim_{0^+} \bar{a} x^{r_a} \quad \text{and} \quad b(x) \sim_{0^+} \bar{b} x^{r_b},$$

(H5)

and that,

$$a^\varepsilon(\varepsilon i) = a(\varepsilon i) + o(\varepsilon^{r_a}), \ i \geq 2, \quad \text{and} \quad b^\varepsilon(\varepsilon i) = b(\varepsilon i) + o(\varepsilon^{r_b}), \ i \geq 3.$$  

(H6)

Before stating the second theorem we introduce a critical threshold which will be debated below, namely

$$\rho := \lim_{x \to 0} \frac{b(x)}{a(x)} \in [0, +\infty]. \quad (10)$$

The result reads:

**Theorem 3.** *In addition to hypotheses of Theorem 2, suppose that Assumption 2 holds. Then, on any time interval $[t_0, t_1]$ such that the limit $u(t) > \rho$ for all $t \in [t_0, t_1]$, the limit measure $\Gamma$ vanishes and $\mu$ is a weak solution of the Lifshitz-Slyozov equation, that is for all $\varphi \in C^1_b(\mathbb{R}_+)$ and $t \in [t_0, t_1]$, a.s.

$$\langle \mu_t, \varphi \rangle = \langle \mu_{t_0}, \varphi \rangle + \int_{t_0}^t \int_0^\infty \varphi'(x)(a(x)u(x) - b(x))\mu_s(dx)ds + \varphi(0) \int_{t_0}^t \alpha u(s)^2 ds, \quad (11)$$

with $u(t) + \langle \mu_t, \text{Id} \rangle = m$.

Let us discuss the different scenarios. If $0 \leq r_a < r_b$, the aggregation term is stronger than the fragmentation near $x = 0$, and small size clusters can growth for all time since $\rho = 0$. If $0 \leq r_a = r_b$, it is a limit case and $\rho = \bar{b}/\bar{a}$. The nucleation occurs when enough free particles is supplied. Note that in the case $\rho > m$, we always have $u(t) \leq m < \rho$. While if $0 \leq r_b < r_a$, the fragmentation is stronger than the aggregation in 0 and Theorem 2 is nothing compared to Theorem 3 since $\rho = +\infty$. The case $\min(r_a, r_b) \geq 1$ is related, either to an outgoing case or to a case where no boundary condition is needed. The latter corresponds to the case where small size clusters cannot growth in finite time and is thus not investigating here.

The uniqueness of this latter theorem is left since the measure formulation together with the regularity of the coefficients near 0 make the problem difficult to treat. The reader interested in this problem and its uniqueness should probably refer to [9].

Finally, we mention that the boundary value can be interpreted as a flux condition in the case of a density solution, that is $\mu_t = f(t, x)dx$, and it reads as mentioned in Equation (3).
3. Stochastic equations, martingale properties and rescaling

In this section we first introduce the probabilistic objects we use to define the stochastic equation for the measure-valued SBD process (Poisson processes). Both the stochastic equation and the generator are used later to obtain accurate moment estimates. Then we introduce the scaling which allows us to define the process given in Definition 1. And finally we state some properties of this rescaled process.

3.1. The original SBD process

We define below, first the probabilistic objects we use and then the stochastic differential equation satisfied by the (original) empirical measure \((4)\). To make some estimates easier later on, we use four distinct Poisson measures to classify the different reactions in Equation (1).

**Definition 2** (Probabilistic objects). Let \((\Omega, \mathcal{F}, \mathbb{P})\) a sufficiently large probability space. \(\mathbb{E}[\cdot]\) denotes the expectation. We define on this space four independent random Poisson point measures

i) The nucleation Poisson point measure \(Q_1(dt, dy)\) on \(\mathbb{R}_+ \times \mathbb{R}_+\) with intensity

\[
\mathbb{E}[Q_1(dt, dy)] = dt\,dy.
\]

ii) The de-nucleation Poisson point measure \(Q_2(dt, dy)\) on \(\mathbb{R}_+ \times \mathbb{R}_+\) with intensity

\[
\mathbb{E}[Q_2(dt, dy)] = dt\,dy.
\]

iii) The aggregation Poisson point measure \(Q_3(dt, dy, di)\) on \(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{N}\{0, 1\}\) with intensity

\[
\mathbb{E}[Q_3(dt, dy, di)] = dt\,dy\,(#(di)).
\]

iv) The fragmentation Poisson point measure \(Q_4(dt, dy, di)\) on \(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{N}\{0, 1, 2\}\) with intensity

\[
\mathbb{E}[Q_4(dt, dy, di)] = dt\,dy\,(#(di)).
\]

where \(dt\) and \(dy\) are Lebesgue measures on \(\mathbb{R}^+\), and \(#(di)\) is the counting measure on \(\mathbb{N}\). Moreover, we define two more independent (from the above) random elements

v) The initial distribution \(\mu_{in}\) is a \(\mathcal{X}\)-valued random variable such that a.s. \(\mu_{in}\) belongs to \(\mathcal{M}_0\).

vi) The initial quantity of free particles \(C_{1,in}\) is a \(\mathbb{N}\)-valued random variable (a.s. finite).

Finally, we define the canonical filtration \((\mathcal{F}_t)_{t \geq 0}\) associated to the Poisson point measures such that \(\mu_{in}\) and \(C_{1,in}\) are measurable too.

Now we give a definition-proposition of the measure formulation of the SBD model.
**Definition 3** (SBD process). Assume the probabilistic objects of Definition 2 given. A *measure-valued Stochastic Becker-Döring process* is the unique $X$-valued càdlàg process $\mu = (\mu_t)_{t \geq 0}$ taking its values in $M_\delta$ and satisfying, a.s. and for all $t \geq 0$,

$$
\mu_t = \mu_{in} + \int_0^t \int_{\mathbb{R}_+} \delta_2 \mathbf{1}_{\{y \leq a_1 C_1(s^{-})(s^{-})^{-1}\}} Q_1(ds, dy) - \int_0^t \int_{\mathbb{R}_+} \delta_2 \mathbf{1}_{\{y \leq b_2 \mu_{i-1}(2)\}} Q_2(ds, dy) + \int_0^t \int_{\mathbb{R}_+ \times \mathbb{N} \setminus \{0, 1\}} (\delta_{i+1} - \delta_i) \mathbf{1}_{\{y \leq a_i C_1(s^{-})(i)\}} Q_3(ds, dy, di) - \int_0^t \int_{\mathbb{R}_+ \times \mathbb{N} \setminus \{0, 1, 2\}} (\delta_i - \delta_{i-1}) \mathbf{1}_{\{y \leq b_i \mu_{i-1}(i)\}} Q_4(ds, dy, di) ,
$$

with the balance law given, also a.s. for all $t \geq 0$, by

$$
C_1(t) + \langle \mu_t, \text{Id} \rangle = M ,
$$

where $M$ is given by the initial state.

**Remark 5.** The total mass $M$ is a random element defined by $M := C_{1,\text{in}} + \langle \mu_{\text{in}}, \text{Id} \rangle$ and is a.s. finite. Moreover, the SBD process satisfies, a.s. for all $t \geq 0$, $\langle \mu_t, \text{1} \rangle \leq \frac{M}{T}$. We emphasize that this stochastic process is still evolving in a finite state space that is a subset of $\{\nu \in M_\delta : \sum_{i \geq 2} iv(\{i\}) \leq M\}$. Hence all properties on non-explosion, generator and martingale properties are trivial. In particular, the generator of the solution $\mu$ of Equation (12) is given by (5).

### 3.2. Definition of the scaling

The classical approach to operate a scaling is to write the equations in a dimensionless form. We follow [14] and introduce the following characteristic values:

- $\overline{T}$: characteristic time,
- $\overline{C}_1$: characteristic value for the free particle number $C_1$ ,
- $\overline{C}$: characteristic value for the cluster number $\mu(\{i\})$, for $i \geq 2$,
- $\overline{A}_1$: characteristic value for the first aggregation coefficient $a_1$,
- $\overline{B}_2$: characteristic value for the first fragmentation coefficient $b_2$,
- $\overline{A}$: characteristic value for the aggregation coefficients $a_i, i \geq 2$,
- $\overline{B}$: characteristic value for the fragmentation coefficients $b_i, i \geq 3$,
- $\overline{M}_c$: characteristic value for the total mass.
Thus, the dimensionless quantities are
\[ \tau = t/T, \quad \tilde{m} = M/M_c, \quad \tilde{u}(\tau) = C_1(\tau T)/\overline{C}_1, \]
for all \( i \geq 2, \)
\[ \tilde{a}_i = a_i/A, \quad \tilde{b}_{i+1} = b_{i+1}/B, \]
and the particular scaling at the boundary (we use different letters to emphasize this point):
\[ \tilde{\alpha} := a_1/A_1, \quad \tilde{\beta} := b_2/B_2. \]
We introduce the scaling parameter \( \varepsilon > 0 \) for the size of the clusters, and our model is derived
from the following choices of relation:
\[ \overline{C} = \frac{1}{\varepsilon}, \quad \overline{C}/\overline{C}_1 = \varepsilon, \quad \overline{A}C_1T = \overline{B}T = \frac{1}{\varepsilon}, \quad M_c/\overline{C}_1 = 1, \]
and
\[ \overline{A}_1 = \varepsilon^2 A, \quad \overline{B}_2 = \varepsilon B. \]
The reader interested in a physical justification of this scaling can refer to [14]. The only difference
we made here from [14] is a slowdown of the first fragmentation rate (de-nucleation). This turns
out to be equivalent to assume that (asymptotically) the nucleation is irreversible. Finally, we
rescale the measure (with an explicit dependence on \( \varepsilon \)) by
\[ \mu^\varepsilon_t = \sum_{i \geq 2} \frac{\mu_{i}^T(\{i\})}{\overline{C}} \delta_{\varepsilon i}. \quad (14) \]
We can now write the SDE on the rescaled measure, dropping tilde but mentioning the explicit
dependence on \( \varepsilon \) for all the coefficients: \( a.s. \) for all \( t \geq 0, \)
\[ \mu^\varepsilon_t = \mu^\varepsilon_m + \int_0^t \int_{\mathbb{R}_+} \varepsilon \delta_{2s} \mathbf{1}_{\{\varepsilon \leq \delta^\varepsilon \} \cap \{\varepsilon \leq \mu^\varepsilon_s \} \cap \{\varepsilon \leq \tau \} \} Q_1(s, dy) \]
\[ - \int_0^t \int_{\mathbb{R}_+} \varepsilon \delta_{2s} \mathbf{1}_{\{\varepsilon \leq \delta^\varepsilon \} \cap \{\varepsilon \leq \mu^\varepsilon_s \} \} Q_2(s, dy) \]
\[ + \int_0^t \int_{\mathbb{R}_+ \times \mathbb{N}(0,1)} \varepsilon \delta_{2s} \mathbf{1}_{\{\varepsilon \leq \delta^\varepsilon \} \cap \{\varepsilon \leq \mu^\varepsilon_s \} \} Q_3(s, dy, di) \]
\[ - \int_0^t \int_{\mathbb{R}_+ \times \mathbb{N}(0,1,2)} \varepsilon \delta_{2s} \mathbf{1}_{\{\varepsilon \leq \delta^\varepsilon \} \cap \{\varepsilon \leq \mu^\varepsilon_s \} \} Q_4(s, dy, di), \quad (15) \]
with the balance law given, \( a.s. \) for all \( t \geq 0, \) by
\[ u^\varepsilon(t) + \langle \mu^\varepsilon_t, \text{Id} \rangle = m^\varepsilon, \quad (16) \]
3.3. The rescaled equation

Let the characteristic function \( 1_S \), for any set \( S \in \mathbb{R}_+ \), be 1 on \( S \) and 0 elsewhere. We define the rate functions:

\[
a^\varepsilon(x) := a^\varepsilon_i 1_{[\varepsilon_i,\varepsilon_{i+1})}, \quad \forall i \geq 2, \\
b^\varepsilon(x) := b^\varepsilon_i 1_{[\varepsilon_i,\varepsilon_{i+1})}, \quad \forall i \geq 3.
\] (17)

Again, the solution of (15-16) is unique and has generator given by Equation (6) in Definition 1. We note by \((\mathcal{F}_t^\varepsilon)_{t \geq 0}\) the canonical filtration associated to the process \( \mu^\varepsilon \).

In the following proposition, we test Equation (15) against a function \( \varphi \), measurable and locally bounded from \( \mathbb{R}_+ \) to \( \mathbb{R} \). It will be useful to identify the limit equation.

**Proposition 1.** Let \( \mu^\varepsilon \) be the solution of (15-16) for each \( \varepsilon > 0 \) and \( \varphi \) a locally bounded and measurable real-valued function on \( \mathbb{R}_+ \). Then, for all \( t \geq 0 \)

\[
\langle \mu^\varepsilon_t, \varphi \rangle = \langle \mu^\varepsilon_{\text{in}}, \varphi \rangle + \mathcal{V}_t^{\varepsilon, \varphi} + O_t^{\varepsilon, \varphi}, \tag{18}
\]

where \( \mathcal{V}_t^{\varepsilon, \varphi} \) is the finite-variation part of \( \langle \mu^\varepsilon_t, \varphi \rangle \) given by

\[
\mathcal{V}_t^{\varepsilon, \varphi} = \int_0^t \varphi(2\varepsilon) \left[ a^\varepsilon u^\varepsilon(s)(u^\varepsilon(s) - \varepsilon^2) - \beta^\varepsilon \mu^\varepsilon_s(d x) \right] ds \\
+ \int_0^t \int_{2\varepsilon}^{+\infty} \Delta_\varepsilon(\varphi)(x) u^\varepsilon(s) \mu^\varepsilon_s(d x) ds \\
- \int_0^t \int_{3\varepsilon}^{+\infty} \Delta_{-\varepsilon}(\varphi)(x) b^\varepsilon(x) \mu^\varepsilon_s(d x) ds, \tag{19}
\]

with \( \Delta_h(\varphi)(x) = (\varphi(x + h) - \varphi(x))/h \). Moreover, \( O_t^{\varepsilon, \varphi} \) is a \( L^2 - (\mathcal{F}_t^\varepsilon)_{t \geq 0} \) martingale starting from 0 with (predictable) quadratic variation

\[
\langle O_t^{\varepsilon, \varphi} \rangle = \varepsilon \int_0^t \varphi(2\varepsilon)^2 \left[ a^\varepsilon u^\varepsilon(s)(u^\varepsilon(s) - \varepsilon^2) + \beta^\varepsilon \mu^\varepsilon_s(d x) \right] ds \\
+ \varepsilon^2 \int_0^t \int_{2\varepsilon}^{+\infty} (\Delta_\varepsilon(\varphi)(x))^2 a^\varepsilon(x) u^\varepsilon(s) \mu^\varepsilon_s(d x) ds \\
+ \varepsilon^2 \int_0^t \int_{3\varepsilon}^{+\infty} (\Delta_{-\varepsilon}(\varphi)(x))^2 b^\varepsilon(x) \mu^\varepsilon_s(d x) ds. \tag{20}
\]

We attempt to pass to the limit in (18) when enough compactness is available. We want the finite variation (19) to converge to the weak form of the Lifshitz-Slyozov operator (including boundary value) and the martingale (20) to vanish (its quadratic variation) to recover a weak formulation of the deterministic problem at the limit in (18). For that, we need moment estimates and tightness properties to obtain the compactness in the appropriate space. These are the results presented in the next section.
4. Estimations and technical results

4.1. Moment estimates

To prove the convergence of \( \{ \mu^\varepsilon \} \), the sequence of measure-valued SBD processes constructed as a solution of equations (15-16), we will rely on compactness arguments (or tightness). These are achieved, in particular, thanks to moment estimates that are uniform with respect to \( \varepsilon \). In this section, we provide the appropriate estimates that will be necessary in the next sections.

The first proposition provides a control of the total mass of the measure, namely \( \left\langle \mu^\varepsilon, 1 \right\rangle \) where \( 1 = 1_{\mathbb{R}_+} \), then a \( L^\infty \) control of the free particle \( u^\varepsilon \) and of the first \( x \)-moment \( \left\langle \mu^\varepsilon, \text{Id} \right\rangle \).

**Proposition 2.** Let the hypotheses of Theorem 1 hold. Let \( \mu^\varepsilon \) be the solution of (15-16) for each \( \varepsilon > 0 \). Then, for all \( T > 0 \) we have that

\[
\sup_{\varepsilon > 0} \sup_{t \in [0, T]} u^\varepsilon(t) < +\infty, \text{ a.s.} \tag{21}
\]

\[
\sup_{\varepsilon > 0} \sup_{t \in [0, T]} \left\langle \mu^\varepsilon, \text{Id} \right\rangle < +\infty, \text{ a.s.} \tag{22}
\]

\[
\sup_{\varepsilon > 0} \mathbb{E} \left( \sup_{t \in [0, T]} \left\langle \mu^\varepsilon, \text{Id} \right\rangle \right) < +\infty. \tag{23}
\]

**Proof.** Since the sequence \( \{ \mu^\varepsilon_{in} \} \) lives a.s. in a compact \( \mathcal{K} \) of \( \mathcal{X} \), we have a.s.

\[
\sup_{\varepsilon > 0} \left\langle \mu^\varepsilon_{in}, 1 \right\rangle < +\infty, \text{ and } \sup_{\varepsilon > 0} \left\langle \mu^\varepsilon_{in}, \text{Id} \right\rangle < +\infty.
\]

For the same reason, a.s.

\[
\sup_{\varepsilon > 0} u^\varepsilon_{in} < +\infty.
\]

Thus, the conservation of mass (16) yields for all \( t \in [0, T] \) and \( \varepsilon > 0 \)

\[
u^\varepsilon(t) \leq m^\varepsilon = u^\varepsilon_{in} + \left\langle \mu^\varepsilon_{in}, \text{Id} \right\rangle.
\]

Thanks to our first remark, (21) holds true by taking both supremum in time and \( \varepsilon \). We can similarly show (22).

Let us now prove (23). From the stochastic differential equation (15) on \( \mu^\varepsilon \), dropping the non-positive terms, we have

\[
\left\langle \mu^\varepsilon, 1 \right\rangle \leq \left\langle \mu^\varepsilon_{in}, 1 \right\rangle + \int_0^\varepsilon \int_{\mathbb{R}_+} \varepsilon \mathbf{1}_{\{ \gamma \leq \alpha^\varepsilon u^\varepsilon(s^-)(u^\varepsilon(s^-) - \varepsilon^2) / (\varepsilon T) \}} Q_1(\bar{T} ds, dy).
\]

Thanks to (21) and the convergence of \( \sigma^\varepsilon \) in (H1), it exists a constant \( K_0 \) such that a.s.

\[
\sup_{\varepsilon > 0} \sup_{t \in [0, T]} \alpha^\varepsilon u^\varepsilon(t)(u^\varepsilon(t) - \varepsilon^2) \leq K_0. \tag{25}
\]
Thus, in (24), taking the supremum in time on \([0, T]\)
\[
\sup_{\varepsilon > 0} \langle \mu^\varepsilon, \mathbf{1} \rangle \leq \langle \mu^*_m, \mathbf{1} \rangle + \int_0^T \int_{\mathbb{R}_+} \varepsilon \mathbf{1}_{\{0 \leq K_\varepsilon/(\varepsilon T_l)\}} Q_1(\mathbb{1}ds, dy).
\]

Thanks to the uniform a.s. bound on the initial moment, represented here by the constant \(K_1\), we conclude by taking the mean that
\[
\mathbb{E} \left[ \sup_{\varepsilon > 0} \langle \mu^\varepsilon, \mathbf{1} \rangle \right] \leq K_1 + K_0 T.
\]

The method we use here to prove the convergence needs a uniform control on superlinear moments of \(\mu^\varepsilon\) so that it controls the tail at infinity. To that, let us introduce the set \(\mathcal{U}_1\) of nonnegative functions \(\Phi\), convex and belonging to \(C^1([0, +\infty)) \cap W^{2,\infty}_{loc}((0, +\infty))\) such that \(\Phi(0) = 0\), \(\Phi'\) is concave and \(\Phi'(0) \geq 0\) and the set \(\mathcal{U}_\infty\) of nonnegative increasing convex functions \(\Phi\) such that
\[
\lim_{x \to +\infty} \frac{\Phi(x)}{x} = +\infty.
\]

We denote by \(\mathcal{U}_{1,\infty} := \mathcal{U}_1 \cap \mathcal{U}_\infty\). These functions have remarkable properties when conjugate to the structure of the SBD equation and provide important estimates as in the deterministic case, see for instance [27].

**Remark 6.** Any function \(x \mapsto x^{1+\eta}\) with \(\eta \in (0, 1)\) belongs to the set \(\mathcal{U}_{1,\infty}\). Such a function \(\Phi\) in \(\mathcal{U}_{1,\infty}\) roughly represents a moment slightly greater than 1.

The next proposition provides the propagation of an extra \(x\)-moment of the rescaled measure-valued SBD process that will be necessary to prove the tightness in \((X, w)\).

**Proposition 3.** Let the hypotheses of Theorem 1 hold. Let \(\mu^\varepsilon\) be the solution of (15-16) for each \(\varepsilon > 0\). It exists \(\Phi_1 \in \mathcal{U}_{1,\infty}\) such that, for all \(T > 0\) we have
\[
\sup_{\varepsilon > 0} \mathbb{E} \left[ \sup_{\varepsilon > 0} \langle \mu^\varepsilon, \Phi_1 \rangle \right] < +\infty.
\]

**Proof.** As in the proof of Proposition 2, we know that there exists a compact \(\mathcal{K}\) of \((X, w)\) such that a.s. for all \(\varepsilon > 0\), \(\mu^\varepsilon_m \in \mathcal{K}\). Moreover, for this compact \(\mathcal{K}\), thanks to refined version of the De La Vallée-Poussin lemma [16, 24], it exists \(\Phi_1 \in \mathcal{U}_{1,\infty}\) such that
\[
\sup_{\nu \in \mathcal{K}} \langle \nu, \Phi_1 \rangle < +\infty.
\]

Thus, we obtain
\[
\sup_{\varepsilon > 0} \langle \mu^\varepsilon_m, \Phi_1 \rangle < +\infty, \text{ a.s.}
\]
Now, let $T > 0$. As $Φ_1$ is nonnegative and increasing (because $Φ_1(x) \leq xΦ'_1(x)$ by convexity of $Φ_1$ and $Φ_1(0) = 0$, so that $Φ'_1$ is non-negative), we may also drop the non-positive terms to obtain

$$\langle μ_r^ε, Φ_1⟩ \leq \langle μ_{in}^ε, Φ_1⟩ + \int_0^T \int_{R^∞} εΦ_1(2ε)1_{\{y \leq a^ε(x)(x_1−x_2)−ε^2/εT\}} Q_1(\overline{T} ds, dy)$$
$$+ \int_0^T \int_{R \times [0,1)} ε (Φ_1(εi + ε) − Φ_1(εi)) 1_{\{y \leq a^ε(x)(x_1−x_2)−((εi))/εT\}} Q_3(\overline{T} ds, dy, di).$$

Then, using the convexity of $Φ_1$, the concavity of $Φ'_1$ and then its non-increasing right derivative (denoted $Φ''_1$), we have, for all $i \geq 2$

$$Φ_1(εi + ε) − Φ_1(εi) ≤ εΦ'_1(εi + ε) ≤ ε (Φ'_1(εi) + εΦ''_1(0)).$$

Now, using the bound (21) denoted by $K_1$, the bound (25), taking the supremum in time, and then the expectation, it entails

$$\mathbb{E} \left[ \sup_{σ \in (0,T)} \langle μ_{r,σ}^ε, Φ_1⟩ \right] \leq \mathbb{E} \left[ \langle μ_{in}^ε, Φ_1⟩ \right] + εΦ_1(2ε)K_0T$$
$$+ K_1 \int_0^T \mathbb{E} \left[ \sup_{σ \in (0,T)} \int_{R^∞} (Φ'_1(x) + εΦ''_1(0))a^ε(x)μ_r^ε(dσ) \right] ds.$$  (26)

Since $Φ_1 \in \mathcal{U}_{1,∞}$ we have $xΦ'_1(x) ≤ 2Φ_1(x)$ for all $x ≥ 0$ by [26, Lemma A.1]. Thus for any $R > 0$ and thanks to hypothesis (H3) on $a^ε$ we obtain

$$\int_0^{+∞} Φ'_1(x)a^ε(x)μ_r^ε(dσ) = \int_0^R Φ'_1(x)a^ε(x)μ_r^ε(dσ) + \int_R^{+∞} Φ'_1(x)a^ε(x)μ_r^ε(dσ)$$
$$≤ K_a \int_0^R (1 + x)Φ'_1(x)μ_r^ε(dσ) + K_a \left( \frac{1}{R} + 1 \right) \int_R^{+∞} xΦ'_1(x)μ_r^ε(dσ)$$
$$≤ K_a \left( \sup_{x \in (0,R)} Φ'_1(x) \right) \langle μ_r^ε, 1⟩ + 2K_a \langle μ_r^ε, Φ_1⟩ + \frac{2K_a}{R} \langle μ_r^ε, Φ_1⟩.$$  (27)

Thus, there exists a constant $K$ which depends on $Φ_1$, $R$, the uniform bound (23) on $\langle μ_r^ε, 1⟩$ and on $K_a$ such that

$$\mathbb{E} \left[ \sup_{σ \in (0,T)} \int_0^{+∞} Φ'_1(x)a^ε(x)μ_r^ε(dσ) \right] \leq K \left( 1 + \mathbb{E} \left[ \sup_{σ \in (0,T)} \langle μ_r^ε, Φ_1⟩ \right] \right).$$  (27)

Also, there exists a constant, still denoted by $K$, which depends on the uniform bound (23) on $\langle μ_r^ε, 1⟩$, the uniform bound (22) on $\langle μ_r^ε, Id⟩$ and on $K_a$ such that

$$\mathbb{E} \left[ \sup_{σ \in (0,T)} \int_0^{+∞} a^ε(x)μ_r^ε(dσ) \right] \leq K.$$

(28)

Finally, combining (26), (27) and (28), there exists a constant, still denoted by $K$, such that for all $t \in [0, T]$
\[
\mathbb{E} \left[ \sup_{\epsilon \in (0, t)} \langle \mu_\epsilon, \Phi_1 \rangle \right] \leq K \left( 1 + \int_0^t \mathbb{E} \left[ \sup_{\epsilon \in (0, s)} \langle \mu_\epsilon, \Phi_1 \rangle \right] ds \right).
\]

We get the desired estimation using the Gronwall lemma. \hfill \square

We will also need a superlinear control on the total mass \( \langle \mu_\epsilon, 1 \rangle \) avoiding concentration. It will notably be useful to treat the boundary condition.

**Proposition 4.** Let the hypotheses of Theorem 1 hold. Let \( \mu_\epsilon \) be the solution of (15-16) for each \( \epsilon > 0 \). It exists \( \Phi_2 \in \mathcal{U}_{1,\infty} \) such that, for all \( T > 0 \) we have

\[
\sup_{\epsilon > 0} \mathbb{E} \left[ \sup_{t \in [0, T]} \Phi_2(\langle \mu_\epsilon, 1 \rangle) \right] < +\infty.
\]

**Proof.** Since \( \mu_{\epsilon_0} \) converges in law towards the deterministic measure \( \mu_\infty \), we deduce that \( \langle \mu_{\epsilon_0}, 1 \rangle \) converges also in law to the deterministic value \( \langle \mu_\infty, 1 \rangle \). Therefore, a subsequence of \( \langle \mu_{\epsilon_0}, 1 \rangle \) converges in \( L^1 \) towards \( \langle \mu_\infty, 1 \rangle \). Again, thanks to refined version of the de la Vallée-Poussin lemma [16, 24], it exists \( \Phi_2 \in \mathcal{U}_{1,\infty} \) such that

\[
\sup_{\epsilon > 0} \mathbb{E} \left[ \Phi_2(\langle \mu_{\epsilon_0}, 1 \rangle) \right] < +\infty.
\]

Now, from the stochastic differential equation (15) and using that \( \Phi_2 \) is increasing we drop the non-negative terms

\[
\Phi_2(\langle \mu_\epsilon, 1 \rangle) \leq \Phi_2(\langle \mu_{\epsilon_0}, 1 \rangle) + \int_0^t \int_{\mathbb{R}_+} \Phi_2(\langle \mu_{\epsilon}, 1 \rangle + \epsilon) - \Phi_2(\langle \mu_{\epsilon}, 1 \rangle) I_{\{y \leq \sigma \epsilon \hat{u}(\epsilon(s) - \epsilon^2)/(\epsilon T)\}} Q(\mathbb{R}^d d s, d y).
\]

Then the proof follows by the same arguments as Proposition 3. \hfill \square

### 4.2. Tightness of the rescaled process

The aim of this section is to prove the following tightness property of the family \( \{\mu_\epsilon\} \) of \( X \)-valued processes.

**Proposition 5.** Let the hypotheses of Theorem 1 hold. Let \( \mu_\epsilon \) be the solution of (15-16) for each \( \epsilon > 0 \). Then \( \{\mu_\epsilon\} \) is tight in \( \mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - X)) \) and \( \{u_\epsilon\} \) is tight in \( \mathcal{P}(\mathcal{D}(\mathbb{R}_+, \mathbb{R}_+)) \). Moreover, any accumulation point \( \mu \) of \( \{\mu_\epsilon\} \) belongs a.s. to \( C(\mathbb{R}_+, w - X) \).

The proof of this result rests on the Aldous criterion for tightness [7, p 176]. It is in two parts, first the compact containment condition and then the equicontinuity (in the sense of càdlàg). For the former we need to make explicit a weakly compact of \( X \).

**Lemma 1.** Under the same assumptions as Proposition 5, for all \( T > 0 \) and \( \eta \) sufficiently small, there exists a compact \( \mathcal{K}_{\eta, T} \) of \( (X, w) \) such that

\[
\mathbb{P} \left( \{\mu_\epsilon \in \mathcal{K}_{\eta, T} : 0 \leq t \leq T\} \right) \geq 1 - \eta.
\]
Proof. Let \( \eta \in (0, 1) \) and \( T > 0 \). Thanks to Propositions 2 and 3, we define three constants

\[
C^1_{\eta,T} = 3 \sup_{\varepsilon} \mathbb{E} \left[ \sup_{t \in (0,T)} \langle \mu^\varepsilon_t, \Phi_1 \rangle \right] / \eta, \\
C^2_{\eta,T} = 3 \sup_{\varepsilon} \mathbb{E} \left[ \sup_{t \in (0,T)} \langle \mu^\varepsilon_t, \text{Id} \rangle \right] / \eta,
\]

and,

\[
C^3_{\eta,T} = 3 \sup_{\varepsilon} \mathbb{E} \left[ \sup_{t \in (0,T)} \langle \mu^\varepsilon_t, 1 \rangle \right] / \eta.
\]

We then introduce the weakly relatively compact set of \( X \) and, for all \( \psi \) approximation for the second term in Equation (30), since \( \| \varphi_k \|_\infty + \| \varphi'_k \|_\infty \leq 1 \) and for all \( (v_1, v_2) \in X \times X \),

\[
d_X(v_1, v_2) = \sum_{k \geq 1} 2^{-k}|\langle (1 + \text{Id}) \cdot v_1, \varphi_k \rangle - \langle (1 + \text{Id}) \cdot v_2, \varphi_k \rangle|.
\]

Lemma 2. Under the same assumptions as Proposition 5, for all \( \eta > 0 \), there exists \( h > 0 \) such that

\[
\sup_{\varepsilon} \sup_{t} \sup_{s \in (0,h)} \mathbb{E} [d_X(\mu^\varepsilon_{t+s}, \mu^\varepsilon_t)] \leq \eta.
\]

Proof. Let \( \{ \varphi_k \} \) be as described above. For any \( k \in \mathbb{N} \), we define \( \psi_k(x) = (1 + x)\varphi_k(x) \) and then the approximation \( \psi_{k,R}(x) = (1 + x)\varphi_k(x) \) if \( x < R \) and \( \psi_{k,R}(x) = (1 + R)\varphi_k(x) \) otherwise. Then, we get for all \( h < T \) and \( t \in [0, T - h] \) with \( s \in (0, h) \),

\[
\|\langle (1 + \text{Id}) \cdot \mu^\varepsilon_{t+s}, \varphi_k \rangle - \langle (1 + \text{Id}) \cdot \mu^\varepsilon_t, \varphi_k \rangle\| \\
\leq \| \langle \mu^\varepsilon_{t+s}, \psi_{k,R} \rangle - \langle \mu^\varepsilon_t, \psi_{k,R} \rangle \| + 2 \sup_{r \in [0,T]} |\langle \mu^\varepsilon_r, (\text{Id} - R)\varphi_k 1_{[R, +\infty)} \rangle|.
\]

For the second term in Equation (30), since \( \| \varphi_k \|_\infty + \| \varphi'_k \|_\infty \leq 1 \), we obtain

\[
\sup_{\varepsilon} \mathbb{E} \left[ \sup_{r \in [0,T]} \langle \mu^\varepsilon_r, (\text{Id} - R)\varphi_k 1_{[R, +\infty)} \rangle \right] \leq \left( \sup_{x > R} \frac{x}{\Phi_1(x)} \right) \sup_{\varepsilon} \mathbb{E} \left[ \sup_{r \in [0,T]} \langle \mu^\varepsilon_r, \Phi_1 \rangle \right].
\]
By Proposition 3 and since $\Phi_1$ belongs to $\mathcal{U}_\infty$, for $\eta > 0$ it exists $R$ large enough such that

$$\sup_{\epsilon} \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \langle \mu_t^\epsilon, (\text{Id} - R)\varphi_k \mathbf{1}_{[R, +\infty)} \rangle \right| \right] \leq \frac{\eta}{4}.$$  \hspace{1cm} (31)

For the first term in Equation (30), we have with the notations of Corollary 1,

$$\langle \mu_{t+s}^\epsilon, \psi_{k, R} \rangle - \langle \mu_t^\epsilon, \psi_{k, R} \rangle \leq |V_{t+s}^{\nu, \phi_k, R} - V_t^{\nu, \phi_k, R}| + \sup_{s \in (0, h)} |O_{t+s}^{\nu, \phi_k, R} - O_t^{\nu, \phi_k, R}|.$$

Then, taking expectation, applying the Cauchy-Schwarz inequality in the martingale term and then the Burkholder-Davis-Gundy inequality [35, Theorem 48, p. 193], both on the martingale term, we get

$$\sup_{s \in (0, h)} \mathbb{E} \left[ |\langle \mu_{t+s}^\epsilon, \psi_{k, R} \rangle - \langle \mu_t^\epsilon, \psi_{k, R} \rangle| \right] \leq \sup_{s \in (0, h)} \mathbb{E} \left[ |V_{t+s}^{\nu, \phi_k, R} - V_t^{\nu, \phi_k, R}| \right] + \mathbb{E} \left[ |O_{t+s}^{\nu, \phi_k, R} - O_t^{\nu, \phi_k, R}| \right].$$

The two terms above can now be treated thanks to moment estimates and Assumption 1. By the convergence of $\beta^\epsilon$ and the moment estimate (23), it exists a positive constant still denoted by $K_0$ such that

$$\sup_{\epsilon > 0} \mathbb{E} \left[ \sup_{t \in [0,T]} \beta^\epsilon \mu_t^\epsilon (|2\epsilon|) \right] \leq K_0. \hspace{1cm} (32)$$

Hence, since $\|\varphi_k\|_{\infty} + \|\varphi'_k\|_{\infty} \leq 1$, by (25) and (32), and by the hypotheses (H3-H4) on $a$ and $b$, we have for all $s \in (0, h)$

$$|V_{t+s}^{\nu, \phi_k, R} - V_t^{\nu, \phi_k, R}| \leq 2K_0(1 + R)h + \left( K_a \sup_{t \in [0,T]} u_t^\epsilon + K_b \right) \left[ \sup_{t \in [0,T]} \langle \mu_t^\epsilon, 1 \rangle + \sup_{t \in [0,T]} \langle \mu_t^\epsilon, \text{Id} \rangle \right](2 + R)h,$$

and,

$$|O_{t+s}^{\nu, \phi_k, R} - O_t^{\nu, \phi_k, R}| \leq \epsilon 2K_0(1 + R)^2h + \epsilon^2 \left( K_a \sup_{t \in [0,T]} u_t^\epsilon + K_b \right) \left[ \sup_{t \in [0,T]} \langle \mu_t^\epsilon, 1 \rangle + \sup_{t \in [0,T]} \langle \mu_t^\epsilon, \text{Id} \rangle \right](2 + R)h.$$

Thus, using estimates in Proposition 2, we deduce that it exists $h$ (small enough) such that:

$$\sup_{s \in (0, h)} \mathbb{E} \left[ |\langle \mu_{t+s}^\epsilon, \psi_{k, R} \rangle - \langle \mu_t^\epsilon, \psi_{k, R} \rangle| \right] \leq \frac{\eta}{2}, \hspace{1cm} (33)$$

where the estimation is uniform in $\epsilon$ and $t$. We conclude by combining (31) and (33) into (30).

Finally, we finish by the continuity of the limit process.

**Lemma 3.** Let the same assumptions as Proposition 5 hold. Let $\mu$ be an accumulation point of $\{\mu^\epsilon\}$ in $\mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - X))$. Then, $\mu$ a.s. belongs to $C(\mathbb{R}_+, w - X)$. 
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Proof. First, note that by construction since $\mu^\varepsilon$ takes values in $\mathcal{M}_c^\varepsilon$ and $\sum_{i \geq 1} \varepsilon i \mu^\varepsilon_i(\{ei\}) = \langle \mu^\varepsilon, \text{Id} \rangle \leq m^\varepsilon$, thus for each $\varepsilon > 0$, $\mu^\varepsilon$ is compactly supported in $[2\varepsilon, m^\varepsilon/\varepsilon]$. Hence, using the stochastic differential equation (15), we obtain for all $\varphi$ with $\|\varphi\|_\infty + \|\varphi''\|_\infty \leq 1$ that

$$
|\langle (1 + \text{Id}) \cdot \mu^\varepsilon, \varphi \rangle - \langle (1 + \text{Id}) \cdot \mu^\varepsilon, \varphi \rangle| \\
\leq \varepsilon \left| (1 + 2\varepsilon) \varphi(2\varepsilon) + \sup_{x \in (2\varepsilon, m^\varepsilon/\varepsilon)} |(1 + x + \varepsilon) \varphi(x + \varepsilon) - (1 + x) \varphi(x)| \right| \\
\leq \varepsilon(1 + 2\varepsilon) + \varepsilon^2 \left( \frac{K_2}{\varepsilon} + 2 \right),
$$

where $K_2$ is a constant such that $a.s. m^\varepsilon < K_2$, by Proposition 2. We deduce that for all $T \geq 0$, we have $a.s. \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} d_X(\mu^\varepsilon, \mu^\varepsilon, \varepsilon) = 0$. This concludes the proof.

Proposition 5. The tightness of $\{\mu^\varepsilon\}$ readily follows from Lemma 1 and Lemma 2 which are the Aldous criterion of tightness given in [7, p 176]. The continuity is a direct consequence of Lemma 3. The tightness of $\{\mu^\varepsilon\}$ follows immediately from its definition and the properties obtained on $\{\mu^\varepsilon\}$.

4.3. Tightness of the boundary term

While trying to pass to the limit in Equation (19) in $(X, w)$, we have to deal with the term $\mu^\varepsilon(\{2\varepsilon\})$, for which we need to prove also a tightness property. However, when looking at the time evolution equation of $\mu^\varepsilon(\{2\varepsilon\})$, it appears that such a term may evolve at a faster time scale than $\mu^\varepsilon$, viewed as a measure in $X$. We use ideas from [25], and separate the action of $\mu^\varepsilon$ as a measure on $\mathbb{R}_+$ (for large size) and the evaluation at small sizes (on $\varepsilon \mathbb{N}$). But, the equation on $\mu^\varepsilon(\{2\varepsilon\})$ involves $\mu^\varepsilon(\{3\varepsilon\})$, the latter involves $\mu^\varepsilon(\{4\varepsilon\})$, etc. Thus, we need to consider together all the evaluations of the measure at points $i\varepsilon$. That is, for all $\varepsilon$ and all $t$, we define as in Section 2, the sequence $p^\varepsilon = (p^\varepsilon_{n,i})_{n \in \mathbb{N}} \in \ell^*_1$, by

$$
p_{n,i} = \mu^\varepsilon(\{\varepsilon(n + 2)\}) , \forall n \geq 0.
$$

We recall that, for each $\varepsilon$, this sequence is by definition compactly supported between 0 and $m^\varepsilon/\varepsilon^2 - 2$ since $\mu^\varepsilon$ is supported in $[2\varepsilon, m^\varepsilon/\varepsilon]$. For the remainder we let in $\ell^*_1$ the canonical sequences $(1_k)_{k \in \mathbb{N}}$ be defined for all $k$ by $1_{k,n} = 0$ for all $n \neq k$ and $1_{k,k} = 1$.

The following proposition is immediate, but makes clear the difference of time scales.

Proposition 6. Let $p^\varepsilon$ given by (34) for each $\varepsilon > 0$. Then, $p^\varepsilon$ is a $\ell^*_1$-valued càdlàg process. Its infinitesimal generator is defined, for all measurable and locally bounded $g$ from $\ell^*_1$ to $\mathbb{R}$ and compactly supported $q \in \ell^*_1$, by

$$
\mathcal{H}^\varepsilon g(q) = \frac{g(q + \varepsilon 1_0) - g(q)}{\varepsilon} a^\varepsilon(c - \varepsilon^2) + \frac{g(q - \varepsilon 1_0) - g(q)}{\varepsilon} b^\varepsilon q_0
$$

$$
+ \varepsilon^{-(1-r_a)} \sum_{n \geq 0} \frac{g(q + \varepsilon(1_{n+1} - 1_n)) - g(q)}{\varepsilon} a^\varepsilon(n + 2) c q_n
$$

$$
+ \varepsilon^{-(1-r_a)} \sum_{n \geq 1} \frac{g(q - \varepsilon(1_n - 1_{n-1})) - g(q)}{\varepsilon} b^\varepsilon(n + 2) q_n ,
$$

(35)
where \( c = m^c - \varepsilon \sum_{n \geq 0} (2n + 2)q_n \). Moreover, for such a function \( g \),
\[
g(p^\varepsilon_t) - g(p^\varepsilon_m) - \int_0^t \mathcal{H}\varepsilon g(p^\varepsilon_s) \, ds
\]
is a \( L^1 - (\mathcal{F}^\varepsilon_t)_{t \geq 0} \) martingale.

**Remark 7.** We recall the topology on \( \ell_1^\varepsilon \) is the vague topology \( \nu_\mathcal{F} \), or alternatively \((\ell_1^\varepsilon, \nu)\), \( i.e. \) the topology of the convergence, \( q^\varepsilon \to q \) in \( \nu_\mathcal{F} \) if and only if \( \sum_{n \in \mathbb{N}} q^\varepsilon_n \varphi_n \to \sum_{n \in \mathbb{N}} q_n \varphi_n \) for all \( \varphi \in \ell_1^\varepsilon \) (the sequences vanishing at infinity). Remark, the space is not the Banach space, as usual, but is a Polish space (consider for instance its canonical homeomorphism with \((M_0(\mathbb{N}), \nu))\).

**Remark 8.** The scaling exponents \( r_a \) and \( r_b \) in Equation (35) are those given by Assumption 2 and ensure that both \( a^c(\varepsilon(2 + n))/\varepsilon^r \) and \( b^c(\varepsilon(2 + n))/\varepsilon^r \) stay bounded and converge to positive values as \( \varepsilon \to 0 \). Hence the exponents \( -(1 - r_a) \) and \( -(1 - r_b) \) are really proper time scales of the infinitesimal generator \( \mathcal{H}\varepsilon \). This implies that the main part of the generator depends on the values of \( r_a \) and \( r_b \). In particular, since \( \min(r_a, r_b) < 1 \), the time scale of the infinitesimal generator \( \mathcal{H}\varepsilon \) is faster than the time scale of the generator \( \mathcal{L}^\varepsilon \) of \( \mu^\varepsilon \).

Using ideas from [25], we want to prove a tightness result for the sequence \( \{p^\varepsilon\} \) in a space that *do not see* the fast variations of \( p^\varepsilon \). For this we use the occupation measure \( \Gamma^\varepsilon \) defined by (7). The following proposition states the relative compactness of \( \{\Gamma^\varepsilon\} \).

**Proposition 7.** Let \( \Gamma^\varepsilon \) be defined by (7) for each \( \varepsilon > 0 \) and assume that (only) Assumption 1 holds. Then \( \{\Gamma^\varepsilon\} \) is tight in \( \mathcal{P}(w^\# - \mathcal{M}) \).

**Proof.** We start by proving that for all \( t \geq 0 \), the restriction of \( \Gamma^\varepsilon \) to \([0, t] \times \ell_1^\varepsilon \) belongs (uniformly in \( \varepsilon \)) to a compact of

\[
\mathcal{Y}_t := \left\{ \Theta \in \mathcal{M}_0([0, t] \times \ell_1^\varepsilon) : \forall t \geq 0, \int_{[0, t] \times \ell_1^\varepsilon} \|q\|_\ell_1, \Theta(ds \times dq) < +\infty \right\},
\]
for the weak topology defined in Appendix A.1. Indeed, by definition we have \( \|p^\varepsilon_t\|_\ell_1 = \langle \mu^\varepsilon_t, 1 \rangle \), and we get

\[
\int_{[0, t] \times \ell_1^\varepsilon} (1 + \|q\|_\ell_1 + \Phi_2(\|q\|_\ell_1)) \Gamma^\varepsilon(ds \times dq) \leq t \left(1 + \sup_{s \in [0, t]} \langle \mu^\varepsilon_s, 1 \rangle + \sup_{s \in [0, t]} \Phi_2(\langle \mu^\varepsilon_s, 1 \rangle)\right).
\]

Thanks to Propositions 2 and 4, we easily check that

\[
\sup_{\varepsilon > 0} \mathbb{E} \left[ \int_{[0, t] \times \ell_1^\varepsilon} (1 + \|q\|_\ell_1 + \Phi_2(\|q\|_\ell_1)) \Gamma^\varepsilon(ds \times dq) \right] < +\infty.
\]

The latter yields, by Lemma 10 (in Appendix) and remarking that the bounded subsets of \((\ell_1^\varepsilon, \nu)\) are relatively compact, that for all \( t \geq 0 \) the sequence \( \{\Gamma^\varepsilon_t\} \) belongs to a weak compact set \( \mathcal{K}_t \) of \((\mathcal{Y}_t, w^\#)\).
Now, we let a sequence \( \{t_k\} \) such that \( \lim_{k \to \infty} t_k = +\infty \) and we let \( \eta > 0 \). We construct a sequence \( \{C_{k,\eta}\} \) of positive constants such that

\[
\sup_{\varepsilon > 0} \mathbb{E} \left[ \int_{(0,\eta] \times \ell^+_1} (1 + \|q\|_1 + \Phi_2(\|q\|_1)) \Gamma^\varepsilon(ds \times dq) \right] \leq \eta C_{k,\eta} 2^{-k}.
\]

We then define the weak compact set \( \mathcal{K}_{n,\eta} \) of \( (\mathcal{Y}, w^\#) \) consisting of measures \( \Theta \in \mathcal{M}_b([0, t_k] \times \ell^+_1) \) such that

\[
\int_{(0,\eta] \times \ell^+_1} (1 + \|q\|_1 + \Phi_2(\|q\|_1)) \Theta(ds \times dq) \leq C_{k,\eta}.
\]

It follows by Markov inequality that

\[
\mathbb{P}[\Gamma^\varepsilon, \Theta \in \mathcal{K}_{n,\eta}^c] \leq \frac{\sup_{\varepsilon > 0} \mathbb{E} \left[ \int_{(0,\eta] \times \ell^+_1} (1 + \|q\|_1 + \Phi_2(\|q\|_1)) \Gamma^\varepsilon(ds \times dq) \right]}{C_{k,\eta}} \leq \eta 2^{-k}.
\]

Thus, letting \( \mathcal{K}_\eta = \{\Theta \in \mathcal{Y}(\mathbb{R}_+ \times \ell^+_1) : \forall k \geq 0, \Theta^k \in \mathcal{K}_{n,\eta}\} \), we obtain that

\[
\mathbb{P}[\Gamma^\varepsilon \in \mathcal{K}_\eta] \leq \sum_{k \geq 0} \mathbb{P}[\Gamma^\varepsilon, \Theta \in \mathcal{K}_{n,\eta}^c] \leq \eta.
\]

As \( \mathcal{K}_\eta \) defines a compact of \( (\mathcal{Y}, w^\#) \) for any \( \eta > 0 \) by Lemma 13, this proves the tightness of \( \{\Gamma^\varepsilon\} \). \( \square \)

5. Convergence and limit problem

At this point, we already know, thanks to Propositions 5 and 7, that \( \{\mu^\varepsilon\} \) and \( \{\Gamma^\varepsilon\} \) are tight respectively in \( \mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - \chi)) \) and \( \mathcal{P}(w^\# - \mathcal{Y}) \). Thus, the couple \( \{\mu^\varepsilon, \Gamma^\varepsilon\} \) is tight in \( \mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - \chi) \times (\mathcal{Y}, w^\#)) \) and converges in law, up to a subsequence still indexed by \( \varepsilon \), to an accumulation point \( \{\mu, \Gamma\} \). The topology on \( \mathcal{D}(\mathbb{R}_+, w - \chi) \times (\mathcal{Y}, w^\#) \) is the product topology that remains a Polish space, and the convergence in law is the classical one for probability measure.

The aim of this section is to identify the limit problem, i.e. to recover the main results stated at the beginning. We start by proving Theorems 1 and 2.

5.1. Identification of the limit - Proof of Theorems 1 and 2

This section is first devoted to the proof of Theorem 1, which identifies the equation satisfied by the limit \( \mu \). As we see, it is a Lifshitz-Slyozov equation (in the weak sense) with boundary terms depending on integrals against \( \Gamma \) ("averages"). Theorem 2 is in fact a particular case, and the proof will directly follow as mentioned in Section 2.

The proof of Theorem 1 relies on the identification of the limit through a functional, that stands for the limit model, studied along the process. Thus, for any given \( \varphi \in C_b^1(\mathbb{R}_+) \) and \( \iota \geq 0 \), we define for all \( (\nu, \Theta) \in \mathcal{D}(\mathbb{R}_+, w - \chi) \times \mathcal{Y} \), the functional

\[
F^\varphi_\iota(\nu, \Theta) = \langle \nu, \varphi \rangle - \langle \nu_{in}, \varphi \rangle - D^\varphi_\iota(\nu) - B^\varphi_\iota(\nu) - \bar{B}^\varphi_\iota(\Theta),
\]

(36)
where $D^\varepsilon_t$ denotes the drift, $B^\varepsilon_t$ and $\tilde{B}^\varepsilon_t$ the boundary terms, respectively given by

$$D^\varepsilon_t(\nu) = \int_0^\nu \left( (m - \langle \nu, \Id \rangle) \langle \nu, a\varphi \rangle - \langle \nu, b\varphi \rangle \right) ds,$$

$$B^\varepsilon_t(\nu) = \varphi(0) \int_0^\nu \alpha (m - \langle \nu, \Id \rangle)^2 ds,$$

$$\tilde{B}^\varepsilon_t(\Theta) = -\varphi(0) \int_{[0,J]\times\ell} \beta q_0 \Theta (ds \times dq) + \varphi'(0) b(0) \int_{[0,J]\times\ell} q_0 \Theta (ds \times dq).$$

We aim to prove that the limit $(\mu, \Gamma)$ satisfies $\mathbb{E} \left[ |F^\varepsilon_t(\mu, \Gamma)| \right] = 0$. We start by few lemmas.

**Lemma 4.** Let the hypotheses of Theorem 1 hold. Let $\mu^\varepsilon$ be the solution of (15-16) and $\Gamma^\varepsilon$ construct by (7) for each $\varepsilon > 0$. Then, for all $\varphi \in C^1_c (\mathbb{R}_+)$ and $t \geq 0$, up to a subsequence, we have that $\{F^\varepsilon_t(\mu^\varepsilon, \Gamma^\varepsilon)\}$ converges to $\{F^\varepsilon_t(\mu, \Gamma)\}$ in $\mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - X) \times (\mathcal{Y}, \mathcal{W}^\varepsilon))$.

**Proof.** From their own definition, it appears clearly that $D^\varepsilon_t$ and $B^\varepsilon_t$ are continuous on $\mathcal{D}(\mathbb{R}_+, w - X)$, and that $\tilde{B}^\varepsilon_t$ is continuous on $(\mathcal{Y}, \mathcal{W}^\varepsilon)$. Moreover, the continuity of $t \mapsto \langle \nu, \varphi \rangle$ entails the continuity of the application $\nu \mapsto \langle \nu, \varphi \rangle$ at $\nu$. Thus, for all $\varphi \in C^1_c (\mathbb{R}_+)$ and $t \geq 0$, $F^\varepsilon_t$ is continuous from $\mathcal{D}(\mathbb{R}_+, w - X) \times (\mathcal{Y}, \mathcal{W}^\varepsilon)$ to $\mathbb{R}$ at any point in $C(\mathbb{R}_+, w - X) \times \mathcal{Y}$. Finally, as we said in introduction of Section 5, up to a subsequence $(\mu^\varepsilon, \Gamma^\varepsilon)$ converges to an accumulation point $(\mu, \Gamma)$ in $\mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - X) \times (\mathcal{Y}, \mathcal{W}^\varepsilon))$ such that $\mu$ belongs to $C(\mathbb{R}_+, w - X)$ by Proposition 5. It concludes the proof.

Before stating the last lemma which will achieve the proof of Theorem 1, we introduce a technical result that will be useful to treat the convergence of some terms.

**Lemma 5.** Let $\{\nu^\varepsilon\}$ be a sequence of $\mathcal{D}(\mathbb{R}_+, w - X)$ such that there exists a function $\Phi_1 \in \mathcal{U}_{1,\infty}$ satisfying for any $T > 0$

$$\sup_{\varepsilon > 0} \mathbb{E} \left[ \sup_{t \in [0,T]} \langle \nu^\varepsilon_t, 1 + \Phi_1 \rangle \right] < +\infty.$$ 

Consider a sequence $\{\varphi^\varepsilon\}$ in $C(\mathbb{R}_+)$ such that there exists a constant $K > 0$ with $\varphi^\varepsilon(x) \leq K(1 + x)$ for all $x$ and $\varepsilon > 0$. If $\{\varphi^\varepsilon\}$ converges towards a function $\varphi$ uniformly on the compact sets, then for all $t \in [0, T]$

$$\mathbb{E} \left[ \int_0^T |\langle \nu^\varepsilon_t, \varphi^\varepsilon - \varphi \rangle| ds \right] \to 0, \quad \varepsilon \to 0.$$

**Proof.** We use the same ideas as in the proof of Lemma 2. Let $T > 0$, $R > 0$, $\varepsilon > 0$ and $t \in [0, T]$, we write

$$|\langle \nu^\varepsilon_t, \varphi^\varepsilon - \varphi \rangle| \leq |\langle \nu^\varepsilon_t, (\varphi^\varepsilon - \varphi) 1_{x \leq R} \rangle| + 2K|\langle \nu^\varepsilon_t, (1 + x) 1_{x \leq R} \rangle|.$$

Thus,

$$\mathbb{E} \left[ \int_0^T |\langle \nu^\varepsilon_t, \varphi^\varepsilon - \varphi \rangle| ds \right] \leq T \sup_{x \leq R} |\varphi^\varepsilon(x) - \varphi(x)| \mathbb{E} \left[ \sup_{t \in [0,T]} \langle \nu^\varepsilon_t, 1 \rangle \right] + 2KT \left( \sup_{x \leq R} \frac{1 + x}{\Phi_1(x)} \right) \mathbb{E} \left[ \sup_{t \in [0,T]} \langle \nu^\varepsilon_t, \Phi_1 \rangle \right].$$
We conclude using the moment estimates. Indeed taking the lim sup in \( \varepsilon \to 0 \) the first term on the right-hand side goes to 0 and then letting \( R \to +\infty \) the second term goes to 0 too with the property fulfilled by \( \Phi_1 \).

\[ \lim_{\varepsilon \to 0} \mathbb{E} \left[ |F_1^{e}\left( \mu^e, \Gamma^e \right)| \right] = 0. \]  

(37)

**Proof.** First, we remark that by Equation (18),

\[ F_1^{e}\left( \mu^e, \Gamma^e \right) = O_1^{e, \varphi} + R_1^{e, \varphi}, \]

where \( R_1^{e, \varphi} = \mathcal{V}_1^{e, \varphi} - D_1^{e}(\mu^e) - B_1^{e}(\mu^e) - B_1^{e}(\Gamma^e) = \sum_{i=1}^{\infty} R_i^{e, \varphi, i} \) with the terms corresponding to the drift:

\[ R_i^{e, \varphi, 1} = (m^e - m) \int_0^t \langle \mu^e_s, a\varphi \rangle \, ds, \]

\[ R_i^{e, \varphi, 2} = \int_0^t \left( m^e - \langle \mu^e_s, \text{Id} \rangle \right) \langle \mu^e_s, (a^e - a)\varphi \rangle \, ds, \]

\[ R_i^{e, \varphi, 3} = \int_0^t \langle \mu^e_s, (b - b^e)\varphi \rangle \, ds, \]

\[ R_i^{e, \varphi, 4} = \int_0^t \left( m^e - \langle \mu^e_s, \text{Id} \rangle \right) \langle \mu^e_s, (\Delta_e(\varphi) - \varphi) a^e \rangle \, ds, \]

\[ R_i^{e, \varphi, 5} = \int_0^t \langle \mu^e_s, (\varphi' - \Delta_e(\varphi)) b^e 1_{(3\varepsilon, +\infty)} \rangle \, ds, \]

and to the boundary:

\[ R_i^{e, \varphi, 6} = \int_0^t \varphi(2\varepsilon) a^e (m^e - \langle \mu^e_s, \text{Id} \rangle) (m^e - \langle \mu^e_s, \text{Id} \rangle - \epsilon^2) - \varphi(0) a (m - \langle \mu_s^e, \text{Id} \rangle)^2 \, ds, \]

\[ R_i^{e, \varphi, 7} = \int_{(0,t) \times \ell^1} \varphi(0) \beta q_0 \Gamma^e (ds \times dq) - \int_{(0,t) \times \ell^1} \varphi(2\varepsilon) \beta q_0 \Gamma^e (ds \times dq), \]

\[ R_i^{e, \varphi, 8} = \int_{(0,t) \times \ell^1} \varphi' (2\varepsilon) b^e (2\varepsilon) q_0 \Gamma^e (ds \times dq) - \int_{(0,t) \times \ell^1} \varphi' (0) b(0) q_0 \Gamma^e (ds \times dq). \]

First, using the Burkhölder inequality, we have

\[ \mathbb{E} \left[ \left| O_1^{e, \varphi} \right| \right] \leq \left( \mathbb{E} \left[ \left| O_1^{e, \varphi} \right|^2 \right] \right)^{1/2} \leq \left( \mathbb{E} \left[ \left( \mathbb{E} \left[ O_1^{e, \varphi} \right] \right)^2 \right] \right)^{1/2}. \]
Thus, for all \( \varphi \in C^1_b(\mathbb{R}_+) \), we have by the constant \( K_0 \) in (25) and (32)
\[
\mathbb{E} [\langle O_t^{\varphi,\varphi} \rangle_t] \leq t \varepsilon^2 K_0 \| \varphi \|_\infty^2 + t \| \varphi \|_\infty^2 \left( K_n \sup_{s \in [0,t]} u^\varepsilon(s) + K_0 \right) \left( \mathbb{E} \left[ \sup_{s \in [0,t]} \langle \mu_s^\varepsilon, 1 \rangle \right] + \mathbb{E} \left[ \sup_{s \in [0,t]} \langle \mu_s^\varepsilon, \text{Id} \rangle \right] \right).
\]

Thus, using the moment estimates in Proposition 2,
\[
\lim_{\varepsilon \to 0} \mathbb{E} \left[ |O_t^{\varphi,\varphi}| \right] = 0.
\]

Then, since \( m^\varepsilon := u^\varepsilon_{\text{in}} + \langle \mu^\varepsilon_{\text{in}}, \text{Id} \rangle \) we have that \( m^\varepsilon \to m := u_{\text{in}} + \langle \mu_{\text{in}}, \text{Id} \rangle \). Indeed \( \{u^\varepsilon_{\text{in}}\} \) and \( \{\mu^\varepsilon_{\text{in}}\} \) converge both in law towards a deterministic value, thus they converge in probability and then a.s. up to a subsequence. Hence, the expectation of the remainder \( |R_t^{\varphi,\varphi} \rangle \) goes to 0 by Proposition 2 and hypothesis (H3). As well, the expectations of the remainders \( |R_t^{\varphi,\varphi,7} \rangle \) to \( |R_t^{\varphi,\varphi,8} \rangle \) go to 0 by the convergence of \( a^\varepsilon \) and \( b^\varepsilon \) in (H3) and (H4), the moment estimates in Proposition 2 and the above result in Lemma 5. The remainder \( |R_t^{\varphi,\varphi,8} \rangle \) converges to 0 thanks to (H1), the convergence of \( m^\varepsilon \) and the estimates in Proposition 2.

For the two last remainders \( |R_t^{\varphi,\varphi,7} \rangle \) and \( |R_t^{\varphi,\varphi,8} \rangle \), we use a similar strategy as in Lemma 5. Indeed, for any \( \varphi \in C^1_b(\mathbb{R}_+) \) and \( t \geq 0 \),
\[
\left| \int_{[0,t] \times t_1^+} \varphi(0) q_0 \Gamma^\varepsilon(ds \times dq) - \int_{[0,t] \times t_1^+} \varphi(2\varepsilon) q_0 \Gamma^\varepsilon(ds \times dq) \right|
\leq \varepsilon \beta |\varphi(0) - \varphi(2\varepsilon)| \int_{[0,t] \times t_1^+} q_0 \Gamma^\varepsilon(ds \times dq)
+ \| \varphi \|_\infty \| \beta - \beta^\varepsilon \| \int_{[0,t] \times t_1^+} q_0 \Gamma^\varepsilon(ds \times dq)
\]
and we conclude for \( |R_t^{\varphi,\varphi,7} \rangle \) remarking that
\[
\int_{[0,t] \times t_1^+} q_0 \Gamma^\varepsilon(ds \times dq) = p^\varepsilon_{0,t} = \langle \mu^\varepsilon_t, 1 \rangle
\]
and then using (H2) and Estimation (23) in Proposition 2. The same holds for \( |R_t^{\varphi,\varphi,8} \rangle \). This proves that (37) holds.

\[ \square \]

**Proof of Theorem 1.** By Propositions 5 and 7 it follows that along an appropriate subsequence, \( \{\langle \mu^\varepsilon, \Gamma^\varepsilon \rangle \} \) converges as \( \varepsilon \to 0 \), to \( \langle \mu, \Gamma \rangle \) in \( \mathcal{P}(\mathcal{D}(\mathbb{R}_+, w - X) \times (w^\varepsilon - Y)) \) with \( \mu \in C(\mathbb{R}_+, w - X) \). Moreover, by Lemma 4, Lemma 6 and [7, Theorem 3.4], it readily follows that, for any \( \varphi \in C_b(\mathbb{R}_+) \) and \( t \geq 0 \),
\[
\mathbb{E} [\langle F_t^\varepsilon(\mu, \Gamma) \rangle] \leq \liminf_{\varepsilon \to 0} \mathbb{E} [\langle F_t^\varepsilon(\mu^\varepsilon, \Gamma^\varepsilon) \rangle] = 0.
\]

Thus, for all \( \varphi \in C^1_b(\mathbb{R}_+) \) and \( t \geq 0 \) we have
\[
F_t^\varepsilon(\mu, \Gamma) = 0, \quad a.s.
\]
Moreover, by Proposition 5 we have \( \{\mu^\varepsilon\} \) is tight in \( \mathcal{D}(\mathbb{R}_+, \mathbb{R}_+) \) and converges (along the same subsequence, up to a modification) to a non-negative \( \mu \) for which it is easy to show that it belongs to \( C_c(\mathbb{R}_+, \mathbb{R}_+) \). By the same arguments as above, we obtain, for all \( t \geq 0 \), that

\[
u(t) + \langle \mu, \text{Id} \rangle = m, \text{ a.s.}
\]

Proof of Theorem 2. As said before, it is sufficient to consider in (8) the functions \( \varphi \in C_c(\mathbb{R}_+) \), that is separable. Thus, by construction of a set of probability 0 as the countable union of probability 0 sets, a.s. for all \( t \in \mathbb{Q}^+ \) and \( \varphi \) in a dense subset of \( C_c(\mathbb{R}_+) \) the limit \( \mu \) satisfies (9). By continuity in time of \( \mu \), we obtain the desired result.

5.2. Identification of the occupation measure - Proof of Theorem 3

Theorem 1 lacks of information because it does not provide any information on \( \Gamma \). In this section we aim to identify this measure thanks to a particular limit of the generator \( \mathcal{H}^\varepsilon \) defined in (35) and more precisely to its unique stationary measure when it is possible. To that, we focus on \( p^\varepsilon \), defined by (34), through its infinitesimal generator \( \mathcal{H}^\varepsilon \). As we saw, for each \( \varepsilon > 0 \) the processes \( \mu^\varepsilon \) and \( p^\varepsilon \) are compactly supported. However the same property is not expected at the limit. Contrary to Proposition 6, it requires to make the infinitesimal generator act on functions allowing us to consider sequences in the whole space \( \ell_1^+ \), not only compactly supported. Therefore, we introduce the domain \( \mathcal{G} \) defined as

\[
\mathcal{G} := \{g : \ell_1 \to \mathbb{R} : \exists N \geq 1, \exists G \in \mathcal{G}_N, g(\varphi) = G(\varphi_0, \ldots, \varphi_{N-1}), \forall \varphi \in \ell_1\},
\]

where

\[
\mathcal{G}_N := \{G \in C^2(\mathbb{R}^N) : G(0) = 0 \text{ and } \partial_n G \in C^1(\mathbb{R}^N), n = 0, \ldots, N-1\}.
\]

Remark, \( \partial_n \) denotes the partial derivatives with respect to the \( n \)th variable.

Now, contrary to Proposition 6, using the idea of [25], we see the infinitesimal generator \( \mathcal{H}^\varepsilon \) as an operator coupling the action of \( p^\varepsilon \) and \( \mu^\varepsilon \). In order to do that, we define, thanks to Assumption 2, for all \( g \) in the domain \( \mathcal{G} \), and for all \( (v, q) \in \mathcal{X} \times \ell_1^+ \), the operator

\[
\mathcal{H}^\varepsilon g(v, q) = \frac{g(q + \varepsilon \mathbf{1}_0) - g(q) }{\varepsilon} \alpha^\varepsilon c - \varepsilon^2 + \frac{g(q - \varepsilon \mathbf{1}_0) - g(q) }{\varepsilon} \beta^\varepsilon q_0
\]

\[
+ \varepsilon^{-(1-r_n)} \sum_{n \geq 0} \frac{g(q + \varepsilon (\mathbf{1}_{n+1} - \mathbf{1}_n)) - g(q) }{\varepsilon} \alpha^\varepsilon (\varepsilon (n + 2)^\varepsilon) c q_n
\]

\[
+ \varepsilon^{-(1-r_n)} \sum_{n \geq 1} \frac{g(q - \varepsilon (\mathbf{1}_{n} - \mathbf{1}_{n-1})) - g(q) }{\varepsilon} \beta^\varepsilon (\varepsilon (n + 2)^\varepsilon) q_n,
\]

where \( c \) is now replaced by \( m^\varepsilon - \langle v, \text{Id} \rangle \) contrary to the previous definition of \( \mathcal{H}^\varepsilon \) in (35). The operator \( \mathcal{H}^\varepsilon \) is well-defined on the whole domain \( \mathcal{G} \) since: for all \( g \) in \( \mathcal{G} \), there exists a \( N' \geq 0 \) such that

\[
g(q + \varepsilon (\mathbf{1}_{n+1} - \mathbf{1}_n)) = g(q - \varepsilon (\mathbf{1}_{n} - \mathbf{1}_{n-1})) = g(q),
\]
for all $g \in \mathcal{G}$. It readily follows from its definition that, for all $g \in \mathcal{G}$,

$$g(p^n_i) = g(p^n_0) + \int_0^\infty [\tilde{\mathcal{H}} g](\mu^t_n, p^n_i) \, ds + \mathcal{O}^{\varepsilon,g}_i,$$

where $\mathcal{O}^{\varepsilon,g}_i$ is a martingale. Remark that, taking $r := \min(r_a, r_b) < 1$ and multiplying this generator by $e^{(1-r)t}$, at the limit some terms will vanish depending on the value of $r_a$ and $r_b$. The latter depend on the behavior of $a$ and $b$ around 0. Indeed, a direct consequence of Assumption 2 implies that for all $n \in \mathbb{N}$,

$$\frac{a^\varepsilon(n+2)}{\varepsilon} \to a_n := (n + 2)^a, \quad \frac{b^\varepsilon(n+2)}{\varepsilon} \to b_n := (n + 2)^b.$$  

with $\{a_n\}$ and $\{b_n\}$ positive by Assumption 2. We are in position to define the limit operator: for all $g \in \mathcal{G}$ and $(v, q) \in X \times \ell_1^*$,

$$[\tilde{\mathcal{H}} g](v, q) := \sum_{n \geq 0} Dg[q](1_n)(J_{n-1}(v, q) - J_n(v, q)) = \sum_{n \geq 0} Dg[q](1_{n+1} - 1_n)J_n(v, q),$$

where $Dg$ is the Fréchet derivative of $g$, by convention $J_{-1} = 0$ and for all $n \geq 0$

$$J_n(v, q) := \begin{cases} 
    a_n c q_n - b_{n+1} q_{n+1}, & \text{if } r_a = r_b < 1, \\
    a_n c q_n, & \text{if } r_a < r_b, \text{ and } r_a < 1, \\
    -b_{n+1} q_{n+1}, & \text{if } r_b < r_a, \text{ and } r_b < 1.
\end{cases}$$

with $c = m - \langle v, \text{Id} \rangle$, the constant $m$ arising from the limit in Theorem 1. Note the similarity with the classical Becker-Döring fluxes for the deterministic equations. The next theorem identifies the limit $\Gamma$ as a stationary measure.

**Theorem 4.** In addition to the hypotheses of Theorem 1, suppose that Assumption 2 holds. Then, it exists $(\gamma_t)_{t \geq 0}$ a $\mathcal{P}(\nu - \ell_1^*)$-valued optional process such that $\Gamma = \gamma_t(dq)dt$ and with probability one, a.e. $t \geq 0$ and all $g \in \mathcal{G}$

$$\int_{\ell_1^*} [\tilde{\mathcal{H}} g](\mu_t, q) \gamma_t(dq) = 0.$$  

Moreover, let $\rho$ be defined by (10). On a time interval $[t_0, t_1]$ such that the limit $c_i > \rho$ for all $t_0 \leq t \leq t_1$, then a.s. $\gamma_t = \delta_0$ the Dirac measure at the null sequence of $\ell_1^*$.

**Remark 9.** This theorem tells us that the limit $\Gamma$ is the product of a probability measure on $\ell_1^*$ and the Lebesgue measure on $\mathbb{R}_+$. The probability measure is a stationary measure associated to the limit generator $\tilde{\mathcal{H}}$. So we are able to completely identify $\Gamma$ only when we can ensure the operator $\tilde{\mathcal{H}}$ has a unique stationary measure. This operator is connected to a constant-particle Becker-Döring system. If we investigate the stationary solutions of the generator through its dynamics, there are two cases: either the time-dependent solution trends to an equilibrium or the solution escapes to infinity (larger and larger clusters are formed), see for instance [3, 2, 10]. Surprisingly,
we cannot identify the stationary measure in the first case since the equilibrium is parametrized by the total number of clusters, which is unknown here (it is not \((\mu_t, 1)\)). It provides an infinity of stationary solutions and one can show (see Appendix B) that the support of the stationary measure belongs to the set of all possible stationary solutions and not only one. On the other hand, when there is no equilibrium, the solution vaguely converges to the unique zero-solution which provides an identification between the stationary measure and the long time solution of the Becker-Döring system. In this case, \(p_n^e\), for a fix \(n\), which is a very small cluster, goes to 0 when \(\varepsilon\) goes to 0. In contrary, larger and larger (in \(n\)) clusters are formed, which induces at the limit clusters of size \(x > 0\). This is the case when we have an identifiable boundary condition.

Let us introduce some lemmas before the proof of Theorem 4. First, note the Fréchet derivative of a function in \(G\) can be expressed in a simplest way. By definition, for any \(g \in G\), there exists an integer \(N\) and a function \(G\) in \(C^2(\mathbb{R}^N)\) such that \(g(\varphi) = G(\varphi_0, \ldots, \varphi_{N-1})\), for any \(\varphi \in \ell_1\). Hence, the Fréchet derivative \(Dg\) is, for all \(q\) in \(\ell_1^+\) and \(\varphi\) in \(\ell_1\),

\[
Dg[q](\varphi) = \sum_{n=0}^{N} \partial_n G(q_1, \ldots, q_N) \varphi_n ,
\]

and so \(Dg[q](1_n) = 1_{0 \leq n \leq N} \partial_n G(q_1, \ldots, q_N)\). This shows that the generator \(\tilde{\mathcal{H}}\) is well-defined on \(G\) since the sum is actually finite.

We now state a lemma on the convergence of the generators \(\mathcal{E}\{1\}^{1-r} \tilde{\mathcal{H}}^e\) to \(\tilde{\mathcal{H}}\) along the processes \(p^e\) and \(\mu^e\).

**Lemma 7.** Under the same assumptions as Theorem 4, we have, for all \(T > 0\) and \(g \in G\),

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t \mathcal{E}\{1\}^{1-r} \left[ \tilde{\mathcal{H}}^e g(\mu^e, \mu^e_s) - \tilde{\mathcal{H}} g(\mu^e_s, \mu^e_s) \right] \, ds \right| \right) = 0 .
\]

**Proof.** We start with the case \(r = r_a = r_b\) so that the fluxes \(J_n\) in (41) are in the more general form. Let us fix \(T > 0\) and \(g \in G\). Remark first that, thanks to (42) and by Taylor’s theorem, there exists a positive constant \(K_g\) such that for all \(q\) in \(\ell_1^+\) and \(\varphi\) in \(\ell_1\), we have the following bounds

\[
|Dg[q](\varphi)| \leq K_g ||\varphi||_{\ell_1}, \quad \left| \frac{g(q + \varepsilon \varphi) - g(q)}{\varepsilon} - Dg[q](\varphi) \right| \leq K_g \varepsilon ||\varphi||^2_{\ell_1} ,
\]

and, therefore

\[
\left| \frac{g(q + \varepsilon \varphi) - g(q)}{\varepsilon} \right| \leq K_g ||\varphi||_{\ell_1} (1 + \varepsilon ||\varphi||_{\ell_1}) .
\]

From the definition of \(\tilde{\mathcal{H}}^e\) and \(\tilde{\mathcal{H}}\) it readily follows that for all \(s \in [0, T]\)

\[
\left| \mathcal{E}\{1\}^{1-r} \left[ \tilde{\mathcal{H}}^e g(\mu^e_s, \mu^e_s) - \tilde{\mathcal{H}} g(\mu^e_s, \mu^e_s) \right] \right| \leq I_{1,s}^e + \sum_{n=0}^{N} I_{2}^e(n)p^e_{n,s} + \sum_{n=1}^{N} I_{3}^e(n)p^e_{n,s} ,
\]
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with

\[ I_{1,s}^e = \varepsilon^{1-\gamma} K_g (1 + \varepsilon) (\|a^\varepsilon u^\varepsilon(s)\|^2 + \|b^\varepsilon p_{0,s}^\varepsilon\|), \]

\[ I_2^e(n) = \left| \frac{g(p_{n,s}^\varepsilon + \varepsilon(1_{n+1} - 1_n)) - g(p_{n,s}^\varepsilon)}{\varepsilon} a^\varepsilon(e(n + 2)) - Dg[p_{n,s}^\varepsilon](1_{n+1} - 1_n)a_n u^\varepsilon(s) \right|, \]

\[ I_3^e(n) = \left| \frac{g(p_{n,s}^\varepsilon - \varepsilon(1_n - 1_{n-1})) - g(p_{n,s}^\varepsilon)}{\varepsilon} b^\varepsilon(e(n + 2)) - Dg[p_{n,s}^\varepsilon](1_{n-1} - 1_n)b_n \right|. \]

Using the constant \( K_0 \) derived in (25) and (32) we get

\[ \mathbb{E} \left[ \sup_{s \in [0,T]} I_{1,s}^e \right] \leq \varepsilon^{1-\gamma} K_g 2K_0. \]

Then, for all \( n \in \mathbb{N} \), we have \( I_2^e(n) \leq I_2^e(n) + I_2^e(n) \) with

\[ I_2^e(n) = \left| \frac{g(p_{n,s}^\varepsilon + \varepsilon(1_{n+1} - 1_n)) - g(p_{n,s}^\varepsilon)}{\varepsilon} - Dg[p_{n,s}^\varepsilon](1_{n+1} - 1_n) \right| a^\varepsilon(e(n + 2)) \frac{\varepsilon^\alpha}{\varepsilon^a} u^\varepsilon(s), \]

\[ I_3^e(n) = \left| Dg[p_{n,s}^\varepsilon](1_{n+1} - 1_n) \right| b^\varepsilon(e(n + 2)) \frac{\varepsilon^\beta}{\varepsilon^b} - a_n \right| u^\varepsilon(s). \]

Remark that, by (39), for each \( n \) it exists \( K_{a,n} \) such that \( a^\varepsilon(e(n + 2))/\varepsilon^a \leq K_{a,n} \). Thus, denoting by \( K_1 \) the bound on \( u^\varepsilon \) in (21), we then end up with the bound

\[ I_2^e(n) \leq 2K_g K_1 \left( \varepsilon K_{a,n} + \left| a^\varepsilon(\varepsilon^\beta(n + 2)) \frac{\varepsilon^\alpha}{\varepsilon^a} - a_n \right| \right). \]

In a similar way, we obtain for \( n \geq 1 \)

\[ I_3^e(n) \leq 2K_g \left( \varepsilon K_{b,n} + \left| b^\varepsilon(\varepsilon^\beta(n + 2)) \frac{\varepsilon^\alpha}{\varepsilon^b} - b_n \right| \right). \]

Finally, from the above estimates and using that \( p_{0,s}^\varepsilon \leq \langle \mu^\varepsilon, 1 \rangle \) (by definition), the convergence of the \( a^\varepsilon \)'s and \( b^\varepsilon \)'s in (39), and by the moment estimates in Proposition 2, it concludes the proof for \( r_a = r_b \). In the other cases, the proof is similar. \( \square \)

Before proving Theorem 4 and more precisely in order to use the convergence of \( (\mu^\varepsilon, \Gamma^\varepsilon) \) towards \( (\mu, \Gamma) \), a last lemma of continuity is necessary.

**Lemma 8.** For all \( g \) in \( G \) and all \( t \geq 0 \), the function

\[ (v, \Theta) \mapsto \int_{[0,t] \times I_1} [\tilde{H} g](v, q) \Theta(ds \times dq) \]

is continuous at any point of \( C(\mathbb{R}_+; w - X) \times \mathcal{Y} \).
Proof. Let us fix \( g \in \mathcal{G} \), \( t \geq 0 \) and a point \( (\nu, \Theta) \) of \( C(\mathbb{R}_+, w - \mathcal{X}) \times \mathcal{Y} \). For any sequence \( (v^\varepsilon, \Theta^\varepsilon) \) converging to \( (\nu, \Theta) \) when \( \varepsilon \) goes to 0, we have

\[
\left| \int_{[0,t] \times \ell^+_1} \left[ \mathcal{H} g \right](v^\varepsilon, q) \Theta^\varepsilon(ds \times dq) - \int_{[0,t] \times \ell^+_1} \left[ \mathcal{H} g \right](\nu, q) \Theta(ds \times dq) \right|
\leq \left| \int_{[0,t] \times \ell^+_1} \left[ \mathcal{H} g \right](v^\varepsilon, q) \Theta^\varepsilon(ds \times dq) - \int_{[0,t] \times \ell^+_1} \left[ \mathcal{H} g \right](\nu, q) \Theta(ds \times dq) \right|
+ \int_{[0,t] \times \ell^+_1} \left| \left[ \mathcal{H} g \right](v^\varepsilon, q) - \left[ \mathcal{H} g \right](\nu, q) \right| \Theta^\varepsilon(ds \times dq) . \tag{43}
\]

The convergence of the first term on the right-hand side of (43) to 0 is due to the convergence of \( \Theta^\varepsilon \) to \( \Theta \) in \( \mathcal{Y} \) for the \( \text{weak}^* \) topology (see Appendix) since we have the bound

\[
\| \left[ \mathcal{H} g \right](\nu, q) \| \leq 2K_g \left( \sup_{0 \leq s \leq N} a_n (m + \sup_{s \in [0,t]} \langle \nu, \text{Id} \rangle) + \sup_{1 \leq s \leq N+1} b_n \right) \sum_{n=0}^{N+1} q_n ,
\]

where the constant \( K_g \) is the same as in the previous proof.

Consider now the second term. For all \( n \in \mathbb{N} \), \( s \in [0,t] \) and \( q \) in \( \ell^+_1 \), the following bound on the flux \( J_n \) is obtained

\[
|J_n(v^\varepsilon, q) - J_n(\nu, q)| \leq a_n \langle v^\varepsilon, \text{Id} \rangle - \langle \nu, \text{Id} \rangle |q_n| .
\]

Therefore, we get

\[
\left| \left[ \mathcal{H} g \right](v^\varepsilon, q) - \left[ \mathcal{H} g \right](\nu, q) \right| \leq 2K_g \left( \sup_{0 \leq s \leq N} a_n \left( \sup_{s \in [0,t]} \langle v^\varepsilon, \text{Id} \rangle - \langle \nu, \text{Id} \rangle \right) \right) \sum_{n=0}^{N} q_n .
\]

This inequality in particular shows the continuity of the map \( \tilde{\nu} \mapsto \left[ \mathcal{H} g \right](\tilde{\nu}, q) \) for all \( g \) in \( \mathcal{G} \) and \( q \) in \( \ell^+_1 \) and gives the convergence to 0 of the second term on the right-hand side in (43) when \( \varepsilon \) goes to 0. The result is proved. \( \square \)

We are now in position to identify the limit \( \Gamma \) and prove Theorem 4.

Proof of Theorem 4. We may rewrite (38) as

\[
e^{(1-r) \mathcal{O}^g} = e^{(1-r) \left( g(p^\varepsilon_0) - g(p^0_0) \right)} - \int_{0}^{t} [\mathcal{H} g](\mu^\varepsilon, p^\varepsilon_0) - e^\varepsilon ,
\]

\[
= e^{(1-r) \left( g(p^\varepsilon) - g(p^0) \right)} - \int_{[0,t] \times \ell^+_1} [\mathcal{H} g](\mu^\varepsilon, q) \Gamma^\varepsilon(ds \times dq) - e^\varepsilon ,
\]

with

\[
e^\varepsilon = \int_{0}^{t} e^{(1-r)} [\mathcal{H}^g u](\mu^\varepsilon, p^\varepsilon_0) - [\mathcal{H} g](\mu^\varepsilon, p^\varepsilon_0) ds .
\]

Thus, for all \( T > 0 \), we have by Lemma 7 that \( \mathbb{E} \left[ \sup_{t \in [0,T]} |\varepsilon^t| \right] \to 0 \) when \( \varepsilon \to 0 \). We may check that the limit

\[
\int_{[0,t] \times \ell^+_1} [\mathcal{H} g](\mu^\varepsilon, q) \Gamma(ds \times dq) ,
\]
obtained by Lemma 8, is a martingale, which is continuous and of bounded variations and hence must be constant, in fact equal to 0. Thus, for each $g \in G$ and $t \geq 0$

$$\int_{[0,t] \times \ell_1} [\tilde{H} g](\mu_s, q) \Gamma(ds \times dq) = 0, \quad a.s.$$ 

Using [25, Lemma 1.4] with a slight adaptation along the proof, it exists $(\gamma_t)_{t \geq 0}$ a $\mathcal{P}(\ell_1^+)$-valued optional process, such that for all $t \geq 0$ and $B \in \mathcal{B}(\ell_1^+)$

$$\Gamma([0,t] \times B) = \int_{[0,t]} \gamma_s(B)ds, \quad a.s.$$ 

and since the functions $q \in \ell_1^+ \mapsto q_i$ are $\Gamma$-integrable it readily follows that for all $t \geq 0$ and $g \in G$

$$\int_{[0,t] \times \ell_1^+} [\tilde{H} g](\mu_s, q) \gamma_s(dq)ds = 0, \quad a.s.$$ 

Hence, by separability of $G$ (as $C_c^1(\mathbb{R}^n)$ is separable), with probability one, we have

$$\int_{\ell_1^+} [\tilde{H} g](\mu_s, q) \gamma_s(dq) = 0, \quad a.e \ t \geq 0 \text{ and } \forall g \in G.$$ 

Then, thanks to Proposition 9 in Appendix, for a fixed $\nu \in X$ such that $c = m - \langle \nu, \text{Id} \rangle > \rho$, the operator $[\tilde{H} g](\nu, \cdot)$ has a unique stationary distribution $\pi_{\nu} = \delta_0$ in $\mathcal{P}(v - \ell_1^+)$, the Dirac measure at the null sequence in $\ell_1^+$, i.e. satisfying

$$\int_{\ell_1^+} [\tilde{H} g](\nu, q) \pi_{\nu}(dq) = 0, \quad \forall g \in G.$$ 

Therefore, on a time interval $[t_0, t_1]$ such that $u(s) = m - \langle \mu_s, \text{Id} \rangle > \rho$, we can conclude that the process $(\gamma_s)_{s \in [t_0, t_1]}$ is deterministic and equals to $\delta_0$. This proves the result. \qed

**Proof of Theorem 3.** The proof readily follows from Theorem 4 combining to Theorem 1. \qed

6. Discussion

The link between the discrete size Becker-Döring model and the continuous size Lifshitz-Slyozov model has already been studied within the context of deterministic model by [14, 28]. We used a similar approach to those previous studies, in the sense that we have introduced a scaling parameter, linked to the initial number of particles, and investigated the limit when this scaling parameter tends to zero. The main difference is that in both studies [14, 28], the authors obtained convergence results in a vague topology, that is, the topology of convergence against compactly supported test functions. The authors in [28] were able to extend the convergence in the space of integrable densities against $x dx$, which do not see the boundary as well (as the weight $x$ vanishes at the boundary $x = 0$). Thus, these results were restricted in practice to cases where
the characteristics exit the domain (for which well-posedness do not require specification of the boundary term).

Concerning the regularity imposed on the rate coefficients, we essentially have the same hypotheses as [28]. However, our choice of scalings slightly differs. In both studies [14, 28], only the nucleation rate is slowing down compared to other aggregation rates; this condition being crucial to prevent explosion, mainly to get the crucial moment estimates in Proposition 2. In our case, we also need to slow down the de-nucleation rate, which allows us to obtain time control in Proposition 5. Such a part has only been proved for compactly supported functions in the previous works [14, 28], without the extra scaling of the de-nucleation rate. We interpret physically our extra-condition as being asymptotically an irreversible nucleation hypothesis. We conjecture that the reversible nucleation case can still be managed by a similar strategy (with more involved compactness estimates), and will yield a different boundary condition.

Let us now illustrate our results and point future research directions with the help of numerical simulations. The discrete stochastic Becker-Döring model (Definition 1) can be simulated using stochastic simulation algorithms (SSA, or Gillespie algorithm). Thus, the stochastic trajectories can be compared to numerical solution of the deterministic limit problem obtained in our main Theorem 3.

1. We illustrate in Figure 1 the perfect match between the stochastic and the deterministic numerical solutions, as long as \( \varepsilon \) is small enough.

2. The stochastic trajectories may be used to study relevant first passage times. For instance, starting with only \( M = \frac{1}{\varepsilon} \) free particles, we can compute the time needed to reach a given large size of order \( \frac{1}{\varepsilon} \). Indeed, using our scaling, in Figure 2 we see that the mean time to reach this size is of order \( \frac{1}{\varepsilon} \), as \( \varepsilon \to 0 \).

3. We show in Figure 3 that the stochastic model may deviate strongly from the limit deterministic model, for small but positive \( \varepsilon \), although it does not contradict our limit theorem. Indeed, using coefficient rates such that the characteristics exit the domain \( (a(0)u(t) - b(0) < 0) \), the deterministic model predicts that the pure free particle initial condition is an equilibrium (if \( u(0) = m \), then \( u(t) \equiv m \) for all \( m \)). However, for \( \varepsilon > 0 \), after a stochastic (asymptotically very long) time, the stochastic model switch to a different phase, \( u^{\varepsilon}(t) \) being close to 0 in the stochastic trajectories. We expect second order approximations and large deviation theory to explain such a behavior.

This work may have several applications. For instance, the rare protein assembly in neurodegenerative diseases is being intensively modeled by aggregation-fragmentation models [34]. The understanding of the behavior of such models is thus a first necessary step towards deciphering the mechanism of the diseases (inside an organism or in \textit{in vitro} polymerization experiments). In such a context, deriving a discrete (and stochastic) aggregation-fragmentation model is appealing for its simplicity and is more intuitive. However, it has several drawbacks compared to continuous models. First, the time consuming stochastic simulations were the main limitation of the numerical exploration of the behavior of the stochastic Becker-Döring model in [39] (see also in a deterministic context, [34]). Hence, deriving an approximate continuous limiting model is important for fast accurate numerical simulations of discrete Becker-Döring model, as standard, well-known and fast numerical schemes are widely available for continuous size-structured PDE models [4].
Figure 1: Agreement between numerical simulations and our limit theorem. We plot the time evolution of the (rescaled) number of free particles $u^\varepsilon_t(t)$ (top) and the total (rescaled) number of clusters $\langle \mu^\varepsilon_t, 1 \rangle$ (middle) for different $\varepsilon$ (see legend), together with the deterministic solution of the moment equations obtained from the weak form of the LS equation (11) (in black). Down, we plot one snapshot at time $t = 1$ of the measure-valued solution $\mu^\varepsilon_t$ for $\varepsilon = 10^{-3}$, together with the numerical solution of the LS equation (standard upwind scheme). We used the scaling given in Section 3.2 with constant rate coefficients $a^\varepsilon(x) \equiv 1$ and $b^\varepsilon(x) \equiv 2$, $a^\varepsilon = 1$, and $b^\varepsilon = 1$, under initially incoming characteristics, i.e. $u(0) = m = 3 > \rho = \frac{b}{a} = 2$. 
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\text{(Rescaled) Number of free particles } u^\varepsilon_t(t) \text{ and } u(t) \\
\text{(Rescaled) Number of clusters } \langle \mu^\varepsilon_t, 1 \rangle \text{ and } \langle \mu_t, 1 \rangle \\
\text{Empirical measure and limit size distribution}
\end{align*}
Figure 2: The time scale of formation of large clusters follows the scaling of our limit theorem. We run stochastic simulations of the original discrete Becker-Döring system given by the generator (5), for various initial mass $M = 1/\varepsilon^2$. We define the stopping time $T_0 = \inf\{t \geq 0, C_{\lfloor 1/\varepsilon \rfloor}(t) = 1 \mid C_1(0) = 1/\varepsilon^2\}$ and $T_\rho = \inf\{t \geq 0, C_{\lfloor \rho/\varepsilon \rfloor}(t) = \lfloor \rho/\varepsilon \rfloor \mid C_1(0) = 1/\varepsilon^2\}$. The time $\varepsilon T_1$ is reported in the first figure, and $\varepsilon T_\rho$, for $\rho = 0.01$, in the second, and both are plotted as a function of the initial mass $M$. We use kinetic coefficients as follows: $a'(x) = 5\varepsilon^2$, $b'(x) = x$, $\alpha' = \varepsilon^4$, $\beta' = \varepsilon^2$. The fact that the two quantities converge as $M \to \infty$ is consistent with our results.
Figure 3: Deviations from the deterministic limit. We perform the same numerical simulations as in Figure 1, but using for rate coefficients $a^\varepsilon(x) = x$ and $b^\varepsilon(x) \equiv 1$, $\alpha^\varepsilon = \beta^\varepsilon = 1$ and $m^\varepsilon = 3$. With these rate coefficients, note that the characteristics of the LS equation (11) are always outgoing ($a(0) = 0$ and $b(0) > 0$). We start with a pure free particle initial condition, corresponding to $u^\varepsilon(0) = m^\varepsilon = 3$. We plot the time evolution of the number of free particles $u^\varepsilon(t)$ for ten independent trajectories with $\varepsilon = 4.10^{-2}$ (top) and $\varepsilon = 2.5.10^{-2}$ (middle). We observe that the numerical solutions largely differ from one to each other, mostly by the time at which the number of free particles drastically goes down. This time corresponds to the time a cluster of size greater than the critical size $X_c = 1/u(t)$ has been formed (the size for which $a(x)u(t) - b(x)$ becomes positive). In contrast, the deterministic solution of the LS equation (11) predicts a constant level of free particle $u(t)$. Down, we plot the realization of the stopping time $T_0 = \inf\{t \geq 0, C_1(1/\varepsilon^2)(t) = 1 \mid C_1(0) = 1/\varepsilon^2\}$, as in Figure 2. The latter seems to grow exponentially, as expected in large deviation theory.
Appendix A. Topology and Compactness

In the sequel \( E \) is a Polish space (a separable topological space which is completely metrizable) and we consider its underlying Borel \( \sigma \)-algebra \( \mathcal{B}(E) \).

Appendix A.1. The space \( X \)

Let \( (h_i)_{i \geq 1} \) be a countable sequence (possibly finite) of nonnegative real-valued measurable functions on \( E \). We define

\[
X(E) := \left\{ \nu \in \mathcal{M}_b(E) : \langle \nu, h_i \rangle < +\infty, \; \forall i \geq 1 \right\}
\]

equipped with the weak topology, denoted by \((X, w)\) or alternatively \(w-X\), i.e. the coarsest topology that makes continuous \( \nu \mapsto \langle \nu, \varphi \rangle \) and \( \nu \mapsto \langle \nu, h_i \varphi \rangle \) for all \( \varphi \in C_b(E) \) and \( i \geq 1 \). Remark, for all \( i \geq 1 \) and \( \nu \in X(E) \), we can define the density measure \( h_i \cdot \nu \in \mathcal{M}_b(E) \) by \( \langle h_i \cdot \nu, \varphi \rangle = \langle \nu, h_i \varphi \rangle \) for any \( \varphi \in C_b(E) \), see [8, Chap. IX §2.2].

Lemma 9. The space \((X(E), w)\) is a Polish space. Let \( \rho_X \) be defined, for any \( (\nu, \mu) \in X(E) \times X(E) \), by

\[
\rho_X(\nu, \mu) := \sum_{i \geq 0} 2^{-(i+1)}(1 \wedge \rho(h_i \cdot \nu, h_i \cdot \mu)),
\]

where \( \rho \) is the Prohorov metric on \( \mathcal{M}_b(E) \) and the convention \( h_0 = 1 \). Then, \( \rho_X \) is a complete metric equivalent to the weak topology on \( X(E) \).

See for instance [7, Section 6] for a definition of the Prohorov metric.

Proof. The properties of \((X(E), w)\) derive from its identification to the space \( \{\nu \in \mathcal{M}_b : h_i \cdot \nu \in \mathcal{M}_b(E), \; \forall i \geq 0\} \). \( \square \)

Lemma 10 (A criterion of weakly relatively compactness in \( X \)). Let \( \mathcal{K} \) be a subset of \( X \). Suppose it exists a non-negative measurable function \( H \) on \( E \) such that, for all \( n > 0 \) the sets \( K_n = H^{-1}([0, n]) \) are compact in \( E \). Moreover suppose it exists \( n_0 \geq 0 \) such that for all \( i \geq 0 \), and \( x \in K_{n_0}^c \), we have \( h_i(x) \leq H(x) \). Assume further that it exists \( \Phi \in \mathcal{U}_\infty \) (defined in Section 4) such that

\[
\sup_{\nu \in \mathcal{K}} (\nu \ast 1 + H + \Phi(H)) < +\infty.
\]

Then, \( \mathcal{K} \) is relatively compact in \((X(E), w)\). Moreover, let \( \{\nu^\varepsilon\} \) be a sequence in \( \mathcal{K} \) and assume that \( h_i \) is continuous for some \( i \geq 1 \), then up to a subsequence it exists \( \nu \in X(E) \) such that \( \nu^\varepsilon \to \nu \) in the weak topology as \( \varepsilon \to 0 \) and

\[
\langle \nu^\varepsilon, h_i \rangle \to \langle \nu, h_i \rangle, \quad \text{as} \quad \varepsilon \to 0.
\]
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\textbf{Proof.} The aim is to link these bounds to a criterion of weakly relatively compactness in \( \mathcal{M}_0(E) \). Let \( \nu \) in \( \mathcal{K} \), then for \( n \geq n_0 \) and for all \( i \geq 1 \)
\[
\langle (1 + h_i) \cdot \nu, 1_{K_i} \rangle = \int_{K_i} \frac{1}{H} H + \frac{h_i}{\Phi(H)} \Phi(H) \nu(dx) \leq \left( \frac{1}{n} + \sup_{y \geq n} \frac{y}{\Phi(y)} \right) \sup_{\nu \in \mathcal{K}} (\nu, H + \Phi(H)).
\]
When \( n \to +\infty \) the right hand side goes to 0. It yields \((1 + h_i) \cdot \nu \) belongs to a weakly relatively compact set of \( \mathcal{M}_0(E) \), see [8, Chap. IX § 5.5, Theorem 2]. Let \( \{v^e\} \) be a sequence in \( \mathcal{K} \), there exist \( \mu_i \in \mathcal{M}_0(E) \) and a subsequence (still indexed by \( \varepsilon \)) such that \((1 + h_i) \cdot v^e \) weakly converges to \( \mu_i \) in \( \mathcal{M}_0(E) \). Hence, by a diagonal process, for all \( i \geq 1 \) and for any \( \varphi \in \mathcal{C}_b(E) \),
\[
\langle (1 + h_i) \cdot v^e, \varphi \rangle \to \langle \mu_i, \varphi \rangle.
\]
Since \( \varphi = (1 + h_i)^{-1} \) is a continuous bounded function, it yields in particular, for all \( i \geq 0 \), \( v^e \to v_i := (1 + h_i)^{-1} \cdot \mu_i \) in \( \mathcal{M}_0(E) \). By the uniqueness of the limit, we define \( \nu = v_i \). It readily follows that \( \nu \in \mathcal{X}(E) \) and \( v^e \to \nu \) in \( w - \mathcal{X}(E) \). The last remark comes from the fact we can take \( \varphi = h_i/(1 + h_i) \) which is a bounded and continuous function. \( \square \)

Let us details two classical examples about the control of \( x \)-moments and a more complex applications useful for our purpose.

\textbf{Example 1.} Take \( E = [0, +\infty) \), the functions \( h_1 = H = \text{Id} \). It readily follows a compact criterion for the measure space \( \mathcal{X}([0, +\infty)) \) defined by \( \{\nu \in \mathcal{M}_b([0, +\infty)) : \langle \nu, \text{Id} \rangle < +\infty\} \).

\textbf{Example 2.} Take \( E = [0, +\infty) \), the functions \( h_i : x \mapsto x^i \) for \( i = 1, \ldots, p \) and \( H = h_p \). We have for all \( x > 1 \) that \( h_i(x) \leq H(x) \). It readily follows a compact criterion for \( \mathcal{X}(E) := \{\nu \in \mathcal{M}_b(E) : \langle \nu, h_i \rangle < +\infty, i = 1, \ldots, p\} \). Remark that \( \Phi \) can be chosen as \( x \mapsto x^{p+1} \).

\textbf{Example 3.} Take \( E = \ell_1^+ \) with the vague topology (see Remark 7), the functions \( h_i(q) = q_i \) and \( H(q) = \|q\|_{\ell_1} \). The \( h_i \) are continuous and the pre-image by \( H \) of any bounded set is compact in \( E \) for the vague topology. It readily follows from the previous lemma a compact criterion for \( \mathcal{X}(E) := \{\nu \in \mathcal{M}_b(E) : \langle \nu, h_i \rangle < +\infty, \forall i \geq 0\} \). Remark that, if \( v^e \to \nu \) in \( w - \mathcal{X} \) then
\[
\int_{\ell_1^+} q_i v^e(dq) \to \int_{\ell_1^+} q_i \nu(dq), \forall i \geq 0.
\]
But since the norm is not continuous for the vague topology it appears clearly that we cannot hope the convergence of \( \int_{\ell_1^+} \|q\|v^e(dq) \) to \( \int_{\ell_1^+} \|q\|\nu(dq) \).

\textbf{Appendix A.2. The space \( \mathcal{Y} \)}

We proceed here to a slight adaptation of [25]. Let \( (h_i)_{i \geq 1} \) be a sequence of measurable function on a Polish space \( E \), and for any \( t \geq 0 \) we consider \( \mathcal{X}([0, t] \times E) \) defined similarly to the previous section as a subset of \( \mathcal{M}_b([0, t] \times E) \). Now, we consider the space
\[
\mathcal{Z}(\mathbb{R}_+ \times E) := \{\Theta \in \mathcal{M}(\mathbb{R}_+ \times E) : \forall t \geq 0, \Theta' \in \mathcal{X}([0, t] \times E)\},
\]
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where $\Theta'$ denotes the restriction of $\Theta$ to $[0, t] \times E$. We endow this space with the metric $\rho_Z$ given, for any $\Theta$ and $\Gamma$ belonging to $Z(\mathbb{R}_+ \times E)$, by

$$
\rho_Z(\Theta, \Gamma) = \int_0^\infty e^{-t} \wedge \rho^X_t(\Theta', \Gamma') \, dt,
$$

where $\rho^X_t$ is the modified Prohorov metric on $X([0, t] \times E)$. This metric defines the weak* topology on $Z(\mathbb{R}_+ \times E)$ and the space is denoted by $(Z(\mathbb{R}_+ \times E), w^*)$. Note that a sequence $\{\Theta^\varepsilon\} \subset Z$ converges in $\rho_Z$ if and only if $\{\Theta^\varepsilon, t\}$ converges in $\rho^X_t$ for almost every $t$. The next three lemmas follow [15, Appendix 2.6] and [25].

**Lemma 11.** The space $Z(\mathbb{R}_+ \times E)$ equipped with the weak* topology is a Polish space.

**Lemma 12.** The subspace of $Z(\mathbb{R}_+ \times E)$ given by

$$
\mathcal{Y}(\mathbb{R}_+ \times E) := \{\Theta \in Z(\mathbb{R}_+ \times E) : \Theta([0, t] \times E) = t\}
$$

and equipped with the topology induced by $\rho_Z$ is a Polish space.

*Proof.* We just remark that $\mathcal{Y}(\mathbb{R}_+ \times E)$ is a closed suset of $Z(\mathbb{R}_+ \times E)$. Indeed, if $\{\Theta^\varepsilon\}$ converges to $\Theta$ in $\rho_Z$, then $\{\Theta^\varepsilon, t\} \rightarrow \Theta^t$ in $\rho_t$ if and only if $\Theta^\varepsilon([0, t] \times E) \rightarrow \Theta([0, t] \times E)$ as $\varepsilon \rightarrow 0$. \qed

**Lemma 13** (A criterion of weakly relatively compactness in $\mathcal{Y}$). Let $\{t_k\}$ be a non-decreasing sequence in $\mathbb{R}_+$ such that $\lim_{k \to +\infty} t_k = +\infty$. Then, the set

$$
\left\{\Theta \in \mathcal{Y}(\mathbb{R}_+ \times E) : \forall k, \exists \text{ weak compact } \mathcal{K}_k \subset X([0, t] \times E), \Theta^k \in \mathcal{K}_k\right\}
$$

is a compact of $(\mathcal{Y}, \rho_Z)$.

### Appendix B. Stationary states and measures for Becker-Döring

The aim of this appendix is to investigate the stationary measures of a modified Becker-Döring model represented for a given $\nu \in \mathcal{X}$ by an operator $[\mathcal{H} \cdot](\nu, \cdot)$ defined by (40).

A stationary measure of such a model is a probability measure $\pi$ on $\ell_1^+$ solution of

$$
\int_{\ell_1^+} [\mathcal{H} g](v, q) \pi(dq) = 0, \quad \forall g \in \mathcal{G}. \tag{B.1}
$$

We start by studying the stationary states of $[\mathcal{H} \cdot](\nu, \cdot)$, that is, the sequences $\overline{\nu} \in \ell_1^+$ satisfying

$$
[\mathcal{H} g](v, \overline{\nu}) = 0, \quad \forall g \in \mathcal{G} \iff \sum_{n \geq 0} Dg[\overline{\nu}](1_n)(J_{n-1}(v, \overline{\nu}) - J_n(v, \overline{\nu})) = 0, \quad \forall g \in \mathcal{G}, \tag{B.2}
$$

where $J_{-1} = 0$ and the Becker-Döring fluxes $J_n$ for $n \geq 0$ are given by (41) and are recalled in the next proposition.
Proposition 8. Let $\nu \in X$ such that $c = m - \langle \nu, 1 \rangle \geq 0$, the exponents $r_a, r_b$, the coefficients $\overline{a}, \overline{b}$ be given by Assumption 2, $\rho$ be defined by (10) and the sequences $(a_n)_{n \in \mathbb{N}}$ and $(b_n)_{n \geq 1}$ by (39).

1. In the case $r_a < r_b$, $r_a < 1$, the Becker-Döring fluxes $J_n(\nu, \nu) = a_n c \nu_n$ for all $n \in \mathbb{N}$. If $c > \rho = 0$, then the unique stationary state is
   \[ \overline{q}_n = 0, \quad \forall n \geq 0. \]

2. In the case $r_b < r_a$, $r_b < 1$, the Becker-Döring fluxes $J_n(\nu, \nu) = -b_{n+1} c \nu_{n+1}$ for all $n \in \mathbb{N}$. Then the stationary states are all given by
   \[ \overline{q}_n = 0, \quad \forall n \geq 1, \text{ and } \overline{q}_0 \geq 0. \]

In particular, $\overline{q}_0 = \| \overline{q} \|_{\ell_1}$.

3. In the case $r_a = r_b < 1$, the Becker-Döring fluxes $J_n(\nu, \nu) = a_n c \nu_n - b_{n+1} c \nu_{n+1}$ for all $n \in \mathbb{N}$. Denoting $Q_n = (\prod_{i=0}^{n-1} a_i / b_{i+1})$ for all $n \in \mathbb{N}^*$ and $Q_0 = 1$, we have
   \[ 1/\rho = \limsup_{n \to +\infty} Q_n^{1/n} = \frac{\overline{a}}{\overline{b}}. \]

Moreover, if $0 \leq c < \rho$, then the stationary states are all given by
   \[ \overline{q}_n = (Q_n c^n) \overline{q}_0, \quad \forall n \geq 1, \text{ and } \overline{q}_0 \geq 0. \]

In particular $\| \overline{q} \|_{\ell_1} = (\sum_{n \geq 0} Q_n c^n) \overline{q}_0$.

4. In the case $r_a = r_b < 1$, if $c > \rho$, then the unique stationary state is
   \[ \overline{q}_n = 0, \quad \forall n \geq 0. \]

Proof. Note that, by (B.2), the state $\overline{q}$ is stationary if for all $g \in \mathcal{G}$,
   \[ \sum_{n \geq 0} D_g[\overline{q}](1_n)(J_{n-1}(\nu, \overline{q}) - J_n(\nu, \overline{q})) = 0. \]

In particular, applying for some functions $g$ depending on only one term of sequences of $\ell_1^+$, that is, $g(q) = G(q_n)$ with $G \in C_c^2$ for instance for a fixed $n$, we obtain
   \[ J_n(\nu, \overline{q}) = 0, \quad \forall n. \]

The points 1. and 2. directly follows.

In the cases 3. and 4. in which $r = r_a = r_b$, we also deduce by induction that the stationary states are of the form
   \[ \overline{q}_n = (Q_n c^n) \overline{q}_0, \quad \forall n \geq 1. \]

Let us then prove that the radius of convergence of the sum $\sum Q_n c^n$ is $\rho = \overline{b} / \overline{a}$. By the Cauchy-Hadamard Rule, this radius is $1/\limsup_{n \to +\infty} Q_n^{1/n}$. Note that, since the $a_n$’s and the $b_n$’s are given by (39), the term $Q_n$ can be written for $n \geq 1$ as
   \[ Q_n = \prod_{i=0}^{n-1} \frac{a_i}{b_{i+1}} = \left( \frac{\overline{a}}{\overline{b}} \right)^n \frac{(2)^{n-1} \cdot (n-1+2)^{n-1}}{(1+2)^{n-1} \cdot (n+2)^{n-1}} = \left( \frac{\overline{a}}{\overline{b}} \right)^n \frac{(2)^{n-1}}{(n+2)^{n-1}}. \]
We thus immediately conclude that \(\limsup_{n \to +\infty} Q_n^{1/n} = \bar{a}/\bar{b} = 1/\rho\) and the result is proved. And, as \(\bar{q}\) has to belong to \(\ell_1^+\), if \(0 \leq c < \rho\) the sum is convergent and we obtain point 3. If now \(c > \rho\), the sum is not convergent so the unique solution is the null-sequence, giving point 4.

We can now proceed to the identification of the stationary measures of a modified Becker-Döring model but, unfortunately, only in the cases 1. and 4. of the previous proposition.

**Proposition 9.** Let \(\nu \in X\) such that \(c = m - \langle \nu, \text{Id} \rangle > 0\). In the cases 1. and 4. of Proposition 8, the unique stationary measure of the modified Becker-Döring model represented by the operator \([\mathcal{H}](\nu, \cdot)\) is the Dirac measure \(\delta_0\) at the null-sequence.

**Remark 10.** In the cases 2. and 3. of Proposition 8, there is no uniqueness of the stationary states vanishing all the fluxes but an infinite collection parametrized by the first component \(\bar{q}_0\). Because of this, there is also no uniqueness of the stationary measures of the associate modified Becker-Döring model. Indeed, following the proof of Proposition 9 here below, we can only conclude that, in these cases, a stationary measure is supported on all the stationary states. For instance, any probability measure, convex combination of Dirac measures at stationary states, is a stationary measure. This particularly implies that we are not able to identify the limit of the occupation measures \(\Gamma\) in Theorem 4 in the cases 2. or 3.

Before proving this result, we state a useful lemma requiring the introduction of a new space of functions from \(\ell_1^+\) to \(\mathbb{R}\). We denote by \(\mathcal{G}\) the set of functions \(f\) from \(\ell_1^+\) to \(\mathbb{R}\) such that there exist \(N' \geq 0\) and a function \(F\) in \(C_1(\mathbb{R}^{N'})\) satisfying \(f(q) = F(q_0, \ldots, q_{N-1})\) for all \(q\) in \(\ell_1^+\). This space can be understood as the set of functions obtained by taking the Fréchet Derivative of a function \(g\) in \(G\) applied to a canonical sequence \(1_n\) for a given \(n\), that is, \(Dg[q](1_n)\).

**Lemma 14.** Let \(V\) be a continuous function from \(v - \ell_1^+\) to \(\mathbb{R}\) such that there exist \(N \geq 0\) and a continuous function \(\overline{V}\) from \(\mathbb{R}^N\) to \(\mathbb{R}\) with \(V(q) = \overline{V}(q_0, \ldots, q_{N-1})\) for all \(q\) in \(\ell_1^+\). A probability measure \(\pi\) satisfying

\[
\int_{\ell_1^+} f(q)V(q)\pi(dq) = 0, \quad \forall f \in \mathcal{G}, \tag{B.3}
\]

is supported on \(Z(V) := \{q \mid V(q) = 0\}\).

**Proof:** First note that all the measures supported on \(Z(V)\) satisfy (B.3). Conversely let us prove that a measure \(\pi\) such that (B.3) holds is supported on \(Z(V)\). We introduce \(\Omega = \text{supp } \pi \cap Z(V)^c\) with \(Z(V)^c = \ell_1^+ \setminus Z(V)\). We recall that the space \(\ell_1^+\) is endowed with the vague topology and is metrizable as \((\mathcal{M}(\mathbb{N}), \nu)\).

We start by assuming that the interior of \(\Omega\) is nonempty, ie \(\hat{\Omega} \neq \emptyset\), and let us fix an element \(q^1\) in \(\hat{\Omega}\). By definition \(V(q^1)\) is either positive or negative. We here suppose that \(V(q^1) > 0\) (the other case is similar). Since the function \(V\) is continuous, there exists \(r_1 > 0\) such that \(V\) is positive on \(\overline{B}(q^1, r_1) \subset \hat{\Omega}\), the closed ball of radius \(r_1\) and center \(q_1\). We then consider a function \(f\) in \(\mathcal{G}\) such that

\[
\begin{cases}
    f(q) > 0 & \text{for all } q \text{ in the open ball } \mathbb{B}(q^1, r_1/2), \\
    f(q) \geq 0 & \text{for all } q \text{ in } \overline{B}(q^1, r_1), \\
    f(q) = 0 & \text{otherwise}.
\end{cases}
\]
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Applying (B.3) with $f$, we have
\[ 0 = \int_{\ell_1^i} f(q)V(q)\pi(dq) = \int_{B(q, r_1)} f(q)V(q)\pi(dq). \]

Since $f(q)V(q) \geq 0$ for all $q \in B(q, r_1)$ and $f(q)V(q) > 0$ on $B(q, r_1/2)$, there is a contradiction. Thus, the set $\Omega$ has an empty interior and is therefore discrete. The measure $\pi$ restricted to $\Omega$ can be written as
\[ \pi_{\Omega} = \sum_{i \in I} \lambda_i \delta_{q_i}, \]
with the $q_i$'s in $\Omega$ and $\lambda_i \geq 0$. Now using a test function $f$ in $G$ such that $f(q^i) = V(q^i)$ and $f(q^j) = 0$ for all $j \neq i$, we can deduce that $\lambda_i = 0$. This proves the result.

We are now in position to prove Proposition 9.

Proof of Proposition 9. Assume that $\pi$ is a stationary measure, that is, satisfying (B.1). For all $i \in \mathbb{N}$ and $f \in G$, we consider the function $g^i$ in $G$ such that for all $q$ in $\ell_1^i$
\[ Dg^i(q)(1_n) = f(q)1_{n=i}, \]
that is,
\[ g^i(q) = \int_0^1 f(tq)q_i dt. \]

Applying (B.1) with $g = g^i$, we get
\[ \int_{\ell_1^i} f(q)(J_{i-1}(v, q) - J_i(v, q))\pi(dq) = 0. \]
Thus the measure $\pi$ satisfies
\[ \int_{\ell_1^i} f(q)(J_{i-1}(v, q) - J_i(v, q))\pi(dq) = 0, \quad \forall f \in G \text{ and } i \in \mathbb{N}. \]
Since for $i = 0$, we have
\[ \int_{\ell_1^i} f(q)J_0(v, q)\pi(dq) = 0, \quad \forall f \in G, \]
we can deduce by induction that, for all $n$ in $\mathbb{N}$ and $f$ in $G$,
\[ \int_{\ell_1^i} f(q)J_n(v, q)\pi(dq) = 0. \]
Finally, applying Lemma 14 with $V = J_n(v, \cdot)$ for all $n$ in $\mathbb{N}$, the measure $\pi$ is supported on the sequences of $\ell_1^i$ vanishing all the fluxes $J_n$. By Proposition 8, the result follows.

[1] Aldous D. J.: Deterministic and Stochastic Models for Coalescence (Aggregation and Coagulation): A Review of the Mean-Field Theory for Probabilists, Bernoulli, 5(1), 3–48 (1999).
[2] Ball J. M., Carr J.: Asymptotic Behaviour of Solutions to the Becker-Döring Equations for arbitrary initial data, P. Roy. Soc. A-Math. Phy., 108(1-2), 109–116 (1988).

[3] Ball J. M., Carr J., Penrose O.: The Becker-Döring Cluster Equations: Basic Properties and Asymptotic Behaviour of Solutions, Commun. Math. Phys., 104(4), 657–692 (1986).

[4] Banks H. T., Doumic-Jauffret M., Kruse C.: Efficient Numerical Schemes for Nucleation-Aggregation Models: Early Steps, hal-00954437 (2014, preprint).

[5] Becker R., Döring W.: Kinetische Behandlung der Keimbildung in übersättigten Dämpfern, Ann. Phys., 24:719752 (1935).

[6] Bhatt J. S., Ford I. J.: Kinetics of Heterogeneous Nucleation for Low Mean Cluster Populations, J. Chem. Phys., 118(7):3166 (2003).

[7] Billingsley P.: Convergence of Probability Measures, Wiley Series in Probability and Statistics. John Wiley & Sons, Hoboken (New Jersey), 2nd edition (1999).

[8] Bourbaki N.: Éléments de mathématique: chapitre IX, Intégration sur les espaces topologiques séparés, Hermann (1969).

[9] Boyer F.: Trace Theorems and Spatial Continuity Properties for the Solutions of the Transport Equation, Differ. Integral Equations, 18(8), 891–934 (2005).

[10] Carr J., Dunwell R. M.: Asymptotic Behaviour of Solutions to the Becker-Döring Equations, P. Edinburgh Math. Soc. (Series 2), 42(2), 415–424 (1999).

[11] Champagnat, N., Ferriere, R., Mlard, S.: From individual stochastic processes to macroscopic models in adaptive evolution, Stoch. Models, 24(1), 2–44 (2008).

[12] Collet J., Goudon T., Vasseur A.: Some Remarks on Large-Time Asymptotic of the Lifshitz-Slyozov Equations. J. Stat. Phys., 108(1-2), 341–359 (2002).

[13] Doumic M., Goudon T.: On Solutions of the Lifshitz-Slyozov Model, Nonlinearity, 13(4), 1239-1262 (2000).

[14] Collet J.-F., Goudon T., Poupaud F., Vasseur A.: The Becker-Döring System and its Lifshitz-Slyozov Limit, SIAM J. Appl. Math., 62(5), 1488–1500 (2002).

[15] Daley D., Vere-Jones D.: An Introduction to the Theory of Point Processes: Volume I, Probability and Its Applications. Springer-Verlag, New York, 2nd edition (2003).

[16] L. Châu-Hoà. Etude de la classe des opérateurs m-accrétifs de $L^1(\Omega)$ et accrétifs dans $L^\infty$. Thèse de troisième cycle, Université de Paris VI, 1977.

[17] D’Orsogna M. R., Lakatos G., Chou T.: Stochastic Self-Assembly of Incommensurate Clusters, J. Chem. Phys., 136(08):4110 (2012).

[18] Doumic M., Goudon T., Lepoutre T.: Scaling Limit of a Discrete Prion Dynamics Model. Commun. Math. Sci., 7(4), 839–865 (2009).

[19] Ether S. N., Kurtz T. G.: Markov Processes: Characterization and Convergence. Wiles Series in Probability and Statistics. John Wiley & Sons, Hoboken (New Jersey), 2nd edition (2005).

[20] Fournier N., Giet J.-S.: Convergence of the Marcus-Lushnikov Process. Methodol. Comput. Appl., 6(2), 219–231 (2004).

[21] Fournier N., Laurençot P.: Marcus-Lushnikov Processes, Smoluchowski’s and Flory’s Models. Stoch. Proc. Appl., 119(1), 167–189 (2009).

[22] Fournier N., Mischler S.: Exponential Trend to Equilibrium for Discrete Coagulation Equations with Strong Fragmentation and Without a Balance Condition. P. Roy. Soc. A-Math. Phy., 460(2049), 2477–2486 (2004).

[23] Helal M., Hingant E., Pujo-Menjouet L., Webb G. F.: Alzheimer’s disease: Analysis of a mathematical model incorporating the role of prions. J. Math. Biol., 69(5), 1207–1235 (2014).

[24] Hingant, E.: The counterpart of the De La Vallée-Poussin lemma. personal's note (2015). http://www.ci2ma.udec.cl/ehingant/

[25] Kurtz T. G.: Averaging for martingale problems and stochastic approximation. In I. Karatzas and D. Ocone, editors, Applied Stochastic Analysis, volume 177 of Lecture Notes in Control and Information Sciences, 186–209., Springer, Berlin, Heidelberg (1992).

[26] Laurençot P.: Weak solutions to the Lifshitz-Slyozov-Wagner equation. Indiana U. Math. J., 50(3), 1319–1346 (2001).

[27] Laurençot P.: The Lifshitz-Slyozov-Wagner Equation With Conserved Total Volume. SIAM J. Math. Anal.,
[28] Laurenc¸ot P., Mischler S. : From the Becker-D¨oring to the Lifshitz-Slyozov-Wagner Equations. J. Stat. Phys., 106(5-6), 957–991 (2002).

[29] Lifshitz I.M., Slyozov V.V. : The kinetics of precipitation from supersaturated solid solutions. J. Phys. Chem. of Solids, 19:35–50 (1961).

[30] Niethammer B. : A Scaling Limit of the Becker-D¨oring Equations in the Regime of Small Excess Density, J. Nonlinear Sci., 14(5), 453–468 (2004).

[31] Niethammer B. : Effective Theories for Ostwald Ripening, in P. M¨orters et al. (Ed.), Analysis and Stochastics of Growth Processes and Interface Models, Oxford University Press, 223–242 (2008).

[32] Penrose O. : The Becker-D¨oring Equations at Large Times and Their Connection with the LSW Theory of Coarsening, J. Stat. Phys., 89(1-2), 305–320 (1997).

[33] Penrose O. : The Becker-D¨oring equations for the kinetics of phase transitions, Math. Proc. Camb. Phil. Soc., 96 (2001).

[34] Prigent S., Ballesta A., Charles F., Lenuzza N., Gabriel P., Tine L. M., Rezaei H., Doumic M. : An Efficient Kinetic Model for Assemblies of Amyloid Fibrils and Its Application to Polyglutamine Aggregation, PLoS ONE, 7(11):e43273 (2012).

[35] Protter E. P. : Stochastic Integration and Differential Equations, Springer, 2nd edition (2005).

[36] Schweitzer F., Schimansky-Geier L., Ebeling W., Ulbricht H. : A Stochastic Approach to Nucleation in Finite Systems: Theory and Computer Simulations, Physica A, 150, 261–279 (1988).

[37] Vel´azquez J. J. L. : The Becker-D¨oring Equations and the Lifshitz-Slyozov Theory of Coarsening, J. Stat. Phys., 92(1-2), 195–236 (1998).

[38] Wattis J. A. D. : An introduction to mathematical models of coagulation-fragmentation processes: A discrete deterministic mean-field approach, Physica D, 222(1-2), 1–20 (2006).

[39] Yvinec R., D’Orsogna M. R., Chou T. : First passage times in homogeneous nucleation and self-assembly, J. Chem. Phys., 137(24):244107 (2012).