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Abstract

A large number of water molecules are each placed on a lattice far apart so that they are very weakly interacting with each other and in contact with a heat bath at temperature $T$. A strong static electric field, $E_0$, is applied to these molecules along a $z$-axis causing three level split energy values. A weak AC electric field that acts for a finite time $\tau$ applied in the $xy$-plane induces transitions between the three levels. This weak AC field acts as a protocol $\zeta(t)$, that is switched on at $t = 0$ and switched off at $t = \tau$. Through this protocol, the system is taken from an initial thermodynamic equilibrium state $F(T, 0)$ to the non-equilibrium state $F_{\text{non-equip}}(T, \tau)$ recorded right when the AC field is switched off at time $t = \tau$. Once again the AC field is switched on and let it act for the same finite amount of time $\tau$ and its non-equilibrium state $F_{\text{non-equip}}(T, \tau)$ recorded right when the AC field is switched off. The same cyclic process is repeated for a large number of times. The data available for this finite-time non-equilibrium process allowed us to extract equilibrium thermodynamic quantities like free energy, which is what we call Jarzynski equality and its relation to the second law of thermodynamics. The work distributions of the three-level system in the optimum condition is obtained. Besides, the average work of the system as a function of $\omega$ and time around the optimum frequency are evaluated, where $\omega$ is the frequency of the AC electric field.
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1 Introduction

Thermodynamics provides macroscopic descriptions of the states of complex systems and their behaviours when they interact or are constrained under various circumstances. It was originally developed to accord with macroscopic systems \cite{1} and is thus based on the idea that a handful of macroscopic variables, such as volume, pressure, and temperature, are enough to completely describe a system. Notwithstanding, the beginning of the atomic theory understood the changes in the underlying small world to be continually fluctuating with the chaos and randomness of the small-world. In the realm of statistical mechanics the relative fluctuations become insignificant, since it consistently deals with a large number of particles. Equilibrium statistical mechanics formalism provided a powerful means to explain how the macroscopic properties of many-body systems at thermal equilibrium arise from the microscopic interactions that occur among their constituent particles. Its fundamental outcome is the Gibbs formula for the canonical ensemble \cite{2} which mainly employed approach for equilibrium statistical mechanics \cite{2, 3} to provide a fundamental bridge between microscopic theory and thermodynamic measurements for any equilibrium situations. Unlike that of equilibrium statistical mechanics \cite{2, 3}, with its well-established foundation, a similar widely-accepted framework for non-equilibrium statistical mechanics \cite{4} remains
elusive because a handful of parameters used in thermodynamics no longer help to know the whole dynamics of the system; i.e., one must study Newton’s or Schrödinger’s equation for all constituent particles, thus making the problem much more difficult. Indeed, talking about the average behavior of a given ensemble of small systems in statistical mechanics is probabilistic in the sense that as we intend to study deeply the dynamics of the system where micro-state changes always exist fluctuating around the average value as a result of thermal fluctuation, which occurs in a system at equilibrium. These fluctuations are used as the source of noise in many systems.

One of a recent rapidly growing theory deals with the emergence of thermodynamic laws from inherent quantum mechanical theories and its emphasis on the dynamical process out of equilibrium. This new theory is fueled by new, highly controlled quantum experiments\[5\]–\[6\] the discovery of more powerful methods\[7\], and the development of new literature tools\[8\],\[9\]. For instance, the newly developed novel theoretical approaches that help as tools for the development of quantum thermodynamics are non-equilibrium thermodynamics or stochastic thermodynamics\[10\]. Therefore, quantum thermodynamics is a newly emerging research field. The aim of the realm is to extend standard thermodynamics to non-equilibrium statistical mechanics\[11\] of small systems. So, researchers look for non-equilibrium conditions to incorporate the whole of quantum effects in this realm.

Research on the non-equilibrium dynamics of quantum systems has deeply produced valuable statements on the thermodynamics of small-scale systems undergoing quantum mechanical progresses\[4\],\[7\],\[9\],\[12\]. Fundamental examples are produced by the Crooks and Jarzynski relations\[13–15\]: taking into account fluctuations in non-equilibrium dynamics, such relations connect equilibrium properties of thermodynamical applicability with explicit non-equilibrium features. In the real world, it is impractical to isolate a particular quantum system, in which we are interested, from its environments. Thus, in order to faithfully represent the real dynamical evolution of physical systems, we must consider the influence of the external environment upon the system’s dynamics. Even though the recent advancement in experimental work done on the small systems is effective, we are unable to track either theoretically or experimentally, the dynamical evolution of the full system-plus-environment. This is because the random fluctuations introduced in small systems become valuable and must be incorporated in the explanation of the full system’s dynamics. These random fluctuations in small systems may influence thermodynamic quantities like work and heat. A number of authors have proposed definitions of work and derived fluctuation theorems for quantum systems in contact with general thermal environments\[8\],\[16\],\[17\],\[18\]. The great insight into the properties of non-equilibrium process could be gained by treating work as a random variable\[13,14\]. Over time, studies began to look for related conclusions in quantum systems, both for unitary\[16\] and open\[19\] quantum dynamics. Recently, in addition to the thermal fluctuations, one more has intrinsically quantum fluctuations, best to a very richer platform to work with.

Currently, considerable attention has been given to the properties of interacting electric dipole systems. The electrostatic coupling among the dipoles makes such systems qualitatively different from their magnetic counterparts. Since interacting spins have been studied during last decades, significant progress has been achieved in understanding the underlying physics. In electric dipole systems, the interplay of quantum tunneling, fluctuations and frustration provides with the possibility to realize exotic phases, like quantum electric dipole liquids and glasses\[20\], quantum critical phenomena and phase transitions\[21\]. Understanding the nature of the corresponding
phases and their possible relations with magnetic counterparts is of great fundamental and technological interest, but is presently still at its infancy.

The rest of the paper is organized as follows. In section 2, we explain the experimental arrangement of the system and workout its Hamiltonian and partition function. In section 3, we describe the general and particular procedure of carrying out finite-time cyclic process, formulate the time evolution of the system and define the way to get expectation values of measurable quantities. In section 4, by taking the finite-time cyclic process of our system we evaluate the probability distribution of work, find its mean value and study the behavior of average work as a function of time. Finally, in section 5, the current study of the work is summarized and conclusion given.

2 System

A water molecule is approximately of 2.75 Å in diameter. A large number of water molecules can be confined in a nanocavity of beryl hexagonal crystal lattice structure [22]. One could strongly weaken the dipole-dipole interaction between these molecules by letting them occupy sparcely populated sites, say, every other site empty in a hexagonal lattice structure of 9.2 Å spacing. Magnitude of the electric dipole of water molecule is found to be $1.85 \times 10^{-30}$ c-m. One can exert a strong electric field $E_0$ in a z-axis of few electrovolts to such a system [23]. We attach the system to a heat bath of temperature of $T = 300$ K. The Hamiltonian of the system containing $N$ such identical confined water molecules subjected to external electric field $E_0$ will be

$$H_N = -\sum_{i=1}^{N} \mathbf{D}_i \cdot \mathbf{E}_0, \quad (1)$$

where $\mathbf{D}_i$ is the dipole state of the $i^{th}$ water molecule. In the presence of the applied external electric field the energy of each confined water molecule will split into three-level energy values. Each energy state of the system depends on the orientation of the confined water molecule with respect to the applied electric field. The confined water molecule takes three energy values when its orientation is aligned parallel ($-D_i E_0$), anti-parallel ($D_i E_0$) and perpendicular ($0$) to the electric field. The Gibbs thermal density operator $\rho_{th}$, for the system is given by

$$\rho_{th} = \frac{e^{-\beta H_N}}{Z_N}, \quad (2)$$

where the partition function is

$$Z_N = \left[ 1 + 2 \cosh(\beta D E_0) \right]^N, \quad (3)$$

and $\beta = \frac{1}{k_B T}$, $k_B$ is the Boltzmann constant. The density operator is successful in explaining the thermal equilibrium states of such system. In the next section we explore how the non-equilibrium process of a confined water electric dipole system evolves in the presence of the strong and weak electric fields in a thermal bath.

3 Non-equilibrium processes of the system

In this section we first explain the general mode of operating the cyclic process and point out the particular mode of operation we used. In subsection 3.2 the time evolution of the system is worked out. Lastly, subsection 3.3 deals with evaluating the expectation values of measurable quantities.

3.1 The cyclic finite-time process of the system

In this subsection, we attach the system to a heat bath and apply a strong electric field, $E_0$, along z-axis. After the particular confined water electric dipole system stayed enough time to equilibrate
with the heat bath, we switch on a weak AC electric field perpendicular to z-direction that lasts for a given amount of time. The weak AC field is the control parameter, $\zeta(t)$, that will act on the system to evolve and make all possible transitions up to time $\tau$. The zig-zag path shown in blue color line in Fig. 1 depicts the protocol $\zeta(t)$. The dynamics of the system subjected to the AC field will terminate after a span of time $\tau$ at the end of which the final non-equilibrium state, $F_{\text{non-equil}}$, measured. After switching off the AC field, but keeping the heat bath and strong electric field intact, we let the system relax to its final equilibrium state, $F(T,\tau)$. The path from the non-equilibrium state at time $\tau$ (open circle $F_{\text{non-equil}}$) to the final equilibrium state (solid circle, $F(T,\tau)$) is shown in red color line in Fig. 1. Once the final equilibrium state is attained, the system will be taken to return back to its initial equilibrium state in a quasi-static process. The reverse path of taking the system from its final equilibrium state to its initial equilibrium state is shown in pink color line in Fig. 1.

Once the system has returned to its initial thermodynamic equilibrium state, we initiate the weak AC field in the given direction for the same given span of time $\tau$, measure its final non-equilibrium state at the end, let it relax to its final equilibrium state and, ultimately, return to its initial equilibrium state in a quasi-static process. This cyclic process will be performed repeatedly until we get enough data to find the expectation values of any measurable quantities.

One important quantity of interest is the amount of work, $W$, performed by the system during this finite-time process. Each measurement of $W$ will, in principle, take different value during each observation. Having a large enough set of measurements will then enable us to relate it to the change in free energy, $\Delta F$, of the system. In 1997, Jarzynski discovered an equality relation between the work and the change in free energy $\Delta F$ [13,14] which is given by

$$\langle e^{-\beta W} \rangle = e^{-\beta \Delta F}. \quad (4)$$

Note that $\Delta F = F(T,\tau) - F(T,0)$. The above equality is now called Jarzynski equality. A consequence of this equality leads to a relation between $W$ and $\Delta F$ such that

$$\langle W \rangle \geq \Delta F. \quad (5)$$

The non-equilibrium process discussed above is the general mode of operation. However, there are simpler cases when the cyclic process terminates after a certain amount of complete cycles. As a result, the value of work will fluctuate about zero. And this is the particular mode of operation we considered for our case.

### 3.2 The time evolution of the system

For non-equilibrium process, we can describe the work of the system by requiring detailed knowledge of the dynamics of the system and how it is coupled to the heat bath. In the non-equilibrium process,
we assume that the system’s coupling to the heat bath is very weak so that no heat is exchanged with the surrounding. This situation is actually encountered very often in experiments since many systems are only weakly coupled to the bath. It also simplifies considerably the description of the problem because it makes the entire dynamics unitary.

When the weak field, i.e. the protocol of the system is switched on at \( t = 0 \) it has an initial state with Hamiltonian \( H_i = H(\zeta_i) \) in thermal equilibrium with the heat reservoir at a temperature \( T \).

So the initial state of the system is expressed by using the Gibbs density matrix in Eq. (2).

Let \( E_n^i \) and \( |n\rangle \) denote the eigenvalue and eigenvector of the Hamiltonian \( H_i = H(\zeta_i) \). Then the state \( |n\rangle \) is obtained with probability

\[
P_n = \frac{e^{-\beta E_n^i}}{Z_N}.
\]

We initiate the protocol according to some predefined function \( \zeta \) from \( \zeta(0) = \zeta_i \) to \( \zeta(\tau) = \zeta_f \) within the given finite time \( \tau \). Due to the very weak coupling of our system with the heat bath, the evolution of the system is unitary. The state of the system at any given time \( t \) is given by

\[
|\psi(t)\rangle = U(t)|n\rangle
\]

where \( U(t) \) is the unitary time-evolution operator, which satisfies Schrödinger’s equation \((\hbar = 1)\)

\[
\frac{i}{\hbar} \frac{\partial U}{\partial t} = H(t)U, \quad U(0) = 1.
\]

At the end of the finite-time process of span \( \tau \), we measure the energy of the system. The Hamiltonian at the end of the process, \( H_f = H(\zeta_f) \), will be in a given energy level \( E_m^f \) and eigenvector \( |m\rangle \). The probability that we measure an energy \( E_m^f \) is

\[
|\langle m|\psi(\tau)\rangle|^2 = |\langle m|U(\tau)|n\rangle|^2,
\]

which can be interpreted as the conditional probability that a system initially in \( |n\rangle \) will be found in \( |m\rangle \) after a time \( \tau \).

In order to study the out-of-equilibrium properties of this system, we must know the initial thermal state, \( \rho_{th} \), expressed in Eq. (2) and the time evolution operator, \( U(t) \), which is a solution of the Schrödinger equation expressed in Eq. (8).

The Hamiltonian \( H_i \) for each confined water electric dipole induced by an external electric field along the z-axis is described in Eq. (1) and the equivalent matrix exponential \( e^{-\hat{H}_i} \) can be evaluated by exponentiating the eigenvalues

\[
e^{-\hat{H}_i} = \begin{pmatrix}
e^{\frac{DE_0}{T}} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & e^{-\frac{DE_0}{T}}
\end{pmatrix}.
\]

The trace of this matrix is the partition function for the single water molecule

\[
Z = 1 + 2 \cosh\left(\frac{DE_0}{T}\right).
\]

The thermal density matrix can be written in the form of

\[
\rho_{th} = \begin{pmatrix}
\frac{1-f}{2} & 0 & 0 \\
f & \frac{1-f}{2} & 0 \\
0 & 0 & \frac{1+f}{2} - \frac{f}{1-2\sinh(\frac{DE_0}{T})}
\end{pmatrix},
\]

where \( f = \frac{1-2\sinh(\frac{DE_0}{T})}{1+2\sinh(\frac{DE_0}{T})} \).

Next, we obtain the analytical solution of the Schrödinger equation for time-dependent Hamiltonian. Fortunately, in our case one may obtain an approximate solution valid when \( E_f \ll DE_0 \) and take the direction of the weak electric field to be rotating in the \( xy \)-plane. The work protocol is enforced by applying a very small field of amplitude \( E_f \) rotating in the \( xy \)-plane with frequency \( \omega \). Therefore, the work parameter \( \zeta \) is defined by the field \( \mathbf{E}_f = E_f(\cos \omega t, \sin \omega t, 0) \). The Hamiltonian describing the response of a single confined water molecule as an electric dipole system to the two fields is given by

\[
\hat{H} = -DE_0 \hat{\sigma}_z - \mathbf{E}_f(\hat{\sigma}_x \cos \omega t + \hat{\sigma}_y \sin \omega t),
\]
where, $\hat{\sigma}_x$, $\hat{\sigma}_y$ and $\hat{\sigma}_z$ are the Pauli matrices for spin-1 particles. Next, we compute approximate solution of the time evolution operator $U(t)$ defined in Eq. (8) and let us first define a new operator such that

$$U(t) = \hat{U}(t)e^{i\omega t\hat{\sigma}_z}. \quad (14)$$

Substituting Eq. (14) into Eq. (8), one finds that $\hat{U}$ must obey the modified Schrödinger equation

$$i\frac{\partial \hat{U}(t)}{\partial t} = (\hat{H} + \omega \hat{\sigma}_z)\hat{U} = \hat{H}\hat{U}(t), \quad (15)$$

where

$$\hat{H} = (\omega - DE_0)\hat{\sigma}_z - E_1(\hat{\sigma}_x \cos \omega t + \hat{\sigma}_y \sin \omega t). \quad (16)$$

Therefore, from the expression (16), we have two distinct types of terms, one time-independent and the other oscillating with frequency $\omega$. The system consists of a single spin placed with a static electric field in the $z$ direction, together with a weak oscillating field $E_1 = A \sin \omega t$ of frequency $\omega$ in the $xy$ plane, which plays the role of the work control parameter $\zeta$. Now the expression (16) can be rewritten as

$$\hat{H} = (\Omega \hat{\sigma}_z - b\sigma_y) - b(\hat{\sigma}_x \sin 2\omega t - \hat{\sigma}_y \cos 2\omega t), \quad (17)$$

where $\Omega = \omega - DE_0$. After neglecting any time-dependent terms from the expression in Eq. (17), we are left only with the much simpler Hamiltonian, which is

$$\hat{H} = \Omega \hat{\sigma}_z - b\hat{\sigma}_y. \quad (18)$$

Express (18) as

$$\hat{H} = \Omega_r(\hat{\sigma}_z \cos \theta - \hat{\sigma}_y \sin \theta) \quad (19)$$

where

$$\Omega_r = \sqrt{\Omega^2 + b^2} \quad \text{and} \quad \tan \theta = \frac{b}{\Omega}. \quad (20)$$

After writing an explicit formula for the full time-evolution operator defined in Eq. (14), we must compute the exponential matrix $e^{-i\hat{H}t}$. Rearranging the terms in the exponential, the unitary time-evolution operator can be expressed as

$$U(t) = 
\begin{pmatrix}
  u(t) & y^*(t) & w^*(t) \\
  -v^*(t) & x(t) & v(t) \\
  w(t) & -y(t) & u(t)
\end{pmatrix}, \quad (21)$$

where the amplitude probabilities are:

$$u(t) = e^{i\omega t\hat{\sigma}_z} e^{-i\Omega_r t \cos \theta} \frac{1}{2} \{1 + \cos(\Omega_r t \sin \theta)\}, \quad (22)$$

$$v(t) = e^{i\omega t\hat{\sigma}_z} \frac{\sqrt{2}}{2} \sin(\Omega_r t \sin \theta), \quad (23)$$

$$w(t) = e^{i\omega t\hat{\sigma}_z} e^{-i\Omega_r t \cos \theta} \frac{1}{2} \{1 - \cos(\Omega_r t \sin \theta)\}, \quad (24)$$

$$y(t) = e^{i\omega t\hat{\sigma}_z} \frac{\sqrt{2}}{2} \sin(\Omega_r t \sin \theta), \quad (25)$$

$$x(t) = e^{i\omega t\hat{\sigma}_z} \cos(\Omega_r t \sin \theta). \quad (26)$$

To get a better physical interpretation of this result, consider the situation where the system initially starts in the eigenstate $|1, 1\rangle$ of $\hat{\sigma}_z$. Then $y^*(t)$ and $w^*(t)$, being the off-diagonal elements of $U(t)$, describe the probability amplitude for a transition from $|1, 1\rangle \rightarrow |1, 0\rangle$ or $|1, -1\rangle$ (the amplitude for the reverse transition processes are $v^*(t)$ and $w(t)$). Moreover, the unitarity condition $U(t)U(t)^\dagger \neq I$ also implies that $|u(t)|^2 + |y(t)|^2 + |w(t)|^2 = 2|v(t)|^2 + |x(t)|^2 = 2|y(t)|^2 + |x(t)|^2 = |u(t)|^2 + |v(t)|^2 + |w(t)|^2 = 1$. Then, the expressions $|u(t)|^2$ and $|x(t)|^2$ are the probabilities for no transitions to occur.

The transition probability reaches a maximum precisely at an optimum condition ($\Omega = 0$), as we intuitively expect. In fact, at optimum condition, we obtain the transition probabilities such as $|v(t)|^2$, $|w(t)|^2$ and $|y(t)|^2$ achieve maximum value. Hence, when the weak oscillating field is applied along the $xy$-plane transitions do occur.

### 3.3 The expectation value of measurable quantities

To illustrate the physics behind Eq. (21), let us examine the time evolution of the mean polarization
components $\langle \sigma_x \rangle$, $\langle \sigma_y \rangle$, and $\langle \sigma_z \rangle$. The general formula for the time evolution of the mean of any operator, $A$, is given by

$$\langle A \rangle = \text{tr}\{U^\dagger(t)AU(t)\rho_{\text{th}}\}. \quad (27)$$

Now, we obtain the time evolution of the mean polarization components in the three different directions, $\langle \sigma_i \rangle$, where $i = x, y, z$. By using Eq. (27), we can obtain the mean polarization components in the $x, y,$ and $z$ directions to be

$$\langle \sigma_x \rangle = -\frac{2 \sin(\Omega_r t \sin(\theta)) \cos(\Omega_r t \cos(\theta))}{1 + 2 \cosh(D E_0 T)} \sinh\left(\frac{D E_0 T}{T}\right),$$

$$\langle \sigma_y \rangle = -\frac{2 \sin(\Omega_r t \cos(\theta)) \sin(\Omega_r t \sin(\theta))}{1 + 2 \cosh(D E_0 T)} \sinh\left(\frac{D E_0 T}{T}\right),$$

and

$$\langle \sigma_z \rangle = \frac{2 \cos(\Omega_r t \sin(\theta))}{1 + 2 \cosh(D E_0 T)} \sinh\left(\frac{D E_0 T}{T}\right). \quad (29)$$

The full expressions using Eqs. (22)-(26) are somewhat bulky. Instead, let us look at the optimum case, where the dynamics of the three-level system of spins have a simplified form of the three-level which turn out to be

$$\langle \sigma_x \rangle_{\text{opt}} = -\frac{2 \cos(b^2 t)}{1 + 2 \cosh(D E_0 T)} \sinh\left(\frac{D E_0 T}{T}\right),$$

$$\langle \sigma_y \rangle_{\text{opt}} = -\frac{2 \sin(b^2 t)}{1 + 2 \cosh(D E_0 T)} \sinh\left(\frac{D E_0 T}{T}\right),$$

and

$$\langle \sigma_y \rangle_{\text{opt}} = 0. \quad (33)$$

The expectation values of measurable quantities at the optimum condition expressed in Eqs. (31)-(33), are the possible expected values of the result of the measurable quantities. Note that this optimum condition for the mean polarization along $y$ direction, $\langle \sigma_y \rangle$, expressed in Eq. (33) has zero probability of occurrence.

4 Exploring work distribution properties of the system

This section deals with the result and discussion. Subsection 4.1 presents the work distribution of our system. In subsection 4.2 average work of the three-level system will be evaluated with some results explained. In subsection 4.3 the average work of our system as a function of time is derived along with some results explained.

4.1 Work distribution of the system

We begin our study of the considered system by defining a two point energy values which is the difference of the two point energy measurement of the system given by

$$W = E_f - E_i. \quad (34)$$

Due to the very weak interaction of the system with the heat bath heat exchange with the bath will be neglected. But, any change in the energy value of the system must be related to the work performed by the external agent. We denote the energy recorded in the first measurement to be $E_i$ while the energy value recorded at the end of each finite-time $\tau$ to be $E_f$. These energy $E_f$ measured at the end of each realization fluctuate subjected to the quantum evolution of the system. On the other hand, the initial measurement of energy $E_i$ is random due to thermal fluctuation. As a result, $W$ can be treated as a random variable, encompassing both thermal and quantum fluctuations during each realization of the measurement. From Eq. (34) we recognize that work is a quantity which requires two measurements to be accessed. This reflects to the fact that work is not the system property, but rather the result of a process performed on the system.

Since the collection of the particles are assumed to be weakly interacting with each other compared to
where each particle’s interaction with the external field, we can take the state of each particle to be determined by the interaction Hamiltonian with the external fields. Hence the study of our system can boil down to simply observing the state of a single representative spin-one particle. And that is what we will do in the following work.

Each spin-one particle has three energy states and one can figure out all possible values of work \( W \).

At time \( t = 0 \) the Hamiltonian is \( H_i = -DE_0 \sigma_z \) so the initial energy eigenvalues can take one of the following three: \( E_{i\pm 1}^0 = \pm DE_0 \) and \( E_i^0 = 0 \). At some other arbitrary time the Hamiltonian is \( H(t) = -DE_0 \sigma_z - E_I(t) \sigma_x \) so the final instantaneous eigenvalue takes any one of the following: \( E_{i\pm 1}^f = \mp \sqrt{(DE_0)^2 + E_I^2(\tau)} \) and \( E_i^f = 0 \). From here, there are nine possible values of \( W \):

\[
W = E_{i\pm 1}^f - E_i^0
\]

where \( m = \pm 1 \) and 0.

In order to simplify the discussion, let us suppose that we choose the protocol such that \( E_I = b \sin(\omega t) \) always changes by a full period. That is, we assume that the final protocol time \( \tau \) is an integral multiple of the period of the weak field, i.e.

\[
\tau = \frac{2\pi l}{\omega}, \quad l = 1, 2, 3, \ldots
\]

This is physically quite reasonable. After all, \( \omega \) is supposed to be of very high frequency and therefore we imagine always measuring the work after a certain amount of complete cycles. As a result, the value of work should be fluctuating about zero. For this particular mode of operation, we note that the reverse path is not required as the system has already returned to the same condition excepting the finite-time process.

With this choice \( H_f = H_i \) we study the quantum thermodynamic properties of a three-level system, so they have energy spectrum \( E_{m=\pm 1}^0 = \pm DE_0 \) and \( E_{m=0}^0 = 0 \). Then, we obtain the following possible distributions of work for the single particle in the system:

\[
\begin{align*}
W &= E_{-1} - E_1 = 2DE_0 \\
W &= E_1 - E_{-1} = -2DE_0 \\
W &= E_0 - E_{-1} = -DE_0 \\
W &= E_0 - E_1 = 0 \\
W &= E_1 - E_{-1} = 0
\end{align*}
\]

(37)

In the first case, the spin initially was found in state \( m = 1 \) at \( t = 0 \) and then found in state \( m = -1 \) at \( t = \tau \). The second case, correspond to the reverse process of the first case. In the third case, the spin state changes from state \( m = 1 \) to the state \( m = 0 \) and the fourth correspond to the reverse process of the third state. The fifth and sixth cases, correspond to the transition of state \( m = 0(-1) \) to the state \( m = -1(0) \) respectively. The last three expressions correspond to no state transition at all.

The probability distribution of work, \( P(W) \), can be evaluated by using the definition

\[
P(W) = \sum_{n,m} |\langle n|U(\tau)|m\rangle|^2 P_n \delta[W - (E_{m}^f - E_{n}^i)]
\]

(38)

where \( \delta(x) \) is the Dirac’s delta function and \( x = W - (E_{m}^f - E_{n}^i) \). This expression is explained in words as the sum over all allowed events, weighted by their probabilities, and catalogue the terms according to the values of \( E_{m}^f - E_{n}^i \).

For instance, the case \( W = 2DE_0 \) means a transition from quantum state \( m = 1 \) to quantum state \( m = -1 \). From Eq. (12) we have the initial probability \( P_1 = (1 - f)/2 \), whereas the the transition probability is \( |m = -1|U(\tau)|m = 1|^2 = |w(\tau)|^2 \). Therefore, we obtain all the possible transition
probabilities to be given as follows:

\[
\begin{align*}
P(2DE_0) &= \left[\frac{1-f}{2}\right]|w(\tau)|^2 \\
P(-2DE_0) &= \left[\frac{1+f}{2} - \frac{f}{1 - 2 \sinh(DE_0/T)}\right]|w(\tau)|^2 \\
P(DE_0) &= \left[\frac{1-f}{2}\right]|y(\tau)|^2 \\
P(-DE_0) &= \left[\frac{1+f}{2} - \frac{f}{1 - 2 \sinh(DE_0/T)}\right]|v(\tau)|^2 \\
P(0) &= 1 - \{(1 - \frac{f}{1 - 2 \sinh(DE_0/T)})|w(\tau)|^2 + \left[\frac{1-f}{2}\right]|y(\tau)|^2\} \\
P(0) &= 1 - \{(1 - \frac{f}{1 - 2 \sinh(DE_0/T)})|v(\tau)|^2\} \\
P(0) &= 1 - \{(1 - \frac{f}{1 - 2 \sinh(DE_0/T)})|w(\tau)|^2 + \left(\frac{1+f}{2}\right)|v(\tau)|^2\} \\
\end{align*}
\]

(39)

4.2 Average work of the three-level system

Once we know the probability distribution of work, \(P(W)\), we can get the average work of each representative spin-one particle from the definition:

\[
\langle W \rangle = \sum W P(W). \quad (40)
\]

Using Eq. (39) and Eq. (40) we obtain the simplified average work of the three-level system as

\[
\langle W \rangle = \frac{-4DE_0 \left( \sin(\Omega_\tau t \sin(\theta)) \right)^4 \cosh(\frac{DE_0}{T})}{8 + 16 \cosh(\frac{DE_0}{T})} + \frac{2DE_0 \left( \cos(\Omega_\tau t \sin(\theta) - 1) \right)^2 \sin(\frac{DE_0}{T})}{8 + 16 \cosh(\frac{DE_0}{T})} + \frac{DE_0 \left( 1 + \cos(\Omega_\tau t \sin(\theta)) \right)^4}{8 + 16 \cosh(\frac{DE_0}{T})}. \quad (41)
\]

Figure 2 are plots of average work vs frequency of the three-level system for different values of \(b/DE_0\) and \(l\) in a narrow window of frequency. As we see the dependence of \(\langle W \rangle\) on \(\omega\) is quite complicated - highly non-linear- and depends sensitively on the duration \(l\) of the protocol and the static electric field. From the plots we see the dependence of average work on the strength of strong static electric field and the parameter, \(l\). In the presence of strong static electric field the system performs a maximum average work around the optimum condition. In this optimum condition, the maximum average work of the system depends on the strength of the static electric field. In this condition, the performed average work increases as the static electric field increases. But in a certain value of the parameter, \(l\), we have a similar behavior of the average work. As we increase the value of the parameter, \(l\), of the system we see a sharp dependence of the average work with frequency, \(\omega\), being maximum at the optimum condition. In general, the work performed increases close to the optimum condition, but for certain value of \(l\) it may be very small exactly at optimum condition.
4.3 Average work of the three-level system as a function of time

The average work as a function of time of the three-level system can be given by the formula:

$$\langle W \rangle_t = \langle H_f \rangle_\tau - \langle H_i \rangle_0. \quad (42)$$

When calculating the expected values of quantities related to the system energy at the time $t = 0$, we can use the initial Hamiltonian $H_0 = -DE_0 \sigma_z$ instead of the whole time dependent Hamiltonian $H(t)$ in Eq. (17). The Hamiltonian at time $t$ is given by

$$H(t) = -DE_0 \sigma_z - 2b \sin \omega t \sigma_x. \quad (43)$$

The average Hamiltonian of the system at any given time can be found from Eq. (27) where $A = H(t)$

$$\langle H_f \rangle_\tau = -DE_0 \langle \sigma_z \rangle - 2b \sin \omega t \langle \sigma_x \rangle \quad (44)$$

Using Eqs. (30) and (28) substitute in to Eq. (42) and rearranging it we find the average work of the three-level system as a function of time to be

$$\langle W \rangle_t = 4\left[ b \sin (\omega t) \sin (\Omega_r t \sin (\theta)) \cos (\Omega_r t \cos (\theta)) \right] \frac{1 + 2 \cosh (\frac{DE_0}{T})}{1 + 2 \cosh \left( \frac{DE_0}{T} \right)}$$

Figure 2 shows three plots where $DE_0$ takes values of $3eV$, $2.5eV$ and $2eV$ while $\omega$ correspondingly takes $0.8DE_0$, $0.6DE_0$, and $0.4DE_0$, respectively for $b = 0.1DE_0$. The temperature of the heat bath is taken to be $300K$. All the three plots show oscillatory behavior where the values of the average work as a function of time takes between zero and maximum value. The higher $DE_0$ is the higher is the corresponding maximum value. One also observes two time scales: fast and slow oscillations, where the fast oscillation should be related with $\omega$
while the slow oscillation should be related to the value of $b$. The slow time scale enslaves the dynamics and, as such, is responsible for governing the oscillatory nature of average work as a function of time. Figure 3 shows another three plots where $DE_0$ takes values of $3eV$, $2.5eV$ and $2eV$ while $\omega$ takes corresponding fixed values of $DE_0$ for $b = 0.1DE_0$. Temperature, $T$, is again taken to be $300K$. The plots here show clearly the fast and slow oscillations. The fast time scale corresponds to $\omega = DE_0$ while the slow time scale corresponds to $b = 0.1DE_0$. In addition, the slow oscillation determines the oscillatory behavior of average work as a function of time. In addition, we observe that for large value of $DE_0$ we get correspondingly large value of average work.

5 Summary and Conclusion

A system of water molecules sparcely placed on a lattice in contact with a heat bath of temperature $T$ is immersed in a strong electric field $E_0$. A weak AC electric field is additionally switched on while recording its energy value at the initial equilibrium state. After AC field acted for a span of time $\tau$, then is switched off and its corresponding energy value recorded. Taking a complete cycle operation, the protocol is repeated for a large enough amount of time. This repeated measurement gave us the distribution of work by the external agent on the system. With this finite-time process, we managed to get the probability of work distribution and evaluated its different properties such as the mean work and average work as a function of time.

In conclusion, such sparcely confined water molecules are realizable in an experiment as done few years back [22] and would be interesting to carry out an experiment in line with our suggestion to check our results. Acknowledgments: Y.B. would like to thank Wolkite University for financial support during his work.
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