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Abstract

We construct a spectral triple on a quantum Heisenberg manifold, which generalizes the results of Chakraborty and Shinha, and associate to it an energy functional on the set of projections, following the approach of Mathai-Rosenberg to non-linear sigma models. The spectral triples that we construct extend the We derive a lower bound for this energy functional that is linked on the topological charge of the projection which depends on the curvature of a compatible connection. A detailed study of this lower bound is given for the Kang projection in quantum Heisenberg manifolds. These results display an intriguing interplay between non-linear sigma models and Yang-Mills theory on quantum Heisenberg manifolds, unlike in the well-studied case of noncommutative tori.

1 Introduction

The present paper points out an intriguing relation between Yang-Mills theory and non-linear sigma models for quantum Heisenberg manifolds. Yang-Mills theory is a cornerstone of modern physics [24] and has great importance in mathematics as well. Let us just mention the groundbreaking work of Donaldson [21, 22] on the geometry of four-dimensional manifolds and Yang-Mills theory. Extensions of the Yang-Mills theory to the realm of non-commutative manifolds have been developed by Connes and Rieffel in the seminal work [16], and by Dabrowski, Krajewski and Landi in [17, 18]. Non-linear sigma models originated in a quantum field theory. In short, non-linear sigma models describes a scalar field that takes on values in a Riemann manifold called the target manifold. These objects are of great relevance for several areas of physics, see [30].

Yang-Mills theory and sigma models for noncommutative manifolds have been extensively studied for quantum Heisenberg manifolds [19, 17]. This is mainly due to the control over the vector bundles over noncommutative tori, also called Heisenberg modules, developed in the seminal work of Connes [12] and Rieffel’s contribution in [35]. Quantum Heisenberg manifolds (QHMs), introduced by Rieffel in [35], is another class of $C^*$-algebras denoted by $D^c_{\mu\nu}$. For $D^c_{\mu\nu}$ we have access to a class of projective modules $\Xi$ due to the substantial contributions of Abadie [3, 2, 5, 6].

During the last decade numerous researchers have developed a Yang-Mills theory for projective modules over QHMs [15, 11, 10, 25, 27]. This is for two reasons more involved than the case of noncommutative tori: (i) QHMs are not finitely generated, and (ii) the existence of connections of non-constant curvature on vector bundles over a QHM. In [26], two of the authors constructed a number of Yang-Mills connections for QHMs, demonstrating the intricate nature of Yang-Mills theory in this case.
Sigma models for noncommutative manifolds are based on energy functionals on the set of projections of the $C^*$-algebra \([17, 32]\). A striking feature of the sigma model for noncommutative tori is a lower bound of the energy functional in terms of the first Connes-Chern number of a projection \([17]\). In the classical context, this was first noted in \([8]\). Recent progress on sigma models for noncommutative tori has been due to the interpretation of generators of Heisenberg modules as Gabor frames \([6, 31]\). Hence, one can apply results from Gabor frames, such as the duality principle and examples of Gabor frames, to construct new solitons over noncommutative tori \([19, 20]\). The relevance of Gabor frames in this context has also been used by Lee in his work on sigma model solitons \([28, 29]\).

The non-linear sigma model for noncommutative tori in \([17]\) is based on an energy functional for the set of projections. This generalizes the Dirichlet energy functional in the setting of Riemannian manifolds. Mathai and Rosenberg have constructed sigma models for noncommutative manifolds based on a spectral triple \([32]\). This construction for the standard spectral triple for noncommutative tori produces the same energy functional as in \([17]\). Recall that a spectral triple, introduced by Connes, is a natural noncommutative generalization of a compact manifold with certain summability properties. In the case of compact manifolds, the summability properties correspond to the dimension of the manifold, see \([14]\). Spectral triples for $C^*$-algebras have greatly advanced the theory of noncommutative geometry due to its numerous applications in mathematics and physics, e.g. index theory.

We aim to study sigma models for quantum Heisenberg manifolds. The energy functional for the set of projections in QHMs is based on the construction in \([32]\) for the spectral triple on QHMs proposed in \([10]\). Since we have not been able to follow the arguments in \([10]\) concerning the spectral triple, we have included our own approach to the construction of spectral triples on QHMs. Consequently, we obtain an energy functional

\[
S(p) = 2 \tau_D \left( (\delta_X p)^2 + (\delta_Y p)^2 + (\delta_Z p)^2 \right),
\]

(1.1)
on the set of projections in QHMs, see Section 2 for undefined notions.

We find, as in the case of noncommutative tori, that the energy functional \((1.1)\) has a lower bound in terms of a topological charge of a projection. This lower bound has a very different flavor than the one obtained for Heisenberg modules over noncommutative tori in \([17, 19, 20]\) since we have to handle connections with non-constant curvature. Consequently, this leads to a lower bound depending on the connection. Concretely, we have the following result.

**Proposition.** Let \(R \in \Xi\) be the element that gives the Grassmannian connection in \((2.14)\) such that \((R, R)^F_R = Q\) and \((R, R)^F_L = \text{Id}_E\). Let \(\nabla\) be a compatible connection with curvature \(\Theta_\nabla\). Then the topological charge of the projection \(Q\) is given by

\[
c_\nabla(Q) = -\frac{1}{2\pi i} \tau_E \left( \langle R, (\Theta_\nabla(X,Y) + \nabla_{[X,Y]} + \Theta_\nabla(X,Z) + \Theta_\nabla(Y,Z)) \cdot R \rangle^F_L \right).
\]

This lower bound has quite intriguing features based on the Yang-Mills theory of QHMs, which in a novel way links sigma models and Yang-Mills theories for QHMs. We compute this lower bound for some of the Yang-Mills connections discussed in \([20]\) using the Kang projection in QHMs \([25]\) which is compactly supported. Note that this connection between Yang-Mills theory and sigma models does not appear for noncommutative tori, since in this case all Yang-Mills connections have constant curvature.
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2 Preliminaries

2.1 Quantum Heisenberg manifolds

In this section, we briefly review the finitely projective module \( \Xi \) over the quantum Heisenberg manifold \( D^c_{\mu\nu} \) constructed by Abadie \cite{Abadie}. We also discuss several compatible linear connections on \( \Xi \) given in \cite{Wang, Wang1, Wang2}.

Let \( M = \mathbb{R} \times \mathbb{T} \) and denote by \( C_b(M) \) the set of continuous bounded functions on \( M \). Consider the commuting actions of \( Z \) on \( M \) denoted by \( \lambda \) and \( \sigma \) defined by

\[
\lambda_p(x, y) = (x + 2p\mu, y + 2p\nu) \quad \text{and} \quad \sigma_p(x, y) = (x - p, y),
\]

where \( \mu, \nu \in \mathbb{R} \) and \( p \in \mathbb{Z} \). Then construct the crossed product \( C^*\)-algebras \( C_b(M) \rtimes_\lambda Z \) and \( C_b(M) \rtimes_\sigma Z \) with their usual star-product and involution. In the case of the algebra \( C_b(M) \rtimes_\lambda Z \) the star-product and involution become

\[
(\Phi \ast \Psi)(x, y, p) = \sum_{q \in \mathbb{Z}} \Phi(x, y, q)\Psi(x - 2q\mu, y - 2q\nu, p - q),
\]

\[
\Phi^*(x, y, p) = \overline{\Phi}(x - 2p\mu, y - 2p\nu, -p),
\]

for \( \Phi, \Psi \in C_b(M) \rtimes_\lambda Z \).

On the algebras \( C_b(M) \rtimes_\lambda Z \) and \( C_b(M) \rtimes_\sigma Z \) we let \( \rho \) and \( \gamma \) denote the actions of \( Z \) defined on

\[
\Phi \in C_c(M \times Z) = \{ \Phi \in C_b(M \times Z) : \Phi \text{ compact in } Z \}
\]

by

\[
(\rho_k \Phi)(x, y, p) = \overline{\tau}(ckp(y - p\nu))\Phi(x + k, y, p),
\]

\[
(\gamma_k \Phi)(x, y, p) = e(ckp(y - k\nu))\Phi(x - 2k\mu, y - 2k\nu, p),
\]

where \( k, p \in \mathbb{Z} \) and \( e(x) = \exp(2\pi ix) \) for \( x \in \mathbb{R} \). The actions \( \rho \) and \( \gamma \) can be shown to be proper. Denote by \( D_0 \) the \( * \)-subalgebra in the multiplier algebra of \( C_b(M) \rtimes_\lambda Z \) consisting of functions \( \Phi \in C_c(M \times Z) \) that satisfies \( \rho_k(\Phi) = \Phi \) for all \( k \in \mathbb{Z} \). The generalized fixed point algebra of \( C_b(M) \rtimes_\lambda Z \) by the action \( \rho \) is denoted by \( D^c_{\mu\nu} \) and is the closure of the \( * \)-subalgebra \( D_0 \). Similarly, the generalized fixed point algebra of \( C_b(M) \rtimes_\sigma Z \) by the action \( \gamma \) is denoted by \( E^c_{\mu\nu} \). The algebra \( E^c_{\mu\nu} \) is the closure of the \( * \)-subalgebra \( E_0 \) in the multiplier algebra of \( C_b(M) \rtimes_\sigma Z \) consisting of functions \( \Psi \in C_c(M \times Z) \) with compact support on \( Z \) and that satisfies \( \gamma_k(\Psi) = \Psi \) for all \( k \in \mathbb{Z} \).

According to the general theory of representations in \cite{Wang} Sec. 7.7 the induced representation \( \pi \) of \( D^c_{\mu\nu} \) on \( H = L^2(M \times Z) \) is given by

\[
(\pi(\Phi)\xi)(x, y, p) = \sum_{q \in \mathbb{Z}} \Phi(x - 2pq\mu, y - 2pq\nu, q)\xi(x, y, p - q)
\]

for \( \xi \in L^2(M \times Z) \) and \( \Phi \in C_c(M \times Z) \). Note that Rieffel’s representation in \cite{Rieffel} differs from the one used here.

According to the main theorem in \cite{Abadie}, these generalized fixed point algebras \( D^c_{\mu\nu} \) and \( E^c_{\mu\nu} \) are strongly Morita equivalent. Let \( \Xi \) be the left-\( E^c_{\mu\nu} \)- and right-\( D^c_{\mu\nu} \)-bimodule constructed as follows: The bimodule \( \Xi \) is the completion of \( C_c(M) \) with respect to either one of the norms induced by one of the \( D^c_{\mu\nu} \)- and \( E^c_{\mu\nu} \)-valued inner products, \( \langle \cdot, \cdot \rangle^D_R \) and \( \langle \cdot, \cdot \rangle^E_L \) respectively. The inner products are given by

\[
(\langle f, g \rangle^D_R)(x, y, p) = \sum_{k \in \mathbb{Z}} \overline{\tau}(ckp(y - p\nu))f(x + k, y)\overline{g}(x - 2p\mu + k, y - 2p\nu),
\]

\[
(\langle f, g \rangle^E_L)(x, y, p) = \sum_{k \in \mathbb{Z}} \tau(ckp(y - p\nu))f(x + k, y)\overline{g}(x - 2p\mu + k, y - 2p\nu).
\]
\( (f, g)^E_L(x, y, p) = \sum_{k \in \mathbb{Z}} e(cpk(y - kv)) f(x - 2k\mu, y - 2kv)g(x - 2k\mu + p, y - 2kv), \) (2.4)

where \( f, g \in C_c(M) \) and \( p \in \mathbb{Z} \). Also the left and right action of \( E^c_{\mu\nu} \) and \( D^c_{\mu\nu} \) on \( \Xi \) are given by

\[
(\Psi \cdot f)(x, y) = \sum_{q \in \mathbb{Z}} \Psi(x, y, q) f(x + q, y),
\]

\[
(g \cdot \Phi)(x, y) = \sum_{q \in \mathbb{Z}} g(x + 2q\mu, y + 2q\nu) \Phi(x + 2q\mu, y + 2q\nu, q),
\]

for \( \Psi \in E^c_{\mu\nu}, \Phi \in D^c_{\mu\nu} \), and \( f, g \in \Xi \). Moreover, for \( f_1, f_2, f_3 \in \Xi \) we have

\[
\langle f_1, f_2 \rangle_L \cdot f_3 = f_1 \cdot \langle f_2, f_3 \rangle_R.
\] (2.5)

Let \( H \) be the reparametrized Heisenberg group given by Rieffel in [30] as follows: For \( x, y, z \in \mathbb{R} \) and a positive integer \( c \), let

\[
(x, y, z) := \begin{pmatrix} 1 & y & z/c \\ 0 & 1 & x \\ 0 & 0 & 1 \end{pmatrix}.
\]

We can identify \( H \) with \( \mathbb{R}^3 \) equipped with the product

\[
(x, y, z)(x', y', z') = (x + x', y + y', z + z' + cyx').
\]

Then the action \( L \) of \( H \) on the quantum Heisenberg manifold \( D^c_{\mu\nu} \) is given by

\[
(L_{(r, s, t)} \Phi)(x, y, p) = e(p(t + cs(x - r - p\mu)))\Phi(x - r, y - s, p). \nonumber
\] (2.6)

We denote by \( (D^c_{\mu\nu})^\infty \subset D^c_{\mu\nu} \) the smooth subalgebra given by

\[
(D^c_{\mu\nu})^\infty = \{ \Phi \in D^c_{\mu\nu} : h \mapsto L_h(\Phi) \text{ is smooth in norm for } h \in H \},
\]

The infinitesimal form of \( L \) gives an action \( \delta \) of the corresponding Heisenberg Lie algebra \( \mathfrak{h} \) on \( (D^c_{\mu\nu})^\infty \). In particular, we let \( X, Y, Z \) be the basis of \( \mathfrak{h} \) given by

\[
X = (0, 1, 0) = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y = (1, 0, 0) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad Z = (0, 0, 1) = \begin{pmatrix} 0 & 0 & 1/c \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \nonumber
\] (2.7)

and then we have \([X, Y] = cZ\). The corresponding derivations on \( (D^c_{\mu\nu})^\infty \) are given by

\[
\delta_X(\Phi)(x, y, p) = 2\pi icp(x - p\mu)\Phi(x, y, p) - \frac{\partial \Phi}{\partial y}(x, y, p),
\]

\[
\delta_Y(\Phi)(x, y, p) = - \frac{\partial \Phi}{\partial x}(x, y, p),
\]

\[
\delta_Z(\Phi)(x, y, p) = 2\pi ip\Phi(x, y, p),
\]

for \( \Phi \in (D^c_{\mu\nu})^\infty \). For an arbitrary \( V = c_1X + c_2Y + c_3Z \in \mathfrak{h} \) we define the derivation \( \delta_V \) by

\[
\delta_V = c_1\delta_X + c_2\delta_Y + c_3\delta_Z.
\]
2.2 Yang-Mills equations on the QHMs

According to Lemma 1 of [13], for the left-$E^c_{\mu
u}$ and right-$D^c_{\mu
u}$, projective bimodule $\Xi$, there is a dense left-$(E^c_{\mu
u})^\infty$ and right-$(D^c_{\mu
u})^\infty$ submodule $\Xi^\infty$ of $\Xi$. For notational simplicity we omit $\infty$ from smooth spaces of $C^*$-algebras and projective modules over them from now on.

Recall that $\mathfrak{h}$ denotes the Lie algebra of the Heisenberg group. We say that a linear map $\nabla : \Xi \rightarrow \Xi \otimes \mathfrak{h}$ is a linear connection if it satisfies

$$\nabla V (\xi \cdot \Phi) = (\nabla V (\xi)) \cdot \Phi + \xi \cdot (\delta V (\Phi)),$$

for all $V \in \mathfrak{h}$, $\xi \in \Xi$ and $\Phi \in D^c_{\mu
u}$. We say that the linear connection $\nabla$ is compatible with respect to the Hermitian metric $\langle \cdot , \cdot \rangle_{DR}$ if

$$\delta V (\langle \xi , \eta \rangle_{DR}) = \langle \nabla V \xi , \eta \rangle_{DR} + \langle \xi , \nabla V \eta \rangle_{DR},$$

(2.9)

for $\eta, \xi \in \Xi$. Likewise, we say that $\nabla$ is compatible with respect to the Hermitian metric $\langle \cdot , \cdot \rangle_{EL}$ if

$$\delta V (\langle \xi , \eta \rangle_{EL}) = \langle \nabla V \xi , \eta \rangle_{EL} + \langle \xi , \nabla V \eta \rangle_{EL}.$$  

(2.10)

If $\nabla$ is compatible with both Hermitian metrics, we will simply refer to $\nabla$ as a compatible connection. Then the curvature of a compatible linear connection $\nabla$ is defined to be the alternating bilinear form $\Theta_\nabla$ on $\mathfrak{h}$, given by

$$\Theta_\nabla (V,W) = \nabla V \nabla W - \nabla W \nabla V - [V,W]$$

for $V,W \in \mathfrak{h}$. From now on, we say “connection” when we mean “linear connection”. We denote the set of compatible linear connections on $\Xi$ by $CC(\Xi)$.

To define the Yang-Mills functional $YM$ on $CC(\Xi)$, we need the notion of trace. Let $\tau_D$ be a faithful $L$-invariant trace on $D^c_{\mu\nu}$, where $L$ is the action \[2.6\]. Using $\tau_D$, we define the trace $\tau_E$ on $E^c_{\mu\nu}$ by

$$\tau_E (\langle \xi , \eta \rangle_{EL}) = \tau_D (\langle \eta , \xi \rangle_{DR}).$$

(2.11)

According to [34], there is a faithful trace on $D^c_{\mu\nu}$ given by

$$\tau_D (\Phi) = \int_{T^2} \Phi (x,y,0) \, dx \, dy$$

for $\Phi \in D^c_{\mu\nu}$, and hence the corresponding $\tau_E$ can be computed as

$$\tau_E (\Psi) = \int_0^{2\mu} \int_0^1 \Psi (x,y,0) \, dx \, dy$$

(2.12)

for $\Psi \in (E^c_{\mu\nu})_0$.

The Yang-Mills functional $YM$ is defined on $CC(\Xi)$ by

$$YM(\nabla) = -\tau_E (\{ \Theta_\nabla , \Theta_\nabla \}_E),$$

where $\{ \cdot , \cdot \}_E$ is a bilinear form given by

$$\{ \alpha , \beta \}_E = \sum_{i < j} \alpha (Z_i, Z_j) \beta (Z_i, Z_j),$$

for alternating $E^c_{\mu\nu}$-valued 2-forms $\alpha, \beta$ and $\{ Z_1, Z_2, Z_3 \}$ is a basis for $\mathfrak{h}$. We are interested in the nature of the set of connections where $YM$ attains its minimum and the set of critical
points of YM. In particular, we are interested in compatible connections which are both critical points and minimizers, called Yang-Mills connections. To be precise, we say that a compatible connection $\nabla$ is a global minimizer of YM if

$$\text{YM}(\nabla) \leq \text{YM}(\nabla')$$

for any other connection $\nabla' \in \text{CC}(\Xi)$. We say that $\nabla$ is a local minimizer of YM subject to the constant curvature constraint if

$$\text{YM}(\nabla) \leq \text{YM}(\nabla')$$

for any other connection $\nabla'$ with constant curvature. According to [37, Theorem 1.1] and [25] Section 5, a compatible connection $\nabla$ on $\Xi$ with curvature $\Theta_\nabla$ is a critical point of YM exactly when $\nabla$ satisfies the following equations:

\begin{align}
(1) \quad & [\nabla_Y, \Theta_\nabla(X, Y)] + [\nabla_Z, \Theta_\nabla(X, Z)] = 0, \\
(2) \quad & [\nabla_X, \Theta_\nabla(Y, X)] + [\nabla_Z, \Theta_\nabla(Y, Z)] = 0, \\
(3) \quad & [\nabla_X, \Theta_\nabla(Z, X)] + [\nabla_Y, \Theta_\nabla(Z, Y)] - c\Theta_\nabla(X, Y) = 0.
\end{align}

There are several connections with specific formulas found in [25], [27] and [26]. The rest of this section will be used to go through different explicit connections. The most natural and standard connection is the Grassmannian connection. For our case, the Grassmannian connection $\nabla^G$ on $\Xi$ is given by, for all $V \in \mathfrak{h}$

$$\nabla^G_V(\xi) = R \cdot \delta_V(\langle R, \xi \rangle^D_R),$$

where $R \in \Xi$ is chosen to satisfy $\langle R, R \rangle^D_R$ is a projection in $D^\mu_\mu$, and $\langle R, R \rangle^F_F = \text{id}_E$, where $\text{Id}_E(x, y, p) = \delta_0(p)$ is the multiplicative identity.

For later convenience, we describe the special choice function $R$ given in [25]. On the interval $(-2\mu, 0]$ define $R$ to be 0 on $(-2\mu, -\mu)$, smooth on $(-\mu, -\frac{1}{2}\mu)$ and 1 on $[-\frac{1}{2}\mu, 0]$, where $|\mu| < \frac{1}{3}$, and define $R$ on $[0, 2\mu]$ by

$$R(x) = \sqrt{1 - |R(x - 2\mu)|^2}.$$

Elsewhere, the function $R$ is defined to be zero, making $R$ compactly supported and smooth. Moreover, because of the condition $\langle R, R \rangle^D_R$ is projection and $\langle R, R \rangle^F_F = \text{id}_E$, $R$ satisfies the equations (B-1), (B-2), and (B-3) in [25]. This implies that for $x \in [-2\mu, 2\mu]$ we have that

$$(R(x))^2 + (R(x - 2\mu))^2 = 1, \quad \text{and} \quad R(x + 2q\mu) = 0 \quad \text{except for} \quad q = 0 \quad \text{and} \quad q = \pm 1$$

The curvature for this choice of $R$ is given by

$$\Theta_{\nabla^G}(X, Y)(x, y, p) = f_1(x)\delta_0(p),$$

$$\Theta_{\nabla^G}(X, Z)(x, y, p) = 0,$$

$$\Theta_{\nabla^G}(Y, Z)(x, y, p) = f_2(x)\delta_0(p),$$

where $f_1$ and $f_2$ are smooth skew-symmetric periodic functions. It can be shown that $\nabla^G$ is neither a critical point nor a minimizer of YM.

There are a couple of sets of connections that give rise to constant curvature found in [27] and [26]. The connection $\nabla^0$ found in [27] is given by

$$\nabla^0_X \xi(x, y) = -\frac{\partial \xi}{\partial y}(x, y) + \frac{\pi ci}{2\mu} x^2 f(x, y),$$

$$\nabla^0_Y \xi(x, y) = -\frac{\partial \xi}{\partial x}(x, y),$$

$$\nabla^0_Z \xi(x, y) = \frac{\pi i x}{\mu} \xi(x, y).$$
The corresponding curvature $\Theta_{\nabla^0}$ is given by

$$
\Theta_{\nabla^0}(X,Y) = 0, \quad \Theta_{\nabla^0}(X,Z) = 0, \quad \Theta_{\nabla^0}(Y,Z) = \frac{\pi i}{\mu} \text{Id}_E. \tag{2.17}
$$

Note that the formulas of $\nabla^0$ and $\Theta_{\nabla^0}$ here look a bit different from the ones in [27] because the settings are slightly different. A full detailed proof that $\nabla^0$ is a compatible connection with the above curvature is given in Appendix A of [26]. Note that the connection $\nabla^0$ is a Yang-Mills connection subject to the constant constraint, for details see Theorem 4.3 in [26].

According to Theorem 4.8 of [26], there is another set of Yang-Mills connections on $\Xi$ given by $\nabla^1 = \nabla^0 + \mathbb{H}$, where $\mathbb{H}$ is the linear map from $\mathfrak{h}$ to the set of skew-symmetric elements of $E^c_{\mu\nu}$ given by

$$
\mathbb{H}_X(x,y,p) = i g_1(y) \delta_0(p),
$$

$$
\mathbb{H}_Y(x,y,p) = i g_2(x) \delta_0(p),
$$

$$
\mathbb{H}_Z(x,y,p) = 0,
$$

(2.18)

where $(x,y,p) \in M \times \mathbb{Z}$, and $g_1, g_2$ are real-valued differentiable functions satisfying $g_1(y) = g_1(y - 2p\nu)$, $g_2(x) = g_2(x - 2p\mu)$. The corresponding curvature $\Theta_{\nabla^1}$ is given by

$$
\Theta_{\nabla^1}(X,Y) = 0, \quad \Theta_{\nabla^1}(X,Z) = 0, \quad \Theta_{\nabla^1}(Y,Z) = \frac{\pi i}{\mu} \text{Id}_E. \tag{2.19}
$$

There are many functions $g_1$ and $g_2$ making $\nabla^1$ into a connection with constant curvature. For examples, see Example 4.9 of [26].

There is a connection $\nabla^2$ found in [26] with constant curvature, that neither is a minimum of YM nor a critical point. The connection $\nabla^2$ is given by

$$
(\nabla^2_X f)(x,y) = -\frac{\partial f}{\partial y}(x,y) + \left(\frac{\pi ci}{2\mu} x^2 - \nu ix + \mu iy\right) f(x,y)
$$

$$
(\nabla^2_Y f)(x,y) = -\frac{\partial f}{\partial x}(x,y)
$$

$$
(\nabla^2_Z f)(x,y) = \frac{\pi ix}{\mu} f(x,y)
$$

(2.20)

Then the corresponding curvature $\Theta_{\nabla^2}$ is given by

$$
\Theta_{\nabla^2}(X,Y) = \nu i \text{Id}_E, \quad \Theta_{\nabla^2}(X,Z) = 0, \quad \Theta_{\nabla^2}(Y,Z) = \frac{\pi i}{\mu} \text{Id}_E. \tag{2.21}
$$

The authors of [26] found connections with non-constant curvature in Theorem 5.1 of [26] by adding certain skew-symmetric elements $\mathcal{G}$ to $\nabla^0$ given by (2.16). Let $\nabla^3 = \nabla^0 + \mathcal{G}$, where

$$
\mathcal{G}_X(x,y,p) = 0
$$

$$
\mathcal{G}_Y(x,y,p) = 0
$$

$$
\mathcal{G}_Z(x,y,p) = i \cos\left(\frac{\alpha x}{\mu}\right) \delta_0(p),
$$

(2.22)
for $\alpha \in \mathbb{R} \setminus \{0\}$. Then the connection $\nabla^3$ gives rise to non-constant curvature where $\Theta_{\nabla^3}(X, Y) \neq 0$. In particular, the corresponding curvature $\Theta_{\nabla^3}$ is given by

$$
\begin{align*}
\Theta_{\nabla^3}(X, Y) &= -c \mathcal{G}_Z \neq 0, \\
\Theta_{\nabla^3}(X, Z) &= [\nabla^0_X, \mathcal{G}_Z] = 0, \\
\Theta_{\nabla^3}(Y, Z) &= \frac{\pi i}{\mu} \text{Id}_E + [\nabla^0_Y, \mathcal{G}_Z] = \frac{\pi i}{\mu} \text{Id}_E + \frac{\partial \mathcal{G}_Z}{\partial x} \neq 0.
\end{align*}
$$

(2.23)

This shows that $\Theta_{\nabla^3}$ cannot be constant because $\mathcal{G}_Z(x, y, p) = i \cos(\frac{\pi x}{\mu}) \delta_0(p)$ is not constant for $\alpha \in \mathbb{R} \setminus \{0\}$. Moreover, Theorem 5.1 of [26] says that there exists a triple $(c, \mu, \alpha)$ with $c \in \mathbb{Z}^+, \mu \in (0, 1/2], \alpha \in \mathbb{R} \setminus \{0\}$ such that $\nabla^3$ is not a critical point of YM. Additionally, for this choice of $c, \mu$ and $\alpha$ we have that $\nabla^3$ satisfies

$$
\text{YM}(\nabla^3) < \text{YM}(\nabla^0) = \frac{2\pi^2}{\mu}.
$$

3 Spectral triples on the QHMs

The goal of this section is to describe a class of spectral triples on QHMs. A large part of the section is devoted to showing that the objects defined are indeed spectral triples. These spectral triples are similar to the spectral triples given in [10], and the proofs in this section are inspired by their approach.

To begin, recall that an odd spectral triple $(\mathcal{A}, \mathcal{H}, D)$ consists of a Hilbert space $\mathcal{H}$, an involutive unital algebra $\mathcal{A}$ of operators on $\mathcal{H}$, and a densely defined self-adjoint operator $D$ on $\mathcal{H}$ satisfying:

i) $\|[a, D]\| < \infty$ for any $a \in \mathcal{A},$

ii) $(D - \lambda)^{-1}$ is a compact operator for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$.

The operator $D$ will be referred to as the Dirac operator. For a compact operator $K$ we denote by $\mu_m$ the $m$th non-zero eigenvalue in decreasing order. Define the operator $|D|^{-n}$ for $n > 0$ to be zero on $\ker(D)$ and the inverse of $|D|^n$ on the range of $D$. A odd spectral triple is said to be of dimension $n > 0$ if $|D|^{-n}$ is a compact operator with eigenvalues $\mu_m$ satisfying for a constant $C$ the inequality $\mu_m \leq C m^{-1}$. Equivalently, one can ask for the Dixmier trace of $|D|^{-n}$ to be finite. Recall that for the Dixmier trace of a compact operator $K$ to be defined we need that

$$
\lim_{N \to \infty} \frac{1}{\ln(N)} \sum_{m=0}^{N} \mu_m < \infty.
$$

We will denote the ideal of all compact Dixmier trace class operators by $\mathcal{L}^{(1, \infty)}$.

Recall that the basis elements $X, Y, Z$ of $\mathfrak{h}$ are given in (2.7) and the derivations $\delta_X, \delta_Y,$ and $\delta_Z$ are given in (2.3). We denote the Pauli spin matrices by

$$
\sigma_X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma_Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

(3.1)

Let $\mathcal{A} \subset D_0$ be the set of all smooth functions in $D_0$. Note that $\mathcal{A}$ is a subalgebra of $D^e_{\mu_0}$. Additionally, one can view the condition $\rho(\Phi) = \Phi$ as a “periodicity” condition on $\mathcal{A}$. Define the space

$$
V_0 = \{ \phi \in C_b([0, 1] \times \mathbb{T} \times \mathbb{Z}) : \phi(0, y, p) = \bar{\epsilon}(cp(y - p\nu))\phi(1, y, p) \}.
$$
Then we have that $\mathcal{A}|_{[0,1] \times \mathbb{T} \times \mathbb{Z}} \subset V_0$. Additionally, for any $\phi \in D_{\mu}^c|_{[0,1] \times \mathbb{T} \times \mathbb{Z}}$ we can regain the function on $\mathcal{A}$ by the map
\[
\tilde{\phi}(x, y, p) = e(c|\phi(y - p\nu)|)\phi(x - |x|, y, p).
\]
Using this identification the derivations $D_{\mu}^c$ we define
\[
\tilde{\delta}_X\phi = (\delta_X\tilde{\phi}) \big|_{[0,1] \times \mathbb{T} \times \mathbb{Z}}, \quad \tilde{\delta}_Y\phi = (\delta_Y\tilde{\phi}) \big|_{[0,1] \times \mathbb{T} \times \mathbb{Z}}, \quad \text{and} \quad \tilde{\delta}_Y\phi = (\delta_Y\tilde{\phi}) \big|_{[0,1] \times \mathbb{T} \times \mathbb{Z}}.
\]
To avoid notational clutter, we will often write $\delta$ instead of $\tilde{\delta}$. By abuse of notation, we will use the same notation for $\mathcal{A}$ and $\mathcal{A}|_{[0,1] \times \mathbb{T} \times \mathbb{Z}}$. Denote by $\pi$ the representation on $L^2(M \times \mathbb{Z})$ given in (2.2). Using this representation we can define a representation $\tilde{\pi}$ of $\mathcal{A}$ acting on $\mathcal{H} = L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})$ by
\[
(\tilde{\pi}(a)\xi)(x, y, p) = \sum_{q \in \mathbb{Z}} a(x - 2p\mu, y - 2\nu, p, q)\xi(x, y, p - q),
\]
for $a \in \mathcal{A}$ and $\xi \in \mathcal{H}$. Hence using $\tilde{\pi}$ we can view $\mathcal{A}$ as an algebra of operators on $\mathcal{H}$. Notice that the unit $a(x, y, p) = \delta_0(p)$ is contained in $\mathcal{A}$.

In the sequel we denote by $H^1(S)$ on an open set $S$ of $\mathbb{R}^2$ the Sobolev space of all elements in $L^2(S)$ possessing one weak derivative that lies in $L^2(S)$. If $S$ is a Lipschitz domain, then one can define boundary values of functions in $H^1(S)$ by using the trace theorem.

**Theorem 3.1 (Spectral triple).** Let $\mathcal{A}$ be as above and denote by $\mathcal{H} = L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})$. Define an operator $D$ on $\mathcal{H} \otimes \mathbb{C}^2$ given by
\[
D(\Phi \otimes u) = \sum_{j=X,Y,Z} \tilde{\delta}_j(\Phi) \otimes \sigma_j(u),
\]
where $\sigma_j$'s are the Pauli spin matrices. The domain of the operator $D$ consists of all those square integrable functions $\Phi$ defined on $\mathcal{H}$ satisfying the conditions
\begin{itemize}
  \item[i)] $\Phi(\cdot, \cdot, p) \in H^1([0, 1] \times \mathbb{T})$ for all $p \in \mathbb{Z}$,
  \item[ii)] $\Phi(0, y, p) = \overline{\pi}(c(\nu(y - \nu))\Phi(1, y, p)$ (interpreted by the use of the trace theorem),
  \item[iii)] $p\Phi$ and $\partial_y(e([c,p]\nu|y)\Phi)$ are in $\mathcal{H}$.
\end{itemize}
For any $a \in \mathcal{A}$ we can define the operator $\tilde{\pi}(a)$ on $\mathcal{H} \otimes \mathbb{C}^2$ by
\[
\tilde{\pi}(a)(\xi \otimes u) = (\tilde{\pi}(a)\xi) \otimes u, \quad \text{for} \quad \xi \otimes u \in \mathcal{H} \otimes \mathbb{C}^2.
\]
Then $(\mathcal{A}, \mathcal{H} \otimes \mathbb{C}^2, D)$ is an odd spectral triple of dimension 3 of the QHMs.

The argument will be split up into a sequence of lemmatas and propositions, which will be the content of the remainder of this section. Particular focus is put on identifying a suitable domain for the Dirac operator $D$ on which it is a self-adjoint operator.

**Step 1: Identifying a domain for $D$**

First we transform the boundary conditions defined by using $\rho$ to periodic boundary conditions. Set $M_1 : L^2(\mathbb{T}^2 \times \mathbb{Z}) \to L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})$ to be the operator
\[
M_1\phi(x, y, p) = e(c(\nu(y - \nu))x)\phi(x, y, p).
\]
The derivations \( \hat{\delta}_X, \hat{\delta}_Y, \) and \( \hat{\delta}_Z \) after conjugation by \( M_1 \) become

\[
\hat{\delta}'_X = M_1^{-1} \delta_X M_1 = -2\pi i cp^2 \mu - \frac{d}{dy}, \\
\hat{\delta}'_Y = M_1^{-1} \delta_Y M_1 = -2\pi i cp(y - \nu) - \frac{d}{dx}, \\
\hat{\delta}'_Z = M_1^{-1} \delta_Z M_1 = 2\pi i p.
\]

Hence we need to find a domain where the operator

\[
D' = (M_1 \otimes \text{Id}_{\mathbb{C}^2})^{-1} D (M_1 \otimes \text{Id}_{\mathbb{C}^2}),
\]

is self-adjoint. Using \( M_1 \) to transform the suggested domain of \( D \), we get that the domain of \( D' \) should satisfy

i) \( \Phi(\cdot, \cdot, p) \in H^1(\mathbb{T}^2) \) for all \( p \in \mathbb{Z} \),

ii) \( \Phi(0, y, p) = \Phi(1, y, p) \),

iii) \( p\Phi \) and \( \partial_y(e(cp(y - \nu)x + |cp^2\mu|y)\Phi) \) and \( \partial_x(e(cp(y - \nu)x)\Phi) \) are in \( \mathcal{H} \).

Note that the operator \( D' \) can be viewed as a family of operator \( D' = \{ D_p \}_{p \in \mathbb{Z}} \), where for \( p \in \mathbb{Z} \) the operator \( D_p \) is defined on \( L^2(\mathbb{T}^2) \otimes \mathbb{C}^2 \) by

\[
D_p \phi(x, y) = -i \frac{\partial \phi(x, y)}{\partial y} \otimes \sigma_X(v) - i \frac{\partial \phi(x, y)}{\partial x} \otimes \sigma_Y(v) + M_{2\pi cp^2 \mu} \Phi(x, y) \otimes \sigma_X(v) + M_{2\pi pc(y - \nu)} \Phi(x, y) \otimes \sigma_Y(v) - M_{2\pi p} \Phi(x, y) \otimes \sigma_Z(v).
\]

Consequently, the question of the domain for \( D' \) is reduced to one for \( D_p \).

**Lemma 3.2.** The domain of the operator \( D_p \) is given by \( \text{Dom}(D_p) = H^1(\mathbb{T}^2) \otimes \mathbb{C}^2 \).

**Proof.** Denote by \( S_p \) the bounded self-adjoint operator

\[
S_p \phi(x, y) = M_{2\pi pc^2 \mu} \Phi(x, y) \otimes \sigma_X(v) + M_{2\pi pc(y - \nu)} \Phi(x, y) \otimes \sigma_Y(v) - M_{2\pi p} \Phi(x, y) \otimes \sigma_Z(v),
\]

and let \( T_p \) be the unbounded symmetric operator

\[
T_p \phi = -i \frac{\partial \phi}{\partial y} \otimes \sigma_X(v) - i \frac{\partial \phi}{\partial x} \otimes \sigma_Y(v) = \begin{pmatrix} -v_2 \frac{\partial \phi}{\partial y} \\ v_1 \frac{\partial \phi}{\partial x} \end{pmatrix}.
\]

Then since \( D_p = T_p + S_p \), we have that if \( T_p \) is a self-adjoint operator then \( D_p \) are a self-adjoint operators on the same domain, after an application of [9] Lemma 3.27. In other words, if we can show that \( (T_p, \text{Dom}(T_p)) \) is self-adjoint then \( D_p \) is self-adjoint on \( \text{Dom}(T_p) = \text{Dom}(D_p) \).

**Claim:** The operator \( T_p \) with domain \( \text{Dom}(T_p) = H^1(\mathbb{T}^2) \otimes \mathbb{C}^2 \) is self-adjoint.

Recall that a symmetric operator \( (V, \text{Dom}(V)) \) is self-adjoint if and only if the operators \( (V + i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}, \text{Dom}(V)) \) and \( (V - i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}, \text{Dom}(V)) \) are surjective, see [9] Thm. 3.29.

Let us write a function \( \phi \in H^1(\mathbb{T}^2) \otimes \mathbb{C}^2 \) with respect to the Fourier basis:

\[
\phi(x, y) = \sum_{m,n \in \mathbb{Z}} a_{m,n} e^{2\pi i (xm + yn)} e_1 + a_{2,m,n} e^{2\pi i (xm + yn)} e_2,
\]
where $e_1$ and $e_2$ are the standard basis vectors for $\mathbb{C}^2$. Then the operator $T_p + i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}$ acts on $\phi$ by

$$(T_p + i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}) \phi(x, y) \otimes v = \sum_{m,n \in \mathbb{Z}} (2\pi(n - im)a_{2,m,n} + ia_{1,m,n})e^{2\pi i(xm + yn)}e_1$$

$$+ \sum_{m,n \in \mathbb{Z}} (2\pi(n + im)a_{1,m,n} + ia_{2,m,n})e^{2\pi i(xm + yn)}e_2$$

Since an arbitrary element in $\xi \otimes w \in L^2(\mathbb{T}^2) \otimes \mathbb{C}^2$ can be written as

$$\xi \otimes w = \sum_{m,n \in \mathbb{Z}} b_{1,m,n}e^{2\pi i(xm + yn)}e_1 + b_{2,m,n}e^{2\pi i(xm + yn)}e_2,$$

for $T_p + i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}$ to be surjective we need to find $a_{1,m,n}$ and $a_{2,m,n}$ satisfying

$$\sum_{m,n \in \mathbb{Z}} (2\pi(n - im)a_{2,m,n} + ia_{1,m,n})e^{2\pi i(xm + yn)}e_1 + (2\pi(n + im)a_{1,m,n} + ia_{2,m,n})e^{2\pi i(xm + yn)}e_2$$

$$= \sum_{m,n \in \mathbb{Z}} b_{1,m,n}e^{2\pi i(xm + yn)}e_1 + b_{2,m,n}e^{2\pi i(xm + yn)}e_2.$$

Solving for $a_{1,m,n}$ and $a_{2,m,n}$ one can see that

$$a_{1,m,n} = \frac{-ib_{1,m,n} + 2\pi(n - mi)b_{2,m,n}}{4\pi^2(m^2 + n^2) + 1}$$

and

$$a_{2,m,n} = \frac{-ib_{2,m,n} + 2\pi(n + mi)b_{1,m,n}}{4\pi^2(m^2 + n^2) + 1}.$$

Now, the Sobolev norm of $\phi \otimes v$ is bounded by

$$\|\phi \otimes v\|_{H^1(\mathbb{T}^2) \otimes \mathbb{C}^2} = |b_{1,0,0}|^2 + |b_{2,0,0}|^2$$

$$+ \sum_{m,n \in \mathbb{Z}} (m^2 + n^2) \left| \frac{-ib_{1,m,n} + 2\pi(n - mi)b_{2,m,n}}{4\pi^2(m^2 + n^2) + 1} \right|^2$$

$$+ \sum_{m,n \in \mathbb{Z}} (m^2 + n^2) \left| \frac{-ib_{2,m,n} + 2\pi(n + mi)b_{1,m,n}}{4\pi^2(m^2 + n^2) + 1} \right|^2$$

$$\leq C\|\xi \otimes w\|_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2} < \infty.$$

This yields the desired claim that $T_p + i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2} : \text{Dom}(D_p) \rightarrow L^2(\mathbb{T}^2) \otimes \mathbb{C}^2$ is surjective.

The argument for the surjectivity of $T_p - i \text{Id}_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2}$ goes along the same lines. The desired assertion follows by the boundedness of $S_p$. \qed

Let us now identify a domain where the operator $D'$ is self-adjoint. A necessary condition for the function $\phi \otimes w \in \mathcal{H} \otimes \mathbb{C}^2$ to be in the domain of $D'$ is that

$$\sum_{p \in \mathbb{Z}} \|D_p \phi(\cdot, \cdot, p) \otimes w\|^2_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2} < \infty$$

otherwise $D' \phi \otimes w \notin L^2(\mathbb{T}^2 \times \mathbb{Z}) \otimes \mathbb{C}^2$. Let us see what this amounts to more concretely.
For \( v = v_1 e_1 + v_2 e_2 \in \mathbb{C}^2 \) we have the identities
\[
\langle \sigma_X(v), \sigma_Y(v) \rangle_{\mathbb{C}^2} = i(|v_2|^2 - |v_1|^2) = -\langle \sigma_Y(v), \sigma_X(v) \rangle_{\mathbb{C}^2},
\]
\[
\langle \sigma_X(v), \sigma_Z(v) \rangle_{\mathbb{C}^2} = 2i \text{Im}(v_2 \bar{v}_1) = -\langle \sigma_Z(v), \sigma_X(v) \rangle_{\mathbb{C}^2},
\]
\[
\langle \sigma_Y(v), \sigma_Z(v) \rangle_{\mathbb{C}^2} = -2i \text{Re}(v_2 \bar{v}_1) = -\langle \sigma_Z(v), \sigma_Y(v) \rangle_{\mathbb{C}^2}.
\]

Writing our the norm gives
\[
\sum_{p \in \mathbb{Z}} \| D_p \phi(\cdot, \cdot, p) \otimes v \|^2_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2} = \| \delta_X^p \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2} + \| \delta_Y^p \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2} + \| \delta_Z^p \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2}
\]
\[
+ \left( (i \delta_X^p \phi, i \delta_Y^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} - (i \delta_Y^p \phi, i \delta_X^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \right) \langle \sigma_X(v), \sigma_Y(v) \rangle_{\mathbb{C}^2}
\]
\[
+ \left( (i \delta_Y^p \phi, i \delta_Z^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} - (i \delta_Z^p \phi, i \delta_Y^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \right) \langle \sigma_Y(v), \sigma_Z(v) \rangle_{\mathbb{C}^2}
\]
\[
+ \left( (i \delta_X^p \phi, i \delta_Z^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} - (i \delta_Z^p \phi, i \delta_X^p \phi)_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \right) \langle \sigma_X(v), \sigma_Z(v) \rangle_{\mathbb{C}^2}.
\]

Using that \( i \delta_X, i \delta_Y, \) and \( i \delta_Z \) are symmetric, we get that
\[
\langle i \delta_Y^p \phi, i \delta_Z^p \phi \rangle_{L^2(\mathbb{T}^2)} - \langle i \delta_X^p \phi, i \delta_Y^p \phi \rangle_{L^2(\mathbb{T}^2)} = \langle i \delta_X^p \phi, i \delta_Y^p \phi \rangle_{L^2(\mathbb{T}^2)} - \langle i \delta_X^p \phi, i \delta_Y^p \phi \rangle_{L^2(\mathbb{T}^2)} = 0.
\]

For the last cross term, we have that \( \phi \) is twice differentiable, then
\[
\langle i \delta_Y^p \phi, i \delta_Z^p \phi \rangle_{L^2(\mathbb{T}^2)} - \langle i \delta_X^p \phi, i \delta_Y^p \phi \rangle_{L^2(\mathbb{T}^2)} = \langle (-\delta_X^p \delta_Y + \delta_X^p \delta_Y) \phi, \phi \rangle_{L^2(\mathbb{T}^2)} = -\langle c \delta_Y^p \phi, \phi \rangle_{L^2(\mathbb{T}^2)}.
\]

By using that twice differentiable functions are dense in \( H^1(\mathbb{T}^2) \) we get that the same identity holds for all \( \phi \). Finally, completing squares gives
\[
\sum_{p \in \mathbb{Z}} \| D_p \phi(\cdot, \cdot, p) \otimes v \|^2_{L^2(\mathbb{T}^2) \otimes \mathbb{C}^2} = \| \delta_X^p \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2} + \| \delta_Y^p \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2}
\]
\[
+ \| (2\pi p - c/2) \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v_1 \|^2 + \| (2\pi p + c/2) \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v_2 \|^2
\]
\[
- \frac{c^2}{4} \| \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v \|^2_{\mathbb{C}^2}.
\]

Thus, this expression is finite if \( \phi \) is an element of the suggested domain.

We are only left to show that the above expression can not be finite for any \( \phi \) outside the suggested domain. Denote by \( M_2 \) the operator given by \( M_2 \phi = e((|cp^2 \nu| x - |cp^2 \mu| y) \phi \).
By an application of Young’s inequality and the reverse triangle inequality
\[
\| u + w \|^2 \geq (1 - \epsilon) \| u \|^2 + \left( 1 - \frac{1}{\epsilon} \right) \| v \|^2 \quad (3.2)
\]

we deduce a lower bound for the operator norm of
\[
\| (M_2 \otimes \text{Id})^{-1} D'(M_2 \otimes \text{Id}) \phi \otimes v \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z}) \otimes \mathbb{C}^2} \geq \| v \|^2_{\mathbb{C}^2} \left( \int \| 2\pi (cp^2 \mu - |cp^2 \mu|) \phi - \frac{i d\phi}{dy} \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})}
\right.
\]
\[
+ \| 2\pi (cp^2 \mu + |cp^2 \nu|) \phi - \frac{i d\phi}{dx} \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} - 2c^2 \| \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} + \| (2\pi p - c) \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v_1 \|^2
\]
\[
+ \| (2\pi p + c) \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \| v_2 \|^2.
\]

By Young’s inequality \[ 3.2 \] we have that
\[
\| 2\pi (cp^2 \mu - |cp^2 \mu|) \phi - \frac{i d\phi}{dy} \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} \geq \frac{1}{8} \| \frac{d}{dy} \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})} - \frac{4\pi^2}{7} \| \phi \|^2_{L^2(\mathbb{T}^2 \times \mathbb{Z})}.
\]
Collecting all these inequalities demonstrates that \( \Phi \).

In other words, a function \( \Phi \) is in \( \text{Dom}(D') \) if it satisfies:

(i) \( \Phi(\cdot, \cdot, p) \in H^1(\mathbb{T}^2) \),

(ii) \( p\Phi, \partial_y(e([cp^2\mu]y)\Phi) \) and \( \partial_x(e([cp^2\nu]x)\Phi) \) are in \( L^2(\mathbb{T}^2 \times \mathbb{Z}) \).

These conditions are equivalent to the ones given for \( D' \) above.

Note that on \( \text{Dom}(D) \), \( D = T + S \), where \( \text{Dom}(T) = \text{Dom}(D) \subseteq \text{Dom}(S) \) and \( T, S \) are given by

\[
T = -i \frac{\partial}{\partial y} \otimes \sigma_X(u) - i \frac{\partial}{\partial x} \otimes \sigma_Y(u) - 2\pi M_p \otimes \sigma_Z(u),
S = -2\pi M_{c(p-\mu)} \otimes \sigma_X(u),
\]

where \( M \) is a multiplication operator. The arguments given in the proof of Proposition 9 of [10] still hold in our setting. The operators \( T \) and \( S \) are self-adjoint on their respective domains, and \( T \) has compact resolvent. Since \( S \) is relatively bounded with respect to \( T \), Rellich’s lemma implies that \( S \) has a compact resolvent, too.

**Step 2: Boundedness of \([D, a]\)**

Take an \( a \in D'_{\mu} \). We want to establish that

\[
[\tilde{\pi}(a), D] = i[\tilde{\pi}(a), \delta_X] \otimes \sigma_X + i[\tilde{\pi}(a), \delta_Y] \otimes \sigma_Y + i[\tilde{\pi}(a), \delta_Z] \otimes \sigma_Z
\]

is bounded. Let us first compute the commutators of \( \tilde{\pi}(a) \) with \( \delta_X, \delta_Y \) and \( \delta_Z \):

\[
[\tilde{\pi}(a), \delta_Y] = -\tilde{\pi}(\delta_Y a), \quad [\tilde{\pi}(a), \delta_Z] = -\tilde{\pi}(\delta_Z a), \quad \text{and} \quad [\tilde{\pi}(a), \delta_X] = -\tilde{\pi}(\delta_X a).
\]

Hence we have that

\[
[\tilde{\pi}(a), D] = -i\tilde{\pi}(\delta_X a) \otimes \sigma_X - i\tilde{\pi}(\delta_Y a) \otimes \sigma_Y - i\tilde{\pi}(\delta_Z a) \otimes \sigma_Z = -\tilde{\pi}(Da).
\]

Since we know that \( \tilde{\pi} : \mathcal{A} \to \mathcal{B}(L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})) \), the result follows from \( D(a) \in \mathcal{A} \).

**Step 3: The spectral triple \((\mathcal{A}, \mathcal{H} \otimes \mathbb{C}^2, D)\) has dimension 3.**

Before we discuss the behavior of the eigenvalues of \( D^2 \), we recall that the eigenvalues of the Laplacian on \( \mathbb{T}^3 \) can be written as

\[
\lambda_k = \max_{V \subseteq H^2(\mathbb{T}^3)} \min_{u \in V \setminus \{0\}} \frac{\|\nabla u\|^2}{\|u\|^2},
\]

where
where $\nabla$ denotes the gradient. By Weyl’s law formula we deduce that

$$\lim_{k \to \infty} \frac{\lambda_k}{k^{2/3}} = C.$$  

This control of the eigenvalue behavior of the Laplacian suffices to find the behavior of eigenvalues of $|D|^{-3}$.

Denote by $\mathcal{F} : L^2(\mathbb{T}^2 \otimes \mathbb{Z}) \to L^2(\mathbb{T}^3)$ the inverse Fourier transform in the $p$ variable, which takes $M_{2\pi p}$ to $\partial_z$. The lower bound (3.3) combined with the min-max theorem, see [3] Thm. 5.15] yields that

$$\mu_k = \max_{V \subset \text{Dom}(D^2)} \min_{\phi \in V \setminus \{0\}} \frac{\langle D^2 \phi \otimes v, \phi \otimes v \rangle}{\|\phi \otimes v\|^2}$$

$$= \max_{V \subset \text{Dom}(D^2)} \min_{\phi \in V \setminus \{0\}} \frac{\langle D \phi \otimes v, D \phi \otimes v \rangle}{\|\phi\|^2}$$

$$\geq \max_{V \subset H^1(\mathbb{T}^3) \otimes \mathbb{C}^2} \min_{\phi \in V \setminus \{0\}} \frac{1}{8(c^2 + 1)} \left( \|\frac{\partial \phi}{\partial x}\|^2 + \|\frac{\partial \phi}{\partial y}\|^2 + \|\frac{\partial \phi}{\partial z}\|^2 \right) - \left( \frac{8\pi^2}{7} + c^2 \right) \|\phi\|^2$$

which proves that for large $k$, the eigenvalue $\mu_k \geq C(c, \mu)k^{2/3}$. We set $|D|^{-3}$ to be zero on $\ker(D)$. In particular, we have that $|D|^{-3}$ has eigenvalues that go to zero faster than $\frac{1}{k}$. Hence the sum of the first $k$-th largest eigenvalues grows slower than $\log(k)$, which finishes our argument.

## 4 Sigma model on the QHMs

In this section, we derive the sigma-model energy functional $S$ defined on the set of projections of $D_{\mu \nu}$ for the spectral triples introduced in [10] and [11]. There is a natural way to obtain a sigma-model energy functional for spectral triples [32] Section 4.1] for a given spectral triple $(A, \mathcal{H}, D)$. Then they define a positive Hochschild 2-cocycle $\psi_2$ on $A$ by

$$\psi_2(a_0, a_1, a_2) = \text{Tr} \left( (\text{Id}_{\mathbb{C}^2} + \gamma) a_0 [D, a_1][D, a_2] \right)$$

where $\gamma = \sigma_Z$ is a grading operator on $\mathcal{H}$, and where $\text{Tr}$ is the canonical trace of matrices. Since we do not work with an even spectral triple we will remove the grading operator in the definition, however the definitions end up being equivalent.

Recall that an element in $P \in D_{\mu \nu}$ is said to be a projection if we have that

$$P = P^2 = P^*.$$

Using this relation we have that the action of $P$ on $L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})$ is an orthogonal projection. With respect to the spectral triple $(A, L^2([0, 1] \times \mathbb{T} \times \mathbb{Z}) \otimes \mathbb{C}^2, D)$ define a Hochschild 2-chain by

$$\psi_2(a, a_1, a_2) = \text{Tr}(a[D, a_1][D, a_2]),$$

where $\text{Tr}$ is the canonical trace of matrices.
where $\text{Tr}$ denotes the matrix trace. We say that $(a, a_1, a_2)$ is a Hochschild 2-cocycle with respect to $D$ if the boundary map

$$b(\psi)(a, a_1, a_2)) = \text{Tr}(aa_1[D, a_2] - a[D, a_1a_2] + a_2a[D, a_1]) = 0.$$ 

Notice that since the Pauli matrices have trace 0 the boundary map is always zero.

Let $B$ be a $C^*$-algebra and consider a set of homomorphisms $\psi$ from a smooth subalgebra of $B$ with target $A$. Then the general sigma-model energy functional $S$ associated to the spectral triple is given by

$$S(\phi) = \phi^*(\psi),$$

where $\phi^*(\psi)$ is a positive Hochschild 2-cocycle on $B$.

We are interested in the case where $B = C$ and $\phi$ is $\tau_D$ and $\psi$ is $\psi_2$. Then the energy functional associated to $D$ and $\phi$ defined in $[32]$ Section 4 is given in the next proposition.

**Proposition 4.1.** For given the basis $\{X, Y, Z\}$ of the Heisenberg Lie algebra $\mathfrak{h}$ with $[X, Y] = cZ$, the action functional on the set of projections of $D^c_{\mu\nu}$ of the sigma model is given as follow:

$$S(p) := -\tau_D(\psi_2(Id, P, P)) = 2\tau_D((\delta_X P)^2 + (\delta_Y P)^2 + (\delta_Z P)^2).$$

**Proof.** Let $D$ denote the Dirac operator given in Theorem 3.1 which is given by

$$D(f \otimes u) = \sum_{j=X,Y,Z} i \delta_j(f) \otimes \sigma_j(u),$$

where $\sigma_j$’s are the Pauli spin matrices given in (3.1).

As we saw in (3.4), for any $P \in D^c_{\mu\nu}$ we have that

$$[D, \tilde{\pi}(P)] = \tilde{\pi}(DP).$$

Using that $\tilde{\pi}$ is a representation on $L^2([0, 1] \times \mathbb{T} \times \mathbb{Z})$ we get that

$$[D, \tilde{\pi}(P)][D, \tilde{\pi}(P)] = \tilde{\pi}(DP)\tilde{\pi}(DP) = \tilde{\pi}((DP)^2).$$

Computing $(DP)^2$ we get

$$(DP)^2 = \left( \sum_{j=X,Y,Z} i(\delta_j(P)) \otimes \sigma_j \right)^2$$

$$= \sum_{k=X,Y,Z} i\delta_k(P)(i\delta_X(P)) \otimes \sigma_k(\sigma_X) + \sum_{k=X,Y,Z} i\delta_k(P)(i\delta_Y(P)) \otimes \sigma_k(\sigma_Y)$$

$$+ \sum_{k=X,Y,Z} i\delta_k(P)(i\delta_Z(P)) \otimes \sigma_k(\sigma_Z)$$

$$= -(\delta_X(P))^2 \otimes \sigma_X^2 - \delta_X(P)\delta_Y(P) \otimes \sigma_X \sigma_Y - \delta_X(P)\delta_Z(P) \otimes \sigma_X \sigma_Z$$

$$- \delta_Y(P)\delta_X(P) \otimes \sigma_Y \sigma_X - (\delta_Y(P))^2 \otimes \sigma_Y^2 - \delta_Y(P)\delta_Z(P) \otimes \sigma_Y \sigma_Z$$

$$- \delta_Z(P)\delta_X(P) \otimes \sigma_Z \sigma_X - \delta_Z(P)\delta_Y(P) \sigma_Z \sigma_Y - (\delta_Z(P))^2 \otimes \sigma_Z^2$$

$$= -((\delta_X(P))^2 + (\delta_Y(P))^2 + (\delta_Z(P))^2) \otimes \text{id} - i[\delta_X(P), \delta_Y(P)] \otimes \sigma_Z - i[\delta_Z(P), \delta_X(P)] \otimes \sigma_Y$$

$$- i[\delta_Y(P), \delta_Z(P)] \otimes \sigma_X.$$
Noting that \( \tau_D([\delta_i(P), \delta_j(P)]) = 0 \) for all \( i, j \in \{X, Y, Z\} \) gives that all the commutator terms will vanish. Hence we will continue the computation with only the term

\[-((\delta_X(P))^2 + (\delta_Y(P))^2 + (\delta_Z(P))^2) \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.\]

Thus

\[\psi_2(\text{Id}, P, P) = \text{Tr}(\text{Id}[\tilde{D}, P][\tilde{D}, P]) = \text{Tr}\left( \sum_{j=X,Y,Z} \delta_j(P))^2 \otimes \text{Id}_{C^2} \right) = -2((\delta_X P)^2 + (\delta_Y P)^2 + (\delta_Z P)^2).\]

Therefore we have

\[S(P) := -\tau_D(\psi_2(\text{Id}, P, P)) = 2\tau_D((\delta_X P)^2 + (\delta_Y P)^2 + (\delta_Z P)^2).\]

The topological charge of a projection \( P \in D_\mu^c \) is given by

\[c_\nabla(P) := c_{XY}(P) + c_{XZ}(P) + c_{YZ}(P),\]

where

\[c_{VW}(P) = \frac{1}{2\pi i} \tau_D(P(\delta_V P \delta_W P - \delta_W P \delta_V P)) \quad \text{for} \ V, W \in \mathfrak{h}.\]

Then one can show that the topological charge gives a lower bound of the action functional \( S \) as follows.

**Lemma 4.2.** (C.f. Proposition 2.1 of [19]) For a projection \( P \in D_\mu^c \), we have that

\[S(P) \geq |c_{XY}(P)| + |c_{YZ}(P)| + |c_{XZ}(P)| \geq |c_\nabla(P)|.\]

**Proof.** By Proposition 4.1 above, we know that

\[S(P) = 2 \tau_D((\delta_X P)^2 + (\delta_Y P)^2 + (\delta_Z P)^2)\]

We decompose \( S(P) \) as follows:

\[S(P) = \tau_D((\delta_X P)^2 + (\delta_Y P)^2) + \tau_D((\delta_X P)^2 + (\delta_Z P)^2) + \tau_D((\delta_Y P)^2 + (\delta_Z P)^2).\]

Subsequent application of Proposition 2.1 of [19] to each of the terms yields that

\[S(P) \geq |c_{XY}(P)| + |c_{XZ}(P)| + |c_{YZ}(P)| \geq |c_\nabla(P)|.\]

By a similar argument to the one given in Proposition 3.2 of [19], one can verify the following: In case that \( P \) is of the form \( \langle R, R \rangle^D \) for an appropriately chosen \( R \in \Xi \) one can express topological charges in terms of curvatures \( \Theta_\nabla(X, Y), \Theta_\nabla(X, Z), \) and \( \Theta_\nabla(Y, Z). \)

**Theorem 4.3.** (C.f. [19] Proposition 3.2) Assume that \( R \in \Xi \) is such that \( \langle R, R \rangle^D = P \) is a projection and \( \langle R, R \rangle^E_L = \text{Id}_E \). Let \( \nabla \) be a compatible connection and denote the curvature of \( \nabla \) by \( \Theta_\nabla \). Then the topological charge of the projection \( P \) is given by

\[c_\nabla(P) = -\frac{1}{2\pi i} \tau_\nabla((R, (\Theta_\nabla(X, Y) + \nabla_{[X,Y]} + \Theta_\nabla(X, Z) + \Theta_\nabla(Y, Z)) \cdot R^E_L)).\]
Proof. We adapt the arguments of [19, Proposition 3.2], where the topological charge of a projection and the latter is expressed in terms of the curvature of a connection on a projective module. Since $P = \langle R, R \rangle^D_R$ we can express
\[ c_{XY} = \frac{1}{2\pi i} \tau_D \left( P \left( \delta_X(P) \delta_Y(P) - \delta_Y(P) \delta_X(P) \right) \right) \]
on the form
\[ -\frac{1}{2\pi i} \tau_E \langle \langle R, (\langle \nabla_X, \nabla_Y \rangle \cdot R \rangle^E_L \rangle \rangle, \]
where we use that $\nabla$ is compatible with the both $\langle \cdot, \cdot \rangle^D_R$ and $\langle \cdot, \cdot \rangle^E_L$ on $\Xi$. If we proceed in the same way for $c_{YZ}(P)$ and $c_{XZ}(P)$, then we obtain the desired identity for $c_{\nabla}(P)$.

Note that the functions $R$ are exactly the ones used to define the Grassmannian connection given in (2.14).

We show below that the lower bound of the functional $S$ depends on the structure of the compatible connection. This result is quite unexpected and is due to the fact that such connections are non-constant. Hence, one does not observe this kind of behavior in the case of noncommutative tori where all compatible connections on Heisenberg modules have constant curvature.

**Theorem 4.4.** Let $R \in \Xi$ be such that $\langle R, R \rangle^D_R = P$ is a projection and $\langle R, R \rangle^E_L = \text{Id}_E$. Let $\nabla$ be a Yang-Mills connection on $\Xi$ with curvature
\[ \Theta_{\nabla}(X, Y) = 0, \quad \Theta_{\nabla}(X, Z) = 0, \quad \text{and} \quad \Theta_{\nabla}(Y, Z) = \frac{\pi i}{\mu} \text{Id}_E. \]
Then
\[ S(Q) \geq \left| \frac{c}{2\pi i} \tau_E \langle \langle R, \nabla_Z (R) \rangle^E_L \rangle - 1 \right|. \]

**Proof.** By Lemma 4.2 and Proposition 4.3 we get
\[ S(Q) \geq |c_{\nabla}(Q)| = \left| -\frac{1}{2\pi i} \tau_E \langle \langle R, (\Theta_{\nabla}(X, Y) + \nabla_{[X,Y]} + \Theta_{\nabla}(X, Z) + \Theta_{\nabla}(Y, Z)) \cdot R \rangle^E_L \rangle \rangle \right| \]
Since $[X, Y] = c Z$ and $\Theta_{\nabla}(X, Y) = 0, \Theta_{\nabla}(X, Z) = 0$ and $\Theta_{\nabla}(Y, Z) = \frac{\pi i}{\mu} \text{Id}_E$, we have
\[ |c_{\nabla}(Q)| = \left| -\frac{1}{2\pi i} \tau_E \langle \langle R, (c \nabla_Z + \frac{\pi i}{\mu} \text{Id}_E) \cdot R \rangle^E_L \rangle \rangle \right| \]
\[ = \left| -\frac{1}{2\pi i} \tau_E \langle \langle R, c \nabla_Z (R) \rangle^E_L + \langle R, \frac{\pi i}{\mu} R \rangle^E_L \rangle \rangle \rangle \right| \]
\[ = \left| -\frac{1}{2\pi i} \tau_E \langle \langle R, c \nabla_Z (R) \rangle^E_L - \frac{1}{2\pi i} \tau_E \langle \langle R, R \rangle^E_L \rangle \rangle \right| \]
\[ = \left| -\frac{c}{2\pi i} \tau_E \langle \langle R, \nabla_Z (R) \rangle^E_L + \frac{1}{2\pi i} \tau_E \langle \langle R, R \rangle^E_L \rangle \rangle \right| \]
Since $\langle R, R \rangle^E_L = \text{Id}_E = \delta_0(p)$ and $\tau_E(\text{Id}_E) = 2\mu$ (by using (2.12)), we have
\[ S(Q) \geq |c_{\nabla}(Q)| = \left| -\frac{c}{2\pi i} \tau_E \langle \langle R, \nabla_Z (R) \rangle^E_L + 1 \rangle \rangle \right|, \]
which gives the desired result. \qed
Example 4.5. In this example, we compute the lower bound of $S(P)$ explicitly with the
Yang-Mills connection $\nabla^0$ given in (2.16), where $P$ is the projection with $P = \langle R, R \rangle_R^{P}$ and
$\langle R, R \rangle_E = \text{Id}_E$. In particular, $R$ can be set to the special function given in [25].

As noted in Section 2, the curvature of $\nabla^0$ is given by

$$\Theta_{\nabla^0}(X, Y) = 0, \quad \Theta_{\nabla^0}(X, Z) = 0, \quad \Theta_{\nabla^0}(Y, Z) = \frac{\pi i}{\mu} \text{Id}_E,$$

and $\nabla^0_Z$ is given by

$$(\nabla^0_Z \xi)(x, y) = \frac{\pi i x}{\mu} \xi(x, y).$$

Using the formula of $\tau_E$ in (2.12) and $E$-valued inner product in (2.4), we have

$$-\frac{c}{2\pi i} \tau_E(\langle R, \nabla^0_Z(R) \rangle_E)$$

$$= -\frac{c}{2\pi i} \int_0^{2\mu} \int_0^1 \langle R, \nabla^0_Z(R) \rangle_E(x, y, 0) \, dx \, dy$$

$$= -\frac{c}{2\pi i} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} R(x - 2k\mu, y - 2k\nu) \frac{\pi i}{\mu} (x - 2k\mu) R(x - 2k\mu, y - 2k\nu) \, dx \, dy$$

$$= -\frac{c}{2\pi i} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} (x - 2k\mu) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy$$

$$= -\frac{c}{2\mu} \int_0^{2\mu} \int_0^1 x \sum_{k \in \mathbb{Z}} |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy$$

$$+ \frac{c}{2\mu} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy. \quad (4.1)$$

Since $\sum_{k \in \mathbb{Z}} |R(x - 2k\mu, y - 2k\nu)|^2 = 1$ by (d-1) of [25], the first integral above gives

$$-\frac{c}{2\mu} \int_0^{2\mu} \int_0^1 x \sum_{k \in \mathbb{Z}} |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy = -\frac{c}{2}.$$

Hence we are only left with computing the value of the second integral. Beginning with
rewriting the sum

$$\sum_{k=-n}^{n} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2$$

$$\quad = \sum_{k=1}^{n} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 + \sum_{k=-n}^{1} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2. \quad (4.2)$$

Recall the the summation by parts formula: Let $\{a_n\}, \{b_n\}$ be sequences and let $S_N = \sum_{n=1}^{N} a_n$. Then for $0 \leq m \leq n$ we have

$$\sum_{k=m}^{n} a_k b_k = (S_n b_n - S_{m-1} b_m) + \sum_{k=m}^{n-1} S_k (b_k - b_{k+1}). \quad (4.3)$$
By letting $a_k = |R(x - 2k\mu, y - 2k\nu)|^2$, $b_k = 2k\mu$, $S_N = \sum_{k=1}^n a_n$ and applying (4.3) with $m = 1$ to the first summation of (4.2), we get

$$\sum_{k=1}^n 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2$$

$$= \sum_{k=1}^n |R(x - 2k\mu, y - 2k\nu)|^2 (2n\mu) + \sum_{k=1}^{n-1} \sum_{j=1}^k |R(x - 2j\mu, y - 2j\nu)|^2 (2k\mu - 2(k + 1)\mu)$$

$$= 2n\mu \sum_{k=1}^n |R(x - 2k\mu, y - 2k\nu)|^2 - 2\mu \sum_{k=1}^{n-1} \sum_{j=1}^k |R(x - 2j\mu, y - 2j\nu)|^2.$$

Similarly, by applying the same result to the second summation of (4.2), we obtain

$$\sum_{k=1}^{-1} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 = -\sum_{k=1}^n 2k\mu |R(x + 2k\mu, y + 2k\nu)|^2$$

$$= -2n\mu \sum_{k=1}^n |R(x + 2k\mu, y + 2k\nu)|^2 - 2\mu \sum_{k=1}^{n-1} \sum_{j=1}^k |R(x + 2k\mu, y + 2k\nu)|^2.$$

Now we apply the conditions on $R$ given in (4.13), then we have

$$\sum_{k=1}^n 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2$$

$$= 2n\mu \sum_{k=1}^n |R(x - 2k\mu, y - 2k\nu)|^2 - 2\mu \sum_{k=1}^{n-1} \sum_{j=1}^k |R(x - 2j\mu, y - 2j\nu)|^2$$

$$= 2n\mu |R(x - 2\mu)|^2 - 2\mu \{ (n - 1)|R(x - 2\mu)|^2 \}$$

$$= 2\mu |R(x - 2\mu)|^2$$

$$= 2\mu (1 - |R(x)|^2).$$

Similarly, we have

$$\sum_{k=-1}^{-1} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 = -\sum_{k=1}^n 2k\mu |R(x + 2k\mu, y + 2k\nu)|^2$$

$$= -2n\mu \sum_{k=1}^n |R(x + 2k\mu, y + 2k\nu)|^2 + 2\mu \sum_{k=1}^{n-1} \sum_{j=1}^k |R(x + 2k\mu, y + 2k\nu)|^2$$

$$= -2n\mu |R(x + 2\mu)|^2 + 2(n - 1)|R(x + 2\mu)|^2$$

$$= -2\mu |R(x + 2\mu)|^2$$

$$= 0.$$

By combining the above two equations, we obtain

$$\sum_{k=1}^n 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2$$

$$= \sum_{k=1}^n 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 + \sum_{k=-1}^{-1} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2$$

$$= 2\mu (1 - |R(x)|^2).$$
Thus the second integral of the trace in (4.1) gives
\[ \frac{c}{2\mu} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} 2k\mu |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy \]
\[ = \frac{c}{2\mu} \int_0^{2\mu} \int_0^1 \lim_{n \to \infty} \sum_{k=-n}^{n} (2k\mu) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy \]
\[ = \frac{c}{2\mu} \int_0^{2\mu} \int_0^1 2\mu (1 - |R(x)|^2) \, dx \, dy \]
\[ = \frac{c}{2\mu} 2\mu \int_0^1 (1 - |R(x)|^2) \, dx \]
\[ = 2c\mu \int_0^1 (1 - |R(x)|^2) \, dx. \]

If we let \( M = 2c\mu \int_0^1 (1 - |R(x)|^2) \, dx \), then we have
\[ S(Q) \geq |1 - \frac{c}{2\pi i} \tau_E(\langle R, \nabla_z(R) \rangle)_{L}^{\mathbb{E}}| = |1 - \frac{c}{2} + M|. \] (4.4)

**Example 4.6.** Here we compute the lower bound of \( S(Q) \) explicitly with another set of Yang-Mills connections \( \nabla^1 = \nabla^0 + \mathcal{H} \), where \( \nabla^0 \) is the connection in (2.16) and \( \mathcal{H} \) is the linear map from \( \mathfrak{h} \) to the set of skew-symmetric elements of \( E_{\mu\nu}^c \) given in (2.18). Note that \( \mathcal{H} \) is given by
\[ \mathcal{H}_X(x, y, p) = i g_1(y)\delta_0(p) \]
\[ \mathcal{H}_Y(x, y, p) = i g_2(x)\delta_0(p) \]
\[ \mathcal{H}_Z(x, y, p) = 0, \] (4.5)

where \((x, y) \in \mathbb{R} \times \mathbb{T} \), and \( g_1, g_2 \) are real-valued differentiable functions satisfying \( g_1(y) = g_1(y - 2p\nu) \), \( g_2(x) = g_2(x - 2p\mu) \). There are many such functions \( g_1 \) and \( g_2 \).

As in (2.19), the corresponding curvature of \( \nabla^1 \) is given by
\[ \Theta_{\nabla^1}(X, Y) = 0, \quad \Theta_{\nabla^1}(X, Z) = 0, \quad \Theta_{\nabla^1}(Y, Z) = \frac{\pi i}{\mu} \text{Id}_E. \]

Also note that \( \nabla^1_Z = \nabla^0_Z + \mathcal{H}_Z \). Since \( \mathcal{H}_Z = 0 \), \( \nabla^1_Z = \nabla^0_Z \). Hence the lower bound of the functional \( S(Q) \) will be the same the that of \( \nabla^0 \) as in (4.4) of Example 4.3 above:
\[ S(Q) \geq |1 - \frac{c}{2}|. \] (4.6)

**Example 4.7.** Here we compute the lower bound of \( S(Q) \) explicitly with the connection \( \nabla^2 \) given in (2.20) that has constant curvature but neither attains minimum nor gives a critical point. As in (2.21), the curvature is given by
\[ \Theta_{\nabla^2}(X, Y) = \nu i \text{Id}_E, \quad \Theta_{\nabla^2}(X, Z) = 0, \quad \Theta_{\nabla^2}(Y, Z) = \frac{\pi i}{\mu} \text{Id}_E. \]

Then Proposition 4.3 given
\[ c_{\nabla^2}(Q) = -\frac{1}{2\pi i} \tau_E(\langle R, (\nu i \text{Id}_E + c\nabla^2_Z + \frac{\pi i}{\mu} \text{Id}_E) \cdot R \rangle_{L}^{\mathbb{E}}) \]
\[ = -\frac{c}{2\pi i} \tau_E(\langle R, \nabla^2_Z(R) \rangle_{L}^{\mathbb{E}} + 1 + \frac{\nu}{2\pi} \text{Id}_E). \]
Thus by Lemma 4.2 we have
\[ S(Q) \geq |c_{\nabla}(Q)| = | - \frac{c}{2\pi i} \tau_E(\langle R, \nabla_Z^2(R) \rangle^E_L) + 1 + \frac{\nu}{2\pi}|. \]

Since \( \nabla_Z^2 = \nabla_Z^0 \), we have \( \tau_E(\langle R, \nabla_Z^2(R) \rangle^E_L) = \tau_E(\langle R, \nabla_Z^0(R) \rangle^E_L) \), and hence
\[ S(Q) \geq |1 + \frac{\nu}{2\pi} - \frac{c}{2}|. \quad (4.7) \]

**Example 4.8.** Here we compute the lower bound of \( S(Q) \) explicitly with the connection \( \nabla^3 \) with non-constant curvature given by \( \nabla^3 = \nabla^0 + \mathcal{G} \), where \( \mathcal{G} \) is given in (2.22). As shown in (2.23), the corresponding curvature is given by
\[ \Theta_{\nabla^3}(X, Y) = -c\mathcal{G}_Z, \quad \Theta_{\nabla^3}(X, Z) = 0, \quad \Theta_{\nabla^3}(Y, Z) = \frac{\pi i}{\mu} \text{Id} + \frac{\partial \mathcal{G}_Z}{\partial x}. \]

Using Proposition 4.3 and the fact that \( \nabla_Z^3 = \nabla_Z^0 \), we have
\[ c_{\nabla}(Q) = -\frac{1}{2\pi i} \tau_E(\langle R, (-c\mathcal{G}_Z + c\nabla_Z^3 + \frac{\pi i}{\mu} \text{Id} + \frac{\partial \mathcal{G}_Z}{\partial x}) \cdot R \rangle^E_L) \]
\[ = 1 - \frac{c}{2\pi i} \tau_E(\langle R, \nabla_Z^0 \rangle^E_L) + \frac{c}{2\pi i} \tau_E(\langle R, \mathcal{G}_Z \cdot R \rangle^E_L) - \frac{1}{2\pi i} \tau_E(\langle R, \frac{\partial \mathcal{G}_Z}{\partial x} \cdot R \rangle^E_L). \quad (4.8) \]

We compute the last two terms of the above equation as follows.
\[ A := \frac{c}{2\pi i} \tau_E(\langle R, \mathcal{G}_Z \cdot R \rangle^E_L) = \frac{c}{2\pi i} \int_0^{2\mu} \int_0^1 \langle R, \mathcal{G}_Z \rangle_L^E(x, y, 0) dx \, dy. \]

Note that
\[ \langle R, \mathcal{G}_Z \rangle_L^E(x, y, 0) = \sum_{k \in Z} R(x - 2k\mu, y - 2k\nu)(\mathcal{G}_Z \cdot R)(x - 2k\mu, y - 2k\nu). \]

Since \( \mathcal{G}_Z(x, y, p) = i \cos(\frac{\pi x}{\mu})\delta_0(p) \), we have
\[ (\mathcal{G}_Z \cdot R)(x - 2k\mu, y - 2k\nu) = -i \cos\left(\frac{\alpha \pi (x - 2k\mu)}{\mu}\right) R(x - 2k\mu, y - 2k\nu). \]

Thus we have
\[ \langle R, \mathcal{G}_Z \rangle_L^E(x, y, 0) = -i \sum_{k \in Z} \cos\left(\frac{\alpha \pi (x - 2k\mu)}{\mu}\right) |R(x - 2k\mu, y - 2k\nu)|^2, \]

and hence
\[ A := \frac{c}{2\pi i} \tau_E(\langle R, \mathcal{G}_Z \cdot R \rangle^E_L) = -\frac{c}{2\pi} \int_0^{2\mu} \int_0^1 \sum_{k \in Z} \cos\left(\frac{\alpha \pi (x - 2k\mu)}{\mu}\right) |R(x - 2k\mu, y - 2k\nu)|^2 dx \, dy. \]

To compute the last term of (4.8), we let
\[ B := -\frac{1}{2\pi i} \tau_E(\langle R, \frac{\partial \mathcal{G}_Z}{\partial x} \cdot R \rangle^E_L) = -\frac{1}{2\pi i} \int_0^{2\mu} \int_0^1 \langle R, \frac{\partial \mathcal{G}_Z}{\partial x} \cdot R \rangle_L^E(x, y, 0) dx \, dy. \]
Note that $\frac{\partial G_Z}{\partial x}(x, y, p) = -i \sin(\frac{\alpha \pi}{\mu}(x - 2k\mu, y - 2k\nu))$. So we have

$$
\langle R, \frac{\partial G_Z}{\partial x} \cdot R \rangle_{E_L}(x, y, 0) = \sum_{k \in \mathbb{Z}} R(x - 2k\mu, y - 2k\nu) \left( \frac{\partial G_Z}{\partial x}(x - 2k\mu, y - 2k\nu) \right)
$$

$$= \sum_{k \in \mathbb{Z}} R(x - 2k\mu, y - 2k\nu) i \sin \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) \frac{\alpha \pi}{\mu} R(x - 2k\mu, y - 2k\nu)
$$

$$= \frac{i \alpha \pi}{\mu} \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) |R(x - 2k\mu, y - 2k\nu)|^2.
$$

Thus

$$B := \frac{-1}{2\pi i} \tau_E \langle \langle R, \frac{\partial G_Z}{\partial x} \cdot R \rangle_{E_L} \rangle
$$

$$= \frac{-1}{2\pi i} \int_{0}^{2\mu} \int_{0}^{1} \frac{io \pi}{\mu} \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy
$$

$$= \frac{-\alpha}{2\mu} \int_{0}^{2\mu} \int_{0}^{1} \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy.
$$

Therefore, the lower bound of $S(Q)$ with the non-constant curvature connection $\nabla^3$ is given by

$$S(Q) \geq |c \varphi(Q)| = |1 - \frac{c}{2\pi i} \tau_E \langle \langle R, \nabla^0_Z \rangle_{E_L} \rangle + \frac{c}{2\pi i} \tau_E \langle \langle R, G_Z \cdot R \rangle_{E_L} \rangle - \frac{1}{2\pi i} \tau_E \langle \langle R, \frac{\partial G_Z}{\partial x} \cdot R \rangle_{E_L} \rangle|
$$

$$= |1 - \frac{c}{2\pi i} \tau_E \langle \langle R, \nabla^3_Z \rangle_{E_L} \rangle + A + B|
$$

$$= |1 - \frac{c}{2\mu} \int_{0}^{2\mu} \int_{0}^{1} \sum_{k \in \mathbb{Z}} (x - 2k\mu) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy
$$

$$- \frac{c}{2\pi} \int_{0}^{2\mu} \int_{0}^{1} \sum_{k \in \mathbb{Z}} \cos \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy
$$

$$- \frac{\alpha}{2\mu} \int_{0}^{2\mu} \int_{0}^{1} \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi}{\mu}(x - 2k\mu) \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy|.
$$

Now we compute the last two integrals with the special function $R$ and particular values of $\mu$, $\alpha$ and $c$. First choose a positive integer $N$ such that $\mu = \frac{\pi}{N} < \frac{1}{2}$. Then choose $c = N$. 
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and \( \alpha = \frac{c\mu}{\pi} \). We compute

\[
\sum_{k \in \mathbb{Z}} \cos \left( \frac{\alpha \pi (x - 2k\mu)}{\mu} \right) |R(x - 2k\mu, y - 2k\nu)|^2 + \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi (x - 2k\mu)}{\mu} \right) |R(x - 2k\mu, y - 2k\nu)|^2
\]

\[
= \cos \left( \frac{\alpha \pi x}{\mu} \right) |R(x)|^2 + \cos \left( \frac{\alpha \pi x - \alpha 2\mu}{\mu} \right) |R(x - 2\mu)|^2 + \sin \left( \frac{\alpha \pi x}{\mu} \right) |R(x)|^2
\]

\[
+ \sin \left( \frac{\alpha \pi x - \alpha 2\mu}{\mu} \right) |R(x - 2\mu)|^2
\]

\[
= \cos(Nx)|R(x)|^2 + \cos(Nx - 2\pi)|R(x - 2\mu)|^2 + \sin(Nx)|R(x)|^2 + \sin(Nx - 2\pi)|R(x - 2\mu)|^2
\]

\[
= (\cos(Nx) + \sin(Nx))|R(x)|^2 + (\cos(Nx - 2\pi) + \sin(Nx - 2\pi))|R(x - 2\mu)|^2
\]

\[
= \sqrt{2} \sin \left( Nx + \frac{\pi}{4} \right) |R(x)|^2 + \sqrt{2} \sin \left( Nx - 2\pi + \frac{\pi}{4} \right) (1 - |R(x)|^2)
\]

\[
= \sqrt{2} \sin \left( Nx + \frac{\pi}{4} \right) |R(x)|^2 + \sqrt{2} \sin \left( Nx + \frac{\pi}{4} \right) (1 - |R(x)|^2)
\]

Thus we can simplify the last two integrals as follows.

\[
- \frac{c}{2\pi} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} \cos \left( \frac{\alpha \pi (x - 2k\mu)}{\mu} \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy
\]

\[
- \frac{\alpha}{2\mu} \int_0^{2\mu} \int_0^1 \sum_{k \in \mathbb{Z}} \sin \left( \frac{\alpha \pi (x - 2k\mu)}{\mu} \right) |R(x - 2k\mu, y - 2k\nu)|^2 \, dx \, dy
\]

\[
= -\frac{N}{2\pi} \int_0^{2\pi} \int_0^1 \sqrt{2} \sin \left( Nx + \frac{\pi}{4} \right) \, dx \, dy
\]

\[
= (1 + \sin N - \cos N).
\]
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