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Abstract
Background: Machine learning models are more accurate than standard tools for predicting neurological outcomes in patients resuscitated after cardiac arrest. However, their accuracy in patients with Coronavirus Disease 2019 (COVID-19) is unknown. Therefore, we compared their performance in a cohort of cardiac arrest patients with COVID-19.
Methods: We conducted a retrospective analysis of resuscitation survivors in the Get With The Guidelines®-Resuscitation (GWTG-R) COVID-19 registry between February 2020 and May 2021. The primary outcome was a favorable neurological outcome, indicated by a discharge Cerebral Performance Category score ≥ 2. Pre- and peri-arrest variables were used as predictors. We applied our published logistic regression, neural network, and gradient boosted machine models developed in patients without COVID-19 to the COVID-19 cohort. We also updated the neural network model using transfer learning. Performance was compared between models and the Cardiac Arrest Survival Post-Resuscitation In-Hospital (CASPRI) score.
Results: Among the 4,125 patients with COVID-19 included in the analysis, 484 (12 %) patients survived with favorable neurological outcomes. The gradient boosted machine, trained on non-COVID-19 patients was the best performing model for predicting neurological outcomes in COVID-19 patients, significantly better than the CASPRI score (c-statistic: 0.75 vs 0.67, P < 0.001). While calibration improved for the neural network with transfer learning, it did not surpass the gradient boosted machine in terms of discrimination.
Conclusion: Our gradient boosted machine model developed in non-COVID patients had high discrimination and adequate calibration in COVID-19 resuscitation survivors and may provide clinicians with important information for these patients.
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Introduction
Accurate prognostication of neurological status in survivors of in-hospital cardiac arrest (IHCA) is essential for patient families, as it informs decision-making regarding goals of care and could be valuable for risk standardization and quality improvement initiatives. However, prognostication of neurological status is challenging for resuscitation survivors because these patients are often intubated, sedated, and in a state of induced hypothermia. Therefore, researchers have developed tools, such as the Cardiac Arrest Survival Post-Resuscitation In-Hospital (CASPRI) score, to predict the likelihood of favorable neurological outcomes at discharge using per- and peri-arrest variables.

In prior work using a cohort derived from the Get With the Guidelines Resuscitation (GWTG-R) registry from 2009 to 2017, we demonstrated that an extreme gradient boosted (XGBoost) machine learning model predicted favorable neurological status at discharge significantly better than the CASPRI score. The XGBoost model also outperformed all other machine learning models, such as the logistic regression (LR) and the multi-layer perceptron (MLP) neural network, in terms of discrimination, calibration, and accuracy measures. However, the number of Coronavirus Disease 2019 (COVID-19) cases remains high across the United States, and neurological prognostication in resuscitated patients with COVID-19 involves additional challenges. Recent studies have reported low survival rates among COVID-19 patients who experience cardiac arrest.
Resuscitation survivors also have a poor likelihood of being discharged without neurological deficits. Additionally, the increased risk of exposure for care personnel, the requirement of personal protective equipment, and the shortage of staff and supplies impact resuscitation practice and assessment of neurological status. With these factors, it is unknown how previously published models that predict neurological outcome perform among COVID-19 resuscitation survivors.

Therefore, the aim of this study was to validate the performance of CASPRI and our prior machine learning models for predicting favorable neurological outcomes in a cohort of resuscitation survivors with COVID-19. We hypothesized that our machine learning models derived from resuscitated patients without COVID-19 would predict favorable neurological status at discharge in resuscitated COVID-19 patients more accurately than CASPRI. We further hypothesized that we could utilize transfer learning, a machine learning framework that updates a previously developed model in a new dataset, to improve the performance of our MLP neural network model in predicting favorable neurological outcomes in COVID-19 patients.

**Methods**

**Data sources and study population**

We accessed the GWTG-R COVID-19 registry to build our COVID-19 study population. Hospitals participating in the registry submit clinical information regarding the medical history, care, and outcomes of consecutive patients hospitalized for in-hospital cardiac arrest using an online, interactive case report form and Patient Management Tool (iovia, Parsippany, New Jersey). We identified 11,173 in-hospital cardiac arrests within the GWTG-R COVID-19 registry (see Supplementary Fig. 1) corresponding to patients with confirmed or suspected COVID-19 between February 2020 and May 2021. We utilized the same exclusion criteria as our recent study, eliminating subsequent cardiac arrests for an individual patient (n = 2,078), removing arrests outside of general medicine or intensive care unit (ICU) settings (n = 1,122), patients without recorded return of spontaneous circulation (n = 3,600), missing discharge survival status (n = 134), or missing Cerebral Performance Category (CPC) assessment on discharge (n = 114). The institutional review board at the University of Wisconsin-Madison reviewed and approved the study with a waiver of informed consent (IRB# 2020-0588).

**Primary outcome and predictors**

The primary outcome of interest was a favorable neurological outcome at the time of patient discharge, defined as a CPC score of ≤ 2, per the outcome definition of the CASPRI score and our previously developed machine learning models. We retained the same set of predictors as our models and CASPRI, which include pre- and peri-arrest variables related to patient and arrest characteristics, neurologic status prior to arrest, pre-existing conditions, and interventions in place prior to arrest.

**Model development**

Our prior study demonstrated that the LR, XGBoost, and MLP models were top-performing in terms of discrimination, calibration, and accuracy metrics. We thus retrained these models using the entire cohort of 117,383 patients without COVID-19 (combined training and testing data from our published study). Missing values were addressed depending on the algorithm. Data for the LR and MLP models were imputed using predictions from decision trees created from the non-COVID-19 derivation dataset. Briefly, we created classification (for categorical features) or regression (for numeric variables) decision trees from complete non-missing observations within the non-COVID-19 derivation dataset. These trees were then used to predict impute values for missing data in the COVID-19 dataset. The XGBoost was trained with missing values, as the algorithm can natively handle missing data.

We further created a new machine learning model using transfer learning to specialize our retrained MLP model to adapt to patients in our COVID-19 cohort. Briefly, transfer learning is a machine learning technique wherein the weights of all layers of a neural network except for the last are frozen, and then additional layers with trainable weights are added. Thus, the foundational layers are trained to recognize broad patterns for predicting the initial outcome, while the final layers are trained to predict a different outcome or the same outcome in a different patient population. In our study, we added a trainable dense layer to our original MLP architecture. Thus, the initial layers of this new model, called MLP-Transfer, were already trained to detect global features to predict neurological outcomes in a general non-COVID-19 population of resuscitation survivors, while the new final dense layer is explicitly trained to predict neurological outcomes in COVID-19 survivors of resuscitation. We employed a nested cross-validation approach to train MLP-Transfer (see Supplementary Fig. 2). Briefly, we divided the COVID-19 population into five folds. Data from four folds were used to train the MLP-Transfer model with an 80%-20% derivation-validation split for hyperparameter optimization, while the fifth fold formed the independent test set. This strategy was iterated five times, after which prediction probabilities for all observations were concatenated to assess model performance. This strategy enabled direct comparison between our models in this study for the same number of test observations. We utilized the caret package in R Version 3.6.0 (R Project for Statistical Computing) for training the LR and XGB models and the keras and keras_tuner packages in Python 2.7 for training and optimizing hyperparameters for the MLP and MLP-Transfer models.

**Model performance**

Our primary metric to assess model performance was the discrimination of COVID-19 resuscitation survivors with favorable neurological outcomes at discharge, as indicated by the area under the receiver operating characteristic curve (AUC). We compared model AUCs to each other and to CASPRI using DeLong’s method. Model calibration was assessed by calculating uncalibrated ROC curve, indicating divergence between log-likelihood of the uncategorized and calibrated response variable, and by testing for H0: intercept = 0, slope = 1. We further calculated sensitivity, specificity, negative and positive predictive values for the best-performing machine learning models and the CASPRI score. A cutoff of $P < 0.05$ was used to indicate statistical significance. Finally, we estimated variable importance using a permutation-based method that equates feature importance for predicting favorable neurological outcome with loss function changes when the feature is permuted. We also report performance in accordance with the Transparent Reporting of multivariable prediction model for Individual Prognosis or Diagnosis (TRIPOD) guidelines (checklist in Supplementary Table 1).
Results

Patient characteristics

Among the 4,125 patients that met our inclusion criteria from 241 hospitals, 484 (12 %) patients survived with favorable neurological outcomes, indicated by a CPC score \( \leq 2 \) at discharge. Comparisons of patient and arrest characteristics between COVID-19 resuscitated patients with and without survival with a favorable neurological outcome are shown in Table 1. COVID-19 patients with favorable neurological outcomes were younger (mean age: 60 vs 65 years, \( P < 0.001 \)), had a shorter duration of arrest (median time: 5 vs 8 minutes, \( P < 0.001 \)), had higher use of AED (51 % vs 43 %, \( P = 0.002 \)), and lower CPC score prior to arrest (CPC Score 1: 72 % vs 58 %, CPC Score 2: 18 % vs 15 %, \( P < 0.001 \)) compared to those without favorable neurological outcome. The median length of stay for patients in our cohort was 13 days (IQR: 6–23 days). Table 2 compares the rate of pre-existing conditions and pre-arrest interventions between COVID-19 resuscitation survivors with and without our primary outcome. Patients with favorable neurological outcomes at discharge were less likely to have pre-arrest hypotension (23 % vs 36 %, \( P < 0.001 \)) or renal insufficiency (62 % vs 72 %, \( P < 0.001 \)) and were less likely to be placed on mechanical ventilation (57 % vs 71 %, \( P < 0.001 \)), have intra-arterial catheters (11 % vs 16 %, \( P = 0.004 \)), or be administered vasoactive agents (24 % vs 41 %, \( P < 0.001 \)) compared patients who died or survived with neurological deficits.

Supplementary Table 2 assesses the differences between the non-COVID-19 derivation cohorts (used to derive the LR, XGB, and MLP models) and the COVID-19 validation cohorts that met our inclusion criteria. We note skewness in a few aspects: our COVID-19 cohort was less likely to be female (36 % vs 43 %, \( P < 0.001 \)), more likely to be Black (28 % vs 22 %, \( P < 0.001 \)), experienced a shorter duration of arrests (8 min vs 10 min, \( P < 0.001 \)), more likely to be in an intensive care setting (70 % vs 60 %, \( P < 0.001 \)), and more likely to have an AED used during arrest (45 % vs 23 %, \( P < 0.001 \)), compared to our derivation non-COVID-19 cohort. In addition, there were also significant differences observed in initial rhythm, with 60 % of COVID-19 patients experiencing a pulseless electrical activity arrest compared to 45 % in the non-COVID-19 patient cohort (\( P < 0.001 \)).

Table 1 – Clinical and Arrest Characteristics of Resuscitated Patients with COVID-19 with and without Favorable Neurological Outcome at Discharge.

| Variable type          | Variable                                      | Patients with favorable neurological outcome (n = 484) | Patients without favorable neurological outcome (n = 3641) | P-value |
|------------------------|-----------------------------------------------|------------------------------------------------------|-----------------------------------------------------------|---------|
| Demographics           | Age, mean (sd)                                | 60.7 (13.7)                                          | 65.4 (13.1)                                               | <0.001  |
|                        | Female sex, n (%)                             | 187 (38.8%)                                          | 1311 (36.0%)                                             | 0.28    |
|                        | Race, n (%)                                   |                                                      |                                                          |         |
|                        | Black                                         | 127 (26.2%)                                          | 1013 (27.8%)                                             | 0.336   |
|                        | White                                         | 279 (57.7%)                                          | 1958 (53.8%)                                             |         |
|                        | Other                                         | 78 (16.1%)                                           | 646 (17.7%)                                              |         |
|                        | Missing                                       | 0 (0%)                                               | 24 (0.7%)                                                |         |
| Characteristics of     | Initial Cardiac Arrest Rhythm                 |                                                      |                                                          |         |
| Arrest, n (%)          | Asystole                                      | 100 (20.7%)                                          | 828 (22.7%)                                              | 0.004   |
|                        | Pulseless Electrical Activity                 | 274 (56.6%)                                          | 2214 (60.8%)                                             |         |
|                        | VT/VF T2FS <2min                              | 32 (6.6%)                                            | 181 (5.0%)                                               |         |
|                        | VT/VF T2FS 2-3                                | 23 (4.8%)                                            | 72 (2.0%)                                                |         |
|                        | VT/VF T2FS 3-4                                | 3 (0.6%)                                             | 11 (0.3%)                                                |         |
|                        | VT/VF T2FS 4-5                                | 1 (0.2%)                                             | 9 (0.2%)                                                 |         |
|                        | VT/VF T2FS >5min                              | 6 (1.2%)                                             | 43 (1.2%)                                                |         |
|                        | Unknown                                       | 45 (9.3%)                                            | 283 (7.8%)                                               | <0.001  |
| Duration of Resuscitation, minutes, median (IQR) | 5 (3–10)                                      |                                                      | 8 (4–16)                                                 |         |
| Hospital Location      | Telemetry                                     | 100 (20.7%)                                          | 560 (15.4%)                                              | 0.009   |
|                        | Intensive Care Unit                           | 315 (65.1%)                                          | 2579 (70.8%)                                             |         |
|                        | Inpatient                                     | 69 (14.2%)                                           | 502 (13.8%)                                              |         |
| Time and Day of Arrest | Night                                         | 132 (27.3%)                                          | 1096 (30.1%)                                             | 0.226   |
|                        | Weekend                                       | 143 (29.5%)                                          | 1158 (31.8%)                                             | 0.341   |
| Use of AED             | Yes                                           | 202 (41.7%)                                          | 1668 (45.8%)                                             | 0.002   |
|                        | No                                            | 245 (50.6%)                                          | 1551 (42.6%)                                             |         |
|                        | Not used-by-facility/NA                       | 37 (7.7%)                                            | 422 (11.6%)                                              | <0.001  |
|                        | CPC Score prior to arrest                     |                                                      |                                                          |         |

CPC: Cerebral Performance Score.
VT: Ventricular Tachycardia.
VF: Ventricular Fibrillation.
T2FS: Time to First Shock.
IQR: Interquartile Range.
AED: Automated External Defibrillator.
COVID-19 validation dataset were also more likely to have been placed on a variety of pre-arrest interventions (see Supplementary Table 2) and have higher incidence of pre-existing conditions such as hypotension (35 % vs 26 %, \( P < 0.001 \)), metabolic abnormalities (35 % vs 19 %, \( P < 0.001 \)), pneumonia (57 % vs 15 %, \( P < 0.001 \)), renal (43 % vs 37 %) and respiratory (71 % vs 44 %, \( P < 0.001 \)) insufficiency, and diabetes (47 % vs 33 %, \( P < 0.001 \)), than patients in our non-COVID-19 derivation cohort.

Table 3 describes the final AUCs for all the models used in this study. All our prior models (LR, XGBoost, and MLP) derived using non-COVID-19 resuscitation survivors outperformed CASPRI in terms of discrimination for COVID-19 resuscitation survivors with a favorable neurological outcome. The XGBoost model outperformed the LR model (AUC 0.75 vs 0.73, \( P < 0.001 \)), but was similar to the MLP (AUC 0.75 vs 0.74, \( P = 0.724 \)) in discriminating patients with the outcome from the patients without. Notably, there was no significant improvement in discrimination after transfer learning in comparison to the original MLP model (AUC 0.74 vs 0.74, \( P = 0.779 \)) and the XGBoost model (AUC 0.74 vs 0.75, \( P = 0.940 \)).

Fig. 1 depicts the calibration curves indicating agreement between predicted and actual probabilities of the outcome. A perfect model calibration line will have a slope of 1 and an intercept of 0, indicating complete agreement (dashed line), and will be associated with a low unreliability index.\(^{16}\) We note that, at the thresholds specified by Chan et al.,\(^4\) the CASPRI model does not match the true prevalence of favorable neurological outcomes in the cohort of COVID-19 patients who survived resuscitation. Among our prior models, the LR and XGBoost show good calibration (LR model U 0.01, intercept \(-0.52\), slope \(0.81\), \( P < 0.001\); XGboost model U 0.01, intercept \(-0.49\), slope \(0.87\), \( P < 0.001\)) while the MLP model performed the worst (U 0.17, intercept \(-0.69\) slope \(0.37\), \( P < 0.001\)). However, transfer learning improved the calibration of the neural network model to outperform all models (U 0.00, intercept \(-0.24\), slope \(0.89\), \( P = 0.073\)).

Supplementary Table 3 compares the sensitivity, specificity, positive, and negative predictive values for CASPRI, XGBoost, and MLP-Transfer models. Overall, the accuracy metrics were very similar between the XGBoost and the MLP-Transfer models. At a sensitivity of 81 %, the XGBoost model had higher specificity (52 % vs 40 %), higher positive predictive value (18 % vs 15 %), and a slightly higher negative predictive value (95 %, 94 %) in detecting patients with favorable neurological outcomes, in comparison to CASPRI. Further, at a similar specificity (69 % for CASPRI and 68 % for the XGBoost), the XGBoost had a higher sensitivity (69 % vs 55 %), higher positive predictive value (22 % vs 19 %), and higher negative predictive value (94 % vs 92 %) than the CASPRI model. With a 5 %
or lower likelihood of surviving to discharge with favorable neurological outcomes (at XGBoost thresholds of \(\leq 12\) and Inverted CASPRI score \(\leq 27\)), the XGBoost model had a higher sensitivity than CASPRI (24% [95%CI: 20%-28%] vs 19% [95%CI: 15%–22%]).

Fig. 2 depicts the variables most important for predicting the favorable neurological outcomes in the non-COVID-19 cohort for the XGBoost model and in the COVID-19 cohort for the MLP-Transfer model. Variables that were important for predicting outcomes in non-COVID-19 patients include admission CPC score, duration of resuscitation, initial cardiac rhythm, and age, consistent with our previous study.5 These variables were similarly important for predicting neurological outcomes in the COVID-19 population. However, mechanical ventilation and pneumonia were also noted to be among the most important variables used by the MLP-Transfer model. Supplementary Table 4 compares the discrimination and calibration performance of all machine learning models in the COVID-19 and the non-COVID-19 validation cohort from our prior study.5 Missing value percentages for all predictors are shown in Supplementary Table 5.

**Discussion**

In this study, we compared the performance of existing models developed in patients without COVID-19 to predict favorable neurological outcomes in a population of more than 4,000 COVID-19 in-hospital cardiac arrest survivors from 241 hospitals from the GWTG-Resuscitation COVID-19 registry. Among our prior models, the gradient boosted machine outperformed CASPRI, a parsimonious score developed for easy scoring. The gradient boosted
machine also outperformed other machine learning-based models in terms of discrimination, although all models overestimated the likelihood of survival with a favorable neurologic outcome in a substantial proportion of patients. We also demonstrated that transfer learning methods that adapted our neural network model to the COVID-19 population did not improve discrimination but did improve calibration performance. These results suggest that models developed in non-COVID-19 patients can discriminate well between those with and without favorable neurologic outcomes, but their predicted probabilities will be overly optimistic for many patients unless transfer learning is used.

Assessment of neurological status in survivors of cardiac arrest is difficult as these patients are often intubated, which is often distressing to families entrusted with goals-of-care decision making. These challenges are amplified in patients with COVID-19. First, rates of both overall post-arrest survival and survival to discharge without neurological deficits are low in COVID-19 patients who experience cardiac arrests. In fact, in our study, we found that only 12 % of COVID-19 patients who survived their initial resuscitation were discharged alive with a favorable neurologic status, compared to 24 % of non-COVID-19 patients in our prior study. Second, prognostication in survivors is further complicated when clinical contact is recommended to be kept to a minimum, impeding proper physical and neurological assessment. Therefore, the assessment of published models and tools specifically in COVID-19 patients is critical to improving prognostication after an in-hospital cardiac arrest.

Prior studies have utilized the large-scale, multicenter, national GWTG-R registry to develop scores such as the CASRPI and the Good Outcome Following Attempted Resuscitation (GO-FAR) scores for neurological prognostication. In a recent study, we demonstrated that significant gains can be obtained using machine learning methods. However, all our models were developed and validated in patients without COVID-19. This study is the first to test the performance of models that predict neurological outcomes in resuscitated patients specifically in a large, multicenter cohort of COVID-19 IHCA survivors. The gradient-boosted model remained the best-performing model for discriminating patients with favorable neurological outcomes from those without. Thus, our model could potentially be utilized for assessing neurological outcomes for risk adjustment and quality-based initiatives in the current pandemic when hospital surges are common and clinical contact is low. However, the model was overly optimistic for predicting favorable outcomes for some patients, as illustrated by its calibration curve.

In our previous study, the machine learning models had marginal improvements in discrimination over the logistic regression when tested on non-COVID-19 patients (c-statistic 0.81 vs 0.79, \( P < 0.001 \)). However, in this study, we note the superior performance of the gradient-boosted model over the logistic regression model in COVID-19 patients, suggesting that these models may be more generalizable than standard regression methods in this clinical situation. Further, our prior neural network demonstrated similar discrimination but worse calibration than the gradient-boosted method for this study. Calibration improved considerably when the neural network was trained to adapt to COVID-19 patients using transfer learning. Model calibration may be of high importance for cardiac arrest prognostication, especially if clinical decisions are tied to specific likelihoods (e.g., \(<5\%\) predicted probability of a favorable outcome). Our models can be deployed within a hospital setting with varying technical resource requirements. Regression-based predictions are simple aggregations of multiplicative products between coefficients and feature values and are directly implementable in some EHR systems. Deploying the more accurate gradient-boosted machine behind an electronic health record interface requires embedding the model within a predictive model markup language (PMML) system or other similar infrastructure. Deployment of the transfer
We validated the performance of published machine learning models for detecting resuscitation survivors with COVID-19 who are likely to be discharged with a favorable neurologic status. Our results highlight the utility of these models for predicting neurological outcomes in COVID-19 cardiac arrest survivors and the ability of transfer learning to improve model calibration.
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