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Abstract—Large amounts of labeled data are urgently required for the training of robust text recognizers. However, collecting handwriting data of diverse styles, along with an immense lexicon, is considerably expensive. Although data synthesis is a promising way to relieve data hunger, two key issues of handwriting synthesis, namely, style representation and content embedding, remain unsolved. To this end, we propose a novel method that can synthesize parameterized and controllable handwriting Styles for arbitrary-Length and Out-of-vocabulary text based on a Generative Adversarial Network (GAN), termed SLOGAN. Specifically, we propose a style bank to parameterize specific handwriting styles as latent vectors, which are input to a generator as style priors to achieve the corresponding handwritten styles. The training of the style bank requires only writer identification of the source images, rather than attribute annotations. Moreover, we embed the text content by providing an easily obtainable printed style image, so that the diversity of the content can be flexibly achieved by changing the input printed image. Finally, the generator is guided by dual discriminators to handle both the handwriting characteristics that appear as separated characters and in a series of cursive joins. Our method can synthesize words that are not included in the training vocabulary and with various new styles. Extensive experiments have shown that high-quality text images with great diversity and rich vocabulary can be synthesized using our method, thereby enhancing the robustness of the recognizer.

Index Terms—Data synthesis, generative adversarial network, handwriting, recognition, style parameterization.

I. INTRODUCTION

The written word, a remarkable human achievement, marks the transition from the days of prehistory to contemporary written history [1]. Today, handwriting is recognized as a unique and essential capability of human beings [2]. Even in today’s digital era, handwritten text still has wide applications, including impromptu note-taking, mathematical operations, business transactions, and postal mail labeling. Owing to the ubiquity of handwritten words, offline handwritten text recognition is an important area in the field of computer vision.

Recent data-driven approaches [4], [5] have significantly improved the recognition performance. However, recognizing and processing of a plethora of distinct individual handwriting styles still remain a great challenge [6]–[8]. As shown in Fig. 1(a), the handwriting styles of a word (e.g., “the”) written by different people can be significantly different. In fact, the style in which the word is written changes observably every time the same person writes it, as shown in Fig. 1(b). This suggests that the number of handwriting styles is almost limitless. Meanwhile, the existing training data are insufficient and cannot represent all possible writing styles. To further illustrate the handwriting style distribution, we provide the styles in the popular IAM training set [3] parameterized via our proposed method, in which the style vector dimensionality is set to three for visualization. As shown in Fig. 2, a wide empty space indicates a lack of handwriting styles. Simultaneously, we observed significant biases in terms of both style and frequency distributions. For instance, the dataset contains 3811 samples from Writer #0, but only ten samples from Writer #6.

One promising strategy for handling the absence of style is geometry augmentation, including feature-level augmentation (e.g. [6]) and image-level augmentation (e.g. [7]). However, augmentation is performed on the basis of the existing samples, which means that out-of-vocabulary (OOV) samples cannot be created. Another solution is to collect and annotate more images specifically for training. However, this method is time-consuming and labor-intensive.
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Automatic generating handwritten text images can reverse the annotation process to save costs, by starting from a given word and generating a corresponding image of the handwritten text [9]. Previous studies [10]–[12] have made use of online handwriting data for training. A well-trained network can generate complex sequences with long-range structures by recurrently predicting data points in a step-by-step manner. Recently, non-recurrent generative methods [1], [9], [13], [14] have been shown to directly produce a synthetic handwriting image according to a given text string. They also demonstrated the superiority of imitating offline handwriting features (vivid strokes, textures, paper background, etc.).

Despite such impressive efforts, handwriting data synthesis remains challenging and unsolved. For instance, we found that the random noisy latent vector \( z \sim N(0, 1) \), which has been extensively used in the existing generative adversarial networks (GANs) [18]–[20], is insufficient for modeling specific handwriting styles. Moreover, previous studies embedded content via complex modules, including recurrent embeddings [9], character-wise and string-level encoders [13], a series of convolutional filters [1], and filter maps [14], which limit the flexibility and practicability of content input. For instance, the adjacent character interval cannot be easily adjusted [1], [9], [14]. It is also impossible to generate a text string longer than the maximum number in the training phase [9], [13].

To this end, we propose addressing the above-mentioned two key issues, the style representation of handwriting and the content embedding of the text, as follows: 1) we propose a style bank to store parameterized handwriting style vectors, which are taken by the generator to guide the generated images toward specific styles. Our model is differentiable, and thus, the style vectors can be updated by joint training with the generator. Subsequently, new styles can be synthesized by controlling the latent style parameters and 2) our method simplifies the content embedding design by providing only a printed style image as input, which is cheap to obtain and can be rendered online during training. After training, it is possible to generate handwritten text images with diverse contents, including various adjacent character intervals, curved text, and arbitrary length text, by changing only the printed characters and their position on the input images.

Although there are plenty advantages of modeling handwriting synthesis as a domain-transfer task (from printed style to handwritten style), the existing GAN-based methods are not sufficiently robust to generate a text string image [13], [15], [21], because one text string image contains multiple objects in a sequence [22], [23]. For instance, it has been reported in previous studies [13], [15] that the generated images contain unclear characters and unexpected artifacts, which indicates the lack of supervision and the confusion of the generator, as shown in Fig. 3. As our goal is to propose an approach that writes like humans, we should review the nature that characterizes human perception and learning systems. The cognitive science literature revealed that two reciprocal mechanisms, namely, bottom–up and top–down processing, complementarily form rich visual representations and create vivid imageries [24], [25]. The former focuses on local elements (parts of the whole), while the latter begins at a more
global view, such as surrounding context and prior knowledge. Inspired by this finding, we design dual discriminators to guide the generator at two levels, namely, the separated characters and the cursive joins between them. The learning scheme of the proposed method is illustrated in Fig. 4. By this way, our method can synthesize previously parameterized and now controllable handwriting styles for arbitrary-length and OOV text based on a GAN (SLOGAN).

To summarize, the contributions of this study are as follows.
1) We propose parameterizing the handwriting styles as latent vectors, which serve as style priors to guide the generator to achieve specific handwriting styles. By manipulating the elements of the latent vector, a new handwriting style that does not exist in the dataset can be created. The training of style parameterization requires only the writer IDs of the source images.
2) We propose embedding text content using a printed style image. Once trained, the proposed method can generate out-of-vocabulary words and sentences of arbitrary length by changing only the text string on the printed style text image. Furthermore, spatial diversity can also be achieved by introducing the variance in the arrangement of character position.
3) We propose dual discriminators to supervise the generator at the separated character level and the cursive join level, respectively, which can effectively improve the quality of the generated images.
4) Extensive experiments show that the proposed method can generate verisimilar handwritten text images, which further enriches the diversity of the existing training samples and improves the robustness and performance improvement of the recognizers.

II. RELATED WORK
A. Handwritten Text Image Synthesis

The past decade has witnessed significant advances in deep learning. Recurrent neural networks (RNNs) [26], [27] have been widely used for modeling complex sequences with long-range structures [10]–[12]. The approaches made use of online handwriting data for training and predicted data points recurrently in a step-by-step manner. Nevertheless, the online sequence cannot represent certain offline handwriting features, such as stroke width, textures, and paper backgrounds.

Image and texture synthesis are challenging tasks [28], [29]. With the breakthrough of GANs [16], [30]–[35], directly generating a handwritten text image has become an interesting topic. Nonrecurrent generative methods [1], [9], [13], [14] can produce a handwritten text image according to a given text string. The generated images through such approaches are highly lifelike, with vivid strokes, textures, and paper backgrounds. However, the two key issues of handwriting synthesis, namely, style representation and content embedding, are still challenging: 1) Alonso et al. [9] and Fogel et al. [1] simply followed the setting of popular GANs using a random noise latent vector. However, this approach may not sufficiently represent the variance of handwriting styles, which further limits style diversity. We argue that the latent vector can be more specific and effective for representing styles. This view is strongly supported by several facts. For instance, Lai et al. [36] extracted the underlying neuromuscular parameters of genuine signatures to eliminate the need for skilled forgeries. Moreover, with respect to natural scene objects, the generated images can be edited by enabling the interpretation of GANs’ latent space [34], [37], [38]. This inspires us to find a way to parameterize handwriting styles and introduce more controllable parameters to generate various styles and 2) previous studies proposed complex modules to embed content, such as recurrent embeddings [9], character-wise and string-level encoders [13], a series of convolutional filters [1], and filter maps [14]. However, these modules have limited application because they are not sufficiently flexible to embed various contents. For instance, it is impossible to embed a text string longer than the maximum number in the training phase [13]. The series of convolutional filters [1] and filter maps [14] cannot flexibly adjust the adjacent character interval to achieve various character arrangements. Therefore, we provide the text content on a printed style image and feed it into the generator. By this way, we can generate various contents by changing the string and rearranging the characters on the input image.

B. Handwritten Text Image Augmentation

Another promising way to improve the diversity of the training data is text image augmentation, which is typically achieved through geometry augmentation. Wigington et al. [39] augmented the existing text images using random perturbations on a regular grid. Bhunia et al. [6] elastically warped the extracted features in a scalable manner. Luo et al. [7] proposed a learnable augmentation method to obtain more effective and specific samples. These methods have made significant progress and considerably boost the performance of the recognizers.

However, images that are nonexistent in the training data, such as images containing out-of-vocabulary words, cannot be created through data augmentation. Thus, augmentation is bounded by the existing dataset. The proposed data synthesis method can be the complement of data augmentation and further benefit recognition robustness.

C. Font Style Transfer

The font style (text effect) transfer is a subtopic of general image style transfer [40]. Recent works [41]–[47] have intensively studied the text effect on a printed single character and achieved great success. However, these approaches cannot be directly deployed for handwriting synthesis. First, almost all the font style transfer approaches require laborious annotations for supervision, such as paired training samples, which consist of input images and corresponding pixel-level aligned ground-truth images. Meanwhile, additional annotation of attributes is required to achieve editable attributes [46]. Second, the approaches were designed for a few specific font effects. The number of font styles is relatively limited. For instance, the representative benchmark, TE141K [45], comprised only 152 font effects, whereas the handwriting dataset IAM [3] was collected from 657 writers. Third, previous studies focused on
the effects of only a single character; however, a handwritten text image typically contains multiple characters. Finally, these approaches were proposed for design industry, rather than data synthesis for text recognition.

Unlike the above-mentioned font-transfer approaches, the proposed method can generate an image containing a long text string, instead of only a single character. Our motivation is to enrich data diversity and improve the robustness of the text recognizers. In this regard, previous studies have only demonstrated the visual effects.

### III. METHODOLOGY

In this section, we first describe the proposed approach whereby handwriting styles are parameterized by imitating specific styles. This makes it possible to control parameters to generate various handwriting samples. Then, we present the design of dual discriminators, which are crucial to the success of our approach. Finally, we illustrate the inference of the generator for diverse styles and contents.

We provide Table I to facilitate reading and reference.

| TABLE I | ABBREVIATIONS AND SYMBOLS |
|---------|---------------------------|
| $I, Y$  | Image and its corresponding label |
| $G$     | Generator                  |
| StyleBank | Style bank                |
| $D_{\text{char}}$ | Separated character discriminator |
| $D_{\text{char},\text{adv}}$ | Adversarial training head of $D_{\text{char}}$ |
| $D_{\text{char, content}}$ | Content supervision head of $D_{\text{char}}$ |
| $D_{\text{join}}$ | Cursive join discriminator |
| $D_{\text{join, adv}}$ | Adversarial training head of $D_{\text{join}}$ |
| $D_{\text{join,ID}}$ | Handwriting style supervision head of $D_{\text{join}}$ |

A. Handwriting Style Parameterization by Imitation

As shown in Fig. 5, our framework consists of a style bank, a generator, and two discriminators. The generator takes the prior provided by the style bank and transfers the printed style to the corresponding handwriting style. Specifically, the style bank is a simple lookup table that stores $n$ handwriting styles as latent vectors $\mathbf{z}_{\text{all}} \in \mathbb{R}^{d \times n}$, where $d$ is the dimensionality of a latent vector. Given a writer ID, the style bank returns the corresponding latent vector

$$\mathbf{z} = \text{StyleBank}(\text{ID}) \quad (1)$$

where the latent vector $\mathbf{z}$ serves as the prior that guides the generator to achieve the target handwriting style. The style bank is randomly initialized and jointly updated with the generator under the supervision of writer IDs. The generator $G$ is an encoder–decoder architecture, which takes the printed style image $I_{\text{print}}$ as input and generates an image

$$I_{\text{fake}} = G(I_{\text{print}}, \mathbf{z}). \quad (2)$$

Here, $I_{\text{fake}}$ contains the same content as $I_{\text{print}}$ and corresponds to the handwriting style of $\mathbf{z}$. Following the methods for scene text data synthesis [48], [49], we render printed style text on a white background to obtain $I_{\text{print}}$, which can be easily rendered online during training.

After obtaining the generated image $I_{\text{fake}}$, we design two discriminators to perform supervision at the separated character level and the cursive join level, respectively. This design is critical to the success of image-to-image transfer of handwritten text image. The two discriminators are introduced as follows.

1) Separated Character Discriminator (Adversarial Training and Character Content Supervision): Although previous studies [1], [9] presented promising results, the generated images contain unclear characters and unexpected artifacts, which indicates that the generator still suffers under-fitting. We found that image-level discrimination is inefficient for training. Thus, we design a discriminator $D_{\text{char}}$ to supervise the generator at the character level. To address the lack of character-level bounding box annotation, we leverage the attention mechanism [50], which is widely used for sequence-to-sequence mapping. It takes only a text string label as weak supervision to localize characters. After obtaining character positions, we can further perform adversarial training and content (character category) supervision for every character. Specifically, $D_{\text{char}}$ consists of two heads, termed $D_{\text{char,adv}}$ and $D_{\text{char, content}}$. $D_{\text{char, content}}$ head leverages the attention mechanism to localize characters. $D_{\text{char,adv}}$ head shares the hidden state $s_t$ at every time step to perform adversarial training. They are detailed as follows. Although the attention mechanism is not our major contribution, we include its details to facilitate reading and reference.

First, $D_{\text{char, content}}$ localizes every character by minimizing the character classification loss

$$\min_{D_{\text{char, content}}} \mathcal{L}_{\text{char, content}} = -\sum_{t=1}^{\left|Y_{\text{real}}\right|} \log p(Y_{\text{real},t} | I_{\text{real}}) \quad (3)$$

where $I_{\text{real}}$ denotes the real handwriting image and $Y_{\text{real}}$ denotes its corresponding text content. $p(Y_{\text{real},t} | I_{\text{real}})$ is the predicted conditional probability of the $t$th ground-truth character of $I_{\text{real}}$. The probability distribution of multiple character categories at the $t$th step is obtained by

$$y_t = \text{Softmax}(W_y s_t). \quad (4)$$

$s_t$ is the $t$th hidden state. As suggested by a previous study [50], it is updated by an RNN to model the context relationship within the sequence. We adopt a gated recurrent unit (GRU) [27] to obtain it as

$$s_t = \text{GRU} (s_{t-1}, (I_{\text{real},t-1}, \text{feat}_t)) \quad (5)$$

where $\text{feat}_t$ represents the weighted sum of feature maps $h$ at location $(i, j)$ as

$$\text{feat}_t = \sum_i \sum_j (a_{t,ij} h_{ij}) \quad (6)$$

where $h$ is the feature map extracted from the input image $I$ as

$$h = \text{encode}(I). \quad (7)$$
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The vector \( a_t \) is the vector of attention weight, updated as follows:

\[
a_{t,ij} = \frac{\exp(e_{t,ij})}{\sum_{i,j} \exp(e_{t,ij})} \tag{8}
\]

\[
e_{t,ij} = W_t \tanh(W_s s_{t-1} + W_h h_{ij}) \tag{9}
\]

where \( W_t, W_s, W_h \) are trainable parameters.

Subsequently, the separated character discriminator is able to localize and extract single characters for further adversarial training. We design another linear layer head on the top of the attention decoder with one unit output at the \( t \)th step as

\[
D_{\text{char}, \text{adv}}(I, t) = W_{\text{adv}}s_t \tag{10}
\]

where \( W_{\text{adv}} \) is a trainable parameter. This head shares the same attention masks learned from the classification task. The adversarial loss of the \( t \)th character on the generated image \( I_{\text{fake}} \) is formulated as follows:

\[
\min_{D_{\text{char}, \text{adv}}} L_{\text{char}, \text{adv}} = \lambda [D_{\text{char}, \text{adv}}(I_{\text{fake}}, t)^2]
+ \lambda [D_{\text{char}, \text{adv}}(I_{\text{real}}, t)^2] \tag{11}
\]

where the hyper-parameter \( \lambda \) is set to 0.1.

In addition to estimating the style-transfer effect, another objective is to retain the text content. Therefore, the discriminator also supervises the content of the generated image. With respect to the text content, \( D_{\text{char}, \text{content}} \) learns from the set \( \{Y_{\text{real}}, Y_{\text{print}}\} \) and guides the generator on the set \( \{I_{\text{fake}}, Y_{\text{print}}\} \). Note that \( Y_{\text{real}} \) and \( Y_{\text{print}} \) can be different. Optimization involves minimizing the negative log-likelihood of the conditional probability as

\[
\min_G L_{\text{char}, \text{content}} = - \sum_{i=1}^{n} \log p(Y_{\text{print},i}|I_{\text{fake}}). \tag{12}
\]

2) **Cursive Join Discriminator (adversarial training and handwriting style supervision):** Compared with the printed style image, one distinctive feature of the handwriting style image is the cursive joins between adjacent characters. Thus, a more global discriminator (as opposed to the local discriminator for separated characters) is necessary to model the relationship between adjacent characters. Inspired by PatchGAN [51], we use the divided patches of feature maps with overlapping receptive fields to expand the focused regions to cover adjacent characters. The discriminator (denoted as \( D_{\text{join}} \), consisting of two heads, termed \( D_{\text{join}, \text{adv}} \) and \( D_{\text{join}, \text{ID}} \)) performs adversarial training and handwriting style supervision on these patches. The adversarial loss at the cursive join level is formulated as follows:

\[
\min_{D_{\text{join}, \text{adv}}} L_{\text{join}, \text{adv}} = \mathbb{E}[D_{\text{join}, \text{adv}}(I_{\text{fake}})^2] + \mathbb{E}[(1 - D_{\text{join}, \text{adv}}(I_{\text{real}}))^2]] \tag{13}
\]

The feature map patches, which contain adjacent characters and the cursive joins between them, informatively indicate a specific handwriting style. Thus, this discriminator also estimates the imitation of specific handwriting styles. \( D_{\text{join}, \text{ID}} \) learns from the set \( \{I_{\text{real}}, \text{ID}\} \) and guides the style bank and the generator on the set \( \{I_{\text{fake}}, \text{ID}\} \) by minimizing the negative log-likelihood of the conditional probability as follows:

\[
\min_{D_{\text{join}, \text{ID}}} L_{\text{join}, \text{ID}} = - \log p(\text{ID}|I_{\text{real}}) \tag{14}
\]

\[
\min_{G} L_{\text{idt}} = [G(I_{\text{real}}, z) - I_{\text{real}}]^2. \tag{15}
\]

We find that this additional design significantly contributes to the success and stability of training, which we demonstrate in Section IV.

3) **Auto-Encoder:** It has been observed that the GANs based on gradient descent optimization may not converge, which suggests the instability of the generator [52]–[55]. To this end, we set up an auto-encoder restriction of identical mapping of both the same handwriting style and content by minimizing

\[
L_{\text{idt}} = [G(I_{\text{real}}, z) - I_{\text{real}}]^2. \tag{15}
\]

The overall framework is differentiable, and thus, it can back-propagate the gradients for updating the style latent vector \( z \) in the lookup table, namely, the style bank.

4) **Training Scheme:** The training scheme of the proposed method is shown in Algorithm 1. The generator and discriminators are updated in alternating steps to achieve adversarial
Algorithm 1 Training Scheme. The Overall Differentiable Framework Can Back-Propagate the Gradients to Update the Style Latent Vector \( \mathbf{z} \) in the Style Bank

Input: Printed style image \( I_{\text{print}} \) and text content \( Y_{\text{print}} \); Real handwriting image \( I_{\text{real}} \), text content \( Y_{\text{real}} \) and writer ID.

Output: Updated generator \( G \), style bank, and dual discriminators (\( D_{\text{char}} \) and \( D_{\text{join}} \)).

while not converge do
1) Update \( D_{\text{char}} \) and \( D_{\text{join}} \):
\[
\min_{D_{\text{char}}} (\mathcal{L}_{\text{char}, \text{adv}} + \mathcal{L}_{\text{char}, \text{content}}),
\min_{D_{\text{join}}} (\mathcal{L}_{\text{join}, \text{adv}} + \mathcal{L}_{\text{join}, \text{ID}}).
\]
2) Update \( G \) and the style bank:
\[
\min_{G} (\mathcal{L}_{\text{char}, \text{adv}} + \mathcal{L}_{\text{char}, \text{content}}) + \mathcal{L}_{\text{join}, \text{ID}},
\min_{\text{StyleBank}, G} (\mathcal{L}_{\text{join}, \text{ID}} + \mathcal{L}_{\text{ID}}).
\]

training. We parameterize handwriting styles by jointly training the generator and the style bank.

B. Inference of Generator

After training, it is possible to generate new handwriting styles by manipulating the elements of the latent vector \( \mathbf{z} \in \mathbb{R}^d \), namely, \( \mathbf{z} = \{z_1, \ldots, z_k, \ldots, z_d\} \). To create a random handwriting style, we adjust every \( z_k \) in the range of
\[
[\min(\mathbf{z}_{\text{all}, k}), \max(\mathbf{z}_{\text{all}, k})] \quad (16)
\]
where \( \mathbf{z}_{\text{all}} \in \mathbb{R}^{d \times n} \) stores all \( \mathbf{z} \) embedded from \( n \) writer IDs in the training set. The restriction of the range of \( z_k \) avoids failed generation, because the limited \( z_k \) falls into modes that the generator ever seen.

Moreover, the input printed style image, which serves as a text content condition, can be changed to achieve different effects, including different position arrangements (for instance, to generate curve text) and text of arbitrary length (for instance, to generate a sentence).

IV. EXPERIMENTS

A. Datasets

IAM [3] contains more than 13 000 lines and 115 000 words written in English by 657 different writers. It can serve as a basis for a variety of handwriting recognition tasks.

RIMES [56] contains more than 60 000 words written in French by over 1,000 authors. Its goal is to evaluate a system dedicated to handwriting recognition and indexing documents.

CVL [57] contains seven different handwritten texts (one in German and six in English) written by 311 different writers. We use the English part for the experiment of domain adaptation.

In addition, we use the default training subsets and testing subsets of the above datasets for the following experiments.

B. Implementation Details

1) Network: Our generator consists of five convolutions, six residual blocks [58], and five deconvolutions, as shown in Table II. The style vector, whose dimensionality is set to 256, is concatenated with the output feature maps of the third residual block.

| Type | Configurations | Out Size |
|------|----------------|----------|
| Conv | maps: 16, N. + R. + AvgPool: 2 × 2 | 16 × 32 × 200 |
| Conv | maps: 64, N. + R. + AvgPool: 2 × 2 | 64 × 16 × 100 |
| Conv | maps: 128, N. + R. + AvgPool: 2 × 2 | 128 × 8 × 50 |
| Conv | maps: 192, N. + R. + AvgPool: 2 × 2 | 192 × 4 × 25 |
| Conv | maps: 256, N. + R. | 256 × 2 × 10 |
| Conv | maps: 256, N. + R. | 256 × 2 × 10 |

2) FC adversary: unit, classifier: n characters

| Type | Configurations | Out Size |
|------|----------------|----------|
| Conv | maps: 16, N. + R. + AvgPool: 2 × 2 | 16 × 32 × 200 |
| Conv | maps: 64, N. + R. + AvgPool: 2 × 2 | 64 × 16 × 100 |
| Conv | maps: 128, N. + R. + AvgPool: 2 × 2 | 128 × 8 × 50 |
| Conv | maps: 192, N. + R. + AvgPool: 2 × 2 | 192 × 4 × 25 |
| Conv | maps: 256, N. + R. + AvgPool: 2 × 2 | 256 × 1 × 7 |
| Conv | maps: n styles, AvgPool: 1 × 7 | n |
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TABLE V
ABLATION STUDY. THE METRICS ARE FID AND GS. LOWER VALUES ARE PREFERABLE

| $L_{\text{join},\text{adv}}$ | $L_{\text{idt}}$ | $L_{\text{char},\text{content}}$ | $L_{\text{char},\text{adv}}$ | $L_{\text{join,ID}}$ (Style Bank) | FID | GS | Image (“tomorrow”) |
|-----------------|--------------|-----------------|-----------------|-----------------|-----|----|-------------------|
| ✓               | ✓            | ✓               | ✓               | ✓               | 272.8 | 5.00 x 10^{-2} | ![Image](image1.png) |
| ✓               | ✓            | ✓               | ✓               | ✓               | 48.02 | 6.84 x 10^{-3} | ![Image](image2.png) |
| ✓               | ✓            | ✓               | ✓               | ✓               | 15.68 | 8.59 x 10^{-4} | ![Image](image3.png) |
| ✓               | ✓            | ✓               | ✓               | ✓               | 14.20 | 7.82 x 10^{-4} | ![Image](image4.png) |
| ✓               | ✓            | ✓               | ✓               | ✓               | **12.06** | **5.59 x 10^{-4}** | ![Image](image5.png) |

The dual discriminators share the first four convolutions, whose architectures are shown in Tables III and IV.

2) **Optimization:** We use ADAM [59] as the optimizer with the settings of $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The learning rate is set to $10^{-4}$ and linearly decreased to $10^{-5}$ after 300,000 iterations. The batch size is 128. If the image width is less than 400, we pad the image with white to obtain a width of 400 pixels. Otherwise, we resize it to 400. Our method is built on the PyTorch framework [60], and all experiments are conducted on NVIDIA 1080Ti GPUs.

C. Evaluation Metrics

Following the settings of [1], [9], the evaluation metrics are the widely used GAN metrics of Fréchet inception distance (FID) [52] and geometric score (GS) [61]. The FID captures the similarity of generated images to real ones, which is validated to be consistent with human judgment. The GS compares the geometrical properties of the underlying data manifold and the generated one, which provides both qualitative and quantitative means for evaluation. Lower values of FID and GS are preferable.

With respect to recognition performance, we use word error rate (WER) and character error rate (CER) as metrics for handwritten text recognition. WER denotes the ratio of mistakes at the word level, among all the words of the ground truth, and CER measures the Levenshtein distance normalized by the length of the ground truth. Lower values of WER and CER are preferable.

D. Ablation Study

We study the effectiveness of the proposed components on RIMES and list five results in a progressive combination manner in Table V. First, we build a baseline using only $L_{\text{join,adv}}$. Thus, the framework degenerates to a PatchGAN [51] using only an adversarial loss. The latent vector $z$ is replaced by a noise vector $n \sim N(0, 1)$. As illustrated by the images in Table V, the baseline generation contains meaningless strokes and falls into a collapse mode. The FID and GS scores are large, which indicates a large gap between the source and the generated images.

Then we add the identical mapping loss $L_{\text{idt}}$ to ease training. We find that the auto-encoder significantly contributes to the success and stability of training. Some glyphs can be seen in the generated images. To further guide the generator to retain the text content on the output image, we add a content supervision using character-level content loss $L_{\text{char, content}}$. The word “tomorrow” can be distinguished from the generated image. Subsequently, we add a character-level adversarial loss $L_{\text{char, adv}}$ to improve the reality of every character. The generated image is quite realistic and satisfactory. This indicates that the dual discriminators for two-level style adversarial learning are critical to the high quality of the generated handwritten text image. Furthermore, we require the generator to present a specific handwriting style that can be easily identified. Under the supervision of writer IDs, the handwriting styles are parameterized as corresponding latent vectors stored in the style bank, which serve as style priors for the generator. By this way, more handwriting features occur, including character slant, cursive join, stroke width, ink blot, paper backgrounds, etc. We obtain the best FID of 12.06 and GS of $5.59 \times 10^{-4}$.

E. Comparison With Previous Methods

Applying settings similar to those in [1] and [9], we evaluate the quality of our generated images under the metric of FID (using 25k real and 25k generated images) and GS (using 5k real and 5k generated images). Note that our evaluation is more rigorous, as recommended in [1]. We finish training before evaluation, as opposed to on-the-fly evaluation during training and the choice of the best score [9].

As presented in Table VI, the proposed SLOGAN achieves best results on both FID and GS metrics. The SLOGAN gains
We choose the corresponding result (with existing style but unseen content) of GANwriting [13] for fair comparison, because the generated images containing out-of-vocabulary words are bounded by existing handwriting styles in the training set. As shown in Table VII, although the previous study presented promising generated images, our method takes a further step and outperforms it by a notable margin.

### G. Diversity of Generation

The generator learns to generate images according to the input printed style image $I_{\text{print}}$ and the latent style vector $\mathbf{z}$. Once we change $I_{\text{print}}$ and $\mathbf{z}$, the generated image achieves different effects, which increases the diversity of the training data.

1) **Content Diversity:** Because the generator works in a fully convolutional fashion, there exists spatial consistency between the input and output images. As shown in Fig. 8, we present the different effects, including adjacent character interval, curved text, and arbitrary length text, produced by the variant input images.

For instance, we expand the interval between adjacent characters on the input image, and the character interval on the generated image is enlarged as well. Moreover, using a curved printed text image as input, the generator also outputs a curved handwritten text image. Simultaneously, the generator trained on word-level images is able to synthesize sentences of arbitrary length, requiring only a change of sentence string in the input printed style image. The proposed SLOGAN can reasonably tackle the space between words, whereas previous studies [1], [14] can only generate a sentence as a long word without any space. From this perspective, the proposed SLOGAN is easy and flexible to use.

2) **Style Diversity:** Handwriting styles are parameterized as latent vector $\mathbf{z} = \{z_1, \ldots, z_d\}$, in which the element $z_k$ is manipulatable to control the generated styles. As shown in Fig. 9, we randomly introduce perturbations to the parameters to generate various handwriting styles. After adding the generated samples (marked by green bounding boxes) to the existing training set, the distribution is more even and reasonable, which indicates that the bias of the style is significantly rectified.

We also compare our method with advanced GANwriting [13]. As demonstrated in Fig. 10, we randomly generate various styles of the word “deep” following the setting of Kang et al. [13] and visualize the distribution via t-SNE. It can be seen that the distribution of our generated samples is more even, which suggests the superiority of the diversity of our data synthesis. Because the original paper did not report recognition accuracy gains, we only conduct a comparison based on visual effects for reference.

Furthermore, we demonstrate the visual effects achieved by manipulating the latent vector in two ways. As shown in Fig. 11, we interpolate the entire vector $\mathbf{z}$ between two random vectors $\mathbf{z}_a$ and $\mathbf{z}_b$ to achieve style interpolation and to manipulate certain elements $z_k$ to achieve special attribute changes.
H. Improvement of Recognition Performance

The various synthesized data significantly contribute to the diversity of training samples, thereby benefiting the robustness of text recognizers. To validate the effectiveness of the generated samples and compare them with previous studies [1], [9], we follow the setting that adds 100K generated samples for training. However, previous studies used different recognizers, which are not directly comparable. Thus, we use a more common and generalized recognizer [6], [7] in subsequent experiments. As presented in Table VIII, the extra synthesized data significantly boost the recognition performance. For instance, the WER of IAM significantly decreases (↓1.83%, from 19.12% to 17.29%). Actually, our baseline is higher than that of [1], indicating less room for improvement, but we gain more error reduction than theirs (less than 1%).

Another interesting observation is that the 100K extra samples are barely sufficient for training. We find that approximately 10 million synthesized samples can reach the upper bound of our method. As shown in Table VIII, 10 million samples further improve the recognition performance by a significant margin, especially on the WER of IAM (↓2.32%, from 17.29% to 14.97%).

We are also interested in the relationship between data augmentation and data synthesis. As discussed in the Related Work section, data augmentation is performed on the existing samples and cannot create new images containing words out of the training vocabulary, whereas data synthesis
makes these images available. Therefore, we integrate our data synthesis method with data augmentation using the open-source toolkit\textsuperscript{1} and performing random augmentation \cite{7} on the synthesized samples. For fair comparison, the methods listed in Table IX share similar training settings. Methods using additional data or language models are outside the scope of this study. As shown in Table IX, independent augmentation and synthesis benefit the robustness of the recognizer. Moreover, the recognizer trained using both data synthesis and data augmentation achieves the best performance, which suggests the complementariness of data synthesis and data augmentation.

I. Domain Adaptation

We further explore the potential capacity for domain adaptation by training the recognizer using the IAM training set and CVL-like generated samples and evaluating on the CVL testing set. Following the settings of ScrabbleGAN \cite{1}, we train our GAN using only the IAM training dataset and generate 100K samples using CVL lexicon as additional training data. We repeat the training five times and report the averages

\begin{table}[h]
\centering
\begin{tabular}{lcc}
\hline
Set & Synth. Data Size & WER  \\
\hline
IAM & - & 19.12  \\
 & +100K & 17.29  \\
 & +∞ (~10M) & 14.97  \\
RIMES & - & 13.83  \\
 & +100K & 12.01  \\
 & +∞ (~10M) & 11.50  \\
\hline
\end{tabular}
\caption{Complementariness of data synthesis and data augmentation. We obtain the best result using both data synthesis and data augmentation.}
\end{table}

\textsuperscript{1}https://github.com/Canjie-Luo/Text-Image-Augmentation
and standard deviations thereof. As shown in Table X, the reproduced baseline is comparable to that of the original study. After adding 100K generated samples, the recognition performance is significantly boosted. The recognizer trained using our synthesized data achieves lower WER and CER, indicating the superior quality and diversity of our generated data.

### J. Turing Test

We have studied whether or not the generated images are indistinguishable from real handwriting samples by conducting two human evaluation experiments. We recruited 40 volunteers who had once engaged in text image processing tasks, including text region detection, text image recognition, text image enhancement, etc., because we believe the person who worked in related works owns superior acuity and insight into the variance of text patterns.

First, we showed 20 representative real handwriting samples to the volunteers. They were then asked to classify an image as real one or generated one. The images for classification were randomly collected from real training images and our generated images. We collected 50 valid responses from every volunteer, that is, 2000 responses in total. The results are presented as a confusion matrix in Table XI, including recall (Rec), precision (Pre), false positive rate (FPR), false omission rate (FOR), and accuracy (Acc) values. We find that the classification accuracy is close to 50%, which suggests that it is almost a random binary classification. This indicates that even the expert volunteers cannot easily identify the generated images.

Furthermore, we report another result for reference by raising the quality requirements of the generated images. The generated image is required not only to be like a real handwriting image but also to successfully imitate a handwriting style. Specifically, we gave the volunteers three real handwriting images in the same style and asked them to determine whether the style of another image is the same or not. Every time the image used for classification was randomly collected from the existing images and the generated images in the same style. We collected 50 valid responses from every volunteer, namely 2000 responses in total. As shown in the Table XII, although the accuracy increases from 50.95% (in Table XI) to 55.25%, we surprisingly find that it is still close to a random binary classification. Note that the setting (additional...
handwriting style requirements) is much stricter than the first human experiment. This experiment again verifies that the samples generated by our method can significantly imitate real handwriting of human beings.

V. CONCLUSION

In this article, we have presented SLOGAN for enriching handwriting training samples for robust recognition. We synthesize handwriting data from the perspective of parameterizing style and controlling the parameters to generate new styles. This is achieved using a style bank to parameterize a handwritten style as a latent vector, which is taken by the generator as a style prior to imitate specific handwriting style. The joint training of the style bank and the generator requires only the supervision of writer ID. By this way, it is possible to generate diverse handwriting styles by simply manipulating the latent vector.

Another highlight of our method is that we propose dual discriminators specifically designed for text string images to provide relatively comprehensive supervision, thereby enabling text string image synthesis in an image-to-image manner. There are benefits of transferring a printed style image to a handwriting style image. First, it can generate a word or sentence out of the vocabulary by simply changing the input text content. Second, different spatial arrangements of the text string on the input image result in consistent effects on the output image, which indicates that our generator can synthesize text images of arbitrary shapes.

Extensive experiments reveal the superiority of our method in terms of generated quality and diversity, and its contribution to robust training of recognizers. Our data synthesis method can also complement data augmentation methods and further boost recognition performance. It is also notable that our method is potentially capable of domain adaptation tasks. Finally, the Turing test shows that our artificially synthesized samples are quite plausible that they can cheat human judgment. In the future, we will explore online hard example generation by studying the interpretability of GAN latent space. By this way, more effective and specific handwriting samples for training may be available.

APPENDIX

We present several sayings written via our method as shown in Figs. 12–15. Zoom in for better view.
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