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ABSTRACT. This paper studies three natural pre-orders of increasing generality on the set of all completely non-unitary partial isometries with equal defect indices. We show that the problem of determining when one partial isometry is less than another with respect to these pre-orders is equivalent to the existence of a bounded (or isometric) multiplier between two natural reproducing kernel Hilbert spaces of analytic functions. For large classes of partial isometries these spaces can be realized as the well-known model subspaces and de Branges–Rovnyak spaces. This characterization is applied to investigate properties of these pre-orders and the equivalence classes they generate.
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1. INTRODUCTION

This paper explores several partial orders on various sets of equivalence classes of partial isometries on Hilbert spaces and their relationship to the function theory problem of when there exists a multiplier from one Hilbert space of analytic functions to another.

More specifically, for $n \in \mathbb{N} \cup \{\infty\}$, we examine the class $\mathcal{V}_n(\mathcal{H})$ of all bounded linear operators $V$ on a complex separable Hilbert space $\mathcal{H}$ satisfying:

(i) $V$ is a partial isometry;

(ii) the defect spaces $\mathcal{D}_+(V) := \operatorname{Ker}(V)$ and $\mathcal{D}_-(V) := \operatorname{Ran}(V)^\perp$ have equal dimension $n$;

(iii) there exists no proper reducing subspace $\mathcal{M}$ for $V$ for which $V|_{\mathcal{M}}$ is unitary.

An operator satisfying this last condition is said to be completely non-unitary. We use the notation $\mathcal{V}_n$ when considering the set of all $\mathcal{V}_n(\mathcal{H})$ for any Hilbert space $\mathcal{H}$. 
A theorem of Livšic [17] settles the unitary equivalence question for $V_n$. More precisely, to each $V \in V_n$ there is an associated operator-valued contractive analytic function $w_V$ on $\mathbb{D}$, called the characteristic function associated with $V$, such that $V_1, V_2 \in V_n$ are unitarily equivalent if and only if $w_{V_1}$ coincides with $w_{V_2}$. This idea was expanded to contraction operators [5], [6], [19], [24].

In this paper, we explore three partial orders on $V_n$ and their possible relationships with the Livšic characteristic function. After some introductory material, we define three relations $\lesssim$, $\preceq$, and $\preceq_q$ on $V_n$. Each defines a pre-order (reflexive and transitive) and each induces an equivalence relation on $V_n$ by $A \approx B$ if and only if $A \preceq B$ and $B \preceq A$ (similarly for the relations $\preceq$ and $\preceq_q$). In turn, these three equivalence relations generate corresponding equivalence classes $[A]$ of operators in $V_n$ and induce partial orders on the set of equivalence classes $V_n/\approx$. The first of these partial orders $\lesssim$ was explored by Halmos and McLaughlin [13] and the equivalence classes turn out to be trivial in the sense that $A \lesssim B$ if and only if $A = B$. Classifying the equivalence classes induced by $\preceq$ and $\preceq_q$ is more complicated and requires further discussion.

Our approach to understanding $\preceq$ and $\preceq_q$ is to recast the problem in terms of the existence of multipliers between spaces of analytic functions. Using ideas from Livšic [17] and Kreǐn [16] (and explored further by de Branges and Rovnyak in [5], [6], and by Nikolskii and Vasyunin in [19]), we associate each $V \in V_n$ with a Hilbert space $\mathcal{H}_V$ of vector-valued analytic functions on $\mathbb{C} \setminus \mathbb{T}$ such that $V|_{\text{Ker}(V)}$ is unitarily equivalent to $3_V$, where $3_V f = zf$ on $\text{Dom}(3_V) = \{ f \in \mathcal{H}_V : zf \in \mathcal{H}_V \}$. We show, for $V_1, V_2 \in V_n$, that:

(i) $V_1$ is unitarily equivalent to $V_2$ if and only if there is an isometric multiplier from $\mathcal{H}_{V_1}$ onto $\mathcal{H}_{V_2}$ (more precisely, there exists an operator-valued analytic function $\Phi$ on $\mathbb{C} \setminus \mathbb{T}$ such that $\Phi \mathcal{H}_{V_1} = \mathcal{H}_{V_2}$ and the operator $f \mapsto \Phi f$ from $\mathcal{H}_{V_1}$ to $\mathcal{H}_{V_2}$ is isometric);

(ii) $V_1 \preceq V_2$ if and only if there is an isometric multiplier $\Phi$ from $\mathcal{H}_{V_1}$ into $\mathcal{H}_{V_2}$;

(iii) $V_1 \preceq_q V_2$ if and only if there is a multiplier $\Phi$ from $\mathcal{H}_{V_1}$ into $\mathcal{H}_{V_2}$ (that is, $\Phi \mathcal{H}_{V_1} \subseteq \mathcal{H}_{V_2}$).

What makes this partial order problem interesting from a complex analysis perspective is that under certain circumstances, depending on the Livšic function, the partial order problem (When is $A \preceq B$? When is $A \preceq_q B$?) can be also rephrased in terms of the existence of (isometric) multipliers from one model space $(\Theta H^2)_{\perp}$ to another, or perhaps from one de Branges–Rovnyak $\mathcal{H}(b)$ space to another. These are well-known and well-studied Hilbert spaces of analytic functions on $\mathbb{D}$ which have many connections to operator theory [5], [6], [19], [24].

2. PARTIAL ISOMETRIES

Let $B(\mathcal{H})$ denote the set of all bounded operators on a separable complex Hilbert space $\mathcal{H}$. 
DEFINITION 2.1. An operator $V \in B(\mathcal{H})$ is called a partial isometry if $V \big|_{\text{Ker}(V)^\perp}$ is an isometry. The space $\text{Ker}(V)^\perp$ is called the initial space of $V$ while $\text{Ran}(V)$ is called the final space of $V$. The spaces $\mathcal{D}_+(V) := \text{Ker}(V)$ and $\mathcal{D}_-(V) := \text{Ran}(V)^\perp$ are called the defect spaces of $V$ and the pair of numbers $(n_+, n_-)$, where $n_+$ and $n_-$ are the corresponding dimensions of $\mathcal{D}_+(V)$ and $\mathcal{D}_-(V)$, are called the deficiency indices of $V$.

Note that a partial isometry $V$ with deficiency indices $(0, 0)$ is a unitary operator. The following proposition is standard and routine to verify.

PROPOSITION 2.2. For $V \in B(\mathcal{H})$ the following are equivalent:

(i) $V$ is a partial isometry;
(ii) $V = VV^*$;
(iii) $V^*$ is a partial isometry;
(iv) $V^*V$ is an orthogonal projection;
(v) $VV^*$ is an orthogonal projection.

One can show that $V^*V$ is the orthogonal projection of $\mathcal{H}$ onto the initial space of $V$ while $VV^*$ is the orthogonal projection of $\mathcal{H}$ onto the final space of $V$. Note that if $V$ is a partial isometry, then $Q_1VQ_2$ is also a partial isometry for any unitary operators $Q_1, Q_2$ on $\mathcal{H}$.

When $\dim(\mathcal{H}) < \infty$, the partial isometries $V$ on $\mathcal{H}$ are better understood [8], [14], [15]. Here we think of $V \in M_n(\mathbb{C})$. For example, if $\{u_1, \ldots, u_r\}$ is an orthonormal basis for $\mathbb{C}^n$ then for any $1 \leq r \leq n$ the (column partitioned) matrix

$$
\begin{bmatrix}
    u_1 | u_2 | \cdots | u_r | 0 | 0 | \cdots | 0
\end{bmatrix}
$$

is a partial isometry with initial space $\bigvee \{e_1, \ldots, e_r\}$ (where $e_j$ is the $j$th standard basis vectors for $\mathbb{C}^n$ and $\bigvee$ is the linear span) and final space $\bigvee \{u_1, \ldots, u_r\}$. For any $n \times n$ unitary matrix $Q$

$$
Q |u_1 | u_2 | \cdots | u_r | 0 | 0 | \cdots | 0| Q^*
$$

is also a partial isometry.

PROPOSITION 2.3. For $V \in M_n(\mathbb{C})$, the following are equivalent:

(i) $V$ is a partial isometric matrix;
(ii) $V = Q |u_1 | u_2 | \cdots | u_r | 0 | 0 | \cdots | 0| Q^*$, where $\{u_1, \ldots, u_r : 1 \leq r \leq n\}$ is a set of orthonormal vectors in $\mathbb{C}^n$ and $Q$ is a unitary matrix;
(iii) $V = U P$, where $U$ is a unitary matrix and $P$ is an orthogonal projection.

The unitary matrix $U$ in the proposition above is not unique and is often called a unitary extension of $V$. For general partial isometries $V$ on possibly infinite dimensional Hilbert spaces $\mathcal{H}$, unitary extensions in $B(\mathcal{H})$ need not always exist. However, we know exactly when this happens [1].

PROPOSITION 2.4. A partial isometry $V \in B(\mathcal{H})$ has unitary extensions in $B(\mathcal{H})$ if and only if $V$ has equal deficiency indices.
When \( \dim(\mathcal{H}) < \infty \), deficiency indices are always equal.

**Definition 2.5.** A partial isometry \( V \in B(\mathcal{H}) \) is **completely non-unitary** if there is no nontrivial reducing subspace \( \mathcal{M} \) of \( \mathcal{H} \) (that is, \( \mathcal{V}\mathcal{M} \subset \mathcal{M} \) and \( \mathcal{V}^*\mathcal{M} \subset \mathcal{M} \)) such that \( V|_{\mathcal{M}} \) is a unitary operator on \( \mathcal{M} \).

It is well-known [24] that every partial isometry \( V \) can be written as \( V = V_1 \oplus V_2 \), where \( V_1 \) is unitary and \( V_2 \) is completely non-unitary. In finite dimensions it is easy to identify the completely non-unitary partial isometries.

**Proposition 2.6.** A partially isometric matrix \( V \in M_n(\mathbb{C}) \) is completely non-unitary if and only if all of its eigenvalues lie in the open unit disk \( \mathbb{D} \).

**Remark 2.7.** Our launching point here is the work of Livšic [17] which explores this same material in a slightly different way. Livšic considers isometric operators \( \tilde{V} \) that are defined on a domain \( \text{Dom}(\tilde{V}) \) on a Hilbert space \( \mathcal{H} \) such that \( \tilde{V} \) is isometric on \( \text{Dom}(\tilde{V}) \). Here, the defect spaces are defined to be \( \text{Dom}(\tilde{V})^\perp \) and \( (\tilde{V}\text{Dom}(\tilde{V}))^\perp \). If we define

\[
Vx = \begin{cases} 
\tilde{V}x & \text{if } x \in \text{Dom}(\tilde{V}), \\
0 & \text{if } x \in \text{Dom}(\tilde{V})^\perp,
\end{cases}
\]

then \( V \) is a partial isometry with initial space \( \text{Dom}(\tilde{V})^\perp \) and final space \( \tilde{V}\text{Dom}(\tilde{V}) \).

Conversely, if \( V \) is a partial isometry, then \( \tilde{V} = V|_{\text{Ker}(V)^\perp} \) is an isometric operator in the Livšic setting.

**Remark 2.8.** The discussion of unitary equivalence and partial orders in this paper focuses on partial isometries. However, using some standard theory, all of our results have analogues expressed in terms of unbounded symmetric linear transformations [1]. Indeed, let

\[
\beta(z) = \frac{z - i}{z + i}
\]

denote the **Cayley transform**, a fractional linear transformation that maps the upper half plane \( \mathbb{C}_+ \) bijectively to \( \mathbb{D} \) and \( \mathbb{R} \) bijectively onto \( \mathbb{T} \setminus \{1\} \). Here \( \mathbb{T} \) denotes the unit circle in \( \mathbb{C} \). Notice that

\[
\beta^{-1}(z) = i\frac{1 + z}{1 - z}.
\]

If \( V \) is a partial isometry, the operator \( S := \beta^{-1}(V) = i(I + V)(I - V)^{-1} \) is a unbounded, closed, symmetric linear transformation with domain \( \text{Dom}(S) = (I - V)\text{Ker}(V)^\perp \). Note that if 1 is an eigenvalue of \( V \), then \( S = \beta^{-1}(V) \) is not densely defined. This poses no major technical difficulties in our analysis, but it is something to keep in mind. See [12], [23] for references on symmetric linear transformations which are not necessarily densely defined. We will reserve the term **symmetric operator** for a densely defined symmetric linear transformation.
Conversely, if \( S \) is a symmetric linear transformation with domain \( \text{Dom}(S) \), then

\[
\beta(S) = (S - \imath I)(S + \imath I)^{-1}
\]

is an isometric operator on the domain \((S + \imath I)\text{Dom}(S)\) that can be extended to a partial isometry on all of \( \mathcal{H} \) by extending it to be zero on the orthogonal complement of its domain. A closed symmetric linear transformation is said to be simple if its Cayley transform \( V = \beta(S) \) is completely non-unitary. This happens if and only if \( S \) has no self-adjoint restriction to the intersection of its domain with a proper, nontrivial invariant subspace.

Note that \( V \) has unitary extensions if and only if \( \beta^{-1}(V) \) has self-adjoint extensions. The Cayley transform shows that if \( V = \beta(S) \), the deficiency subspaces \( \text{Ker}(V) \) and \( \text{Ran}(V)^\perp \) are equal to the deficiency spaces \( \text{Ran}(S - \imath I)^\perp \) and \( \text{Ran}(S + \imath I)^\perp \), respectively.

Let us give some examples of partial isometries that will be useful later on.

**Example 2.9.** (i) The matrices

\[
Q[u_1 | u_2 | \cdots | u_r | 0 | 0 | \cdots | 0]Q^*
\]

from (2.2) are all of the partial isometries on \( \mathbb{C}^n \).

(ii) Every orthogonal projection is a partial isometry. However, no orthogonal projection is completely non-unitary.

(iii) The unilateral shift \( S : H^2 \to H^2 \), \( Sf = zf \), on the Hardy space \( H^2 \) [7] is a partial isometry with initial space \( H^2 \) and final space \( H^2_0 := \{ f \in H^2 : f(0) = 0 \} \). The defect spaces are \( \mathcal{D}_+(S) = \{ 0 \} \), \( \mathcal{D}_-(S) = \mathbb{C} \) and thus the deficiency indices of \( S \) are \((0, 1)\). Since the indices are not equal, \( S \) does not have unitary extensions to \( H^2 \) (Proposition 2.4).

(iv) The adjoint \( S^* \) of \( S \) is given by \( S^*f = \frac{f-f(0)}{z} \) and it is called the backward shift. Note that \( S^* \) is a partial isometry (Proposition 2.2) with initial space \( H^2_0 \) and final space \( H^2 \). The defect spaces are \( \mathcal{D}_+(S^*) = \mathbb{C} \) and \( \mathcal{D}_-(S^*) = \{ 0 \} \) and thus the deficiency indices are \((1, 0)\). Thus the backward shift \( S^* \) has no unitary extensions to \( H^2 \).

(v) The operator \( S^* \oplus S : H^2 \oplus H^2 \to H^2 \oplus H^2 \) is a partial isometry with initial space \( H^2_0 \oplus H^2 \) and final space \( H^2 \oplus H^2_0 \). The defect spaces are \( \mathcal{D}_+(S^* \oplus S) = \mathbb{C} \oplus \{ 0 \} \) and \( \mathcal{D}_-(S^* \oplus S) = \{ 0 \} \oplus \mathbb{C} \) and thus \( S^* \oplus S \) has deficiency indices \((1, 1)\). One can show that this operator is also completely non-unitary and thus \( S^* \oplus S \in \mathcal{V}_1 (H^2) \).

(vi) Consider the partial isometry \( S \otimes S^* \) acting on \( \mathcal{H} := H^2 \otimes H^2 \). Alternatively, this operator can be viewed as the operator block matrix

\[
\begin{pmatrix}
0 & \cdots \\
S^* & 0 \\
\vdots & \ddots \\
\end{pmatrix}
\]

(2.4)
acting on the Hilbert space
\[ \mathcal{H} := \bigoplus_{k \geq 0} H^2. \]

One can verify that
\[ \text{Ker}(S \otimes S^*)^\perp = \mathcal{H}_0 := \bigoplus_{k \geq 0} H^2_k, \]
\[ \text{Ran}(S \otimes S^*)^\perp = \text{Ker}(S^* \otimes S) = H^2 \oplus \bigoplus_{k \geq 1} \{0\}, \]
and that \( S \otimes S^* \) is completely non-unitary. Thus \( S \otimes S^* \in \mathcal{Y}_\infty(H^2 \otimes H^2) \).

(vii) If \( \Theta \) is an inner function, define \( K_\Theta = (\Theta H^2)^\perp \) to be the well-known model space. Consider the compression \( S_\Theta := P_\Theta S|_{K_\Theta} \) of the shift to \( K_\Theta \), where \( P_\Theta \) is the orthogonal projection of \( L^2 \) onto \( K_\Theta \). If \( \Theta(0) = 0 \), one can show that
\[ D_+(S_\Theta) = \text{Ker}(S_\Theta) = \mathbb{C} \frac{\Theta}{\bar{z}}, \quad D_-(S_\Theta) = (\text{Ran}(S_\Theta))^\perp = \mathbb{C}. \]

Furthermore, \( \text{Ker}(S_\Theta)^\perp = \{ f \in K_\Theta : zf \in K_\Theta \} \) and so \( S_\Theta \) is isometric on \( \text{Ker}(S_\Theta)^\perp \). Thus \( S_\Theta \) is a partial isometry with defect indices \((1, 1)\). It is well-known that the compressed shift \( S_\Theta \) is irreducible (has no nontrivial reducing subspaces) and thus \( S_\Theta \) is completely non-unitary. Hence, assuming \( \Theta(0) = 0 \), \( S_\Theta \in \mathcal{Y}_1(K_\Theta) \). The model space \( K_\Theta \) is a reproducing kernel Hilbert space with kernel
\[ k_\lambda^\Theta = \frac{1 - \Theta(\lambda)\bar{\Theta}}{1 - \bar{\lambda}z}. \]

To every model space there is a natural conjugation \( C_\Theta \) defined via the radial (or non-tangential) boundary values of \( f \) and \( \Theta \) by \( C_\Theta f = \Theta f \). One can see that \( C_\Theta \) is conjugate linear, isometric, and involutive. Furthermore, a calculation shows that
\[ C_\Theta k_\lambda^\Theta = \frac{\Theta - \Theta(\lambda)}{z - \lambda}. \]

The compressed shift \( S_\Theta \) also obeys the property \( S_\Theta = C_\Theta S^*_\Theta C_\Theta \). This puts \( S_\Theta \) into a class of operators called complex symmetric operators [9], [10], [11]. Furthermore, \( S^*_\Theta = S^*|_{K_\Theta} \), the restriction of the backward shift to the model space \( K_\Theta \).

(viii) Another partial isometry on \( K_\Theta \) closely related to \( S_\Theta \) is created as follows. The operator \( \tilde{M}_\Theta f = zf \) is not a well defined operator on all of \( K_\Theta \), but it is defined on \( \text{Dom}(\tilde{M}_\Theta) = \{ f \in K_\Theta : zf \in K_\Theta \} \). A little thought shows that \( \text{Dom}(\tilde{M}_\Theta) = \{ f \in K_\Theta : (C_\Theta f)(0) = 0 \} \). Using the isometric nature of \( C_\Theta \) and the fact that point evaluations are continuous, we see that \( \text{Dom}(\tilde{M}_\Theta) \) is closed. Furthermore, we know that \( \text{Ran}(\tilde{M}_\Theta) = \tilde{M}_\Theta \text{Dom}(\tilde{M}_\Theta) = \{ f \in K_\Theta : f(0) = 0 \} \). Keeping with our previous notation from Remark 2.7, let \( M_\Theta \) be the operator that is equal to \( \tilde{M}_\Theta \) on \( \text{Dom}(\tilde{M}_\Theta) \) and equal to zero on \( \text{Dom}(\tilde{M}_\Theta)^\perp \). Observe that
$M_\Theta$ is a partial isometry with initial space $\text{Dom}(\hat{M}_\Theta)$ and final space $\text{Ran}(\hat{M}_\Theta)$. Furthermore, the defect spaces are

$$D_+(M_\Theta) = \mathbb{C}c_{\Theta}k_0^\Theta, \quad D_-(M_\Theta) = \mathbb{C}k_0^\Theta,$$

so that $M_\Theta \in \mathcal{V}_1(K_\Theta)$. In fact, if $\Theta(0) = 0$, then $M_\Theta = S_\Theta$. We will see in Example 8.6 below that for any $a \in \mathbb{D}$, $M_\Theta \cong M_{\Theta a}$, where

$$\Theta_a := \frac{\Theta - a}{1 - \overline{a}\Theta} \quad \text{for any inner } \Theta.$$

Thus for any inner $\Theta$, $M_\Theta \cong S_{\Theta(0)}$.

(ix) For $b \in H_1^\infty := \{g \in H^\infty : \|g\|_\infty \leq 1\}$, the closed unit ball in $H^\infty$, define $\mathcal{H}(b)$, the de Branges–Rovnyak space to be the reproducing kernel space corresponding to the kernel

$$k_b^\lambda = \frac{1 - \overline{b(\lambda)}b}{1 - \overline{\lambda}z}, \quad \lambda, z \in \mathbb{D}.$$

When $\|b\|_\infty < 1$, $\mathcal{H}(b) = H^2$ with an equivalent norm. On the other extreme, when $b$ is an inner function, $\mathcal{H}(b)$ is the model space $K_b$ with the standard $H^2$ norm [21].

The analogue of the compressed shift $S_\Theta$ can be generalized to the case where $b$ is an extreme point of the unit ball of $H^\infty$, but not to the case where $b$ is not an extreme point. To see this, note from II-7 of [21] that $S^* \mathcal{H}(b) \subset \mathcal{H}(b)$. If $X = S^*|_{\mathcal{H}(b)}$, then it was shown in II-9 of [21] that $X^*f = Sf - \langle f, S^*b \rangle b$. If we define $\mathcal{H}_0(b) = \{f \in \mathcal{H} : f(0) = 0\}$, we can use the formula above for $X^*$ to get

$$X^*Xf = X^*S^*f = SS^*f - \langle S^*f, S^*b \rangle b = f - \langle S^*f, S^*b \rangle b.$$

Since $b$ is an extreme point, $b \notin \mathcal{H}(b)$ by V-3 of [21], and it follows that $\langle S^*f, S^*b \rangle b = 0$. Thus $X^*|_{S^*\mathcal{H}_0(b)} = S|_{S^*\mathcal{H}_0(b)}$ and $\hat{M}_b := S|_{S^*\mathcal{H}_0(b)}$ is an isometry from $S^*\mathcal{H}_0(b)$ onto $\mathcal{H}_0(b)$. A little thought shows that $\{f \in \mathcal{H}(b) : zf \in \mathcal{H}(b)\} = S^*\mathcal{H}_0(b)$ and so $\hat{M}_b$ is multiplication by the independent variable on

$$\text{Dom}(\hat{M}_b) = \{f \in \mathcal{H}(b) : zf \in \mathcal{H}(b)\}.$$

One also has

$$\text{Ran}(\hat{M}_b) = \mathbb{C}k_0^b.$$

Furthermore, using the fact that $\langle S^*f, S^*b \rangle b = 0$ for all $f \in S^*\mathcal{H}_0(b) = \text{Dom}(\hat{M}_b)$, we see that

$$\text{Dom}(\hat{M}_b) = \mathbb{C}S^*b.$$

This means that the extension operator $M_b$ from Remark 2.7 is a partial isometry with $(1,1)$ deficiency indices. One can also show that $M_b$ is completely non-unitary and thus $M_b \in \mathcal{V}_1(\mathcal{H}(b))$ whenever $b$ is extreme. The analysis above breaks down when $b$ is non-extreme.
3. ABSTRACT MODEL SPACES

In this section we put some results from [5], [6], [16], [17], [19] in a somewhat different context and show that for \( V \in \mathcal{Y}_n(\mathcal{H}) \), \( n < \infty \), and model \( \Gamma \) for \( V \) (which we will define momentarily) there is an associated reproducing kernel Hilbert space of \( \mathbb{C}^n \)-valued analytic functions \( \mathcal{K}_{V,\Gamma} \) on \( \mathbb{C} \setminus \mathbb{T} \) such that
\[
V|_{\text{Ker}(V)^\perp} \simeq \tilde{\mathcal{K}}_{V,\Gamma},
\]
where
\[
\tilde{\mathcal{K}}_{V,\Gamma} : \text{Dom}(\tilde{\mathcal{K}}_{V,\Gamma}) \to \mathcal{K}_{V,\Gamma}, \quad \tilde{\mathcal{K}}_{V,\Gamma} = zf,
\]
\[
\text{Dom}(\tilde{\mathcal{K}}_{V,\Gamma}) = \{ f \in \mathcal{K}_{V,\Gamma} : zf \in \mathcal{K}_{V,\Gamma} \}.
\]
As before (Remark 2.7), \( \tilde{\mathcal{K}}_{V,\Gamma} \) is the partial isometric extension of \( \tilde{\mathcal{K}}_{V,\Gamma} \). This idea was used in a recent paper [2], in the setting of symmetric operators, but we outline the idea here.

Since \( V \in \mathcal{Y}_n(\mathcal{H}) \), it has equal deficiency indices and we know from Proposition 2.4 that \( V \) has a unitary extension \( U \). For \( V \in \mathcal{Y}_n(\mathcal{H}) \) Livšic [17] defines, for each \( z \in \mathbb{C} \setminus \mathbb{T} \), the isometric linear transformation \( V_z \) by
\[
V_z f := (V - zI)(I - z\mathbb{I})^{-1}f \quad f \in (I - zV)|_{\text{Ker}(V)^\perp}.
\]
Extend this definition to all of \( \mathcal{H} \) by making \( V_z \) equal to zero on \((I - zV)|_{\text{Ker}(V)^\perp})^\perp\). This will define a partial isometry whose initial space is
\[
\text{Ker}(V_z)^\perp = (I - zV) \text{Ker}(V)^\perp.
\]
We define
\[
\widehat{\text{Ran}}(V - zI) := (V - zI) \text{Ker}(V)^\perp,
\]
the final space of \( V_z \) is
\[
\widehat{\text{Ran}}(V_z) := V_z \text{Ker}(V_z)^\perp = \text{Ran}(V_z).
\]

**Proposition 3.1.** For each \( z \in \mathbb{C} \setminus \mathbb{T} \), we have \( \text{Ran}(V_z) = \widehat{\text{Ran}}(V - zI) \).

*Proof.* Note that \( \text{Ker}(V_z)^\perp = (I - z\mathbb{I}) \text{Ker}(V)^\perp \) and so
\[
\widehat{\text{Ran}}(V_z) = V_z \text{Ker}(V_z)^\perp = (V - zI)(I - z\mathbb{I})^{-1}(I - zV) \text{Ker}(V)^\perp = (V - zI) \text{Ker}(V)^\perp = \text{Ran}(V - zI).
\]

**Proposition 3.2 (Livšic).** For each \( z \in \mathbb{C} \setminus \mathbb{T} \) and unitary extension \( U \) of \( V \) we have
\[
(I - z\mathbb{I})^{-1} \widehat{\text{Ran}}(V)^\perp = \widehat{\text{Ran}}(V_z)^\perp.
\]

*Proof.* Suppose \( f \in \widehat{\text{Ran}}(V)^\perp \). By the previous proposition, \( \widehat{\text{Ran}}(V_z) = \widehat{\text{Ran}}(V - zI) = (V - zI) \text{Ker}(V)^\perp \). Hence,
\[
\langle (I - z\mathbb{I})^{-1} f, \widehat{\text{Ran}}(V_z) \rangle = \langle U^*(U^* - z)^{-1} f, (V - zI) \text{Ker}(V)^\perp \rangle.
\]
\[ \langle f, U \operatorname{Ker}(V) \rangle = \langle f, \overline{\operatorname{Ran}(V)} \rangle = 0. \]

We now follow a construction in [2]. The proofs there are in the setting of symmetric operators but they carry over to our setting. Indeed, since \( \operatorname{Ran}V \) is an \( n \)-dimensional vector space, we let
\[ j : \mathbb{C}^n \to \overline{\operatorname{Ran}V} \]
be any isomorphism and define
\[ \Gamma(\lambda) := (I - \overline{\lambda}U)^{-1} \circ j. \]
Then \( \Gamma : \mathbb{C} \setminus \mathbb{T} \to B(\mathbb{C}^n, \mathcal{H}) \) is anti-analytic and, for each \( \lambda \in \mathbb{C} \setminus \mathbb{T} \),
\[ \Gamma(\lambda) : \mathbb{C}^n \to \overline{\operatorname{Ran}(V - \lambda I)} \]
is invertible. We also see that \( \Gamma(z)^* \Gamma(\lambda) \) is invertible for \( z, \lambda \in \mathbb{D} \) or \( z, \lambda \in \mathbb{D}_v \), where \( \mathbb{D}_v := \mathbb{C} \setminus \mathbb{D}^+ \). Finally, as discussed in [2], the fact that \( V \) is completely non-unitary (so that \( \beta^{-1}(V) \) is simple) implies
\[ \bigvee_{\lambda \in \mathbb{C} \setminus \mathbb{T}} \operatorname{Ran}(\Gamma(\lambda)) = \mathcal{H}. \]
For any \( f \in \mathcal{H} \) define
\[ \hat{f}(\lambda) = \Gamma(\lambda)^* f, \]
and let
\[ \mathcal{H}_{V,\Gamma} := \{ \hat{f} : f \in \mathcal{H} \}. \]
When endowed with the inner product
\[ (\hat{f}, \hat{g})_{\mathcal{H}_{V,\Gamma}} := (f, g), \]
\( \mathcal{H}_{V,\Gamma} \) becomes a \( \mathbb{C}^n \)-valued Hilbert space of analytic functions on \( \mathbb{C} \setminus \mathbb{T} \) such that the operator
\[ f \mapsto \hat{f} \]
is a unitary operator from \( \mathcal{H} \) onto \( \mathcal{H}_{V,\Gamma} \) which induces the unitary equivalence
\[ V|_{\operatorname{Ker}(V)^\perp} \cong \mathcal{H}_{V,\Gamma}, \]
where the isometric linear transformation \( \mathcal{H}_{V,\Gamma} \) acts as multiplication by the independent variable on \( \mathcal{H} \) on the domain
\[ \operatorname{Dom}(\mathcal{H}_{V,\Gamma}) = \{ f \in \mathcal{H}_{V,\Gamma} : zf \in \mathcal{H}_{V,\Gamma} \}. \]
Note that the hypothesis that \( V \) is completely non-unitary is needed here for the inner product on \( \mathcal{H}_{V,\Gamma} \) to be meaningfully defined, see [2] for details.

**Definition 3.3.** \( \mathcal{H}_{V,\Gamma} \) is the abstract model space for \( V \) induced by the model \( \Gamma \).
Remark 3.4. We are not constrained by the above Livšic trick in selecting our model $\Gamma$ for $V$. There are other methods of constructing a model [2]. For example, we can use Grauert’s theorem, as was used to prove a related result for bounded operators in a paper of Cowen and Douglas [3], to find an anti-analytic vector-valued function

$$\gamma(\lambda) := (\gamma(\lambda)_1, \ldots, \gamma(\lambda)_n), \quad \lambda \in \mathbb{C} \setminus \mathbb{T},$$

where $\{\gamma(\lambda)_1, \ldots, \gamma(\lambda)_n\}$ is a basis for $\text{Ran}(V - \lambda I)^\perp$. Then, if $\{e_j\}_{j=1}^n$ is the standard basis for $\mathbb{C}^n$, we can define our abstract model for $V$ to be

$$\Gamma(\lambda) := \sum_{j=1}^n \gamma(\lambda)_j \otimes e_j. \tag{3.1}$$

An abstract model space for $\mathcal{H}_{V,\Gamma}$ is not unique. However, if $\mathcal{H}_{V,\Gamma}$ and $\mathcal{H}_{V,\Gamma'}$ are two abstract model spaces for $V$ determined by the models $\Gamma$ and $\Gamma'$, then $\mathcal{H}_{V,\Gamma'} = \Theta \mathcal{H}_{V,\Gamma}$ for some analytic matrix-valued function on $\mathbb{C} \setminus \mathbb{T}$. Via this multiplier $\Theta$ one can often realize, by choosing the model in a particular way, $\mathcal{H}_{V,\Gamma}$ as a certain well-known space of analytic functions such as a model space, de Branges–Rovnyak space, or a Herglotz space. We will get to this in a moment. For now we want to keep our discussion as broad as possible.

Remark 3.5. Since $\tilde{\mathcal{H}}_{V,\Gamma} \cong V|_{\text{Ker}(\mathcal{H})^\perp}$, $\tilde{\mathcal{H}}_{V,\Gamma}$ is isometric on $\text{Dom}(\tilde{\mathcal{H}}_{V,\Gamma})$. As discussed in Remark 2.7, we need to think of $\tilde{\mathcal{H}}_{V,\Gamma}$ as a partial isometry on $\mathcal{H}_{V,\Gamma}$. We can do this by extending $\tilde{\mathcal{H}}_{V,\Gamma}$ to all of $\mathcal{H}_{V,\Gamma}$ so that the extended operator $\tilde{\mathcal{H}}_{V,\Gamma}$ on $\mathcal{H}_{V,\Gamma}$ is a partial isometry with

$$\text{Ker}(\tilde{\mathcal{H}}_{V,\Gamma})^\perp = \text{Dom}(\tilde{\mathcal{H}}_{V,\Gamma}).$$

The unitary equivalence of $V|_{\text{Ker}(\mathcal{H})^\perp}$ and $\tilde{\mathcal{H}}_{V,\Gamma}$ can be extended to a unitary equivalence of $V$ and $\tilde{\mathcal{H}}_{V,\Gamma}$.

The representing space

$$\mathcal{H}_{V,\Gamma} =: \mathcal{H}$$

turns out to be a reproducing kernel Hilbert space with reproducing kernel

$$k^\mathcal{H}_w(z) = \Gamma(z)^* \Gamma(w), \quad w, z \in \mathbb{C} \setminus \mathbb{T}.$$

This kernel is $M_n(\mathbb{C})$-valued for each $w, z \in \mathbb{C} \setminus \mathbb{T}$, is analytic in $z$, and anti-analytic in $w$. By the term reproducing kernel we mean that for any $(\mathbb{C}^n$-valued) $f \in \mathcal{H}$ and any $w \in \mathbb{C} \setminus \mathbb{T}$ we have

$$\langle f, k^\mathcal{H}_w(\cdot) a \rangle_\mathcal{H} = \langle f(w), a \rangle_{\mathbb{C}^n} \quad \forall a \in \mathbb{C}^n.$$

In the above $\langle \cdot, \cdot \rangle_\mathcal{H}$ is the inner product in the Hilbert space $\mathcal{H}$ while $\langle \cdot, \cdot \rangle_{\mathbb{C}^n}$ is the standard inner product on $\mathbb{C}^n$.

Also note that the space $\mathcal{H}$ has the division property in that if $f \in \mathcal{H}$ and $f(w) = 0$, then $(z - w)^{-1} f \in \mathcal{H}$. This means that for any $w \in \mathbb{C} \setminus \mathbb{T}$, there is an $f \in \mathcal{H}$ for which $f(w) \neq 0$. From the reproducing kernel identity above, we
see that for any \( w \in \mathbb{C} \setminus \mathbb{T} \), the span of \( \{ k_{w}^{\mathcal{H}}(\cdot) : a \in \mathbb{C}^{n} \} \) is an \( n \)-dimensional subspace of \( \mathcal{H} \). Such a kernel is said to be non-degenerate.

Let us give a few examples of abstract models for some of the partial isometries from Example 2.9. There is a more canonical choice of model space for \( V \). We will see this in the next section.

**Example 3.6 (Classical model spaces).** Recall the model space \( K_{\Theta} = (\Theta H^{2})^{\perp} \) and the operator \( \hat{M}_{\Theta} \). If we understand that \( \text{Ran}(\hat{M}_{\Theta} - \lambda I) = (\hat{M}_{\Theta} - \lambda I) \text{Dom}(\hat{M}_{\Theta}) \), then

\[
\overline{\text{Ran}(M_{\Theta} - \lambda I)} = \text{Ran}(\hat{M}_{\Theta} - \lambda I).
\]

Standard computations show that

\[
\text{Ran}(\hat{M}_{\Theta} - \lambda I)^{\perp} = C_{\Theta}k_{\lambda}^{\Theta}, \quad |\lambda| < 1,
\]

\[
\text{Ran}(\hat{M}_{\Theta} - \lambda I)^{\perp} = CC_{\Theta}k_{1/\lambda}^{\Theta}, \quad |\lambda| > 1,
\]

where \( C_{\Theta} \) is the conjugation on \( K_{\Theta} \) discussed in Example 2.9.

Using our trick from (3.1), we can compute the abstract model for the partial isometry \( M_{\Theta} \) by defining

\[
\Gamma(\lambda) = \begin{cases} k_{\lambda}^{\Theta} \otimes 1 & \text{if } |\lambda| < 1, \\ C_{\Theta}k_{1/\lambda}^{\Theta} \otimes 1 & \text{if } |\lambda| > 1. \end{cases}
\]

Our abstract model space for \( M_{\Theta} \) corresponding to \( \Gamma \) is thus

\[
\mathcal{M}_{M_{\Theta}^{*}} = \{ \Gamma^{*}f : f \in K_{\Theta} \}.
\]

Observe that

\[
\Gamma(\lambda)^{*}f = \begin{cases} \langle f, k_{\lambda}^{\Theta} \rangle & \text{if } |\lambda| < 1, \\ \langle f, C_{\Theta}k_{1/\lambda}^{\Theta} \rangle & \text{if } |\lambda| > 1, \end{cases}
\]

which becomes

\[
\Gamma(\lambda)^{*}f = \begin{cases} f(\lambda) & \text{if } |\lambda| < 1, \\ (C_{\Theta}f)(1/\lambda) & \text{if } |\lambda| > 1. \end{cases}
\]

**Example 3.7 (Vector-valued model spaces).** For an \( n \times n \) matrix-valued inner function \( \Theta \) on \( \mathbb{D} \) we can define the vector-valued model space by

\[
K_{\Theta} = (\Theta H_{\mathbb{C}^{n}}^{2})^{\perp},
\]

where \( H_{\mathbb{C}^{n}}^{2} \) is the vector-valued Hardy space of \( \mathbb{D} \). The reproducing kernel for \( K_{\Theta} \) is the matrix

\[
K_{\lambda}^{\Theta}(z) = \frac{1 - \Theta(\lambda)^{*}\Theta(z)}{1 - \overline{\lambda}z},
\]

meaning

\[
\langle f(\lambda), a \rangle_{\mathbb{C}^{n}} = \langle f, K_{\lambda}^{\Theta}a \rangle_{H_{\mathbb{C}^{n}}^{2}}, \quad \lambda \in \mathbb{D}, a \in \mathbb{C}^{n}, f \in H_{\mathbb{C}^{n}}^{2}.
\]
There is a conjugation of sorts here, defined by
\[ C_\Theta : K_\Theta \to K_{\Theta^T}, \quad (C_\Theta f)(\xi) = \Theta^T(\xi)(\xi f)(\xi), \]
where \( \dagger \) is component-wise Schwarz reflection and \( T \) denotes the transpose. As before, one can show that
\[
\text{Ran}(\hat{M}_\Theta - \lambda I) = \bigvee \{ K_{\Theta}^\lambda e_j : 1 \leq j \leq n \}, \quad |\lambda| < 1 \quad \text{and}
\]
\[
\text{Ran}(\hat{M}_\Theta - \lambda I) = \bigvee \{ C_\Theta^T K_{1/\lambda}^T e_j : 1 \leq j \leq n \}, \quad |\lambda| > 1.
\]
An abstract model for \( M_\Theta \) is then
\[
\Gamma(\lambda) = \begin{cases} 
\sum_{j=1}^{n} K_{\Theta}^\lambda e_j \otimes e_j & \text{if } |\lambda| < 1, \\
\sum_{j=1}^{n} C_\Theta^T K_{1/\lambda}^T e_j \otimes e_j & \text{if } |\lambda| > 1.
\end{cases}
\]
For any \( f \in K_\Theta \), we have
\[
\langle \Gamma(\lambda)^* f, a \rangle_{C^n} = \begin{cases} 
\langle f(\lambda), a \rangle_{C^n} & \text{if } |\lambda| < 1, \\
\langle a, \Theta^T(1/\lambda)(\xi f)(1/\lambda) \rangle_{C^n} & \text{if } |\lambda| > 1.
\end{cases}
\]

**Example 3.8 (de Branges–Rovnyak spaces).** Let \( b \in H_1^\infty \). As discussed previously, there is a natural conjugation \( C_b : H(b) \to H(b) \) which intertwines \( M_b \) and \( M_b^* \) and operates on reproducing kernels by
\[
C_bk_b^\lambda(z) = \frac{b(z) - b(\lambda)}{\overline{z} - \overline{\lambda}}.
\]
Using this conjugation, Example 3.6 generalizes almost verbatim to this case. In particular
\[
\text{Ran}(\hat{M}_b - \lambda I) = \bigvee \{ K_{b}^\lambda e_j : 1 \leq j \leq n \}, \quad |\lambda| < 1,
\]
\[
\text{Ran}(\hat{M}_b - \lambda I) = \bigvee \{ C_b^T K_{1/\lambda}^T e_j : 1 \leq j \leq n \}, \quad |\lambda| > 1,
\]
and we can define a model for the partial isometry \( M_b \) via
\[
\Gamma(\lambda) = \begin{cases} 
k_b^\lambda \otimes 1 & \text{if } |\lambda| < 1, \\
C_b k_{1/\lambda}^b \otimes 1 & \text{if } |\lambda| > 1.
\end{cases}
\]
As before we get that \( \mathcal{H}_{M_b} = \{ \Gamma^* f : f \in K_b \} \) where
\[
\Gamma(\lambda)^* f = \begin{cases} 
f(\lambda) & \text{if } |\lambda| < 1, \\
(C_b f)(1/\lambda) & \text{if } |\lambda| > 1.
\end{cases}
\]

**Example 3.9 (\( S^* \oplus S \)).** Consider the operator \( A := S^* \oplus S \) on \( \mathcal{H} := H^2 \oplus H^2 \) discussed earlier in Example 2.9. Since \( S \) has indices \((0,1)\) and \( S^* \) has indices \((1,0)\), it follows that \( A \) has indices \((1,1)\). Moreover, one can show that \( A \) is completely non-unitary. A calculation using the fact that
\[
\ker(A) = \ker(S^*) \oplus \ker(S) = \mathbb{C} \oplus 0
\]
shows that
\[ \tilde{\text{Ran}}(A - \lambda I) = \{0\} \oplus \text{Ran}(S - \lambda I) = \{0\} \oplus \mathbb{C}c_{\lambda}, \quad |\lambda| < 1 \quad \text{and} \]
\[ \tilde{\text{Ran}}(A - \lambda I) = (S^* - \lambda I) \mathcal{K}(S^*)^\perp = \mathbb{C}c_{1/\lambda} \oplus \{0\}, \quad |\lambda| > 1. \]
In the above,
\[ c_{\lambda}(z) = \frac{1}{1 - \lambda z} \]
is the Cauchy kernel (the reproducing kernel for \( H^2 \)). Thus the model becomes
\[ \Gamma(\lambda) = \begin{cases} (0 \oplus c_{\lambda}) \otimes 1 & \text{if } |\lambda| < 1, \\
(c_{1/\lambda} \oplus 0) \otimes 1 & \text{if } |\lambda| > 1, \end{cases} \]
and so
\[ \Gamma(\lambda)^*(f_1 \oplus f_2) = \begin{cases} f_2(\lambda) & \text{if } |\lambda| < 1, \\
f_1(1/\lambda) & \text{if } |\lambda| > 1. \end{cases} \]

**Example 3.10 (A restriction of \((S^* \oplus S)\)).** Let
\[ B := A|_{H^2 \oplus H^2_0} = S^* \oplus S|_{H^2_0} \]
which was discussed earlier in Example 2.9. Observe that Ker\((B) = \mathbb{C}(1 \oplus 0)\) and so Ker\((B)^\perp = H^2_0 \oplus H^2\). Furthermore, \( \tilde{\text{Ran}}(B)^\perp = \mathbb{C}(0 \oplus z) \). One can check that \( B \in \mathcal{V}_1(H^2 \oplus H^2_0) \). For \( |\lambda| > 1 \) we have
\[ \tilde{\text{Ran}}(B - \lambda I)^\perp = \tilde{\text{Ran}}(S^* - \lambda I)^\perp \oplus \tilde{\text{Ran}}(S - \lambda I)^\perp = \mathbb{C}c_{1/\lambda} \oplus \{0\}. \]
When \( |\lambda| < 1 \) we have
\[ \tilde{\text{Ran}}(B - \lambda I) = \tilde{\text{Ran}}(S^* - \lambda I) \oplus \tilde{\text{Ran}}(S|_{H^2_0} - \lambda I)^\perp = \{0\} \oplus \text{Ran}(S|_{H^2_0} - \lambda I)^\perp. \]
A little exercise shows, still assuming \( |\lambda| < 1 \), that
\[ \text{Ran}(S|_{H^2_0} - \lambda I)^\perp = \mathbb{C}c_{\lambda} - c_{0} \frac{1}{z}. \]
Thus the abstract model for \( B \) on \( H^2 \oplus H^2_0 \) is
\[ \Gamma(\lambda) = \begin{cases} (0 \oplus \frac{c_{\lambda} - c_{0}}{z}) \otimes 1 & \text{if } |\lambda| < 1, \\
(c_{1/\lambda} \oplus 0) \otimes 1 & \text{if } |\lambda| > 1, \end{cases} \]
For \( f_1 \in H^2 \) and \( f_2 \in H^2_0 \), we have
\[ \Gamma(\lambda)^*(f_1 \oplus f_2) = \begin{cases} f_2(\lambda) & \text{if } |\lambda| < 1, \\
f_1(1/\lambda) & \text{if } |\lambda| > 1. \end{cases} \]

**Example 3.11 \((S \otimes S^*)\).** Recall the representation of \( S \otimes S^* \) as a block operator matrix with \( S^* \) repeated on the subdiagonal acting on the Hilbert space
\[ \mathcal{H} = \bigoplus_{k \geq 0} H^2. \]
One can show that
\[ \text{Ker}(S \otimes S^*) = \{ \delta^{(k)} \}_{k=0}^{\infty}, \quad \delta_j^{(k)} = \delta_{kj}, \quad \text{and} \]
\[ \text{Ran}(S \otimes S^*) = \{ \tilde{b}^{(k)} \}_{k=0}^{\infty}, \quad \tilde{b}^{(k)}_j = z^k \delta_{j0}. \]

We also need to calculate \( \overline{\text{Ran}}(S \otimes S^* - wI) \). For any \( w \in \mathbb{C} \setminus \mathbb{T} \):

\[ \overline{\text{Ran}}(S \otimes S^* - wI) = \text{Ran}((S \otimes S^* - wI)P_0) \]
\[ = \text{Ker}(P_0(S^* \otimes S - \overline{w}I)), \]

where \( P_0 \) projects onto
\[ \mathcal{H}_0 = \bigoplus_{k \geq 1} H_k^2 = \text{Ker}(S \otimes S^*)^{\perp}. \]

Hence we need to determine the set of all \( h \in \mathcal{H} \) such that

\[ (S^* \otimes S - \overline{w}I)h = \begin{bmatrix} -\overline{w} & S & -\overline{w} & S & \cdots \end{bmatrix} \begin{bmatrix} h_0 \\ h_1 \\ h_2 \\ \vdots \end{bmatrix} = \begin{bmatrix} c_0 1 \\ c_1 1 \\ c_2 1 \\ \vdots \end{bmatrix}, \]

where \( c_k \in \mathbb{C} \). This yields the recurrence relation \( Sh_{k+1} = \overline{w}h_k + c_k 1 \), and acting on both sides of this equation with \( S^* \) yields

\[ h_{k+1} = \overline{w} S^* h_k, \quad k \in \mathbb{N} \cup \{0\}. \]

It follows that a basis for \( \overline{\text{Ran}}(S \otimes S^* - wI) \) is the set \( \{ h_k(w) \} \) where

\[ h_k(w) = (z^k, \overline{w}z^{k-1}, \ldots, \overline{w}^k 1, 0, \ldots). \]

Although this is true for any \( w \in \mathbb{C} \setminus \mathbb{T} \), in the case where \( w \in \mathbb{D}_e = \mathbb{C} \setminus \mathbb{D}^+ \), we instead choose

\[ g_k(w) = \overline{w}^{-k} h_k(w) = ((z/\overline{w})^k, (z/\overline{w})^{k-1}, \ldots, 1, 0, \ldots) \]

as a basis for \( \overline{\text{Ran}}(S \otimes S^* - wI) \).

A natural choice of model for \( S \otimes S^* \) is then

\[ \Gamma(w) := \sum_{j=0}^{\infty} \gamma_j(w) \otimes e_k, \]

where \( \{ e_k \}_{k \geq 0} \) is an orthonormal basis for \( \mathbb{C}^\infty := \ell^2(\mathbb{N} \cup \{0\}) \), and

\[ \gamma_j(w) = \begin{cases} h_j(w) & \text{if } w \in \mathbb{D}, \\ g_j(w) & \text{if } w \in \mathbb{D}_e. \end{cases} \]
4. THE LIVŠIC CHARACTERISTIC FUNCTION

What is a unitary invariant for the partial isometries? We begin with a result of Halmos and McLaughlin [13].

**Theorem 4.1.** Suppose $A, B \in M_n(\mathbb{C})$ are partial isometric matrices with 
$$\dim(\ker(A)) = \dim(\ker(B)) = 1.$$ 
Then $A$ is unitarily equivalent to $B$ if and only if their characteristic polynomials coincide.

This theorem breaks down when the defect index is greater than one. Indeed, consider the following matrices:

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$ 

From Proposition 2.3, we see that $A$ and $B$ are partial isometries with 
$$\dim(\ker(A)) = \dim(\ker(B)) = 2.$$ 
Moreover, the characteristic polynomials of $A$ and $B$ are both equal to $z^4$. However, since $A$ and $B$ have different Jordan forms, $A$ is not unitarily equivalent to $B$.

The replacement for Theorem 4.1 when the defect index is greater than one, and which works for general partial isometries on infinite dimensional Hilbert spaces, is due to Livšic [17]. Let $V \in \mathcal{V}_n$ and let $\{v_1, \ldots, v_n\}$ be an orthonormal basis for $\ker(V)$. Since the deficiency indices of $V$ are equal, we know from Proposition 2.4 that $V$ has a unitary extension $U$ (in fact many of them). Define the following $n \times n$ matrix

$$w_V(z) = z[(U - zI)^{-1}v_j, v_k][((U - zI)^{-1}Uv_j, v_k)]^{-1}, \quad z \in \mathbb{D}.$$ 

Livšic showed that $w_V$ is a contractive analytic $M_n(\mathbb{C})$-valued function on $\mathbb{D}$ and that different choices of basis $\{v_1, \ldots, v_n\}$ and unitary extension $U$ will change $w_V$ by $Q_1w_VQ_2$, where $Q_1, Q_2$ are constant unitary matrices. The function $w_V$, called the Livšic characteristic function, is a unitary invariant for $\mathcal{V}_n$.

**Theorem 4.2 (Livšic).** If $V_1, V_2 \in \mathcal{V}_n$, then $V_1$ and $V_2$ are unitarily equivalent if and only if there are constant $n \times n$ unitary matrices $Q_1, Q_2$ such that

$$w_{V_1}(z) = Q_1w_{V_2}(z)Q_2 \quad \forall z \in \mathbb{D}.$$ 

Two $M_n(\mathbb{C})$-valued contractive analytic functions $w_1, w_2$ on $\mathbb{D}$ are said to coincide if that satisfy (4.3). Livšic also showed that given any contractive, analytic, $M_n(\mathbb{C})$-valued, function $w$ on $\mathbb{D}$ with $w(0) = 0$, then there is a $V \in \mathcal{V}_n$ such that $w_V = w$. One can quickly check that (4.3) defined an equivalence relation on such matrix-valued functions. In other words, there is a bijection from unitary equivalence classes of partial isometries with indices $(n, n)$ onto the unitary coincidence
equivalence classes of contractive analytic \( M_n(\mathbb{C}) \)-valued analytic functions on \( \mathbb{D} \) which vanish at zero.

Using the definition above to compute \( w_V \) can be difficult. However, if one reads Livšić’s paper carefully, there is an alternate way of computing \( w_V \) [17].

**Proposition 4.3.** For \( V \in \mathcal{V}_n \), let \( \{g_1, \ldots, g_n\} \) be an orthonormal basis for \( \text{Ker}(V) \) and let \( \{h_1, \ldots, h_n\} \) be an orthonormal basis for \( \text{Ran}(V)^\perp \). For each \( z \in \mathbb{D} \) let \( \{g_1(z), \ldots, g_n(z)\} \) be a (not necessarily orthonormal) basis for \( \text{Ran}(V - zI)^\perp \). Then

\[
 w_V(z) = z[(h_j, g_k(z))]^{-1}[(g_j, g_k(z))].
\]

The construction above can be rephrased as follows. For any \( z \in \mathbb{C} \setminus \mathbb{T} \), let

\[
 j_z : \mathbb{C}^n \to \text{Ran}(V - zI)^\perp,
\]

be an isomorphism. Furthermore, suppose that \( j_0 \) is a surjective isometry and let

\[
 j = j_0 : \mathbb{C}^n \to \text{Ker}(V)^\perp,
\]

also be a surjective isometry. The Livšić characteristic function of \( V \) is then

(4.4)

\[
 w_V(z) = zA(z)^{-1}B(z),
\]

where \( A(z) := j_0^*j_0 \) and \( B(z) := j_z^*j_{0z} \).

**Example 4.4.** Suppose \( \Theta \) is a scalar-valued inner function with \( \Theta(0) = 0 \). Note that

\[
 \text{Ker}(\hat{S}_\Theta) = \mathbb{C}^n_\Theta, \quad \text{Ker}(\hat{S}_\Theta)^\perp = \text{Dom}(\hat{M}_\Theta), \quad \text{Ran}(\hat{S}_\Theta) = z\text{Dom}(\hat{M}_\Theta), \quad \text{Ran}(\hat{S}_\Theta)^\perp = \mathbb{C}.
\]

In the formula for \( w_V \) in the previous proposition, we get \( g = \Theta \) and \( h = 1 \). In a similar way we have

\[
 \text{Ran}(\hat{S}_\Theta - zI) = (w - z)\text{Dom}(\hat{M}_\Theta - zI), \quad \text{Ran}(\hat{S}_\Theta - zI)^\perp = \mathbb{C}k_\Theta^2.
\]

Thus take \( g(z) = k^2_\Theta \) and note that \( z \mapsto g(z) \) is anti-analytic. From here, one can show that \( w_V(z) = \Theta(z) \).

**Example 4.5.** If \( A \in M_n(\mathbb{C}) \), \( \text{dim}(\text{Ker}(A)) = 1 \), and \( \sigma(A) = \{0, \lambda_1, \ldots, \lambda_{n-1}\} \subset \mathbb{D} \), then we know from Proposition 2.6 that \( A \in \mathcal{V}_1 \). Furthermore, if \( \Theta \) is a Blaschke product whose zeros are \( \sigma(A) \), then a well-known fact is that \( \sigma_p(\hat{S}_\Theta) = \sigma(A) \). By Halmos–McLaughlin (Theorem 4.1), \( S_\Theta \) is unitarily equivalent to \( A \) and thus \( \hat{w}_A = \Theta \).

**Example 4.6.** For the two matrices \( A \) and \( B \) from (4.1) one can easily compute unitary extensions for \( A \) and \( B \). Using the definition of \( \hat{w}_A \) and \( \hat{w}_B \) from (4.2) we get

\[
 \hat{w}_A(z) = \begin{bmatrix} z & 0 \\ 0 & z^3 \end{bmatrix}, \quad \hat{w}_B = \begin{bmatrix} z^2 & 0 \\ 0 & z^2 \end{bmatrix}.
\]
From here one can show there are no unitary matrices $Q_1, Q_2$ such that $w_A(z) = Q_1 w_B(z) Q_2$ for all $z \in \mathbb{D}$. Indeed, if there were, then

$$|z| = \| w_A(z) \| = \| w_B(z) \| = |z|^2, \quad z \in \mathbb{D},$$

which is impossible.

**Example 4.7.** Recall the operator $S^* \oplus S$ from Example 3.9 where we showed that

$$\text{Ker}(S^* \oplus S) = \mathbb{C} \oplus \{0\}, \quad \text{Ker}(S^* \oplus S)^\perp = H_0^2 \oplus H^2.$$

Thus

$$\overline{\text{Ran}}(S^* \oplus S) = S^*|_{H_0^2} \oplus S, \quad \overline{\text{Ran}}(S^* \oplus S)^\perp = \{0\} \oplus \mathbb{C}.$$

In the formula from Proposition 4.3 we can take $g = 1 \oplus 0$ and $h = 0 \oplus 1$. Notice that

$$\overline{\text{Ran}}(S^* \oplus S - zI) = (S^* - zI) \oplus (S - zI)|_{\text{Ker}(S^* \oplus S)} = (S^* - zI)|_{H_0^2} \oplus (S - zI) = H_0^2 \oplus (w - z)H^2.$$

If $c_z(w)$ is the standard Cauchy kernel for $H^2$ we see that

$$\overline{\text{Ran}}(S^* \oplus S - zI)^\perp = 0 \oplus c_z.$$

So in Proposition 4.3 we can take $g(z) = 0 \oplus c_z$. A computation yields

$$w_{S^* \oplus S}(z) = z \langle g, g(z) \rangle \langle h, g(z) \rangle = z^2 \langle 1 \oplus 0, 0 \oplus c_z \rangle \langle 0 \oplus 1, 0 \oplus c_z \rangle = 0.$$

**Example 4.8.** To calculate the characteristic function of $S \otimes S^*$, it is perhaps easiest to consider the block operator representation from (2.4). In this case, given $h = (h_0, h_1, \ldots) \in \mathcal{H}$ where $h_k \in H^2$, we have

$$(S \otimes S^*)h = \begin{bmatrix} S^* & 0 \\ 0 & S^* \\ \vdots & \vdots \end{bmatrix} \begin{bmatrix} h_0 \\ h_1 \\ h_2 \\ \vdots \\ \vdots \end{bmatrix} = \begin{bmatrix} 0 \\ S^*h_0 \\ S^*h_1 \\ \vdots \\ \vdots \end{bmatrix},$$

so that an orthonormal basis of $\text{Ker}(S \otimes S^*)$ is $\{\delta^{(k)}\}_{k=0}^\infty$ where $\delta_j^k = \delta_{kj}$. Note that

$$\text{Ker}(S \otimes S^*)^\perp = \mathcal{H}_0 := \bigoplus_{k \geq 0} H_0^2,$$

in which $H_0^2 = \{f \in H^2 : f(0) = 0\}$. Similarly

$$(S^* \otimes S)h = \begin{bmatrix} 0 & S \\ 0 & S \\ \vdots & \vdots \end{bmatrix} \begin{bmatrix} h_0 \\ h_1 \\ h_2 \\ \vdots \\ \vdots \end{bmatrix} = \begin{bmatrix} Sh_0 \\ Sh_1 \\ Sh_2 \\ \vdots \\ \vdots \end{bmatrix}.$$
so that
\[
\text{Ran}(S \otimes S^*) = \text{Ker}(S^* \otimes S) = H^2 \bigoplus_{k \geq 1} \{0\}
\]
has orthonormal basis \(\{\tilde{b}^{(k)}\}_{k=0}^\infty\) where \(\{b_k\}_{k=0}^\infty\) is the standard basis of \(H^2\), \(b_k(z) = z^k\), and \(\tilde{b}^{(k)}_j = b_k \delta_{kj}\).

A calculation yields
\[
\text{Ran}(S \otimes S^* - wI)^\perp = \{h_k(w)\}, \quad h_k(w) = (z^k, wz^{k-1}, \ldots, w^k1, 0, \ldots).
\]
Putting this together, \(wS \otimes S^*(z) = z^A(z) - 1^B(z)\)

where
\[
A(z) = \left[\langle \tilde{b}^{(k)}, h_j(z) \rangle \right] = [\langle z^k, z^j \rangle_{H^2} = \delta_{kj}] = I, \quad \text{and}
\]
\[
B(z) = \left[\langle \delta^{(k)}, h_j(z) \rangle \right] = [\langle 1, z^j \rangle_{H^2} = \delta_{kj}],
\]
so that
\[
wS \otimes S^*(z) = \begin{pmatrix}
z \\
z^2 \\
z^3 \\
\vdots
\end{pmatrix}.
\]

5. HERGLOTZ SPACES

There is a canonical choice of abstract model space for operators from \(\mathcal{Y}_n\) called a Herglotz space. A \(M_n(\mathbb{C})\)-valued analytic function on \(\mathbb{D}\) is called a Herglotz function if
\[
\Re G(z) := \frac{1}{2}(G(z) + G(z)^*) \geq 0.
\]
There is a bijective correspondence between \(M_n(\mathbb{C})\)-valued Herglotz functions \(G\) on \(\mathbb{D}\) and \(M_n(\mathbb{C})\)-valued contractive analytic functions \(b\) on \(\mathbb{D}\) given by:
\[
b \mapsto G_b := (I + b)(I - b)^{-1} \quad \text{and} \quad G \mapsto b_G := (G - I)(G + I)^{-1}.
\]
Any Herglotz function on \(\mathbb{D}\) extends to a function on \(\mathbb{C} \setminus \mathbb{T}\) by
\[
G(1/\lambda) := -G(\overline{\lambda})^*,
\]
which ensures that \(G\) has non-negative real part on \(\mathbb{C} \setminus \mathbb{T}\). Note that if \(G = G_b\) for a contractive analytic function \(b\), then it follows that \(b\) can be extended to a meromorphic function on \(\mathbb{C} \setminus \mathbb{T}\) which obeys
\[
b(\lambda)b(1/\overline{\lambda})^* = 1.
\]

Given any contractive analytic \(M_n(\mathbb{C})\)-valued function \(b\) on \(\mathbb{D}\), consider the positive matrix kernel function
\[
K_w(z) := \frac{G_b(z) + G_b(w)^*}{1 - zw}, \quad z, w \in \mathbb{C} \setminus \mathbb{T}.
\]
By the abstract theory of reproducing kernel Hilbert spaces [20], it follows that there is a reproducing kernel Hilbert space of \( \mathbb{C}^n \)-valued functions on \( \mathbb{C} \setminus \mathbb{T} \) with reproducing kernel \( K_w(z) \). This RKHS is denoted by \( \mathcal{L}(b) \) and is called the Herglotz space corresponding to \( b \).

**Theorem 5.1.** Let \( V \in \mathcal{A}_b(\mathcal{H}) \) with characteristic function \( w_V = b \) and suppose that \( \Gamma \) is an abstract model for \( V \). Then there is an isometric multiplier from the abstract model space \( \mathcal{K}_{V,\Gamma} \) onto the Herglotz space \( \mathcal{L}(b) \). More precisely, there is an analytic \( M_n(\mathbb{C}) \)-valued function \( W \) on \( \mathbb{C} \setminus \mathbb{T} \) such that \( W \mathcal{K}_{V,\Gamma} = \mathcal{L}(b) \) and

\[
\|Wf\|_{\mathcal{L}(b)} = \|f\|_{\mathcal{K}_{V,\Gamma}}, \quad f \in \mathcal{K}_{V,\Gamma}.
\]

**Proof.** We will prove this by adapting the approach of Section 4 in [2] to prove the following formula for the reproducing kernel \( k_w(z) \) of \( \mathcal{K}_{V,\Gamma} \)

\[
k_w(z) = \frac{A(z)A(w)^* - zB(z)B(w)^*w}{1 - zw},
\]

where

\[A(z) := j_z^*j_0 \quad \text{and} \quad B(z) := j_z^*j_z,
\]

and the maps \( j_z, j: \mathbb{C}^n \to \mathcal{H} \) are as defined before formula (4.4). Namely,

\[j_z: \mathbb{C}^n \to \overline{\text{Ran}(V-zI)},\]

is an isomorphism such that \( z \mapsto j_z \) is anti-analytic, \( j_0 \) is a surjective isometry and

\[j = j_\infty: \mathbb{C}^n \to \text{Ker}(V)^\perp,
\]

is also an onto isometry.

To prove (5.1), consider the abstract model space \( \mathcal{K}_{V,\Gamma} \) for the model \( \Gamma \) of \( V \). The reproducing kernel is

\[k_w(z) = \Gamma(z)^*\Gamma(w).
\]

Now for any \( u, v \in \mathbb{C}^n \), if \( Q_\infty \) denotes the projection of \( \mathcal{H} \) onto \( \text{Ker}(3_{V,\Gamma})^\perp \) and \( Q_0 \) denotes the projection of \( \mathcal{H} \) onto \( \text{Ran}(3_{V,\Gamma}) \), then

\[
((3_{V,\Gamma}^*k_w)(z)u, v)_{\mathbb{C}^n} = (3_{V,\Gamma}^*k_wu, k_zv)_{\Gamma} = (k_wu, 3_{V,\Gamma}Q_\infty k_zv, k_wu)_{\Gamma} = (3_{V,\Gamma}Q_\infty k_zv, k_wu)_{\Gamma} = \overline{w}(k_w(z)u, v)_{\mathbb{C}^n} - ((P_0k_w)(z)u, v)_{\mathbb{C}^n},
\]

where \( P_\infty = I - Q_\infty \). However, \( 3_{V,\Gamma}^* \) also acts as multiplication by \( \frac{1}{z} \) on \( \text{Ran}(3_{V,\Gamma}) \) and so

\[
((3_{V,\Gamma}^*k_w)(z)u, v)_{\mathbb{C}^n} = \frac{1}{z}(Q_0k_wu, k_zv)_{\Gamma} = \frac{1}{z}[(k_w(z)u, v)_{\mathbb{C}^n} - ((P_0k_w)(z)u, v)_{\mathbb{C}^n}],
\]

where \( P_0 = I - Q_0 \). Equating these two expressions yields

\[k_w(z) = \frac{(P_0k_w)(z) - z\overline{w}(P_0k_w)(z)}{1 - zw}.
\]

Now define surjective isometries \( j_0: \mathbb{C}^n \to \text{Ran}(V)^\perp \) and \( j_\infty: \mathbb{C}^n \to \text{Ker}(V) \), and let \( j_z = \Gamma(z) \) for any \( z \in \mathbb{C} \setminus \mathbb{T}, z \neq 0 \). Observe that if \( U_\Gamma: \mathcal{H} \to \mathcal{K}_{V,\Gamma} \) is the
unitary transformation onto the abstract model space given by \( U_f f(z) = \Gamma(z)^* f \), then
\[
P_0 = U_f j_0^* U_f^* \quad \text{and} \quad k_w u = U_f j_w u
\]
for any \( u \in \mathbb{C}^n \). It follows that
\[
(P_0 k_w)(z) = j_z^* U_f^* U_f j_0^* U_f U_f j_w = j_z^* j_0^* j_w = A(z) A(w)^*,
\]
and similarly
\[
(P_0 \omega)(z) = j_z^* j_0^* j_w = B(z) B(w)^*,
\]
so that the reproducing kernel for \( \mathcal{H}_f \) takes the form in (5.1) as claimed.

To obtain the isometric multiplier \( W \) from \( \mathcal{H}_{\mathcal{V}_f} \) onto \( \mathcal{L}(b) \), we proceed as follows. By Proposition 4.3, it further follows that for \( z \in \mathbb{D} \), \( A(z) \) is invertible and \( b(z) = zA(z)^{-1}B(z) \) and so
\[
k_w^f(z) = A(z) \left( \frac{1 - b(z) b(w)^*}{1 - z\bar{w}} \right) A(w)^*, \quad z, w \in \mathbb{D},
\]
and similarly for \( z, w \in \mathbb{C} \setminus \mathbb{D} \), \( B(z), B(w) \) are invertible and so
\[
k_w^f(z) = B(z) \left( \frac{1 - b(z)^{-1}(b(w)^*)^{-1}}{1 - z^{-1}\bar{w}^{-1}} \right) B(w)^*
= B(z) \left( \frac{1 - b(1/\bar{z}) b(1/\bar{w})}{1 - z^{-1}\bar{w}^{-1}} \right) B(w)^*, \quad |z|, |w| > 1.
\]

Now compare this kernel for \( \mathcal{H}_f \) to that of \( \mathcal{L}(b) \),
\[
K_w(z) = \frac{G_b(z) + G_b(w)^*}{1 - z\bar{w}}.
\]
Using the formula
\[
G_b := \frac{1 + b}{1 - b},
\]
and the fact that \( b(z) = zA(z)^{-1}B(z) \) for \( z \in \mathbb{D} \), we have
\[
G_b(z) = \frac{A(z) + zB(z)}{A(z) - zB(z)}, \quad z \in \mathbb{C} \setminus \mathbb{T}.
\]
Inserting this expression into the formula for the kernel \( K_w(z) \) of \( \mathcal{L}(b) \) yields
\[
K_w(z) = \sqrt{2}(A(z) + zB(z))^{-1} \left( \frac{A(z)A(w)^* - zB(z)B(w)^*\bar{w}}{1 - z\bar{w}} \right) (A(w)^* + B(w)^*\bar{w})^{-1} \sqrt{2}.
\]
The preceding simplifies to
\[
W(z) k_w^f(z) W(w)^*, \quad z, w \in \mathbb{C} \setminus \mathbb{T}
\]
where
\[
W(z) := \sqrt{2}(A(z) + zB(z))^{-1}, \quad z \in \mathbb{C} \setminus \mathbb{T}.
\]
Hence \( W : \mathcal{H}_{\mathcal{V}_f} \rightarrow \mathcal{L}(b) \) is an isometric multiplier of \( \mathcal{H}_f \) onto \( \mathcal{L}(b) \).

It follows that given any model \( \Gamma \) for the partial isometry \( V \), we can define a new model
\[
\tilde{\Gamma}(z) := \Gamma(z) W(z)^*,
\]
so that
\[ k^\Gamma_w(z) = W(z) \Gamma(z)^* \Gamma(w) W(w)^* = K_w(z). \]
This shows that \( \mathcal{H}_P = \mathcal{L}(b) \), so that \( \mathcal{L}(b) \) can be thought of as the canonical model space for a partial isometry with characteristic function \( w_V = b \). Since \( \mathcal{L}(b) \) is canonical in this sense, we will use the notation \( \mathfrak{Z}_b \) for the partial isometry which acts as multiplication by \( z \) on its initial space in \( \mathcal{L}(b) \) and is unitarily equivalent to \( V \). It is also straightforward to check that the characteristic function of \( \mathfrak{Z}_b \) is \( b \) so that \( b = w_V \).

6. THE PARTIAL ORDER OF HALMOS AND McLAUGHLIN

Halmos and McLaughlin gave the following partial order on the set of all partial isometries, not only the ones in \( \gamma_n \) [13]. For two partial isometries \( A, B \), we say that \( A \preceq B \) if \( B \) agrees with \( A \) on the initial space of \( A \). Since \( A^* A \) is the orthogonal projection onto its initial space, \( A \preceq B \) if and only if \( A = BA^* A \).

The following follows quickly from the definition of \( \preceq \).

**Proposition 6.1.** The relation \( \preceq \) defines a partial order on the set of partial isometries.

**Example 6.2.** (i) Suppose that \( \{ u_1, u_2, \ldots, u_r \} \) is any orthonormal basis for \( \mathbb{C}^n \). The matrices
\[
A = [u_1 | u_2 | \cdots | u_r | 0 | \cdots | 0], \quad B = [u_1 | u_2 | \cdots | u_r | u_{r+1} | 0 | \cdots | 0]
\]
are partial isometric matrices and one can check that \( A \preceq B \).

(ii) Consider the \( n \times n \) block matrix
\[
V = \begin{bmatrix}
0 & 0 \\
U & 0
\end{bmatrix}
\]
where \( U \) is any \( r \times r \) unitary matrix. If \( A \) is any \( (n-r) \times (n-r) \) partial isometric matrix, one can show that
\[
V_A = \begin{bmatrix}
0 & A \\
U & 0
\end{bmatrix}
\]
is a partial isometry. Using block multiplication of matrices one can verify the formula
\[
V = V_A (V^* V)
\]
and so \( V \preceq V_A \). One can argue that if \( W \) is any partial isometry with \( V \preceq W \) then \( W = V_A \) for some partial isometry \( A \). We thank Yi Guo and Zezhong Chen for pointing this out to us.
Standard theory implies that \( S_{122} \) is isometric. Recall here that a symmetric linear transformation \( S \) is said to be simple if its Cayley transform \( V = \beta(S) \) is completely non-unitary.

**Definition 7.1.**

(i) For \( S \in \mathcal{S}_n(H_S) \) and \( T \in \mathcal{S}_n(H_T) \) we say that \( S \preceq T \) if there exists an isometric map \( U : H_S \to H_T \) such that \( U \text{Dom}(S) \subseteq \text{Dom}(T) \) and
\[
US|_{\text{Dom}(S)} = TU|_{\text{Dom}(S)}.
\]

(ii) For \( S \in \mathcal{S}_n(H_S) \) and \( T \in \mathcal{S}_n(H_T) \) we say that \( S \preceq_q T \) if there exists a bounded injective map \( X : H_S \to H_T \) such that \( X \text{Dom}(S) \subseteq \text{Dom}(T) \) and
\[
XS|_{\text{Dom}(S)} = TX|_{\text{Dom}(S)}.
\]

**Definition 7.2.**

(i) For \( A \in \mathcal{S}_n(H_A) \) and \( B \in \mathcal{S}_n(H_B) \) we say that \( A \preceq B \) if there exists an isometric map \( U : H_A \to H_B \) such that \( U \text{Ker}(A) \subseteq \text{Ker}(B) \) and
\[
UA|_{\text{Ker}(A)} = BU|_{\text{Ker}(A)}.
\]

(ii) For \( A \in \mathcal{S}_n(H_A) \) and \( B \in \mathcal{S}_n(H_B) \) we say that \( A \preceq_q B \) if there exists an injective map \( X : H_A \to H_B \) such that \( X \text{Ker}(A) \subseteq \text{Ker}(B) \) and
\[
XA|_{\text{Ker}(A)} = BX|_{\text{Ker}(A)}.
\]

Given \( A \in \mathcal{S}_n(H_A) \) and \( B \in \mathcal{S}_n(H_B) \), let \( S = \beta^{-1}(A) \) and \( T = \beta^{-1}(B) \), where
\[
\beta(z) = \frac{z - i}{z + i}, \quad \beta^{-1}(z) = \frac{1 + z}{1 - z}.
\]

Standard theory implies that \( S \in \mathcal{S}_n(H_A) \) and \( T \in \mathcal{S}_n(H_B) \). The following two facts are straightforward to verify.

**Proposition 7.3.** With the above notation we have:

(i) \( A \preceq B \iff S \preceq T \);

(ii) \( A \preceq_q B \iff S \preceq_q T \).

**Proposition 7.4.** The relations \( \preceq \) and \( \preceq_q \) are reflexive and transitive.
Recall here that any binary relation which is reflexive and transitive is called a pre-order ([22], Definition 5.2.2). This proposition shows that ≼ and ≼\text{q} are pre-orders on \mathcal{V}_{n}, the set of all completely non-unitary partial isometries with equal deficiency indices.

**Definition 7.5.** For \( A, B \in \mathcal{V}_{n} \), we say that:
(i) \( A \sim B \) if both \( A \preceq B \) and \( B \preceq A \);
(ii) \( A \sim_{q} B \) if both \( A \preceq_{q} B \) and \( B \preceq_{q} A \).

It is well-known that given any pre-order \( \preceq \) on a set \( S \), if one defines a binary relation \( \sim \) on \( S \times S \) as above, then \( \sim \) is an equivalence relation and \( \preceq \) can be viewed as a partial order on \( S/\sim \) ([22], Proposition 5.2.4). In particular we have that:

**Corollary 7.6.** The binary relations \( \sim \) and \( \sim_{q} \) are equivalence relations on \( \mathcal{V}_{n} \) and the pre-orders \( \preceq \) and \( \preceq_{q} \) induce partial orders on \( \mathcal{V}_{n}/\sim \) and \( \mathcal{V}_{n}/\sim_{q} \) respectively.

At this point, one could ask what the equivalences classes generated by \( \sim \) and \( \sim_{q} \) are. In particular, one might expect that the equivalence classes of \( \sim \) to simply be unitary equivalence classes. We can show that this is the case for a large subclass of \( \mathcal{V}_{n} \) (see Theorems 9.1 and 9.2), but the proofs are nontrivial. Before investigating the nature of these equivalence classes further, it will first be convenient to develop a function theoretic characterization of these two partial orders in terms of multipliers between the abstract model spaces or Herglotz spaces associated with partial isometries in \( \mathcal{V}_{n} \).

8. PARTIAL ORDERS AND MULTIPLIERS

Recall the associated operator \( \hat{Z}_{A} \) of multiplication by the independent variable on \( \mathcal{H}_{A} \) defined on \( \text{Dom}(\hat{Z}_{A}) = \{ f \in \mathcal{H}_{A} : zf \in \mathcal{H}_{A} \} \). Also recall the associated partial isometry \( Z_{A} \) obtained by extending \( \hat{Z}_{A} \) by zero on \( \text{Dom}(\hat{Z}_{A}) \perp \).

**Theorem 8.1.** For \( A, B \in \mathcal{V}_{n} \) with associated operators \( \hat{Z}_{A} \) on \( \mathcal{H}_{A} \) and \( \hat{Z}_{B} \) on \( \mathcal{H}_{B} \), the following are equivalent:
(i) \( A \preceq_{q} B \);
(ii) \( \hat{Z}_{A} \preceq_{q} \hat{Z}_{B} \);
(iii) there exists a multiplier from \( \mathcal{H}_{A} \) to \( \mathcal{H}_{B} \).

**Proof.** Assume that \( A \preceq_{q} B \). Then there is a bounded injective operator \( X : \mathcal{H}_{A} \rightarrow \mathcal{H}_{B} \) with \( X \text{ Ker}(A) \perp \subset \text{ Ker}(B) \perp \) and \( XA|_{\text{ Ker}(A) \perp} = BX|_{\text{ Ker}(A) \perp} \). Let \( U_{A} : \mathcal{H}_{A} \rightarrow \mathcal{H}_{A} \) be the unitary which induces the unitary equivalence between \( A \) and \( \hat{Z}_{A} \), that is, \( U_{A} \text{ Ker}(A) \perp = \text{ Dom}(\hat{Z}_{A}) = \text{ Ker}(\hat{Z}_{A}) \perp \) (and hence \( U_{A} \text{ Ker}(A) = \text{ Ker}(\hat{Z}_{A}) \)) and such that \( \hat{Z}_{A}U_{A} = U_{A}\hat{Z}_{A} \). Define
\[
Y : \mathcal{H}_{A} \rightarrow \mathcal{H}_{B}, \quad Y = U_{B}XU_{A}^{*}
\]
and note that
\[ Y \text{Ker}(3_A)^\perp = U_B X U_A^* \text{Ker}(3_A)^\perp = U_B X \text{Ker}(A)^\perp \subset U_B \text{Ker}(B)^\perp = \text{Ker}(3_B)^\perp. \]

Also note that if \( f \in \text{Ker}(3_A)^\perp = \text{Dom}(\hat{3}_A) \) then \( f = U_A x_f \) for some \( x_f \in \text{Ker}(A)^\perp \). Moreover,
\[
Y \hat{3}_A f = U_B X U_A^* \hat{3}_A U_A x_f = U_B X A x_f = U_B B x_f = \hat{3}_B U_B X U_A^* f = \hat{3}_B Y f.
\]
This is precisely the definition of \( 3_A \preceq_q 3_B \). Thus statement (i) implies statement (ii).

The proof of (ii) \( \Rightarrow \) (i) is similar. Indeed, if \( 3_A \preceq q 3_B \) then there is a bounded injective operator \( X_1 : \mathcal{H}_A \rightarrow \mathcal{H}_B \) with \( X_1 \text{Ker}(3_A)^\perp \subset \text{Ker}(3_B)^\perp \) such that \( X_1 \hat{3}_A |_{\text{Ker}(3_A)^\perp} = \hat{3}_B X_1 |_{\text{Ker}(3_A)^\perp} \). Define
\[
Y_1 : \mathcal{H}_A \rightarrow \mathcal{H}_B, \quad Y_1 = U_B^* X_1 U_A,
\]
and follow the computation above to show that \( Y_1 A |_{\text{Ker}(A)^\perp} = B Y_1 |_{\text{Ker}(A)^\perp} \).

We now show the equivalence of statements (ii) and (iii). First we note that for any \( a \in C \) and \( w \in C \setminus T \) that
\[
k_w^A a \in \text{Ran}(\hat{3}_A - w I)^\perp, \quad k_w^B b \in \text{Ran}(\hat{3}_B - w I)^\perp.
\]
This implies that
\[
\text{Ran}(\hat{3}_A - w I)^\perp = \bigvee_{a \in C^w} k_w^A a, \quad \text{Ran}(\hat{3}_B - w I)^\perp = \bigvee_{a \in C^w} k_w^B a.
\]

Recall that
\[
\text{Ker}(3_A)^\perp = \text{Dom}(\hat{3}_A), \quad \text{Ker}(3_B)^\perp = \text{Dom}(\hat{3}_B).
\]

Now suppose that \( X : \mathcal{H}_A \rightarrow \mathcal{H}_B \) is injective with
\[
X \text{Ker}(3_A)^\perp \subset \text{Ker}(3_B)^\perp \quad \text{and} \quad X 3_A |_{\text{Ker}(3_A)^\perp} = 3_B X |_{\text{Ker}(3_A)^\perp}.
\]

Then for any \( f \in \mathcal{H}_A \) we have
\[
\langle (X f)(z), a \rangle_{C^w} = \langle X f, k_z^A a \rangle = \langle f, X^* k_z^A a \rangle.
\]

Since
\[
X \text{Ran}(\hat{3}_A - w I) \subset \text{Ran}(\hat{3}_B - w I), \quad w \in C \setminus T,
\]
we obtain
\[
X^* \text{Ran}(\hat{3}_B - w I)^\perp \subset \text{Ran}(\hat{3}_A - w I)^\perp = \bigvee_{a \in C^w} k_w^A a.
\]

Thus
\[
X^* k_z^B a = k_z^A R(z) a
\]
for some \( R(z)^* \in M_n(C) \), which says that
\[
\langle (X f)(z), a \rangle_{C^w} = \langle f, X^* k_z^B a \rangle = \langle f, R(z)^* a \rangle = \langle R(z) a, f \rangle_{C^w} = \langle R(z f)(z), a \rangle_{C^w}.
\]
This says that

\[(Xf)(z) = R(z)f(z), \quad z \in \mathbb{C} \setminus \mathbb{T}.\]

Conversely, suppose that \(R\) is a multiplier from \(\mathcal{H}_A\) to \(\mathcal{H}_B\). Then, via the closed graph theorem, \(M_R\), multiplication by \(R\), is an injective bounded operator from \(\mathcal{H}_A\) to \(\mathcal{H}_B\). This means that if \(f \in \text{Ker}(\hat{3}_A)^\perp = \text{Dom}(\hat{3}_A)\) then \(Rf\) and \(zf = Rzf \in \mathcal{H}_B\) and so \(Rf \in \text{Dom}(\hat{3}_B) = \text{Ker}(\hat{3}_B)^\perp\). Thus

\[M_R \text{Ker}(\hat{3}_A)^\perp \subset \text{Ker}(\hat{3}_B)^\perp.\]

Furthermore, for \(f \in \text{Ker}(\hat{3}_A)^\perp\) we have

\[(M_R \hat{3}_A f)(z) = (R\hat{3}_A f)(z) = R(z)f(z) = zR(z)f(z) = (\hat{3}_B Rf)(z) = (3_B Rf)(z).\]

Thus \(\hat{3}_A \precsim q 3_B\). □

**Theorem 8.2.** For \(A, B \in \mathcal{V}_R\) with associated operators \(\hat{3}_A\) on \(\mathcal{H}_A\) and \(\hat{3}_B\) on \(\mathcal{H}_B\), the following are equivalent:

(i) \(A \precsim B\);

(ii) \(\hat{3}_A \precsim \hat{3}_B\);

(iii) there exists an isometric multiplier from \(\mathcal{H}_A\) to \(\mathcal{H}_B\).

The proof is the same as before but multiplication by \(R\) is an isometric multiplier.

**Example 8.3.** Suppose \(\Theta_1\) and \(\Theta_2\) are inner functions and consider the partial isometries \(M_{\Theta_1}\) on \(\mathcal{K}_{\Theta_1}\) and \(M_{\Theta_2}\) on \(\mathcal{K}_{\Theta_2}\). If \(\Theta_1\) divides \(\Theta_2\), i.e., \(\Theta_1^{-1}\Theta_2\) is an inner function, then \(M_{\Theta_1} \precsim M_{\Theta_2}\) since \(\mathcal{K}_{\Theta_1} \subset \mathcal{K}_{\Theta_2}\). The isometric \(U : \mathcal{K}_{\Theta_1} \to \mathcal{K}_{\Theta_2}\) can be taken to be the inclusion operator. Note that the norm on both spaces is the same (the \(H^2\) norm) and so this inclusion is indeed isometric.

**Example 8.4.** The previous example can be generalized further. Suppose that \(\Theta_2\) is an arbitrary contractive \(M_n\)-valued analytic function such that \(\Theta_2 = \Theta_1 \Phi\) where \(\Phi\) is a contractive analytic \(M_n\)-valued function and \(\Theta_1\) is inner. Then by II-6 of [21], \(\mathcal{K}_{\Theta_1}\) is contained isometrically in the de Branges–Rovnyak space \(\mathcal{H}(\Theta_2)\). By Section 5, the reproducing kernel for any Herglotz space \(\mathcal{L}(\Theta)\) on \(\mathbb{C} \setminus \mathbb{T}\) can be expressed as

\[K^\Theta(z) = \sqrt{2}(1 - \Theta(z))^{-1}\left(\frac{1 - \Theta(z)\Theta(w)^*}{1 - zw}\right)\sqrt{2}(1 - \Theta(w)^*)^{-1} = V(z)k^\Theta(z)V(w)^*,\]

where \(k^\Theta(z)\) is the reproducing kernel for the de Branges–Rovnyak space \(\mathcal{H}(\Theta)\). It follows that multiplication by \(V(z) := \sqrt{2}(1 - \Theta_2(z))^{-1}\) is an isometry from \(\mathcal{H}(\Theta_2)\) into the Herglotz space \(\mathcal{L}(\Theta_2)\). Hence \(V : \mathcal{K}_{\Theta_1} \subset \mathcal{H}(\Theta_2) \to \mathcal{L}(\Theta_2)\), the operator of multiplication by \(V(z)\), is an isometry of \(\mathcal{K}_{\Theta_1}\) into \(\mathcal{L}(\Theta_2)\). Recall that the canonical partial isometry which acts as multiplication by \(z\) on the largest possible domain in \(\mathcal{L}(\Theta_2)\) is denoted by \(\hat{3}_{\Theta_2}\) (see Section 5), and the corresponding isometric linear transformation is \(\hat{3}_{\Theta_2}\). By the definition of the domain
of $\text{Dom}(\hat{M}_{\Theta_1})$, 
$$
\text{Dom}(\hat{M}_{\Theta_1}) = \ker(M_{\Theta_1})^\perp = \{ f \in K_{\Theta_1} : zf(z) \in K_{\Theta_1} \}.
$$
It follows that $V \text{Dom}(\hat{M}_{\Theta_1}) \subset \text{Dom}(\hat{M}_{\Theta_2})$ and that $V \hat{M}_{\Theta_1} V^* \subset \hat{M}_{\Theta_2}$ so that $M_{\Theta_1} \preceq M_{\Theta_2}$. Since $\hat{M}_{\Theta_1} \cong M_{\Theta_1}$, this also shows that $M_{\Theta_1} \preceq M_{\Theta_2}$ whenever $\Theta_1$ is inner, $\Theta_2$ is contractive and $\Theta_1 \preceq \Theta_2$.

Now suppose that $\Phi := \Theta\Gamma$ where $\Phi, \Theta, \Gamma$ are all scalar-valued inner functions on $\mathbb{D}$. Let
$$
\Lambda := \begin{pmatrix} \Theta & 0 \\ 0 & \Gamma \end{pmatrix}.
$$
Then $\Lambda$ is a $2 \times 2$ matrix-valued inner function, and note that $M'_{\Lambda}$ has indices $(2,2)$, and that there is a natural unitary map $W$ from $K_{\Lambda} = K_{\Theta} \oplus K_{\Gamma}$ onto $K_{\Phi} = K_{\Theta} \oplus \Theta K_{\Gamma}$. Namely
$$
W(f \oplus g) := f + \Theta g,
$$
so that if we view elements of $K_{\Lambda}$ as column vectors then $W$ acts as multiplication by the $1 \times 2$ matrix function
$$
W(z) = (1, \Theta(z)).
$$
It follows that $M_{\Lambda} \preceq M_{\Phi}$, where $M_{\Lambda}$ has indices $(2,2)$ and $M_{\Phi}$ has indices $(1,1)$.

**Example 8.5.** Even more generally suppose that $\Theta, \Phi$ are arbitrary contractive analytic $M_n(\mathbb{C})$-valued functions on $\mathbb{D}$ such that $\Theta$ divides $\Phi$, i.e., $\Phi = \Theta \Gamma$ for some other contractive analytic $M_n(\mathbb{C})$-valued function $\Gamma$ on $\mathbb{D}$. As in the previous example the reproducing kernel for the Herglotz space $\mathscr{L}(\Theta)$ on $\mathbb{C} \setminus \mathbb{T}$ is
$$
K^\Theta_w(z) = \frac{G_{w}(z) + G_{w}(\bar{w})^*}{1 - z\bar{w}},
$$
and using that $G_{\Theta} = (1 + \Theta)(1 - \Theta)^{-1}$, this can be re-expressed as
$$
K^\Theta_w(z) = \sqrt{2}(1 - \Theta(z))^{-1}\left(\frac{1 - \Theta(z)\Theta(w)^*}{1 - z\bar{w}}\right)\sqrt{2}(1 - \Theta(w)^*)^{-1}.
$$
Recall here from Section 5 that $\Theta$ is extended to a matrix function on $\mathbb{C} \setminus \mathbb{T}$ using the definition $\Theta(z)\Theta(1/z)^* = I$. Let
$$
W(z) := (I - \Phi(z))^{-1}(I - \Theta(z)),
$$
and observe that
$$
K^\Phi_w(z) - W(z)K^\Theta_w(z)W(w)^*
$$
is equal to
$$
\sqrt{2}(I - \Phi(z))^{-1}\Theta(z)\left(\frac{1 - \Gamma(z)\Gamma(w)^*}{1 - z\bar{w}}\right)\Theta(w)^*(I - \Phi(w)^*)^{-1}\sqrt{2} = (I - \Phi(z))^{-1}\Theta(z)(I - \Gamma(z))K^\Gamma_w(z)(I - \Gamma(w))^{*}\Theta(w)^*(I - \Phi(w)^*)^{-1},
$$
where $K^\Gamma_w(z)$ is the reproducing kernel for the Herglotz space $\mathscr{L}(\Gamma)$ on $\mathbb{C} \setminus \mathbb{T}$. This shows that the difference $K^\Phi_w(z) - W(z)K^\Theta_w(z)W(w)^*$ is a positive $M_n(\mathbb{C})$-valued
kernel function on \( \mathbb{C} \setminus \mathbb{T} \), and so it follows from the general theory of reproducing kernel Hilbert spaces that \( W(z) \) is a contractive multiplier of \( \mathcal{L}(\Theta) \) into \( \mathcal{L}(\Phi) \) ([20], Theorem 10.20). Theorem 8.1 now implies that \( Z_\Theta \preceq q Z_\Phi \) whenever \( \Theta \) divides \( \Phi \).

**Example 8.6.** Suppose that \( \Theta \) is a scalar inner function and \( a \in \mathbb{D} \). A theorem of Crofoot [4] says that the operator

\[
U : K_\Theta \to K_{\Theta_a}, \quad Uf = \frac{\sqrt{1 - |a|^2}}{1 - a\Theta} f
\]

is a unitary operator from \( K_\Theta \) onto \( K_{\Theta_a} \), where

\[
\Theta_a = \frac{\Theta - a}{1 - a\Theta}.
\]

Thus \( M_\Theta \cong M_{\Theta_a} \) and so certainly \( M_\Theta \preceq M_{\Theta_a} \).

**Example 8.7.** Continuing the previous example, now suppose that \( \Phi \) is a scalar inner function such that \( \Theta_a \) divides \( \Phi \). Then one can see (by composing the unitary operators from the previous two examples) that \( M_\Theta \preceq M_\Phi \).

**Example 8.8.** For a scalar inner function \( \Theta \), let \( \sigma \) be the unique finite positive measure on \( \mathbb{T} \) satisfying

\[
\frac{1 - |\Theta(z)|^2}{|1 - \Theta(z)|^2} = \int_{\mathbb{T}} \frac{1 - |z|^2}{|\zeta - z|^2} d\sigma(\zeta).
\]

Such a measure \( \sigma \) is one of the Clark measures corresponding to \( \Theta \). From Clark theory [21] we know that

\[
K_\Theta = (1 - \Theta)\mathcal{C}_\sigma L^2(\sigma),
\]

where

\[
\mathcal{C}_\sigma : L^2(\sigma) \to \mathcal{O}(\mathbb{D}), \quad (\mathcal{C}_\sigma f)(z) = \int_{\mathbb{T}} \frac{f(\zeta)}{1 - \zeta z} d\sigma(\zeta),
\]

is the Cauchy transform operator, and

\[
\|(1 - \Theta)\mathcal{C}_\sigma f\| = \|f\|_{L^2(\sigma)}.
\]

It is also known that \( E := \left\{ \zeta \in \mathbb{T} : \lim_{r \to 1^-} \Theta(r\zeta) = 1 \right\} \) is a carrier for \( \sigma \). Let \( F \subset E \) be such that \( \mu = \sigma|_F \) is not the zero measure. Standard Clark theory says that \( \mu \) is the Clark measure for some inner function \( \Phi \), meaning that

\[
\frac{1 - |\Phi(z)|^2}{|1 - \Phi(z)|^2} = \int_{\mathbb{T}} \frac{1 - |z|^2}{|\zeta - z|^2} d\mu(\zeta), \quad z \in \mathbb{D}.
\]
Note that we have $L^2(\mu) \subset L^2(\sigma)$ (understanding this inclusion by extending the functions in $L^2(\mu)$ to be zero on $\mathbb{T} \setminus F$). Furthermore, observe that

$$K_\Theta = (1 - \Theta)\mathcal{E}_\sigma L^2(\sigma) \supset (1 - \Theta)\mathcal{E}_\sigma L^2(\mu) = \frac{1 - \Theta}{1 - \Phi}\mathcal{E}_\sigma L^2(\mu) = \frac{1 - \Theta}{1 - \Phi}K_\Phi.$$ 

Thus $(1 - \Theta)(1 - \Phi)^{-1}$ is a multiplier from $K_\Phi$ to $K_\Theta$. Furthermore, if $F \in K_\Phi$, then $F = (1 - \Phi)\mathcal{E}_\sigma f$, where $f \in L^2(\mu)$ (and considered also to be an element of $L^2(\sigma)$ by defining it to be zero on $\mathbb{T} \setminus F$). Finally,

$$\left\| \frac{1 - \Theta}{1 - \Phi} F \right\|^2 = \left\| (1 - \Theta)\mathcal{E}_\sigma f \right\|^2 = \left\| f \right\|_{L^2(\sigma)}^2 = \int |f|^2d\sigma = \int |f|^2d\mu = \| F \|^2.$$ 

The last equality says that $(1 - \Theta)(1 - \Phi)^{-1}$ is an isometric multiplier from $K_\Phi$ to $K_\Theta$.

This example is significant since it provides us with an example of two (scalar) inner functions $\Phi$ and $\Theta$ such that $M_\Phi \preceq M_\Theta$, but so that $\Phi$, the Livšic function for $M_\Phi$ does not divide $\Theta$, the Livšic function for $M_\Theta$. Indeed, let

$$\Theta(z) = \exp \left( \frac{1 + z}{1 - z} \right)$$

be an atomic inner function. One can show that

$$\{ \xi \in \mathbb{T} : \Theta = 1 \} = \left\{ \frac{2n\pi - i}{2n\pi + 1} : n \in \mathbb{Z} \right\},$$

which is a discrete set of points in $\mathbb{T}$ accumulating only at $\xi = 1$. Let $F$ be a finite subset of (8.1) and construct the inner function $\Phi$ as above. A little thought shows that $\Phi$ is a finite Blaschke product. From the discussion above,

$$G = \frac{1 - \Theta}{1 - \Phi}$$

is an isometric multiplier from $K_\Phi$ into $K_\Theta$. From this we get that $M_\Phi \preceq M_\Theta$. But $\Phi$ is a finite Blaschke product and $\Theta$ is an inner function without zeros in $\mathbb{D}$. Thus $\Phi$ does not divide $\Theta$.

If one wanted an example in terms of compressed shifts $(S_u \preceq S_v$ but the inner function $u$ does not divide the inner function $v$) one would need to have $u(0) = v(0) = 0$ which can be accomplished as follows: Let

$$v = z\Theta, \quad u = \frac{\Phi - a}{1 - \Phi},$$

where $a = \Phi(0)$. This makes $u(0) = 0$. If $F$ is the isometric multiplier from $K_u$ onto $K_\Phi$ (via Crofoot) and $G = (1 - \Theta)(1 - \Phi)^{-1}$ then, using the fact that $K_\Phi \subset K_\Theta$, we see that $FG$ is an isometric multiplier from $K_u$ to $K_\Theta$ and so $S_u \preceq S_v$. However, $u$ is a finite Blaschke product and cannot possibly divide $v$.

**Example 8.9.** Recall the operators $A = S^* \oplus S$ on $H^2 \oplus H^2$ and $B = A|_{H^2 \oplus H_0^2}$. Notice that the operator $W := I \oplus S$ is an isometry from $\mathcal{H} := H^2 \oplus H^2$ onto $W \mathcal{H}$.
Moreover,

\[ B = WAW^* = S^* \oplus SSS^* = (S^* \oplus S)(I \oplus SS^*) = A(I \oplus SS^*). \]

Notice that \( I \oplus SS^* \) is the orthogonal projection of \( \mathcal{H} \) onto \( WH \). Thus

\[ WAW^* = A|_{WH} \]

and so, since \( WH \) is a proper invariant subspace of \( A \), it follows that \( A \) is unitarily equivalent to a restriction of itself to a proper invariant subspace. One can check \( B \preceq A \) and the associated multiplier from the abstract model space \( \mathcal{K}_B \) to \( \mathcal{K}_A \) is

\[ R(z) = \begin{cases} z & \text{if } |z| < 1, \\ 1 & \text{if } |z| > 1. \end{cases} \]

**Proposition 8.10.** The ~\(_q\) equivalence class, \([A]_q\), of the partial isometry \( A := S^* \oplus S \) on \( H^2 \oplus H^2 \) is the unique maximal element of \( \mathcal{V}_1 / \sim_q \) with respect to the partial order \( \preceq_q \). Moreover it is larger than every other element of \( \mathcal{V}_1 / \sim_q \) with respect to \( \preceq_q \).

**Proof.** This follows straightforwardly from Example 8.5. By Example 8.5, if \( \Theta, \Phi \) are contractive analytic functions on \( \mathbb{D} \) such that \( \Theta \) divides \( \Phi \), then \( 3_\Theta \preceq_q 3_\Phi \). The characteristic function of \( A \) is \( w_A = 0 \), and so any contractive analytic function \( b \) divides \( w_A \): \( w_A = b \cdot 0 = 0 \). It follows that if \( V \) is any completely non-unitary partial isometry with indices \((1, 1)\), that its characteristic function \( w_V \) divides \( w_A \). Hence \( V \sim 3_w \preceq_q 3_w A \sim A \), and \( V \preceq_q A \), so that \([V]_q \preceq_q [A]_q\), where \([\cdot]_q\) denotes \( \sim_q \) equivalence class, for any \( V \in \mathcal{V}_1 \). It follows that \([A]_q\) is maximal since if \([A]_q \preceq_q [V]_q\) for some \( V \in \mathcal{V}_1 \) then also \([V]_q \preceq_q [A]_q\) so that \([V]_q = [A]_q\) since \( \preceq_q \) is a partial order on \( \mathcal{V}_1 / \sim_q \). \([A]_q\) is clearly the unique maximal element since if \([V]_q\) is another maximal element then \([V]_q \preceq_q [A]_q\) which implies \([V]_q = [A]_q\) by maximality. \( \blacksquare \)

**Remark 8.11.** Similarly one can show that for any \( n \in \mathbb{N} \), the \( \sim_q \) equivalence class of \((S^*)^n \oplus S^n\), or equivalently \((\bigoplus_{k=1}^n S^*) \oplus (\bigoplus_{k=1}^n S)\) is the unique maximal element of \( \mathcal{V}_n / \sim_q \) with respect to the partial order \( \preceq_q \).

By Examples 8.3 and 8.4, if \( \Theta, \Phi \) are contractive analytic \( M_n(\mathbb{C})\)-valued functions on \( \mathbb{D} \) with \( \Theta \) inner, and \( \Theta \) divides \( \Phi \) then \( 3_\Theta \preceq 3_\Phi \). It follows as in the proof of the above proposition that the ~ equivalence class \([n \cdot A]_q\) of \( n \cdot A := (S^*)^n \oplus S^n\) is greater than that of \( V \) with respect to the partial order \( \preceq \) on \( \mathcal{V}_n / \sim \) for any \( V \in \mathcal{V}_n \) for which the characteristic function \( w_V \) is inner.

For \( \Theta \) inner, let \( \hat{M}_\Theta \) be the multiplication operator on \( \mathcal{K}_\Theta \) and let \( \hat{3}_\Theta := \hat{3}_{\hat{M}_\Theta} \) be the abstract model realization of \( \hat{M}_\Theta \). Also let \( M_\Theta \) and \( 3_\Theta \) be the partial isometric extensions of \( \hat{M}_\Theta \) and \( \hat{3}_\Theta \). We know that \( M_\Theta \) and \( 3_\Theta \) have the same Livšic characteristic function and thus they are unitarily equivalent.

Furthermore, by Section 8, for two inner functions \( \Theta \) and \( \Phi \) we have that \( M_\Theta \preceq M_\Phi \) if and only if there is an isometric multiplier from \( \mathcal{K}_\Theta \) to \( \mathcal{K}_\Phi \). Thus we see that \( 3_\Theta \preceq 3_\Phi \) (which is equivalent to the fact that there is an isometric
multiplier from $\mathcal{M}_\Theta$ to $\mathcal{M}_\Phi$) if and only there is a isometric multiplier from $\mathcal{K}_\Theta$ to $\mathcal{K}_\Phi$. This relates the isometric multiplier problem in the abstract setting to the one explored by Crofoot [4].

**Example 8.12.** Consider the partial isometries $M_B$, which act as multiplication by $z$ on their initial spaces in a model space $\mathcal{K}_B$ where $B$ is a finite Blaschke product. This example will show three things. First we will show that $M_1 := M_{B_1} \preceq q M_2 := M_{B_2}$ if and only if the degree of $B_2$ (number of zeroes) is greater than that of $B_1$, demonstrating that the partial order $\preceq q$ is somewhat trivial when restricted to such partial isometries. Next we provide an example of $M_1 \preceq M_2$ for finite Blaschke products $B_1, B_2$ even though $B_1$ does not divide $B_2$. Finally we will show that there exist $B_1, B_2$ so that the degree of $B_1$ is less than that of $B_2$ but $M_1$ is not less than $M_2$ with respect to $\preceq q$. This will show that the two partial orders $\preceq$ and $\preceq q$ are different.

Let $B_1, B_2$ be finite Blaschke products of degree $n \leq m$ and zero sets $\{z_1, \ldots, z_n\}$ and $\{w_1, \ldots, w_m\}$, respectively. Then

$$\mathcal{K}_{B_1} = \left\{ \frac{p(z)}{(1 - z_1 z) \cdots (1 - z_n z)} : p \in \mathbb{C}[z]; \deg(p) \leq n - 1 \right\},$$

and similarly for $\mathcal{K}_{B_2}$. Since $n \leq m$, the function

$$R(z) := \frac{(1 - z_1 z) \cdots (1 - z_n z)}{(1 - w_1 z) \cdots (1 - w_m z)},$$

is analytic, bounded on $D$, and is a multiplier from $\mathcal{K}_{B_1}$ into $\mathcal{K}_{B_2}$. By Theorem 8.1, and the discussion above, we have that $M_1 \preceq q M_2$.

Let

$$B_1(z) = z^2, \quad B_2(z) = z \frac{z - a}{1 - az}, \quad a \neq 0.$$ 

Note that

$$\mathcal{K}_{B_1} = \{ d_0 + d_1 z : d_0, d_1 \in \mathbb{C} \}, \quad \mathcal{K}_{B_2} = \left\{ \frac{c_0 + c_1 z}{1 - az} : c_0, c_1 \in \mathbb{C} \right\}.$$ 

Thus, as just seen above, if

$$\phi = \frac{1}{1 - az},$$

we clearly have $\phi \mathcal{K}_{B_1} \subset \mathcal{K}_{B_2}$. In fact $\phi \mathcal{K}_{B_1} = \mathcal{K}_{B_2}$ as a bonus. Hence there is a multiplier from $\mathcal{K}_{B_1}$ to $\mathcal{K}_{B_2}$. However, there is no isometric multiplier from $\mathcal{K}_{B_1}$ to $\mathcal{K}_{B_2}$ and thus $M_1 \preceq q M_2$ but $M_1 \not\preceq M_2$. To see this, observe that since $\mathbb{C} \subset \mathcal{K}_{B_1}$ we see that any multiplier $\phi$ from $\mathcal{K}_{B_1}$ to $\mathcal{K}_{B_2}$ satisfies $\phi \in \mathcal{K}_{B_2}$. Thus

$$\phi = \frac{c_0 + c_1 z}{1 - az}.$$ 

Notice that $c_1 = 0$ since otherwise $z \phi \not\in \mathcal{K}_{B_2}$. Thus $\phi$ takes the form

$$\phi = \frac{c_0}{1 - az}.$$
If $\phi$ is an isometric multiplier then $\phi$ must satisfy the identities
\[ \|\phi 1\| = \|1\| = 1, \quad \langle \phi z, \phi 1 \rangle = \langle z, 1 \rangle = 0. \]

The first identity says that
\[ 1 = \int |\phi|^2 dm = |c_0|^2 \int \frac{1}{|1 - az|^2} dm = |c_0|^2 \frac{1}{1 - |a|^2} \]
and so
\[ \phi = \zeta \sqrt{\frac{1 - |a|^2}{1 - az}} \]
for some unimodular constant $\zeta$. The second identity says that
\[ 0 = \int |\phi|^2 z dm = \int \frac{1 - |a|^2}{|1 - az|^2} z dm. \]
Notice how the above integral is the Poisson integral of the function $z$ (which is certainly harmonic on the disk) and so it evaluates to $a$. Thus $a = 0$ which yields a contradiction. Thus there there is a multiplier from $\mathcal{K}_{B_1}$ to $\mathcal{K}_{B_2}$ but no isometric multiplier.

9. EQUIVALENCE CLASSES

We have defined two equivalence classes $\sim$ and $\sim_q$ on $V_n$ by declaring $A \sim B$ if $A \preceq B$ and $B \preceq A$ (respectively $A \sim_q B$ if $A \preceq_q B$ and $B \preceq_q A$). Can we precisely identify these equivalence classes? In some cases we can.

THEOREM 9.1. Suppose $A, B \in \mathcal{V}_1$ with inner Livsic functions. Then $A \sim B$ if and only if $A$ is unitarily equivalent to $B$.

Proof. If $A \preceq B$, then there is an isometric multiplier $m_A$ from $\mathcal{K}_{\Theta_A}$ to $\mathcal{K}_{\Theta_B}$. Likewise if $B \preceq A$, then there is an isometric multiplier $m_B$ from $\mathcal{K}_{\Theta_B}$ to $\mathcal{K}_{\Theta_A}$. The product $m := m_A m_B$ is a multiplier from $\mathcal{K}_{\Theta_A}$ to itself. By a theorem of Crofoot, $m$ must be a constant function with unimodular constant. Furthermore, $m \mathcal{K}_{\Theta_A} = \mathcal{K}_{\Theta_A}$.

We now claim that $m_A \mathcal{K}_{\Theta_A} = \mathcal{K}_{\Theta_B}$. Let $g \in \mathcal{K}_{\Theta_B}$. Then $m_A g = f \in \mathcal{K}_{\Theta_A}$ and so $mg = m_B m_A g = m_B f \in \mathcal{K}_{\Theta_A}$. But then $g = m^{-1} m_B f \in \mathcal{K}_{\Theta_A}$ and $m_A g = f$.

But then the isometric operators $\hat{3}_A$ and $\hat{3}_B$ are unitarily equivalent via
\[ X : \mathcal{K}_{\Theta_A} \to \mathcal{K}_{\Theta_B}, \quad Xf = m_A f. \]
Since $A$ and $\hat{3}_A$ are unitarily equivalent and since $B$ and $\hat{3}_B$ are unitarily equivalent, we see that $A$ and $B$ are unitarily equivalent.

The converse is obvious. 

It turns out that this result can be extended beyond $n = 1$ by applying the theory of [18], but the proof is much more involved and we will not include it here.
THEOREM 9.2. Suppose \( A, B \in \mathcal{V}_n \) with inner Livšic functions. Then \( A \sim B \) if and only if \( A \) is unitarily equivalent to \( B \).

THEOREM 9.3. Suppose \( A, B \in \mathcal{V}_1 \) with inner Livšic functions. Then \( A \sim_q B \) if and only if \( A|_{\text{Ker}(A)^\perp} \) is similar to \( B|_{\text{Ker}(B)^\perp} \).

Proof. Essentially the same argument as above shows that \( \hat{3}_A \) is similar to \( \hat{3}_B \) via the invertible multiplier \( m_A \), i.e., \( Y : \mathcal{K}_\Theta \rightarrow \mathcal{K}_\Theta, Yf = m_A f \). Moreover, \( Y \text{Dom}(\hat{3}_A) = \text{Dom}(\hat{3}_B) \).

If \( U_A : \mathcal{H}_A \rightarrow \mathcal{K}_\Theta \) (here \( \mathcal{H}_A \) is the Hilbert space on which \( A \) acts) is the unitary operator which induces the unitary equivalence of \( A \) and \( \hat{3}_A \) and \( U_B : \mathcal{H}_B \rightarrow \mathcal{K}_\Theta \) is the unitary inducing the unitary equivalence of \( B \) and \( \hat{3}_B \), one notes that by the way in which these operators were constructed, we have

\[
U_A \text{Ker}(A)^\perp = \text{Dom}(\hat{3}_A), \quad U_B \text{Ker}(B)^\perp = \text{Dom}(\hat{3}_B).
\]

One can verify that the operator \( L = U_B^* Y U_A : \mathcal{H}_A \rightarrow \mathcal{H}_B \) satisfies

\[
L \text{Ker}(A)^\perp = \text{Ker}(B)^\perp, \quad L A|_{\text{Ker}(A)^\perp} = B L|_{\text{Ker}(A)^\perp}.
\]

This shows that \( A|_{\text{Ker}(A)^\perp} \) is similar to \( B|_{\text{Ker}(B)^\perp} \).

As in the previous proof, the converse is obvious. 

EXAMPLE 9.4. Let \( \{\mathbf{e}_1, \ldots, \mathbf{e}_n\} \) be the standard orthonormal basis for \( \mathbb{C}^n \) and let \( \{\mathbf{u}_1, \ldots, \mathbf{u}_n\} \) be any orthonormal basis for \( \mathbb{C}^n \). By Proposition 2.3 the matrices

\[
V_1 = [\mathbf{e}_2|\mathbf{e}_3|\cdots|\mathbf{e}_n|\mathbf{0}], \quad V_2 = [\mathbf{u}_2|\mathbf{u}_3|\cdots|\mathbf{u}_n|\mathbf{0}]
\]

define partial isometries on \( \mathbb{C}^n \). Note that \( V_1 \) is the matrix representation of the compressed shift \( S_\Theta \) on \( \mathcal{K}_\Theta \), where \( \Theta = z^n \).

From Example 4.4, we see that the Livšic characteristic function for \( V_1 \) is \( \Theta \) while the Livšic characteristic function for \( V_2 \) is the finite Blaschke product \( \Psi \) whose zeros are 0 along with the non-zero eigenvalues of \( V_2 \) (Example 4.5). So unless \( \Theta = \xi \Psi \), for some \( \xi \in \mathbb{T} \), \( V_1 \) is not unitarily equivalent to \( V_2 \) (Theorem 4.2).

However, we can see that \( V_1 \sim_q V_2 \) in the following way.

Observe from (2.1) that

\[
\text{Ker}(V_1)^\perp = \sqrt[\perp]{\{\mathbf{e}_1, \ldots, \mathbf{e}_{n-1}\}}, \quad \text{Ran}(V_1) = \sqrt{\{\mathbf{e}_2, \ldots, \mathbf{e}_n\}}.
\]

Furthermore, \( V_1 \mathbf{e}_j = \mathbf{e}_{j+1} \), \( 1 \leq j \leq n - 1 \). This means that if \( \mathcal{B}_1 \) is the ordered basis \( \{\mathbf{e}_1, \ldots, \mathbf{e}_{n-1}\} \) for \( \text{Ker}(V_1)^\perp \) and \( \mathcal{B}_2 \) is the ordered basis \( \{\mathbf{e}_2, \ldots, \mathbf{e}_n\} \) for \( \text{Ran}(V_1) \), then the matrix representation of \( V_1|_{\text{Ker}(V_1)^\perp} \) with respect to the pair \( (\mathcal{B}_1, \mathcal{B}_2) \) is

\[
[V_1|_{\text{Ker}(V_1)^\perp}]_{(\mathcal{B}_1, \mathcal{B}_2)} = \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix} = I_{n-1}.
\]

In a similar way,

\[
\text{Ker}(V_2)^\perp = \sqrt{\{\mathbf{e}_1, \ldots, \mathbf{e}_{n-1}\}}, \quad \text{Ran}(V_2) = \sqrt{\{\mathbf{u}_1, \ldots, \mathbf{u}_{n-1}\}}.
\]
Moreover, $V_2 e_j = u_j$, $1 \leq j \leq n - 1$. This means that if $\mathcal{C}_1$ is the ordered basis $\{e_1, \ldots, e_{n-1}\}$ for $\text{Ker}(V_2)^\perp$ and $\mathcal{C}_2$ is the ordered basis $\{u_1, \ldots, u_{n-1}\}$ for $\text{Ran}(V_2)$, then the matrix representation of $V_2|_{\text{Ker}(V_2)^\perp}$ with respect to the pair $(\mathcal{C}_1, \mathcal{C}_2)$ is

$$[V_2|_{\text{Ker}(V_2)^\perp}]_{(\mathcal{C}_1, \mathcal{C}_2)} = I_{n-1}.$$ 

Since we get the $(n - 1) \times (n - 1)$ identity matrix in both cases, we see, from basic linear algebra, that $V_1|_{\text{Ker}(V_1)^\perp}$ is indeed similar to $V_2|_{\text{Ker}(V_2)^\perp}$.
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