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Abstract—We study cascading failures in a system comprising interdependent networks/systems, in which nodes rely on other nodes both in the same system and in other systems to perform their function. The (inter-)dependence among nodes is modeled using a dependence graph, where the degree vector of a node determines the number of other nodes it can potentially cause to fail in each system through aforementioned dependency. In particular, we examine the impact of the variability and dependence properties of node degrees on the probability of cascading failures. We show that larger variability in node degrees hampers widespread failures in the system, starting with random failures. Similarly, positive correlations in node degrees make it harder to set off an epidemic of failures, thereby rendering the system more robust against random failures.

I. INTRODUCTION

Many systems providing critical services to modern societies (e.g., smart grids, manufacturing systems, transportation systems) comprise multiple heterogeneous systems that support each other to enable the functionality of the overall system. In particular, (local) decision makers or subsystems belonging to different constituent or component systems (CSes) rely on each other to perform various functions. For instance, a modern power system not only includes an electrical grid/network, but also depends on an information and communication network (ICN) to monitor the state of the electrical network and to communicate and execute appropriate control actions based on the observed state.

Throughout the paper, we refer to the (local) decision makers or subsystems in various CSes simply as agents. Intricate (inter-)dependence among agents in CSes makes the analysis of these complex systems challenging. Moreover, in some cases, (random or targeted) failures of a small number of agents in one CS have potential to cause unexpected, widespread failures of many agents in multiple CSes.

The 2003 blackout in Italy provides a good example [36]. The onset of the blackout was triggered by an initial failure in the power grid, which caused a disruption to both the power grid and the ICN used for communication between power substations. This secondary failure in ICN further hampered the communication between stations and their regulation, setting off rapid cascading failures throughout a large part of the power grid.

As illustrated by this example, due to increasing reliance of modern societies on such complex systems and interdependence among CSes, there is a growing interest in modeling and understanding the interaction between (agents in) interdependent CSes and the robustness of the overall systems (e.g., [11], [12], [20], [29], [39], [40], [41], [44]). Yet, there is no theory that allows us to answer even a basic question, “Given two different interdependent networks or systems, when can we say that one network or system is more robust than the other?”

The overarching goal of our study, which complements those of existing studies (summarized in Section II), is to contribute to the emerging theory on complex systems, in particular on the influence of the dependence structure properties between agents on the robustness of the systems with respect to localized, random failures in CSes. Our hope is that the findings will help engineers and researchers identify critical properties of robust systems and incorporate them into design guidelines of complex systems.

To this end, we develop a general model for capturing the propagation of failures from one agent to another both within individual CSes and across multiple CSes. This model is similar to that of [21] and allows us to introduce asymmetric dependence among agents belonging to heterogeneous systems (e.g., electrical network vs. ICN) and to study different ways in which failures can proliferate through diverse CSes.

Some key questions we are interested in are: (a) When is it possible for a localized initial failure in one CS, beginning with one or a small number of randomly chosen agents, to trigger a cascade of failures not only within the CS in which the initial failure originated, but also in other CSes? (b) How does the underlying dependence structure among agents in various CSes influence the dynamics of failure propagation and the likelihood of such cascading failures? (c) How can we identify susceptible CSes that are more likely to set off widespread failures across many CSes, starting with a few initial failures in the CSes? In this study, we aim to offer partial answers to these important questions.

While we carry out the study in the framework of propagating failures in interdependent systems, we suspect that the basic model and approach as well as some of key findings can be easily extended to other applications with appropriate changes. These applications include (i) information or rumor propagation or new technology adoption in a network encompassing multiple social networks, (ii) an epidemic of disease across multiples geographic locations (e.g., cities or countries), and (iii) spread of malware in the Internet.

A. Summary of main results

We model the (inter-)dependence among agents with the help of what is known in the literature as a degree-based
A similar model is used in many existing studies, e.g., [6], [7], [22], [42], [44]. In order to capture different manners in which failures can spread both within various CSes and between CSes, we model the dynamics of failure propagation using a multi-type branching process with the assumption that there are no cycles in the set of failed agents in a local neighborhood.

We call other agents which an agent can influence and cause failures of its (dependence) neighbors, and model the number of neighbors that an agent has in each CS, using a random degree vector. The $j$-th element in the degree vector of an agent belonging to the $i$-th CS ($i \neq j$) is the number of agents in the $j$-th CS which are dependent on the CS $i$ agent.

Given fixed distributions of degree vectors for agents in different CSes, the tools from multi-type branching process theory are employed to estimate the probability that a random initial failure in the $i$-th CS will give rise to cascading failures, affecting a large number of agents across the system. Since this probability of suffering an epidemic of failures depends on which CS suffers the initial failure, it also tells us which CSes are more vulnerable to random failures than others.

The primary goal of our study is to investigate how (i) the variability of agents’ degrees (in the aforementioned random degree vectors) and (ii) the dependence structure of the degrees influence the likelihood of a random failure in a CS sparking a chain of failures throughout the system with many agents. To achieve this goal, we adopt several different (integral) stochastic orders that are partial orders on the set of degree distributions. They allow us to compare degree distributions of interest to us with respect to degree variability and (positive) dependence.

There are many other important properties, such as assortativity [22], [33] and clustering [11], [44] often observed in social networks or engineered systems as well as community structure [27], which influence the dynamics of information or failure propagation. But, as it will be clear, even without these properties, analyzing the role of degree variability and dependence is technically challenging. For this reason, we do not model them here and leave an investigation of their effects for a future study. For instance, clustering is shown to impede global cascades in multiplex networks [44], and thus the probability of cascades we estimate here may serve as an upper bound when there is clustering. However, we suspect that the qualitative findings reported in this study will continue to hold even in the presence of clustering.

The high-level messages of our analytical findings can be summarized as follows.

F1. Compare two distinct systems with different degree distributions of agents. Then, when there are a small number of random failures in some CS, the system in which agents’ degrees exhibit higher variability is less likely to suffer widespread failures. In particular, suppose that agents have identical or similar average degrees (hence comparable levels of dependence among agents and CSes) in two different systems. In this case, the system with more homogeneous or predictable degrees (thus less variability in agents’ degrees) is more susceptible to extensive failures in the system.

F2. Consider two systems in which agents’ degree distributions have identical marginal distributions. Therefore, loosely speaking, we can say that they display the same level of (inter-)dependence. In this case, the system in which the agents’ degrees are more positively correlated is less likely to experience cascading failures as a result of initially localized, random failures.

The first finding indicates that degree distributions with higher variability, such as power laws, which permit the existence of large degree hubs, are more robust to random failures than more concentrated distributions such as Poisson distributions. Furthermore, it hints that systems in which all agents in each CS have similar degrees are most prone to an outbreak of failures. This observation is consistent with earlier numerical studies (e.g., [8], [9]) that suggest that scale-free networks with power law degree distributions are more resilient to random attacks, but vulnerable to intentional attacks that target high-degree nodes.

The second finding above may be somewhat counter-intuitive at first sight. One might suspect that positive correlations would be helpful to spreading failures because high-degree agents are likely to have even larger aggregate degrees with increasing positive correlations and thus serve as more effective conduits for transmitting failures. However, our finding reveals that stronger positive correlations have similar effects as higher variability in the first finding. We suspect that the reason behind this is that stronger positive correlations increase the variability in the aggregate degree of agents. Consequently, they hinder the proliferation of failures, rendering the system more robust to random failures.

A few words on notation: throughout the paper, we will use boldface letters or symbols to denote (row) vectors or vector functions. For instance, $\mathbf{d}$ denotes a vector, and the $j$-th element of $\mathbf{d}$ is denoted by $d_j$. Vectors 0 and 1 represent the vectors of zeros and ones, respectively, of appropriate dimensions. The set $\mathbb{Z}_+$ (resp. $\mathbb{N}$) denotes the set of nonnegative integers $\{0, 1, 2, \ldots\}$ (resp. positive integers $\{1, 2, 3, \ldots\}$).

Finally, all vector inequalities are assumed componentwise.

II. RELATED LITERATURE

There is already a large volume of literature on related topics, including cascading failures and robustness of complex systems [1], [4], [5], [41], spread of epidemics and efficient immunization [35], [37], [43], and information or rumor propagation [11], [44]. Given the significant body of studies in related fields, it is not possible to provide a summary of all. For this reason, we limit our discussion to a short list of most pertinent studies in the settings of multiplex or interdependent networks, and do not discuss other relevant studies (e.g., [2], [6], [14], [24], [27], [49]), including many studies on a single, monolithic network (e.g., [3], [6], [9], [11], [22], [28], [29], [32], [33], [42]), here. We instead refer an interested reader to the references and those therein.

In [7], Buldyrev et al. investigated cascades of failures in two interdependent networks – networks A and B – using numerical studies. In their model, each node in network A...
(resp. B) depends on a randomly chosen node in network B (resp. A), which is modeled using a directed support link, and the failure of the node on which a node depends causes its own failure. Furthermore, nodes in network A (resp. B) are connected with each other according to a degree distribution \( P_A \) (resp. \( P_B \)). Initially, a fraction \((1 - p)\) of network A nodes are removed, which triggers failures of nodes in both networks through connectivity and dependence. They studied the probability that a giant component survives as a function of \( p \), and identified a threshold for a first-order phase transition. In addition, their numerical results suggest that broader degree distributions \( P_A \) and \( P_B \) make the network more vulnerable to random failures, whereas in a single scale-free network, the opposite has been observed.

The findings in [27] have been extended in a series of follow-up studies. Parshani et al. [34] studied a similar model and demonstrated that, as the coupling between the two networks diminishes, the phase transition changes to a second-order transition (from a first-order transition). In [39], Shao et al. relaxed the assumption that each node is dependent on exactly one node in the other network and modeled the number of support links of nodes using random variables. Huang et al. [18] considered the robustness of the system against targeted attacks by mapping the problem to a previously studied problem with random attacks, and suggested that the presence of high degree nodes in scale-free networks makes it challenging to protect interdependent networks against targeted attacks.

In [44], Zhuang and Yağan studied information propagation in a multiplex network consisting of two layers representing an online social network (OSN) and a physical network, both of which have high clustering. Only a subset of vertices in the physical network are assumed to be active in the OSN. Their key findings are: (a) clustering consistently hampers cascades of information to a large number of nodes with respect to both the critical threshold of information epidemics and the mean size of epidemics; and (b) information transmissibility (i.e., average probability of information transmission over a link) has significant impact; when the transmissibility is low, it is easier to trigger a cascade of information propagation with a smaller, densely connected OSN than with a large, loosely connected OSN. However, when the transmissibility is high, the opposite is true.

In another study [17], Hu et al. studied the problem of viral influence spreading, for instance, in adoption of new technologies or scientific ideas. They modeled the spread of adoption using a multiplex network in which there are two different types of links – (i) undirected connectivity links and (ii) directed influence links. Outgoing influence links of a node lead to other nodes whose adoption of a new technology or idea causes the node to adopt it with some fixed probability. Similarly, incoming influence links of a node originate from other nodes that watch the node to see if it adopts the technology or idea first and, if so, follow its trend with fixed probability.

Their key findings include the following: (a) viral cascades are feasible only if there are positive correlations between the connectivity degrees and outgoing influence degrees of nodes. The intuition is that when there are positive correlations, even the adoption of a new technology by some random node would make it easy to influence nodes with high connectivity degrees because they tend to have larger outgoing influence degrees, hence more likely to be influenced by other adopters; and (b) positive correlations between connectivity degrees and incoming influence degrees do not facilitate viral cascades much.

Khamfroush et al. [21] investigated the propagation of phenomena (e.g., failures, infections or rumors) in interdependent networks. By introducing temporal dynamics into the model, they studied how quickly phenomena spread in three different types of networks – scale-free networks, small-world networks, and Erdős-Rényi networks. Two of key observations from their simulation studies are: (a) scale-free networks are in general more conducive to spreading phenomena than the other two types; and (b) the choices of initial spreaders can have greater impact than the network type. Based on the latter observation, they proposed a new centrality metric, called path-degree centrality, to better identify more effective initial spreaders.

While many of these studies (e.g., [7], [18], [34], [39]) examine the robustness of multiplex or interdependent networks, their approaches and goals are very different from those of our study. First, most of the aforementioned studies focus on the analysis of the emergence or survival of giant components under the assumption that only the nodes that belong to the giant component can continue to function properly. We, on the other hand, investigate (i) when it is possible to see an epidemic of failures through dependencies among different systems and (ii) how the underlying dependence properties between systems shape the likelihood of such catastrophic failures.

Second, although the existing studies summarized here (and others we are aware of) provide interesting observations and major contributions to the growing understanding of complex systems, to the best of our knowledge, none of these studies aims to present analytical findings that enable us to compare the robustness of different networks on the basis of their dependence properties (which can be partially ordered). In contrast, as summarized in Section I, our intent is to take another step towards building a comprehensive theory on complex systems which will help us determine when the robustness of such systems improves or deteriorates as a consequence of changes in their dependence properties. Some of our preliminary results are reported in [23].

### III. System Model

Let \( N_S > 1 \) be the number of CSes in the (global) system we consider. For each \( i \in S := \{1, 2, \ldots, N_S\} \), let \( A_i \) be the set of agents in the \( i \)-th CS. When convenient, we use \( a^i \) and \( a^i_{1:k} \) to denote a generic agent in CS \( i \) and the \( k \)-th agent in \( A_i \), respectively.

We model the internal or intra-CS interdependence among agents in the \( i \)-th CS using a dependence graph \( G_i = (V_i, E_i) \): the vertices in \( V_i \) are the agents in CS \( i \). The edges in \( E_i \) are undirected edges between vertices in \( V_i \) and indicate mutual
dependence relations between the end vertices. An undirected edge \( e \in E_i \) should be interpreted as a pair of directed edges pointing in the opposite directions. Two agents with an undirected edge between them are said to be (dependence) neighbors.

In addition to the (undirected) edges between agents in the same CS, we model the dependence of an agent in one CS on another agent in a different CS using a directed edge; if there is a directed edge from agent \( a^i \) to agent \( a^j \), where \( j \neq i \), this means that \( a^j \) depends on \( a^i \) and, when \( a^i \) fails, it could cause \( a^j \) to crash as well. We do not assume that this dependence is mutual to allow asymmetric dependence among CSes. If there is a directed edge \( a^i \rightarrow a^j \) (\( j \neq i \)), we say that \( a^j \) is a CS \( j \) (dependence) neighbor of \( a^i \) and that \( a^i \) supports \( a^j \).

We oftentimes need to distinguish the neighbors in the same CS from those in other CSes. For this reason, we call the neighbors in the same CS (resp. other CSes) internal neighbors (resp. external neighbors). Note that an external neighbor of an agent is another agent in a different CS which it supports. In addition, we refer to the number of internal neighbors of an agent as its internal degree.

A. Propagation of failures

In order to study the robustness of a system against failures, we need to model how a failure spreads from one agent to another. Before we explain the dynamics of failure propagation, let us first define degree distributions we will need shortly.

1) Agent degree distributions: Throughout the paper, we shall use \( D = (D_j; j \in S) \) to denote a \( N_S \)-dimensional (random) vector that describes the number of neighbors that an agent has in each CS \( j \in S \). In other words, \( D_j, j \in S \), is the number of CS \( j \) neighbors. We call \( D \) the (dependence) degree vector of the agent. Note that the degree vector of an agent represents the number of other agents that it can affect in case of its own failure, but not those that support it.

The degrees of a CS \( i \) agent are denoted by a random vector \( D_i = (D_{i,j}; j \in S) \) with a distribution \( p_i \); given \( d \in \mathbb{Z}_+^{N_S} \), the probability that a randomly chosen CS \( i \) agent has \( d \) neighbors in CS \( j, j \in S \), is equal to \( p_i(d) \). We find it convenient to define the marginal distributions \( p_{i,j} : \mathbb{Z}_+ \rightarrow [0,1], j \in S \), where

\[
p_{i,j}(d_j) = \mathbb{P} [ \text{CS } i \text{ agent has } d_j \text{ CS } j \text{ neighbors} ]
\]

\[
= \sum_{\mathbf{d}_{i,-j} \in \mathbb{Z}_+^{N_S-1}} p_i(d_j, \mathbf{d}_{i,-j}),
\]

and \( \mathbf{d}_{i,-j} = (d_{i,1}, \ldots, d_{i,j-1}, d_{i,j+1}, \ldots, d_{i,N_S}) \).

Note that the degrees of an agent to different CSes are not assumed to be mutually independent. Put differently, the number of other agents that a CS \( i \) agent, say \( a^i \), supports in different CSes, i.e., \( (D_{i,j}, j \in S \setminus \{i\}) \), could be correlated and depend on its internal degree \( D_{i,i} \). This is important because in practice the failure of an important agent in a system may trigger the failure of many other agents across different CSes, suggesting that the degrees of such agents could be correlated. Thus, we wish to study the impact of such degree correlations on system robustness.

Finally, throughout this paper (except for in Section VI), we assume that the internal degree of an agent is at least one with probability one, i.e., \( p_i(0) = 0 \) for all \( i \in S \); otherwise, the agent should not belong to CS \( i \).

P1. Intra-CS failure propagation – To model the propagation of failures within a CS, we adopt the random threshold model used by Watts in [42]. A similar model is used in other studies (e.g., [3], [9], [21]). In Watts’ model, every agent \( \alpha_{i,k} \in A_i \) has some intrinsic value \( \xi_{i,k} \). These values \( \xi_{i,k} \) of CS \( i \) agents are modeled using mutually independent (continuous) random variables (rvs) with some common distribution \( F_i \). We refer to these values as their security states.

Suppose that a CS \( i \) agent, say \( \alpha_{i,1} \), fails and agent \( \alpha_{i,2} \) is its internal neighbor. Then, agent \( \alpha_{i,2} \) will go down if and only if \( \xi_{i,2} < (D_{i,2})^{-1} \), where \( D_{i,2} \) is the internal degree of \( \alpha_{i,2} \). When this condition holds, we say that agent \( \alpha_{i,2} \) is vulnerable because the failure of even one of its internal neighbors causes it to collapse as well.

P2. Inter-CS failure propagation – The inter-CS transmission of failure from an agent in one CS to another agent in a different CS works differently than the intra-CS dissemination. Suppose that agent \( \alpha^i \) is a CS \( j \) neighbor of agent \( a^j \), where \( j \neq i \). Then, the failure of \( a^j \) causes \( a^i \) to crash with some fixed probability \( q_{i,j} \in (0,1] \). The interpretation is that if a CS \( j \) agent is dependent on at least one CS \( i \) agent, it fails with probability \( q_{i,j} \) when one of CS \( i \) agents that support it goes down. It is shown in Appendix A that this simple model is general enough to include more sophisticated models in which the probability of infection depends on the number of other agents on which \( a^j \) depends. Also, we assume that the external neighbors of a failed agent go down with the prescribed transmission probability independently of each other.

When the failure of an agent leads to that of another agent, we refer to the former (resp. the latter) as the parent (resp. a child). Also, borrowing from the language of epidemiology, we say that the parent infected the child.

We believe that many of system parameters used in the model can be estimated in practice, for instance, from historical data, physical laws (e.g., power grid), or simulation studies. These include degree distributions \( (p_i; i \in S) \) and infection probabilities \( (q_{i,j}; i, j \in S, i \neq j) \). As we will show shortly, they allow us to compare the robustness of different systems.

IV. AGENT TYPES AND THE DISTRIBUTION OF CHILDREN

As mentioned in Section I, we are interested in scenarios where the number of agents in each CS is large. In a large system with many agents, the propagation of failures can be approximated with the help of a multi-type branching process under some simplifying assumptions. To be more precise, we
shall borrow from the theory of branching processes with finitely many types in order to study the likelihood of a small number of initial failures leading to an epidemic of failures infecting many other agents.

A. Agent types

In our model, depending on how an agent is infected, there are two possible types we need to consider for the failed agent. To formalize this, we define the types of agents in varying CSes. Given \( N_S \) CSes, there are \( 2N_S \) types of interest to us. A CS \( i \) agent (\( i \in S \)) can be either type \( i \) or \( i + N_S \); a type \( i \) agent is a CS \( i \) agent whose internal neighbors are all functional, i.e., have not crashed. On the other hand, a CS \( i \) agent is of type \( i + N_S \) if it has an internal neighbor that went down. For notational simplicity, we use \( i^+ \) to denote \( i + N_S \) (\( i \in S \)) hereafter.

We discuss the distribution of the number of children of various types which are produced by a failed agent of type \( i \in \{1, 2, \ldots, 2N_S\} =: S^+ \) below.

B. Distributions of children vectors

In order to facilitate the analysis, we assume that the (sub)graph consisting of infected agents along with the directed edges used to transmit failures in the system can be approximated using a tree-like structure. A similar assumption in introduced in \([6, 22, 42, 43]\). We call this tree an infection tree. This means that when we follow a sequence of failed agents in the subgraph, it contains no cycles.

Although this may not be true in real systems, it allows us to approximate the dynamics of spreading failures as a multi-type branching process (described in the following section) and to carry out an analytical study. Moreover, when a graph is sparsely connected in large networks with small average degrees, with high probability there are only few short cycles in the giant component \([19]\). Thus, this is a reasonable assumption when the average number of children of different types produced by infected agents is not large.

Let \( a^I \) be a randomly picked CS \( i \) agent, and assume that it crashes and infects some of its neighbors. Then, the type of its child belongs to \( S \cup \{i^+\} \setminus \{i\} =: S^+_i \): if \( a^I \) triggers the failure of an external neighbor in CS \( j, j \neq i \), the type of the child is simply \( j \). If \( a^I \) causes an internal neighbor to fail, then the child’s type is \( i^+ \) because agent \( a^I \) is an infected internal neighbor of the child.

Based on this observation, we can approximate the distribution of the number of children produced by \( a^I \) by considering its two possible types.

C1. Type \( i \) agent \( a^I, i \in S \) - Let \( D_{i,i} \) be its internal degree. Some of these internal neighbors, however, may not be vulnerable in that agent \( a^I \)'s failure will not lead to their infection. As explained in Section \([11]\) whether a neighbor is vulnerable or not depends on its degree and security state. Similarly, an external neighbor of agent \( a^I \) in CS \( j \) will go down (as a consequence of \( a^I \)'s failure) with probability \( q_{i,j} \), which may be smaller than one. As a result, the actual number of CS \( j \) neighbors infected by \( a^I \), which we denote by \( O_{i,j} \), can differ from \( D_{i,j}, j \in S \setminus \{i\} \).

Following the explanation in \([22, 42]\), the probability that a randomly chosen internal neighbor of \( a^I \), say \( a^I \), has \( d_i^I \) internal neighbors is proportional to \( d_i^I \cdot p_{i,i}(d_i^I) \). Furthermore, given that \( a^I \) has \( d_i^I \) internal neighbors, it will be vulnerable to agent \( a^I \)'s failure if \( \xi_i^I < (d_i^I)^{-1} \), where \( \xi_i^I \) is the security state of \( a^I \), the probability of which equals \( F_{i,i} ((d_i^I)^{-1}) \).

For notational convenience, for each \( i \in S \), we define an internal infection probability function \( \phi_i : \mathbb{R}_+ \to [0, 1] \), where \( \mathbb{R}_+ = [0, \infty) \) and \( \phi_i(x) = F_{i,i}(x^{-1}) \). Thus, \( \phi_i \) tells us the probability that a CS \( i \) agent is vulnerable to the failure of an internal neighbor as a function of its internal degree.

Summarizing the above argument, we approximate the probability that \( a^I \) will produce children given by a children vector \( o = (o_j; j \in S^+) \in \mathbb{Z}^{2N_S}_+ \), where \( o_j \) is the number of type \( j \) children, using the following children distribution:

\[
h_i(o) = \left\{ \begin{array}{ll}
\sum_{d \geq d(o)} p_i(d) \\
\times \prod_{j \in S^+_i} (d_{j}(o) - d_j(a))
\end{array} \right.
\]

otherwise,

where \( d : \mathbb{Z}^{2N_S}_+ \rightarrow \mathbb{Z}^{N_S}_+ \) with

\[
d_j(o) = \left\{ \begin{array}{ll}
o_j & \text{if } j \neq i, \\
o_i + 1 & \text{if } j = i,
\end{array} \right.
\]

for all \( o \in \mathbb{Z}^{2N_S}_+ \), \( q_{i,j}, j \neq i \), are as defined earlier,

\[
q_{i,i} = \sum_{d \in \mathbb{N}} d p_{i,i}(d) \phi_i(d) = \sum_{d \in \mathbb{N}} w_{i,i}(d) \phi_i(d),
\]

\[
d_{i,\text{avg}} := \sum_{d \in \mathbb{N}} d : p_{i,i}(d) \text{ is the average internal degree of CS } i \text{ agents, and } q_{i,j} := 1 - q_{i,j} \text{ for all } j \in S.
\]

The average internal degree \( d_{i,\text{avg}} \) in the denominator of \( \phi_i \) serves as a normalizing constant so that \( w_{i,i} := (w_{i,i}(d) = d p_{i,i}(d)/d_{i,\text{avg}}; d \in \mathbb{N}) \) is the internal degree distribution of a randomly picked internal neighbor \([22, 42]\). It is clear now that \( q_{i,i} \) is the probability that a randomly chosen internal neighbor of \( a^I \) is vulnerable and thus will be infected when \( a^I \) goes down.

C2. Type \( i^+ \) agent \( a^I \) - For type \( i^+ \) agents (\( i \in S \)), the children distribution is closely related to that of type \( i \) agents with a minor difference: for \( o \in \mathbb{Z}^{2N_S}_+ \),

\[
h_{i^+}(o) = \left\{ \begin{array}{ll}
\sum_{d \geq d(o)} p_i(d + e_i) \\
\times \prod_{j \in S^+_i} (d_{j}(o) - d_j(a))
\end{array} \right.
\]

otherwise,

where \( e_i \) is a zero-one vector whose only nonzero entry is the \( i \)-th entry.

The only difference between \( (1) \) and \( (4) \) is that, for type \( i^+ \) agents, we first remove one of internal neighbors before counting the neighbors that can be infected by the agents. The reason for this is that a type \( i^+ \) agent has a parent in CS \( i \)

\footnote{This sampling technique is called sampling by random edge selection \([22]\).}
and the number of remaining internal neighbors that it can potentially infect is its internal degree minus one. We denote the marginal distribution of the number of type $j$ children of a type $i$ agent by $h_{i,j}$, $i,j \in S^+$. Before we proceed, let us comment on a simplifying assumption we implicitly introduced in our approximations in \cite{1} and \cite{4}. Suppose that $a^i$ is a CS $i$ agent that is infected by an internal neighbor. Given that $a^i$’s failure is caused by another internal neighbor, its conditional degree distribution will likely be different from $p_i$, we assumed in [1] and [4].

For instance, if $d \cdot \phi_i(d)$ is increasing (resp. decreasing), its internal degree $D_{i,i}$ conditional on the event that it is infected by an internal neighbor, is larger (resp. smaller) than the unconditional internal degree with respect to the usual stochastic order \cite{33}. The reason for this is that the internal degree distribution of an internal neighbor of $a^i$ is given by $w_{i,i}(d) \propto d \cdot p_{i,i}(d)$. Therefore, if $d \cdot \phi_i(d)$ is increasing in $d$, we have

$$
\frac{w_{i,i}(d) \phi_i(d)}{p_{i,i}(d)} \leq \frac{w_{i,i}(d+1) \phi_i(d+1)}{p_{i,i}(d+1)} \quad \text{for all } d \in \mathbb{N}.
$$

Moreover, this conditional degree distribution could differ from the conditional degree distribution we would see provided that $a^i$ is infected by an agent in a different CS, which would also depend on the CS to which the parent belongs. Therefore, it is clear that the conditional degree distribution of an infected agent will likely differ from $p_i$ and depend on how it was infected.

Unfortunately, computing and adopting accurate conditional degree distributions for the analysis is quite challenging for several reasons. For example, in order to compute the necessary conditional probabilities, for each failed agent $a^i$, we need to know exactly how it was infected. To be more precise, we need to take into account the history or the sequence of agents that collapsed and led to the infection of $a^i$, together with the joint degree distributions and the internal infection probabilities $\phi_i$, $i \in S$. The reason for this is that the conditional degree distribution of the parent of $a^i$ in turn depends on its parent and so on.

Iteratively computing the conditional degree distributions of all infected agents while accounting for the history and relevant joint degree distributions quickly becomes intractable. For this reason, in order to maintain mathematical tractability of the model, we make a simplifying assumption that the degree distribution of infected CS $i$ agents can be approximated by $p_i$ for all $i \in S$. However, we believe that this is a reasonable assumption, especially when we compare two systems with similar degree distributions for local comparison (as this assumption would affect both of them alike) or when $d \cdot \phi_i(d)$ does not vary significantly with $d$ for all $i \in S$.

V. Multi-type Branching Process for Modeling the Spread of Failures

We approximate the propagation of failures throughout the system, using a multi-type branching process: when a type $i$ agent ($i \in S^+$) fails, it produces children of various types in accordance with the children distribution described in the previous section, independently of other infected agents in the system.

A. Infection tree

Suppose that a CS $i$ agent ($i \in S$), say $a^i$, is the first agent to experience a random failure. As mentioned in Section I, we are interested in determining: (i) if it is possible for this single failure to lead to widespread infection of many other agents through dependence among agents in multiple CSes, and (ii) if so, how likely it is for the system to suffer such a cascade of failures.

To answer these questions, we consider a (directed) infection tree that captures the spread of failures, which is rooted at agent $a^i$. We denote the tree by $T := (\mathcal{V}_T, \mathcal{E}_T)$, where $\mathcal{V}_T$ is the set of failed agents and $\mathcal{E}_T$ is the set of directed edges via which failures transmitted. For each $k \in \mathbb{Z}^+$, let $\mathcal{N}(k) = (\mathcal{N}_j(k) ; j \in S^+)$ denote the set of $k$-hop neighbors of $a^i$ in $T$, where $\mathcal{N}_j(k)$ is the set of type $j$ $k$-hop neighbors.

Note that $\mathcal{N}(k)$, $k \in \mathbb{N}$, are random sets, and we are mostly interested in the cardinalities $\mathcal{N}_j(k) = |\mathcal{N}_j(k)|$. In the example with three CSes ($N_S = 3$) shown in Fig. [1], the initial failure occurs in CS 2 (Root shown as a filled red circle). The dotted arrows indicate how the failures transmitted between agents. Here, $\mathcal{N}_j(1) = 1$ for $j \in \{1,5\}$ and $\mathcal{N}_j(1) = 0$ for $j \in \{2,3,4,6\}$. Similarly, $\mathcal{N}_j(2) = 2$ and $\mathcal{N}_j(2) = 0$ for $j \in \{1,2,3,5,6\}$. The tree $T$ consists of the root and infected agents (filled orange circles) along with the dotted arrows.

Regrettably, computing the exact distribution of the total number of failed agents (i.e., $1 + \sum_{k \in \mathbb{N}} \left( \sum_{j \in S^+} N_j(k) \right)$) is challenging, if possible at all, for large systems. For this reason, we follow a similar approach employed in \cite{6}, \cite{22}, \cite{42}, \cite{43} and, rather than analyzing a finite system, consider an infinite system in which the degree vector of each CS $i$ agent is given by a random vector with a common distribution $p_i$, independently of each other. In other words, the degree vectors of CS $i$ agents are given by independent and identically distributed (i.i.d.) random vectors with the distribution $p_i$. Moreover, the degree vectors of agents in different CSes are assumed mutually independent. This degree-based model is also commonly known as the Chung-Lu model in the literature \cite{10}.

![Fig. 1. Propagation of failures.](image-url)
By the strong law of large numbers, the fraction of CS $i$ agents with degree vector $d$ converges to $p_i(d)$ almost surely for all $d \in \mathbb{Z}_{N_i}^+$. Using this model, we will first look for a condition under which $P[\limsup_{k \to \infty} N_j(k) = 0 \text{ for all } j \in S^+] < 1$. Put differently, there is positive probability that the failures will continue to propagate forever in an infinite system. We shall use this probability of cascading failures (PoCF) in an infinite system to approximate the probability that a large system would experience an epidemic of failures.

The answer to this question can be obtained by studying a multi-type branching process with $2N_S$ types. Let $N = \{N(k), \ k \in \mathbb{Z}_{+}\}$, where $N(k) = (N_i(k); i \in S^+)$ and $N_i(k), i \in S^+$, is the number of type $i$ agents in the $k$-th generation. Recall that, for $i \in S$, a type $i$ agent (resp. $i^+$-agent) is a CS $i$ agent with no infected internal neighbor (resp. with a failed internal neighbor).

B. Probability of extinction

The probability $P[\limsup_{k \to \infty} N_j(k) = 0 \text{ for all } j \in S^+]$ is called the probability of extinction (PoE) [15]. Obviously, the PoCF is equal to one minus the PoE. Since the initial failure can originate in any of $N_S$ CSes, we denote the PoE starting with a random failure in CS $i$ by $\mu_i$.

For each $i \in S^+$, let $E[h_i] = (E[h_{i,j}]; j \in S^+)$ be a $1 \times 2N_S$ row vector, whose $j$-th element is the expected number of type $j$ children from an infected type $i$ agent. Define $M = [M_{i,j}]$ to be a $(2N_S) \times (2N_S)$ matrix, whose $i$-th row is $E[h_i]$, i.e., $M_{i,j} = E[h_{i,j}]$ for all $i, j \in S^+$.

An example of $M$ with $N_S = 3$ is shown below.

$$M = \begin{bmatrix}
0 & M_{1,2} & M_{1,3} & M_{1,4} & 0 & 0 \\
M_{2,1} & 0 & M_{2,3} & 0 & M_{2,5} & 0 \\
M_{3,1} & M_{3,2} & 0 & 0 & 0 & M_{3,6} \\
0 & M_{2,1} & M_{2,3} & M_{2,4} & 0 & 0 \\
M_{2,1} & 0 & M_{2,3} & M_{2,5} & 0 & 0 \\
M_{3,1} & M_{3,2} & 0 & 0 & 0 & M_{6,6}
\end{bmatrix}$$

Note that $M_{i,i} = M_{i,i^+} = 0$ for all $i \in S$ because a CS $i$ agent infected by another CS $i$ agent will be type $i^+$ ($i \in S$).

Similarly, $M_{i,j^+} = 0$ for all $i, j \in S$ and $j \neq i$ under the assumption of no cycles in the infection tree. Furthermore, $M_{i,j^+} \geq M_{i,i^+}$ for all $i \in S$, with the inequality being strict if $M_{i,i^+} > 0$.

Definition 1: A square matrix $A$ is said to be (positively) regular if there exists $k \in \mathbb{N}$ such that $A^k$ is positive, i.e., all entries are positive.

Assumption 1: We assume that $M$ is (positively) regular.

One can show that a sufficient condition for the (positive) regularity of $M$ is that (i) $p_{i^+}(0) + p_{i}(1) < 1$ for all $i \in S$ and (ii) $M$ is irreducible. The first condition simply means that when a CS agent $i$ fails, there is positive probability that it will infect another internal neighbor. The second condition ensures that a random initial failure in any CS can eventually cause some agents in every other CS $j, j \neq i$, to go down with positive probability, following a sequence of infections.

If $M$ is regular, there exists $k^* \in \mathbb{N}$ such that, starting with any random failure, regardless of which CS experiences the initial failure, there is strictly positive probability that $N(k^*) \geq 1$, i.e., there is a failure in every CS.

Let $\mu = (\mu_i; i \in S^+)$. Although the PoEs of interest to us are $(\mu_i; i \in S)$, we will compute $(\mu_{i^+}; i \in S)$ as well. Under the (positive) regularity assumption, $\mu = 1$ if (i) $\rho(M) < 1$ or (ii) $\rho(M) = 1$ and there is at least one type for which the probability that it produces exactly one child is not equal to one, where $\rho(M)$ is the spectral radius of $M$ [16]. Similarly, if $\rho(M) > 1$, then $\mu < 1$ and there is strictly positive probability that the cascading failures continue forever in an infinite system, suggesting that there could be an epidemic of failures in a large system.

It is noteworthy that whether or not there could be cascading failures in the infinite system depends only on the mean number of children of varying types that each type produces, i.e., $M_{i,j} = E[h_{i,j}]$. However, the exact PoEs $\mu$ vary from one set of child distributions $\{h_i; i \in S^+\}$ to another set $\{h_i; i \in S^+\}$ even when the matrix $M$ remains the same.

For each $i \in S^+$, define a generating function $f_i : [0,1]^{2N_S} \to [0,1]$, where

$$f_i(s) = \sum_{\alpha \in \mathbb{Z}_{+}^{2N_S}} h_i(\alpha) \prod_{j \in S^+} s_j^{\alpha_j}.$$

Then, the PoE vector $\mu$ is given as a fixed point that satisfies

$$f(\mu) = \mu \leq 1,$$

where $f(s) = (f_1(s), \ldots, f_{2N_S}(s))$. When $\rho(M) > 1$, there exists a unique $\mu$ that satisfies (5) with strict inequality, i.e., $\mu < 1$ [15].

A key question of interest to us is how the degree distributions $(\rho_i; i \in S)$ affect the PoE vector $\mu$, especially with fixed $M$. To be more precise, we will investigate how the variability and dependence structure of agents’ degree vectors shape the PoEs. To this end, we introduce several stochastic and dependence orders that we employ to compare the degree distributions. Using these orders, we first examine a simple scenario consisting of two symmetric interdependent CSes in the subsequent section, followed by more general settings in Section VII.

VI. TWO SYMMETRIC INTERDEPENDENT SYSTEMS

The goal of this section is, by studying simpler scenarios first, to highlight some insights on how (i) the variability of degrees of agents (i.e., the number of neighbors in two different CSes) and (ii) the dependence of the two degrees influence the PoEs, even when the mean degrees remain fixed.

Consider a system comprising two interdependent CSes ($N_S = 2$), and suppose that the degree distributions $p_1$ and $p_2$ are symmetric, i.e., $p_1(d_1, d_2) = p_2(d_2, d_1)$ for all $(d_1, d_2) \in \mathbb{Z}_+^2$. Moreover, in order to simplify the analysis and shed some light on our main findings in general settings...
to follow, we set \( q_{i,j} = 1 \) for all \( i, j \in S \). This assumption will be relaxed in the subsequent section. To correctly interpret the findings in this section, a reader should view the symmetric degree distributions \( p_i, i = 1, 2, \) as children distributions \( h_i, i = 1, 2, \) instead; otherwise, if all internal dependence graphs \( G_i, i \in S, \) are connected and \( q_{i,j} = 1 \) for all \( i, j \in S, \) under positive regularity assumption of \( \mathbb{M}, \) every agent will eventually be infected, starting with any failure. For this reason, we remove the assumption that the internal degree is at least one in this section to allow for the possibility that some agents do not produce any children. This assumption will be reintroduced in the following section.

Throughout this and following sections, we assume that \( \rho(\mathbb{M}) > 1 \) under all considered degree distributions so that it is possible for a random failure to trigger cascading failures. In the case of two interdependent CSes, the assumed symmetry of the degree distributions and the uniqueness of the fixed point \( \mu \) satisfying \( \mathcal{f}(\mu) = \mu < 1 \) tell us \( \mu_1 = \mu_2 \) and \( \mu_3 = \mu_4. \)

### A. The effects of degree variability

We first study the variability of degrees. One common way to compare the variability of two rvs is the second-order stochastic dominance (SSD) \([38]\). Loosely speaking, if rv \( Y \) dominates rv \( X \) with respect to SSD \( (X \leq_{SSD} Y) \) and \( \mathbb{E}[X] = \mathbb{E}[Y], \) it means that \( Y \) is more predictable than \( X. \) It turns out \( X \leq_{SSD} Y \) is equivalent to \( X \) being smaller than \( Y \) with respect to increasing concave (ICV) order \( (X \leq_{ICV} Y); \) for all increasing, concave functions \( \xi : \mathbb{R} \to \mathbb{R}, \) \( \mathbb{E}[\xi(X)] \leq \mathbb{E}[\xi(Y)] \). Since \( \xi(x) = x \) is concave and increasing, \( X \leq_{SSD} Y \) implies \( \mathbb{E}[X] \leq \mathbb{E}[Y]. \)

In order to eliminate the effects of the correlations between two degrees and focus on the role of their variability on PoEs, we assume that the two degrees of an agent are independent in this subsection.

**Assumption 2:** \( p_1(d_1, d_2) = p_{1,1}(d_1) \cdot p_{1,2}(d_2) \) for all \( d_1, d_2 \in \mathbb{Z}^+. \)

The following lemma illustrates how the variability in degrees affects the PoEs when the degrees of an agent are independent.

**Lemma 1:** Consider two degree distributions \( p_1^{(\ell)}, \ell = 1, 2. \) Let \( D_1^{(\ell)}, \ell = 1, 2, \) be a random vector with distribution \( p_1^{(\ell)}. \) Suppose that Assumption 2 holds for \( p_1^{(\ell)}, \ell = 1, 2, \) and \( D_1^{(1)} \leq_{SSD} D_1^{(2)} \) for \( j = 1, 2. \) Then, \( \mu_2 \leq \mu_1, \) where \( \mu^{(\ell)} < 1, \) \( \ell = 1, 2, \) is the PoE vector under degree distribution \( p_1^{(\ell)}. \)

**Proof:** A proof of the lemma is given in Appendix B

The lemma tells us that \( \mu_1^2 = \mu_2^2 \leq \mu_1^1 = \mu_1^2. \) Thus, an implication of Lemma 1 is that even when the mean degrees of agents are fixed, the PoEs tend to increase as the degrees of agents become more spread out, i.e., have greater variability, suggesting that widespread failures would be less likely as the degrees of agents vary more widely.\(^6\)

We say that \( X \) is smaller than \( Y \) with respect to first-order stochastic dominance (FSD) or usual stochastic order if, for all increasing functions \( \xi : \mathbb{R} \to \mathbb{R}, \) \( \mathbb{E}[\xi(X)] \leq \mathbb{E}[\xi(Y)] \) \([39, 38]\). This is equivalent to \( F_X(t) \geq F_Y(t) \) for all \( t \in \mathbb{R}. \) Clearly, by definition, FSD implies SSD. Hence, \( D_1^{(1)} \leq_{FSD} D_1^{(2)} \) is a sufficient condition for Lemma 1 to hold and, as one would expect, when agents’ degrees become larger, an outbreak of failures is more likely.
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**Example 1:** Consider two degree distributions \( p_1^{(1)} \) and \( p_1^{(2)} \) shown in Table 1. Even though these distributions may not be realistic or representative, we use them to illustrate our findings with numerical examples. One can easily verify that (i) \( D_1^{(1)} \) and \( D_1^{(2)}, \ell = 1, 2, \) are independent and (ii) \( D_1^{(1)} \leq_{SSD} D_1^{(2)}, j = 1, 2. \) In addition, both distributions yield

\[
\mathbb{M} = \begin{bmatrix}
0 & 0.35 & 1.00 & 0 \\
0.35 & 0 & 0 & 1.00 \\
0 & 0.35 & 0.50 & 0 \\
0.35 & 0 & 0 & 0.50
\end{bmatrix}
\]

with \( \rho(\mathbb{M}) = 1.021 > 1. \) The entropies of \( D_1^{(1)} \) and \( D_1^{(2)}, \) resp. \( D_1^{(1)} \) and \( D_1^{(1)} \), are 1.786 and 1.003 (resp. 1.461 and 0.884), respectively, suggesting that \( D_1^{(1)}, j = 1, 2, \) are more unpredictable than \( D_1^{(2)}, j = 1, 2. \)

The PoE vector satisfying (5) for \( p_1^{(1)} \) (resp. \( p_1^{(2)} \)) is \( \mu_1^1 = (0.9646, 0.9646, 0.9761, 0.9761) \) (resp. \( \mu_1^2 = (0.9586, 0.9586, 0.9720, 0.9720) \)). Thus, although the two degree distributions yield the same matrix \( \mathbb{M}, \) the PoE is larger under distribution \( p_1^{(1)}. \) Equivalently, the PoCF, beginning with a random failure in either CS, is 0.0354 (resp. 0.0414) under \( p_1^{(1)} \) (resp. \( p_1^{(2)} \)), which represents roughly a 17 percent difference in PoCF.
B. The effects of degree dependence

We now turn our attention to the role of dependence between the two degrees of an agent. To this end, we adopt a well-known dependence order, called concordance order (CO) [30]: suppose that \( X = (X_1, X_2) \) and \( Y = (Y_1, Y_2) \) are two bivariate rvs with identical marginal distributions. This means that the variability of each rv remains fixed. Then, \( X \) is smaller than \( Y \) in CO (\( X \leq_{CO} Y \)) if \( \text{Cov}(\xi_1(X_1), \xi_2(X_2)) \leq \text{Cov}(\xi_1(Y_1), \xi_2(Y_2)) \) for all increasing functions \( \xi_j \), \( j = 1, 2 \). Note that this implies \( \text{Cov}(X_1, Y_2) \leq \text{Cov}(Y_1, Y_2) \).

Roughly speaking, \( X \leq_{CO} Y \) means that \( Y_i \), \( i = 1, 2 \), are more positively correlated than \( X_i \), \( i = 1, 2 \). In addition, as explained in [30] p. 109, CO is the only integral stochastic order that satisfies natural properties that one would expect of a stochastic order for comparing dependence.

The second lemma examines how the (positive) dependence of degrees influences the PoEs.

**Lemma 2:** Consider two degree distributions \( p_1^{(\ell)}, \ell = 1, 2 \), with identical marginal distributions. Let \( D_1^{(\ell)} \), \( \ell = 1, 2 \), be a random vector with distribution \( p_1^{(\ell)} \). Suppose \( D_1^{(1)} \leq_{CO} D_1^{(2)} \). Then, \( \mu_1^1 \leq \mu_2^1 \), where \( \mu_1^\ell \), \( \ell = 1, 2 \), is the PoE vector under the degree distribution \( p_1^{(\ell)} \).

**Proof:** Please see Appendix C for a proof.

A key finding of Lemma 2 is that as the two degrees of agents become more positively correlated, it becomes more difficult to set off cascading failures to infect many agents. One possible way to interpret this finding is that as the degrees become more positively correlated, the variability in the total degree of an agent, i.e., the sum of two degrees, also grows. Hence, Lemma 1 suggests that the PoEs should increase.

**Example 2:** For the second example, consider degree distributions \( p_1^{(2)} \) and \( p_1^{(3)} \) given in Table 1. To obtain \( p_1^{(3)} \), we modified \( p_1^{(2)} \) in order to introduce weak positive correlations between the two degrees by (i) adding 0.007 to \( p_1^{(2)(1,0)} \) and \( p_1^{(2)(3,2)} \) and (ii) subtracting 0.007 from \( p_1^{(2)(3,0)} \) and \( p_1^{(2)(1,2)} \). The correlation coefficient of \( D_1^{(3)} \) and \( D_1^{(2)} \) is 0.0368, indicating weak positive correlations.

One can show that (i) \( p_1^{(2)} \) and \( p_1^{(3)} \) have the same marginal distributions and (ii) \( D_1^{(2)} \leq_{CO} D_1^{(3)} \). Therefore, Lemma 2 tells us that \( \mu_2^1 \leq \mu_3^1 \). Indeed, \( \mu_1^1 = (0.9604, 0.9604, 0.9732, 0.9732) \), which is larger than \( \mu_2^1 \) from the previous example. Accordingly, the PoCF decreases from 0.0414 to 0.0396, which represents approximately a 4.5 percent reduction in PoCF, despite very weak correlations in \( p_1^{(3)} \); although \( p_1^{(2)} \) and \( p_1^{(3)} \) are close (with Kullback-Leibler divergence \( D_{KL}(p_1^{(2)} || p_1^{(3)}) = 0.0094 \)), the likelihood of experiencing widespread failures changes somewhat noticeably. This points to possible sensitivity of PoEs to the degree distributions, including their dependence structure, in some cases.

VII. GENERAL SETTINGS

In the previous section, we considered scenarios with two CSes and deterministic transmission of infections, and studied how the variability of degrees and dependence between the two degrees of agents alter the PoEs. In this section, we return to the general settings described in Section III and examine how the degree distributions \( (p_i; i \in S) \) shape the PoEs.

General settings pose additional challenges that we did not have to cope with in the simpler two-CS scenarios. First, unlike in univariate or bivariate cases, choosing a suitable stochastic order for comparing degree distributions becomes more problematic. The reason for this is that there are several different stochastic orders one can consider, which can be viewed as extensions of a single stochastic order for univariate rvs to random vectors. Second, perhaps more importantly, if the infection probabilities \( q_{ij}, i, j \in S \), are not equal to one, even when two different sets of degree distributions \( (p_i^{(\ell)}; i \in S), \ell = 1, 2 \), can be ordered using some stochastic order, the associated children distributions \( (h_i^{(\ell)}; i \in S^+) \) are in general not guaranteed to preserve the ordering with respect to the same stochastic order.

Consider two sets of degree distributions \( p_i^{(\ell)} = (p_i^{(\ell)}; i \in S), \ell = 1, 2 \). Let \( D_i^{(\ell)} = (D_i^{(\ell)}; j \in S), \ell = 1, 2 \), and \( i \in S \), be a random vector with distribution \( p_i^{(\ell)} \). In order to make progress, we introduce the following assumption on internal infection probability functions \( \phi_i, i \in S \), which tell us the vulnerability of an agent as a function of its internal degree.

**Assumption 3:** Assume that \( \phi_i^{(d)} := d \cdot \phi_i(d) \) is non-decreasing and concave for all \( i \in S \).

Assumption 3 states that an agent has a higher total risk of experiencing a failure (due to the failure of one of the internal neighbors) with an increasing internal degree. An example of \( \phi_i \) that satisfies Assumption 3 is \( \phi_i(d) = d^{-\beta} \) with \( \beta \in [0, 1] \). Obviously, \( \phi_i(d) = \sum_k c_k \cdot d^{-\beta_k} \), where \( c_k > 0 \) and \( \beta_k \in [0, 1] \) for all \( k \). Also, satisfies the assumption. We point out that, as illustrated by the example, this assumption captures the heightened aggregate risk of failure seen by higher degree agents, even though a single neighbor might pose less risk (i.e., smaller \( \phi_i(d) \)).

A. The effects of dependence

The dependence order we adopted in the previous section, namely CO, can be generalized to random vectors consisting of more than two rvs: suppose that \( X \) and \( Y \) are \( n \)-dimensional random vectors with \( n > 2 \). Then, \( X \) is said to be smaller than \( Y \) in CO if \( F_X(t) \leq F_Y(t) \) and \( F_X(t) \leq F_Y(t) \) for all \( t \in \mathbb{R}^n \), where \( F_X = \mathbb{P}[X \leq t] \) and \( F_X = \mathbb{P}[X > t] \). One can verify that these conditions imply that the marginal distributions are identical.

1) Supermodular order: In our study, we instead consider a dependence order that is somewhat stronger than CO. This is called supermodular order (SMO) [30]: a function \( \xi : \mathbb{R}^n \rightarrow \mathbb{R} \) is called supermodular if, for all \( x, y \in \mathbb{R}^n \),

\[
\xi(x) + \xi(y) \leq \xi(x \vee y) + \xi(x \wedge y),
\]

where \( x \wedge y \) and \( x \vee y \) are \( (\min(x_i, y_i); i = 1, 2, \ldots, n) \) and \( (\max(x_i, y_i); i = 1, 2, \ldots, n) \), respectively. If the inequality in (6) goes the other way, the function \( \xi \) is called submodular.
A random vector $X$ is smaller than a random vector $Y$ in SMO (smallest marginal order) if $\mathbb{E} [\xi (X)] \leq \mathbb{E} [\xi (Y)]$ for all supermodular functions $\xi$ \[30\]. SMO is a multivariate positive dependence order that satisfies the nine natural properties discussed in \[30\] pp. 110-111. Furthermore, for bivariate cases, CO and SMO are equivalent. For $n > 2$, however, SMO implies CO, but they are no longer equivalent. Finally, if $X \leq_{sm} Y$, we have $\text{cov}(X_i, X_j) \leq \text{cov}(Y_i, Y_j)$ for all $i \neq j$.

The following theorem generalizes Lemma \[2\] We will defer the proof of the theorem till after Theorem \[2\] in the subsequent subsection.

**Theorem 1:** Suppose that Assumption \[3\] holds and $D^{(1)}_i \leq_{sm} D^{(2)}_i$ for all $i \in S$. Let $\mu^{(1)}_i, \ell = 1, 2$, be the PoE vector under the degree distributions $(p^{(\ell)}_i; i \in S)$. Then, we have $\mu^{(1)} \leq \mu^{(2)}$.

**B. The effects of variability**

In Section \[VI\] with bivariate degrees, we assumed independence of two degrees and studied the influence of variability of each degree on the PoEs with the help of SSD (or ICV order). In this section, we adopt a stochastic order that allows us to examine the impact of variability with a common dependence structure captured by what is called copula \[31\], without having to assume independence.

1.) **Copulas:** Suppose that $X$ is an $n$-dimensional random vector with a joint distribution function $F_X$. A copula of $X$ (or associated with $F_X$) is a function $C_X : [0, 1]^n \to [0, 1]$ such that, for all $x \in \mathbb{R}^n$,

$$C_X(F_{X_1}(x_1), \ldots, F_{X_n}(x_n)) = F_X(x), \quad (7)$$

where $F_{X_i}$ is the marginal distribution of $X_i, i = 1, 2 \ldots, n$. For instance, a copula of mutually independent $X_i, i = 1, 2 \ldots, n$, is a product function, i.e., for all $u \in [0, 1]^n$, we have $C_X(u) = \prod_{i=1}^{n} u_i$. Also, if $F_{X_i}, i = 1, 2 \ldots, n$, are continuous, there is a unique copula that satisfies (7).

It is clear from (7) that a copula of a random vector captures most of the dependence structure properties that do not depend on the marginal distributions. In this sense, two random vectors with a common copula have similar dependence structure among the comprising rvs. For a more detailed discussion of copulas, we refer an interested reader to a manuscript by Nelson \[31\].

2.) **Increasing directionally concave order:** A function $\xi : \mathbb{R}^n \to \mathbb{R}$ is said to be directionally concave (DCV) if, for all $x_i \in \mathbb{R}^n, i = 1, 2, 3, 4$, with $x_1 \leq x_2, x_3 \leq x_4$ and $x_1 + x_4 = x_2 + x_3$, we have

$$\xi(x_1) + \xi(x_4) \leq \xi(x_2) + \xi(x_3).$$

If the inequality goes the other way, the function is called directionally convex (DCX). Clearly, $\xi$ is DCV if and only if (iff) $-\xi$ is DCX. It turns out that a function $\xi$ is DCV (resp. DCX) iff it is submodular and componentwise concave (resp. supermodular and componentwise convex) \[38\] p. 335.

Let $X$ and $Y$ be two $n$-dimensional random vectors. Random vector $X$ precedes $Y$ in DCV order ($X \leq_{dcv} Y$) if $\mathbb{E} [\xi (X)] \leq \mathbb{E} [\xi (Y)]$ for all DCV functions $\xi$. Note that $X \leq_{dcv} Y$ iff $Y \geq_{dcv} X$. If the inequality is required only for increasing DCV functions, we say that $X$ precedes $Y$ in increasing DCV (IDCV) order. As expected, $X \leq_{idcv} Y$ iff $Y$ precedes $X$ in decreasing DCV order ($Y \leq_{ddcv} X$).

If $X \leq_{idcv} Y$, then $X_i \leq_{dcv} Y_i$ for all $i = 1, 2, \ldots, n$. Therefore, $Y_i, i = 1, 2, \ldots, n$, are in a way more predictable than $X_i, i = 1, 2, \ldots, n$. As pointed out in \[30\] p. 135, the DCV (or DCX) order goes one step further and allows us to compare random vectors with a common copula, but with different variability in the marginals. Moreover, an example is provided to illustrate that convex order is not suitable for this purpose.

Utilizing the IDCV order (or, equivalently, DDCX order), the following theorem sheds some light on how the variability of agents’ degrees influences the PoEs, even when the mean degrees stay fixed.

**Theorem 2:** Suppose that Assumption \[3\] holds and $D^{(1)}_i \leq_{idcv} D^{(2)}_i$ with $\mathbb{E} [D^{(1)}_i] = \mathbb{E} [D^{(2)}_i]$ for all $i \in S$. Let $\mu^{(1)}_i, \ell = 1, 2$, be the PoE vector under the distributions $(p^{(\ell)}_i; i \in S)$. Then, we have $\mu^{(1)} \leq \mu^{(2)}$.

**Proof:** A proof of Theorem \[2\] is given in Appendix \[D\].

As explained before, when $D^{(1)}_i \leq_{idcv} D^{(2)}_i$ for some $i \in S$, the degrees of CS $i$ agents with the distribution $p^{(1)}_i$ have greater variability than with the distribution $p^{(2)}_i$.

As a result, Theorem \[2\] can be viewed as a generalization of Lemma \[1\]. We are now ready to provide the proof of Theorem \[1\].

**Proof of Theorem 1** Recall that a function is DCX iff it is both supermodular and componentwise convex. Thus, it is obvious that SMO implies DCX order, hence DDCX order. For this reason, if $D^{(1)}_i \leq_{sm} D^{(2)}_i$, then $D^{(2)}_i \leq_{ddcv} D^{(1)}_i$ or, equivalently, $D^{(1)}_i \leq_{idcv} D^{(2)}_i$. Now Theorem \[1\] follows from Theorem \[2\].

**C. Comparison on the basis of children distributions**

In Theorems \[1\] and \[2\] the inequalities in stochastic orders are imposed on the degree distributions $(p^{(\ell)}_i; i \in S)$. In some cases, however, it may be possible to estimate the children distribution. If we could directly compare the children distributions (as we implicitly did in Section \[VI\] for two symmetric CSes), we can prove a stronger result than Theorem \[2\].

Suppose that $X$ and $Y$ are two $n$-dimensional random vectors. We say that $X$ is smaller than $Y$ in Laplace transform (LT) order ($X \leq_{LT} Y$) if

$$\mathbb{E} [\exp (-sX^T)] \geq \mathbb{E} [\exp (-sY^T)] \quad \text{for all } s > 0.$$  

One can easily show that, for every $s > 0$, the function $\xi_s : \mathbb{R}^n \to \mathbb{R}$, where $\xi_s(x) = \exp (-sx^T)$ for $x \in \mathbb{R}^n$, is DDCCX: since $\xi_s$ is twice differentiable, it is DCX iff $\frac{\partial^2}{\partial x_i \partial x_j} \xi_s(x) \geq 0$ for all $x \in \mathbb{R}^n$ \[30\] Theorem 3.12.2, p. 132]. For all $i, j \in \{1, 2, \ldots, n\}$, we have

$$\frac{\partial^2}{\partial x_i \partial x_j} \xi_s(x) = s_j s_i \exp (-sx^T) > 0 \quad \text{for all } x \in \mathbb{R}^n.$$

Clearly, $\xi_s(x)$ is decreasing in $x$ and, hence, is DDCCX. This tells us that if $X \leq_{ddcx} Y$, then $X \leq_{LT} Y$. 


Suppose that \((h_1^{(\ell)}; i \in S^+)\), \(\ell = 1, 2\), are the children distributions under degree distributions \((\rho_1^{(\ell)}; i \in S)\). Let \(O_1^{(\ell)} = (O_j^{(\ell)}; j \in S^+)\) be the random children vector with distribution \(h_1^{(\ell)}\), \(\ell = 1, 2\), and \(i \in S^+\). The following theorem holds under a much weaker condition (namely, LT order) than IDCV order without Assumption \[3\].

Theorem 3: Suppose that \(O_1^{(1)} \leq_{LT} O_1^{(2)}\) for all \(i \in S^+\). Let \(\mu^\ell, \ell = 1, 2\), be the PoE vector under the children distributions \((h_1^{(\ell)}; i \in S^+)\). Then, \(\mu^2 \leq \mu^1\).

Proof: A proof can be found in Appendix \[F\].

VIII. CONCLUSION

We investigated the impact of variability and correlations in degrees of agents on the robustness of interdependent systems. Our findings suggest that they both can have significant influence on the likelihoods of having catastrophic failures in complex systems comprising multiple heterogeneous systems via dependency among the agents. In particular, our results revealed that both increasing variability and positive dependence render the system more robust against random failures.

We are currently working to incorporate other graph properties displayed by both natural and engineered systems, such as assortativity and clustering, and to understand their role in the robustness of interdependent systems. Our goal is to identify a suitable way of imposing a partial order on the underlying dependence graphs and compare their resilience against both random and targeted attacks.

APPENDIX A

A DISCUSSION ON INFECTION PROBABILITIES \(q_{i,j}\)

Suppose that \(a^i\) is a randomly picked CS \(i\) agent, and \(a^j\) is a CS \(j\) neighbor of \(a^i\). Denote the set of CS \(i\) agents that support \(a^j\) by \(D_{i,j}^1\), and let \(D_{i,j}^1 = [D_{i,j}^\ell; 1 < \ell < \infty]\). We call \(D_{i,j}^\ell\) the incoming CS \(i\) degree of \(a^j\). Although our model can be easily generalized to a case where the infection probability is a function of all incoming degrees \(\{D_{i,j}^\ell; 1 < \ell < \infty\}\) of \(a^j\), here we describe a simpler model in which the infection probability only depends on \(D_{i,j}^1\).

Let \(\chi_{j,i}\) be the conditional distribution of \(D_{i,j}^1\) given that \(a^j\) is a CS \(j\) neighbor of a CS \(i\) agent \(a^i\). Suppose that \(\eta_{j,i} : \Omega \rightarrow [0, 1] \) is a function that determines the infection probability of \(a^j\) as a function of \(D_{i,j}^1\) when one of CS \(i\) agents supporting it fails. For example, this function can model a scenario similar to the one employed in [19]; \(a^j\) will not be infected by the failure of \(a^i\) if \(a^i\) is at least one other CS \(i\) agent in \(D_{i,j}^1\) which is still functional. If \(a^i\) is the first CS \(i\) to fail in \(D_{i,j}^1\), then \(a^j\) will survive the failure of \(a^i\) if \(D_{i,j}^2 > 1\) in this example. Therefore, \(\eta_{j,i}(d) = 1\) if \(d = 1\) and \(\eta_{j,i}(d) = 0\) otherwise, and \(q_{i,j}\) can be set to \(\chi_{j,i}(1)\) in this case.

In general, given fixed \(\eta_{j,i}\) and conditional distribution \(\chi_{j,i}\), the probability that \(a^j\) will be infected by the failure of \(a^i\) can be approximated by

\[
q_{i,j} = \sum_{d \in \mathbb{N}} \chi_{j,i}(d) \eta_{j,i}(d).
\]

APPENDIX B

PROOF OF AXIOM [1]

Let \(\mathbf{f}^1, \ell = 1, 2\), be the generating functions corresponding to the degree distributions \(p_1^{(\ell)}; \ell = 1, 2\). Using the definition of the generating function, we obtain

\[
f_1(s) = \sum_{d \in \mathbb{Z}^+} p_1(d) s_1^d = \sum_{d \in \mathbb{Z}^+} p_1(d) s_3^d s_2^d.
\]

The expressions for \(f_2(s)\) and \(f_4(s)\) can be easily obtained using the assumed symmetry of degree distributions \(p_1\) and \(p_2\). Recall that, from the assumed symmetry of the degree distributions, we know \(\mu_1 = \mu_2\) and \(\mu_3 = \mu_4\).

Substituting \(\mu_1\) for \(\mu_2\) in \(\mathbf{f}^1\) for the PoEs and using the assumed independence of the two degrees of an agent, we get

\[
\mu_1 = \sum_{d \in \mathbb{Z}^+} p_1(d) \mu_3^d = \left(\sum_{d_1 \in \mathbb{Z}^+} p_{1,1}(d_1) \mu_3^{d_1}\right) \left(\sum_{d_2 \in \mathbb{Z}^+} p_{1,2}(d_2) \mu_1^{d_2}\right).
\]

Clearly, for any fixed \(s \in (0, 1)\), \(s^x\) is a decreasing, convex function of \(x\) or, equivalently, \(-s^x\) is an increasing, concave function of \(x\). Because \(D_{1,j}^1 \leq_{SSD} D_{2,j}^2\), \(j = 1, 2\), we have, for all \(\mu < 1\),

\[
\left\{ \sum_{d_1 \in \mathbb{Z}^+} p_{1,1}(d_1) \mu_3^{d_1}\right\} \left\{ \sum_{d_2 \in \mathbb{Z}^+} p_{1,2}(d_2) \mu_1^{d_2}\right\} \leq 1.
\]

Repeating the same steps, starting with \(\mathbf{f}^2\), yields

\[
\left\{ \sum_{d_1 \in \mathbb{Z}^+} p_{2,1}(d_1) \mu_3^{d_1}\right\} \left\{ \sum_{d_2 \in \mathbb{Z}^+} p_{2,2}(d_2) \mu_1^{d_2}\right\} \leq 1.
\]

Since these two inequalities hold for all \(\mu < 1\), we get

\[
f^2(\mu) \leq f^1(\mu^1) = \mu^3.
\]

APPENDIX C

PROOF OF AXIOM [2]

Let \(\mathbf{f}^1, \ell = 1, 2\), be the generating functions corresponding to the degree distributions \(p_1^{(\ell)}; \ell = 1, 2\). Following similar steps as in the proof of Lemma [1] in Appendix [B], we obtain

\[
\mu_1 = f_1(\mu) = \sum_{d \in \mathbb{Z}^+} p_1^{(1)}(d) \left(\mu_3^1\right)^{d_1} \left(\mu_1^1\right)^{d_2} = \sum_{d \in \mathbb{Z}^+} p_1^{(1)}(d) \left(-\mu_1^1\right)^{d_1} \left(-\mu_1^1\right)^{d_2}.
\]
Recall that, for any fixed $s \in (0, 1)$, $-s^2$ is an increasing function. Therefore, because $D^{(1)}_i \leq D^{(2)}_i$, Theorem 3.8.2 [30, p. 108] tells us
\[
(11) \leq \sum_{d \in \mathbb{Z}_+^{2N}} p^{(2)}_i(d) \left( \mu_3^1 \right)^{d_1} \left( \mu_1^1 \right)^{d_2} = f^2_i(\mu^1). \tag{12}
\]
A similar argument also yields
\[
\mu_3^1 \leq f^2_i(\mu^1). \tag{13}
\]
The inequalities in (12) and (13) together give us
\[
f^1_i(\mu^1) = \mu^1 \leq f^2_i(\mu^1).
\]
Corollary 2 [15, p. 42] states that if $f^2_i(\mu^1) \geq \mu^1$, then $\mu^2 \geq \mu^1$.

**APPENDIX D**

**PROOF OF THEOREM 2**

In order to prove the theorem, we will make use of the following lemma. Its proof is provided in Appendix E.

**Lemma 3**: Under Assumption 3 we have
\[
O^{(1)}_i \leq \O^{(2)}_i \text{ for all } i \in S^+,
\]
where $O^{(\ell)}_i$, $\ell = 1, 2$, is a random vector with the children distribution $h^{(\ell)}_i$.

We know from Corollary 1 [15, p. 42] that the only solutions of (5) in the unit cube are $\mu$ and 1. However, when $\rho(M) > 1$, we have $\mu < 1$.

Let $f^\ell$ be the generating function under the children distributions $h^{(\ell)}_i$ ($i \in S^+$), $\ell = 1, 2$. Then, $f^1(\mu^1) = \mu^1 < 1$. From the definition of the generating function,
\[
f^1_i(\mu^1) = \sum_{o \in \mathbb{Z}_+^{2N}} h^{(1)}_i(o) \prod_{j \in S^+} (\mu^1_j)^{o_j} \text{ for all } i \in S^+.
\]
Since $O^{(1)}_i \leq \O^{(2)}_i$ or, equivalently, $O^{(2)}_i \leq \O^{(1)}_i$ for all $i \in S^+$, we can show $f^2(s) \leq f^1(s)$ for all $s < 1$ as follows: for any $0 < s < 1$, define $\psi_s : \mathbb{R}^{2N} \rightarrow \mathbb{R}$, where
\[
\psi_s(x) = \exp \left( -\sum_{i \in S^+} \log(s_i x_i) \right).
\]
According to Theorem 3.12.2 [30, p. 132], $\psi_s$ is DCX iff
\[
\frac{\partial^2 \psi_s(x)}{\partial x_i \partial x_j} \geq 0 \text{ for all } x \in \mathbb{R}^{2N} \text{ and } i, j \in S^+.
\]
Clearly,
\[
\frac{\partial^2 \psi_s(x)}{\partial x_i \partial x_j} \psi_s(x) = \log(s_i x_i) \log(s_j x_j) \psi_s(x) \geq 0
\]
for all $x \in \mathbb{R}^{2N}$ and $i, j \in S^+$, and $\psi_s$ is DCX.

Together with $O^{(2)}_i \leq \O^{(1)}_i$ and $\mu^1 < 1$, this tells us that, for all $i \in S^+$,
\[
f^2_i(\mu^1) = \mathbb{E} \left[ \psi^{(2)}_i(O^{(1)}_i) \right] \leq \mathbb{E} \left[ \psi^{(1)}_i(O^{(1)}_i) \right] = \mu^1,
\]
and $f^2(\mu^1) \leq \mu^1$. Corollary 2 [15, p. 42] once again states that, if $0 \leq f^2(\mu^1) \leq \mu^1 \leq 1$, then $\mu^2 \leq \mu^1$.

**APPENDIX E**

**PROOF OF LEMMA 3**

We will first prove the lemma for $i \in S$ and then for $i \in S^+ \setminus S = \{N_S + 1, \ldots, 2N_S \}$.

- $O^{(1)}_i \leq O^{(2)}_i$, $i \in S$: We prove the claim using the definition of DCV order. Suppose that $g : \mathbb{R}^{2N} \rightarrow \mathbb{R}$ is DCV. Recall that this is equivalent to saying that $-g$ is DDCX. For notational convenience, for each $j \in S$, define $O_j := \{ o \in \mathbb{Z}_+^{2N} | o_j = 0 \text{ for all } j' \in S^+ \}$.

For $\ell = 1, 2$,
\[
\mathbb{E} \left[ g(O^{(\ell)}_i) \right] = \sum_{o \in O_i} g(o) h^{(\ell)}_i(o) \tag{14}
\]
\[
= \sum_{o \in O_i} g(o) \left[ \sum_{d \geq d(o)} p^{(\ell)}_i(d) \prod_{j \in S} \left( \frac{d_j}{d_j(o)} \right)^{\bar{d}_j(o)} \right], \tag{15}
\]
where the mapping $d$ was defined in (2), $q^{\ell}_{i,j} = q_{i,j}$ for $j \neq i$, and $q^{\ell}_{i,j}$ is the probability that a randomly chosen internal neighbor of a CS $i$ agent is vulnerable under the internal degree distribution $p^{(\ell)}_i$, which is given in (3).

We shall prove $\mathbb{E} \left[ g(O^{(1)}_i) \right] \leq \mathbb{E} \left[ g(O^{(2)}_i) \right]$ in two steps. First, we will show
\[
\mathbb{E} \left[ g(O^{(1)}_i) \right] = \sum_{o \in O_i} g(o) \left[ \sum_{d \geq d(o)} p^{(1)}_i(d) \prod_{j \in S} \left( \frac{d_j}{d_j(o)} \right)^{\bar{d}_j(o)} \right], \tag{16}
\]
\[
= \sum_{o \in O_i} g(o) \left[ \sum_{d \geq d(o)} p^{(2)}_i(d) \prod_{j \in S} \left( \frac{d_j}{d_j(o)} \right)^{\bar{d}_j(o)} \right].
\]
Then, we will demonstrate that $\mathbb{E} \left[ g(O^{(1)}_i) \right] \leq \mathbb{E} \left[ g(O^{(2)}_i) \right]$. If this is true for all DCV functions $g$, it implies $O^{(1)}_i \leq O^{(2)}_i$ by definition.

After interchanging the order of the two summations in (14), we get
\[
\mathbb{E} \left[ g(O^{(\ell)}_i) \right] = \sum_{d \in \mathbb{Z}_+^{2N}} p^{(\ell)}_i(d) \times \left[ \sum_{o \in O_i, d(o) \leq d} g(o) \prod_{j \in S} \left( \frac{d_j}{d_j(o)} \right)^{\bar{d}_j(o)} \right],
\]
\[
= \mathbb{E} \left[ g(Y(d, \ell)) \right], \text{ where } Y(d, \ell) \text{ is a vector consisting of } N_S \text{ mutually independent binomial rvs. In other words, with a little abuse of notation, the } j-th \text{ element}
\]
\(Y_j(d_j, \ell)\) is a Binomial\((d_j, q_{i,j}^\ell)\) rv and, hence, can be viewed as a sum of \(d_j\) i.i.d. Bernoulli\(\{q_{i,j}^\ell\}\) rvs.

In order to finish the proof of the first step, we make use of the following lemma.

**Lemma 2.17** [26]: Let \(\{s_{ij}^{(1)}, j = 1, 2, \ldots\}\) be independent sequences of i.i.d. nonnegative rvs. Suppose \(\theta : \mathbb{R}^m \to \mathbb{R}\) is increasing DCX (resp. IDCV). Then, \(\zeta : \mathbb{N}^m \to \mathbb{R}\) defined by \(\zeta(n) = \mathbb{E}[\theta(\sum_{j=1}^{\infty} s_{ij}^{(1)}, \ldots, \sum_{j=1}^{\infty} s_{ij}^{(m)})]\) is increasing DCX (resp. IDCV).

Since the function \(g\) was assumed IDCV and \(Y(d, 1)\) consists of mutually independent binomial rvs (each of which is a sum of i.i.d. Bernoulli rvs), the above lemma tells us that \(g^{(1)}_{\ast}\) is IDCV. Since \(g^{(1)}_{\ast}\) is IDCV and, with a little abuse of notation, \(p^{(1)}_i \leq_{\text{idcv}} p^{(2)}_i\), we have

\[
\mathbb{E}[g(O^{(1)}_i)] = \mathbb{E}[g_{1}^{\ast}(D^{(1)}_i)] = \sum_{d \in \mathbb{N}^N} p^{(1)}_i(d) g^{\ast}_i(d) \\
\leq \sum_{d \in \mathbb{N}^N} p^{(2)}_i(d) g^{\ast}_i(d) = \mathbb{E}[g^{\ast}(D^{(2)}_i)] = (15).
\]

This proves the first step.

In order to prove the second step

\[
(15) \leq \mathbb{E}[g(O^{(2)}_i)] = \mathbb{E}[g_{2}^{\ast}(D^{(2)}_i)] = \sum_{d \in \mathbb{N}^N} p^{(2)}_i(d) g^{\ast}_i(d),
\]

it suffices to show that \(g^{(1)}_{\ast, j} \leq g^{(2)}_{\ast, j}\) for all \(j \in S\); if this is true, for all \(d \in \mathbb{N}^N, Y_j(d_j, 1) \leq_{\text{st}} Y_j(d_j, 2)\) for all \(j \in S\), where \(\leq_{\text{st}}\) denotes the inequality with respect to usual stochastic order. Since \(V_j(d_j, \ell), j \in S\), are mutually independent, Theorem 3.3.8 [30, p. 93] tells us \(Y(d, 1) \leq_{\text{st}} Y(d, 2)\). Because the function \(g\) is assumed increasing, this implies

\[
g^{(1)}_{i}(d) = \mathbb{E}[g(Y(d, 1))] \leq \mathbb{E}[g(Y(d, 2))] = g^{(2)}_{i}(d)
\]

from the definition of usual stochastic order [30].

First, recall that \(q^{(1)}_{i,j} = q^{(2)}_{i,j}\) for all \(j \neq i\) because they are assumed fixed, independently of degree distributions. Thus, we only need to show \(q^{(1)}_{i,i} \leq q^{(2)}_{i,i}\). Using the definition in (3),

\[
q^{(1)}_{i,i} = d^{(1)}_{i,\text{avg}} \sum_{d \in \mathbb{N}} p^{(1)}_i(d) (d \cdot \phi(d)) = \frac{1}{d^{(1)}_{i,\text{avg}}} \sum_{d \in \mathbb{N}} p^{(1)}_i(d) \phi^\ast(d).
\]

Because \(\phi^\ast\) is assumed increasing and concave (Assumption [1] and \(p^{(1)}_i \leq_{\text{idcv}} p^{(2)}_i\), which implies \(p^{(1)}_{i,i} \leq_{\text{cv}} p^{(2)}_{i,i}\), we obtain

\[
q^{(1)}_{i,i} = \frac{1}{d^{(1)}_{i,\text{avg}}} \sum_{d \in \mathbb{N}} p^{(1)}_i(d) \phi^\ast(d) \leq \frac{1}{d^{(2)}_{i,\text{avg}}} \sum_{d \in \mathbb{N}} p^{(2)}_i(d) \phi^\ast(d) = q^{(2)}_{i,i}.
\]

Recall that \(d^{(1)}_{i,\text{avg}} = d^{(2)}_{i,\text{avg}}\) from the assumption in the theorem. This proves \(\mathbb{E}[g(O^{(1)}_i)] \leq \mathbb{E}[g(O^{(2)}_i)]\). Since this inequality holds for every IDCV function \(g\) (with well defined expectations), we have \(O^{(1)}_i \leq_{\text{idcv}} O^{(2)}_i\).

- \(O^{(1)} \leq_{\text{idcv}} O^{(2)}\) \(i \in S^+ \setminus S\): First, note that if \(\varphi : \mathbb{R}^{2N_2} \to \mathbb{R}\) is DCX, then so is \(\varphi^* : \mathbb{R}^{2N_2} \to \mathbb{R}\) with \(\varphi^*_e(x) = \varphi(x + e)\) for all \(e \in \mathbb{R}^{2N_2}\). This follows directly from the observation that \(\varphi^*_e\) satisfies the characterization (ii) and (iii) of DCV functions in Theorem 3.12.2 [30, p.132].

This tells us that \(p^{(1)}_i, \ell = 1, 2, \) with \(p^{(\ell)}_i(d) := p^{(\ell)}(d + e_i)\) satisfy \(p^{(1)}_i \leq_{\text{idcv}} p^{(2)}_i\). The claim that \(O^{(1)}_i \leq_{\text{idcv}} O^{(2)}_i\) now follows from the proof of the previous case.

**Appendix F**

**Proof of Theorem [3]**

From the definition of \(\mu^2\), we have \(f^2(\mu^2) = \mu^2 < 1\).

Using the given children distributions, for all \(i \in S\),

\[
f^2_i(\mu^2) = \mu^2 = \sum_{o \in O_i} h^{(2)}_i(o) \prod_{j \in S^+_i} (\mu^j)^{o_j}
\]

where \(\pi^2 = (log(1/\mu^2)) > 0, j \in S^+\). Similarly, for all \(i^+ \in S^+ \setminus S^+\),

\[
f^2_{i^+}(\mu^2) = \mu^2 = \sum_{o \in S^+_i \setminus O_i} h^{(2)}_{i^+}(o) \prod_{j \in S^+_i} (\mu^j)^{o_j}
\]

Recall that \(O^{(1)}_i \leq_{LT} O^{(2)}_i\) for all \(i \in S^+\). Thus, because \(\pi^2, j \in S^+_i\) are all positive, we get

\[
(16) \leq \sum_{o \in O_i} h^{(1)}_i(o) \exp \left( - \sum_{j \in S^+_i} o_j \pi^2_j \right)
\]

which yields \(\mu^2 \leq f^1(\mu^2)\) for all \(i \in S\). Following the same argument starting with (17) gives \(\mu^2 \leq f^1(\mu^2)\) for all \(i^+ \in S^+ \setminus S^+\). Together, we obtain \(\mu^2 \leq f^1(\mu^2)\). Corollary 2 [15, p. 42] now tells us \(\mu^2 \leq \mu^1\), completing the proof of the theorem.
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