Enhanced multiple vibrational resonances by Na\(^+\) and K\(^+\) dynamics in a neuron model
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Some neuronal receptors perceive external input in the form of hybrid periodic signals. The signal detection may be based on the mechanism of vibrational resonance, in which a system’s response to the low frequency signal can become optimal by an appropriate choice of the vibration amplitude of HFS. The vibrational resonance effect is investigated in a neuron model in which the intra- and extra-cellular potassium and sodium concentrations are allowed to evolve temporally, depending on ion currents, Na\(^+\)-K\(^+\) pumps, glial buffering, and ion diffusion. Our results reveal that, compared to the vibrational resonances in the model with constant ion concentrations, the significantly enhanced vibrational multi-resonances can be observed for the single neuron system where the potassium and sodium ion concentrations vary temporally. Thus, in contradiction to a popular view that ion concentrations dynamics play little role in signal detection, we indicate that the neuron’s response to an external subthreshold signal can be largely improved by sodium and potassium dynamics.

Two-frequency periodic signals are pervasive and significant in many science and application fields\(^1\)–\(^5\), especially in biology fields. Many animals perceive external input from their surroundings in the form of hybrid signals with multiple frequencies. One of the well studied examples is weakly electric fish which are both electrogenic and electro-receptive. When they are in the vicinity of one another, they communicate through electric organ discharges with a frequency range of 500–700 Hz for females and 800–1000 Hz for males. These signals, together with low frequency signals (<20 Hz) from environmental information, would be sensed by electrorceptors in the fish’s skin and used for navigation, electrocommunication and electrolocation\(^6\).

Now comes an interesting question of how animals such as weakly electric fish manage to get useful information from the input of hybrid signals. To be specific, how do the neurons of weakly electric fish decipher the low frequency signals from the high frequency modulated signals? Middleton et. al have discussed the cellular basis for the parallel transmission of two signals of different frequencies in an electrosensory system\(^7\), envelope encoding and lower frequency signal extraction in a sensory pathway\(^8\)–\(^9\). Electric images of one fish in the company of another one at three representative phases within a beat cycle have also been discussed\(^10\). Moreover, the processing of two stimulus attributes by midbrain electrosensory neurons have been studied\(^11\).

Besides electric organ discharges, it has also been discovered that two frequency bands are significant for long distance vocal communication in the green treefrog\(^12\) and that applying electrical stimulation with different frequencies to certain body cites facilitates the release of specific neuropeptides in the central nervous system\(^13\). The visual evoked potentials with stimuli modulated by sinusoids at distinct frequencies have been studied by Victor et. al\(^14\).

The mechanism for hybrid signal detection may depend on the principle of vibrational resonance (VR), when a system’s response to a low-frequency signal (LFS) can become optimal by an appropriate choice of the vibration amplitude of the high-frequency signal (HFS)\(^15\). This phenomenon is similar to the stochastic resonance, where random noise enhances the response at the frequency of a subthreshold signal\(^16\)–\(^18\). Due to the significance of its potential application, the VR phenomenon has already been studied numerically, analytically or experimentally\(^19\)–\(^26\).

Previous investigations into the applications of VR to neuroscience are mostly based on too simplified neuron models, such as FHN model\(^20\)–\(^24\),\(^27\)–\(^28\). Instead, we adopt a multi-compartment neuron model with five types of active ionic channels. It has been revealed that this model can present rich dynamical phenomena and exhibit several firing patterns when stimulated by various depolarizing DC current intensity\(^29\). The
model later was modified to allow potassium accumulation in an interstitial space outside the cell\(^{35}\). To make it more biologically realistic, we further improve the model by allowing potassium and sodium concentrations inside the cell and in the interstitial space to evolve dynamically.

We are curious about the effect of ion concentrations dynamics on VR, although they are not considered important in signal detection for neuron systems in previous simulations. The variation in ion concentrations not only depends on but also affects the electrical behavior of individual neurons. During neuronal activity ions move across the membrane, causing variation in ion concentrations, especially the increase in extracellular potassium ([K\(_{\text{o}}\)]\(_{0}\)) and intracellular sodium concentrations ([Na\(^{+}\)]\(_{i}\)). Neurons are tightly packed in mammalian brains resulting in small intra- and extra-cellular volumes. Thus, ion concentrations dynamics should have a large effect on neuron activity.

Actually, it has been recognized long ago that potassium accumulation occurs during neuronal firing\(^{32-33}\) and that sodium concentrations alter due to variation in membrane potential\(^{34,35}\). In addition, it has been proposed that abnormal potassium concentration plays a key role in some pathological states of the central nervous system, such as hypoxia induced spreading depression\(^{36}\) and in diseases including diabetes and arrhythmias\(^{37-39}\). Besides, it has been suggested that epilepsy is connected with a reduction of the Na\(^{-}–K\) pump\(^{40}\) and impairment of the glial K\(^{-}\) uptake\(^{41}\) and it has been reported that extracellular K\(^{-}\) concentration has effects on firing patterns of low calcium epileptiform activity\(^{42-43}\). Recently, computer simulations have pointed out the critical roles of variable ion concentrations. It was suggested that dynamical ion concentrations are responsible for some particular physiological electrical oscillations, and that proper neuronal function requires ion concentration homeostasis\(^{44-46}\). The changes of [K\(^{-}\)]\(_{e}\) can modulate bursting frequency and cause multi-stability\(^{47-48}\). It has also been suggested that K\(^{-}\) diffusion among neighboring cells is a contributing factor in the establishment of periodic neuronal firing in a small network\(^{49,50}\).

In this paper, we use a biophysically plausible neuron model with sodium and potassium concentrations to investigate its responses to external biharmonic signals. We find that, although the multiple VRs can be observed in the model with constant ion concentrations, the presence of temporally dynamical ion concentrations significantly broadens the VRs when the two signals have much different amplitudes.

The content of this paper are organized as follows: The neuron model subject to a LFS and a high frequency driving force is introduced in Sec. II. The full model is formulated for which ion concentrations are dynamically dependent on the competition of ion currents, Na\(^{-}–K\) pumps, glial buffering, and ion diffusion. To understand the role of ion concentrations dynamics in signal detection, we make the ion concentrations stay at their equilibrium levels to formulate a reduction of this model to make comparisons. In Sec. III, it is observed that VRs are induced by adjusting the amplitude of the high-frequency force for these models. The different results by these two models are compared and the effects of ion concentration dynamics on VRs are addressed. Finally, conclusions are made in Sec. IV.

Formulism

The neuron model is schematically shown in Fig. 1. The neuron comprises ten compartments of apical dendrites, five compartments of basal dendrites, and a soma compartment. All active ionic channels are assumed to be included in the soma. The extracellular space outside the soma separates into an interstitial space immediately surrounding the soma and the bath.

Membrane potential dynamics. The ordinary differential equations governing the membrane potential are as follows:

\[
\begin{align*}
C_m \frac{dV_m}{dt} &= - (I_{Na} + I_K + I_{Leak} + I_{pump} + I_{ad}) + I_{stim} \\
I_{stim} &= A \cos(\omega t) + B \cos(N \omega t)
\end{align*}
\]

where \(0 \leq n \leq 15\) and \(n \neq 5\). \(V_s\) is the membrane potential for the somatic compartment and \(V_{da}\) for the dendritic compartments. The stimulus current \(I_{stim}\) applied to the soma has an external LFS \(A \cos(\omega t)\) and an external HFS \(B \cos(N \omega t)\). Note that the angular frequency of the high-frequency force is \(N\) times higher than that of the LFS.

Relevant somatic currents include the sum of Na\(^{+}\) currents \(I_{Na}\), the sum of K\(^{-}\) currents \(I_K\), the leakage current \(I_{Leak}\), the current caused by the Na\(^{-}–K\) pump \(I_{pump}\) and the axial current \(I_{ad}\). Specifically, somatic currents are given by

\[
\begin{align*}
I_{Na} &= I_{NaF} + I_{NaP} + I_{NaLeak} \\
I_{NaF} &= g_{NaF} m^3 \sigma(V_s - E_{NaF}) \\
I_{NaP} &= g_{NaP} w(V_s - E_{NaP}) \\
I_{NaLeak} &= g_{NaLeak} (V_s - E_{NaLeak}) \\
I_K &= I_{KDR} + I_{KA} + I_{KM} + I_{KLeak} \\
I_{KDR} &= g_{KDR} n^4 (V_s - E_K) \\
I_{KA} &= g_{KA} a b (V_s - E_K) \\
I_{KM} &= g_{KM} m^2 (V_s - E_K) \\
I_{KLeak} &= g_{KLeak} (V_s - E_{KLeak}) \\
I_{Leak} &= g_{Leak} (V_s - E_{Leak}) \\
I_{pump} &= I_{max} \left(1 + \frac{3.5}{[K^+]_0} \right)^{-2} \left(1 + \frac{10}{[Na^+]_i} \right)^{-3} \\
I_{ad} &= g_{s,a} (V_s - V_a) + g_{s,d} (V_s - V_b),
\end{align*}
\]

where

\[
\begin{align*}
E_K &= 26.71 \times \ln \left(\frac{[K^+]_0}{[K^+]_i}\right) \\
E_{Na} &= 26.71 \times \ln \left(\frac{[Na^+]_0}{[Na^+]_i}\right)
\end{align*}
\]

which both have the unit of mV and vary with time. The active pump is implemented for the balance of sodium and potassium ions and it is electrogenic because more sodium is extruded than potassium absorbed\(^{52}\).

The currents through the voltage-dependent channels are controlled by the gating variables \(m, h, w, n, a, b,\) and \(u\). These activation and inactivation variables represent probabilities of ion channels that are in the open state. They vary between 0 and 1 and obey the form:

\[
\frac{dx}{dt} = \frac{x_{\infty}(V) - x}{\tau_x} = z_{\alpha}\alpha(x(V)) - \alpha(x(V) + \beta(V)), \quad (4)
\]

where \(x\) represents \(m, h, w, n, a, b,\) and \(u\).

For dendrite compartments, the currents are given by
I, K, Na, K currents, the Na\textsuperscript+K currents, the Na\textsuperscript+K exchange pump, glial buffering, and ion diffusion between the interstitial space and the bath.

\[
I_{\text{d,leak,n}} = g_{\text{d,leak}}(V_{n} - E_{\text{d,leak}}) \\
I_{\text{d,n}} = g_{\text{n,n-1}}(V_{d,n} - V_{n-1}) + g_{\text{n,n+1}}(V_{d,n} - V_{n+1}),
\]

where \( I_{\text{d,n}} \) is the axial current caused by the potential difference between neighboring dendrite sections. Compartments 0 and 15 have only one neighboring compartment contributing to the axial current.

Table I gives the values and meanings of model parameters. Table II gives the details of the equations for the gating variables. Note that the conductance measurements are expressed in the unit of mS/cm\(^2\). Each dendrite compartment has a diameter of 5.2 \( \mu \)m and a length of 81.7 \( \mu \)m, giving an area of 1334.67 \( \mu \)m\(^2\), and the soma has an approximate area of 1000 \( \mu \)m\(^2\). As a result, the value of soma axial conductance (\( g_{s5,s}, g_{s6,s} \)) is not equivalent with the value of dendrite axial conductance between soma and dendrite (\( g_{4.5}, g_{6.5} \)).

**Ion concentrations dynamics.** The outside space of the soma consists of an interstitial space and the bath, as shown in Fig. 1b. The concentrations for Na\textsuperscript+ and K\textsuperscript+ in the bath are always constant, while in the interstitial space and inside the soma ion concentrations they are variable and are closely related to neuron activities. The ion concentrations are described by

\[
\frac{d[K^+]_o}{dt} = J_{K_{\text{currents}}} - J_{K_{\text{pump}}} + J_{K_{\text{glia}}} - J_{K_{\text{bath}}} \\
\frac{d[K^+]_r}{dt} = r_v(-J_{K_{\text{currents}}} + J_{K_{\text{pump}}}) \\
\frac{d[Na^+]_o}{dt} = J_{Na_{\text{currents}}} + J_{Na_{\text{pump}}} + J_{Na_{\text{bath}}} \\
\frac{d[Na^+]_r}{dt} = r_v(-J_{Na_{\text{currents}}} - J_{Na_{\text{pump}}}),
\]

where the factor \( r_v \) corrects for the volume fraction between the interior of the cell and the interstitial space. For each item, \( J_{K_{\text{currents}}} \) denotes ion fluxes caused by potassium currents \( I_K \) (sodium currents \( I_{Na} \), \( J_{\text{pump}} \), \( J_{\text{Na pump}} \) activity of the pump exchanging K\textsuperscript+ and Na\textsuperscript+, \( J_{K_{\text{glia}}} \) glial buffering, and \( J_{K_{\text{bath}}} \) diffusion of potassium (sodium) between the interstitial space and the bath. The expressions for the fluxes are given by

\[
J_{K_{\text{currents}}} = \frac{I_K \times A \times 10^{-3}}{F \times V_{\text{Volume shell}}} \\
J_{K_{\text{pump}}} = \frac{2 \times I_{\text{pump}} \times A \times 10^{-3}}{F \times V_{\text{Volume shell}}} \\
J_{K_{\text{glia}}} = r_b \times ((B)_{\text{max}} - [B]) - r_t \times [K^+]_o \times [B] \\
J_{K_{\text{bath}}} = \frac{([K^+]_o - [K^+]_b)}{r_{K_{\text{bath}}}} \\
J_{Na_{\text{currents}}} = \frac{I_{Na} \times A \times 10^{-3}}{F \times V_{\text{Volume shell}}} \\
J_{Na_{\text{pump}}} = \frac{3 \times I_{\text{pump}} \times A \times 10^{-3}}{F \times V_{\text{Volume shell}}} \\
J_{Na_{\text{bath}}} = \frac{([Na^+]_o - [Na^+]_b)}{r_{Na_{\text{bath}}}}
\]

For the glial uptake system, we adopt a phenomenological model where potassium homeostasis in the interstitial space is controlled by a buffering scheme and the free buffer concentration \( [B] \) is modeled by

\[
\frac{d[B]}{dt} = r_b \times ((B)_{\text{max}} - [B]) - r_t \times [K^+]_o \times [B],
\]

where

\[
r_t = \frac{r_{0}}{1 + \exp\left(\frac{[K^+]_o - [K^+]_b}{1.15}\right)}.
\]
### Table I | Parameter values

| Parameter | Value/Unit | Source |
|-----------|------------|--------|
| R | 8.9 × 10⁻⁴ cm | (a) |
| F | 96485 C/mol | (b) |
| $t_{K_{\text{diff}}}$ | 500 ms | (c) |
| $t_{Na^{+}_{\text{diff}}}$ | 1.474 ms | (c) |
| $r_{\text{V}}$ | Volume of the interstitial space around soma | (b) |
| $r_{\text{n}}$ | 4πR$r_{\text{n}}/3$ | (b) |
| $C_{s}$ | 1.0 μF/cm² | (d) |
| $g_{\text{Na}^{+}}$ | Fast Na⁺ conductance | 20.0 mS/cm² | (e) |
| $g_{\text{Na}^{+}}$ | Persistent Na⁺ conductance | 0.24 mS/cm² | (d) |
| $g_{K_{\text{DR}}}$ | Delayed-rectifier K⁺ conductance | 22.0 mS/cm² | (e) |
| $g_{K_{A}}$ | A-type transient K⁺ conductance | 3.0 mS/cm² | (d) |
| $g_{K_{\text{M}}}$ | Muscarinic K⁺ conductance | 3.0 mS/cm² | (d) |
| $g_{\text{Leak}}$ | Soma leakage conductance | 0.05 mS/cm² | (c) |
| $g_{\text{NaLeak}}$ | Sodium conductance in soma | 0.154 mS/cm² | (c) |
| $g_{\text{KLeak}}$ | Soma K⁺ leakage conductance | 0.114 mS/cm² | (c) |
| $g_{\text{K,4,5,6}}$ | Soma axial conductance | 7.35 mS/cm² | (a, c) |
| $E_{\text{Leak}}$ | Soma leakage reversal potential | −60.0 mV | (c) |
| $f_{\text{Na}}$ | Maximal buffer capacity | 144 mM | (e) |
| $f_{\text{K}}$ | Backward rate of buffer mechanism | 0.0008/ms | (d) |
| $K_{\text{bath}}$ | Equilibrium forward rate of buffer mechanism | 0.0008 (mMms)⁻¹ | (d) |
| $V_{m}$ | Threshold $[K^{+}]_b$ for glia buffer | 15 mM | (d) |
| $C_{d}$ | Dendrite capacitance | 1.88 μF/cm² | (d) |
| $g_{d,5,6}$ | Dendrite axial conductance between soma and dendrite | 5.51 mS/cm² | (a, c) |
| $g_{n = 1,n}$ | Dendrite axial conductance between dendritic compartments | 3.67 mS/cm² | (d) |
| $g_{\text{Leak}}$ | Dendrite leakage conductance | 0.0292 mS/cm² | (d) |
| $E_{\text{Leak}}$ | Dendrite leakage reversal potential | −60.0 mV | (c) |
| $A$ | LFS amplitude | 1 μA/cm² | (c) |
| $\omega_{\text{LFS}}$ | LFS angular frequency | 0.002/ms | (c) |
| $B$ | HFS amplitude | 0–30 μA/cm² | (c) |
| $N$ | Ratio between the frequencies of LFS and HFS | $10^{2(1-b)}$ | (c) |
| $\omega'$ | HFS angular frequency | $Na$ | (c) |

Source: (a) Shuai et al. (2011); (b) definition; (c) estimated and/or modified values; (d) Park and Durand (2010); and (e) Park et al. (2011).

### Table II | Kinetics for gating variables

\[
\begin{align*}
\frac{dm}{dt} &= \frac{11.7 \times (11.5 - V_s)}{13.7} (1.0 - m) - 0.4 \times (V_s - 10.5) - \frac{m}{10} \\
\frac{dh}{dt} &= \frac{0.67 \times (1.0 - h) - 2.24 \times \left(\frac{\exp \left(\frac{V_s + 50.0}{5.5}\right) - 1}{1.0}\right)}{1.0} \\
\frac{dw}{dt} &= \frac{\exp \left(-\frac{V_s - 80.0}{20.0}\right) - 1}{1.0} \\
\frac{dn}{dt} &= \frac{0.00049 \times V_s}{0.2} \left(1.0 - n\right) - \frac{0.00008 \times (V_s - 10.0) - n}{1.0} \\
\frac{da}{dt} &= \frac{0.0224 \times (V_s + 30.0) - 0.056 \times (V_s + 9.0) - a}{15.0} \\
\frac{db}{dt} &= \frac{0.0125 \times (V_s + 8.0) - 0.094}{14.5} \\
\frac{du}{dt} &= \frac{0.0084 \times \exp \left(\frac{V_s + 26.0}{40.0}\right) (1.0 - u) - 0.0084 \times \exp \left(\frac{V_s + 26.0}{61.0}\right) u}{1.0}
\end{align*}
\]

Source: (a) Park and Durand (2010).
Reduced model. In order to show the contribution of the ion concentration dynamics to the detection of LFS, we formulate a reduction by fixing ion concentrations at their equilibrium values to make a comparison with the full model where the intra- and extracellular ion concentrations are dynamical variables rather fixed parameters. Resting ion concentrations are set as \([\text{Na}^+]_o = 144 \text{ mM}\), \([\text{Na}^+]_i = 15 \text{ mM}\), \([\text{K}^+]_o = 7 \text{ mM}\), and \([\text{K}^+]_i = 140 \text{ mM}\). Thus, the reduced model is given by Eqs. (1)–(5) with constant resting ion concentrations.

Response to LFS. In order to discuss the system’s VR response to LFS, the following responding factors have been defined:

\[
Q = \sqrt{Q_s^2 + Q_c^2}
\]

\[
Q_s = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} 2V_s(t)\sin(\omega t)dt
\]

\[
Q_c = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} 2V_c(t)\cos(\omega t)dt,
\]

where \(T_1\) is chosen sufficiently large in order to discard transient processing and \(T_2 = T_1 + \frac{2\pi n}{\omega}\), where \(n = 500\) unless otherwise specified. As information is carried through large spikes instead of
subthreshold oscillations, we set a threshold $V_{\text{thre}} = -50.0 \text{ mV}$ to calculate $Q$. If $V_s < V_{\text{thre}}$, $V_s = -60 \text{ mV}$; otherwise, $V_s$ remains the same.

**Results**

**Multiple VR enhanced by dynamical ion concentrations.** The neuron is stimulated by two-frequency signals: a LFS and a high-frequency driving force. According to the definition of VR, we fix LFS component and observe the relation between the system output and the low-frequency signal with different amplitudes of the high-frequency driving force. Results for the full model and the reduced model under the same conditions are discussed and compared.

Fig. 2 depicts the time series of the somatic membrane potential $V_s$ with respect to several particular amplitudes of the high frequency driving force for the reduced model (Fig. 2(a)) and the full model (Fig. 2(b)). LFS is periodic and subthreshold, as represented by red lines in each panel of Fig. 2, for the purpose of observing its coherence with the system output $V_s$ (black lines). With the increase of amplitude of HFS, the system response to LFS varies in a similar fashion for these two models. When the amplitude of the high-frequency force is low ($B = 0.5 \mu\text{A/cm}^2$ for both models, Fig. 2(a1, a2)), it is noted that the neuron does not fire action potentials but only exhibits subthreshold oscillations around the resting potential.

By increasing the amplitude of the high frequency signal, spikes start to appear. At $B = 1.5 \mu\text{A/cm}^2$ for the reduced model (Fig. 2a2) and $B = 4.5 \mu\text{A/cm}^2$ for the full model (Fig. 2b2), during the positive half of LFS the neuron fires action potentials continuously while the outputs of neuron fluctuate slightly around the resting potential during the negative half part. Such responses are optimal ones where the firing is the most coherent with the low-frequency input.

With a further increase of the high frequency driving amplitude, it can be seen that the neuron fires relatively indiscriminately during both the positive half and the negative half of LFS (Figs. 2(a3, b3)). In Figs. 2(a4, b4) with a higher amplitude, it is notable that the neuron’s outputs have more spikes for each burst during the positive half than the negative half of the drive cycle of the low-frequency signal. Hence the synchronization between LFS and the neuron’s outputs is slightly upgraded again. Therefore, the weak LFS is better transmitted at $B = 1.5 \mu\text{A/cm}^2$ and $B = 6.4 \mu\text{A/cm}^2$ for the reduced model and $B = 4.5 \mu\text{A/cm}^2$ and $B = 11 \mu\text{A/cm}^2$ for the full model.

According to Yang et al., the occurrence of VR can be induced by the transition between different phase-locking modes. When driven only by the high-frequency force, the neuron displays either a non-firing state or a particular regular firing state depending on the intensity of the high-frequency force. The addition of a low frequency input will greatly change the neuron’s output in some conditions during which a transition between different electrical states occurs repeatedly over time. For some amplitude values of HFS, the output of the system shows great synchronization with LFS with such a transition (Figs. 2(a2, a4; b2, b4)). For other values, however, little input/output synchronization is achieved without such a transition (Figs. 2(a1, a3; b1, b3)).

To measure the level of this synchronization, the factor $Q$ is introduced. Fig. 3 depicts the response of $Q$ to the LFS as a function of the high frequency amplitude for the two models. A higher value of $Q$ indicates a higher coherence level between the neuron output and LFS, suggesting that LFS has been better transmitted to the neuron output through VR effect. The factor $Q$ against the HFS amplitude for both models displays several peaks, indicating the occurrence of multiple VRs.

Irrespective of ion concentrations dynamics, multiple VRs occur commonly. The system has two input signals. The low frequency signal is fixed, while the HFS intensity is gradually increased. At first, the system does not exhibit any spike with low HFS amplitudes. Hence, the response $Q$ is fixed at zero. Later, after increasing HFS intensity over a threshold, the system starts to fire spikes during the positive half cycle of the LFS, the number of which is directly associated with the value of $Q$. The response $Q$ reaches its maximum immediately before the point when the negative half cycle of the

![Figure 3](https://www.nature.com/scientificreports/)

**Figure 3 | Dependence of response $Q$ as a function of $B$ for different HFS frequencies.** The difference between the results of the two models (red lines, reduced model; black lines, full model) reveals the role of ion concentrations dynamics in the production of multiple VR. For the LFS: $A = 1 \mu\text{A/cm}^2$ and $\omega = 0.002/\text{ms}$; and for the HFS: $B = 0–30 \mu\text{A/cm}^2$ and $\omega' = 10^{1.20 \times 0.8 \times 1.4 \times \omega}$.
LFS starts to have spikes. This is the peak of the first VR. Further increasing the HFS amplitude decreases the input-output coherence level. The second VR occurs when the spiking starts to get intensified during the LFS positive half cycle and so on for other VRs. The factor Q measures the difference between the spiking intensity in the positive and negative cycles of the LFS. Our simulation shows that the first VR typically has a highest value, indicating a largest difference of firing intensity in the two cycles of the LFS.

When the frequencies of the two input signals are around the same level (Fig. 3(a)), the two systems display VRs with similar widths. As the difference between the frequencies of these two signals is increased (Fig. 3(b)), the width of the first VR peak becomes obviously wider for the full model than for the reduced model. For the HFS with a much higher frequency (Figs. 3(c, d)), the full model leads to VRs with much wider peaks. Therefore, dynamical ion concentrations can cause the enlargement of the ranges of suitable high frequency driving levels, when the HFS has much higher frequency than the LFS. We will further test this conclusion from a more global view.

**VR response against amplitude and frequency of HFS.** To get a global view, the dependences of VR factor Q on the amplitude B of HFS and the frequency ratio log10N are shown for both the reduced model (Fig. 4a) and the full model (Fig. 4b). The colors of black, cyan, and red correspond to increasing input-output coherence levels. The cyan and red areas represent the occurrence of VR.

Some VR features are independent of the ion concentrations dynamics, which could be revealed by the similarities of these two figures. First of all, the distribution of the cyan and red regions separated by black regions denotes the multiple VRs which occur for a wide choice of parameter sets. Secondly, the first VRs, corresponding to higher HFS frequencies, obviously correspond to higher Q values than other VRs. Finally, at log10N = 0 (i.e. N = 1), the two same input signals produce a strong resonance which is a special case called frequency-resonance-enhanced VR53.

On the other hand, the difference of the two panels in Fig. 4 shows the role played by ion concentrations dynamics in signal transition. When the frequency difference between HFS and LFS is low, the VRs presented by the two models are not qualitatively different. But approximately after log10N > 0.9, both the red areas and the cyan areas become much larger in Fig. 4b than in Fig. 4a. Especially, the band of the red areas which correspond to the first VR is obviously wider in the HFS amplitude for the full model than for the reduced model. Furthermore, this red region of the first VR locates differently and has a different slope for the two figures. This means that the first VR corresponds to a higher HFS amplitude for high HFS frequencies due to the ion concentrations dynamics and that ion concentrations dynamics elevates the HFS amplitude for the optimal coherence more with the increase of the HFS frequency. Therefore, the dynamically evolving ion concentrations enhance VRs, including the first VR, when the HFS has a much higher frequency than the LFS. However, they also require more input energy (i.e. a higher amplitude) from the HFS in order to produce the maximal Q in the first VR.

**VR response against amplitude of LFS.** In addition, we investigate the multiple VRs responding to varying LFS amplitudes. Each panel in Fig. 5 depicts the dependence of factor Q on the HFS amplitude for several LFS amplitudes with differently colored lines. Three particular HFS frequencies have been chosen for the two models. The phenomenon of multiple VRs is observed for various LFS amplitudes. We notice some effects of the variation in the LFS amplitude on the multiple VRs.

First, there is a positive relation between the LFS amplitude and VRs. Many centers or the maximum points of VR peaks stay the same or shift a little bit for the varying LFS amplitude, compared to the distance of two nearby VR peaks along the HFS amplitude axis. With the increase of the LFS amplitude, the height and width of any VR tend to become larger. However, this influence may be barely distinguishable in some cases. For example, the first VRs almost have the same height for the four various LFS amplitudes in Fig. 5a1. We also notice that some small VR peaks melt away and are replaced by bigger ones. In Fig. 5b2, for example, the first two VR peaks grow and then merge into a bigger peak with the increase of the LFS amplitude.

Overall, it can be seen that the increasing LFS amplitude plays the similar role in these six panels, which means that the enlargement of VRs by the increase of LFS amplitude is a common behavior and does not depend particularly on the full model or the reduced model.

**Discussion**

In conclusion, both the reduced model and the full model are constructed to investigate the role of the dynamical ion concentrations in the expression of a low frequency signal through the neuron output modulated by another high frequency driving force. The reduced model has fixed ion concentrations, which is common for many neuronal computational models, while the full model has dynamically evolving ion concentrations, which is more physiologically realistic. We study VR behaviors with these two models driven by two periodic signals (i.e. a HFS and a LFS). Independent of the ion concentrations dynamics, the multiple VRs can be observed by adjusting the amplitude of the high frequency force and can take place in a wide range of control parameter values of driving signals and thus should be a common phenomenon. The result caused by the implementation of ion concentrations dynamics is that the multiple VRs become much stronger when the HFS frequency is much higher.
than the LFS. Therefore, it is revealed that the neuron response to LFS can be largely enhanced by the ion concentrations dynamics.

It is normal in many computational simulations to fix ion concentrations with the hypothesis that they would be restored to their equilibrium values immediately after neuronal activity. However, this point of view may seem extremely absurd as to signal detection for a biological neuron. Our simulations reveal a possible role played by the ion concentrations dynamics in a neuron: to enhance VRs when the high frequency driving force has a much higher frequency than the detected LFS, which may require more input energy (i.e. a high HFS amplitude) for the optimal first coherence in full model.

VRs are related to the spike number during the positive cycle of LFS relative to the spike number during the negative cycle. The more difference between the number of spikes during these two cycles, the better the coherence between the LFS and the neuron output. Generally, a higher HFS amplitude would cause more spikes during both the positive cycle and the negative cycle of LFS after when the stimulus is over a threshold (Fig. 2b in ref 50) but not with the same degree. During the negative cycle, however, no spike could be excited until the neuron gains enough input energy from the driving force to conquer the negative effect exerted by LFS, even when there are already spikes during the positive cycle. The optimal coherence happens approximately at the point immediately before the generation of spikes during the negative cycle of LFS. The full model may stay non-firing during the negative cycle driven by a driving force with a particular amplitude around the optimal case, but this HFS amplitude can be strong enough to produce spikes during the negative cycle for the reduced model, because more input energy is required for the full model to push both membrane dynamics and ion concentrations dynamics to oscillate. This is consistent with the fact that the full model has a higher threshold of spiking in the intensity of a persistent DC current50. What happens is that, along with the increase of the HFS amplitude, ion concentration dynamics delay the occurrence of spikes during the negative cycle of LFS. Therefore, the optimal response of the neuron to LFS requires a higher amplitude of the driving force by the ion concentrations dynamics for the full model.

Secondly, ion concentrations dynamics cause VRs to have wider bell-like shapes. With a little increase in the HFS amplitude from the amplitude at the optimal VR, the number of spikes increases in the negative cycle of LFS. The variation in the number of spikes can be very different for the two models. For the reduced model, the
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**Figure 5** | Dependence of response $Q$ as a function of $B$ for different HFS frequencies for the reduced model (a) and the full model (b). In each panel, the differently colored lines correspond to varying values of the intensity of LFS $A$. For the LFS: $A = 0.1$–1 $\mu$A/cm$^2$ and $\omega = 0.002$ms; and for the HFS: $B = 0$–30 $\mu$A/cm$^2$ and $\omega = 0.65, 1.4 \omega$. 
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www.nature.com/scientificreports
increment in the HFS amplitude may lead to almost the same spiking intensity during the negative and positive cycles. However, for the full model, the spikes during the negative cycle may be still much fewer than the ones during the positive cycle. The full model tends to change less in its behavior, responding to the same variation in the input signal. This is because ion concentrations tend to keep the neuron in its original state.

Many species of animals, such as weakly electric fish, have the ability to detect nearby objects by electric signals. They send out and accept signals with different frequencies. The principle of VR ability to detect nearby objects by electric signals. They send out change less in its behavior, responding to the same variation in the intensity during the negative and positive cycles. However, for the increment in the HFS amplitude may lead to almost the same spiking intensity during the negative and positive cycles. However, for the full model, the spikes during the negative cycle may be still much fewer than the ones during the positive cycle. The full model tends to change less in its behavior, responding to the same variation in the input signal. This is because ion concentrations tend to keep the neuron in its original state.

In the model, the neuron consists of 16 compartments with 15 compartments for dendrites in order to simulate the dendritic structure of the neuron. Because only passive channels are assumed in the dendrite compartments and the active ion channels are only considered in soma, the dendrite structure actually plays little role in the behaviors discussed in the paper. We believe that a simplified model with only soma compartment will produce similar results. However, it would be more interesting to use a model with ion channels distributed along the dendrite structure. With such a model, one can investigate the effect of ionic fluxes in dendrites on signal detection.
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