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ABSTRACT

Echo States Networks (ESN) and Long-Short Term Memory networks (LSTM) are two popular architectures of Recurrent Neural Networks (RNN) to solve machine learning task involving sequential data. However, little have been done to compare their performances and their internal mechanisms on a common task. In this work, we trained ESNs and LSTMs on a Cross-Situationnal Learning (CSL) task. This task aims at modelling how infants learn language: they create associations between words and visual stimuli in order to extract meaning from words and sentences. The results are of three kinds: performance comparison, internal dynamics analyses and visualization of latent space. (1) We found that both models were able to successfully learn the task: the LSTM reached the lowest error for the basic corpus, but the ESN was quicker to train. Furthermore, the ESN was able to outperform LSTMs on datasets more challenging without any further tuning needed. (2) We also conducted an analysis of the internal units activations of LSTMs and ESNs. Despite the deep differences between both models (trained or fixed internal weights), we were able to uncover similar inner mechanisms: both put emphasis on the units encoding aspects of the sentence structure. (3) Moreover, we present \textit{Recurrent States Space Visualisations} (RSSviz), a method to visualize the structure of latent state space of RNNs, based on dimension reduction (using UMAP). This technique enables us to observe a fractal embedding of sequences in the LSTM. RSSviz is also useful for the analysis of ESNs (i) to spot difficult examples and (ii) to generate animated plots showing the evolution of activations across learning stages. Finally, we explore qualitatively how the RSSviz could provide an intuitive visualisation to understand the influence of hyperparameters on the reservoir dynamics prior to ESN training.
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1 Introduction

Recurrent neural networks are now a mainstream architecture to deal with time-series or symbolic sequences. A wide variety of models have been proposed, among which, Long-Short Term Memory networks (LSTM) [1] are probably the most popular. They have been initially proposed as a solution to the vanishing gradient problem encountered when training simple RNNs with Back-propagation Through Time (BPTT) [2]. To this end Hochreiter & Schmidhuber used gating mechanisms to select which information to keep and which to forget, along with the ability to keep the gradient constant. This gating ability enables LSTMs to deal with sequences that present long-term dependencies. In the past decade, they have been successfully applied to diverse problems, from traffic forecasting [3], to acoustic modeling [4] and more famously, to natural language processing [5], a known difficult task because of the inherent long time dependencies. They often achieved state-of-the-art on different benchmarks.
Echo State Networks is another approach to cope with the difficult training of RNNs. Instead of training the recurrent connections through Back-Propagation Through Time, the input and recurrent layer of ESNs are initialized at random and, according to the Reservoir Computing paradigm, are kept fixed during training. Only the weights of the connections from the reservoir units to the output layer are learnt. It makes these output connections easier to train and is computationally less expensive. Despite this simple architecture, ESNs have been successful on various tasks, from time series forecasting for wireless communication to motor control or artificial grammar learning.

There have been some attempts at comparing both models, especially on time series prediction benchmarks, on which ESNs were found to outperform LSTMs. As for language related tasks, some work has been done on Word Sense Disambiguation where a BiESN architecture were compared to a BiLSTM one. The results obtained were comparable but the ESN architecture was much less computationally demanding. That is also the conclusion of in which classical ESNs and LSTMs were compared on a gesture classification task.

Even if both neural networks perform well, they are often seen as black-box models. Their internal dynamics remain difficult to understand because of the non-linear and high dimensional representations they deal with. Interesting work has been done to visualize such neural networks, especially for LSTMs. With a character prediction model trained on large corpora, Karpathy, Johnson and Fei-Fei investigated the activity of LSTM cells and discovered human interpretable activities. For example, they found that some precise cells were active when the string of characters processed were inside quotation marks, and similarly others were sensitive to the length of a line in a paragraph. Since then, a lot of work has been done to make sense of the activity of inner cells of LSTMs trained as language models. Beyond being able to keep track of simple structure in a sentence such as shown by Karpathy, Johnson and Fei-Fei, individual cells of LSTM can also encode high level features such as positive or negative sentiment of a review, as shown in [15]. The tool LSTMvis has been developed to easily visualize cell activation of LSTMs. Other approaches have been proposed such as in where, instead of visualizing cell activation, for different gated architectures they looked at the gradient of output activation (according to an input at a given time). It gives insights at which piece of information the LSTM pays attention when generating a given output.

Concerning ESNs however, few works have been done to explore the inner dynamics of reservoirs and represent how the trained output layer extracts information from reservoir states. In [18], the authors focused on a dynamical analysis of the reservoir for time-series. They used recurrence plots as a way to both quantify and visually characterize stability of the reservoir. Of course, Jaeger proposed Conceptors as an extension to ESNs that enables to store patterns – a conceptor stores the internal dynamics evoked by an input pattern – and make logical operation with them. However, to our knowledge little work has been done to visualize and make sense of the internal dynamics of an ESN using recently developed visualisation methods, in particular the ones used in deep learning. At first sight, this is not surprising because internal ESN dynamics (in absence of feedback) are only determined by the inputs and the random weights: thus, these dynamics are unrelated to the desired tasks, one could just assume that they are “suitable” for a particular task. However, the projecting back output activations on internal dynamic representations can give interesting insights, for example to understand how the ESN performs a task, and why it fails to classify some input patterns.

In a more general way, there has been successful attempts to visualize high dimensional representations of artificial neural network. The recent dimensional reduction technique such as the Uniform Manifold Approximation and Projection (UMAP) enables detailed visualization in a 2D space of high dimensional structures. This tool has been successfully applied to understand the structure of inner representations of a Deep Convolutional Neural Network where it enables users to spot adversarial examples. Concerning task related to language, UMAP was applied to the BERT model to understand the inner embedding of polysemous words. Embedding visualisation by Principal Component Analysis (PCA) is used in the Embedding Comparator tool. Dimension reduction can also be performed by an autoencoder, as done for hidden cells of LSTM trained for sign language recognition by Piotr Tempczyk and Miroslaw Bartold in this blog post. Concerning ESNs, UMAP has been anecdotally used in to visualize the structure of the reservoir state on Lorentz series.

To compare ESNs and LSTMs we chose a task that give insights on how human brains incrementally learn, from the perspective of a child. It is a psycholinguistic task called Cross-Situational Learning (CSL). It is inspired by developmental psychology experiments that aim to understand how infants learn the meaning of words in a fuzzy context: they need to make associations between symbols and referents (e.g. between words and objects). The learning extracts these associations from co-occurrences of words and stimuli. Recently, ESNs have been successfully applied to such task, building on top of previous studies using fully supervised ESNs to model human sentence parsing, multilingual processing and adapting it for human-robot interactions. To this extent, such cross-situational task is more plausible from a human brain learning perspective than a purely supervised task. This type of task is also interesting for practical applications were exact target outputs are not always available.
Similarly, works have been done on language acquisition task with "LSTM-like" architectures (i.e. with gating mechanism). In [36], the authors used gated recurrent units (GRU) and variants to perform a learning robotic multi-modal task given sentences. In [37], augmenting predictive language models (based on gated architectures) with images enhances next-word prediction abilities. Moreover this task is interesting because the teacher outputs provide fuzzy information instead of the real desired outputs. This is due to the fact that the visual representation of a scene (e.g. several objects are visible by the infant) often contain more information than the utterances provided by the caregivers (e.g. “This is a spoon.”).

In this study, in section 2 we first quickly present ESNs and LSTMs, together with the Cross-Situational learning task used to compare both networks. This task is equivalent to a multi-class symbolic sequences classification, but which has the advantage of being human understandable. In section 3 we compare the performances of both networks on the task, and explore the influence of the size of the vocabulary on performance. In section 4 we investigate single unit activities in order to understand the inner mechanisms of both networks (like feature selection for ESNs and feature creation for LSTMs). In section 5 we present Recurrent States Space Visualisations (RSSviz): a common framework to visualize different RNN based models on dimensional reduction of the recurrent states. In section 6 we present practical use-cases for RSSviz, including the influence of hyper-parameters on reservoir dynamics. Finally, in section 7 we discuss our quantitative and qualitative results along with perspectives. In section 9 we provide supplementary material along with the source code in Python available on Github.

2 Methods

2.1 Echo State Networks and Reservoir Computing

2.1.1 Reservoir Computing

In this study, we worked with Echo States networks [38]. They are part of the Reservoir Computing paradigm [39]. They are a simple yet effective RNN model, fast and easy to train. Indeed, they keep a lot of weights untrained. The global architecture is depicted in figure 1.

The reservoir state \( r_t \) is updated according to the equation 1. \( W_{\text{in}} \) corresponds to the input matrix, \( W_{\text{rec}} \) is the matrix of the recurrent connection weights. These two matrices are randomly initialized and then fixed during training. The parameters \( \alpha \) is called the leak rate.

\[
    r_t \leftarrow (1 - \alpha)r_{t-1} + \alpha \tanh(W_{\text{rec}}r_{t-1} + W_{\text{in}}x_t)
\]  

Figure 1: The ESN is trained to extract the target activation from the dynamic of the reservoir. To do this, only the readout connections, i.e. the coefficient of the matrix \( W_{\text{out}} \), are trained. This image was adapted from [40] with the authorisation of the authors.
We add a constant component to the reservoir state and then multiply this intermediate vector \( s_t \) by the output matrix \( W_{\text{out}} \) to get the output vector \( y_t \) as described in the equations \(^2\). The output matrix \( W_{\text{out}} \) is optimized to get the output vector \( y_t \) the closer to the teacher vector.

\[
s_t \leftarrow \begin{pmatrix} 1 \\ r_t \end{pmatrix} \quad y_t \leftarrow W_{\text{out}} s_t
\]

### 2.1.2 Train ESN with FORCE learning

The readout matrix was learnt using FORCE learning \(^4\). It’s a second-order learning algorithm that is more biologically plausible than LSTMs because they do not use unfolding time while training the network and they do not back-propagate errors \(^2\). It works by updating the weights to keep the error as low as possible, as precised in equation \(^3\). To control the amount of change at each step for each coefficient of the matrix \( W_{\text{in}} \), the FORCE algorithm uses a matrix \( P \) that can be seen as adaptable learning rates. This matrix is initialized along the equation \(^4\) where \( \epsilon \) is a regularization coefficient. Then, \( P \) is updated with the equation \(^5\). Because the weights are updated after each training example, it’s a form on online learning. \( e_-(t) \) is the error between the prediction of the network and the ground truth at time \( t \).

\[
W_{\text{out}}(t) = W_{\text{out}}(t-1) - e_-(t) P(t) r_t
\]

\[
P(0) = \frac{I}{\epsilon}
\]

\[
P(t) = P(t-1) - \frac{P(t-1) r_t r_t^T P(t-1)}{1 + r_t^T P(t-1) r_t}
\]

### 2.2 ESN: Final Learning and Continuous Learning

As what was done in \(^28\), we used two different procedures to train the ESN.

- The final learning (FL) procedure is when we apply the FORCE algorithm on the reservoir state after the last word of the sentence (when END is inputted. It is the usual learning procedure for ESNs trained on symbol sequences.
- The continuous learning (CL) procedure is used for interpretation purpose. In this case, we apply the FORCE algorithm on the reservoir state after each word of the sentence. The ESN is constrained to predict the output even if it has access to a partial part of the sentence. This procedure worsen performances but leads to interpretable intermediate outputs of the ESN. Outputs can thus be seen as kind of probabilities of the training corpus.

### 2.3 Long-Short Term Memory networks

LSTM networks \(^1\) are a type of RNN designed to overcome the vanishing gradient problem. They work by using gates to handle information flow between one unit own “memory” and the other units. The details of the architecture are depicted in figure \(^2\). For the LSTM used in this contribution, the equations ruling the architecture are:

\[
f_t = \sigma(W_{Fx_t} + U_f h_{t-1} + b_f)
\]

\[
i_t = \sigma(W_{ix_t} + U_i h_{t-1} + b_i)
\]

\[
o_t = \sigma(W_{ox_t} + U_o h_{t-1} + b_o)
\]

\[
\tilde{c}_t = \tanh(W_{cx_t} + U_c h_{t-1} + b_c)
\]

\[
c_t = f_t \circ c_{t-1} + i_t \circ \tilde{c}_t
\]

\[
h_t = o_t \circ \tanh(c_t)
\]

\( \sigma \) is the sigmoid function. \( f_t, i_t \) and \( o_t \) are respectively the forget, input and output gates. \( c_t \) and \( h_t \) are the inner states of the LSTM: respectively the cell vector that can be seen as the memory of the LSTM and the hidden state vector.

\(^2\)Simpler first order algorithms such as Least Mean Squares (LMS) are considered more biologically plausible than FORCE learning, but are much slower to converge.
Figure 2: Architecture of one LSTM cell. A LSTM is composed of special cells $c_t$ that keeps relevant features and the hidden state vector $h_t$ that output information towards other recurrent cells and the output layer. Three gates are used to decide which information to store in the cell, to forget or what to output.

which is also the output of the LSTM that is passed to the following layers. Finally $\tilde{c}_t$ is called the cell input activation vector.

The matrices $W_f, W_i, W_o$ and $W_c$ are used the weights of the connections from the input vector $x_t$ to, respectively, the forget, input, output gate and the activation vector. The matrices $U_f, U_i, U_o$ and $U_c$ are the weights of the recurrent connections of the LSTM, they are used to compute the values of the gates and the activation vector from the hidden state of the LSTM at the previous step $h_{t-1}$. These eight matrices along with the biases $b_f, b_i, b_o$ and $b_c$ are the parameters to be optimized by the learning procedure.

2.4 Cross-Situational Learning

2.4.1 Task description

The task chosen for the comparison between the two models is called Cross-Situational Learning. The models are shown pair of sentences and visual perception describing objects in a scene. The goal is to learn mappings between words and the corresponding visual concepts based on their co-occurrences. In input, the sentences are represented as a sequence of words encoded using one-hot vectors. We worked on sentences with a fixed size vocabulary of size $V$.

Each word in the input sentence was encoded with a one-hot $V$-dimensional vector. The output consists in a vector representing the visual element of the scene described by the sentence. Each object has $Q$ possible associated visual concepts (e.g. color, position and object category, $Q = 3$ in this case). Each concept $c$ has $K_c$ possible concept value (e.g. “right”, “middle” and “left” for the position concept). We define a concept vector describing an object such as there is a 1 in the corresponding concept value component if and only if the object has this concept value. The output vector is then the concatenation of the concept vectors of the first and second object, it is a $D$-dimensional vector with $D := 2 \sum_{c=1}^{Q} K_c$. An illustration of the task can be found in figure 3. The sentence used as an input were generated using a hand made context free grammar described in figure 4.

2.4.2 Error measurement

The teacher vectors are not a perfect representation of what the model needs to output. Indeed the visual representation can contain more information about the scene than what is described in the sentence. This is why we cannot simply quantify the performances of a model with the distance to the desired teacher vector. Thus to measure error we used two metrics: the valid and exact errors presented in [28].

We begin by extracting a discrete representation of the visual scene from the output vector of the model. To do so, for each concept, (e.g. the position of the second object) we use the softmax function to translate the corresponding
Figure 3: The Cross-Situational Learning (CSL) learning procedure for the ESN architecture. The model has to reconstruct an imagined scene from the sentence given word by word. The simulated vision creates a perceptual representation corresponding to the full description of objects in the scene. This representation is used as target outputs for the reservoir, even if the sentence only partially describes the objects in the scene, or if it describes only one object. This particular set-up creates cross-situational learning conditions similar to the ones children are facing. The set-up, input and target outputs were the same for the LSTM experiments.
Figure 4: Grammar used to generate the corpus. The grammar can generates sentences describing one or two objects depending on the scenario. Note that the word “orange” is used both as a noun and as an adjective: it is called a polysemous word. The total number of different sentences that could be generated is 473344 ($= 688^2$).

Figure 5: Evaluation examples of different scene representations. The imagined scene (a) is not valid nor exact because the cup is not on the right. (b) is not exact because the sentence does not precise the cup color but the scene precise it to be red.

activations (e.g. the activations of the three output neurons coding for the left, middle and right position of the second object) to probabilities. Next, we consider that if all the probabilities are below a given threshold, then it means that this concept was not present in the input sentence. If at least one probability is above the threshold, we consider that the concept value is the one corresponding to the maximal probability.

For a concept $c$, the threshold is fixed to $1.3/K_c$ throughout the paper. It enables a fair comparison between the two models. The choice of this value can be seen as if it was part of the task specification. For more details, we investigate the influence of this choice in supplementary material subsection 9.1. After having extracted this discrete representation, we can compare it with the ground-truth information contained in the input sentence. At this step there are three possibilities, depicted in figure 5:

(a) The model’s representation lacks some information contained in the sentence. The output is then not valid.

(b) The model’s representation has all the information but also contains concepts values that were not in the sentence. It’s qualified as valid.

(c) The representation contain all the information of the sentence and nothing more. It’s then exact.
2.4.3 Theoretical model

To compare the performances of the machine learning models (ESN and LSTM) with a more naive one, we constructed a theoretical model to provide a reference point in performance comparison. It works by memorizing associations between unordered sets of keywords and teacher outputs, one set for each object. For instance, the sentence “BEGIN there is a red cup and this is a glass on the left END” will be split in two keyword sets: red, cup and glas, left. During training, this model constructs a table of associations between keywords sets and corresponding half teacher vector: because teacher vectors encode the characteristic of both objects, the keyword sets are associated to the corresponding part of the teacher vector. In other words, the set of keywords related to the first object is associated to the first half of the teacher output, and the set of keywords related to the second object is associated to the second half of the teacher output. Then, during testing, every sentence is split along the “and” word and the two parts are processed independently. If the two keywords sets are present in the association table, the model output the concatenation of the two corresponding half teacher vectors. Otherwise if a keyword set is not present, it outputs an empty output vector.

2.5 Details of the training corpus

For both models, the training and test sets were composed of 1000 sentences: 700 sentences with two objects and 300 with one object.

2.5.1 The ESN implementation

We used the ReservoirPy toolbox\textsuperscript{3} for the implementation of ESNs \cite{40}. The hyper-parameters were optimized through random search by Juven & Hinaut in \cite{28} for one epoch of learning. Their values can be found in table 1. We used ESNs with 1000 recurrent units. ESNs were trained using the FORCE learning algorithm detailed in subsection 2.1.2.

2.5.2 The LSTM implementation

We used the Keras implementation of LSTM and the Adam optimizer \cite{42} with default parameters. The standard LSTM used was composed of 20 units. In the Keras implementation, the sigmoid function was replaced by an affine approximation called the hard sigmoid function in order to optimize performances. We trained it during 35 epochs composed by training sentences organized in batches of size 2. The number of epochs for training was chosen with early stopping method: we conducted experiment to determine when the error on the validation set was at its lowest. The use of dropout did not help with the convergence during learning for the 4-object dataset so we did not use it for this task. These choices were made to create a LSTM that performs well on the 4-objects dataset. After the output of the LSTM we used a feed-forward layer to the output layer: for a LSTM of dimension $N$, we compute the output vector $y_t = W_y h_t$ were $W_y$ is a $[D \times N]$ parameter matrix. $D$ is the output dimension, defined in subsection 2.4.1.

As for the ESN, we did not use any specific activation function (i.e. linear activation $f(x) = x$).

3 Performance Results

3.1 4-objects dataset

We run the experiment with the setup described above on a laptop architecture. The sentences were generated by the grammar described in figure\textsuperscript{4}. The models ran on an Intel Core i5-8265U CPU running at 1.6GHz. The results of 30 independent runs (corresponding to various randomly initialized instances) of the models can be found in table\textsuperscript{2}. We found that both models are able to successfully learn the task with low error. However the LSTM outperforms the ESN.

\textsuperscript{3}ReservoirPy repository: https://github.com/neuronalX/reservoirpy

\textsuperscript{4}Grammar repository: https://github.com/neuronalX/g4
on both valid and exact error, even if errors are very low for both models (LSTM: 0.037\% ± 0.10; ESN: 0.21\% ± 0.15). But this performance gain comes with an average training time which is nine times bigger. This computation difference is present despite the fact that the LSTM architecture used here was pretty small with only 3,742 trainable parameters (to be compared with the 22,000 parameters – 1000 recurrent units x 22 outputs – to be learnt in the readout matrix of the ESN). The Back-Propagation Trough Time (BPTT) algorithm used to optimize the LSTM needs to account for all the time steps in the input sequence to update the parameters. Due to this costly operation, the optimization of the small number of parameters in the LSTM took more time than the FORCE learning on a larger number of parameters. To conclude, the ESN appears as a computationally efficient model for this task while the LSTM can achieve slightly better performances at the expense of more expensive computations.

### 3.2 Performance with more objects in the vocabulary

To compare the abilities of the models to be trained on datasets with more features, we run experiments by training the models on different datasets with a variable number of objects in their vocabulary. The results of this experiment are shown in figure 6. If we used the LSTM architecture optimized for the 4-objects dataset, we can see that the error explodes as soon as we increase a little bit the vocabulary size (i.e. number of objects) compared to the 4-object dataset for which it was designed. This drop in performance happens much more quickly than for the ESN that succeeds at keeping its error below the one of the theoretical model (presented in subsection 2.4.3). The ESN learnt quicker than the theoretical model because it learnt to decorrelate the concepts whereas the theoretical model only remembers fixed combinations. Moreover, because the theoretical model remembers teacher outputs without any further processing, it often predicts more information than what is precised in the sentence (i.e. high exact error): the theoretical model has no sense of probabilities. This is why it always has high exact error even on small datasets.

We then conducted another experiment with a 40-unit LSTM, trained with a dropout of 0.2 on 50 epochs. By comparison on a validation set, we found that the dropout value of 0.2 was enough to avoid over-fitting for this number of epochs. We found that this bigger model was able to outperform the ESN on exact error until 15-objects datasets. After that, even the exact error began to rise higher than the theoretical model. Another LSTM model with 80 units was tested. We found that it only needed to be trained during 15 epochs to get optimal performances, before over-fitting on the 4-object dataset. The use of dropout did not seem to help here. We found that this model globally keeps the error lower than the two other LSTMs, especially for high number of objects. Nonetheless, the ESN also outperformed it for all the range tested.

In the end, the ESN is able to keep the error low on challenging datasets despite having hyper-parameters optimized to perform well on a 4-object dataset. Whereas for the LSTMs to successfully learn these more featured datasets, we need to scale up the architecture.

---

4The value 0.2 is a common value used to train LSTMs in the literature.
Figure 6: Comparison of the performance of 5 models (1 ESN + 3 LSTMs + theoretical) for different number of objects in the dataset. We can see that the small LSTM (20 units), optimized to perform well on a dataset with 4 objects, is not able to keep good performance with a higher number of objects. The medium LSTM (40 units) trained for longer with dropout is able to outperform the ESN until 15 objects. The bigger LSTM (80 units) limits the rise of the error compared to the other LSTM. However, it comes with poorer performances even for a small number of objects. The ESN is able to keep an error below the theoretical model and all the LSTMs despite the fact that its hyper-parameters were optimized for the 4-object dataset.

4 Comparison of single cell activation

4.1 Qualitative analysis of output units activation

To get a first view of the inner working of both models, we can start by plotting the evolution of the output activation during the processing of a sentence. However, for the ESN, the intermediate output activation cannot be interpreted with the default Final Learning (FL). As we can see in figure 7(a), the fluctuations seem unpredictable until the last word “END” is seen. For a correctly predicted output, the activation often “jumps” to the correct value when the last item “END” is inputed. This is due to the fact that we only apply the learning procedure at the final state, so there is no constrain on intermediate outputs.

Interestingly, this was not the case for the LSTM: the activation of a given output generally jumps as soon as the corresponding keyword is seen by the model. It’s quite unclear why the LSTM did not show similar output activation pattern as the ESN. Since there is no constrains on the intermediate output during the learning procedure, the LSTM could theoretically output the correct prediction only after the word “END”. Instead, in the figure 7(c) the word “END” doesn’t seem to affect significantly the output of the network. We have not yet found a clear explanation for this behaviour but we will analyze this phenomenon in more depth in subsection 5.3 thanks to our proposed RSSviz visualisation.

However, because no constrains are specified on these intermediate states, these jumps do not follow a perfect rule. For instance in the figure 7(c), we can observe a spike in the activity of the concept <blue_color2> (i.e. the concept activated when the object 2 is blue) when the word “blue” corresponding to the first object is seen.

In order to interpret the transitional outputs of the ESN (i.e. during the processing of a sentence) we applied the learning procedure at each time step, similarly as in [30][31] but with online learning (offline learning was used in these previous studies). We call this process Continuous Learning (CL) as opposed to to Final Learning (FL). This new learning method significantly affected the performances both in training time and in errors as shown in the table 2. Indeed we added constrains to the learning and we performed more computationally expensive tasks. Nonetheless, the performances are still good enough to consider that the task was successfully learnt by the model. We will use this learning method in the following analysis.
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(a) The ESN outputs trained with final learning (FL). The activation are here shown after being transformed by the sigmoid function $\sigma : x \mapsto \frac{1}{1 + e^{-x}}$ to get bounded values. Indeed, because no constrain is imposed on intermediate outputs, they take arbitrary big or small values, far outside the range $[0,1]$. For this reason they are difficult to interpret.

(b) The ESN outputs trained with continuous learning (CL). After each word the model tries to predict the correct output. That’s why we can see a jump in the correct characteristic after the related keyword is seen.
Figure 7: Evolution of the output activation during the processing of the sentence: “On the right is the blue orange and a orange cup is on the right”. For reference purpose, the dotted line represent an output activation of 0.5.

Figure 7 gives a qualitative insight on the way the models work. Plots b) and c) show which is the most plausible meaning of the sentence given the words already seen. For example, we can clearly see that when the word “orange” is seen for the second time, the model has not yet the information that the word will be used as an adjective. So, when this happens, for both the LSTM and the ESN trained with CL, we can see a rise (i.e. a spike) in the activation of the \(<\text{orange\_object2}>\) concept (i.e. the output neuron that should be activated when the second object is an orange). This spike is quickly inhibited when the following word “cup” is received: it’s now clear that “orange” was in fact an adjective and not a noun. This phenomena gives us a first hint on how both models are able to deal with polysemous meaning. They both seems to consider the “orange” word as an noun when no full context is provided.

4.2 Understand the activation of hidden units

4.2.1 Interpretable LSTM cells

We found that the LSTM has cells that keep track of the sentence clause (i.e. 1st or 2nd part of a sentence). They are able to memorize if the word seen is related to the first or to the second object. As shown in figure 8, we observe a significant variation at the word “and”. This word is the best indicator to delimit the two clauses. It makes sense that this feature is important to be accurate but it’s striking that this sentence structure emerges clearly in the LSTM memory. Nonetheless, this cell was not the only one to respond to the word “and”, as visible in the figure 8\(\text{A}\). The special thing about this cell unit was its specific activity to the word “and”. However, this cell alone is probably not the only one to account for the sentence structure.

With a more general view, because the LSTM learnt an inner representation of the sentence optimized for the task, the variation in its overall cell activity is not constant for all words. We can see in figure 8 that words with semantic meaning, i.e. keywords like “right”, “glass” or “orange” cause more variation than function words like “that”, “there”, “is”. This makes sense because they are the most useful words to predict the outputs.
(a) Absolute variation in activity of the 20 LSTM cells. The semantic words cause significantly more variation than non semantic words. We compute the mean of the sum of the cell absolute variation on 1000 sentences for semantic words: 3.15±0.56, for function words (except “and”): 1.50±0.40. The word “and” is excluded from function words statistics because it has a special important semantic “role” for the task.

The value are shared in the form \( \text{mean} \pm \text{standard deviation} \).

(b) A LSTM cell sensitive to the delimitation of the two clauses in a 2-object sentence. When the word “and” is seen, its activity significantly decreases: on 1000 sentences, the word “and” causes an absolute variation of 0.70±0.09, more than any other word. The second most influencing word was “glass”, causing a variation of 0.30±0.19, and for an average word: 0.15±0.2.

Figure 8: We can find interpretable behaviours in the activation of the LSTM cells.
4.3 Top 5 reservoir units are like trained LSTM cells

Of course, we cannot apply the kind of analysis we did on the LSTM directly to the ESN. We do not use any feedback in our reservoir so the states of the reservoir are fully determined by its random weights and the inputs received. In fact, the learning process happens by combining the useful activities given the random projections of the inputs done in the reservoir. To make sense of this selective process, we used a method akin to feature selection. For a given output unit, we searched for the reservoir units from which is has the strongest weights. This can help understand on which reservoir (sub-)activation pattern this particular neuron “focuses”. We used such procedure for the <glass_object_1> neuron, the results are shown in Figure 9A. We can see that the majority of these reservoir units are at least partially interpretable: they are highly correlated with the appearance of the keyword corresponding to the object characteristic.

Afterwords, to get a more general view, we searched for the reservoir units that were the most multipurpose (a concept which could be related to the concept of mixed-selectivity [43,44]). More practically, we began by computing the 20 reservoir units the most connected to each output neuron. Then, we looked for the reservoir units that appeared most in the top 20. We found that 5 reservoir units appeared in the top connected units for more than 5 outputs neurons. As visible in the figure 9B, these units seem to be sensitive to semantic words, much like the trained LSTM cells. Moreover if we look at the reservoir unit 838, we can see that it reacts specifically to the word “and”, like the LSTM cell identified in figure 8.

It's striking to see that even if ESNs and LSTMs are widely different architectures, to some extent, they both seems to converge toward a common strategy to tackle this task. By means of feature selection for ESNs and feature creation for LSTMs. Indeed, ESNs create random features (with the input and recurrent layers) and then select some of them (with the output learning), while in LSTMs the creation of features is lead by the optimisation of weights (and thus internal states).
Activation of reservoir neurons during the processing of the sentence

(a) Dashed line: activity of the 10 reservoir units the most connected to the output units <glass_obj1>. Full line: summed absolute variation in activity of these units. These reservoir units react to the word “glass” more than any other: on 1000 sentences, the summed absolute variation for the word “glass” was on average 0.312±0.004, and the second most affecting word was “green”, causing a mean variation of 0.097±0.014.

*The value are shared in the form mean ± standard deviation.*

(b) The 5 multipurpose reservoir units were, like the LSTM cells more sensitive to semantic words than non semantic words: their summed absolute variation for semantic word was 0.0306±0.022 and only 0.0096±0.005 for non semantic words (the variation is here more important than for the LSTM cell because, according to the graph, these reservoir units seem to be specialized for a few semantic words. There is some semantic words such as the word “blue” in this sentence, to which they do not react.). Moreover the reservoir unit 838 was sensitive to the word “and” more than any other: “and” causes on average an absolute variation of 0.030±0.0003, and for the second most sensitive word, “left”: 0.0031±0.0016.

Figure 9: Activations of reservoir units with the biggest weights to the output layer.
5 Visualizing the latent space of LSTM and ESN in a low dimensional space

5.1 Visualisation protocol

In the previous section, the interpretation of individual neurons gave us valuable insights for both models. It reveals similar emergent mechanisms to process sentence structure. However, these types of analysis don’t grasp the whole inner mechanisms of the models: we could not reduce the high dimensional information processing to a few units. That’s why we attempt to create a visualisation that accounts for the whole recurrent state. We used the dimension reduction technique UMAP to create 2D maps that show the internal recurrent states with color context from the inputs or from the outputs produced. Similar techniques have already been used in diverse contexts. However, in order to easily discuss these methods, we refer to them as Recurrent States Space Visualizations (RSSviz).

As illustrated in figure 10, we gathered the recurrent states of a RNN to create a low dimensional representation thanks to UMAP [21]. Only unique recurrent states were sampled in order to avoid distortion in the resultant space. Indeed, some states were much more present than other. For example, because sentences often begin in the same way, the states corresponding to partial sentences like “BEGIN the” or “BEGIN there is” were much more present than those corresponding to the final state of a sentence. If we kept all the recurrent states for the calibration of UMAP, we would have a space that give wide surfaces to these states that carry little information.

Then, we created different representations using color on these points. For example, we used color scale to represent output activation or position in the sentence. In the following figures, if not precised, The UMAP embedding were made on the unique recurrent states gathered on 1000 random sentences (300 with one object, 700 with two objects, the same composition as the training and test sets of the models).

We choose UMAP instead of other dimensional reduction methods like t-SNE [45] or PCA for mainly two reasons. First, because it has already been successfully applied to high dimensional representations of neural networks in [22]. Second, because of its inherent qualities as computation efficiency and its preservation of the structure of the initial dataset. For all the visualisations, we used the following parameters that gave interpretable results: \( n_{\text{neighbors}} = 15 \) and \( \text{min} \_ \text{dist} = 0.1 \). Other combination for \( n_{\text{neighbors}} \) and \( \text{min} \_ \text{dist} \) were tested without affecting the conclusions of our study. We kept the parameters fixed for the experiments presented here to be able to compare the shape of the figures.

In fact, this protocol can be applied for virtually any artificial neural network. Indeed, as discussed in the introduction, this has already been extensively investigated in [22] for Convolutionnal Neural Networks (CNN). However, little has been done with this visualisation for LSTMs and even less, if not nothing, for ESNs. Nonetheless, we think that the range of this tool can be much wider than what it has already been used for as of now.

In the following parts of the study, we will see how the structure of this low dimensional space and the visualisation of the corresponding output activation can give us valuable information about the functioning of these two neural network models on the CSL task.

5.2 Recurrent States Space Visualisation of an ESN

The inner states of an ESN are fully determined by its random initialisation and the input sequence. Thus, RSSviz represents both statistical properties of the dataset and intrinsic properties of the reservoir. However, the position of the

Figure 10: Protocol to create RSSviz. We used only unique recurrent states to avoid a resultant space distorted toward states that appears with high frequency.
points don’t depend on what the ESN has learnt. Instead, the ESN’s RSSviz gives us a view on which state subspaces the ESN has to partition (with hyperplanes) to learn the task (i.e. to provide the correct outputs).

The results of RSSviz are shown in figure 11. Since a sentence corresponds to a sequence of reservoir states, in RSSviz a sequence corresponds to a trajectory from the initial point after the word “BEGIN” to the final “END” word. Moreover, we can see that RSSviz faithfully renders the two-part structure of the sentences. Also, as shown in the figure 12, the final states are clustered in five main groups. Two groups in the continent related to the first object and three groups in the continent related to the second. One of the main reasons for this clusterisation is the distance to the initial point. The more words there are in the sentence, the more distant will be the reservoir state point from the initial “BEGIN” point. Similarly, the more words there are in a sentence, the more concepts (i.e. object, color, position) are described. Thus, the more distant we are from the initial point, the more concepts will be described. In other words, the distance to the initial point could be an approximated measure of its complexity (in terms of number of concepts).

Even if the position of the points are not related to the training of the ESN, we used a color scale to show the activation of a given output neuron. It shows us information both on how the ESN categorizes the reservoir states and how RSSviz represents the states corresponding to different categories. In figure 11 some clusters are visible in the activation of the ESN. The ESN has learnt to categorize states that are close together to similar categories. Their closeness is due to similar words in the sentences, and thus, to similar reservoir states.

Moreover, we can analyse the activation to spot precise behaviors. For instance, in figures 11 C and 11 D, we can see that when no information related to the concept has been yet received, the activation correspond to a random guess (i.e. 0.25 because there are 4 possible answers, this value corresponds to bright purple dots in RSSviz). When a keyword related to the concept is seen, the activation jumps to 1 (bright orange dots). However if a word is related to the concept category (e.g. a word corresponding to the position is seen) but does not match the value searched by the output neuron (e.g. we visualize the activation of the neuron responding to the concept “left position” and the word “right” has been received), then the activation falls to zero (dark purple dots). This behaviour arises because the ESN has been trained with Continuous Learning. It learnt to predict output values even when it doesn’t have any information. This leads to an interpretation of the output activation of this ESN as a measure of its uncertainty. RSSviz can help us view where the ESN is certain or not about different concepts.

5.3 Recurrent States Space Visualisation of a LSTM

The RSSviz representation of the LSTM is really different from the ESN one for two main reasons. First of all the recurrent states are learnt. Secondly, the state space dimension is 20 instead of 1000 for the ESN. The RSSviz representation this is visible in figure 13 the dots are sparsely clustered. Note that we didn’t change the parameters of the UMAP embedding so we can make a comparison between the RSSviz of the ESN and the RSSviz of the LSTM. To introduce a geographical metaphor, if the RSSviz representation of the ESN is organized in continents, the one of the LSTM is closer to archipelagos. Nonetheless, we can find common characteristics present in both RSSviz. In the figure 13 B, we can see a clear division between the states corresponding to the first and the second clause of the sentence. We distinguish the first object archipelago in dark blue and the second object archipelago in pink. The transition between these two archipelagos is made when the word “and” is seen (red dots). We called these special points airports.

In figure 13 A and 13 C, we observe that the trajectory of a two-object sentence wonders in the first object archipelago from island to island during the first clause. Then, as soon as the word “and” is seen, it jumps to an airport on an island in the second object archipelago and ends its journey on this island, close to the airport.

In fact, this behaviour is not insignificant. It is due to the fact that the different islands and even each part of the different islands encodes for precise characteristics. In the zoom on the figure 13 C, we can see that the trajectories of the two long sentences (blue and orange lines) end up on the exact same spot when the word “and” is received. This is explained by the fact that even if the first part of the sentence has a different structure, these sentences hold the same information about the first object. In RSSviz this information is encoded as a part of the space dedicated to the “first object: green glass middle” concepts combination, i.e. the position of the corresponding airport and the space around it. This shows that the LSTM learnt to focus on the features needed for the task, and not to take into account word order and non semantic words.

This analysis can be pushed further by looking at the distribution of the activations in RSSviz. The results shown in figure 14 suggests that the places where each concept is activated are organized in widely different shapes. For the first object, the object category (fig. 14 A) seems to divide RSSviz at the scale of whole islands, whereas the position and color of the object induce divisions at the scale of island parts (fig. 14 B and 14 C). The difference is striking with the
Figure 11: RSSviz for the ESN. The UMAP embedding were made on the unique reservoir states gathered on 1000 random sentences (300 with one object, 700 with two objects). A. Each point correspond to a reservoir state. Every sentence correspond to a trajectory in RSSviz. Here 3 sentences are shown: two containing the description of two objects (blue and orange lines) and one, containing one object (green line). B. Visualisation of the position in the sentence. We can see a clear division between the states corresponding to words in the first clause of the sentence on the right, in dark blue (the first object continent) and the pink part corresponding to the second clause (the second object continent). The red dots, corresponding to the word “and” create a border between the two continents. The light blue dots are the final states, they are often located at the extremity of the structure. C. Activation of the concept “The 2nd object is a bowl” (<bowl object 2>). The bright spots are present on the continent related to the second object. The first continent is purple, corresponding to an activation of 0.25: when no information is available (i.e. the ESN makes a random guess). D. The activation of the concept “Middle position for the object 1” (<middle object 1>). We can spot the moment where the keyword appears: when the color transition from bright purple to yellow on the first-object continent.

concept related to the second object. They are all similar to figure 14D: they induce low scale, high spatial frequency division in the island of the second object archipelago.

We interpret these different scales of classification as a form of spatialisation of a categorisation tree. As illustrated in figure 15A, the model has to chose the right branch of the tree to succeed in doing the task. Its inner representation was optimized to encode spatially this tree. We can describe the process of tree spatialisation with two rules: (i) each node correspond to a region of space. (ii) All the sons of a node have their corresponding region inside the region of their father without overlapping. Those simple rules lead to a fractal encoding of object characteristics, as outlined in figure 15B.

Nonetheless, this interpretation has some limits. We can understand why the first object characteristic has an influence: every object have a type (i.e. category) but not necessarily a position nor a color. However, the hierarchy between position and color in the classification tree is unclear: it is possible that objects without color are more frequent than object without position. In all cases, we can think of it as fuzzier than what is depicted in 15A. Notwithstanding, the hierarchy between the first and the second object characteristics is significant. It makes sense because when the description of the second object begins, all the information related the the first object is known. That explains the high frequency pattern in the activation of concepts related to the second object. In fact, the region of the space corresponding to the node at a depth 3 in the tree in 15A are the airports and the region around them, visible in figure 13C.
Figure 12: Description of the final states clusters in RSSviz for an ESN. Different clusters correspond to different sentences forms: with one or two object descriptions, with or without position precised.

These findings are a generalization of what we have seen in figure 8 where we measured that semantic words caused more change in cells than non-semantic words. Here, we show that this is in fact caused by an underlying rich structure encoding for the sentence features. This structure also explains why we can observe a jump in output activation as soon as a corresponding keyword is seen (fig. 7(c)). When a keyword is seen, the trajectory of the sentence jumps into the corresponding region of the space. The final layer has learnt to associate this region of the cell space with the corresponding activation. Moreover, since the trajectory of the sentence will stay in this region, the concept will be activated for the rest of the sentence.

This fractal structure for encoding sequence was investigated in [46] to make a bridge between symbolic and a vectorial space in the context of neural network and non-linear automaton. This encoding emerges here naturally as a result of the learning of the LSTM, similarly to the Fractal Neural Networks developed by Tabor [47]. This structure also provides another way to look at the memory mechanism in LSTM and in RNN in general. In this visualisation, the memory is visible spatially. Remembering a piece of information means staying in a part of the space corresponding to a feature seen in the past but no more visible/accessible. This spatialisation of the memory is similar to the one in dynamical automata, an automaton with a state formed by real numbers. We can design update rules for their state that enable them to recognize any context-free grammar [48]. These update rules then organize the computation of a given string by the dynamical automaton in a continuous space, as the LSTM. Because of the recursive nature of context-free grammars, the trajectories of the dynamical automata often take the form of fractal. The visualisation of the organisation of the hidden cells of the LSTM suggests that the LSTM organizes its recursive computations in a similar manner as the hand-made dynamical automata. It seems to be a natural way to organize the computation of the huge number of different sequences in a bounded space. Indeed, we think that this fractal structure emerges here mainly because of the recursive nature of the task: the identification of the information related to the second object is pretty much the same task as for the first object. Nonetheless, this structure is likely not specific to this task. It could emerge as a way to handle any symbolic sequence classification task that presents concatenation of similar patterns. More work on other tasks is needed to experiment these type of analysis in other context.
Figure 13: Structure of RSSviz for a LSTM. We can observe a hierarchical distinction between the processing of the first and second clause. A. Trajectories of 3 sentences in RSSviz. One sentence composed of the description of one object (green), two with two objects (blue and orange). These last two sentences describe the same first object but in different manner: “BEGIN the glass on the middle is green and that is a orange bowl END” (blue line), “BEGIN a green glass is on the middle and there is a blue cup on the left END” (orange line). B. Visualisation of the states depending on their position on the sentence. We can observe an archipelago corresponding to the first object (dark blue) and one to the second object (in bright blue). The red dots, positioned on the outside of the islands in the second object archipelago, correspond to states where the word “and” is seen. We called them airports. C. Zoom on the end of the lines of the figure A. They end up on the same airport and after that, stayed in the same region. This is due to the fact that their first clause contain the same information even if they are structured differently.
Figure 14: Activation of output neurons in RSSviz. The less the concept is frequent, the smaller the clusters of its activation (in orange). From A to D the concept investigated becomes less and less frequent because the first object always has a category (e.g. “glass”), but not always a color, and less frequently a position. Finally, there is not always a description of a second object. **A.** Output activation for the first object category: “cup”. **B.** First object position: “left”. **C.** First object color: “blue”. **D.** Second object position: “middle”. All the characteristics related to the second object have this shape: high spatial frequency patterns in the archipelago of the second object.
Figure 15: Schematic representation of the fractal encoding learnt by the LSTM. A. The LSTM has to find the right branch in the categorisation tree to recognize the characteristics for both objects. Because an object can have no position, or no color, there exists corresponding branches. Even if these branches don’t directly correspond to the activation of a single neurons, the LSTM has to acknowledge them in order to change its output accordingly. B. The shape of the activation in RSSviz suggests that the LSTM learnt a fractal representation of the abstract categorisation tree depicted in A. The spatialisation of the tree can be described with two rules: (i) Each node correspond to a region in the space (ii) Each node has its region located inside the region of its father without overlapping with other son’s region.
6 Practical use cases for the Recurrent States Space Visualisation

In this section we will investigate how RSSviz can be useful in a practical manner when designing RNN. We will primarily focus on ESN for this part. More work is needed to see if the following points can also be applied to LSTM or other models.

6.1 RSSviz can help us spot errors

As discussed in section [5] the activation of output neurons visualised with color scale in RSSviz are, in a sense, a picture of the uncertainty of the model. We can exploit this observation to spot places were the ESN seems uncertain about its prediction.

We created a RSSviz of an ESN with more details: we gathered the recurrent states on 10,000 sentences instead of 1,000. As shown in figure 16 in this RSSviz we plotted the activation of the “middle position for object one” output neuron. Then, we spotted a cluster that seemed less bright than the other and that contained different colors packed together. This suggests that the model struggles to categorize these reservoir states because of their closeness. When we search for the corresponding sentences, we found sentences with the word “middle” related to the first or to the second object. Because the word “middle” was close to the word “and”, the ESN had a hard time determining to which object the concept “middle” is related to. Moreover, to make the sentence more difficult, the other object had no position precised. It leads the ESN to predict, as shown in figure 16.D, that both objects were on the middle. This is a valid but not exact representation.

Thanks to RSSviz, we have been able to spot what are the difficult examples for this particular ESN. This method to spot errors is akin to the way adversarial examples were spotted thanks to Activation Atlas in [22]. In the future, this could be useful to spot the flaws of certain model and to invent new models that correct these limitations.

6.2 We can create dynamic RSSviz to understand how the learning takes place

In the ESN used here, the reservoir isn’t influenced by the learning process. It means that we can create the points of RSSviz before training, their positions will not change during the course of the learning. However, the readout weights will be optimized to learn the task after each training sentence. This means that activation of outputs neurons will change during learning. We can visualize how they learn to select the pertinent states by creating colored RSSviz at regular time interval during the learning. We created a video showing how the activation on RSSviz changes during learning for several output concepts. The video is available [here]. A temporal representation is shown in figure 17.A where key images of the video are shown. We can see that the learning process is not uniform in time. Indeed, the activation on the first object continent is quickly stabilized but the second object continent takes much more time to be learnt. Moreover, around sentence 300, we can see a brutal change in the activation on the second object continent happening in just five training sentences. This break point is observed simultaneously for all the concepts. After sentence 305, no major changes are seen on the second object continent until the end of the training. In figure 17.D we observe that the breakpoint moment corresponds to when the ESN succeed in categorizing two object sentences: the valid error begin to fall below 0.7.

It makes sense that one-object sentences are learnt quicker. Even if they are not in majority in the training set, because we use continuous learning, the first parts of two-object sentences act as a training for one-object sentences. In figure 17.C, were RSSviz was made without removing duplicated reservoir states, we can see how all the states from the second object clause are tightly packed together despite holding widely different information. There is just more states corresponding to the first object. In some sense, this figure shows more faithfully the dataset the ESN has to learn: it also account for the statistical distortion included in the dataset. However it is hard to distinguish structure in the second object continent of figure 17.C, that’s why we kept only unique reservoir states in the other figures.

These dynamical visualisation can also be interesting to create developmental models and to track how learning is happening. It can be useful to evaluate the biological plausibility by comparing to how learning happens in a brain for example. However, more work needs to be done to apply these visualisations to LSTM were both the activation and the position of the point move at the same time during the learning process. Some attempts in this direction have already been made by Rakesh Chada to visualize the evolution of LSTM word embedding on hate speech recognition task. The results can be found in this blog post [49].

---

[5] https://www.youtube.com/watch?v=mO90C8oP7u0
RSSviz can help us identify difficult sentences. A. Activation of the concept “Middle position for object 1”. RSSviz made with reservoir states gathered on 10,000 sentences. The part shown here is a zoom on an island with different color close together. It reflects the uncertainty of the ESN on these states. B. The sentences corresponding to the reservoir states on the island of the figure A. The color of the points is not related to activation: orange points are final states and the blue ones, normal states. C. A zoom from the same RSSviz as the figure A. A typical island were the concept “Middle position for object 1” is activated. Contrary to the figure A, the color of the cluster is homogeneous. It reflects the confidence of the ESN in its prediction. D. Output activation graph for the sentence “BEGIN that is a blue orange and on the middle is the blue glass END”, identified in figure B. The ESN believed that the concept “middle” was attributed to both objects. Its representation was valid but not exact. Exploring RSSviz enables us to discover this sentence, difficult for the ESN.

6.3 RSSviz can be a way to understand the influence of hyper-parameters

The choice of hyper-parameters for the reservoir is currently an active field of research. As we saw in the previous parts with the LSTM and the ESN, RSSviz can be used to understand the memory abilities of a model. It can also depicts how the model represents in its inner activation the features of the input sequence. In fact, these abilities are the ones investigated when designing a reservoir for an ESN. That’s why, in this section we will investigate how the structure of RSSviz changes when we deviate one hyper-parameter from the optimal combination. Because the goal of this section is to optimize performances, we chose here to work with the ESN trained with final learning, were it performed the best.

6.3.1 Influence of the leak rate

As show in equation [1], the leak rate controls how much we keep from the previous state to compute the new one. It directly controls a trade-off between memory and new information. For high leak rate (close to 1), the reservoir state is highly determined by the new piece of information received. In RSSviz, this leads to a sparse space with clusters organized by similar final words, as shown in figure 21.B. This structure makes it difficult for the ESN to exploit information about the first object. The memory of the reservoir is highly limited. In fact the behaviour of the reservoir is here chaotic. As visible in figure 20, it seems hard for the ESN to extract any meaningful information from it. This is why we have an error this high. For low leak rate (around 0.005), it is the opposite. The new reservoir state is really close to the previous one. It means that the reservoir has a important memory. However, its information processing abilities are limited: as shown in figure 20, the ESN is unable to differentiate between characteristics related to the first and to the second object. This is why it gets around 64% in valid error: it was able to output a valid representation for all the one-object sentences (30% of the test set) but was nearly always not valid on two-object sentences. In fact it seems to behave like a simple automaton: when a keyword is seen, the corresponding concept activates and the others are inhibited for both objects. This leads to output activation graphs in figure 20 that are organized in steps. This automaton-like behaviour also causes a distribution of activation shown in figure 19 composed of several sharp
Figure 17: We can view the learning process of the ESN thanks to RSSviz. During the first 300 training sentences, the ESN learnt to categorize the sentence describing one object and only after the training sentence #300, it began to successfully handle the two-object sentences. **A.** Evolution of the activation of two output neurons during learning. The images are not regularly spaced in time: only key changes are depicted. The color scale is fixed for all the pictures, saturation is applied for values outside the range of the color scale. After the sentence 300, a rapid change happened and the ESN learnt to categorize two-object sentences. **B.** Structure of RSSviz of the ESN. **C.** RSSviz created without removing duplicate reservoir states. We can see that the states corresponding to the first object are much more present and thus take more space in this version of RSSviz. **D.** Evolution of the error on a validation set composed by 300 one-object sentences and 700 two-object sentences. The learning happens by stages: the one-object sentences first (when the error plateaus to 0.7) and after the sentence 300, the two-object sentences.

peaks. They correspond to the different combination of inhibition and activation. For example, the first peak at -0.25 correspond to a concept inhibited twice, the peak around 1.1, to a concept activated twice, the peak around 0.6 to the concept activated and then inhibited, and so on.

Remarkably, even if we used Final Learning (FL), the intermediate outputs are interpretable for this hyper-parameters combination. This behaviour seems to illustrate the compromise between memory and non linearity in reservoir, notably investigated in [50]. Because this reservoir has a great memory, its abilities to process information in a non linear manner are limited. That’s why this linear, interpretable automaton-like behaviour emerges.

### 6.3.2 Influence of the spectral radius

In [51], a high spectral radius is said to be useful for task requiring long term memory. We found results coherent with this affirmation. For high spectral radius (around 20), as shown in figure 21, we found that final states were clustered according to the first words of the sentence. This lead, in figure 18 to a sparse space with islands determined in majority by the first words. In a sense, it’s the opposite effect of high leak rate. With low spectral radius, we found output activations distribution with several peaks but they were less sharp than the ones with low leak rate (fig. 19). In figure 20 we can see that the ESN is still unable to differentiate between the first and the second object characteristics. This is maybe due to a lack of non linear computation.
Influence of the spectral radius and the leak rate on the structure of the RSSviz

Figure 18: The structure of RSSviz for different reservoir hyper-parameters when one hyper-parameter is deviated from the optimal combination (in the center). The closer the hyperparameters are from chaos (high leak rate and high spectral radius), the more the RSSviz are fragmented. The text in red is the error of the ESN trained on the corresponding reservoir with FL.
Influence of the spectral radius and the leak rate on activations distribution of \(<right\_obj1>\) (Final learning)

Figure 19: Distribution of output activations for the neuron corresponding to the concept “Object 1 on the right”. The histograms are shown for several reservoir hyper-parameters combination where one hyper-parameter deviated from the optimal. Notice the changing scale in the magnitude of the activations: high leak rate leads to chaotic divergent behaviours. Low leak rate and low spectral radius cause multi-modal distribution between 0 and 1 with sharp peaks due to a processing of the information more linear.
Figure 20: Output activation plots for the color of both object. High leak rate and high spectral radius leads to chaotic behaviours whereas when they are low, the ESN presents linear behaviour and is not able to differentiate the two objects. The output are shown after the application of the sigmoid function \( \sigma: x \mapsto \frac{1}{1+e^{-x}} \) to get bounded values. Four hyper-parameter combinations are shown where one hyper-parameter deviated from the optimal. Hyper-parameters values: high leak rate: 1.0, low leak rate: 0.0005, high spectral radius: 20, low spectral radius: 0.001

(a) For high spectral radius (sr=20), the states are clustered according to their first words: here, they all begin by the words “BEGIN on the middle there is a”.

(b) For high leak rate (lr=1), it’s the opposite. The final states are organized according to their last words, here, “is blue END”.

Figure 21: For high spectral radii and high leak rates the final states are organized in clusters determined by the first or last words of the sentence.
7 Discussion

In this work we compared LSTM and ESN on Cross-Situational Learning. Those are two popular and successful RNN architectures used to handle sequential data. We show that, on this task, the ESN was far less expensive in computation than the LSTM to achieve slightly worse results on the 4-object dataset. It outperformed the LSTM for datasets more challenging. As what has been already found on other tasks, the ESN appears as an efficient model for language processing. However, the hyper-parameters of the ESN were found by extensive random search in [28]. Whereas for the LSTM, we did almost no hyper-parameter search to find a model performing well on the 4-object dataset. In fact the error was so low that we couldn’t hope to do much better after a hyper-parameter search. To account for these disparity in the model designing process, further work could create a comparison in practical time. In other words, we could account for all the computation time spent from the discovery of the task to the creation of a model performing below a fixed error level. This way, we include the computation time used for the hyper-parameters search in the comparison.

We also conducted analysis of inner state activation for both models but with different method. For the LSTM we analyzed the evolution in activity of all its cell units during the processing of the sentence. Whereas for the ESN, we used a form of feature selection: we analyzed the activity of reservoir units the most connected to a given output neuron. Even if these two models are deeply different, we were able to point out common inner working. In both cases we were able to identify recurrent units keeping track of the sentence structure. This behaviour was optimized in the case of LSTM, while the reservoir first creates random features before selecting among them the “useful” ones for the task.

To get a more holistic view at the inner working of both models, we created 2D visualisations of the high dimensional structure of the recurrent state space (RSSviz). To this end, we used UMAP to efficiently reduce the dimension while preserving the space structure. This method gives us hindsight at how the LSTM optimized its inner state to better tackle the categorisation task: we observe the emergence of a fractal spatialisation of the cell states. This phenomena is close to what observed Tabor in [47]. By training a Fractal Learning Neural Network to recognized a context free grammar, he observed a fractal topology in the hidden units that organized recursive computations. These results are similar to what we showed here. Nonetheless, contrary to Tabor who used a specially designed network trained with hill climbing, we used a standard LSTM trained with a BPTT-based technique. We observed a fractal structure after the application of a non-linear dimension reduction, whereas Tabor directly analysed hidden units. Contrary to the work of Tabor, this structure emerges in a practical context. The main point of this contribution was not about fractal structure in hidden units, in fact we didn’t expected these observations. This suggest that fractal topology could be a useful tool to understand sequential data processing in RNNs. However, as did Tabor, our work relies on a context free grammar. Future work could investigate whether fractal organisation of the internal state of RNN can emerge after training on real world data.

For the ESN, RSSviz was a way to visualize how the readout matrix divide the reservoir states space (with hyperplanes) to generate the right output activation for each unit. Moreover, these tools helps us uncover what were the difficult examples for the ESN. It also enables us to create animated visualisation of the ESN learning process. These videos showed that the learning happened in stages: the sentences describing one object were learnt before sentences with two objects. More work is needed to investigate if similar phenomenon can be observed in LSTM.

We also showed that RSSviz can be used to investigate the effect of reservoir hyper-parameters. Even if we examined only two reservoir hyper-parameters: the spectral radius and the leak rate, we were able to identify trade-off between non linearity and memory in the reservoir. However, we still lack a whole understanding of every hyper-parameters. Moreover, this study only investigate the deviation of one hyper-parameter from the optimal combination. We could investigate how several hyper-parameters interact together. We used primarily qualitative analysis for this part, in the future, we could investigate how to introduce quantitative analysis with clusterization metrics for instance. Nonetheless, this new way of visualising the reservoir hyper-parameters is very promising because it can be created before any learning procedure. This could be a tool to visualize if the reservoir possesses some desired properties. If we are able to quantify the quality of a reservoir thanks to its RSSviz, we could be able to accelerate hyper-parameter search. Indeed, this is currently a computationally demanding process in designing high-performance ESN. For high dimensional ESN, the UMAP transformation is faster than training the ESN.

Finally, RSSviz could also help to enhance the “exploitation” of ESN internal representations in a unsupervised or supervised way. In an unsupervised perspective, it could help to better understand the effect of of homeostatic rules, such as Intrinsic Plasticity [6], to adapt the recurrent weights of the ESN. In an offline supervised perspective, it could help design new ways of training the output layer given observations of the spread of internal states, and which mechanism could enhance some distribution of these internal states, from the output perspective. In a online supervised perspective (such as FORCE learning), studying the evolution of RSSviz color maps can help to design new online learning algorithms. Moreover, it could also help to understand the influence of the feedback when outputs are fed-back to the reservoir. Given that feeding back outputs into the reservoir can reduce the dimensionality of the itnernal states
(especially for symbolic tasks) \cite{52,54}, studying this effect more deeply with RSSviz would provide more insights on the complex influence of the feedback in general. We believe that studying the combination of both unsupervised rules and feedback could lead to new learning rules for ESNs.

The breath of these conclusions about RSSViz is quite limited: we investigated only two architectures on a single task. Further work is needed to explore how these visualisations apply to other RNN such as GRU and on other tasks with fuzzier structure in datasets. For future perspective, this method could be useful to spot were are the particular flaws of a given model. We could use this information to make relevant proposal of new model architectures.

In a more general way, we think that inventive visualisation could be used in the mainstream workflow when designing an RNN or even any artificial neural network. Instead of keeping track of a little number of narrow metrics, visualization of ANN could leverages our visual abilities in pattern recognition. This paradigm could enable more informed decision and hindsight on the role of hyper-parameters and model structure.
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9 Supplementary Material

9.1 Influence of the choice of the threshold factor

We investigated the influence of the threshold factor on performances. We can see in Figure 22 that the higher the threshold factor, the lesser the exact error but the higher the valid error. In fact, the role of the exact error is similar to false positive and the valid error to false negative. That’s why we observe this trade-off between the two error type. There is an optimal value for the exact error between the extreme cases when no characteristics are given to the objects (high threshold) and when we chose every maximal activated characteristic in the final representation (low threshold). In Figure 22, we can see that the global shape curve of the LSTM and the ESN are similar: the minimum is attained around the same value, 1.35. So by choosing the threshold factor equals to 1.3, we aren’t advantaging one model over the other. In fact, we can consider this choice of threshold factor as a part of the task definition: we fixed the process to transform the output vector of the model into a discrete representation.

9.2 Output activity analysis on a sentence structure outside of the data space

Beyond visualizing activation plot for sentences from the dataset as we have done in 4.1, we can also see how both models react to a sentence with a structure they have never seen. With this idea in mind, we crafted an experiment to study how the models learnt that the sentences are divided in two part: the description of the first object and then the second. We expected that the word “and” played an important role in this division. To test this hypothesis we created...
Figure 22: Influence of the threshold factor on the errors for the LSTM and the ESN. Results are averaged on 10 independent instances. The width of the filled area around the curves is the standard deviation for the 10 instances. We can see that the effect are similar for both models. The fixed choice of 1.3 done in this paper doesn’t favour one model over the other.
Figure 23: Comparison of activation plot for a normal sentence and for a sentence beginning with the word “and”. We can see that the word “and” seems to trigger an inner switch that controls to which object correspond the described characteristics. It is especially visible for the concept relative to the position of the objects. Interestingly, even if the architecture of LSTM and ESN are really different, they both react in the same way, but to different extent, to this experiment.

9.3 The winglet effect

When we conducted the selection of the reservoir units the most connected to a given output neuron in section 4.3, we also analyse the distribution of the weights in the ESN readout matrix. For a given output neurons, there is 1,001 weights: one for each reservoir units and one for the constant units. We sorted these 1,001 weights and then plotted their absolute values in order to be able to easily compare negative and positive values. We did this for all the 22 output neurons of the ESN. The results are shown in figure 24. Because the FORCE learning algorithm uses regularisation, high weights values are penalized. This means that high weights are kept only if they are really useful to minimize the error. Here we can see that the weight distribution is highly heterogeneous: a small number of reservoir units gather a
Figure 24: We plotted the ordered absolute values of the connection weight between the reservoir unit and each output neuron. Each line correspond to an output neuron. The connection are ordered in increasing order: this means that negative values are on the left and the positive ones on the right. Because the reservoir units activation are randomly ordered around zero, there are as much positive as negative weights. Due to regularization penalizing high weight values, only a little number of reservoir units gather high weight values. For a given output neuron, it seems to be a small group of very useful reservoir units. Indeed, 8% of the readout matrix weights account for 28% in the total absolute sum. The ESN used here was trained with FL.

A great portion of the weights connections values. For a given output neuron, it seems to exist a small group of reservoir units highly useful for predicting the output. These are the ones investigated in section 4.3. This analysis can be seen as a form of feature selection to understand the inner working of the ESN.

Moreover, the figure 24 is symmetrical. For a given output neuron, it seems to be as much connection to the reservoir with a positive weight than with negative weight. This can be explained by the fact that the reservoir units activation are randomly distributed around zero. So for any targeted output, the weights will also be distributed symmetrically around zero. This shape reminds us of the winglet, this small curved surface placed at the end of plane wings. That’s why we called this phenomena the winglet effect.

9.4 Source code

The code of the implementation of the task and the models used, as well as the code used for the analysis of the hidden cells and the creation of RSSviz is available here: [https://github.com/aVariengien/esn-vs-lstm-on-cross-situationnal-learning](https://github.com/aVariengien/esn-vs-lstm-on-cross-situationnal-learning)