See Eye to Eye: A Lidar-Agnostic 3D Detection Framework for Unsupervised Multi-Target Domain Adaptation

Darren Tsai, Julie Stephany Berrio, Mao Shan, Stewart Worrall, Eduardo Nebot

Abstract—Sampling discrepancies between different manufacturers and models of lidar sensors result in inconsistent representations of objects. This leads to performance degradation when 3D detectors trained for one lidar are tested on other types of lidars. Remarkable progress in lidar manufacturing has brought about advances in mechanical, solid-state, and recently, adjustable scan pattern lidars. For the latter, existing works often require fine-tuning the model each time scan patterns are adjusted, which is infeasible. We explicitly deal with the sampling discrepancy by proposing a novel unsupervised multi-target domain adaptation framework, SEE, for transferring the performance of state-of-the-art 3D detectors across both fixed and flexible scan pattern lidars without requiring fine-tuning of models by end-users. Our approach interpolates the underlying geometry and normalises the scan pattern of objects from different lidars before passing them to the detection network. We demonstrate the effectiveness of SEE on public datasets, achieving state-of-the-art results, and additionally provide quantitative results on a novel high-resolution lidar to prove the industry applications of our framework. Our code and data are available at https://github.com/darrenjkt/SEE-MTDA.

I. INTRODUCTION

3D object detection is a fundamental task that allows perception systems to build an awareness of the environment with applications in mixed reality, collaborative robots, and autonomous driving. The release of large-scale, annotated public autonomous driving datasets [1], [2], [3] has quickened the pace of 3D detection research, with novel architectures [4] consistently reaching greater heights on the leaderboard. Alongside software advances, lidar manufacturing has recently made outstanding progress with innovative sensor architectures and scan patterns; however, state-of-the-art (SoTA) detection architectures are not directly transferable to different lidar scan patterns [5], [6].

Each lidar has a distinct scan pattern, leading to a representation of objects specific to its scan pattern (Figure 1). This characteristic of lidars results in performance degradation when models trained for one lidar are tested on other types of lidars. In the supervised machine learning paradigm, this would require substantial effort to acquire manually annotated data for the new lidar scan pattern and to subsequently fine-tune the network. Approaches therefore that adapt a trained lidar domain to an unseen test domain are highly attractive for industry applications where it is costly to obtain labelled data.

Lidars often come in a variety of configurations, and some, like the Baraja Spectrum-Scan™, can adjust their scan pattern in real-time. Yang et al. [5] proposed a self-training approach using a memory-bank strategy to generate high-quality pseudo-labels. This approach is highly effective when transferring the performance of the SoTA from one labelled, fixed scan pattern lidar to a separate non-labelled, fixed scan pattern lidar. However, for lidars that have adjustable scan patterns, this would require fine-tuning a new model for each adjusted scan pattern, which is impractical. The motivation for this approach, therefore, is to explore a scan pattern agnostic representation of objects to enable a trained 3D detector to perform on any lidar scan pattern.

We propose an unsupervised multi-target domain adaptation (MTDA) framework, SEE, that works on both fixed and adjustable scan pattern lidars without requiring fine-tuning a model for each new scan pattern. SEE enables the performance of SoTA models, trained on a single lidar dataset (source domain), to be adapted for multiple unlabelled lidar datasets of various, distinct scan patterns (target domains). Our approach focuses on transforming objects in their lidar-specific representation, to a scan pattern agnostic representation. We subsequently feed this into any SoTA detector and in so doing, we alleviate the bias towards a specific lidar’s object representation.

We validate the efficacy of our framework with extensive experimentation using two SoTA detectors, SECOND [7] and PV-RCNN [4], on multiple public datasets and a manually labelled, novel lidar dataset. For instance, without domain adaptation, SECOND and PV-RCNN obtain an AP\textsubscript{3D} 0.7 IoU score of 11.92 and 41.54, respectively, when trained on the
Waymo open dataset [1] and tested on the KITTI dataset [2]. With SEE, the same models obtained a performance increase in 3D Average Precision (AP) of $11.92 \rightarrow 65.52$ and $41.54 \rightarrow 79.39$, which is an improvement over the state-of-the-art [5] of 2.71 and 6.07 AP$_{3D}$, respectively. We additionally demonstrate the transferability of SECOND and PV-RCNN from Waymo and nuScenes to a novel high-resolution lidar, Baraja Spectrum-Scan™ to highlight SEE’s ability to adapt to unseen scan patterns.

**Contributions.** Our main contribution, SEE, as shown in Figure 2, is a simple and effective framework that enables easy adoption of SoTA detectors for any kind of scan pattern. To the best of our knowledge, SEE is a pioneering approach for the MTDA task in the field of 3D detection. Through comprehensive experimentation, we demonstrate that SEE has the following advantages:

- **Scan Pattern Agnostic:** Significant improvements achieved when transferring the performance of 3D detectors across lidars regardless if the lidar scan pattern is fixed or adjustable.
- **Unified Detector Comparison:** Any 3D detector can now be lidar-agnostic and easily benchmarked on multiple point cloud datasets.
- **Detection Performance:** SEE achieves SoTA for the Waymo $\rightarrow$ KITTI task on all evaluated models.
- **Lidar Innovation:** With SEE, novel scan patterns from innovative lidars can now be used with any detector; these previously needed expensive manual labelling, or significant hardware resources for fine-tuning.

**II. RELATED WORKS**

**3D Object Detection.** The goal of 3D object detection is to obtain the class, location and orientation of all objects in the scene. Previous works can be categorised into lidar-based and multi-sensor methods. In lidar-based methods, point clouds are commonly converted to 2D representations such as birds-eye-view (BEV) [8] or front-view (FV) [9]. These representations are then fed into 2D CNNs to regress bounding boxes and classes. Another popular lidar-based approach uses 3D CNNs and explores various representations of points such as voxels [7], spheres [4], pillars [10], or learning point features directly [11] using point operators [12]. These features are transformed to a BEV feature map where 3D boxes are generated using sparse convolution or transformer architectures [11].

For the multi.sensor approach, some methods [9] propose to fuse 2D point cloud representations (BEV and FV) with the raw image. Other works use image semantic segmentation [13] or detection [14] as priors for their proposed architectures. For experimentation, we validate our framework on 3D detectors, PV-RCNN [4] and a modified version of SECOND [7], named SECOND-IoU by [5].

**Unsupervised Domain Adaptation.** In supervised machine learning, the assumption is that the training and testing data are drawn from the same underlying distribution; however, this is often violated in practice. The goal of unsupervised MTDA is to address this distribution shift, to learn from a single labelled source domain in such a way that performs well on multiple unlabelled target domains. In this paper, “source domain” refers to the labelled point cloud dataset used for training; “target domain” refers to an unlabelled dataset with a different, unseen lidar. Domain-invariant feature representation is a popular line of work where divergence minimization is used to align the domains during training using adversarial training [15], or divergence measures such as maximum mean discrepancy [16], correlation alignment [17], and contrastive domain discrepancy [18]. Other methods have opted to find a mapping from one domain to another to generate pseudo-target data for training with the known source labels [19].

Specific to DA for point clouds, recent works have addressed the domain shift for semantic segmentation [20], [6], [21], [22], [23], weather interference [24], time-of-day [25] and shape classification [26]. For the specific task of labelled source domain to unlabelled target domain for 3D object detection across distinct lidar scan patterns, research has been more sparse. Wang et al. [27] proposed a semi-supervised approach using object-size statistics of the target domain to resize training samples in the labelled source domain. A popular approach is the use of self-training [28], [5] with a focus on generating quality pseudo-labels using temporal information [28] or an IoU scoring criterion for
III. Method

In this paper, we propose SEE. SEE is a framework for adapting a 3D detector trained on a labelled point cloud dataset with a fixed scan pattern to attain high performance on unlabelled point clouds with different scan patterns.

A. Overview and notations

Formally, we denote the point cloud as a set of unordered points \( X_i = \{ p_j^{N_j} \} \), where \( p_j \) is the \( j \)-th point in the \( i \)-th point cloud \( X_i \) with \( N_j \) number of points. Each labelled point cloud has a set of annotations \( Y_i = \{ y_k^{N_k} \} \) for \( N_k \) objects, where \( y_k \) is the \( k \)-th bounding box, parameterised by the center \((c_x, c_y, c_z)\), dimensions \((l, w, h)\) and rotation \( \theta_z \) around the world frame Z-axis. The point set of all object instances in the point cloud can be represented as \( O_i = \{ o_k^{N_k} \} \), where \( o_k \) refers to the points of the \( k \)-th object. In this UDA scenario, we denote the source domain as \( X^S_i = \{ (X^S_i, Y^S_i) \}_{i=1}^{N^S} \), where each \( i \)-th point cloud \( X^S_i \), has a corresponding annotation \( Y^S_i \) for all \( N^S \) frames in the source domain. For the target domain, we are given a set of unlabelled point clouds \( X^T_i = \{ X^T_i, Y^T_i \}_{i=1}^{N^T} \), where \( X^T_i \) is the \( i \)-th point cloud in the target domain with \( N^T \) point clouds.

SEE explicitly bridges the domain gap between distinct scan patterns by transforming only the object instances into a normalised representation. We call this resultant point cloud a semi-canonical domain where only the objects \( O^S_i \) and \( O^T_i \) reside inside a canonical domain. This can be represented by \( M^S_i = \psi(O^S_i) \) and \( M^T_i = \psi(O^T_i) \) where \( M^S_i \) and \( M^T_i \) represent the \( i \)-th semi-canonical point cloud. We train the 3D object detector \( \rho(M^S_i) \) on this semi-canonical source domain using labels \( Y^S_i \), and subsequently, in testing, apply it to the semi-canonical target domain \( \rho(M^T_i) \) to obtain bounding boxes which can then be projected back into the target domain \( X^T_i \). In this paper, the term “rings” is used interchangeably with “beams”.

B. Isolating the Object Point Cloud

The first phase of SEE depicted aims to isolate the object points \( O^S_i \) and \( O^T_i \) in the point cloud. Where labels are available in the source domain, this can easily be accomplished for each \( k \)-th object by cropping the point cloud with their bounding box \( y_k \). In the target domain, we utilize instance segmentation to isolate object instances \( O^T_i = \sigma(x^T_i) \).

**Instance segmentation.** Using image instance segmentation, we can obtain a mask that outlines the object shape within the detected bounding box. We first project the point cloud into the image plane using the homogenous transformation matrix \( T_{\text{camera--lidar}} \) and the camera matrix. Thereafter, in the image plane, we isolate the points within each mask.

Instance segmentation masks allow for tight bounds on the object, giving better isolation of object points over bounding boxes; but this is not without its issues [29]. Viewpoint misalignment of camera and lidar, loosely fitted instance masks, as well as calibration errors [30] can lead to object points that do not belong to the object, shown in Figure 4. Additionally, due to the lack of depth in images, instance segmentation may occasionally pick up cars or people in posters and billboards [31], which is not of interest to 3D object detection for autonomous driving. If these are transformed to the canonical domain and passed to the 3D detector for training, the model would learn the idiosyncrasies and failures specific to a particular instance segmentation model used for generating training data. To bypass this, we opt to use instance segmentation only in the target dataset which in turn gives our framework flexibility in our choice of instance segmentation models. By using instance segmentation only in the target domain, we ensure that the source domain model is trained with clean data.

Our results show that for a well-calibrated lidar and camera pair with minimal viewpoint misalignment, a simple clustering strategy is sufficient to isolate object points \( O^T_i \) from the set of points in the mask \( S^T_i = \{ s^T_k \}_{k=1}^{N_k} \), where \( s^T_k \) is the set of mask points for the \( k \)-th object.

**VRES-based Clustering.** To find the points of the \( k \)-th object \( o^T_k \) from the point set \( s^T_k \) of the \( i \)-th point cloud, we employ a DB-Scan [32] clustering strategy using an estimated vertical resolution (VRES) of the lidar. A typical characteristic of lidars is that the separation between points widens with distance. For ring-based lidars, such as KITTI, this widening is more prevalent in the vertical separation between points of different rings as illustrated in Figure 4. Therefore, a good clustering distance \( \epsilon \) needs to be adaptive to the widening of vertical point distances. We can estimate a VRES \( \phi_v \) with \( \phi_v = \frac{\theta_F}{N_R} \), where \( \theta_F \) is the vertical field-of-
distance $d$ observed resolution. The clustering distance define an ideal vertical point distance $d$ objects at a closer range (5-10m). Smaller point distances to neighbouring points.

We sample the triangle meshes using Poisson disk every object’s triangle mesh to increase the confidence of 3D range. In the last phase of SEE, we choose to upsample observed in the Waymo leaderboard [1] when scoring by detections due to the high density of points; this can be set by

$$d_\text{obs} \approx \tan(\phi_v) \cdot \beta$$

where $\beta$ is a scaling factor for the vertical point distance $d_v$. To increase the confidence of detections at a further range, Objects at closer ranges typically have more confident detections due to the high density of points; this can be observed in the Waymo leaderboard [1] when scoring by range. In the last phase of SEE, we choose to upsample every object’s triangle mesh to increase the confidence of 3D detectors. We sample the triangle meshes using Poisson disk sampling [38], where each point is approximately equidistant to neighbouring points.

To increase the confidence of detections at a further range, we upsample the meshes to emulate the point density of objects at a closer range (5-10m). Smaller point distances are typically correlated with a higher density of points. We define an ideal vertical point distance $d_\text{ideal}$ as our desired density of points. The relationship between $d_\text{ideal}$ and vertical point distance $d_v$ can be represented as $d_\text{ideal} = \frac{d_v}{\rho}$, since $d_v$ increases with distance. By rearranging this equation, we can solve for our upsampling factor $\beta$. Whilst more points are generally better, densely sampled points may accentuate mistakes in the object isolation phase. We sample each $i$-th point cloud object according to this strategy to obtain our semi-canonical representation $M_i^S$ and $M_i^T$.

**E. Object Detection in the Semi-Canonical Domain**

We train 3D object detectors on the semi-canonical domain $\rho(M_i^S)$ using labels in the source domain $Y_i^S$. We demonstrate the framework on two SoTA detectors SECOND-IoU [5] and PV-RCNN, which required no architectural modifications. Given a point cloud in the test domain $X_i^T$ we isolate the objects $O_i^T$; convert to the semi-canonical domain $M_i^T$; apply the detection network $\rho(M_i^T)$; and finally, project detections back into the target domain $X_i^T$.

**IV. EXPERIMENTS**

In this section, we first validate SEE on public datasets and subsequently demonstrate its efficacy on the novel Baraja Spectrum-Scan™ dataset.

**A. Datasets**

We evaluate our framework on the “Car” class using three public datasets: Waymo, KITTI and nuScenes; and a manually annotated Baraja Spectrum-Scan™ dataset. We demonstrate the concept across multiple scenarios: (1) Different lidar ring numbers (i.e., nuScenes $\rightarrow$ KITTI); (2) Multiple concatenated point clouds to a single point cloud (i.e., Waymo $\rightarrow$ KITTI); (3) Ring-based to a uniform, interleaved scan pattern (i.e., Waymo/nuScenes $\rightarrow$ Baraja).

**KITTI**. The KITTI dataset [2] provides 7,481 training samples and 7,518 testing samples. The entire training dataset contains 27,459 cars. The sensor suite includes 2 colour cameras and a Velodyne HDL64E lidar with 360° horizontal FOV (HFOV) and a narrow 26.8° vertical FOV (VFOV) with 64 equally spaced angular subdivisions (approximately 0.4°). We follow the popular 50/50 training/validation split [9], [7], giving 3,712 training samples and 3,769 validation samples.

**nuScenes**. The nuScenes dataset [3] provides 28,130 training samples and 7,518 testing samples. The entire training dataset contains 27,459 cars. The sensor suite includes 6 cameras and a Velodyne HDL64E lidar with 360° HFOV and a wide 40° VFOV with 32 equally spaced angular subdivisions (approximately 1.25°). For fair comparison across datasets, and due to limited hardware resources, we created a subset of nuScenes comprising of 4025 training samples, and 3980 validation samples. This subset contains a similar number of cars and frames as in KITTI. To overcome the surface completion challenges caused by point cloud sparsity, we truncated the point cloud range in the training process to [-24, 24]m for X and Y, and [-2,4]m for Z axis.

**Waymo**. The Waymo Open Dataset [1] contains 1,000 scenes, each with 200 frames. The dataset provides a top-mounted long-range lidar and 4 short-range lidars, with the
We adopt a similar convention to [5] and compare SEE with where no prior information about the target domain is known.

Comparisons. SEE was compared in the UDA scenario.

B. SEE Results on Public Datasets

Evaluation Metric. We evaluate SEE on the “Car” class in the KITTI validation dataset, similar to other UDA methods [5], [27]. We follow the official KITTI evaluation metric and report the average precision (AP) over 40 recall positions at the 0.7 IoU threshold for 3D and BEV. We report the performance increase of models trained with SEE, over the Source-only. We evaluate all methods only on ground truth annotations where there are 50 points or more within the 3D bounding box. This is because when there are less than 50 points, it is often insufficient to generate a significant triangle mesh [41]. We explore this further in Section V.

Implementation Details. We use the Hybrid Task Cascade (HTC) instance segmentation network [42] provided by the mmdetection codebase [43] which was pretrained on the COCO dataset [44]. In our SEE framework, we set $d_{ideal} = 0.05$, $\alpha = 5$, 20 BPA spheres with upper radius 1.155, and we shrink instance segmentation masks by 2%. We use the Open3D codebase [45] implementation of BPA. For cross-dataset training and evaluation, we adopted the settings of the ST3D [5] codebase which was based on OpenPCDet [46]. We add an offset to the z coordinates of nuScenes (+1.8m), KITTI (+1.6m), and Baraja Spectrum-Scan™ (+2.2m) to shift the origin to the ground plane. For training, we use the widely adopted data augmentation strategies: random flipping, random world scaling, random world rotation, and random object scaling (proposed by [5]). All models were trained on an RTX 2080 Ti.

Results. From Table I, we show that SEE improves the performance of both detectors by a large margin on all unsupervised DA scenarios. Due to the nature of our approach, having more points leads to a better-interpolated geometry. This is observed in the Waymo $\rightarrow$ KITTI task, where our approach outperforms ST3D with both SECOND-IoU and PV-RCNN by 2.71 and 6.07 AP3D respectively. From this, we demonstrate that SEE, an MDA method, is able to achieve similar or higher performance than the SoTA single target DA method, ST3D. For the 64-beam KITTI/Waymo lidars, 20-50 points on an object often outlines 3D geometry as the points are spread across more than two rings. In nuScenes however, due to having less beams and large vertical angular resolution, 20-50 points are often in the form of 1-2 rings which reduces the point set's dimension to a line, or a plane. Whilst each ring may be dense horizontally and have around 50 points for 2 rings on a car, a line or plane does not give any 3D information. The lack of 3D geometry in the object points poses a challenging task when nuScenes is the source or target domain, causing failed or poor interpolation.
Table I: Results for the different DA scenarios. We report the AP for the car class on KITTI dataset in bird’s-eye-view (AP_{BEV}) and 3D (AP_{3D}) at the 0.7 IoU threshold on the moderate case. “Improvement” denotes the AP increase from source-only to the various approaches in the format AP_{BEV} / AP_{3D}. The best results are indicated in bold (with the exception of SEE-Ideal as it uses ground truth boxes). All models are evaluated on ground truth boxes with 50 points or more. Publicly available ST3D models are evaluated with this same criterion. *nuScenes → KITTI results for ST3D with PV-RCNN are from the original paper, evaluated on all ground-truth boxes as the model was not available from the codebase at the time.

| Task         | Method          | SECOND-IoU       | PV-RCNN       |
|--------------|-----------------|------------------|---------------|
|              |                 | AP_{BEV} / AP_{3D} | Improvement  | AP_{BEV} / AP_{3D} | Improvement |
| Waymo → KITTI| Source-only     | 47.67 / 11.92    | -             | 67.42 / 41.54    | -           |
|              | ST3D            | 78.93 / 62.81    | +31.26 / +50.88 | 89.94 / 73.32   | +22.53 / +31.78 |
|              | SEE             | 88.09 / 65.52    | +40.42 / +33.06 | 90.82 / 79.39   | +23.41 / +37.85 |
|              | Ideal-SEE       | 88.93 / 70.48    | +41.26 / +58.56 | 93.17 / 84.49   | +25.75 / +42.95 |
|              | Oracle          | 86.07 / 81.72    | -             | 92.17 / 89.32   | -           |
| Waymo → nuScenes | Source-only       | 21.58 / 07.29    | -             | 29.59 / 15.09   | -           |
|              | ST3D            | 38.48 / 21.48    | +17.10 / +14.19 | 38.70 / 19.10   | +09.11 / +04.01 |
|              | SEE             | 21.28 / 10.51    | -00.11 / +03.22 | 23.84 / 14.72   | -05.75 / +00.36 |
|              | Ideal-SEE       | 24.27 / 12.20    | +02.88 / +04.91 | 27.36 / 18.41   | -02.23 / +03.32 |
|              | Oracle          | 26.15 / 22.31    | -             | 26.59 / 24.83   | -           |
| nuScenes → KITTI | Source-only       | 48.74 / 16.39    | -             | 68.97 / 48.03   | -           |
|              | ST3D            | 76.82 / 58.58    | +28.08 / +42.19 | 78.36 / 70.85   | +09.39 / +22.82 |
|              | SEE             | 71.80 / 50.31    | +28.06 / +59.01 | 85.53 / 72.51   | +16.56 / +24.49 |
|              | Ideal-SEE       | 83.80 / 66.82    | +35.06 / +50.43 | 89.94 / 80.29   | +20.98 / +32.26 |
|              | Oracle          | 86.07 / 81.73    | -             | 92.17 / 89.32   | -           |

Table II: Results for the Baraja Spectrum-Scan™ dataset. “Improvement” denotes AP increase from Source-only to SEE. Reported AP is at the 0.7 IoU threshold. We evaluate using the same trained models in Table I.

| Source     | Method | SECOND-IoU | PV-RCNN |
|------------|--------|------------|---------|
|            | 3D     | BEV        |         |
| nuScenes   | Source-only | 1.02 / 5.12 | 10.85 / 13.74 |
|            | SEE    | 34.54 / 58.45 | 64.34 / 77.73 |
|            | Improvement | +33.52 / +53.33 | +53.49 / +63.99 |
| Waymo      | Source-only | 49.96 / 74.64 | 76.14 / 84.10 |
|            | SEE    | 73.79 / 84.74 | 79.13 / 87.79 |
|            | Improvement | +23.84 / +10.10 | +2.98 / +3.09 |

C. SEE for Baraja Spectrum-Scan™

In Table II, we highlight SEE’s adoption of novel lidar technology by evaluating on the Baraja Spectrum-Scan™ dataset. We demonstrate that the same trained models in Table I can attain high performance in an unseen dataset with a distinct scan pattern (see Figure 5). When comparing with nuScenes, due to its ring-like nature and sparsity of beams, the scan pattern of the lidar is vastly different. Even at a close range, a car in nuScenes bears little resemblance to any car perceived by Baraja Spectrum-Scan™. In Table II, this is observed in the dramatically low performance of models trained on nuScenes as the source domain, obtaining 1.02 and 10.85 in AP_{3D} for SECOND-IoU and PV-RCNN respectively. When the same models are trained with SEE, the performance is drastically improved with an increase of 1.02 → 34.54 and 10.85 → 64.34 in AP_{3D}. For Waymo, lidar beams are clustered in the middle of vertical angles, leading to high resolution at the horizon and sparse rings in the top and bottom of the FOV, similar to Baraja Spectrum-Scan™. This scan pattern similarity leads to a higher performing “Source-only”. We observe that for the Waymo “Source-only” PV-RCNN attains a high AP_{3D} for the Baraja dataset, however the same “Source-only” model does not perform well on KITTI as shown in Table I. The single SEE-trained PV-RCNN model however, can obtain high performance on both KITTI and Baraja Spectrum-Scan™. In Table II, we show that SEE further pushes SECOND-IoU and PV-RCNN’s performance to 73.79 and 79.13 AP_{3D} respectively.

V. ABLATION STUDIES

In this section, we conduct ablation studies using the SECOND-IoU model.

Minimum number of points. To interpolate the underlying geometry, the model needs to have a sufficient amount of points to interpolate from. We investigate the performance of SEE on objects containing less than 50 points and adjust the evaluation accordingly. For example, if the minimum number of points for the SC phase is 40, we also evaluate only on ground-truth boxes that have 40 points or more. It can be seen in Figure 5 that more points leads to higher quality meshes, and hence, better detection performance.

Point Sampling Strategy. We compare our VRES-based sampling with two other strategies: (1) Surface-area (SA)
We showed in Figure 6 that our method performs better with more points on the object. This is also reflected in the high performance of SEE across lidars with at least 64 beams, and lower performance when using 32-beam lidars. However, we consider this a minor limitation as we argue that the future direction of lidar manufacturing is headed towards higher resolution point clouds. The results in Table IV indicates the importance of the SC phase and leads us to believe that better SC methods can further improve the domain adaptation capabilities of SEE. We believe that there is potential in our framework to adopt DL shape completion methods [37], [36] in our SC phase. The difficulty in naively adopting these methods, however, is that they require the ground truth boxes to normalise the object pose and scale. Incorrect normalization can cause the shape completion network to generate spurious cars in odd rotations and scales which is detrimental to the detector. Future work will include testing SEE on other classes and researching shape completion methods without the use of scale and pose supervision.

### VII. Conclusion

We present SEE, a lidar-agnostic 3D object detection framework to enable any 3D detector to be lidar-agnostic without manual labelling or fine-tuning of the model. We demonstrate that the scan pattern discrepancy is a large component of the domain gap. Extensive experiments on public datasets and a novel lidar dataset validate the efficacy of our MTDA framework. Furthermore, through this, we show that our MTDA framework can attain competitive performance against the single-target domain adaptation state of the art method.
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