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Abstract

Providing meaningful and actionable explanations to end-users is a fundamental prerequisite for implementing explainable intelligent systems in the real world. Explainability is a situated interaction between a user and the AI system rather than being static design principles. The content of explanations is context-dependent and must be defined by evidence about the user and its context. This paper seeks to operationalize this concept by proposing a formative architecture that defines the explanation space from a user-inspired perspective. The architecture comprises five intertwined components to outline explanation requirements for a task: (1) the end-users mental models, (2) the end-users cognitive process, (3) the user interface, (4) the human-explainer agent, and the (5) agent process. We first define each component of the architecture. Then we present the Abstracted Explanation Space, a modeling tool that aggregates the architecture’s components to support designers in systematically aligning explanations with the end-users work practices, needs, and goals. It guides the specifications of what needs to be explained (content - end-users mental model), why this explanation is necessary (context - end-users cognitive process), to delimit how to explain it (format - human-explainer agent and user interface), and when should the explanations be given. We then exemplify the tool’s use in an ongoing case study in the aircraft maintenance domain. Finally, we discuss possible contributions of the tool, known limitations/areas for improvement, and future work to be done.
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1 Introduction

The design of AI-powered systems has been driven primarily by technical aspects and considerations [1, 2]. However, as computer systems are increasingly integrated into work environments, new forms of Human-AI collaboration emerge [3, 4]. Achieving business goals in partnership with artificial agents raises new social, technical, and operational challenges [2, 5, 6, 7]. The transparency of AI models is a challenge that receives increasing attention from the scientific community [8]. Enabling Human-AI collaborative capabilities requires an understanding of automation’s inner workings [9]. A sub-field of Safe AI - eXplainable AI (XAI) - is pursuing this objective [10]. This paradigm aims to make complex machine reasoning interpretable for human beings to avoid blind decision-making issues [10, 11, 12]. Effective communication of the decisions and actions taken by automation is a prerequisite to allowing conjunctive task accomplishment in Human-AI teams [9, 13]. Some authors have thus argued that an explanation is a situated interaction between users and the AI system, rather than a property of statements [12, 14, 15, 8, 11].

What counts as an explanation depends on what the user needs, what knowledge the user already has, and especially the user’s goals. This leads to a consideration of function and context of the AI system (software, algorithm, tool). That is, why does a given user need an explanation? [12]

Following the footsteps of interaction design, providing users with meaningful explanations encompasses many human, cultural, and organizational context-dependent factors [6, 2, 14]. Thereby, designing explanations is a multifaceted endeavor that integrates technical (XAI capabilities, model selection), humans (users’ needs, goals, and information-processing abilities), and socio-technical (regulations, rules, procedures, and actors involved) [2, 16, 5] perspectives. Many researchers have proposed a complete list of requirements that fall into the technical aspects of XAI e.g., delivering human-readable output [11, 15]. While these criteria are essential prerequisites, they do not guarantee that the explanations align with users’ goals, needs, and operating contexts [11]. Only task-relevant information should be disclosed to the users to avoid putting them in a state of cognitive overload [17, 9].

What is missing from the current literature is an integrated framework that links user studies to XAI technical development, keeping people at the center of the design and evaluation process of explanations [1]. This paper proposes a user-inspired formative guideline that supports the design of explanations to address the gap mentioned above. We have identified five interrelated dimensions that constitute the explanation space. These dimensions support a user-centered view to design tailored explanations by linking user needs with the XAI’s technical capabilities/possibilities. We illustrate the use of the framework in an ongoing case study of XAI development in the field of aviation maintenance.

This paper is organized as follows. We begin by providing a concise and critical overview of current XAI frameworks and methods for studying users in the wild. We then present our formative framework, detailing the features that comprise it. We then exemplify how we currently apply this framework in an industrial
case study. Finally, we discuss practical benefits, limitations, and known areas of improvement.

2 Background and Motivations

The literature on Explainable AI is evolving rapidly. Here we briefly review the most relevant work for the sections.

2.1 Why Explain?

The incremental implementation of AI in the workplace will result in more and more Human-AI interaction [18]. Technological capabilities now support human performance in high-level cognitive tasks: decision-making, sense-making, planning, etc. One of the main components to support human performance - and simultaneously the multifaceted concept of trust - is the intelligibility of the system’s actions, reasoning, and potential mistakes [19, 17]. This challenge is not new, as previous studies on experts’ systems revealed the issues associated with the system’s reasoning opacity [10]. Among them, problems related to the interpretability of actions, information processing, and decision choices resulted in decreased performance, missus, and rejection of the technology by the users [20, 21, 22]. This opacity indeed engendered uncertainty, disturbing the process tasks accomplishment for which the expert system was involved [23, 22]. The problems encountered during the expert system’s design are even more topical for contemporary AI-powered solutions as new ML solutions, such as deep neural networks, are less understandable and more opaque than IF-THEN rules [14, 24]. In addition, AI-based solutions are being implemented in safety-critical domains, such as healthcare and aviation1 [25, 26].

Deep Learning has revolutionized the technological industry generating algorithms that have surpassed the human precision level in certain instances [27]. These algorithms are generally made up of recursive combinations of hundreds of non-linear functions that make them powerful but incomprehensible. Adopting these technologies in a context such as justice, transport, and healthcare has harmed society [28]. The decision mechanism of high-performance ML models can be based on hidden spurious correlations [29], leading their users to make mistakes. XAI would help to judge the decisions made by the automated system and understand and prevent misuses of their results in a given context. For instance, understandable decisions would enable physicians to correct any decision made by an AI system [30] and prevent a false diagnostic; interpretability is needed because military decision-makers must be able to justify their decisions [31]; judges or policymakers refine, criticize and trust in their decisions [32]; explainable systems would help the inspectors to analyze aircraft components; driverless cars would provide users of helpful information to make decisions when the human common sense is required. Therefore, XAI is becoming essential for certain privates companies and officially mandatory for several countries: European Ethics Guidelines for Trustworthy AI [33]; The Canadian Guide of

1https://aiir.nl/
Principles for effective and ethical use of AI; OECD Principles on AI [34].

Besides the above-mentioned, XAI would allow finding adversarial examples. An observation that can cause a classifier to err is known as an adverse observation. Finding adversarial examples is essential for the safety of intelligent critical systems. Although there are methods for automatic generation of adverse examples [35], this is still a growing research field. Anomalies, novelties, rare events, or outliers are often challenging to find, even more so if they are not in these models’ training data set, some anomaly types are unknown [36]. Understanding the mechanism within these systems can allow finding weak points settings and make their algorithms more robust in a real-world context [37, 38].

2.2 What and How to Explain?

XAI aims to develop methods that can explain their own decisions or other AI model's decisions: XAI approaches might be either (1) inherently interpretable models or (2) post-hoc methods. Inherently interpretable models (such as regression models, logistic models, Bayesian models, or decision trees) have an understandable architecture that makes them, to some extent, human interpretable. On the contrary, post-hoc methods are applied after the black box model has been already trained. Some of those methods might require full or partial access to the internal black-box mechanism, and others would only require query access (outputs from specific inputs).

Although inherently interpretable models have been used in contexts such as health [39], or education [40], more complex models have outperformed them. These interpretable models can provide more faithful interpretations [41]; nevertheless post-hoc methods, especially agnostics approaches, might be more in line with the unbridled development of AI technologies. Agnostics explainers belong to a post-hoc methods family that only requires query access to the black box, e.g. SHAP [42]; LIME [43]; G-REX [44]; ASTRID [45]. They are attractive since they ignore the underline structure of the target model, allowing a broader spectrum of applications. In some cases disclosing the system’s inner mechanism can make it vulnerable to attacks or gamification [46]. Systems gamification may be useful in certain circumstances [47], but counterproductive in others [48].

Nevertheless, before considering how explainability is obtained, a careful examination of user needs and context should inform what needs to be explained. The answer to such a question depends on context-dependent and context-independent criteria. Indeed, an explanation may focus on understanding the system’s reasoning process (context-independent) or a particular decision (context-dependent). [8] distinguishes these two types of focus as global (model of system reasoning and learning) and local (justification). Justifying a decision is not always required and can be guided by eliciting end-users needs and decision-making context [11, 49]. For instance, [49] formalized four significant factors that drive explanation requirements and personalization. They include the 1) users’ goals; 2) their cognitive behavior (the way people process information and make a decision); 3) criticality or importance of the decision; and 4) compliance with AI regulations. [11] also argue in that direction and add other
explanation requirements such as time-constraint requirements. Indeed, the explanations required may differ at different points in the process. They argue that effective XAI systems that help the users achieve their goals must follow human-centered design principles. Users-based researches can build on the knowledge that provides guidelines for defining local and global explanation requirements: Is the output sensible and validated by users? What information do the users need to know to fulfill work requirements? How the model made such a prediction?

In addition to a local and global focus, the format of explanations can also be contrastive or counterfactual. These kinds of explanations are pretty similar and are based on-example explanations where the user may interact, to some extent, with the machine, i.e., there may be a complete user-machine communication. The user can access different examples, decide which might be the most reasonable output, or wonder why this answer is not the other one? What would be the result if something changes in the model or the input? This interaction with the system might improve its perceived safety: the user experience might support system accuracy [50]. However, this explanation space is defined for the actors’ requirements, so the actors are the ones to decide which questions are needed to answer [51]. Therefore, all the actors’ roles, needs, and knowledge must be considered in designing explainable intelligent systems.

User-friendly interfaces must also be provided for the system. The system’s functionality may depend on how the machine communicates with the user [51]. Explanations can be visual, textual, or more complex explanations, and the type of explanations depends on the users and its context. While some users require partial explanations focusing on relevant features, others may require the complete portrait of features and reasoning behind the decision [49, 24]. Moreover, some critical systems might also be required to provide specific explanations to official regulatory agencies, so their mandates must also be fulfilled.

2.3 Inferring Explanation Needs Through User Studies

Linking user research to XAI calibration is critical for providing relevant local and global explanations to end-users\(^2\). Only a few papers have tackled this issue, and there is currently a severe gap in obtaining and using end-users insights in the design of XAI systems [11, 49, 52]. This section presents relevant approaches to inferring end-user needs through ethnographic-based studies.

Ethnographic-based studies aim to understand how people behave in real-world contexts and why they behave the way they do [53, 54]. Ethnographers immerse themselves in the users’ natural environment (in the wild) to gain an in-depth understanding of people’s actions, intentions, and decisions [53]. Using ethnographic fieldwork techniques, field researchers elicit and derive valuable information about the users’ goals, needs, tasks, knowledge, and the work context in which they operate [54]. The purpose of doing so is generally design-oriented, meaning that ethnographers conduct field research to support a higher-level motive of artifacts/work design and not doing ethnography per se [53].

\(^2\)The word end-user refers to the actors in direct interaction with the technical device
There are many analytical frameworks for analyzing human (user) behavior in real work situations: the naturalistic decision-making (NDM) \cite{55, 54, 56}, Cognitive Work Analysis (CWA) \cite{57, 54}, Ergonomic Work Analysis (EWA) \cite{58, 59}. Each of these frameworks enables the analyst to provide detailed descriptions of the work conducted by subject-matter experts (SMEs), especially the socio-cognitive dimension (e.g., problem-solving strategies, decision-making processes). Also, NDM, CWA, and EWA recognize the importance of context as factors modulating work realization, and thus the cognition and possible course of action of end-users ("field of possibilities") \cite{60, 54, 58}. For example, industrial environments lean on high-quality standards to meet customer requirements and minimize production costs, ultimately determining the rules that operators must apply to evaluate the manufactured parts. These work domain parameters may motivate the need for additional explanations. Thereby, each of the presented frameworks relies on a system approach that involves two complementary layers of analysis to understand users’ activity in complex environments \cite{54, 58}:

1. Work Domain Characteristics (the "why"): "focus on the domain-driven factors that shape, support and constraint human performance and behavior" \cite{54}.
   (a) Task requirements: expected outcomes in terms of quantity and quality of work; degree of instructions’ clarity \cite{58} e.g., ill-defined instructions
   (b) Organizational settings: organization of work, teamwork & interdependencies among workers, task allocation, work system processes, employees’ training.
   (c) Physical environment: workstations, equipment and materials
   (d) Socio-cultural environment: hierarchical relationships, decision-making operational leeway, institution rules and legislation

2. User Activity (the "what and "how"); focus on the situated aspect of SMEs’ work encompassing problem-solving strategies, meaning-making, and decision-making processes, knowledge applied, and skills required \cite{5} that allow them to operate successfully in the domain \cite{54}. The goal is to deepen the analysis of expertise to uncover how operators deal with the domain’s characteristics (such as work requirements and institution rules), the inherent variability of processes, the decentralization of work, and the dynamic nature of contemporary work environments \cite{54, 61, 62}.

Field studies are accompanied by various data collection techniques to elicit relevant content on work domain characteristics and user activity/mental models\footnote{User understanding and representation of a process, a phenomenon, or a system \cite{12}}. The techniques commonly used involve observations, interviews, focus groups, process mapping, card sorting, fieldwork experimentation with SMEs \cite{63, 12, 54, 58, 64}. Researchers vary their data collection methods to avoid bias and ensure rigorous methodology \cite{65}. This variation also aims to elicit knowledge that would not be possible to obtain with a single method. For example, think-aloud protocols (concurrent verbalization when realizing a task) and retrospection interviews with textual, audio, or video field data are well-equipped to deepen the in-situ observations. Analysts may be able to understand the
cognitive work requirements, information used, and the problem-solving strategies of SMEs in real-time; and ii) to support a “scaffolding” construction of users’ mental models\(^4\) [12]. In the case of XAI, the output of these field studies is to provide guidance in the specification of explanation needs (whether local or global).

3 Proposal: User-Centered XAI Framework

3.1 Methodical considerations

The proposed methodology for conceptualizing and elaborating a user-centered XAI framework consisted of four iterative steps depicted in Figure 1. Considering that user-centered XAI’s research is a cross-disciplinary and relatively new topic, we combined different approaches to propose the user-centered framework. Our methodological development is inspired by the taxonomy design phases proposed by [66] (especially for the choice of different inductive/deductive/intuitive approaches) and by the step-by-step process proposed by [67] for framework development. An empirical-to-conceptual approach is defined by a set of known features that the researchers wish to classify or aggregate [66]. These sets of features are elicited from inductive research in our case. In contrast, in a conceptual-to-empirical approach, the researcher begins by conceptualizing the dimensions of the taxonomy without examining actual objects [66]. Finally, an intuitive approach is characterized by researchers’ ad hoc endeavors to develop an artifact (here, some aspects of the framework) based on their current understanding and perceptions of what makes sense [66].

---

\(^4\)See [12, 65, 64] for a complete description of existing data collection methods and techniques.

![Figure 1: Overview of our methodical approach to elaborate the framework](image-url)
We first determined how we can qualify end-users explanation needs based on a current qualitative case study. Using an empirical-to-conceptual approach, we evaluated the framework’s core features related to the human component of the architecture.

Based on dual-objective literature reviews on XAI’s context-dependent and context-independent considerations, we deduced the most relevant features for the development of our framework. We then aggregated the evidence-based knowledge obtained during the inductive research to fit the identified features (conceptual-to-empirical approach).

In the third phase, given the literature’s current limitations and lack of cross-disciplinary endeavors for XAI, we used an “intuitive approach” to aggregate, translate or propose additional relevant concepts to complete our framework [66]. This step required several discussions and focus groups on identifying focal points and introducing additional features for the framework. In addition, the interrelation among the framework’s features also followed an intuitive approach.

Finally, we refined our architecture in the last step. This refinement follows an iterative process that may result in the need for additional work in previous phases. Based on the explanation space we draw from our case study, we conceptualized and generalized a context-independent framework with its associated formative tool: the Abstracted Explanation Space. The tool’s development thereby followed an empirical-to-conceptual development.

3.2 User-centered XAI framework

XAI specialists argue for a more human-centered perspective to address local and global explainability [12, 15, 8, 16]. Such an approach would capture the essence of end-users work context to develop task-specific explanations that align with their goals. The proposed framework is consistent with this line of thinking. Our approach is motivated by a systemic approach that considers the operating context as a determining element in the design choices of the XAI. Before presenting it, we wish to clarify its scope and limitations. The formative tool (Abstracted Explanation Space, see 3.3) supporting the deployment of the framework that aims to guide the design of “tailored” explanations for real-work situations, particularly identifying and validating the relevant content that users need to perform a specific task. Therefore, aspects concerning the calibration of ML models per se are not included in this document, nor are the effects of explanations on users (e.g., trust). Motivations stem from a persistent gap between ethnographic analysis (or user studies) and system design, reinforced by new AI-powered system design methodologies [7, 2]. Because XAI relies on context-dependent criteria, designers need tools that help them identify and use contextual insights to design tailored explanations and select the appropriate presentation format (based on business, work, and end-users requirements). The goal is to guide designers on what, why, how, and when information about the tasks or rationale of the automated system should be disclosed [9]. Drawing on ethnographic approaches, it starts by gathering business and work requirements to define what should be explained from the users’ perspective. The knowledge gathered from ethnographic inquiries is then used to define the appropriate ML model(s) that provide the required explanations. Five features that shape the
human-XAI interaction were identified, ultimately outlining the explanation space for a specified task (Table 1).

Table 1: XAI features

| Features                        | Content                                                                                                                                 |
|---------------------------------|----------------------------------------------------------------------------------------------------------------------------------------|
| End-users mental model          | A simplified representation that a person has of the structure and functioning of a system, concept, process, or problem to be solved. It encompasses different forms of background knowledge, whether explicit (domain concept and principles), declarative, procedural, and contextual [12]. |
| End-users cognitive process     | Mental steps/actions that a user undertakes to achieve a goal (usually represented in a flowchart). Procedures can specify part of these steps, but users’ studies must draw a complete picture. |
| User Interface                  | Materialization of the interaction where informational requirements (content, format and timing of presentation) have been carefully studied to meet end-users needs (mental model and cognitive process). |
| Human-Explainer Agent           | This agent provides meaningful explanations to the user of relevant classification made by the Classifier Agent. It is a set of algorithms that interpret the classifier’s decisions according to the objectives pursued by the users. |
| Classifier Agent                | Set of ML models that automatically perform the classifications required for the task.                                                                 |

3.2.1 Targeted Task and Socio-Technical Context

Our approach is motivated by a system perspective that considers the operating context as a determining component of XAI design choices. Before working on the XAI technical system, it is necessary to understand the task’s context. The analyst responsible for this work package must collect data to understand the purpose of the work system and the role of end-users in it. "What is the end-user trying to achieve?" To do so, he/she must uncover the domain-driven factors/constraints that shape human performance to understand and represent the end-users’ work activity adequately. "How and why is he/she working that way"? (See 2.3 for theoretical details and practical considerations).

This step fulfills two goals. The first one is to determine automation opportunities in terms of task and explanation requirements. The second is to investigate how the socio-technical context (rules, regulations, and laws) constrains the realization of the work. Indeed, the design of a reliable system depends on its ability to respect the constraints imposed by the work domain. In addition, end-users might expect explanatory content regarding domain-driven constraints (e.g., expected quality outcomes and task success criteria).
3.2.2 End-Users Mental Models

After defining the task to be explained and its associated domain-driven constraints, the analyst must uncover how people make decisions based on their representation of the surrounding environment. This mental representation is often called a mental model in cognitive science [68, 12]. It comprises an organized set of knowledge/concepts that structure the relevant aspects of a process, system, or phenomenon (with causal relationships between concepts) [68]. The analyst aims to elicit end-users mental models for the targeted task using ethnographic fieldwork methods [69, 12]. The focus should be on understanding the cognitive work done by end-users and the relevant information/knowledge used. Second, identifying the why and how this knowledge is processed according to the objectives pursued and the domain-driven constraints.

3.2.3 End-Users Cognitive Process

The end user’s cognitive process represents the decomposition of their cognitive task flow (or mental actions) for the targeted task. Depending on the complexity, the analyst can choose a coarse or finer layer of description. This step can usually be represented with a hierarchical flowchart or decision tree [70, 63]. The End-User Cognitive Process is linked to the Mental Models, as these contain the relevant information/knowledge they use for each operation.

3.2.4 User Interface

The interface is the channel between the machine and the end-users. The fit between the end user’s needs and the user interface is determined by a clear understanding of the end user’s cognitive process, goals, and associated mental models. Indeed, understanding the user’s context provides empirical data to define the explanations that should be disclosed: does the interface display the necessary explanations that enable the user to fulfill its operational goals (context-dependent criteria)? Has the representation format been designed to allow easy understanding of the system’s relevant decision or reasoning features (context-independent criteria)? Do the explanations keep the user in the control loop while supporting their cognitive process (context-dependent criteria)?

On the other hand, the interface embodies the interaction between the explainable model(s) and the Human-Explainer agent. These explanations are exhibited in text, images, figures, or a combination of these three elements. They can be attribute-based, concept-based, contrastive, or counterfactual (See 2.2 for theoretical details). They depend on the end-users needs for a specific task/operation and the capability of the Human-Explainer Agent.

3.2.5 Human-Explainer Agent

The Human-Explainer Agent is a set of algorithms that explain the relevant decisions made by the (Classifier) Agent from the perspective of the end-user goals and tasks. The Human-Explainer agent interacts with the end-user through the User Interface. Explanations follow the three complementary layers from the Situation Awareness Agent-based (SAT) Transparency model [17, 71, 52] and are
strongly inspired by the psychological concepts that characterize a good explanation for human beings [17, 71, 52, 72, 14]:

- **XAI1 Perception ("What?"):** concerns the relevant content that the user should perceive to pursue his goals or accomplish a task in correspondence with the automation [9]. It is directly linked with the user goals, the knowledge he already has, and the knowledge he needs [12, 11]. Examples of guiding questions are: What decision should be explained to the user during this operation? What part of the model should be interpretable? What aspect of the situation is relevant to the user? Is the decision sensitive, critical, or somehow important in the work context?

- **XAI2 Comprehension ("Why?"):** relates to the understanding of the Agent’s rational model that led to this outcome (or causality). Depending on the task and user needs, the explanations may focus on specific features of the situation or provide a complete description. Examples of guiding questions are: Why does the system provide this output? What are the reasons behind its decision? What are the governing rules, criteria, and domain-driven factors that influenced the decision? Should explanations be systematically displayed, or are they events, triggers, or cues that activate the need for explanations [11]?

- **XAI3 Projection ("What if?"):** relates to the choices made by the Agent with other similar courses of actions by providing contrastive and/or counterfactual explanations [14]. Examples of guiding questions are: Why this decision was taken as opposed to other ones [24]? How would the system react to a slight change in the input? What happens if we adjust the X features/parameters of the image with Z?

These layered explanations are linked together and form an *explanation object* that the user can access by a query [72]. The human may ask for finer details on AI actions/decisions by navigating through the different layers based on situational needs. Thus, each essential operation comprises an *explanation object* that provides tailored explanations on agent action ("what"), agent decision ("why"), and counterfactual or contrastive explanations ("what if"; "how").

### 3.2.6 Classifier Agent

The Classifier Agent is a set of ML models that automatically performs the classifications required for the system. These ML classifiers can be either inherently interpretable or black boxes or both. Each of their classifications will be interpreted by the Human-Explainer Agent.

### 3.3 Abstracted Explanation Space

The Abstracted Explanation Space (AES) is a formative tool that aggregates each XAI architecture’s components (Figure 2). The primary function of the AES is to elicit explanation requirements by aligning user-based studies with XAI technical possibilities and capabilities. The tool thereby endorses a boundary object function to achieve common ground with designers, enabling cross-disciplinary design thinking that supplements a narrow algorithmic-centric vision with a socio-technical vision [11]. Choosing the appropriate format and properties of
explanations is facilitated by a clear definition of the end-users needs, tasks (plus the associated mental models), and, more broadly, the work context. It enables designers to turn evidence-based knowledge from user studies into multilayered explanations considering the following factors:

- **Content**: given the cognitive work requirements for a specific task, what explanations to present? The sub-goal here is to provide the user with the information that matters only to pursue their work goals. Also, as the explanation objects are multilayered, users may query access to delve deeper into the XAI rationale (XAI2 and XAI3) and assess why these explanations are trustworthy.

- **Format (presentation)**: explanation display, how to present these explanations? Should the explanation be linked to additional information so that users can efficiently process and make sense of the data (e.g., counterfactual explanations)?

- **Timing**: information flow and temporal aspects, when to present these explanations? Understanding the end user’s cognitive process helps define temporal specifications.

---

Figure 2: Abstracted Explanation Space

The AES has two distinguishing characteristics: its reliance on user-centered
design and ethnographic fieldwork to define XAI structure upon the overarching goals of end-users. Second, its insistence on intertwining end-users characteristics and artificial agents’ features defines the explanation space through the user interface (Figure 2). The end-users are represented by their cognitive process and the mental models associated. The artificial agents are represented by the Human-Agent Explainer and the Classifier Agent. The interface is the channel between the two parties.

After defining the task subject to automation, the AES’s starting point consists of decomposing the end-users cognitive process and identify the operations that require an explanation (Line 2). In Figure 2, Operation 1 and Operation 4 are the crucial ones for the given task. For each of these operations, the content to be explained is defined by the users’ mental models (Line 1). Note that in our hypothetical example, Operation 4 is a knowledge-intensive decision-making task and requires a finer-grained level of decomposition (sub-operations). Completing Lines 1 and 2 enable identifying and documenting the explanations to display on the interface for each task/goal pursued (Line 3). The User Interface displays the relevant characteristics of the task from the end-user perspective. The upper part of the AES constitutes the factual user’s input that informs designers in selecting the most appropriate explainable models. Moving down the AES’s axis, these factual pieces of evidence are aggregated within the ML solutions: Human-Explainer Agent (Line 4) and Classifier Agent (Line 5). Based on the content that needs to be explained, the ML specialists can judiciously select the most appropriate models and format of explanations regarding each layer of the Human-Explainer Agent (see section 3.2.5 for more details).

4 Case Study: Aerospace Industrial Inspection

The case study happens in a highly innovative project that is strongly motivated by partially automating aerospace industrial inspection\(^5\). This manual-extensive and bureaucratic job aims to control the serviceability of high-level aircraft engine components, i.e., certifying the component is free of potentially harmful anomalies. A simplification of the process is presented in the following subsection. The technical solution design involves a consortium of several industrial/academics to develop the hardware (cameras, probes), the software (modules, data model, XAI algorithms), and the human-automation interaction. In the end, some of the inspection process tasks will be automated to assist human operators in human-automation teamwork scenarios.

4.1 Targeted Task and Socio-Technical Context

Aerospace industrial inspection occurs in a highly regulated environment where companies operate within safety policies and international norms. Inspectors are the operators responsible for carefully examining the condition of engine components to determine their serviceability. They do this by examining each component individually for anomalies that could compromise the strength and durability of the part (this phase is also called” visual search”). Then, they

\(^5\)https://www.mitacs.ca/en/projects/automated-visual-inspection-sentencing-dressing
interpret the anomaly detected with the work domain’s decision-making criteria to decide whether a defect is acceptable, acceptable with a repair, or unacceptable (this phase is also called decision-making). These context-dependent criteria come from different sources: operational procedures, domain rules, or result from the knowledge and experience gained by the inspectors. They may relate to the physical characteristics of the defect, the history of the inspected part, its general condition, the possibility of applying subsequent repair operations to remove the defects, or are economical (e.g., avoid unnecessary manufacturing costs and turnaround time).

4.2 Inspectors Cognitive Process

To capture the situated aspects of the inspector’s decision-making processes, we conducted an ethnographic work analysis. We used various data collection methods involving in situ observations (with or without concurrent verbalization), interviews, and field experiments to elicit inspectors’ mental models. Understanding how inspectors gather, process, and apply knowledge/information to diagnose component conditions and how they deal with domain-related factors (norms, institutional rules, standard operating procedures). Table 2 details the data collection metrics for the user study.

Table 2: User-inspired study details

| Data collection methods                          | N (inspectors) | Unit of Analysis | Minutes |
|--------------------------------------------------|----------------|------------------|---------|
| Observations (with or without concurrent verbalization) | 7              | 11               | 1110    |
| Interviews                                       | 11             | 26               | 810     |
| Field experiments                                | 4              | 6                | 660     |
| Total                                            | 11             | 43               | 2580    |

Inspecting a part is a complex information-processing, meaning-making, and decision-making work (Figure 3). Inspectors’ cognitive process (or task-flow) can be unfolded as follows⁶:

1. Perception (multi-sensorial search): scan the part to detect any anomaly
   (a) Detect or discriminate a defect on the part
   (b) Locate the area where the defect appears

2. Meaning-making and decision-making processes: Interpret the anomaly according to the work domain’s decision criteria to decide its status
   (a) **Classify (characterize) defect type**
   (b) Assess the defect characteristics: dimensions (length, width, depth) and the overall condition

⁶In this simplified process, we do not list the upstream tasks that involve the preparation of the workstation. Nor the downstream operations after the execution of the response. See [5] for a complete description.
(c) Compare and interpret defect characteristics with associated rules, standards, norms and domain-driven factors
(d) Decide about defect state: acceptable as is, acceptable with repair or unacceptable
(e) Return to the scanning phase until no more anomalies are detected.

3. Response execution: actions to be taken following the diagnosis of the defects present on the part
(a) Decide about part’s state: serviceable, salvageable or non serviceable
(b) Prescription of repair operations to remove the defect and restore the part
(c) Record defect metrics on a damage record sheet
(d) Computer work and optimization

Figure 3: Overall cognitive process of current industrial inspection

In our XAI application, we decided to apply the Abstracted Explanation Space (AES) for the first task of the meaning-making and decision-making processes: classification of defect type. Indeed, it is expected that the automated system will carry on this task in future work situations.

4.3 Uncovering Inspectors Mental Models for the Defect Classification Task

Analysis of inspectors’ work suggests that the relevant knowledge in their mental models for the classification task concerns the distinctive attributes that characterize each defect and the area of defect occurrence.

Attributes-based classification. We asked inspectors in semi-structured interviews to define the distinguishing attributes of each class of defect. We also consulted internal documents that defined all defects with associated images and particular attributes. As stated by [5], this step is crucial in the inspection process:
Identifying the type of damage is mandatory, as tolerance thresholds differ according to the type of defect. For the same depth and width, one defect could be acceptable and another one non-acceptable. Inspectors have developed strategies over time to recognize defects by their attributes [. . .] For example, a "nick" is an impact defect that causes a vertical movement of the material along the defect contour (raise material). The presence of high material is distinctive of nicks. Inspectors rely on tactile or perceptual-motor feeling (using a stylus) to detect any material variation on the contour or the bottom (floor) of the defect (Figure 4). A "dent" has similar properties but with a horizontal material displacement. Finding high material around the damage is unusual.

The Figure 4 details the insights gathered through documentation analysis and elicitation of knowledge from the head of inspectors to classify damage types. It provides the relevant cues that guide XAI system specifications. The system should be able to i) define the relevant combination of attributes that categorize each defect [5] ii) provide explanations that allow the inspectors to understand the relevant attributes that led the machine to classify the defect as it is (attribute-based explanations), and iii) generates counterfactual visual explanations for a defect – specifying why the defect was classified as class A rather than class B (counterfactual explanations). During this third step, the Agent explains the decision by specifying the relevant attributes extracted from the inputted images and compare those attributes with similar defects from the same family (nick, dent, gouge, bent, erosion).

Area of defect occurrence (part’s location). Another important point concerns the different areas of the part: Acceptance/refusal criteria change from one to another. For example, the same defect may be acceptable in Zone 1 and
not acceptable if it appears in Zone 3 (Figure 5). The inspector identifies each area with or without additional inspection aid tools and their boundaries. Similarly, the system should have an adequate mapping of the different zones and the boundary between them. Also, inspectors rely on causal reasoning to generate hypotheses about the causes of defects and better identify their class. For example, they expect to see only certain defects in specific areas of the component, depending on their positioning in the engine. The system should indicate the area of defect occurrence to support the causal reasoning of inspectors and allow them to check/trust the accuracy of the system classifications.

4.4 User interface

The User Interface materializes the interaction between the inspectors and the artificial agents. Relevant local and global explanations are provided to inspectors for the classification in a usable form. The Human-Explainer Agent provides sample and highlighted images to the end-user. Textual explanations are also generated, as shown in Figure 7. Inspectors can request specific explanations from the interface menu.

4.5 Human-Explainer Agent

The Human-Explainer Agent explains the relevant decision made by the Classifier Agent from the end-user perspective. The Classifier Agent performs the detection, location, and classification of the defects, and the Human-Explainer Agent provides meaningful explanations to each of these tasks in parallel.

XAI1 Perception - Defect Detection and Location (What? Where?). Attribute-based explanations for the detection and location of the defect are the first XAI1 component of this process. The Classifier Agent automatically detects and pinpoints the area where a defect is perceived. It is expected that this algorithm had learned that some areas are more sensitive than others. For instance, the detector may know that if a defect is detected in Zone 2, its relevance could be different if found in Zone 4 since Zone 2 needs to meet higher quality standards than Zone 4. However, to ensure that this knowledge is integrated into the process, zone-limits-based decision rules are implemented in the last part of the detector decision. In doing so, the system explains where and
Figure 6: Contrastive explanation of a type of defect based on SHAP values. The sample image on the left side is an original image taken from the NEU surface defect database [73, 74, 75]. The three images left point to the pixels that positively affect (red pixels) and negatively (blue points) the classifier’s decision.

in which zone the defect was detected. If a mechanism such as this decision-rules-based mechanism is not implemented, we would have to trust that the detector had learned and intrinsically incorporated this knowledge into its decision mechanism. Thus, we would not have a simple explanation. On the contrary, the Human-Explainer Agent displays a first visual and textual explanation of the defect. So, the inspector can instantly have an explanation of the form “[type of defect] on the [zone]” and the inspected part’s image with the defect highlighted.

XAI2 Comprehension - Defect Classification (Why?). On the other hand, although adversary training and data augmentation are used to train the Classifier Agent, the XAI2 component independently aims to guarantee that if the XAI1 fails, it will do it safely. In this component, adversarial detector methods identify new adversarial observations that XAI1 does not identify. Methods based on SHAP values or HAWKEYE detectors are used for this purpose. If the inspector validates the observation as an actual adversarial observation, this new observation will feed the example repository of the adversarial detector; thus, it would continuously improve its performance.

Also, counterfactual and contrastive local explanations are automatically provided in both visual and textual ways. A set of examples regarding the defect classified is displayed to the inspector to reinforce or change the automatic decision. Figure 6 shows the explanation on a scratched piece, the red and blue dots on the images, reflecting the pixels’ positive and negative relationships with the prediction. In other words, the blue points on the pitted-surface-labeled image, right side of the figure, explains why the classifier does not classify this example as a scratch rather than a pitted surface. On the contrary, the red points on the same image show the pixels more associated with a pitted surface. Based on this information, the inspector decides whether the defect is a scratch or a pitted surface.

XAI3 Projection - Defect Comparison (What if?). Exposition, sharpening, contrasting, and other pictures’ tone parameters are also shifting to reveal some
defect characteristics that the XAI2 component may not have detected; this procedure generates hundreds of pictures to be sent back to the classifier and compared with some similar examples. Some textural explanations in the form "if the [photo parameter] is adjusted, the defect would be [type of defect]." This kind of explanation would help, for instance, to compare a nick with a dent; some textures or tone settings may highlight the contrast in the edges of the defect and allow the classifier to detect material displacement. To avoid sending irrelevant information to inspectors, only counter-examples are revealed from the system. On the other hand, since this XAI3 handles parameters initially tuned in the cameras, it might help detect the need to recalibrate those devices or out-of-control environmental factors such as vibrations, noises, and brightness.

4.6 Classifier Agent

The Classifier Agent performs the detection, location, and classification of the defects following the inspector's cognitive process. This Agent outputs decisions based on trained ML models and input images. As mentioned above, this Agent also executed adversarial detection to aim for the safety of the system.

4.7 Abstracted Explanation Space

Figure 7 shows the Abstracted Explanation Space that aggregates the different features of our framework for the classification task. Since the automated system will perform the defect detection task using advanced computer vision technology, the sequence of actions will change from the current "manual" process. The inspector will no longer scan the part for potentially dangerous anomalies. The system will be responsible for performing these actions and displaying the information/explanations that the inspector would naturally find during the "manual" process. These elements appear in the first two lines of the AES to detect detection and are implemented using the sequence of XAI1 and XAI2 layers. XAI3 corroborates the output provided by XAI2 in case of unexpected events that surprise the inspector. The system's users may request an explanation if needed.

5 Discussion & Conclusion

This paper aimed to introduce a tool that links work context (encompassing the user's needs, tasks, and goals) to the technical development of explanations. We propose a formative tool that integrates past conceptual developments and design principles on user-centered explanations [11, 15, 52, 17]. The ongoing illustrative case study shows the importance of addressing work context and users' needs when designing XAI-based solutions. For a targeted task, it represents how the relevant components for successful human-XAI interaction are linked together and how the automated system will fit in the envisioned environment. We agree with [11] on the irrelevance to develop explanations outside of the work context. Given that our framework is grounded in user-centered and Human-AI teaming perspectives, the generated explanations should support 1) end-users in accomplishing their operational tasks; and 2) develop shared mental models in the Human-AI team [76]. The pitfall to avoid is providing robust and intelligible
explanations that do not align with the pursued objectives. In other words, designing cutting-edge self-explainable technologies that have limited usefulness or perhaps providing an unnecessary amount of information for a specific task. This situation could overload the cognitive state of the inspector, adding information retrieval, processing, and filtering operations on top of the socio-cognitive work to be done. As inspecting a part is a knowledge-intensive work where operators make sense of many data sources, the XAI should effortlessly be integrated into their actual work practices.

The AES makes practical contributions from this perspective, as the cognitive task-flow and required knowledge are explicitly represented. Moving down the AES axes, ML specialists can define the level of explanation needed (partial/complete, local/global) and the desirable approaches to achieve it (e.g., human-explainer mechanism). To the best of our knowledge, this is the first work that aims to develop a practical tool/framework that bridges the two areas necessary for explanation design, user studies and XAI system design, and with a demonstrative case study in the aerospace domain. The tool can also be extended to encompass additional actors in the socio-technical context who will interact
directly or indirectly with the technical device. As the introduction of technological tools changes work dynamics, other socio-technical actors (more or less distant from the device’s physical location) may need explanations or understanding of XAI system rationale. Staying within the context of our case study, diagnosing the condition of a part as serviceable or unserviceable has implications for the work of inspectors and technical representatives. They must inform customers that a part needs to be changed and find a compromise with them. To do this, they may need additional information (explanations) that the inspectors would provide in the manual process, e.g., reason(s) for rejecting the part, instructions for its replacement. To explore this aspect, we plan to apply the framework to other relevant inspector tasks, especially those crucial to the decision-making process. In addition, it might be interesting to use the AES for other socio-technical actors.

We recognize the limitations of this work in demonstrating how the effectiveness of the AES can be measured, particularly the user-perceived quality factors [77]. This paper focuses on defining the explanation space, and we plan to validate its utility by conducting evaluation-based researches with relevant quantitative/qualitative measures. The metrics will encompass the performance of the technical system, the human, and the human-AI teamwork during simulation-informed activities. Also, the formative tool’s usefulness must be defined according to how it is applied in an innovation process, for instance, how the artifact supports cross-functional work. Additional case studies may be needed to produce this type of empirical evaluation.

We also recognize that the current proposal may evolve in terms of additional layers or modification of existing ones. For example, new forms of advanced human-machine interactions are emerging with haptic devices and natural language communication. These new technologies offer new possibilities that could change the third line of the AES: interface. This line represents the communication channel between users and the XAI, regardless of the interaction modality chosen. Thereby, we contend that the five pillars of the framework constitute the foundation of the explanation space.

To conclude, this paper introduced a user-centered framework for eXplainable AI (XAI) with its associated features and illustrated it using the case of aerospace industrial inspection. The framework relies on the Abstracted Explanation Space (AES): a formative tool that defines an explanation space for designers of future XAI-based systems to aggregate social (end-users) and technical views when designing explanations. Indeed, little attention has been paid to the users who will receive the explanations and how they will collaborate with artificial agents in operational environments. This paper thereby offers the following contributions: 1) a proposition of a framework to systematically articulates the explanations that end-users require for a given task with the XAI features to develop; 2) a presentation of the AES that allows cross-disciplinary dialogue between designers to surface the types of models and level of explanation to align with users’ goals and tasks; 3) a demonstration of the framework/tool in a real-world application in the aerospace domain. In this way, the paper advances practical knowledge and interdisciplinary endeavors to shape technology development to meet human and societal needs.
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