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Abstract. We obtain explicit formulas for the trivialization functions of the SU(3) principal bundle $G_2 \to S^6$ over two affine charts. We also calculate the explicit transition function of this fibration over the equator of the six-sphere. In this way we obtain a new proof of the known fact that this fibration corresponds to a generator of $\pi_5(SU(3))$.
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1 Introduction

The well-known classification of simple Lie groups shows that $G_2$ is the smallest among the exceptional types. Further interesting properties and applications of it are numerous. In this paper we revisit the compact real form of $G_2$ from the viewpoint of differential geometry.

We identify $G_2$ with $\text{Aut} \mathbb{O} \subset \text{SO}(7)$, the automorphism group of the Cayley octonions. It is a classical fact that there is a fibration $p: G_2 \to S^6$, which makes $G_2$ a locally trivial SU(3)-bundle over $S^6$. It is also known that the principal SU(3)-bundles over $S^6$ are classified by $\pi_5(SU(3)) \cong \mathbb{Z}$.

A natural question is that to which element in $\pi_5(SU(3)) = \mathbb{Z}$ does the fibration $G_2 \to S^6$ correspond? In other words, what is the homotopy class of the transition function $S^5 \to SU(3)$ of the above fibration, where $S^5 \subset S^6$ is the equator of the six-sphere?

Theorem 1.1 ([3, Proposition 2]). The class of the transition function of the fibration $G_2 \to S^6$ is a generator of $\pi_5(SU(3))$.

Let $U_1 = S^6 \setminus \{S\}$ and $U_2 = S^6 \setminus \{N\}$ be two affine charts on $S^6$, where $S$ and $N$ are the south and north poles. Here we consider $S^6$ as the unit six-sphere

$$S^6 = \left\{ (x_0, x_2, \ldots, x_8) \in \mathbb{O} : \sum_i |x_i|^2 = 1 \right\}$$

in the 7-dimensional vector space of purely imaginary octonions, such that $S = (0, -1, 0, \ldots, 0)$ and $N = (0, 1, 0, \ldots, 0)$. Our first result is an explicit formula for the trivialization functions

$$\psi_1: \ p^{-1}(U_1) \to U_1 \times SU(3)$$

and

$$\psi_2: \ p^{-1}(U_2) \to U_2 \times SU(3)$$

deduced in Propositions 3.3 and 3.4 below.
Using the octonion multiplication the linear subspace \( \{x_1 = x_2 = 0\} \) of \( \mathbb{O} \) can naturally be identified with \( \mathbb{C}^3 \). For the precise description of this identification see Section 3.2 below. Let \( S^5 \subset S^6 \) be the equator. This is a (real) submanifold of \( \mathbb{C}^3 \) given as

\[ S^5 = \{(u, v, w) \in \mathbb{C}^3 : |u|^2 + |v|^2 + |w|^2 = 1\} \]

The transition function of the SU(3)-bundle \( G_2 \to S^6 \) between the two affine charts of \( S^6 \) is the “gluing map” \( t_{12} : U_1 \cap U_2 \to SU(3) \) for which

\[ \psi_1 \circ \psi_2^{-1}(\xi, \phi) = (\xi, t_{12}(\xi)\phi), \]

where \( \xi \in U_1 \cap U_2 \) and \( \phi \in SU(3) \). Let \( \theta := t_{12}|_{S^5} \) be the restriction of the transition function to the equator. Our second main result is an explicit formula for this mapping.

**Theorem 1.2.** The explicit formula of the transition function of the fibration \( G_2 \to S^6 \) between the two charts

\[ S^6 = (U_1) \cup (U_2) \]

over the equator \( S^5 \subset S^6 \) is

\[ \theta : S^5 \to SU(3), \quad \begin{pmatrix} u \\ v \\ w \end{pmatrix} \mapsto \begin{pmatrix} u^2 & uv + \bar{w} & wu - \bar{v} \\ uv - \bar{w} & v^2 & vw + \bar{u} \\ uw + \bar{v} & vw - \bar{u} & w^2 \end{pmatrix} \].

Our result strengthens [3, Corollary 3], where this transition function was obtained up to homotopy. In particular, our results give a new proof for Theorem 1.1. We expect that having an explicit formula for the transition function can be useful in several applications. These may include for example the calculation of Gromov-Witten invariants of \( G_2 \) and/or \( S^6 \) as well as calculations about the classifying stack \( BG_2 \) (see for example [7, Section 3.2]).

It was noted in [9, Section 2] that the map \( \theta \) can also be written as

\[ \theta : S^5 \to SU(3), \quad z \mapsto zz^t + \overline{M_z}, \]

where \( z = (u, v, w)^t \) and

\[ M_z = \begin{pmatrix} 0 & w & -v \\ -w & 0 & u \\ v & -u & 0 \end{pmatrix}. \]

It is standard that \( M_z \) is the complexification of the usual cross product on the Euclidean 3-space or, equivalently, of the Spin 1 representation of \( su(2) \cong \mathbb{R}^3 \). A straightforward computation reveals that

\[ zz^t M_z = M_z zz^t = 0. \]

This shows in particular that the matrices \( zz^t \) and \( \overline{M_z} \) are orthogonal with respect to the Frobenius inner product

\[ (A, B) \mapsto \text{Tr} (\overline{A}B), \]

of complex matrices.

The structure of the paper is as follows. In Section 2 we give a brief introduction to the algebra of Cayley octonions and to several known facts about the group \( G_2 \). The new results of the paper are obtained in Section 3.
2 Some known facts about $G_2$

2.1 Cayley octonions

To perform calculations in the group $G_2$ we collect some known facts about the Cayley algebra of octonions. We follow [8] where detailed proofs of the following results are given.

Let $\mathcal{A}$ be an algebra over the reals. A linear mapping $a \mapsto \bar{a}$ of $\mathcal{A}$ to itself is said to be a conjugation or involutory antiautomorphism if $\bar{a} = a$ and $\bar{ab} = b\bar{a}$ for any elements $a, b \in \mathcal{A}$ (the case $\bar{a} = a$ is not excluded).

**Definition 2.1** (Cayley–Dickson construction [1, 8]). Consider the vector space of the direct sum of two copies of an algebra with conjugation: $\mathcal{A}^2 = \mathcal{A} \oplus \mathcal{A}$. A multiplication on $\mathcal{A}^2$ is defined as

$$(a, b)(u, v) = (au - v\bar{b}, b\bar{u} + va).$$

It is easy to check, that relative to this multiplication the vector space $\mathcal{A}^2$ is an algebra of dimension $2 \cdot \dim(\mathcal{A})$. This is called the doubling of the algebra $\mathcal{A}$.

**Remark 2.2.** The correspondence $a \mapsto (a, 0)$ is a monomorphism of $\mathcal{A}$ into $\mathcal{A}^2$. Therefore we will identify elements $a$ and $(a, 0)$ and thus assume $\mathcal{A}$ is a subalgebra of $\mathcal{A}^2$. If $\mathcal{A}$ has an identity element, then the element $1 = (1, 0)$ is obviously an identity element in $\mathcal{A}^2$.

A distinguished element in $\mathcal{A}^2$ is $e = (0, 1)$. It follows from the definition of multiplication that $be = (0, b)$ and hence $(a, b) = a + be$ for all $a, b \in \mathcal{A}$. Thus every element of the algebra $\mathcal{A}^2$ is uniquely written as $a + be$. Moreover, the following identities are true:

$$a(\bar{b}e) = (\bar{a}b)e, \quad (ae)b = (\bar{a}b)e, \quad (ae)(\bar{b}e) = -\bar{b}a. \quad (2.1)$$

In particular $e^2 = -1$.

To iterate the Cayley–Dickson construction it is necessary to define a conjugation in $\mathcal{A}^2$. This will be done by the formula

$$a + be = \bar{a} - be.$$

This is involutory, $\mathbb{R}$-linear and is simultaneously an antiautomorphism. It is straightforward to check that if $\mathcal{A}$ is a metric algebra, then $(a + be)(\bar{a} + \bar{b}e) \in \mathbb{R}$ and it is obviously positive if $a$ or $b$ is not 0. Hence, in this case $\mathcal{A}^2$ is also a metric algebra.

The doubling $\mathbb{R}^2$ of the field $\mathbb{R}$ is the algebra $\mathbb{C}$ of complex numbers and the doubling $\mathbb{C}^2$ of $\mathbb{C}$ is the algebra of quaternions $\mathbb{H}$. In the latter case $e$ is denoted by $j$ and $ie$ is denoted by $k$, and thus a general quaternion is of the form $r = r_1 + r_2i + r_3j + r_4k$, where $r_i \in \mathbb{R}$, $i = 1, 2, 3, 4$. Due to the second identity of (2.1), $ea = \bar{a}e$ for all $a \in \mathcal{A}$. Therefore, $\mathcal{A}^2$ is not commutative if the original conjugation is not the identity mapping. In particular $\mathbb{H}$ is not commutative, as it is well known.

The doubling of the algebra of quaternions leads to an 8-dimensional algebra over the reals.

**Definition 2.3.** The algebra $\mathcal{O} = \mathbb{H}^2$ is the Cayley algebra, and its elements are called octonions or Cayley numbers.

By definition every octonion is of the form $\xi = a + be$, where $a$ and $b$ are quaternions. The basis of $\mathcal{O}$ consists of 1 and seven elements

$$i, \ j, \ k, \ e, \ f = ie, \ g = je, \ h = ke.$$

The square of each of these elements is $-1$, and they are orthogonal to 1. To avoid abusive use of parentheses, both juxtaposition and dots will be used to denote multiplication in $\mathcal{O}$. The next lemma gives a list of important properties and identities in $\mathcal{O}$ which we will use to prove our results.
Lemma 2.4 ([8]).

1. The algebra $\mathbb{O}$ is alternative. That is,
   \[(ab)b = a(bb), \quad a(ab) = (aa)b.\]

2. The identity of elasticity (or flexibility) holds in $\mathbb{O}$:
   \[(ab)a = a(ba).\]

3. The algebra $\mathbb{O}$ is a normed algebra with the norm generated by the metric. In particular, it is a division algebra.

4. For all $a, x, y \in \mathbb{O}$
   \[ax \cdot y + ay \cdot x = 2 \langle x, y \rangle a.\]

5. For all $a, x, y \in \mathbb{O}$
   \[ax \cdot y + ay \cdot x = a \cdot xy + a \cdot yx.\]

6. For all $a, b, x, y \in \mathbb{O}$
   \[\langle ax, by \rangle + \langle bx, ay \rangle = 2(a, b)\langle x, y \rangle.\]

7. The Moufang identity holds in $\mathbb{O}$:
   \[a(bc)a = (ab)(ca).\]

2.2 $G_2$ and the subgroup SU(3)

The group $G_2$ is defined as the automorphism group $\text{Aut} \mathbb{O}$ of the octonions. It follows from standard facts on unital normed algebras that $G_2 \subset O(7)$.

Let $\mathbb{O}' \subset \mathbb{O}$ be the 7-dimensional subspace of purely imaginary octonions. Consider the subset of the vector space $\mathbb{O}'$ consisting of elements $\xi$, such that $|\xi| = 1$. This set is a 6-dimensional sphere, which is denoted by $S^6$. An automorphism $\Phi: \mathbb{O} \to \mathbb{O}$ sends the elements $i, j$ and $e$ to elements $\xi = \Phi i, \eta = \Phi j$ and $\zeta = \Phi e$ in $S^6$ such that $\eta$ is orthogonal to $\xi$ and $\zeta$ is orthogonal to $\xi$, $\eta$ and $\xi \eta$. The next theorem shows, that these conditions are not only necessary but also sufficient for the existence of the automorphism $\Phi$.

The statement of the following theorem is classical.

Theorem 2.5 ([8, p. 309]). For any elements $\xi, \eta, \zeta \in S^6$ such that

(a) $\eta$ is orthogonal to $\xi$,

(b) $\zeta$ is orthogonal to $\xi, \eta$ and $\xi \eta$

there is a unique automorphism $\Phi: \mathbb{O} \to \mathbb{O}$ for which

$\xi = \Phi i, \quad \eta = \Phi j, \quad \zeta = \Phi e.$
Let
\[ p: G_2 \to S^6, \quad \Phi \mapsto \Phi i \]
be the evaluation mapping on \( i \). From Theorem 2.5 it follows that the group \( G_2 = \text{Aut} \mathbb{O} \) acts transitively on \( S^6 \), i.e., the mapping \( p \) is surjective. Let us denote by \( K \) the stabilizer (isotropy) group of \( i \) under the action of \( G_2 \). Equivalently,
\[ K = \{ \Phi: \mathbb{O} \to \mathbb{O} | \Phi i = i \} = p^{-1}(i) \]
is the fiber of \( p \) over \( i \). Due to the standard theorem [6, Theorem 9.24] of transitive Lie group actions
\[ G_2/K \approx S^6. \]

**Lemma 2.6.** There is a canonical isomorphism \( K \cong \text{SU}(3) \).

**Proof.** The subspace \( V = \text{Span}\{1, i\}^\perp \) of the algebra \( \mathbb{O} \) is closed under the multiplication by \( i \) and thus it can be considered as a vector space over the field \( \mathbb{C} \) with basis \( j, e, g \). The Hermitian product in \( \mathbb{O} \) induces in \( V \) a Hermitian product with respect to which the basis \( j, e, g \) is orthogonal. Any automorphism \( \Phi: \mathbb{O} \to \mathbb{O} \) which leaves the element \( i \) fixed, i.e., which is in the subgroup \( K \), defines an operator \( V \to V \) linear over \( \mathbb{C} \). This operator preserves the Hermitian product, and therefore it is a unitary operator.

The elements of the group \( \text{SU}(3) \) are \( 3 \times 3 \) matrices of the form \([v_1|v_2|v_3]\) consisting of complex orthogonal column vectors having unit length and where \( v_3 \) is the element in the subspace \( \text{Span}_\mathbb{C}\{v_1, v_2\}^\perp \approx \mathbb{C} \) such that the determinant of the matrix is 1. One can show that the third column is determined by the first two. For a particular \( \Phi \in p^{-1}(i) \), the vectors \( \eta = \Phi(j) \) and \( \zeta = \Phi(e) \) are perpendicular to \( i \) and complex orthogonal to each other. Thus, they can be thought as the first and second column of such a matrix and in this case the third column will be \( \eta\zeta = \Phi(j)\Phi(e) = \Phi(je) = \Phi(g) \). Combining this with Theorem 2.5 it follows that \( K \) coincides with \( \text{SU}(3) \).  

As a consequence, we have that \( \text{SU}(3) \subset G_2 \) and \( G_2/\text{SU}(3) \approx S^6 \).

**Corollary 2.7.** Consider the evaluation mapping \( p: G_2 \to S^6, \Phi \mapsto \Phi i \) defined above. This makes \( G_2 \) a locally trivial \( \text{SU}(3) \)-bundle over \( S^6 \).

### 2.3 The subgroup of inner automorphisms

In an associative division algebra, such as the quaternions over the reals, the mapping
\[ q_r: x \mapsto rxr^{-1} \]
is always an automorphism for any invertible element \( r \), which is called an inner automorphism. In a non-associative algebra it is not always true that
\[ (rx)r^{-1} = r(xr^{-1}), \quad \text{for all} \quad x, r. \]
Moreover, not every invertible element generate an inner automorphism. Still, in the case of the octonions a well defined linear transformation associated with an element \( r \) can be defined because of the following lemma.

**Lemma 2.8.** For any \( r, x \in \mathbb{O} \)
\[ (rx)r^{-1} = r(xr^{-1}). \]
**Proof.** If the coordinates of \( r \) in the standard basis are \((r_1, \ldots, r_8)\), then \( r^{-1} = \frac{\bar{r}}{|r|^2} = \frac{2r_1 - r}{|r|^2} \). Therefore, using Lemma 2.4(2) we have
\[
(rx)r^{-1} = (rx)
\frac{2r_1 - r}{|r|^2} = \frac{1}{|r|^2}((rx)2r_1 - (rx)r) = \frac{1}{|r|^2}(r(x2r_1) - r(xr)) = r(xr^{-1}).
\]

The following result classifies those elements \( r \) for which the linear map \( q_r \) is an automorphism of \( \mathbb{O} \). For completeness, we reproduce its original proof.

**Theorem 2.9 ([5]).** A non-real octonion \( r \) with coordinates \((r_1, \ldots, r_8)\) induces an inner automorphism of \( \mathbb{O} \) if and only if \( 4r_1^2 = |r|^2 \).

**Proof.** From Lemma 2.4(7) for \( a = r \), \( b = xr^{-1} \) and \( c = ryr \) it follows that
\[
(x xr^{-1})(yr^{-1}) = r((xr^{-1}) \cdot yr)r.
\]
Similarly,
\[
ryr = \bar{r} \bar{y} \bar{r} = \bar{r}(\bar{y}(x^{-1}x))\bar{r} = \bar{r}((\bar{y}x^{-1})x)\bar{r} = (\bar{r} \cdot \bar{y}x^{-1})(x\bar{r})
\]
and therefore
\[
ryr = (\bar{r} \cdot \bar{y}x^{-1})(x\bar{r}) = (\bar{r}x)(\bar{y}x^{-1} \cdot r) = (\bar{r}x)(\bar{y}x^{-1} \cdot r)
\]
\[
= (\bar{r}x)(\bar{y}x^{-1} \cdot r) = (\bar{r}x)(\bar{y}x^{-1} \cdot r) = (\bar{r}x)(\bar{y}x^{-1} \cdot r).
\]
Substituting this into (2.2) leads us to
\[
(x xr^{-1})(yr^{-1}) = r((xr^{-1}) \cdot yr)r = r((x r^{-1}) \cdot yr)r = r((xy \cdot r) \cdot (xy \cdot r))r
\]
\[
= r((xy \cdot r))r = r(xy)r^2,
\]
i.e.,
\[
(x xr^{-1})(yr^{-1}) = r(xy)r^{-1} \cdot r^3
\]
for all \( x, y, r \in \mathbb{O} \).

The mapping \( q_r : x \mapsto xr^{-1} \) is an automorphism if and only if
\[
(x xr^{-1})(yr^{-1}) = r(xy)r^{-1}.
\]
Multiplying this with \( r^3 \) from the right we get
\[
(x xr^{-1})(yr^{-1}) \cdot r^3 = r(xy)r^{-1} \cdot r^3.
\]
Comparing (2.3) with (2.4) we see that in order for \( q_r \) to be an automorphism \( r^3 \) must be a scalar.

Using the fact that \( \bar{r} = 2r_1 - r \), one has \( |r|^2 = r\bar{r} = r(2r_1 - r) = 2rr_1 - r^2 \) for all \( r \in \mathbb{O} \). Multiplying with \( r \) and applying the same equation again we get that
\[
r^3 - 2r_1r^2 + |r|^2r = r^3 - 4r_1^2r + 2r_1|r|^2 + |r|^2 = 0,
\]
and thus
\[
r^3 + 2r_1|r|^2 = r(4r_1^2 - |r|^2).
\]
Suppose \( r^3 \) is a scalar. Then each term on the left side is real and therefore either \( r \) should be real, or \( (4r_1^2 - |r|^2) \) should be zero. The latter case means that \( 4r_1^2 = |r|^2 \).
\[
\]
3 $G_2$ as an SU(3)-bundle over $S^6$

3.1 The trivialization functions

Our aim is to determine the transition function of the fibration

$$p: G_2 \rightarrow S^6, \quad \Phi \mapsto \Phi i$$

between two charts of $S^6$ given by $U_1 = S^6 \setminus \{S\}$ and $U_2 = S^6 \setminus \{N\}$, where $S = -i = (0, -1, 0, \ldots, 0)$ and $N = i = (0, 1, 0, \ldots, 0)$. The preimage of $i$ is the set $p^{-1}(i) = \{(i, \eta, \zeta) : \eta \perp i, \zeta \perp \text{Span}\{i, \eta, i\eta\}\}$. As mentioned above this is isomorphic to SU(3) and this isomorphism will be called $\theta_i$.

For any $\xi \in S^6$ let us denote by $V_\xi$ or $T_\xi S^6$ the tangent space (of orthogonal vectors) to $\xi$. By the considerations above elements in $p^{-1}(i)$ can be considered either as orthonormal vector triples in $V_i = T_i S^6$ or as operators that leave the vector $i$ fixed. It also follows from the result above that there is a complex structure

$$J_i: V_i \rightarrow V_i, \quad v \mapsto iv.$$  

This is clearly a mapping from $V_i$ to itself such that $J_i^2(v) = i^2v = -v$ for all $v \in V$. Thus, there is an isomorphism $\theta_i: V_i \rightarrow \mathbb{C}^3$ that assigns to each operator $\Phi \in p^{-1}(i)$, $\Phi: V_i \rightarrow V_i$ its matrix representation in the complex basis $\{j, e, g\}$.

Similarly, $p^{-1}(\xi) = \{(\xi, \eta, \zeta) : \eta \perp \xi, \zeta \perp \text{Span}\{\xi, \eta, i\eta\}\}$ for any $\xi \in S^6$. Any map $\varphi \in p^{-1}(\xi)$ carries $V_i$ to $V_{\xi}$. Again, there is a complex structure on $V_{\xi}$ denoted by $J_\xi$, which comes from octonion multiplication: $J_\xi(v) = \xi v$. By choosing a complex orthonormal basis in this subspace we give an identification $V_\xi \approx \mathbb{C}^3$. These considerations imply the following classical result.

**Corollary 3.1 ([4]).** The complex structure given by $J_\xi: V_\xi \rightarrow V_\xi, \quad v \mapsto \xi v$ defines a smooth almost complex structure $J: TS^6 \rightarrow TS^6$, $(\xi, v) \mapsto (\xi, J_\xi(v))$.

This almost complex structure has the following remarkable property.

**Proposition 3.2.** A rotation $g: S^6 \rightarrow S^6$ is an element of $G_2$ if and only if its pushforward $g_*: TS^6 \rightarrow TS^6, \quad (x, v) \mapsto (g(x), g(v))$ is $J$-equivariant (where $J$ is considered as a $\mathbb{Z}_4$-action on $TS^6$), or, in other words, if the following diagram is commutative:

$$\begin{array}{ccc}
TS^6 & \xrightarrow{J} & TS^6 \\
g_* \downarrow & & \downarrow g_* \\
TS^6 & \xrightarrow{J} & TS^6.
\end{array}$$

**Proof.** Because $G_2 \subset O(7)$, any $g \in G_2$ preserves the scalar product. Therefore, $g(V_\xi) = V_{g(\xi)}$ and we need only to prove that the following diagram commutes for all $\xi \in S^6$:

$$\begin{array}{ccc}
T_\xi S^6 & \xrightarrow{J_\xi} & T_\xi S^6 \\
g_* \downarrow & & \downarrow g_* \\
T_{g(\xi)} S^6 & \xrightarrow{J_{g(\xi)}} & T_{g(\xi)} S^6.
\end{array}$$
Since \( g \in \text{Aut} \mathbb{O} \) we have that
\[
g(J_\xi(\eta)) = g(\xi \eta) = g(\xi)g(\eta) = J_{g(\xi)}(g(\eta)),
\]
for all \( \xi \in S^6, \eta \in V_\xi \).
Conversely, assume \( \xi \in S^6, \eta \in O' \). Decompose \( \eta \to \eta_1 + \eta_2 \) where \( \eta_1 \perp \xi \). Suppose \( g_* \) commutes with \( J \). Then
\[
g(\xi \eta_1) = g(J_\xi(\eta_1)) = J_{g(\xi)}(g(\eta_1)) = g(\xi)g(\eta_1),
\]
and obviously \( g(\xi \eta_2) = g(\xi)g(\eta_2) \). Thus, \( g(\xi \eta) = g(\xi)g(\eta) \). \hfill \square

**Proposition 3.3.** The trivialization map over \( U_1 \) is given by
\[
\psi_1: p^{-1}(U_1) \to U_1 \times \text{SU}(3), \quad \varphi \mapsto (\varphi(i), \theta_{\varphi(i)}(\varphi)),
\]
where \( \varphi(i) \) is the image of \( i \) under \( \varphi \) and \( \theta_{\varphi(i)}(\varphi) \) is given by (3.1) below.

**Proof.** In the proof of Lemma 2.6 it was shown, that for a particular \( \Phi \in p^{-1}(i) \) the vectors \( \eta = \Phi(j) \) and \( \zeta = \Phi(e) \) are perpendicular to \( i \) and complex orthogonal to each other. Thus, they can be thought as the first and second columns of a matrix in \( \text{SU}(3) \) with the third column \( \eta \zeta = \Phi(j)\Phi(e) = \Phi(je) = \Phi(g) \). If the coordinates of the vectors are \( \eta = (0, y_2, \ldots, y_8), \zeta = (0, z_2, \ldots, z_8) \) and \( \eta \zeta = (0, u_2, \ldots, u_8) \), then since \( \eta, \zeta, \eta \zeta \in V_i \) we have that \( y_2 = 0, z_2 = 0 \) and \( u_2 = 0 \). The mapping \( \theta_i \) is then the following:
\[
\theta_i: p^{-1}(i) \to \text{SU}(3), \quad (i, \eta, \zeta) \mapsto \begin{pmatrix} y_3 + Iy_4 & z_3 + Iz_4 & u_3 + Iu_4 \\ y_5 + Iy_6 & z_5 + Iz_6 & u_5 + Iu_6 \\ y_7 + Iy_8 & z_7 + Iz_8 & u_7 + Iu_8 \end{pmatrix}.
\]
Here \( I \) is the imaginary unit in the field \( \mathbb{C}^3 \) and not the octonion \( i \). It follows that
\[
(i, \eta, \zeta) \mapsto \begin{pmatrix} \langle \eta, j \rangle + I\langle \eta, k \rangle & \langle \zeta, j \rangle + I\langle \zeta, k \rangle & \langle \eta \zeta, j \rangle + I\langle \eta \zeta, k \rangle \\ \langle \eta, e \rangle + I\langle \eta, f \rangle & \langle \zeta, e \rangle + I\langle \zeta, f \rangle & \langle \eta \zeta, e \rangle + I\langle \eta \zeta, f \rangle \\ \langle \eta, g \rangle + I\langle \eta, h \rangle & \langle \zeta, g \rangle + I\langle \zeta, h \rangle & \langle \eta \zeta, g \rangle + I\langle \eta \zeta, h \rangle \end{pmatrix},
\]
i.e., we represent \( \eta, \zeta, \eta \zeta \in V_i \), the images of \( j, e \) and \( g \) in the complex basis \( \{ j, e, g \} \).

As a consequence, for any \( \xi \in U_1 \) and any \( \varphi \in p^{-1}(\xi) \), \( \varphi \) restricts to a mapping \( V_\xi \to V_\xi \), which is complex linear, unitary and has determinant 1. We will choose a complex orthonormal basis in \( V_\xi \) and write the images of \( j, e \) and \( g \) in this basis. That is, we choose particular identifications \( V_1 \approx \mathbb{C}^3, V_\xi \approx \mathbb{C}^3 \) and we define \( \theta_\xi: p^{-1}(\xi) \to \text{SU}(3) \) by assigning to each automorphism \( \varphi \in p^{-1}(\xi) \) the matrix of the mapping \( \varphi: \mathbb{C}^3 \to \mathbb{C}^3 \). To find a basis in \( V_\xi \) we will define a translating automorphism \( Q_\xi \) such that \( Q_\xi(i) = \xi \). Then, for \( a = Q_\xi(j), b = Q_\xi(e) \) and \( c = Q_\xi(g) \) the set of vectors \( \{ a, b, c \} \) is a complex orthonormal basis in \( V_\xi \) with respect to the complex structure \( J_\xi(v) = \xi v \). Particularly,
\[
\theta_\xi: p^{-1}(\xi) \to \text{SU}(3),
\]
\[
(\xi, \eta, \zeta) \mapsto \begin{pmatrix} \langle \eta, a \rangle + I\langle \eta, J_\xi(a) \rangle & \langle \zeta, a \rangle + I\langle \zeta, J_\xi(a) \rangle & \langle \eta \zeta, a \rangle + I\langle \eta \zeta, J_\xi(a) \rangle \\ \langle \eta, b \rangle + I\langle \eta, J_\xi(b) \rangle & \langle \zeta, b \rangle + I\langle \zeta, J_\xi(b) \rangle & \langle \eta \zeta, b \rangle + I\langle \eta \zeta, J_\xi(b) \rangle \\ \langle \eta, c \rangle + I\langle \eta, J_\xi(c) \rangle & \langle \zeta, c \rangle + I\langle \zeta, J_\xi(c) \rangle & \langle \eta \zeta, c \rangle + I\langle \eta \zeta, J_\xi(c) \rangle \end{pmatrix}.
\] Using this the trivializing map is given by
\[
\psi_1: p^{-1}(U_1) \to U_1 \times \text{SU}(3), \quad \varphi \mapsto (\varphi(i), \theta_{\varphi(i)}(\varphi)). \hfill \square
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Completely analogously the preimage of $-i$ under the evaluation map $p$ is diffeomorphic to SU(3), and in this case the complex structure on $V_{-i}$ is given by $J_{-i}(v) = -iv$. Therefore, $\tilde{\theta}_{-i}$ is defined as

$$(-i, \eta, \zeta) \mapsto \left(\langle \eta, j \rangle + I\langle \eta, -k \rangle, \langle \zeta, j \rangle + I\langle \zeta, -k \rangle, \langle \eta, \zeta \rangle + I\langle \eta, \zeta, -k \rangle \right).$$

As we did in the previous case, for a general $\xi \in U_2 = S^6 \setminus \{N\}$ we will choose a translating automorphism $\hat{Q}_\xi$ with the property that $\hat{Q}_\xi(-i) = \xi$ implying that $\hat{Q}_\xi(j), \hat{Q}_\xi(e), \hat{Q}_\xi(g) \in V_\xi$ form a complex orthonormal basis. Then we define $\tilde{\theta}_\xi: p^{-1}(\xi) \to SU(3)$ by assigning to $\varphi \in p^{-1}(v)$ the matrix of the corresponding linear mapping from $V_{-i}$ onto $V_\xi$ written in the bases $\{j, e, g\}$ at $V_{-i}$ and $\{\tilde{a}, \tilde{b}, \tilde{c}\} := \{\hat{Q}_\xi(j), \hat{Q}_\xi(e), \hat{Q}_\xi(g)\}$ at $V_\xi$. Similarly as in the proof Proposition 3.3 we obtain the following morphism

$$\tilde{\theta}_\xi: p^{-1}(\xi) \to SU(3),$$

$$(\xi, \eta, \zeta) \mapsto \left(\langle \eta, \tilde{a} \rangle + I\langle \eta, J_\xi(\tilde{a}) \rangle, \langle \zeta, \tilde{a} \rangle + I\langle \zeta, J_\xi(\tilde{a}) \rangle, \langle \eta, \zeta \rangle + I\langle \eta, J_\xi(\tilde{a}) \rangle \right). \tag{3.2}$$

As a consequence, the analogue of Proposition 3.3 is true for this chart.

**Proposition 3.4.** The trivialization map over $U_2$ is then given by

$$\psi_2: p^{-1}(U_2) \to U_2 \times SU(3), \quad \varphi \mapsto (\varphi(i), \tilde{\theta}_{\varphi(i)}(\varphi)),$$

where $\varphi(i)$ is the image of $i$ under $\varphi$ and $\tilde{\theta}_{\varphi(i)}(\varphi)$ is given by (3.2).

To summarize, if $Q_\xi, \hat{Q}_\xi \in G_2$ are known as functions depending differentiably on $\xi$ with the property that $Q_\xi(i) = \xi$ and $\hat{Q}_\xi(-i) = \xi$, then an appropriate basis in $V_\xi$ is $a = Q_\xi(j)$, $b = Q_\xi(e)$, $c = Q_\xi(g)$, which are the translations of the basis $j, e, g$ from $V_\xi$ in the case of the first chart. In the case of the second chart $\hat{Q}_\xi$ translates $j, e, g$ from $V_{-i}$ to $V_\xi$. Thus, we need to find elements $Q_\xi \in G_2$ and $\hat{Q}_\xi \in G_2$. Knowing the first one is enough, because then the second is given due to the identities $Q_{-\xi}(-i) = Q_{-\xi}(1-i) = Q_{-\xi}(-1) = -1(-\xi) = \xi$.

It will be convenient to look for $Q_\xi$ in the form of an inner automorphism generated by an element $r \in \mathcal{O}$. The easiest is to look for a unit length octonion that induces $Q_\xi$. For a unit length octonion $r$ the conjugate of $i$ with $r$ is

$$rir = (0, r_1^2 + r_2^2 - r_3^2 - r_4^2 - r_5^2 - r_6^2 - r_7^2 - r_8^2, 2(r_2 r_3 + r_1 r_4), 2(r_2 r_4 - r_1 r_3),$$

$$2(r_2 r_5 + r_1 r_6), 2(r_2 r_6 - r_1 r_5), 2(r_2 r_7 - r_1 r_8), 2(r_1 r_7 + r_2 r_8)).$$

Since $r_8 \xi ir_\xi = \xi = (0, x_2, \ldots, x_8)$ is needed, the following system of equations is to be solved

$$r_1^2 + r_2^2 - r_3^2 - r_4^2 - r_5^2 - r_6^2 - r_7^2 - r_8^2 = x_2,$$

$$2(r_2 r_3 + r_1 r_4) = x_3,$$

$$2(r_2 r_4 - r_1 r_3) = x_4,$$

$$2(r_2 r_5 + r_1 r_6) = x_5,$$

$$2(r_2 r_6 - r_1 r_5) = x_6,$$

$$2(r_2 r_7 - r_1 r_8) = x_7,$$

$$2(r_1 r_7 + r_2 r_8) = x_8.$$
From Theorem 2.9 it follows that $r_1 = \frac{1}{2}$ is required. The general solution for a fixed $\xi \in U_1$ of this system of equations is

$$r_\xi = \frac{1}{2} \left( 1, \sqrt{1 + 2x_2}, \frac{x_3 + x_4\sqrt{1 + 2x_2}}{1 + x_2}, \frac{x_5 + x_6\sqrt{1 + 2x_2}}{1 + x_2}, \frac{x_7 + x_8\sqrt{1 + 2x_2}}{1 + x_2}, -x_7 + x_8\sqrt{1 + 2x_2} \right). \quad (3.3)$$

### 3.2 The transition function over the equator

As in the previous sections we cover the base space $S^6$ with two trivializing charts given by $U_1 = S^6 \setminus \{S\}$ and $U_2 = S^6 \setminus \{N\}$. We are interested in the transition function between the two trivializations over the equator. This is enough to reconstruct the whole fibration, since the equator is a deformation retract of the intersection of the charts. The equator $S^5$ will be identified with a submanifold of $\mathbb{C}^3 = V_i = V_{-i}$ as

$$S^5 = \{(u, v, w) \in \mathbb{C}^3 \mid |u|^2 + |v|^2 + |w|^2 = 1\},$$

where the coordinate functions $u$, $v$, and $w$ are the duals of $j$, $e$, and $g$ respectively. We are now ready to prove Theorem 1.2 which we restate here.

**Theorem 3.5.** The transition function between the two trivializations of the principal SU(3)-bundle $G_2 \to S^6$ at the equator is

$$\theta: S^5 \to SU(3), \quad \begin{pmatrix} u \\ v \\ w \end{pmatrix} \mapsto \begin{pmatrix} u^2 & vu + \bar{w} & wu - \bar{v} \\ uv - \bar{w} & v^2 & wv + \bar{u} \\ uw + \bar{v} & vw - \bar{u} & w^2 \end{pmatrix}.$$

From now on we assume that any $\xi \in \mathbb{O}$ is in the equator of $S^6$, and thus $x_2 = 0$. In this case the solution (3.3) simplifies to

$$r_\xi = \frac{1}{2} (1, 1, x_3 - x_4, x_3 + x_4, x_5 - x_6, x_5 + x_6, x_7 + x_8, -x_7 + x_8).$$

Due to the fact that $i \xi = (0, 0, -x_4, x_3, -x_6, x_5, x_8, -x_7)$ we have

$$r_\xi = \frac{1}{2} + \frac{i}{2} + \frac{\xi + i\xi}{2} = \frac{(1 + i)(1 + \xi)}{2}.$$

It is easy to check that $r_\xi$ is really a solution, because in this case due to Lemmas 2.4(2) and 2.8 we may perform the multiplication in arbitrary order:

$$\frac{(1 + i)(1 + \xi)}{2} \cdot \frac{(1 + i)(1 + \xi)}{2} = \frac{1}{4} (1 + i)((1 + \xi)i(1 - \xi))(1 - i) = \frac{1}{4} (1 + i)(i + 2\xi i + i\xi^2)(1 - i) = \frac{1}{4} (1 + i)(2\xi i)(1 - i) = \frac{1}{4} (2\xi i + 2i\xi^2 - 2i\xi i^2) = \frac{1}{4} (2\xi i - 2i\xi^2 + 2\xi + 2i\xi) = \frac{1}{4} (2\xi i + 4\xi - 2i\xi) = \frac{4\xi}{4} = \xi.$$

Consequently, the required automorphisms for an arbitrary $\xi \in U_1 \cap U_2$ are

$$Q_\xi: \mathbb{O} \to \mathbb{O}, \quad x \mapsto r_\xi x \bar{r}_\xi,$$

$$\bar{Q}_\xi: \mathbb{O} \to \mathbb{O}, \quad x \mapsto r_{-\xi} x \bar{r}_{-\xi}.$$
Once again, the transition function between the two trivializations is
\[
\psi_1 \circ \psi_2^{-1} : U_1 \cap U_2 \times SU(3) \to U_1 \cap U_2 \times SU(3), \quad (\xi, \phi) \mapsto (\xi, \theta_\xi \circ \tilde{\theta}_\xi^{-1}(\phi)).
\]
As it was discussed above, the meaning of \(\psi_1\) is the following:
\[
(\xi, \eta, \zeta) \mapsto
\begin{pmatrix}
\langle \eta, Q_\xi \rangle + I(\eta, Q_\xi \kappa) & \langle \zeta, Q_\xi \rangle + I(\zeta, Q_\xi \kappa) & \langle \eta \zeta, Q_\xi k \rangle + I(\eta \zeta, Q_\xi k) \\
\langle \eta, Q_\xi e \rangle + I(\eta, Q_\xi f) & \langle \zeta, Q_\xi e \rangle + I(\zeta, Q_\xi f) & \langle \eta \zeta, Q_\xi e \rangle + I(\eta \zeta, Q_\xi f) \\
\langle \eta, Q_\xi g \rangle + I(\eta, Q_\xi h) & \langle \zeta, Q_\xi g \rangle + I(\zeta, Q_\xi h) & \langle \eta \zeta, Q_\xi g \rangle + I(\eta \zeta, Q_\xi h)
\end{pmatrix}.
\]
Similarly, \(\psi_2\) is
\[
(\xi, \eta, \zeta) \mapsto
\begin{pmatrix}
\langle \eta, Q_\xi \rangle + I(\eta, Q_\xi \kappa) & \langle \zeta, Q_\xi \rangle + I(\zeta, Q_\xi \kappa) & \langle \eta \zeta, Q_\xi k \rangle + I(\eta \zeta, Q_\xi k) \\
\langle \eta, Q_\xi e \rangle + I(\eta, Q_\xi f) & \langle \zeta, Q_\xi e \rangle + I(\zeta, Q_\xi f) & \langle \eta \zeta, Q_\xi e \rangle + I(\eta \zeta, Q_\xi f) \\
\langle \eta, Q_\xi g \rangle + I(\eta, Q_\xi h) & \langle \zeta, Q_\xi g \rangle + I(\zeta, Q_\xi h) & \langle \eta \zeta, Q_\xi g \rangle + I(\eta \zeta, Q_\xi h)
\end{pmatrix}.
\]
The mapping \(Q_\xi(v) = r_\xi v \bar{r}_\xi\) is linear in \(v\), because \(\mathbb{O}\) is distributive and scalars commute with everything. Due to the construction \(Q_\xi(x)\) maps the subspace \(V_i\) to \(V_\xi\) isomorphically.

**Lemma 3.6.** If \(v, \xi \in V_i\), then
\[
Q_\xi(v) = \frac{1}{2}((-1 + i + \xi + i\xi)v + (v, \xi + i\xi)(1 + i + \xi + i\xi)).
\]

**Proof.** To compute \(Q_\xi(v)\), four groups of identities will be necessary.
(i) According to the definition of the scalar product in \(\mathbb{O}\) and Lemma 2.4(4)
\[
\begin{align*}
v \cdot i\xi &= -\bar{\xi} \cdot \bar{v} + 2(v, \bar{\xi} \bar{\xi}) = \xi v + 2(v, \xi i) = -i\xi \cdot v - 2(v, i\xi), \\
i(\bar{v} \cdot \xi) &= -i\xi \cdot \bar{v} + 2(\bar{v}, \xi \bar{\xi}) = -i\xi \cdot v - 2(v, \xi i), \\
\xi v \cdot i &= -\xi \bar{v} \cdot \bar{v} + 2\langle \bar{v}, \bar{\xi} \bar{\xi} \rangle \xi = i\xi \cdot v.
\end{align*}
\]
Therefore
\[
i\xi \cdot v - \xi v \cdot i - iv \cdot \xi - v \cdot i\xi = 2i\xi \cdot v + 2\langle v, \xi i \rangle + 2\langle v, i\xi \rangle. \tag{3.4}
\]
(ii) Similarly,
\[
\begin{align*}
i(\bar{v} \cdot i\xi) &= -(i \cdot i\xi)\bar{v} + 2(i\xi, \bar{v})i = (i \cdot \xi i)v + 2(\xi i, v)i = \xi v + 2(\xi i, v)i, \\
(i\xi \cdot v)i &= -(i\xi \cdot i\xi)\bar{v} + 2(\bar{v}, \xi i\xi) = -(i\xi i)v = (ii\xi)v = -\xi v.
\end{align*}
\]
Summing over the two equations this leads to
\[
iv \cdot i\xi + (i\xi \cdot v)i = \xi v + 2(\xi i, v)i - \xi v = 2(\xi i, v)i. \tag{3.5}
\]
(iii) With essentially the same tricks one obtains
\[
\begin{align*}
(i\xi \cdot v)\xi &= -(i\xi \cdot \bar{v})\bar{v} + 2(\bar{v}, \xi \bar{v})i\xi = iv - 2(v, \xi)i\xi, \\
\xi v \cdot i\xi &= -\xi i\bar{v} \cdot \bar{v} + 2(\bar{v}, i\xi)\xi = -(\xi \cdot \bar{v} \bar{v})\bar{v} - 2(v, i\xi)\xi = -iv - 2(v, i\xi)\xi.
\end{align*}
\]
Therefore
\[
(i\xi \cdot v)\xi + \xi v \cdot i\xi = iv - 2(v, \xi)i\xi - iv - 2(v, i\xi)\xi = -2(v, \xi)i\xi - 2(v, i\xi)\xi. \tag{3.6}
\]
(iv) Once again,
\begin{align}
\xi v \xi &= -\xi \xi \cdot v + 2(\xi, v) \xi = v - 2(\xi, v) \xi, \\
i \xi \cdot v \cdot i \xi &= -(i \xi) i \xi \cdot v + 2(i \xi, v) i \xi = v - 2(i \xi, v) i \xi.
\end{align}

Putting these together,
\[Q_\xi(v) = r_\xi v r_\xi = \frac{1}{4}(1 + i + \xi + i \xi) v (1 - i - \xi - i \xi)\]
\[= \frac{1}{4}(v + iv + \xi v + i \xi \cdot v) (1 - i - \xi - i \xi)\]
\[= \frac{1}{4}(v + iv + \xi v + i \xi \cdot v - vi - ivi - \xi v \cdot i - (i \xi \cdot v) i - v \xi - i \xi \cdot v - i \xi \cdot v - i \xi)\]
\[= \frac{1}{4}(2iv + \xi v - v \xi + (i \xi \cdot v - \xi v \cdot i - iv \cdot \xi - v \cdot i \xi)\]
\[= \frac{1}{4}(2iv - 2v + 2i \xi \cdot v + \xi v - v \xi + 2\langle v, \xi \rangle i + 2\langle v, i \xi \rangle\]
\[= \frac{1}{4}(2iv - 2v + 2i \xi \cdot v + 2\xi v + 2\langle v, \xi \rangle i + 2\langle v, i \xi \rangle\]
\[= \frac{1}{4}(2iv - 2v + 2i \xi \cdot v + 2\xi v + 2\langle v, \xi \rangle i + 2\langle v, i \xi \rangle\]
\[= \frac{1}{4}(iv - v + i \xi \cdot v + \xi v + \langle \xi, v \rangle(1 + i + \xi + i \xi))\]
\[= \frac{1}{2}((-1 + i + \xi + i \xi) v + \langle v, \xi + i \xi \rangle(1 + i + \xi + i \xi)),\]

where in the sixth equality the formulas (3.4), (3.5), (3.6), (3.7) and (3.8) were used, while in seventh equality the rule \(v \xi = -v \xi - 2(v, \xi)\) was applied.

Using Lemma 3.6 the inverse function \(Q^{-1}_\xi : V_\xi \rightarrow V_\xi\) can be calculated as well by observing that the roles of \(i\) and \(\xi\) are played by \(-\xi\) and \(-i\) respectively. Taking into account that any \(v \in V_\xi\) is perpendicular to \(\xi\), essentially the same calculation leads to
\[Q^{-1}_\xi(v) = r_\xi v r_\xi = \frac{1}{4}(1 - i - \xi - i \xi) v (1 + i + \xi + i \xi)\]
\[= \frac{1}{4}(1 + (-i) + (-\xi) + (-\xi)(-i) v (1 - (-i) - (-\xi) - (-\xi)(-i))\]
\[= (-1 - \xi - i + \xi i) v + \langle v, -i + \xi i \rangle (1 - \xi - i + \xi i).\]

Moreover,
\[Q^{-1}_\xi(v) = (-1 + \xi - i - \xi i) v + \langle v, -i - \xi i \rangle (1 + \xi - i - \xi i).\]

**Lemma 3.7.** If \(v, \xi \in V_i\), then
\[Q^{-1}_\xi \circ Q_\xi(v) = v \xi - \langle v, \xi \rangle (1 + \xi) - \langle v, i \rangle (1 + \xi) i.\]

**Proof.** To calculate \(Q^{-1}_\xi \circ Q_\xi(v)\) for an arbitrary \(v \in V_i\) more preparation is needed.

(i) Applying Lemma 2.4(5) we obtain
\[\xi (i \xi \cdot v) + i \xi \cdot v = \xi i \xi \cdot v + i \xi \xi \cdot v = iv - iv = 0.\]
(ii) By changing the order of terms in the multiplications one obtains
\[ i : \xi v = v \xi \cdot i - 2(\xi v, i) = -vi \cdot \xi - 2\langle \xi v, i \rangle, \]
\[ \xi \cdot iv = vi \cdot \xi - 2\langle iv, \xi \rangle. \]

Using Lemma 2.4(6) and the definition of multiplication it can be proved, that
\[ 2(\xi v, i) - 2\langle iv, \xi \rangle = 4\langle i\xi, v \rangle. \]

Therefore,
\[ \xi \cdot iv - i \cdot \xi v = 2vi \cdot \xi + 2\langle \xi v, i \rangle - 2\langle iv, \xi \rangle = 2vi \cdot \xi + 4\langle i\xi, v \rangle \]
\[ = -2ivi \cdot \xi + 4\langle i\xi, v \rangle = 2i\xi \cdot v + 4\langle v, \xi \rangle i + 4\langle i\xi, v \rangle, \]
and thus
\[ -2i\xi \cdot v + \xi \cdot iv - i \cdot \xi v = 4\langle v, \xi \rangle i + 4\langle i\xi, v \rangle. \]

(iii) By exchanging \( \xi \) with \( i\xi \) in (3.10) one has
\[ i\xi \cdot iv - i(i\xi \cdot v) = 2ii\xi v + 4\langle v, i\xi \rangle i + 4\langle ii\xi, v \rangle = -2\xi v + 4\langle v, i\xi \rangle i - 4\langle \xi, v \rangle. \]

(iv) If \( a, b \in \mathbb{O}' \) and \( a \perp b \), then \( ab \) is orthogonal to both \( a \) and \( b \). Thus
\[ \langle 1 + i + \xi + i\xi, -i + i\xi \rangle = 0 - 1 + 0 + 1 = 0. \]

(v) Finally, taking into account again the orthogonality assumptions and Lemma 2.4(6)
\[ \langle i\xi \cdot v, i \rangle = -\langle \xi i \cdot v, i \rangle = \langle iv, i\xi \rangle + 2\langle i\xi, v \rangle \langle v, 1 \rangle = -\langle iv, i\xi \rangle = -\langle v, \xi \rangle. \]

This leads to
\[ \langle (-1 + i + \xi + i\xi)v, -i + i\xi \rangle \]
\[ = \langle -v, -i + i\xi \rangle + \langle iv, -i + i\xi \rangle + \langle \xi v, -i + i\xi \rangle + \langle \xi v, i\xi \rangle \]
\[ = \langle -v, i\xi \rangle + \langle iv, i\xi \rangle - \langle \xi v, i\xi \rangle \]
\[ = \langle 0, \xi \rangle. \]

To simplify calculation it is useful to get rid of the constant factor. According to Lemma 3.6 we have
\[ 4Q_{-\xi}^{-1} \circ Q_{\xi}(v) = (-1 - i + \xi + i\xi)((-1 + i + \xi + i\xi)v + \langle v, \xi + i\xi \rangle(1 + i + \xi + i\xi)) \]
\[ + \langle (-1 + i + \xi + i\xi)v + (\langle v, \xi + i\xi \rangle)(1 + i + \xi + i\xi), -i - i\xi \rangle \]
\[ \times (1 + i + \xi + i\xi) \]
\[ = v - iv - \xi v - i\xi \cdot v + \langle v, \xi + i\xi \rangle(-1 - i - \xi - i\xi) \]
\[ + iv - i^2 v - i \cdot \xi v - i(i\xi \cdot v) + (\langle v, \xi + i\xi \rangle(-i - i^2 - \xi - i^2\xi) \]
\[ - \xi v + \xi \cdot iv + \xi^2 v + \xi(i\xi \cdot v) + \langle \xi + \xi i + i\xi + \xi i + i\xi + i\xi + \xi i + i\xi + i\xi + i\xi, v \rangle \]
\[ - i\xi \cdot v + i\xi \cdot iv + i\xi \cdot \xi v + (i\xi)^2 v + \langle v, \xi + i\xi \rangle \]
\[ \boxed{\langle \xi + \xi i + i\xi + i\xi + i\xi + i\xi + \xi i + i\xi + i\xi + i\xi, v \rangle}
\[ + \boxed{\langle v, \xi + i\xi \rangle(1 + i + \xi + i\xi, -i + i\xi) \rangle (1 - i + \xi + i\xi) \]
\[ + \boxed{\langle v, \xi + i\xi \rangle(1 + i + \xi + i\xi, -i + i\xi) \rangle (1 - i + \xi + i\xi). \]
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= -2ξv + (-2iξ \cdot v + ξ \cdot iv - i \cdot ξv) \\
+ (iξ \cdot iv - i(iξ \cdot v)) + (ξ(iξ \cdot v) + iξ \cdot ξv) \\
+ 2\langle v, ξ + iξ \rangle(-1 - i + ξ + ξi) \\
+ \langle(-1 + i + ξ + iξ)v, -i + iξ\rangle(1 + ξ - i + iξ) \\
= -4ξv - 4(ξ, v) + 4(v, ξ)i + 4(iξ, v) + 4\langle v, iξ\rangle \\
+ 2((v, ξ + iξ))(-1 + ξ - i + iξ) + 2\langle v, ξ + iξ\rangle(1 + ξ - i + iξ) \\
= -4ξv + (ξ, v)(-4 - 2 + 2i - 2i - 2i + 2ξ + 2ξ + 2ξ + 2ξ + 2ξi - 2ξi) \\
+ \langle iξ, v\rangle(4 - 2 - 2 + 2i + 2i + 2ξ - 2ξ + 2ξi) \\
= -4ξv + (ξ, v)(-4 + 4ξ) + \langle iξ, v\rangle(4i + 4ξi) \\
= 4ξv + (ξ, v)(4 + 4ξ) + \langle iξ, v\rangle(4i + 4ξi),
From the well-known periodicity theorem of Bott [2] it follows that

\[ Q^{-1}_\xi \circ Q_\xi (c) = c\xi - \langle c\xi, 1 \rangle (1 + \xi) - \langle c\xi, i \rangle (1 + \xi)i \]

\[ = \begin{pmatrix} w \\ 0 \end{pmatrix} + v_1 \begin{pmatrix} \pi \\ \bar{v} \end{pmatrix} - v_2 \begin{pmatrix} \pi I \\ \bar{v} I \end{pmatrix} = \begin{pmatrix} w \\ -u \end{pmatrix} + (v_1 - v_2 I) \begin{pmatrix} \pi \\ \bar{v} \end{pmatrix} = \begin{pmatrix} \pi u + w \\ \bar{v}w - u \end{pmatrix}, \]

\[ Q^{-1}_\xi \circ Q_\xi (g) = g\xi - \langle g\xi, 1 \rangle (1 + \xi) - \langle g\xi, i \rangle (1 + \xi)i \]

\[ = \begin{pmatrix} -v \\ u \end{pmatrix} + u_1 \begin{pmatrix} \pi \\ \bar{v} \end{pmatrix} - u_2 \begin{pmatrix} \pi I \\ \bar{v} I \end{pmatrix} = \begin{pmatrix} -v \\ 0 \end{pmatrix} + (u_1 - u_2 I) \begin{pmatrix} \pi \\ \bar{v} \end{pmatrix} = \begin{pmatrix} \pi u - v \\ \bar{v}w + u \end{pmatrix}. \]

Putting all together, the matrix which represents the mapping \( Q^{-1}_\xi \circ Q_\xi : V_i \rightarrow V_{-i} \) is

\[ M_\xi = \begin{pmatrix} u^2 & \bar{u}v + w & vu - \bar{w} \\ \bar{u}w - w & \pi^2 & \bar{v}w + u \\ \bar{u}w + v & \bar{v}w - u & \bar{w}^2 \end{pmatrix}, \]

and to get matrix of the same function as a \( V_{-i} \rightarrow V_{-i} \) mapping each complex coordinate of \( \xi \) should be conjugated:

\[ M_\xi = \begin{pmatrix} u^2 & vu + \bar{w} & wu - \bar{v} \\ wv - \bar{w} & v^2 & \bar{w}v + u \\ uw + \bar{v} & vw - \bar{u} & w^2 \end{pmatrix}. \]

This proves the statement. \( \square \)

### 3.3 The class of \( G_2 \)

As it is known the principal SU(3)-bundles over \( S^6 \) are classified by \( \pi_5(\text{SU}(3)) \). The following fact is well known, but again we included a sketch proof of it.

**Proposition 3.8.** \( \pi_5(\text{SU}(3)) = \mathbb{Z} \).

**Sketch proof.** From the well-known periodicity theorem of Bott [2] it follows that \( \pi_5(\text{SU}(4)) = \mathbb{Z} \). It can be shown as well that \( \text{SU}(4) = \text{Spin}(6) \). By definition \( \text{Spin}(6) \) is the double cover of \( \text{SO}(6) \). A covering mapping induces isomorphisms on the higher homotopy groups of the total and base spaces. Thus, \( \pi_5(\text{Spin}(6)) = \pi_5(\text{SO}(6)) \). Moreover, \( \text{CP}^3 = \text{SO}(6)/U(3) \) and from the long exact sequence of this fibration one obtains \( \pi_5(\text{SO}(6)) = \pi_5(U(3)) \). Finally the mapping \( \det: U(3) \rightarrow U(1) \) is a locally trivial fibration with fibers \( \det^{-1}(1) = \text{SU}(3) \). From the long exact sequence of this fibration one obtains \( \pi_5(U(3)) = \pi_5(\text{SU}(3)) \). \( \square \)

Our proof of the next statement is an adaptation of [3, Proposition 2]. It provides Theorem 1.1.

**Proposition 3.9.** The map \( \theta: S^5 \rightarrow \text{SU}(3) \) from Theorem 3.5 is the generator of \( \pi_5(\text{SU}(3)) \).

**Proof.** The columns of a matrix in \( \text{SU}(3) \) are unit length vectors in \( \mathbb{C}^3 \). Define a mapping \( \pi: \text{SU}(3) \rightarrow S^5 \) as the projection onto the first column. Then the fiber above, e.g., \( (1, 0, 0) \) is \( \text{SU}(2) \) and therefore \( \pi: \text{SU}(3) \rightarrow S^5 \) is a fibration with fibers \( \text{SU}(2) \). Then the long exact homotopy sequence of this fibration gives

\[ \pi_5(\text{SU}(3)) \xrightarrow{\pi_*} \pi_5(S^5) \xrightarrow{\pi_5(\text{SU}(2))} \pi_4(\text{SU}(2)) \xrightarrow{\pi_4(\text{SU}(3))}. \]

Because the mapping \( \pi_4(\text{SU}(2)) \rightarrow \pi_4(\text{SU}(3)) \) is surjective, the map \( \pi_* \) should be multiplication by 2. A generator of \( \pi_5(S^5) \) is just a map \( S^5 \rightarrow S^5 \) of degree one. The degree of \( \pi \circ \theta: S^5 \rightarrow S^5 \) is 2, because this mapping is just the first column of \( \theta \). For example, the point \( (1, 0, 0) \) has preimage \( \{(1, 0, 0), (-1, 0, 0)\} \). It can be checked that the corresponding signs are the same and therefore \( \pi_*(\theta) = 2 \). Thus \( \theta \) is a generator of \( \pi_5(\text{SU}(3)) \). \( \square \)
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