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Abstract. In this paper, we consider the problem of approximately aligning/matching two graphs. Given two graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, the objective is to map nodes $u, v \in G_1$ to nodes $u', v' \in G_2$ such that when $u, v$ have an edge in $G_1$, very likely their corresponding nodes $u', v'$ in $G_2$ are connected as well. This problem with subgraph isomorphism as a special case has extra challenges when we consider matching complex networks exhibiting the small world phenomena. In this work, we propose to use ‘Ricci flow metric’, to define the distance between two nodes in a network. This is then used to define similarity of a pair of nodes in two networks respectively, which is the crucial step of network alignment. Specifically, the Ricci curvature of an edge describes intuitively how well the local neighborhood is connected. The graph Ricci flow uniformizes discrete Ricci curvature and induces a Ricci flow metric that is insensitive to node/edge insertions and deletions. With the new metric, we can map a node in $G_1$ to a node in $G_2$ whose distance vector to only a few preselected landmarks is the most similar. The robustness of the graph metric makes it outperform other methods when tested on various complex graph models and real world network data sets (Emails, Internet, and protein interaction networks).

1 Introduction

Given two graphs $G_1$ and $G_2$ with approximately the same graph topology, we want to find the correspondence of their nodes – node $v$ in $G_1$ is mapped to a node $f(v)$ in $G_2$ such that whenever $u, v$ is connected in $G_1$, $f(u), f(v)$ are likely to be connected in $G_2$ as well. This is called the network alignment problem and has been heavily studied\textsuperscript{10} with numerous applications including database schema matching\textsuperscript{19}, protein interaction alignment\textsuperscript{59,9,15,45}, ontology matching\textsuperscript{58}, pattern recognition\textsuperscript{48} and social networks\textsuperscript{71,123}.

\textsuperscript{4} The source code of computing Ricci curvature and Ricci flow metric are available: https://github.com/saibalmars/GraphRicciCurvature
Network alignment is a hard problem. A special case is the classical problem of graph isomorphism, in which we test whether or not two graphs have exactly the same topology under a proper correspondence. The most recent breakthrough by László Babai [3] provides an algorithm with quasi-polynomial running time $O(\exp((\log n)^{O(1)}))$, where $n$ is the number of nodes. It still remains open whether the problem is NP-complete or not. For special graphs, polynomial time algorithms have been developed (e.g. trees [2], planar graphs [28], graphs of bounded valence [43]). For general graphs what has been commonly used include heuristic algorithms such as spectral methods [59,154], random walks [63], optimal cost matching method [32] and software packages such as Nauty, VF, and VF2, see [47,11]. The subgraph isomorphism problem, i.e., testing whether one graph is the subgraph of the other, is NP-complete and has been heavily studied as well. See the survey [10,69,16].

For practical settings, the problem is often formulated as finding a matching in a complete bipartite graph $H = (V_1, V_2, E)$, in which $V_1$ are nodes in $G_1$, $V_2$ are nodes in $G_2$, and edges $E$ carry weights that indicate similarity of the two nodes. Here similarity can be either attribute similarity or structural similarity (quantifying their positions in the network). The two graphs are aligned by taking a matching of high similarity in graph $H$. Many algorithms use this approach and they differ by how to define node similarity: L-Graal [46], Natalie [14], NetAlignMP++ [6], NSD [35], and IsoRank [59]. In this paper, our main contribution is to provide a new method to compute node structural similarity using the idea of graph curvature and curvature flow.

Our Setting. We mainly focus on complex networks that appear in the real world. Consider the Internet backbone graphs captured at two different points in time, we wish to match the nodes of the two graphs in order to understand how the network has evolved over time. Or, consider two social network topologies on the same group of users. It is likely that when two users are connected by a social tie in one network (say LinkedIn), they are also connected in the other network (say Facebook). A good alignment of two networks can be useful for many applications such as feature prediction [18], link prediction [67], anomaly detection [21], and possibly de-anonymization [22,54].

We work with the assumption that a small number $k$ (say 2 or 3) of nodes, called landmarks, are identified. Often a small number of landmarks could be discovered by using external information or properties of the networks. For example, in networks with power law degree distributions, there are often nodes with really high degree that can be identified easily. Given the landmarks, we can find a coordinate for each node $u$ as $[d(u, \ell_1), d(u, \ell_2), \ldots, d(u, \ell_k)]$, where $d(u, \ell_i)$ captures the similarity of $u$ with the $i$th landmark. This coordinate vector captures the structural position of a node in the network and can be used in the network alignment problem – two nodes $u_1 \in V_1$ and $u_2 \in V_2$ can be aligned if their respective coordinates are similar. This approach is motivated by localization in the Euclidean setting, in which three landmarks are used to define the barycentric coordinates of any node in the plane. In the complex network setting, this approach faces two major challenges that need to be addressed.
First, a proper metric that measures the distance from any node to the landmarks in the network is needed. The easiest metric is probably the hop count – the number of edges on the shortest path connecting two nodes in the network. While the hop count is often used for communication networks, for complex networks it is less helpful as these networks often have a small diameter. To look for a better measure, edges shall be properly weighed which is highly application dependent. For the Internet setting [39], measures such as Round-Trip Time (RTT) are used. In a social network setting, it is natural to weight each edge by its tie strength. But these weights are not easy to obtain. Many graph analysis methods use measures that capture local graph structures by common neighborhood, statistics generated by random walks [56,24], etc.

Second, the approach of using distances to landmarks to locate a node in the network is truly geometric in nature [20,33]. But a fundamental question is to decide what underlying metric space shall be used. Low-dimensional Euclidean spaces are often used [26,37] and spectral embedding or Tutte embedding are popular. But it is unclear what is the dimensionality of a general complex network and robustness of these embeddings is not fully understood.

**Our Approach.** We address the above problems by using the tool of graph curvature and curvature flow. In the continuous setting of a two dimensional surface, the curvature of a point captures how much it deviates from being flat at the point. The tip of a bump has positive curvature and a saddle point has negative curvature. Curvature flow is a process that deforms the surface (changing the metric) and eventually makes the curvature to be uniform everywhere. In our setting, we look at *discrete* curvatures and curvature flow defined on a graph and argue that by curvature one can encode and summarize graph structures. As will be explained later in more details and rigor, edges that are in a densely connected ‘community’ are positively curved while edges that connect two dense communities are negatively curved. Further, we can define curvature flow (which is an adaptation of surface Ricci flow to the graph setting) such that weights are given to the edges to make all edges have the same curvature. This
Fig. 2. A comparison of stretch ratios under different metrics started from node 4 labeled in yellow. Here the stretch ratio defined by the ratio of shortest path changed when nodes or edges are removed from graph. For graph $G$ and $G \setminus \{v_2, v_7\}$, the stretch ratios of shortest paths from node 4 to all other nodes are labeled in color. Here the top five stretches paths are labeled by its ratios next to the nodes. With just two edges removed, the stretch ratios of spring and spectral metric changed drastically while RF metric remains stable.

process in some sense ‘uniformizes’ the network and can be imagined as embedding the network in some intrinsic geometric space. These weights are again intuitive – edges in a dense community are short while edges that connect two far away communities are long, see Figure 1. We call the shortest path length under such weights as the Ricci flow metric. The Ricci flow metric is designed to improve robustness under insertions and deletions of edges/nodes – when an edge is removed, the shortest path distance between the two endpoints in the original graph can possibly change a lot and Ricci flow reduces such imbalance. This is useful for matching two graphs that are different topologically.

Our curvature based coordinates depend only on the network topology and thus are purely structural. But they can also be combined with node attributes (when available) to produce an alignment score. In our evaluation we have focused on methods that use structural similarities and embeddings such as hop counts, metrics induced by spectral embedding [44] or spring/Tutte embedding [64], and topology based network alignment algorithm IsoRank [59] and NSD [35]. We evaluated our network alignment algorithms on a variety of real world data sets (Internet AS graphs [60], Email networks [25,36], protein networks [18,36]) and generated model networks (random regular graphs, Erdős-Rényi graphs [17], preferential attachment model [3] and Kleinberg’s small world model [31]). Experimental evaluations show that the Ricci flow metric greatly outperforms other alternatives. In particular, most of the embedding methods perform poorly on random regular graphs due to identical node degree. Methods using hop counts suffer from the problem of not being descriptive, especially when there are only a small number of landmarks. There might be too many nodes with same coordinate under the landmark based coordinates. The spectral embedding and the spring embedding are less robust under edge insertion and deletion. IsoRank compares local similarity in a pair of graphs. In a large complex network, it is possible to have nodes that look similar in terms of local
structures but globally should not be matched. This may explain why IsoRank does not scale well.

In the following, we first present background knowledge on curvature and Ricci flow \cite{27,62}. We then present graph curvature and curvature flow, how they are used in network alignment, and empirical evaluations.

2 Background

Curvature and Ricci Flow on Surfaces. Curvature is a measure of the amount by which a geometric object deviates from being flat/straight and has multiple definitions depending on the context. Ricci flow was introduced by Richard Hamilton for Riemannian manifolds in 1982 \cite{27}. A surface Ricci flow is the process to deform the Riemannian metric of the surface, proportional to the Gaussian curvature, such that the curvature evolves like heat diffusion and becomes uniform at the limit. Intuitively, this behaves as flattening a piece of crumpled paper. Surface Ricci flow is a key tool in the proof of the Poincaré conjecture on 3-manifolds, and has numerous applications in image and shape analysis. In engineering fields, surface Ricci flow has been broadly applied on a triangulated surface setting for tackling many important problems, such as parameterization in graphics \cite{30} and deformable surface registration in vision \cite{70}.

Discrete Ricci Curvature. Curvatures for general graphs have only been studied over the past few years \cite{53,40,8,4,42,61,7}. The definitions of curvatures that are easier to generalize to a discrete graph setting are sectional curvature and Ricci curvature. Consider a point $x$ on a surface $M$ and a tangent vector $v$ at $x$ whose endpoint is $y$. Take another tangent vector $w_x$ at $x$ and imagine transporting $w_x$ along vector $v$ to be a tangent vector $w_y$ at $y$. Denote the endpoints of $w_x, w_y$ as $x', y'$. If the surface is flat, then $x, y, x', y'$ would constitute a parallelogram. Otherwise, the distance between $x', y'$ differs from $|v|$. The difference can be used to define sectional curvature \cite{53}.

Sectional curvature depends on two tangent vectors $v, w$. Averaging sectional curvature over all directions $w$ gives the Ricci curvature which only depends on $v$. Intuitively, if we think of a direction $w$ at $x$ as a point on a small ball $S_x$ centered at $x$, on average Ricci curvature controls whether the distance between a point of $S_x$ and the corresponding point of $S_y$ is smaller or larger than the distance $d(x, y)$. To allow for a general study, Ollivier \cite{53} defined a Ricci curvature by using a probability measure $m_x$ to represent the ball $S_x$. Later Ollivier Ricci curvature has been applied in different fields, for distinguishing between cancer-related genes and normal genes \cite{57}, for understanding phylogenetic trees \cite{68}, and for detecting network features such as backbone and congestions \cite{50,63,64,49,31}. There was very limited amount of theory on discrete Ollivier-Ricci curvature on graphs, and nearly none on graph Ricci flow. In the future work section of \cite{52} Ollivier suggested that people should study the discrete Ricci flow in a metric space $(X, d)$ by evolving the distance $d(x, y)$ on $X$.
according to the Ricci curvature $\kappa(x, y)$ between two points $x, y \in X$:

$$\frac{d}{dt}d(x, y) = -\kappa(x, y)d(x, y).$$

We are the first to study Ollivier-Ricci flow in the graph setting. We also suggest variants of the Ollivier-Ricci curvature that admits much faster computation and empirically evaluate properties of the Ricci flow metrics and applications in network alignment.

3 Theory and Algorithms

Ricci Curvature on Graphs

For an undirected graph $G = (V, E)$, the Ollivier-Ricci curvature of an edge $xy$ is defined as follows. Let $\pi_x$ denote the neighborhood of a node $x \in V$ and $\text{Deg}(x)$ is the degree of $x$. For a parameter $\alpha \in [0, 1]$, define a probability measure $m^\alpha_x$:

$$m^\alpha_x(x_i) = \begin{cases} 
\alpha & \text{if } x_i = x \\
(1 - \alpha) / \text{Deg}(x) & \text{if } x_i \in \pi_x \\
0 & \text{otherwise}
\end{cases}$$

Suppose $w(x, y)$ is the weight of edge $xy$ and $d(x, y)$ the shortest path length between $x$ and $y$ in the weighted graph. The optimal transportation distance (OTD) between $m^\alpha_x$ and $m^\alpha_y$ is defined as the best way of transporting the mass distribution $m^\alpha_x$ to the mass distribution $m^\alpha_y$:

$$W(m^\alpha_x, m^\alpha_y) = \inf_M \sum_{x_i, y_j \in V} d(x_i, y_j)M(x_i, y_j)$$

where $M(x_i, y_j)$ is the amount of mass moved from $x_i$ to $y_j$ along the shortest path (of length $d(x_i, y_j)$) and we would like to take the best possible assignment (transport plan) that minimizes the total transport distance. The discrete Ollivier-Ricci curvature [53] is defined as follows

$$\kappa^w(x, y) = 1 - \frac{W(m^\alpha_x, m^\alpha_y)}{d(x, y)}.$$ 

In this paper, $\kappa^w(x, y)$ is called the OTD-Ricci curvature.

The OTD-Ricci curvature describes the connectivity in the local neighborhood of $xy$ [50]. If $xy$ is a bridge so the nodes in $\pi_x$ have to travel through the edge $xy$ to get to nodes in $\pi_y$, $W(m^\alpha_x, m^\alpha_y) > d(x, y)$ and the curvature of $xy$ is negative. Similarly, if the neighbors of $x$ and the neighbors of $y$ are well connected (such that $W(m^\alpha_x, m^\alpha_y) < d(x, y)$), the curvature on $xy$ is positive.

The optimal transportation distance can be solved by linear programming (LP) to find the best values for $M(x_i, y_j)$:

Minimize: $\sum_{i,j} d(x_i, y_j)M(x_i, y_j)$

s.t. $\sum_j M(x_i, y_j) = m^\alpha_x(x_i), \forall i$ and $\sum_i M(x_i, y_j) = m^\alpha_y(y_j), \forall j$
The computation of the linear program on large networks may be time-consuming. To address the computational challenges, we define a variant of the OTD-Ricci curvature by using a specific transportation plan instead of the optimal transportation plan. We take the average transportation distance (ATD) \(A(m_x^\alpha, m_y^\alpha)\), in which we transfer an equal amount of mass from each neighbor \(x_i\) of \(x\) to each neighbor \(y_j\) of \(y\) and transfers the mass of \(x\) to \(y\). One could easily verify that this is a valid transportation plan. Thus, the discrete Ricci curvature by the average transportation distance (ATD) is defined as:

\[
\kappa^a(x, y) = 1 - \frac{A(m_x^\alpha, m_y^\alpha)}{d(x, y)},
\]

Since we remove the LP step in the computation, the computational complexity of the ATD-Ricci curvature is drastically improved. As will be presented later, our experimental results show that computing discrete Ricci flow using the ATD-Ricci curvature maintains and even enhances the robustness of graph alignment. In this paper, we fix \(\alpha = 0\) and simplify the notation of discrete Ricci curvature by \(\kappa(x, y)\) in the discussion of discrete Ricci flow.

**Discrete Ricci Flow** Ricci flow is a process that deforms the metric while the Ricci curvature evolves to be uniform everywhere. For any pair of adjacent nodes \(x\) and \(y\) on a graph \(G = (V, E)\), we adjust the edge weight of \(xy\), \(w_i(x, y)\), by the curvature \(\kappa_i(x, y)\):

\[
w_{i+1}(x, y) = w_i(x, y) - \epsilon \cdot \kappa_i(x, y) \cdot w_i(x, y), \quad \forall xy \in E,
\]

where \(\kappa_i(x, y)\) is computed using the current edge weight \(w_i(x, y)\). The step size is controlled by \(\epsilon > 0\) and we take \(\epsilon = 1\) in our experiment.

After each iteration we rescale the edge weights so the total edge weight in the graph remains the same, since only relative distances between nodes matter in a graph metric. A pseudo-code is presented in the appendix.

**Ricci Flow Metric** When graph Ricci flow converges, each edge \(xy\) is given a weight \(w(x, y)\). We denote the shortest path metric with such weights to be the Ricci Flow Metric, denoted as \(d(x, y)\). To understand the metric, notice that when the Ricci flow converges the following is true. Here we take step size \(\epsilon = 1\):

\[
(w(x, y) - \kappa(x, y) \cdot w(x, y)) \cdot N \approx w(x, y)
\]

where

\[
N = \frac{|E|}{\sum_{xy \in E} (w(x, y) - \kappa(x, y)w(x, y))},
\]

Denote the transportation distance between the two probability measures \(m_x^\alpha\) and \(m_y^\alpha\) to be \(T(x, y)\), we have

\[
\kappa(x, y) \approx 1 - \frac{T(x, y)}{d(x, y)}, \quad \frac{T(x, y)}{d(x, y)} \approx \frac{1}{N}.
\]

To understand what this means, recall that \(T(x, y)\) represents the distances from \(x\)'s neighborhood to \(y\)'s neighborhood. Before we run Ricci flow, this value
for different edges can vary a lot – in the neighborhood of positively curved edges there are many ‘shortcuts’ making $T(x,y)$ to be significantly shorter than $d(x,y)$, while in the neighborhood of negatively curved edges $T(x,y)$ is longer than $d(x,y)$. The purpose of Ricci flow is to re-adjust the edge weights to reduce such imbalance. Suppose we remove an edge $xy$ with negative curvature before Ricci flow and break the shortest path from $x'$ (a neighbor of $x$) to $y'$ (a neighbor of $y$). The alternative path from $x'$ to $y'$ in the neighborhood of $xy$ tends to become much longer, as $T(x,y)/d(x,y)$ is large. Thus, the change to the shortest path metric is significant. However, after the Ricci flow, with the new edge weights, the alternative path from $x'$ to $y'$ in the neighborhood of $xy$ may still get longer but not as long. Thus, the change in the shortest path length is less significant. The Ricci flow metric is more robust when edges and nodes are randomly removed.

To capture this property, we define the uniformity of graph metric using the variation of $T(x,y)/d(x,y)$ for different edges $xy$.

**Definition 1 (Metric Uniformity).** Given a graph $G = (V,E)$ with edge weight $w(x,y)$ on $xy \in E$, the metric uniformity is defined by the interquartile range (IQR), i.e., of $T(x,y)/d(x,y)$ over all edges, the difference between 75th and 25th percentiles.

The metric uniformity measures the diversity of $T(x,y)/d(x,y)$ over all edges around the median. Lower metric uniformity indicates that $T(x,y)/d(x,y)$ are less dispersed about the median. Therefore, the corresponding metric is more robust upon node/edge insertions and deletions.

4 Network Alignment by Ricci Flow Metric

Given two graphs $G_1$ and $G_2$, suppose there are $k$ landmarks $L = \{\ell_i| i = 1, 2, \cdots, k\}$ in both $G_1$ and $G_2$ with known correspondence, $k$ is a small constant such as 3 or 4. These landmarks may be known beforehand by external knowledge. We use these landmarks to find the correspondence of nodes in $G_1$ and $G_2$. Specifically, we represent each node $v \in G_j$ by its relative positions to the landmarks $v_L = [d_j(v,\ell_1), d_j(v,\ell_2), \cdots, d_j(v,\ell_k)]$, where $d_j(v,\ell_i)$ denotes the shortest distance from $v$ to $\ell_i$ in graph $G_j$ using the Ricci flow metric. We define the cost of matching $u \in G_1$ with $v \in G_2$ by the 2-norm of the difference between $u_L$ and $v_L$,

$$C_{uv} = ||u_L - v_L||_2.$$  

The smaller $C_{uv}$ is, the more similar $u,v$ are. The alignment problem can be formulated as finding a low-cost matching in the complete bipartite graph $H = (V_1 \cup V_2, E)$ where the edge in $E$ connecting $u \in V_1$ and $v \in V_2$ has weight $C_{uv}$.

**Matching Algorithms.** To find a low cost matching in the bipartite graph or a similarity matrix, we can apply the following two algorithms.

- The Hungarian min-cost matching algorithm [29] finds a matching which minimizes $\sum_{u \in G_1, v \in G_2} C_{uv}$ in $O(|V|^3)$ time.
A greedy matching method iteratively locates the minimal $C_{uv}$, records the node pair $(u, v)$, and removes all elements involving either $u$ or $v$, until the nodes of either $G_1$ or $G_2$ are all paired.

We note that in prior network alignment algorithms, such as IsoRank and NSD, greedy matching was unanimously selected due to its efficiency. We tested both algorithms with the results on Hungarian algorithms presented in the appendix.

**Matching Accuracy.** To evaluate the accuracy of the matching results, one idea is to count how many nodes are correctly matched with respect to their IDs in the ground truth. But this measure may be too strict. For example, if $G_1$ and $G_2$ are both complete graphs of the same size, any matching of nodes in $G_1$ and nodes in $G_2$ should be considered to be correct. It is well known that social networks have community structures and many different levels of node equivalence and symmetry. There are different definitions for two nodes $u, v$ in a graph $G$ to be equivalent:

- **Structural equivalence**: $u$ and $v$ have exactly the same set of neighbors;
- **Automorphic equivalence**: if we relabel the nodes in an automorphic transformation (i.e., the graph after relabeling is isomorphic to the original graph), the labels of $u, v$ are exchanged;
- **Regular equivalence** [41]: $u, v$ are connected if they are equally related to equivalent others. That is, regular equivalence sets are composed of nodes who have similar relations to members of other regular equivalence sets.

Regular equivalence is the least restrictive of the three definitions of equivalence, but probably the most important for the sociologists as it captures the sociological concept of a “role”. Previous quantitative measures of regular equivalence [38] unfortunately, are not very effective in identifying the global symmetric structures. For example, the two terminal nodes of a path graph cannot be classified to the same regular equivalence class.

**Connected Equivalence.** Motivated by regular equivalence, we would like to consider two nodes to be connected equivalence if they have similar connections to other nodes. Specifically, we compute the length of shortest paths (using the Ricci flow metric) from $u$ and $v$ to all other nodes, except $u, v$ themselves, in a fixed order in $G_1$ or $G_2$, and denote the results by two vectors $u_L$ and $v_L$. If the two vectors are similar (i.e., $\|u_L - v_L\|_2 < \epsilon$ for some small $\epsilon > 0$), then we say that $u, v$ are equivalent and the matching of $u$ to $v$ is correct.

## 5 Evaluation

In this section, we demonstrate the performance of Ricci flow metric and its power on network alignment. Since Ricci flow metric only used topology feature, we compare RF-OTD, RF-ATD with two topology based network alignment algorithms IsoRank [59] and NSD [35] (other network alignment algorithms require node label/attributes), and three different embedding metrics: spectral embedding, spring embedding, and hop count. We evaluated the performance of these
algorithms in both model graphs and real-world data. The descriptions of these methods as well as the data sets are presented in Appendix B and Appendix C. Our main observations are as follows:

1. Ricci flow metrics (both RF-OTD and RF-ATD) are much more robust against edge/node insertion and deletions compared to others on noisy graph alignment problem.

2. Ricci flow metrics greatly outperform previous topological-based network alignment algorithms (IsoRank, NSD) as well as other metrics and similarity measures on noisy graph alignment problem. In many experiments our algorithm achieves more than 90% matching accuracy while other methods achieve accuracy below 30%.

3. While greedy matching performs well in model graphs, min-cost matching (i.e., Hungarian algorithm) is more suitable for real-world graphs.

Due to space limit, please refer to Appendix B for further discussion.

**Experiment Setup.** Given a graph $G_1$, we remove $n$ nodes or edges (less than 1%) uniformly randomly to create $G_2$ as a noisy graph. We then perform the alignment of $G_1$ and $G_2$. Notice that in this case, we can also regard $G_2$ as a graph with random noises added to $G_1$. Therefore, we only present the results of node deletion cases.

The graph alignment problem is solved in two steps. First, we construct a similarity matrix that records the cost of matching node $i$ in $G_1$ with node $j$ in $G_2$ for all possible $i,j$; then we perform Hungarian algorithm or greedy matching to match nodes in $G_1$ with nodes in $G_2$. We evaluate the algorithm performance by using connected equivalence.

For IsoRank and NSD, the similarity matrix is the output of the algorithm; for landmark-based methods, the similarity matrix is defined by $\ell_2$ norm of their landmark distance vectors. Here the distance metric is defined by RF-OTD and RF-ATD, distances induced by spectral embedding (dim=2), spring embedding, and hop count respectively. The performance of each metric is evaluated by varying the number of removed nodes/edges $n$ and the number of landmarks $k$. To eliminate the dependency of landmark selection, the matching accuracy is averaged by 10 experiments on different sets of landmarks. These landmarks are chosen such that every newly added landmark is furthest away from the landmarks chosen so far.

**Metric Uniformity** We first analyze the metric uniformity over all metrics on a random regular graph with 1000 nodes and 6000 edges. The box plot result is illustrated in Figure 3(a). RF-ATD yields the best metric uniformity with the smallest IQR of $2e^{-5}$. RF-OTD also performs well with IQR as 0.002. Spectral and spring embedding behave poorly. These performances are directly related to the accuracy in graph alignment. The metric with low metric uniformity is more stable when nodes/edges are missing, see Figure 2. Notice that hop count metric generates a small IQR=0.001. This is because there are often multiple

---

5 With 50 Ricci flow iterations, $\epsilon = 1$, $\alpha = 0.5$
IQR: 0.002
IQR: 0.011
IQR: 0.022
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Fig. 3. Figure 3(a) shows metric uniformity comparison of all metrics. The box plot is for $T(x, y)/w(x, y)$ with respect to each metric. We define the IQR (InterQuartile Range) of the box plot to be the metric uniformity. The smaller the metric uniformity is, the more robust the metric is under random edge removals. Figure 3(b) demonstrates a comparison of the stretch ratios of shortest path length over all methods.

shortest paths (in terms of hop count) connecting two nodes in the network so hop count is actually a fairly robust measure. But using it for graph alignment is still limited by its lack of descriptive power.

For further analysis that metric uniformity indeed captures the robustness of shortest path metric, we compute the stretch of the shortest path length between a pair of nodes in a random regular graph when 10 edges are randomly removed, shown in Figure 3(b). Consider two nodes $u, v$ in both $G_1$ and $G_2$, we denote the length of the shortest path from $u$ to $v$ by $d_{m}^{G_i}(u, v)$ under a metric $m$, where $i = 1, 2$. We define the stretch ratio of $G_1$ and $G_2$ as $s(u, v) = (d_{m}^{G_1}(u, v) - d_{m}^{G_2}(u, v))/d_{m}^{G_1}(u, v)$. The stretch ratio captures the changes of the shortest path length. A larger stretch ratio means the shortest path length changes more. In Figure 3(b) we collect the stretch ratios from one random node to all of the other nodes based on different metrics, and plot the distribution of these stretch ratios as a histogram. It turns out that hop count, Ricci flow metric with OTD and with ATD result in smaller stretch ratios, while spectral embedding is the most vulnerable one with edge deletions.

**Similarity Matrix** Here we test the similarity matrix of every pairwise node similarity of two graphs $G_1, G_2$. $G_1$ is a random regular graph with 1000 nodes.

Fig. 4. The comparison of the similarity rank of all methods. The similarity matrix represents the pairwise similarity between a random regular graph with 1000 nodes and 6000 edges and the previous graph with 10 random nodes and 120 corresponding edges removed.
and 6000 edges and $G_2$ removes 10 nodes randomly from $G_1$. We check the performance of the similarity matrix as follows. For every node $n_1 \in G_1$ and the corresponding node $n_2$ in $G_2$ in the ground truth, we check the rank of $n_2$ in the sorted list ranked by similarity values with $n_1$. A good similarity matrix should rank $n_2$ as the most similar one. A lower ranking indicates better performance of the similarity matrix. We show the results in Figure 4 with 2 landmarks. Thanks to the metric uniformity, our method yields the best performance with average similarity rank of 2 while other methods are at least 10 times higher.

Network Alignment Here we demonstrate the matching accuracy results on noisy graph alignment problem for a random regular graph (1000 nodes and degree 12 as $G_1$, and $G_2$ by randomly removing 1 node and 12 edges from $G_1$) and a real word protein-protein interaction graph (to be aligned with a graph of 10 edges randomly removed). Figure 5 shows that while most of the methods failed to align the graph correctly, the Ricci flow metric performs well with only 2 landmarks. Here since IsoRank and NSD method do not require landmarks, the performance over different landmark is shown as a straight line. The result shows that RF-ATD, which is computationally much more efficient, performs equally well as RF-OTD. Notice that the methods with poor metric uniformity as shown in Figure 3 also result in poor performance here. This supports the importance of metric uniformity in network alignment. More evaluation on different model networks and real networks also support this claim. The performance of alignment accuracy also effected by the portion of nodes and edges added/removed, the noisy graph alignment problem become harder with more noise. Please see Appendix C for further details.

6 Conclusion

In this paper, we have presented a framework to endow a graph with a novel metric through the notion of discrete Ricci flow with an application to network alignment. From the experimental results, we found that 1) the graph Ricci curvature converges through the discrete Ricci flow and; 2) Ricci flow metric on
a graph is fairly stable when edges are inserted or removed. Providing theoretic proofs of these observations are currently open and will be the next direction of our future work.
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A Algorithm Pseudo-code

Algorithm 1 shows the steps of our Ricci flow algorithm.

**Algorithm 1:** Ricci flow on a graph

| Input: | An undirected graph $G$. |
| Output: | A weighted graph $G$ in which the Ricci curvature on all edges are the same. |

1. Initialize $w_0(x, y) = 1$, $\forall xy \in E$;
2. Compute the Ricci curvature $\kappa_0(x, y)$, $\forall xy \in E$;
3. Update the edge weight by
   $$w_{i+1}(x, y) \leftarrow w_i(x, y) - \epsilon \cdot \kappa_i(x, y) \cdot w_i(x, y);$$
4. Normalize the edge weight by
   $$w_{i+1}(x, y) \leftarrow w_{i+1}(x, y) \cdot |E| \sum_{xy \in E} w_{i+1}(x, y);$$
5. Repeat 2 - 4 until the curvature values do not change much.

B Evaluation Datasets

For generality, the network alignment experiments are evaluated over both model and real world network graphs. Here we give an overview of these graphs. The statistics of these graphs are listed in Table 1.

**Table 1.** Graph properties for networks.

| Data Set       | #Node | #Edge  | Avg.Deg. | Diam. | Mean SP |
|----------------|-------|--------|----------|-------|---------|
| G(n,p)         | 1000  | 4979   | 9.958    | 6     | 3.259   |
| Kleinberg      | 900   | 5462   | 12.138   | 5     | 3.272   |
| Pref. Attach.  | 1000  | 3984   | 7.968    | 5     | 3.138   |
| Random Regular | 1000  | 6000   | 12       | 4     | 3.05    |
| Random Regular | 10000 | 40000  | 8        | 7     | 4.816   |
| AS: 3967       | 895   | 2071   | 4.628    | 13    | 5.944   |
| Email          | 1133  | 5451   | 9.62     | 8     | 3.606   |
| Protein Network| 2217  | 6418   | 5.789    | 10    | 3.844   |
B.1 Model Networks

**Erdős-Rényi** The Erdős-Rényi model \([17]\), also known as the \(G(n,p)\) model, connects each pair of nodes \(\{i,j\}\) by an edge with probability \(p\) independent of every other edge. We choose \((n,p) = (1000,0.01)\) in our model.

**Kleinberg** The Kleinberg graph \([34]\) begins with an \(n \times n\) squared graph. Each node is represented by \(\{(i,j): i,j \in \{1,2,\ldots,n\}\}\). The distance between two nodes \((i,j)\) and \((k,l)\) is defined by \(d((i,j),(k,l)) = |k-i| + |l-j|\). For any node \(u\), \(q\) long-range connections to endpoint \(v\) are constructed by probability proportional to \(d(u,v)^{-r}\). Here we take \((q,r) = (4,2)\).

**Preferential Attachment** We choose the Barabási-Albert model \([5]\) as the preferential attachment model. The model starts with \(k\) nodes and then adds nodes one by one. Each newcomer node connects \(k\) edges to the existing nodes. For each edge, the endpoint is selected with probability proportional to its current degree. We take \((n,k) = (1000,4)\) in our example.

**Random Regular** A random \(d\)–regular graph is a graph with \(n\) nodes and each node randomly connected to other \(d\) nodes. We take \((n,d) = (1000,12)\) in our example.

B.2 Real Networks

**Router Network** A router network graph is composed of routers as nodes and the physical connections as edges. We take the data set ‘AS:3967, Exodus’ from the Rocketfuel project \([60]\).

**Email Network** We take the email communication network at the University Rovira i Virgili. In the graph, nodes are users and edges represent emails between users \([25,36]\).

**Protein Network** We choose the protein-protein interaction network in human cells. Here every node in graph is a protein and an edge represents the interaction between proteins \([18,36]\).

C Comparisons With Other Methods

We compared our method with other topology-based methods in literature. The brief introduction of these methods are described as follows. All experiments were performed in Python on a 2012 Retina Macbook Pro with 16G ram and 2.6 GHz Intel Core i7. We used CVXPY+ECOS \([12]\) as the Linear Programming solver.
Spectral Embedding The spectral embedding method uses the eigenvectors of the graph Laplacian matrix to embed nodes into the corresponding eigenspace. It has been widely applied to graph matching and data clustering such as image segmentation.

Spring Embedding Spring embedding is an iterative process first introduced by Eades [13]. An advanced algorithm was later developed by Fruchterman and Reingold [21]. A graph can be treated as a spring system such that the nodes with initial positions oscillate until they find their own stable positions. The spring embedding can be regarded as an evolution process, therefore, it is useful to observe the change of the same dataset overtime.

IsoRank IsoRank was proposed by Singh et al. [59] for biological network alignment. A matching score is defined on each pair of nodes between two networks. The matching score interprets not only the matching quality of the pair of node but also that of their neighbors.

Network Similarity Decomposition (NSD) NSD [35] is an improvement of IsoRank in terms of running time. It is performed by pre-processing two input graphs separately and decomposing the computation of similarity matrix.

D Running Time of ATD and OTD.

Here we analyze the speed performance of Ricci flow metric with ATD and OTD in Figure 6. In all settings, the computation time of Ricci flow metric with ATD is up to 3X faster than that of OTD. This is because ATD does not need linear programming computation for computing the optimal transport cost. In fact, most of the computation time in Ricci flow metric by ATD is to compute the all pair shortest path, which can be easily parallelized for further speed improvement.

E More Alignment Results

In the following experiment we consider the case with random edge removal, spectral embedding with 2 dimensions, and up to 5 landmarks. We use Ricci Flow metric with ATD, Hungarian algorithm, and connected equivalence in the following results. Figure 7 shows the results of graph matching on different model networks, when \( G_2 \) removes 0, 1, 10, 100 edges from \( G_1 \) respectively. In all the graphs, Ricci flow metric yields the best performance of matching accuracy, even with only 2 or 3 landmarks, and with a large number of removed edges. The accuracy of spring embedding and hop count are low when the number of landmarks is small.

Notice that spectral embedding shows sensitivity with edge removal. In a random regular graph, even with only 1 edge removed, the accuracy drops dramatically. This is because the stability of spectral embedding is highly influenced
Fig. 6. A comparison of computation times between Ricci flow metric with apportioned Ricci curvature and Ollivier Ricci curvature.

by the connectivity of the graph. If a graph has more tree-like edges, its spectral embedding is more likely to be affected by edge removal.

Figure 8 illustrates the matching results on real networks. Again, Ricci flow metric performs the best on all of the graphs. Spectral embedding behaves relatively better on real networks than on model networks. This is because real networks do have high clustering coefficient and edges with high Jaccard coefficient (Figure 10(b)). Notice that the matching accuracy of spring embedding and hop count on AS:3967 and protein-protein interaction graph are low, this may be caused by the larger diameter of these two graphs.

In Figure 9, the result of noisy graph alignment using greedy matching instead of Hungarian algorithm is presented. With greedy matching, most of the methods experience performance degradation except for Ricci flow metric. In AS graph (Figure 9(a)), all methods perform poorly with greedy matching because of the graph’s tree-like structure and large graph diameter.

F Tree-Like Graphs

To capture how much would the results be affected by tree-like edges in the graphs, we evaluate the Jaccard coefficient on each edge as displayed in Figure 10(a). For an edge \( uv \), the Jaccard coefficient of this edge is defined as \( \frac{\pi_u \cap \pi_v}{\pi_u \cup \pi_v} \). If an edge has a large Jaccard coefficient, it is likely to be an interior edge of a cluster or a community; if an edge has a small Jaccard coefficient, it then acts more like a tree edge or a bridge between clusters. In Figure 10(a), it is clear that Kleinberg model has more edges with high Jaccard coefficients, its spectral embedding is more robust and supports our results in Figure 7(d).
Network Alignment by Discrete Ollivier-Ricci Flow

Fig. 7. Result of approximate graph matching on model networks using Hungarian algorithm.

Fig. 8. Result of approximate graph matching on real networks using Hungarian algorithm.
Fig. 9. Result of noisy graph alignment with greedy matching and connected equivalence.

Fig. 10. Histogram of Jaccard Coefficient on edge over networks.
G  More Tests of Spectral and Spring Embedding

In Figure 11 we tested the influence of spectral embedding into Euclidean space in Euclidean spaces of different dimensions. The improvement of alignment accuracy with increasing dimensionality is still limited.

Fig. 11. A comparison of graph alignment results between Ricci flow metric and spectral embedding of different dimensions.