JSUT and JVS: Free Japanese voice corpora for accelerating speech synthesis research
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Abstract: In this paper, we develop two corpora for speech synthesis research. Thanks to improvements in machine learning techniques, including deep learning, speech synthesis is becoming a machine learning task. To accelerate speech synthesis research, we aim at developing Japanese voice corpora reasonably accessible from not only academic institutions but also commercial companies. In this paper, we construct the JSUT and JVS corpora. They are designed mainly for text-to-speech synthesis and voice conversion, respectively. The JSUT corpus contains 10 hours of reading-style speech uttered by a single speaker, and the JVS corpus contains 30 hours containing three styles of speech uttered by 100 speakers. This paper describes how we designed the corpora and summarizes the specifications. The corpora are available at our project pages.
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1. INTRODUCTION

Thanks to developments in deep learning techniques, studies on speech have been targeted actively [1–4]. Speech synthesis, e.g., text-to-speech, singing voice synthesis, voice conversion, and speech coding, is becoming a machine learning task and a popularized technology. Nowadays, many speech synthesis systems are developed by not only speech researchers but also machine learning researchers and non-researchers.

In Japan, since around 1990, a variety of Japanese voice corpora, e.g., ATR503 [5] and JNAS [6], have been developed and managed by national institutions. However, they are out of touch with modern speech synthesis research, as described below.

Low accessibility: Reproducibility of a study is an important perspective in machine learning. However, accessibility of the existing managed corpora is low for foreign researchers and machine learning researchers.

Limited specifications: Though traditional statistical approaches to text-to-speech, e.g., hidden Markov model-based ones [7], require voice data of less than one hour, deep learning-based approaches [2,8] require larger amounts of data, e.g., more than 10 hours [2]. However, there was no corpus that has such a larger size speech for Japanese speech synthesis. Also, voice data in the existing corpora is sampled at low sampling frequency (e.g., 16 kHz), but modern speech synthesis requires the higher sampling rate [9].

Limited use: Deep learning [1] and its toolkits (e.g., chainer [10]) benefit from not only an improved quality of synthetic speech but also accelerated research-production cycles. However, the use of the existing corpora is limited for research purposes.

To overcome the above limitations, we constructed two Japanese voice corpora, named the JSUT (Japanese speech corpus of Saruwatari lab of the University of Tokyo) corpus and the JVS (Japanese Versatile Speech) corpus. The corpora are designed to have many benefits as follows.

High accessibility: The corpora are freely downloadable online (JSUT [11] and JVS [12]).

Rich specifications: We employ a high sampling rate (24 or 48 kHz), an uncompressed audio format (RIFF WAV), and recording in quiet environments (anechoic room or recording studio). Also, a large amount of
voice data is included; 10 hours in the JSUT corpus, and 30 hours in the JVS corpus.

**Flexible use:** The corpora are free to use for research at academic institutions and commercial companies. Also, they are available for commercial use (see Sect. 5). The JSUT corpus designed in Sect. 2 is mainly for end-to-end Japanese text-to-speech synthesis [13]. The corpus includes 10 hours of reading-style speech data uttered by a single native Japanese speaker and all pronunciations of daily-use characters and individual readings in Japanese [14]. The JVS corpus designed in Sect. 3 is mainly for voice conversion [4, 15]. The corpus contains 30 hours of parallel/non-parallel multi-style speech uttered by 100 speakers. This paper describes how we designed each corpus. Sections 2 and 3 describe the designs of the JSUT and JVS corpora, respectively. Section 4 presents the results of data collection. We conclude in Sect. 5 with a brief summary.

## 2. DESIGNS OF JSUT CORPUS

For end-to-end text-to-speech synthesis, the main purpose of the JSUT corpus is to cover all of the main pronunciations of daily-use Japanese characters, not to cover intermediate representations such as phonemes as is used in existing corpora [5]. The corpus includes the following nine sub-corpora. Their names are formatted as \[ \text{[NAME]}\text{[NUM UTT]} \]. \text{[NUM UTT]} indicates the number of utterances of the sub-corpora.

- **basic5000:** utterances covering all of the main pronunciations of daily-use Japanese characters.
- **countersuffix26:** utterances including individual readings of counter suffixes.
- **loanword128:** utterances including loanwords, e.g., verbs or nouns.
- **utparaphrase512:** utterances for which a word or phrase of a piece of text is replaced with its paraphrase.
- **voiceactress100:** parallel speech for a free corpus of Japanese voice actresses [16].
- **onomatopee300:** utterances including famous Japanese onomatopee (onomatopoeia).
- **repeat500:** repeatedly spoken utterances.
- **travel1000:** travel-domain utterances.
- **precedent138:** precedent-domain utterances.

The directory structures of the corpus are listed below.

2.1. **Sub-corpora**

This section describes how we designed the nine sub-corpora. The transcription of the sub-corpuses is saved in transcripts_utf8.txt in each directory.

2.1.1. **basic5000**

This is the main sub-corpora of the JSUT corpus. In Japanese, 2136 kanji characters (kanji are the logographic characters used in the modern Japanese writing system) are officially defined as daily-use characters [14], and each character has individual pronunciations consisting of its individual onyomi (Chinese readings) and kunyomi (Japanese readings). For example, we pronounce “一” (one in English) as “ichi,” “itsu,” “hito,” and “hito (tsu).” We collected 5000 sentences from Wikipedia [17] and the TANAKA Corpus [18] so that all pronunciations of the daily-use kanji characters could be covered. The first 4,000 sentences of the subset BASIC5000 were randomly selected from the TANAKA corpus. Next, the greedy algorithm was used for making a minimum set of sentences from Wikipedia sentences to cover readings not covered by the 4,000 sentences. Some of the pronunciations cannot be found in these corpora, therefore, we manually made additional sentences to cover the remaining readings. Examples of the sentences and phonemes are as follows.

1) どこで邦貨をドルに変えられるか。
   (dokode hokkaodoro nikaihara reku)

2) これを付けている人間は、激しい寂しさに襲われる。
   (koreotsuketeruningen wa puchage shiiseki yokokann sosowaru)

2.1.2. **countersuffix26**

In Japanese, numerals cannot quantify nouns by themselves, and the pronunciation of the numerals changes depending on the suffix. For example, “二” (two in English) is pronounced “ni” with “個” (ko) as the suffix and “ふた” with “つ” (tsu). We crowdsourced 26 sentences including such counter suffixes. Examples of the sentences are as follows.

1) 一つ、二つ、三つ、四つ、五つ、六つ、七つ、八つ、九つ、とお、いくつ。
   (hitotsu tsu pautatsu pamu micltsu pauyou cltsu pautuitsutus pau mucltsu pauanatatsu pauyacltsu paukokonotsu pauotto pau i kutsu)

2.1.3. **loanword128**

Japanese sentences spoken daily have many loanwords,
e.g., verbs and nouns. For example, “ググる (guguru)” is a verb meaning to Google, and “ディズニー (dyizunii)” means Disney. The pronunciations and accents of loan-words are a curious task in spoken language processing [19]. We crowdsourced such words and sentences. We first instructed crowdworkers to answer a loan word that they know, and we listed loan words. Then, we instructed other crowdworkers to choose one from the list and write a sentence containing the word. Also, we collected sentences from Wikipedia that included pronunciations not included in the modern Japanese system, for example, sentences that had a Japanese-accented foreign proper name. We searched such pronunciations written by katakana, using the search engine of Wikipedia. Examples of the sentences are as follows.

1) 好きだった子に急に振られて，ガククリ来た。
   (sukidacltakonikyuunifuraretepau
gacakurikita)
2) もう終わった事に，いつまでもゴチャゴチャとどうるさ
   (mooowaclatkotoinpaitsumadem
gochagachatourusai)

2.1.4. utparaphrase512
Paraphrasing, e.g., lexical simplification, is a technique that substitutes a word or phrase into another sentence [20,21]. It can support the reading comprehension of a wide range of readers in speech communication. The SNOW E4 corpus [21,22] includes sentences and a list of their paraphrased words. We chose one paraphrased word per sentence, and constructed 256 sentences and paraphrased sentences. The total number of sentences was 512. Examples of the sentences are as follows.

1) 専門には，深いんだから。
   (senmonniwapautoinnakara)
2) 専門には，詳しくないんだから。
   (senmonniwapaukuswashikunainaka
ara)

2.1.5. voiceactress100
The Voice Actress Corpus [16] is a free speech corpus of professional Japanese voice actresses and includes not only neutral but also emotional voices. Collecting parallel speech for this speech corpus is very helpful in building attractive and emotional speech synthesis systems. We used sentences from this corpus and manually modified the pause positions. Examples of the sentences are as follows.

1) 一方で，漁業と商業で，りャネス港は繁栄していた。
   (ilocdepaugyogootshoogyode
pauryanesukooawahaneeshiteita)
2) ギレスピーは，マッギーを通じて，イネスと知り合っ
   (greesupiiwapuamadgiotsuujite
paunesutohiracita)

2.1.6. Onomatoope300
Onomatoope (onomatopoeia) has an important role in connecting speech and non-speech sounds in nature, and Japanese is rich in onomatoopeia words. We crowdsourced 300 sentences having individual onomatoopeia words. Examples of the sentences are as follows.

1) 好きだった子に急に振られて，ガククリ来た。
   (sukidacltakonikyuunifuraretepau
gacakurikita)
2) もう終わった事に，いつまでもゴチャゴチャとどうるさ
   (mooowaclatkotoinpaitsumadem
gochagachatourusai)

2.1.7. repeat500
Human speech production is not deterministic, i.e., speech waveforms always differ even if we try to reproduce the same linguistic and para-linguistic information. Some studies [3,23] are addressing speech synthesis that can reproduce natural inter-utterance variation. To quantify the variation, we recorded utterances spoken repeatedly by a single speaker. The speaker made utterances 5 times for each of the 100 sentences of the Voice Actress Corpus [16].

2.1.8. travel1000 and precedent138
We further constructed sentences whose domain differed from the above corpora. One thousand travel-domain sentences were collected from English-Japanese Translation Alignment Data [24]. Also, 138 copyright-free precedent sentences were collected from [25]. The words and phrases of the precedent sentences were significantly different from the above corpora. Also, some sentences were too difficult to read. Therefore, we manually removed and modified these sentences to make reading easier. Examples of the sentences are as follows.

1) それは, 私の行くエルロイハウスの近くです。
   (sorewamawatashinoikueruoiha
usunochikakudesu)
2) 後掲証拠等によれば, 以下の事実が認められる。
   (kookeeshookotooniyorebapauika
nojjitsugamiteraru)

2.2. Tags
As described in Sect. 4, the voice data was recorded during a half year. Voice data recorded during such long periods causes there to be objective and subjective differences among recording days [26]. Therefore, “recording_info.txt” in each directory lists what day the voice data was recorded.

3. DESIGNS OF JVS CORPUS
For voice conversion, the main purpose of the JVS corpus is to collect parallel/non-parallel voice data of multiple speakers in multiple styles. The corpus consists of the following four sub-corpora. Their names are formatted
as [NAME][NUM_UTT].
paral100: 100 parallel normal (reading-style) utterances
nonpara30: 30 non-parallel normal utterances
whisper10: 10 whisper utterances
Falsetto10: 10 falsetto utterances

The directory structures of the corpus are listed below. The speaker name is formatted as jvs[SPKR_ID]. [SPKR_ID] indicates the speaker ID with the range of 1 through 100.

3.1. Sub-corpora

This section describes how we designed the four sub-corpora.

3.1.1. parallel100

Parallel voices, i.e., utterances that are common among speakers, are used for voice conversion [15,27], speaker factorization [28], multi-speaker modeling [13], and so on. We used 100 phonetically balanced sentences of the sub-corpus “voiceactress100” of the JSUT corpus, and we let speakers utter the sentences. This corpus contains not only the audio files but also the transcriptions (stored in “parallel100/transcript_utf8.txt”) and phoneme alignment (stored in “parallel100/lab”).

3.1.2. nonpara30

The use of non-parallel voices, i.e., utterances that are completely different among speakers, is a challenging but more realistic situation than that of parallel voices. Sentences to be uttered were randomly selected from the JSUT corpus excluding its sub-corpus “voiceactress100.” Each speaker uttered 30 utterances that are different among speakers. This sub-corpus also includes transcriptions and phoneme alignments. Note that, the sentences are not phonetically balanced unlike the sub-corpora “paral100.”

3.1.3. whisper10

Whispering is used to quietly communicate, i.e., convey secret information without being overheard. The analysis [29], synthesis [30], recognition [31] and conversion [32] of whispered voices have the potential to augment silent-speech communication. The first five sentences of this sub-corpus are the same as those of the sub-corpus “paral100,” and they are parallel among speakers. The remaining five sentences are the same as those of the sub-corpus “nonpara30,” and they are non-parallel among speakers. Namely, ten utterances per speaker are parallel between whispered voices and normal voices.

3.1.4. Falsetto10

Falsetto is a vocal register occupying the $F_0$ range that is higher than normal voices. The physiology of falsetto is different from that of normal voices [33], and the analysis and synthesis of falsetto are remaining tasks for signal processing-based vocoders. The first five sentences of this sub-corpus are the same as those of the sub-corpus “paral100.” The remaining five sentences are the same as those of the sub-corpus “nonpara30” but different from those of the sub-corpus “whisper10.” Namely, five utterances are parallel among speakers, ten are parallel between normal voice and falsetto, and five are parallel between whisper and falsetto.

3.2. Tags

This section describes some of the annotation results.

$F_0$ range (gender_f0range.txt): Typical pitch extractors, e.g., [34–36], have a range for $F_0$ search, and the setting is critical for the results ultimately obtained for the voices. This corpus contains manually annotated $F_0$ ranges per speaker for his/her normal voices.

Speaker similarity (speaker_similarity_*.csv): Perceptual similarity between speakers is useful for selecting speakers (or models) [37] and modeling the speaker space [38]. This corpus contains perceptual similarity scores between all pairs of speakers of each gender.

Duration (duration.txt): Duration, i.e., data size, and speech rate are also included. Phoneme-level duration is calculated from the results of phoneme alignments.

4. RESULTS OF DATA COLLECTION

4.1. JSUT Corpus

4.1.1. Corpus specs

We hired a female native Japanese speaker and recorded her voice in our anechoic room. She was not a
professional speaker but had experience working with her voice. The recordings were made in February, March, September, and October of 2017 for a few hours each day. The speaker made the recordings herself with our recording system. The speech data was sampled at 48 kHz. We used Lancers [39] as the crowdsourcing service. The 16bit/sample RIFF WAV format was used. Commas were added between breath groups. The positions of the commas were manually annotated.

4.1.2. Analysis

Table 1 lists the duration of each sub-corpus. The JSUT corpus contains 10 hours of normal voices including 6.77 hours in the basic corpus (“basic5000”).

We analyzed the linguistic and speech information of the constructed corpus. Note that not all of the data was used for the analysis to shorten the computation time. First, we counted the number of moras (sub-syllables) and words within one utterance by using MeCab [40] and NEologd [41,42]. Utterance length is an important factor in speech synthesis using sequence-to-sequence mechanisms [43–45]. Figures 1 and 2 show histograms of the moras and words, respectively. As we can see, the corpus included a variety of lengths, from short utterances (a few words and moras) to long utterances (70 words and 140 moras).

Next, we analyzed the changes in speech statistics per recording day. Speech data recorded during long periods causes there to be objective and subjective differences among recording days [26]. The mean of log $F_0$ was calculated for each recording day. $F_0$ was extracted by using the WORLD analysis-synthesis system [35,46]. Figure 3 shows the result. There was no special tendency in the first half of the recordings, but we can see that the log $F_0$ increased for the days of the second half.

4.2. JVS Corpus

4.2.1. Corpus specs

We hired 100 native Japanese professional speakers, which included 49 male and 51 female speakers. Their voices were recorded in a recording studio. Recording for each speaker was done within one day. The recordings were controlled by a professional sound director. The voices were originally sampled at 48 kHz and downsampled to 24 kHz by SPTK [47]. The 16-bit/sample RIFF WAV format was used. Sentences (transcriptions) were encoded in UTF-8. Full context and monophone labels were automatically generated by Open JTalk [48]. The phoneme alignments were automatically generated by Julius [49]. $F_0$ ranges were manually annotated in

| Sub-corpus         | Duration [hour] |
|--------------------|-----------------|
| basic5000 (5,000 utterances) | 6.77            |
| countersuffix26 (26 utterances) | 0.08            |
| loanword128 (128 utterances) | 0.15            |
| utparaphrase512 (612 utterances) | 0.65            |
| voiceactress100 (100 utterances) | 0.17            |
| onomatopee138 (300 utterances) | 0.45            |
| repeat500 (500 utterances) | 0.84            |
| travel1000 (1,000 utterances) | 0.97            |
| precedent138 (138 utterances) | 0.15            |
| total              | 10.23           |
accordance with hands-on voice conversion [50]. Commas were added between breath groups. For annotating perceptual similarity scores, we followed Saito et al.’s study [38] and used a crowdsourcing service. Each listener scored the perceptual similarity for each pair of speakers from −3 (completely different) to +3 (very similar). A final score for each speaker pair was obtained by averaging listeners’ scores. Ten different listeners scored each speaker pair, and 1,000 listeners participated in total.

4.2.2. Analysis

Table 2 lists the statistics for speaker-wise duration. This corpus contains 26 hours of normal voices and 4 hours of other-style voices. Each speaker uttered approximately 15.7 minutes of normal voices, 1.24 minutes of whispered voices, and 1.18 minutes of falsetto. In the sub-corpus “parallel100,” the transcription was common among speakers, but the duration was very different; speaker “jvs084” uttered 1.8 times slower than speaker “jvs020.”

Figure 4 shows matrices of perceptual similarity scores. For example, the most similar pair was “jvs019” and “jvs096.” Also, one speaker that was most dissimilar from the other speakers was “jvs010.”

Figure 5 shows Log-$F_0$ mean values of each speaker. We can see that the JVS corpus covers a wider $F_0$ range from exp(4.6) = 100 Hz to exp(5.6) = 270 Hz.

5. CONCLUSION

In this paper, we constructed two corpora named the JSUT corpus and JVS corpus. These corpora were designed mainly for text-to-speech synthesis and voice conversion, respectively. The text data of the corpora is licensed as shown in the LICENCE file in the JSUT corpus. The tags of the corpora are licensed with CC BY-SA 4.0. The audio data of the corpora may be used for:

- Research by academic institutions,
- Non-commercial research, including research conducted within commercial organizations,
- Personal use, including blog posts.

Our project pages [11,12] describe the terms for commercial use.
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