Tensor-based tag emotion aware recommendation with probabilistic ranking

Hyewon Lim* and Hyoung-Joo Kim
School of Computer Science and Engineering, Seoul National University
Republic of Korea
[e-mail: hwlim@idb.snu.ac.kr, hjk@snu.ac.kr]
*Corresponding author: Hyewon Lim

Received 10 August, 2018; revised October 31, 2018; revised March 18, 2019; accepted August 3, 2019; published December 31, 2019

Abstract

In our previous research, we proposed a tag emotion-based item recommendation scheme. The ternary associations among users, items, and tags are described as a three-order tensor in order to capture the emotions in tags. The candidates for recommendation are created based on the latent semantics derived by a high-order singular value decomposition technique (HOSVD). However, the tensor is very sparse because the number of tagged items is smaller than the amount of all items. The previous research do not consider the previous behaviors of users and items. To mitigate the problems, in this paper, the item-based collaborative filtering scheme is used to build an extended data. We also apply the probabilistic ranking algorithm considering the user and item profiles to improve the recommendation performance. The proposed method is evaluated based on Movielens dataset, and the results show that our approach improves the performance compared to other methods.

Keywords: Recommendation, tag, High-Order Singular Value Decomposition (HOSVD), BM25, item-based filtering

This work was supported by Institute for Information & communications Technology Promotion (IITP) grant funded by the Korea government (MSIP) (No.R0113-15-0005, Development of an Unified Data Engineering Technology for Largescale Transaction Processing and Real-time Complex Analytics)

http://doi.org/10.3837/tiis.2019.12.003

ISSN : 1976-7277
1. Introduction

Social cataloging services allow users to catalog items, tag and rate them, write reviews, and join groups. The aim of the services is expressing opinions and sharing ideas as well as the easy information retrieval [1]. The social cataloging service furnishes the item’s metadata for the user’s convenience. However, users still spend much time searching items for them; it aggravates the fatigue of item selection.

In many social communities including social cataloging services, providing better recommendation is an important issue. The recommender system plays a role as a filter for overloading information. The user behaviors in the service can be assumed as private preferences and interests [2]–[4]. Collaborative filtering and content-based method are two primary recommendation approaches. The collaborative filtering is to predict new items the user may like considering other users who have similar interests with the target user. The content-based filtering is to recommend new items similar to the user’s previous item selection.

The recommender systems should improve users’ satisfaction by providing the appropriate information relying on personal need, it is necessary to take into account the user’s feedback as well as the item information. Recently, in order to improve the user's satisfaction with the recommendation, many researchers analyze the emotions of users included in the subjective feedback and use them as the feature of the recommendation. The user's emotion play a significant part in selecting and consuming items. User's decisions are made with their feelings, and user's demands are forgotten when their emotional needs are gratified [5]. According to [6], emotions aroused from an action before consuming an item affect the user's next selection, and emotions after the consumption affect the user's next behavior. The post-consumption feeling can be very helpful in estimating the satisfaction of the user with the item. In the social cataloging system, the user's behaviors such as rating and tagging can be presumed as the actions reflected the post emotion.

Tags, which is a keyword annotated to items freely by users, help users to catalog and retrieve items. In addition, tags are regarded as a user's implicit rating or voting for tagged items [7] and serve to expose personal preference. For these reasons, tags are frequently used as the feature of the recommendation. Even if the same tag is used for different items, the meaning of the tag can be either positive or negative. Therefore, considering the user's intention in the tag is needed for better understanding of the user's preference.

In the conventional recommender systems, the relationships among users, items, and tags are modeled by a tripartite graph. In this case, the ternary relationship is transformed into three binary relationships, i.e., users-items, items-tags, and users-tags, and it is difficult to consider total information among the triplets [8]. Tensor modeling is well-known method for solving this problem. The user's tag assignment can be modeled as a tensor, which is an n-dimensional array, and the latent relationships can be derived using the tensor factorization [8], [9].

In our previous research [10], we proposed a recommendation method that uses the tensor modeling scheme to consider the emotions in the tag. However, this approach has two limitations. First, since only a few items are tagged by users and the user-provided tag are various, the tensor is highly sparse. Second, after the process of the tensor factorization and reconstruction, the value in the tensor can be assumed as the preference of the user for the item, and the items are ranked using the value [8], [11], [12]. However, these approaches do not
consider the user's past activities [9]. In this paper, we suggest a recommendation method for mitigating two limitations and improving the efficiency of the recommendation based on our previous study. In order to reduce the tensor sparsity, we generate new data entries using collaborative filtering and combine them with the original dataset to make a larger dataset. For improving the recommendation performance, we use BM25 weighting scheme [13] to create user and item profile based on their tags. The experimental evaluations for measuring the performance of our research are conducted using the MovieLens dataset. The experiments show that adding new entries based on user data and ranking candidates based on user and item profiles improve the performance of recommendation.

The organization of the rest of this paper is as follows: related work is showed in Section 2. In Section 3, we explain the recommendation approach proposed in our previous study, and introduce item addition method and candidate ranking method in Section 4. The experimental evaluations of the proposed method are provided in Section 5. Section 6 discusses the conclusion and future research.

2. Related Work

Collaborative filtering and content-based filtering are typical recommendation approaches. This approach recommends new items based on the preferences of other users who have similar interests with the target user. The information of items is not considered, but ratings. In contrast, content-based filtering is to focus on the items’ features and recommend items based on the user’s previous item list. Those recommendation methods have various problems such as data sparsity, cold start problem, grey-sheep problem, and scalability. Hybrid recommendation techniques which is the combination of two approaches have suggested to avoid those limitations.

Much research have paid attention to the user’s subjective feedback as well as the features of items to improve the user’s satisfaction with the recommendation. Among the various feedbacks, many studies have focused on tags [14]–[17] because tag is used not only to facilitate item retrieval, but to represent the user’s opinions. [14]. Guy et al. [18] suggested an item recommendation technique which combines the information of users and tags. They create the user’s profile based on the diverse relations between user and tag. Zhang et al. [19] considered the two roles of the tags which are the item organization and the connection between user and item. They argue that the tags’ role as the connection is very helpful to recommendation; the hybrid approach shows the best result. In the study of [20], users are modeled based on their tags. The items are classified into two sets by the polarity and found the relevant topics using the tags. To improve the quality of the recommendation, Gedikli et al. [21], [22] have studied to predict the item’s rating by generating rating on the tag itself. For item recommendation, Kim et al. [23] used the implicit trust relationships derived from the tagging behaviors of the user. Huang et al. [24] proposed the FRD model combining the tags’ frequency, recency and duration to find the personal preferences of the user. They applied collaborative filtering and content-based filtering to find the similar users and items to the target user. The recommendation score is computed based on the target user’s FRD information.

The ternary relationships among users, items, and tags are modeled by a tripartite graph. In the graph, three pairs of the relationships, i.e., user-item, user-tag, and item-tag, can be captured, but co-existence information about three elements can be lost [11]. The recommendation quality of modeling the ternary relationship with a multidimensional matrix
is better than the one with a tripartite graph because the ternary relationship can be considered at once. Researchers have used a three-order tensor to model the ternary association and apply the tensor factorization to capture the latent semantics. HOSVD [25], which is one of the tensor factorization methods, has been applied in diverse research. Symeonidis et al. [8], [26] have suggested a tensor-based recommendation method. A three-order tensor for the ternary relationships was used and applied the HOSVD technique on the tensor, and a Kernel-SVD combination technique was adopted to improve the recommendation accuracy. Peng et al. [11] introduced the concept of hidden tag and hidden item to grasp the similarity between users and Tucker decomposition was used to the recommendation. Xu et al. [27] applied HOSVD technique to improve personalized web search. They split a tensor into several sub-tensors for mitigating the sparsity problem. In the study of [9], the ranking scheme of the recommendation candidates and the scalability in the tensor reconstruction are investigated. They argued that the result of the tensor reconstruction disregards the user’s past behaviors. Therefore, they suggested that the result of tensor modeling ranked by applying Naïve Bayes. To reduce the tensor computation size, the research of Rafailidis et al. [28] suggested the tag clustering using K-means algorithm and tripartite clustering method. The research of [29]–[31] have improved the traditional matrix factorization techniques to be more robust to noise and outliers. The authors have used the deep learning to obtain the rich information about images and to reduce the semantic gap between images and tags.

In order to improve the efficiency of recommender systems, many studies have focused on users’ emotional information [5], [32]. SenticRank [33] is the framework which maps the user profile derived by tags to the sentiment space and finds the proper resources to the user’s query. The research was for personal search, but the framework can be applied to the recommendation. Qingbiao et al. [34] proposed a sentiment enhanced recommendation method which utilizes the polarity of tag synsets to calculate resources’ similarities. Dong et al. [35] combined the product similarity and sentiment. The sentiment of the product is generated by features of the user’s review. Sun et al. [36] and Garcia et al. [37] have applied the sentiment analysis on the feedback of the user. Both studies reported that the sentiment analysis is effective to improve the quality of the recommendation.

3. Tensor-based Item Recommendation with Tag Emotion

Users in social cataloging service use tags to express their impression and interest in the item. A tag is considered as an element for the personalized recommendation because it provides not only an additional information about the item, but also a subjective feedback of the user who tagged the item. The tag-based recommendation techniques represent the relationships among users, items, and tags as the three pairs of relationships: user-item, user-tag, and item-tag. In this case, the co-existence information existing among the triplets is lost [11]. To preserve and apply the information to the recommendation, the ternary relationships are represented as a multi-dimensional matrix instead of a tripartite graph.

In this section, we briefly describe our previous research that the recommendation method considering the tag emotions using tensor modeling [10]. The ternary relationships are constructed as a three-order tensor, and tag emotion is calculated based on the user's ratings and the emotion of each tag. To recommend new items, HOSVD is applied to tensor. We also describe an approach for combining new data to dataset using item-based collaborative filtering to reduce sparsity and candidate ranking method based on BM25 weighting scheme. An overview of the proposed recommendation method is illustrated in Fig. 1.
3.1 HOSVD

Tensor factorization is a recommendation technique for handling multi-dimensional data. HOSVD [25] is a technique for applying SVD to a tensor. The input data is represented by a tensor $\mathcal{A}$, and the output is a reconstructed data $\hat{\mathcal{A}}$ which contains the likeliness of a user $u$ assigning a tag $t$ to an item $i$. The user receives an item recommendation based on the value of $\hat{\mathcal{A}}$. Suppose that three users tagged three movie items: $u_1$ assigns $t_1$ to $m_3$ and $t_3$ to $m_2$, $u_2$ assigns $t_2$ to $m_1$, and $u_3$ assigns $t_2$ to $m_2$. A three-order tensor $\in \mathbb{R}^{3 \times 3 \times 3}$ is generated for the usage data and the possible value of each element of the tensor is the likeliness of the ternary relationship as described in Table 1.

| User | Movie | Tag | Weight |
|------|-------|-----|--------|
| 1    | 2     | 3   | 1      |
| 1    | 3     | 1   | 1      |
| 2    | 1     | 2   | 1      |
| 3    | 2     | 3   | 1      |

Table 1. A usage data

To derive the latent semantics among the users, the items, and the tags, the tensor factorization is applied to the initial tensor $\mathcal{A}$. The three-order tensor is transformed into two-dimensional matrices through the unfolding process, and the core tensor $\mathcal{S}$ is constructed using the $n$-mode singular vectors obtained by applying SVD to the matrices. The core tensor manages the information of interaction among ternary relationships. The parameter $c_j$ is number of the dimensions to truncate for $j$-mode for filtering out the small singular values.

$$ S = \mathcal{A} \times_1 U^{(1)\top}_{c_1} \times_2 U^{(2)\top}_{c_2} \times_3 U^{(3)\top}_{c_3} $$ (1)
The core tensor $S$ and the three factor matrices are applied $j$-mode product to obtain the reconstructed tensor $\mathcal{A}$. Table 2 shows the reconstructed tensor of the usage data after applying HOSVD. The new entries become the candidates for recommendation.

$$\mathcal{A} = S \times_1 U^{(1)}_{c1} \times_2 U^{(2)}_{c2} \times_3 U^{(3)}_{c3}$$  \hspace{1cm} (2)

Table 2. A reconstructed tensor $\mathcal{A}$; new entry is generated.

| User | Movie | Tag | Weight |
|------|-------|-----|--------|
| 1    | 2     | 3   | 1.17   |
| 1    | 3     | 1   | 0.72   |
| 2    | 1     | 2   | 1      |
| 3    | 2     | 3   | 0.72   |
| 3    | 3     | 1   | 0.45   |

3.2 Emotion based Weighting Scheme

The user's emotion after consuming an item affect the user's next behavior [6]; therefore, the emotion can be the key in measuring the user's satisfaction with the item. The user expresses his/her gratification with the item through the rating and describe more detailed and various intensity of polarity using the tags; therefore, the user's ratings and tags can be viewed as the feature that reflects the post-consumption emotion. In our previous study [10], we proposed a tag weighting scheme reflecting the user's preference for improving the recommendation performance. The user's feedback is used instead of the likeliness as the weight.

First, the ratings become the base weight of the tags because it is the result of condensing the user's impression and indicates the user's preference explicitly. However, if the original rating is used as it is, the bias can be occurred since the rating's range can be different depending on the users. Thus, the user's ratings are vectorized and normalized to a unit vector.

The rating based tag weight for an item $i$ by a user $u$ is calculated as follows:

$$weight_{base}(t_{u,i}) = \begin{cases} r_{u,i}(t), & \text{if } r_{u,i} \neq \emptyset \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

$$r_{u,i}(t) = \frac{r_{u,i}}{\sqrt{\sum_{i=1}^{n} r_{u,i}^2}}$$  \hspace{1cm} (4)

where $r_{u,i}$ is the rating, and $r_{u,i}(t)$ is the normalized rating value.

Next, the emotion value of each tag is measured. The special characters included in tag and the proper nouns such as a name of person or a shop name are removed. If the proper noun contains the emotion word, the tag can be classified as an emotion tag even though it does not express emotion. To calculate the tag emotion based weight of each tag, the emotion dictionary is used. If a tag is present in the emotion dictionary, the emotion value is applied as the tag weight.

$$weight_{emotion}(t_{u,i}) = EmotionScore(t_{u,i})$$  \hspace{1cm} (5)

where $EmotionScore(t)$ is the emotion value of tag $t_{u,i}$. If the tag does not exist in the emotion dictionary, the value is 0.
If the tag is not in the emotion dictionary and comprises more than two words, the tag is
split into words and the sum of the emotion values of each word is used as the weight of the
tag. A tag consists of terms, and an emotional term(“termemotion”) is an element of the term. If
there is no emotion value, the tag weight becomes 0.

\[
weight_{emotion}(t_{u,i}) = \frac{1}{|term_{emotion}|} \sum_{j=1}^{|term|} \text{EmotionScore}(term_j)
\]  

(6)

Finally, the total tag weight is calculated by combining each tag-based weight and the
rating-based weight. If an item has multiple tags, the average of the tag weights becomes each
tag’s weight.

\[
weight(t_{u,i}) = (1 - \alpha) \times weight_{base}(t_{u,i}) + \alpha \times (weight_{emotion}(t_{u,i}) \times 0.5)
\]  

(7)

The influence of the emotion tag can be controlled by the parameter \(\alpha\). The rating-based
weight accounts for a large part of overall tag weight because the rating indicates the user's
impression of an item explicitly. The \(\alpha\) is set to 0.2 empirically. If an item is tagged with
several tags by the user, each tag has the average weight of the tags.

4. Improving Recommendation Accuracy

4.1 Generating additional data

Sparsity is a common problem of the recommendation based on the user’s previous behaviors
[3]. This is because the users feedback only a few items, which is less than the number of the
entire items. In order to reduce the data sparsity problem, we generate an additional data
applying item-based collaborative filtering [38]. The item-based filtering utilizes users’
ratings to measure the similarity between items and calculates the similar items’ weighted
average of ratings to predict the rating of the target item.

The items are divided into two groups. One is the items with the target user’s tags and the
other is the items with other users’ tags. Based on the similarity of two groups, the most similar
\(k\) items with the target user’s tagged items is found. In order to compute the similarity, the
adjusted cosine similarity is applied to consider the difference in the rating scale of each user.

\[
sim(i_a, i_b) = \frac{\sum_{u \in U} \left(r_{u,i_a} - \bar{r}_u\right) \cdot \left(r_{u,i_b} - \bar{r}_u\right)}{\sqrt{\sum_{u \in U} (r_{u,i_a} - \bar{r}_u)^2} \cdot \sqrt{\sum_{u \in U} (r_{u,i_b} - \bar{r}_u)^2}}
\]  

(8)

where \(r_{u,i_a}\) and \(r_{u,i_b}\) are the ratings of the item \(i_a\) and \(i_b\) by \(u\). \(\bar{r}_u\) is the average rating of \(u\).

For calculating the tag weights as described in Section 3, each item’s rating is required; therefore, we predict the ratings for the \(k\) similar items. The weighted average ratings of the \(k\)
items for the predicted rating of the target item is calculated as follows:

\[
r_{u,i} = \frac{\sum_{j=1}^k \text{sim}(i_j) \cdot r_{u,j}}{\sum_{j=1}^k \text{sim}(i_j)}
\]  

(9)

To reduce the sparsity of the tensor, the additional data is combined with the original data.
4.2 BM25 based Candidate Ranking

In general, the results of the tensor factorization and reconstruction becomes the recommendation candidates; they are sorted by the value in the reconstructed tensor. Then, the top $k$ items among the candidates are recommended to the user. However, the research of Ifada et al. [9] argued that the previous tagging behaviors of the users are not considered in this approach. The fundamental idea under the latent factor model is that the item selection of a user is controlled by a few features [39], while the preferences of the user are explained by characterizing the user profiles and user’s item consuming patterns such as gender, actors, or genres. In this paper, we adopted Okapi BM25 [13] to generate the user and item profile based on the tags. The BM25 algorithm is a ranking model for document retrieval based on TF-IDF by calculating the relevance between a query and a document; it considers the document’s length. The score between a query $Q$ and a document $D$ is calculated as follows:

$$
\text{score}(Q, D) = \sum_{\text{term} \in Q} \log \frac{N}{df_{\text{term}}} \cdot \frac{tf_{\text{term},d}(k_1+1)}{tf_{\text{term},d} + k_1 \{1 - b \cdot \frac{L_d}{L_{\text{avg}}}\}}
$$

where $L_d$ is the length of $d$ and $L_{\text{avg}}$ is the average length of the entire documents. If $k_1$ is large, the term frequency’s weight is increased, the closer $b$ is to 1, and the more weight is placed on the document’s length. The standard values of $k_1$ and $b$ are 2 and 0.75, respectively.

In the research of [40] and [41], BM25 applied to the folksonomy for improving the personalized search performance. We adopted the BM25 to generate user profiles and item profiles. When user $u_i$ tags item $i_m$ with tag $t_p$, the user profile based on the previous tagging behavior is computed as follows:

$$
\text{score}(u_i, t_p) = iuf(t_p) \cdot \frac{tf(u_i,t_p)(k_1+1)}{tf(u_i,t_p)+k_1 \{1 - b \cdot \frac{N_{u_i,t_p}}{\text{avg}(N_{u_i,t})}\}}
$$

where $tf(u_i, t_p)$ is the tag frequency, and $iuf(t_p)$ is the user-based inversed tag frequency. $N_{u_i,t}$ is the total number of the tagging of $u_i$, and $\text{avg}(N_{u_i,t})$ is the average number of the tagging of the entire users. The user-based tag frequency and the inverse tag frequency are calculated as follows:

$$
tf(u_i, t_p) = \frac{N_{u_i,t_p}}{N_{u_i,t}}
$$

$$
iuf(t_p) = \log \frac{|p|}{N_{u_i,t_p}}
$$

The tag-based item profile based is calculated as follows:

$$
\text{score}(i_m, t_p) = iiuf(t_p) \cdot \frac{tf(i_m,t_p)(k_1+1)}{tf(i_m,t_p)+k_1 \{1 - b \cdot \frac{N_{i_m,t}}{\text{avg}(N_{i,t})}\}}
$$

where $tf(i_m, t_p)$ is the item-based tag frequency, and $iiuf(t_p)$ is the inversed tag frequency. $N_{i_m,t}$ is the number of tags assigned to $i_m$, and $\text{avg}(N_{i,t})$ is the average number of the tags assigned to the entire items. The item-based tag frequency and the inversed tag frequency are calculated as follows:
The user and item profile are generated based on the initial tensor. The result of the reconstructed tensor are ranked using the similarity of the profiles. The similarity of the user and the item profiles is computed using the BM25-based cosine similarity suggested by [41].

\[
sim(u_i, i_c) = \frac{\sum_{t \in T} (\text{score}(u_i, t) \cdot \text{score}(i_c, t))}{\sqrt{\sum_{t \in T} (\text{score}(u_i, t))^2} \sqrt{\sum_{t \in T} (\text{score}(i_c, t))^2}}
\]

where \(i_c\) is the candidate item in the reconstructed tensor.

### 5. Experimental Evaluation

#### 5.1 Dataset

We use the dataset of Movielens\(^1\) to evaluate the performance of the proposed approach. The dataset has 71,567 users, 10,681 movies, 10,000,054 rating history, and 95,580 tagging histories. There are 15,230 distinct tags, and 4,009 users use tags at least once. On average, each user rates 143 movies and has 10 distinct tags. Among the users who have tagging history, 40% of the users use only one tag.

We applied \(p\)-core [42] at level \(k\) to the dataset to obtain the dense data by removing less frequently used tags and unfamiliar items. We set \(k\) to 5, and finally obtained 210 users, 544 movies, and 365 tags. For the experiments, we adopted 5-fold cross validation. For each fold, we utilized 80% of each user’s previous behaviors as the training set and the rest 20% as the test set.

SenticNet 4.0 [43] was used as the emotion dictionary. To reduce the dimension of the tensor factorization, we preserved 80% of the diagonal matrix.

#### 5.2 Data addition

The experimental evaluation to obtain the proper number of the similar movies for user-tag pair is conducted. The performance of recommending top \(n\) movies was evaluated by changing the number of similar items, \(k\). The results are shown in Fig. 2; each figure illustrates the precision, recall, and f1-score based on the change in \(k\). The \(x\)-axis shows the number of recommended movies; the \(y\)-axis shows the precision, recall, and f1-score, respectively. The results indicate that the smaller the \(k\) value, the more similar movies are selected. As the value of \(k\) increases, a movie that is similar with some movies in the group is selected; the data become diverse. Therefore, when the value of \(k\) is small (large), recommending a small (large) number of movies tends to perform better. Exceptionally, when the most similar movie with the user’s taste is added, the recommendation performance is improved irrespective of the number of the recommended movies. Therefore, we set \(k\) to 1 for the next experiment.

\(^1\) https://grouplens.org/datasets/movielens/
5.3 Recommendation Performances

The performance of our proposed approach was compared with the following approaches: item-based collaborative filtering (CF) [38], the similarity fusion (SF) [44] which combines user-based collaborative filtering and item-based collaborative filtering by extending user-item matrix with tags, the standard tensor-based recommendation (TF) [8] that the likeliness of the ternary relationship is used as the tensor’s weight, the tensor-based recommendation using Naïve Bayes (Bayes) [9], and SenticRank [33] which includes the sentiment in tag-based user profile.

The top $n$ movies are predicted for a user, and the performances of the methods are measured by the precision, recall, and f1-score. First, we evaluate our approach’s recommendation performance step by step: our previous research using original data and without the probabilistic ranking (“previous”) [10], the approach with the data expansion
("data+i"), and the method with both the data addition and the ranking using BM25 ("data+BM25"). The results are depicted in Fig. 3: the precision, recall, and f1-score, respectively. The x-axis shows the number of top \( n \) movies; the y-axis shows the values of precision, recall, and f1-score, respectively. The results describe that using expanded data and profile-based ranking gives better performance than our previous study. It indicates that the recommendation performance can be improved by complementing the problems of lack of data or ignoring user behavior, which is considered to be the weak points of our previous research. Generating additional data using item-based filtering techniques serves as a supplement to the user experience that occupies very little part of the overall item, helping to make a richer recommendation while preserving the trend of user preferences. In addition, using tag-based user and item profile in the recommendation process enables a more personalized recommendation by filtering through items similar to the user’s actual taste after identifying the user preference based on the latent semantic.

Next, we examine that the considering ternary relationships are better than the three pairs of relationship for recommendation, and the results are illustrated in Fig. 4. The comparison with CF considering only user-item pairs confirms that the user’s tags are worth considering to improve the recommendation performance. It can be assumed that the tag plays a role in revealing the user’s experience on the item more than the rating, and is in line with the previous studies emphasizing the importance of using tags. In the comparison between the proposed method and SF, the proposed method shows better performance than SF. However, the performance of the similarity fusion technique depends on the number of items the user has. In our experiment, only the top 1 – 5 results are meaningful because the data is not sufficient. Nevertheless, given the fact that the performance of SF decreased after the top 3 in the f1-score result, considering the ternary relationships can prevent the information loss and improve the recommendation quality.

![Fig. 5. The comparisons of precision, recall, and f1-score among the our approach, TF, and Bayes.](image)

![Fig. 6. The comparisons with SenticRank by precision, recall, and f1-score.](image)
The proposed approach is evaluated against the research based on the tensor factorization: TF and Bayes. Fig. 5 shows the results of the evaluations. All three methods were modeled by the tensor and applied the tensor factorization. The results show that it is important to consider user’s feedback rather than using only the existence of the relationship in the tensor modeling, and it is better to consider the history of the user behavior based on the tag for the recommendation. Also, the results describe that it is better to apply BM25 than to use Naïve Bayes technique in profile generation for ranking of recommendation candidates. This implies that the relevance-based profile performs better in item recommendation because BM25 and Naïve Bayes rank documents based on their relevance and preference respectively when a new query comes in [45].

Finally, our approach compared with SenticRank. In [33], the authors suggest two ranking methods using the sentiment for the personalized search in folksonomy: content-based sentiment rank and collaborative sentiment rank. For our experiment, we modified the content-based sentiment rank and excluded the relevance score calculation between query and resources.

$$
\theta(u_i, r_a) = e^{Sim(\bar{u}_t^s, \bar{r}_a^s) + Sim(\bar{u}_u^t, \bar{r}_a^t)}
$$

where Sim is the cosine similarity, $\bar{u}_t^s$ is tag-based user profile, $\bar{r}_a^s$ is tag-based resource profile, $\bar{u}_u^t$ is sentiment-based user profile, and $\bar{r}_a^t$ is sentiment-based resource profile. The tag’s polarity is used to obtain sentiment-based profiles. The experiment results are described in Fig. 6. In this result, SenticRank shows lower performance than the proposed method, but it is a better result than our previous study. It implies that generating the tag-based profiles and reflecting the emotions included in user feedback is effective to improve the recommendation quality. The difference in performance between SenticRank and the proposed method appears to be due to differences in the way the emotions are applied. In the SenticRank approach, each tag denoted with a 5-dimensional sentiment vector: pleasantness, attention, sensitivity, aptitude, and polarity.

Our experiments has a limitation that the data used in the experiment is too small. To test the proposed recommendation method, we need data that includes users, items, tag, and ratings all together; however, as the policy for collecting data becomes more rigorous, it is difficult to obtain these data sets. Thus, we used the open data, and only a fraction of the data was available, the actual dataset used in the experiment had to be small. Although the proposed method can be applied if the dataset is large, the speed of the tensor calculation can be affected.

6. Conclusion

In our previous study, we suggested a tensor-based tag emotion aware recommendation method for item recommendation in social cataloging services. Modeling the ternary relationships of users, items, and tags as a tensor occurs the problem of data sparsity because the number of the tagged items are small. Also, tensor factorization and reconstruction do not consider the user and item behaviors.

In this paper, we proposed the improved item recommendation method to alleviate the problems. The additional data are generated by item-based collaborative. The expanded data are modeled as a three-order tensor and HOSVD technique is applied for recommending new items. The recommendation candidates are ranked by the previous tagging activity based user
and item profile. For creating the profiles, we used BM25 algorithm, which is a TF-IDF based ranking method for a document retrieval.

We conducted the experimental evaluation to compare our approach against other recommendation techniques. The results showed that the proposed approach outperform the other recommendation method.

As the future research, to alleviate the problem of increasing the amount of computation as the amount of user data increases, the clustering methods or the parallel methods can be adopted to tensor factorization for reducing the computation time.
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