An SVM fall recognition algorithm based on a gravity acceleration sensor

Mengqi Hou, Haixia Wang, Zechen Xiao and Guilin Zhang

College of Electrical Engineering and Automation, Shandong University of Science and Technology, Qingdao, People's Republic of China

ABSTRACT
To address the increasing health care needs for an ageing population, in this paper, a method of detecting human movements using smartphones is proposed to decrease the risk of accidents in the elderly. The method proposed in this paper uses a mobile phone that has an embedded acceleration sensor to record human motion information that are divided into daily activities (walking, running, going up stairs, going down stairs, and standing still) and falling down. In the process of data acquisition, motion noise contains some interference, and thus the median filter is employed to de-noise and smooth the motion data. Moreover, we extract representative multi-group features and analyse the features by principal component analysis and singular value decomposition to reduce dimensions. Through experimental comparisons with various classifiers, the support vector machine classifier is selected to classify the extracted features. The accuracy of fall detection reached 96.072%, which proved the accuracy of our proposed method.
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1. Introduction
With the development of our society and the improvement of our living standards, fall detection, as a fundamental research topic in activity sensing, has attracted a great deal of attention from researchers in the past few years. One out of every three people over the age of 65 has fallen (Salva, Bolibar, Pera, & Arias, 2004), which seriously affects the physical and mental health of the elderly and their ability to care for themselves. If the elderly cannot get prompt help after falling, they will have to lie on the ground for a long time (Nouty, Fleury, & Rumeau, 2007). Falling is a serious threat to the health and safety of the elderly, and timely medical assistance will help reduce morbidity and mortality (Chen, Zhang, Feng, & Li, 2012).

In recent years, researchers have obtained some important achievements in fall detection. However, due to the complexity of human movements and the influence of other uncertain factors, the human body falls in different ways, which eventually leads to a false positive rate of detection. A fall generally results from interactions between many factors, and study by Skelton et al. identified more than 400 factors that cause falls (Chaccour, Darazi, Hassani, & Andres, 2017). Wei et al. reviewed the gait analysis of wearable systems and briefly studied the types and working principles of the sensors used in the system (Tao, Liu, Zheng, & Feng, 2012). The principles and methods of fall detection were investigated in the article in reference (Mubashir, Shao, & Seed, 2013), which points out that the existing fall detection techniques can be divided into three categories. The first type of method is based on machine vision (Panahi & Ghods, 2018) (Khawandi, Ballit, & Daya, 2013), in which images are captured by using the Microsoft Kinect® camera and processed to extract features using a detection algorithm. In addition, the SVM classifier is used to distinguish fall from normal motion. Rougier et al. proposed a new method for detecting falls by analysing the deformation of the human body in a video sequence (Rougier, Meunier, St-Arnaud, & Rousseau, 2011). Agrawal et al. used real-time video surveillance to detect human fall events at home. Then, they used the human contours generated in the video to match the human template to determine whether the fallen object in the video was human (Agrawal, Tripathi, & Jalal, 2017). However, this system has many limitations, such as the high environmental requirements, the elevated systems costs from complicated algorithm processing, and the potential to expose a user’s personal privacy. The second type of method is based on acoustic fall detection systems, which uses principles that are similar to those of a stethoscope. The motion state of the human body is classified by capturing sound waves generated from the floor reflection (Principi, Droghini, Squartini, Olivetti, & Piazza, 2016). In addition, the sound signal of this system has many interference signals that are leading to a decreased recognition rate. The third type of methods is based on wearable
devices that generally collect the acceleration sensor signal of human body. These methods identify falls by a certain proposed algorithm. The advantage of using a wearable sensor is that there is no need to install additional equipment. Therefore, the area of operation is not limited by space. Ailisto et al. (Ailisto & Makela, 2005) first proposed a method using acceleration sensors to measure the acceleration data of human body for gait recognition. Lee proposed a vertical velocity based pre-collision fall detection method using wearable inertial sensors (Lee, Robinovitch, & Park, 2015). A Harris et al. used wearable technology and machine learning algorithms to study fall recognition, including fall detection and fall direction recognition (Harris, True, Zhen, & Jin, 2017). Wu developed a new fall detection system based on wearable devices. The fall is identified by an effective quaternion-based algorithm and a help request is automatically sent to the patient’s location (Wu, Zhao, Zhao, & Zhong, 2015). However, there are some shortcomings of this system. The lying down or suddenly sit down of a user may cause the false alarm problem. The wearable device detection system is convenient to carry, and it is not restricted by the environment.

Because of the complexity of human behaviours, the recognition results are sometimes diverse and different. With the development of information technology, various mobile devices have rapidly emerged, and their performance and embedded sensors have been enhanced as well. All kinds of sensors can measure real-time motion information of users, and this information can be used not only for predicting users’ locations, but also for identifying users’ behaviours (Li, Xie, Zhou, Gou, & Bie, 2016). Sensors embedded in smartphone are used to acquire data, which are analysed and used to design an algorithm for fall detection (Hakim, Huq, Shanta, & Ibrahim, 2017). Pinky Paul et al. focused on activity recognition using embedded accelerometers in smartphone (Paul & George, 2015). Rakhman et al. developed a fall detection system, which detects falls state by setting a threshold. However, this method is only adapted to the case of a type of forward fall (Rakhman, Nugroho, Widyawan, & Kurniantingsih, 2014). Tolkiehn uses a 3D accelerometer and air pressure sensor to detect fall state and fall direction (Tolkiehn, Atallah, Lo, & Yang, 2011).

By using embedded sensors with computational ability, personal devices are able to detect physical activities. The advantage of this solution is that we do not need to deploy additional device. Thus, the designed system is simple and easy to use (Sun, Zhang, Li, Guo, & Li, 2010). In terms of data analysis, the main approaches are thresholding and machine learning. A Harris et al. compared the four algorithms, including the support vector machine, random forest, logistic regression and k-nearest neighbours (K-NN), and they ultimately demonstrated the accuracy of their proposed fall recognition system. However, fewer features were selected in their experiments and the recognition accuracy was not high (2017). Paul used a clustering K-NN classification algorithm, which is superior to K-NN in accuracy. However, this algorithm is susceptible to abnormal values and ultimately leads to misjudgments (2015). Khawandi et al. used a decision tree approach to classify each feature, but it could be over-fitting due to its multiple scans and data set types (2013). In this paper, we process the data collected from the sensor and adopt SVM to detect fall state.

2. Data collection and feature extraction

The acceleration information changes relatively smoothly during normal movement, and a sharp impact force occurs during a fall. The experiment considers that the acceleration signal will have a certain deviation due to the difference in the position of the mobile phone. Thus, to better reflect the state of the human body the mobile phone is placed at the volunteer’s waist, which is the centre of gravity of the human body. Figure 1 presents photos of a fall taken every 0.2 s. It can be seen in the figure that the three X, Y, and Z axes have relatively large changes when the human body falls. Therefore, we used gravity acceleration sensor signal to detect falls.

2.1. Data collection and processing

The collected sensor data include not only the human motion acceleration signals but also gravity acceleration signals. Both signals could be disturbed by noise during the motion. Therefore, it was necessary to de-noise and smooth the collected data. The median filter is a non-linear smoothing technique. And its basic principle is to replace the value of a point in a sequence of digits with the median value of all the points in a neighbourhood. The median filter has a good filtering effect on impulse noise. Median filter can protect the edge of signal in the process of filtering. Therefore, this paper uses median filter to process the signal.

Figure 1. Process of a human fall.
2.2. Feature extraction and feature selection

For each sample collected, a number of factors related to human motion recognition must be identified, each of which becomes a feature of the research. The performance of feature selection can greatly have impact on classification results.

Feature extraction is a method to extract representative features of a pattern by transforming the measured values. Therefore, feature extraction plays an important role in pattern recognition. In a human motion pattern recognition system, the feature vector is extracted and selected from the time domain acceleration signal. The extraction process is relatively simple. A fall is a short and strenuous movement in the unconscious state. The resulting acceleration is only analysed as one of the features, and the remaining features are extracted based on the uniaxial acceleration, defined in equation (1):

\[
Acc = \sqrt{a_x^2 + a_y^2 + a_z^2},
\]

where \(a_x\), \(a_y\) and \(a_z\) are the acceleration in the X, Y and Z directions, respectively. The resulting acceleration is used to reflect the severity of the body movement, and the error caused by the uniaxial acceleration analysis of human motion is avoided.

The changes in time-domain signals during daily movements are obvious, while the frequency-domain signal changes are small. Therefore, only the time-domain features of the acceleration are extracted for the experiment. The most commonly used time domain features of the inclination angle, resultant acceleration, mean, and variance, correlation between axes, kurtosis and skewness of the X, Y and Z axes were extracted. With a sample definition of \(Sample : X^{(1)}, X^{(2)}, \ldots, X^{(m)}\), the characteristics of each sample are \(X^{(1)} = [x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)}]^T\). The process is as follows:

**Step 1:** Normalize the selected training sample features and calculate the processed sample data as:

\[
X_{data} = X - mean(X)
\]

**Step 2:** Calculate the covariance matrix of the sample features.

\[
Cov = \frac{1}{m} \sum_{i=1}^{n} (x^{(i)} \cdot (x^{(i)})^T
\]

\[
x^{(i)} = [x_1^{(i)}, x_2^{(i)}, \ldots, x_n^{(i)}]^T
\]

**Step 3:** Use the singular value decomposition algorithm to calculate the eigenvalues and eigenvectors of the covariance matrix refer to the function in MATLAB.

\[
[eigenvectors, eigenvalues] = eig(cov)
\]

**Step 4:** Arrange the eigenvalues in descending order and calculate the cumulative contribution rate for dimensionality reduction (set threshold is 0.90).

\[
\frac{\sum_{i=1}^{k} \lambda_i}{\sum_{i=1}^{n} \lambda_i} \geq k = 0.90 \quad (\lambda \text{ is eigenvalues})
\]

As the number of features increases, the dimensions of the feature space also expand. And the irrelevance of features may result in a decrease in the recognition rate. Principal component analysis (PCA) is a widely used statistical method for identifying high-dimensional dataset patterns (Mastylo, 2016). To eliminate feature relevance and information redundancy, we used the PCA method to reduce the dimensions of the extracted features.

In the experiment, 21-dimensional time domain features of the inclination angle, resultant acceleration, mean, and variance, correlation between axes, kurtosis and skewness of the X, Y and Z axes were extracted. With a sample definition of \(Sample : X^{(1)}, X^{(2)}, \ldots, X^{(m)}\), the characteristics of each sample are \(X^{(1)} = [x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)}]^T\). The process is as follows:

**Step 1:** Normalize the selected training sample features and calculate the processed sample data as:

\[
X_{data} = X - mean(X)
\]

**Step 2:** Calculate the covariance matrix of the sample features.

\[
Cov = \frac{1}{m} \sum_{i=1}^{n} (x^{(i)} \cdot (x^{(i)})^T
\]

\[
x^{(i)} = [x_1^{(i)}, x_2^{(i)}, \ldots, x_n^{(i)}]^T
\]

**Step 3:** Use the singular value decomposition algorithm to calculate the eigenvalues and eigenvectors of the covariance matrix refer to the function in MATLAB.

\[
[eigenvectors, eigenvalues] = eig(cov)
\]

**Step 4:** Arrange the eigenvalues in descending order and calculate the cumulative contribution rate for dimensionality reduction (set threshold is 0.90).

\[
\frac{\sum_{i=1}^{k} \lambda_i}{\sum_{i=1}^{n} \lambda_i} \geq k = 0.90 \quad (\lambda \text{ is eigenvalues})
\]

The reduced dimensions of the matrix are represented as \(X_k\). The original 21-dimensional feature matrix is reduced to 7-dimensional matrix after PCA dimensionality reduction. An effective classification method can substantially improve the system’s ultimate recognition performance.

3. Classification and recognition

Artificial neural networks and the SVM classifier have been widely used in the field of pattern recognition (Talele, Shirsat, Uplenchwar, & Tuckley, 2016) (Li, Pang, Liu, & Wang, 2017). The SVM classifier is generally adopted to solve classification and regression problems. Class
sample capacity, and sample observation of the random variable responding learning sample of the output is the weighted summation of neurons in all patterns. The pattern layers and each neuron is set to 1. The second type the pattern layers. The connection weight between the two types of neurons in the summation layers. The first tion between hidden layers and output layers. There are summation layer, which can remove the weight connection between feature vectors in the same group. By performing several experiments, we found that it is not difficult to find the optimal value of $\sigma$ in practice. There is no significant change in the misclassification ratio with a slight change in the value of $\sigma$.

### 3.2. Support vector machine

The SVM classifier was originally applied to solve dichotomous problems. He et al. generally divides multi-class problems into several types of problems (He & Jin, 2008). Ma et al. provide good results in various pattern recognition areas and seem to be a good choice for human motion recognition (Ma, Zhang, Yang, Liu, & Chen, 2016).

The given data contains $m$ indicators $(x \in \mathbb{R}^m)$ and $l$ training points. The SVM classifier can be separated by the optimal hyperplane shown as follows:

$$ (\omega \cdot x) + b = 0 $$

where $\omega$ is a hyperplane normal vector, and $b$ is a constant term of a hyperplane.

If the training set is inseparable in the linear space, the relaxation variable $\xi_i (\xi_i \geq 0)$ and the penalty parameter $C (C > 0)$ are introduced to the training point $(x_i, y_i)$ of $i$. Then the optimal objective function and the constraint condition of the classification problem under the linear non-separable case are formulated as follows:

$$ \min_{\omega, \xi, \xi} \frac{1}{2} ||\omega||^2 + C \sum_{i=1}^{l} \xi_i \quad \xi_i \geq 0 \quad i = 1, \ldots l $$

subject to $y_i((\omega \cdot x_i) + b) \geq 1 - \xi_i$

For non-linear cases, the approach of SVM is to choose a kernel function that solves the problem of linear indi-
visibility in the original space by mapping the data to a high-dimensional space. In this paper, the radial basis kernel function is used, which is formulated as follows:

$$ K(x, x') = \exp \left( \frac{||x - x'||^2}{g^2} \right). $$
We adopted crossover verification (CV) and a grid search to find the optimum of the parameters. Cross-validation is an assessment statistical analysis. The basic idea of CV is to divide the raw data into two groups: one is the test set, and the other is the validation set. The training set is used to train the classifier, where we can obtain the optimal parameters of the model. Then, the model is validated with the verification set, which takes the classification accuracy as the performance index of evaluating the classifier.

CV can effectively avoid over-learning and under-learning. Experiments show that the model obtained by training the SVM classifier with the parameters selected by the CV is more effective than the model obtained by randomly selecting the parameters for training the SVM classifier. The grid search method is used to find the global optimal parameters to improve classification accuracy. If there are multiple sets of \((c, g)\), we should look for the \((c, g)\) pair corresponding to the smallest parameter \(c\). If there are multiple sets of \(g\), then the first set of \((c, g)\) pairs should be selected.

3.3. Experiment results

Based on many experiments, the most ideal model prediction results for GRNN and PNN are shown in Figure 3. The most ideal model prediction results for SVM are shown in Figure 4. From the comparisons, it can be seen that SVM is the best choice for classifying and identifying human motion states.

To predict the state of the daily movements of a human body, the category labels 1–5 represent: going up stairs, walking, descending stairs, running, and standing, respectively. Figure 5 shows the final prediction results with an accuracy rate of 92%.

The CV method yielded a value of 64 for the penalty parameter \(C\) and 128 for the parameter \(g\). Figure 5 shows that there is a tendency to misjudge the upper and lower stairs. The variation trends of the resultant accelerations are similar in both cases. The state of the daily movements
of a human body is classified in one category, and the state of falling is classified in the other category. The prediction results are shown in Figure 6. In the experiment, we can get the best parameters \( c = 4 \ g = 8 \). The accuracy of classification under daily condition is 96.072%.

One of the challenges in fall detection is to identify falls in our daily life versus similar activities such as lying down, sitting down, squatting, which often lead to misjudgment.

4. Conclusion

In this paper, a fall detection algorithm based on the SVM classifier is proposed. The median filter is used to reduce the noise of the sensor signal. The representative features are extracted based on the acceleration of the sensor signal. The experimental results show that the accuracy of the SVM classifier is higher than that of neural networks and its prediction accuracy can reach 96.072%. Our future work will use multiple vector machines to reduce misjudgments and missed cases.

Acknowledgements

The authors sincerely thank the anonymous experts for their comments.

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

This work was supported by Natural Science Foundation of Shandong Province: [Grant Number ZR2017EE058]; National Nature Science Foundation of China [Grant Number 61603320].

References

Agrawal, S. C., Tripathi, R. K., & Jalal, A. S. (2017). Human-fall detection from an indoor video surveillance. International Conference on Computing, 1–5.

Allisto, H. J., & Makela, S. M. (2005). Identifying people from gait pattern with accelerometers. Biometric Technology for Human Identification II, 5779, 7–14.

Chaccour, K., Darazi, R., Hassani, A. H. E., & Andres, E. (2017). From fall detection to fall prevention: A generic classification of fall-related systems. IEEE Sensors Journal, 17(3), 812–822.

Chen, D., Zhang, Y., Feng, W., & Li, X. (2012). A wireless real-time fall detecting system based on barometer and accelerometer. Industrial Electronics & Applications, 2012, 1816–1821.

Hakim, A., Huq, M. S., Shanta, S., & Ibrahim, B. S. K. K. (2017). Smartphone based data mining for fall detection: Analysis and design. Procedia Computer Science, 105, 46–51.

Harris, A., True, H., Zhen, H., & Jin, C. (2017). Fall recognition using wearable technologies and machine learning algorithms. IEEE International Conference on Big Data, 3974–3976.

He, Z. Y., & Jin, L. W. (2008). Activity recognition from acceleration data using AR model representation and SVM. Proceedings of International Conference on Machine Learning and Cybernetics, 4, 2245–2250.

Khawandi, S., Ballit, A., & Daya, B. (2013). Applying machine learning algorithm in fall detection monitoring system. International Conference and Computational Intelligence and Communication Networks, 59, 247–250.

Lee, J. K., Robinovitch, S. N., & Park, E. J. (2015). Inertial sensing-based pre-impact detection of falls involving near-fall scenarios. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 23(2), 258–266.

Li, X., Pang, T., Liu, W., & Wang, T. (2017). Fall detection for elderly person care using convolutional neural networks. International Congress on Image and Signal Processing, 1–6.

Li, Z., Xie, X., Zhou, X., Gou, J., & Bie, R. (2016). A generic framework for human motion recognition based on smartphones. International Conference on Identification, 299–302.

Ling, B., & Intille, S. S. (2004). Activity recognition from user-annotated acceleration data. Springer Berlin Heidelberg, 3001, 1–17.

Ma, H. T., Zhang, X., Yang, H., Liu, J., & Chen, M. (2016). SVM-based approach for human daily motion recognition. Tencon IEEE Region 10 Conference, 1–4.

Mastylo, D. Z. (2016). Empirical analysis of spare principal component analysis. ProQuest LLC.

Mubashir, M., Shao, L., & Seed, L. (2013). A survey on fall detection: Principles and approaches. Neurocomputing, 100(2), 144–152.

Nouty, N., Fleury, A., & Rumeau, P. (2007). Fall detection – principles and methods. International Conference of the IEEE Engineering in Medicine and Biology Society, Aug.23-26, 2007, 1663–1666.

Panahi, L., & Ghods, V. (2018). Human fall detection using machine vision techniques on RGB-D images. Biomedical Signal Processing and Control, 44, 146–153.

Paul, P., & George, T. (2015). An effective approach for human activity recognition on smartphone. International Conference on Engineering and Technology (ICETECH), 45–47.

Princi, E., Drogthi, D., Squartini, S., Olivetti, P., & Piazza, F. (2016). Acoustic cues from the floor: A new approach for fall classification. Expert Systems with Applications, 60, 51–61.

Rakhman, A. Z., Nsugroho, L. E., Widayawan, & Kurniaingsih. (2014). Fall detection system using accelerometer and gyroscope based on smartphone. International Conference on Information Technology, 2014, 99–104.

Ravi, N., Dandekar, N., Mysore, P., & Littman, M. L. (2005). Activity recognition from accelerometer data. 17th Conference on Innovative Applications of Artificial Intelligence, 3, 1541–1546.

Rougier, C., Meunier, J., St-Arnaud, A., & Rousseau, J. (2011). Robust video surveillance for fall detection based on human shape deformation. IEEE Transactions on Circuits and Systems for Video Technology, 21(5), 611–622.

Salva, A., Bolivar, I., Pera, G., & Arias, C. (2004). Incidence and consequences of falls among elderly people living in the community. Medicina Clinica, 122(5), 172–176.

Sun, L., Zhang, D., Li, B., Guo, B., & Li, S. (2010). Activity recognition on an accelerometer embedded mobile phone with varying positions and orientations. Springer Berlin Heidelberg, 6406, 548–562.
Talele, K., Shirsat, A., Uplechwar, T., & Tuckley, K. (2016). Facial expression recognition using general regression neural network. *IEEE Bombay Section Symposium IBSS, 2016*, 1–6.

Tao, W., Liu, T., Zheng, R., & Feng, H. (2012). Gait analysis using wearable sensors. *Sensors, 12*(12), 2255–2283.

Tolkiehn, M., Atallah, L., Lo, B., & Yang, G. Z. (2011). Direction sensitive fall detection using a triaxial accelerometer and a barometric pressure sensor. *International Conference of the IEEE Engineering in Medicine and Biology Society, 4*, 369–372.

Wang, S., Yang, J., Chen, N., & Chen, X. (2005). Human activity recognition with user-free accelerometers in the sensor networks. *International Conference on Neural Networks and Brain, 2*, 1212–1217.

Wu, F., Zhao, H., Zhao, Y., & Zhong, H. (2015). Development of a wearable-sensor-based fall detection system. *International Journal of Telemedicine and Applications, 2015*, 2.