Predicting Canine Posture With Smart Camera Networks Powered by the Artificial Intelligence of Things
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ABSTRACT In today’s society, the number of people rearing pets has increased and their awareness of the need to protect pets’ health has increased. Pet posture behaviour analysis and prediction are providing assistance in the medical treatment of pets. Hence, the demand for pet skeleton drawing applications has risen dramatically. Our proposed system predicts pet posture using smart camera networks powered by the artificial intelligence of things. This system is built on a platform using a Raspberry Pi embedded system. The system can determine from an image whether there is a detection target and generate a contour mask based on Mask R-CNN Technology. According to object detection, poses and key parts can be identified to predict and draw pet skeletons. Simultaneously, the behavioural action of a pet can be determined according to continuous skeleton data and then the system will actively inform the owner to perform subsequent processing.

INDEX TERMS Pet skeletons, mask R-CNN technology, artificial intelligence of things.

I. INTRODUCTION
Skeleton drawing technology can be applied to posture and motion recognition or performance capture in posture and motion recognition applications, such as rehabilitation posture, and virtual reality applications, such as making animated films. These applications are usually drawn for human skeletons [1]–[10]. The related work proposes the prediction method of joint points based on deep neural networks [11]. Moreover, the current skeleton drawing method is PoseNet, which uses pictures or videos as input data to detect the skeleton pose of a single person or a group of people [12]. PoseNet uses a pre-trained model to detect a person’s 17 key points and features, such as eyes, nose, ears, shoulders, elbows, wrists, hips, knees and ankles. Human skeleton drawing connects lines through the correlation between the above key points. For example, the left hand skeleton will be connected by the left shoulder to the left elbow and then to the left wrist, and the right hand skeleton will be connected by the right shoulder to the right elbow and then to the right wrist. The body skeleton is formed by connecting the left and right shoulders and the left and right hips to form a rectangle. The left foot skeleton is connected by the left hip to the left knee and then to the left ankle, and the right foot skeleton is connected by the right hip to the right knee and then to the right ankle.

In today’s society, the number of people rearing pets has increased and their awareness of the need to protect pets’ health has increased. Pet posture behaviour analysis and prediction are providing assistance in the medical treatment of pets. Moreover, as the number of pets has exceeded the number of humans, the demand for pet skeleton drawing applications has risen dramatically. The technique used for the skeleton drawing of pets is currently the RGBD method [13], which collects posture information using sensor clothing. However, the use of resources in information collection and skeleton drawing is higher in the RGBD method, as is the calculation complexity. In order to determine the skeleton position and mark the position information of the target object, the related work involves the target object wearing a motion capture suit with a sensor. The Vicon system in Kinect v2 has 20 infrared cameras that are used to record the markers on the dogs’ bespoke capture suits. After obtaining the above data, pre-processing of the data is performed and it is input into a 2-stacked hourglass network [14]. In the above network, the optimiser uses RMSprop and the loss function uses the Mean Square Error between the ground
This study proposes a new system that predicts pet posture using smart camera networks powered by the artificial intelligence of things. The system uses a webcam to capture real-time images for pose recognition. In this system, pets do not need to wear sensing elements for sensing clothing. The system is a low-cost and non-invasive computer vision technology, which greatly reduces the time and complexity of data acquisition. By using Mask R-CNN [15] to generate contour mask images as input data for object detection, the impact of image recognition on the background environment is reduced and the accuracy of the object detection is improved. The skeleton drawing of the pet pose prediction system is implemented with eight key points. The skeleton is drawn by connecting lines according to the dependence of these key points. The action state recognition of the pet pose prediction system is based on the use of continuous skeleton information to judge the behaviour of the pet. The main contribution of this paper is to propose a posture predicting method based on Faster R-CNN and Mask R-CNN object detection frameworks. The posture prediction accuracy of the proposed system is 80% in pets and can be easily implemented for posture prediction model training in different species.

The second section of this work gives an introduction to the architecture, process and algorithm of the pet pose prediction system. The third section describes the system experiment platform environment and experimental efficiency results. Finally, the fourth section presents the conclusion and future work.

II. PROPOSED METHOD

A. OVERVIEW

The system overview is shown in Figure 1 and the image is captured by a smart network camera. The motion status is recognised based on continuous skeleton information and use real-time images for object detection and skeleton generation. When a specific action state occurs, the owner is notified via communication software.

B. ARCHITECTURE

The system architecture diagram shown in Figure 2 is divided into hardware, software and application layers. The hardware layer mainly uses a webcam to take photographs and the Raspberry Pi for data calculation and analysis of the core platform. The software layer mainly uses TensorFlow as a machine learning development environment, pycocotools as the Mask R-CNN suite tool, OpenCV-Python for image display and storage, and PyEmail for the email suite tool. The application layer has the functions of specific object detection, skeleton analysis drawing and information notification. The system network architecture diagram is shown in Figure 3. The pre-processing part of the data involves splitting the video of the dog obtained by the webcam into pictures. The split image uses Mask R-CNN to generate the contour mask map of the pet and Faster R-CNN to recognise the posture result of the pet. Moreover, the split image uses Faster R-CNN to identify the key parts of the pet and the position of the corresponding labels. The action state analysis part then uses the position of the pet’s key parts and posture to obtain its skeleton key points. The proposed method is combined with the contour mask image output by Mask R-CNN to correct the pet skeleton key points and output a diagram of the pet’s...
skeleton. Finally, the behavioural action of the pet can be determined according to the skeleton diagram.

The system flow chart shown in Figure 4 is divided into user, hardware and software sides. The user side has a pet canine and the user’s smart handheld device. The pet canine is the target of the judged behaviour. The function of the smart handheld device is to receive action notifications. The hardware side has a smart webcam and an embedded system platform of a Raspberry Pi. The smart webcam is used to capture pet canine images and inputs images to the embedded system platform of the Raspberry Pi for identification and notification. The software side is the environment and kit tool used in the embedded system platform of the Raspberry Pi. Pet canine images identify key parts and poses through the TensorFlow machine learning development environment. The contour mask is generated by the Mask R-CNN function of the pycocotools kit tool. OpenCV-Python is then used to draw the skeleton and save the action state to the database. After the action state is recognised, if it is a specific action state, it will be notified to the owner’s smart handheld device via the email package PyEmail.

C. SYSTEM

The main function of the system is shown in Figure 5. The webcam captures the image frames using the Raspberry Pi as a smart network terminal device for image analysis and drawing the skeleton, and the continuous skeleton information is then analysed to identify its action state. When the pet’s action posture is in a pre-set state, such as excretion, the owner is notified to clean up. The system performs Mask R-CNN object detection for each captured frame and obtains a contour mask image for each captured frame. A faster R-CNN [16] performs posture recognition on the contour mask image and key part recognition on the original image. After the system successfully obtains the posture analysis results and key part information, the key points of the skeleton are obtained and corrected. A skeleton is drawn based on the dependence of the key points and continuous poses are analysed to judge actions. According to the warning posture set by the system, the owner is reminded to carry out immediate processing.

1) TO GENERATE THE CONTOUR MASK MAP

Based on the Mask R-CNN object detection, the pet identification and contour mask generation are shown in Figure 6. The object identification weight file is the official version of mask_rcnn_coco.h5. The contour mask images generated by Mask R-CNN are used as input data for posture recognition.

2) TO IDENTIFY POSTURE AND KEY PARTS

The system defines three types of pet poses, namely, standing, sitting and lying, as shown in Figure 7. The system uses the Faster R-CNN network architecture for posture and key part recognition. The posture recognition weight file must be labelled with 320 contour mask images, including the above three pose categories. The posture recognition weight is generated by training a deep learning recognition model. The identification of the key parts is used to define features that help to draw the skeleton, such as the head, front and back feet, body and tail of the pet. The location of the above key parts is obtained through object detection technology, as shown in Figure 8. The recognition weight file of key parts must be labelled with 395 original images, including the above five types of key part and the above three types of posture category original images. The recognition weight
The skeleton key point algorithm of this system is shown in Figure 9. The algorithm performs object detection on the original image of the pet to obtain candidate regions of key parts and calculates eight defined key points of the pose. The skeleton mask is used for posture recognition based on the Faster R-CNN network architecture. In the element value array of the body candidate area, \( y_{min} \) and \( x_{min} \) represent the coordinates of the upper left corner of the area box and \( y_{max}, x_{max} \) represent the coordinates of the lower right corner of the area box.

When the key point of the fore body is at the upper right of the body candidate area frame, \( y_{min} \) will move down by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (y_{max} - y_{min}) \) and \( x_{max} \) will move left by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (x_{max} - x_{min}) \). Similarly, when the key points of the back body are located in the lower left corner of the box of the body candidate area, \( y_{max} \) will move up by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (y_{max} - y_{min}) \) and \( x_{min} \) will move right by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (x_{max} - x_{min}) \). When the pet’s head is facing the right and the posture is sitting, the body line will appear to be inclined from the upper left to the lower right. Therefore, the \( X_f \) and \( Y_f \) coordinates of the fore body key points are obtained using Eqs. (1) and (2), respectively, while the \( X_h \) and \( Y_h \) coordinates of the back body key points are obtained through Eqs. (3) and (4), respectively. When the pet’s head is facing the left and the posture is sitting, the body line will appear to be inclined from the upper left to the lower right. Therefore, the \( X_f \) and \( Y_f \) coordinates of the fore body key points are obtained using Eqs. (5) and (6), respectively, while the \( X_h \) and \( Y_h \) coordinates of the back body key points are obtained through Eqs. (7) and (8), respectively.

\[
X_f = x_{max} - \frac{x_{max} - x_{min}}{\alpha} y_{min} + \frac{y_{max} - y_{min}}{\alpha} \tag{1}
\]
\[
Y_f = y_{min} + \frac{y_{max} - y_{min}}{\alpha} \tag{2}
\]
\[
X_h = x_{min} + \frac{x_{max} - x_{min}}{a} \tag{3}
\]
\[
Y_h = y_{max} - \frac{y_{max} - y_{min}}{a} \tag{4}
\]
\[
X_f = x_{min} + \frac{x_{max} - x_{min}}{a} \tag{5}
\]
\[
Y_f = y_{min} + \frac{y_{max} - y_{min}}{a} \tag{6}
\]
\[
X_h = x_{max} - \frac{x_{max} - x_{min}}{a} \tag{7}
\]
\[
Y_h = y_{max} - \frac{y_{max} - y_{min}}{a} \tag{8}
\]
when the key point of the fore body is at the upper left of the body candidate area frame, \( y_{\text{min}} \) will move down by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (y_{\text{max}} - y_{\text{min}}) \) and \( x_{\text{max}} \) will move right by a fraction of \( \alpha \) of the width of the entire body candidate area frame \( (x_{\text{max}} - x_{\text{min}}) \). Similarly, when the key points of the back body are located in the lower right corner of the box of the body candidate area, \( y_{\text{max}} \) will move up by a fraction of \( \alpha \) of the height of the entire body candidate area frame \( (y_{\text{max}} - y_{\text{min}}) \) and \( x_{\text{max}} \) will move left by a fraction of \( \alpha \) of the width of the entire body candidate area frame \( (x_{\text{max}} - x_{\text{min}}) \). When the pet’s head is facing to the left, the body line is horizontal when the posture is lying and standing. The \( X_h \) and \( Y_h \) coordinates of the back body key point are obtained by Eqs. (11) and (12), respectively.

\[
X_f = x_{\text{max}} - \frac{x_{\text{max}} - x_{\text{min}}}{a} \quad (9)
\]

\[
Y_f = y_{\text{min}} + \frac{y_{\text{max}} - y_{\text{min}}}{b} \quad (10)
\]

\[
X_h = x_{\text{min}} + \frac{x_{\text{max}} - x_{\text{min}}}{a} \quad (11)
\]

\[
Y_h = y_{\text{min}} + \frac{y_{\text{max}} - y_{\text{min}}}{b} \quad (12)
\]

when the key points of the body are located in the box of the body candidate area, \( y_{\text{min}} \) will move down by a fraction of \( b \) of the height of the entire body candidate area frame \( (y_{\text{max}} - y_{\text{min}}) \) and \( x_{\text{max}} \) will move left by a fraction of \( \alpha \) of the width of the entire body candidate area frame \( (x_{\text{max}} - x_{\text{min}}) \). When the key points of the fore body are located in the box of the body candidate area and the lines of the body appear horizontal, \( y_{\text{min}} \) will move down by a fraction of \( b \) of the height of the entire body candidate area frame \( (y_{\text{max}} - y_{\text{min}}) \) and \( x_{\text{min}} \) will move right by a fraction of \( \alpha \) of the width of the entire body candidate area frame \( (x_{\text{max}} - x_{\text{min}}) \). When the pet’s head is facing to the left, the body line is horizontal when the posture is lying and standing. The \( X_f \) and \( Y_f \) coordinates of the fore body key point are obtained by Eqs. (13) and (14), respectively. The \( X_h \) and \( Y_h \) coordinates of the back body key point are obtained by Eqs. (15) and (16), respectively.

\[
X_f = x_{\text{min}} + \frac{x_{\text{max}} - x_{\text{min}}}{a} \quad (13)
\]

\[
Y_f = y_{\text{min}} + \frac{y_{\text{max}} - y_{\text{min}}}{b} \quad (14)
\]

\[
X_h = x_{\text{max}} - \frac{x_{\text{max}} - x_{\text{min}}}{a} \quad (15)
\]

\[
Y_h = y_{\text{min}} + \frac{y_{\text{max}} - y_{\text{min}}}{b} \quad (16)
\]

2) ALGORITHM FOR KEY POINT CORRECTION

The key point correction algorithm is shown in Figure 10 to ensure that the key points of the skeleton are in the contour mask. When the key points of the front and back feet are not in the contour mask, the horizontal translation is used for correction. When the head is facing to the left, the key point will move to the right into the contour mask. Conversely, we pan to the left into the contour mask to complete the key point correction. When the tail key point is not in the contour mask, we use vertical movement to correct. When there is no contour mask on the upper and lower sides of the original key point, the key point will not be displayed. The position of the key points of the revised front and back feet needs to meet the relative relationship between the front and back feet. If any one of the key points of the front or back foot does not meet the above conditions, the key points that meet the relative relationship between the front and back will be replaced.

After the correction, the key position of the tail must meet the following calculation. When the head is facing to the left, the value of the X coordinate of the tail key point after the correction needs to meet the calculation result of Eq. (17). Compliance with the calculation result indicates that the key point of the tail is at a reasonable position; otherwise, the key point will not be displayed. When the head is facing to the right, the value of the X coordinate of the tail key point after the correction needs to meet the calculation result of Eq. (18). Compliance with the calculation result indicates that the key point of the tail is at a reasonable position; otherwise, the key point will not be displayed. When \( \alpha \) is set to a value of 1, the tail key points are easy to draw but the error rate is high. As the value of \( \alpha \) increases, the drawing rate will be lower but the accuracy rate will increase. This study sets \( \alpha \) to a value of 3. After obtaining the key point correction of the tail according to the object detection, we determine whether its position is in the contour mask. If the above method is not established, vertical translation correction on the key points must be performed. When there is no contour mask above and
We connect the eight skeleton key points of the pet according to the key point dependence, as shown in Figure 11. The key point dependencies are the head corresponding to the front body, the front body corresponding to the front foot, the front body corresponding to the back body, the back body corresponding to the back foot and the back body corresponding to the tail key point.

3) ALGORITHM FOR SKELETON DRAWING
We connect the eight skeleton key points of the pet according to the key point dependence, as shown in Figure 11. The key point dependencies are the head corresponding to the front body, the front body corresponding to the front foot, the front body corresponding to the back body, the back body corresponding to the back foot and the back body corresponding to the tail key point.

4) ALGORITHM OF ACTION STATE RECOGNITION
The action state recognition algorithm of this system takes pet excretion as an example, as shown in Figure 12. The action contour mask for pet excretion is shown in Figure 13. In posture analysis, it will be determined whether the pet is in the standing category and the key points of the skeleton will be obtained from the front body, back body, front foot, back foot and so on. This information is then used as input information for the motion state recognition algorithm. The distance between the key points of the front and rear foots has a relatively close characteristic based on the state of the excretion action of the pet. If the calculation result of Eq. (19) is met, the pet complies with the excretion action of the pet. When multiple consecutive pictures captured by the intelligent network camera meet the above conditions, it is determined that the pet is in a state of excretion. The system will send a notification to the owner’s e-mail to remind them of the follow-up cleaning action.

\[
X_{\text{tail keypoint}} \geq X_{\text{hindbodykeypoint}} - X_{\text{forebodykeypoint}}, \quad \alpha \geq 1
\]

\[
X_{\text{tail keypoint}} \leq X_{\text{hindbodykeypoint}} + X_{\text{forebodykeypoint}}, \quad \alpha \geq 1
\]

III. EVALUATION AND RESULTS
A. EXPERIMENTAL PLATFORM AND ENVIRONMENT
The experimental platform information is shown in Table 1. The webcam is a Logitech Webcam C920R. The edge device of the smart Internet of Things is the embedded system Raspberry Pi 4 Model B. The system is written using the Python programming language and a library for the deep learning development environment TensorFlow, the Mask R-CNN library of pycocotools, OpenCV-Python image processing library and the PyEmail library. The system appearance and hardware configuration are shown in Figure 14.

B. ACCURACY ANALYSIS FOR IDENTIFICATION
The system uses deep learning image recognition methods for pet excretion model training and object detection.
The accuracy of Faster R-CNN object detection is shown in Table 2. A recognition model is trained using the Faster R-CNN recognition model, using 525 sample pictures, including four pet poses of standing, sitting, lying and excretion. The identification model is also generated by using 525 sample images, including the four poses of standing, sitting, lying and excretion, and labelling with the above types and using the Faster R-CNN identification model for model training actions. Performance tests are carried out using 12 non-training sample sets of pictures of pet excretion. The accuracy of the Faster R-CNN recognition result puts the excretion status in the first rank as 0% and the accuracy until the recognition result is placed in the third rank rises to 66.67%. The accuracy of SSD_MobileNet V1 [17] object detection is shown in Table 2. A recognition model is trained using the SSD_MobileNet V1 recognition model, using 525 sample pictures, including four pet poses of standing, sitting, lying and excretion. The identification model is also generated by using 525 sample images, including four pet poses of standing, sitting, lying and excretion, and labelling with the above types and using the SSD_MobileNet V1 identification model for model training actions. Performance tests are carried out using 12 non-training sample sets of pictures of pet excretion. The accuracy of the SSD_MobileNet V1 recognition result puts the excretion status in the first rank as 83.33% and the accuracy until the recognition result is placed in the second rank rises to 91.6%. The accuracy of SSD_MobileNet V2 [18] object detection is shown in Table 2. A recognition model is trained using the SSD_MobileNet V2 recognition model, using 525 sample pictures, including four pet poses of standing, sitting, lying and excretion. The identification model is also generated by using 525 sample images, including the four poses of standing, sitting, lying and excretion, and labelling with the above types and using the SSD_MobileNet V2 identification model for model training actions. Performance tests are carried out using 12 non-training sample sets of pictures of pet excretion. The accuracy of the SSD_MobileNet V2 recognition result puts the excretion status in the first rank as 0% and the accuracy until the recognition result is placed in the fourth rank rises to 50%. The accuracy of YOLOv3 [19] object detection is shown in Table 2. A recognition model is trained using the YOLOv3 recognition model, using 525 sample pictures, including four pet poses of standing, sitting, lying and excretion. The identification model is also generated by using 525 sample images, including the four poses of standing, sitting, lying and excretion, and labelling with the above types and using the YOLOv3 identification model for model training actions. Performance tests are carried out using 12 non-training sample sets of pictures of pet excretion. The accuracy of the YOLOv3 recognition result puts the excretion status in the first rank as 16.6% and the accuracy until the recognition result is placed in the second rank rises to 100%. The accuracy of YOLOv4 [20] object detection is shown in Table 2. A recognition model is trained using the YOLOv4 recognition model, using 525 sample pictures, including four pet poses of standing, sitting, lying and excretion. The identification model is also generated by using 525 sample images, including the four poses of standing, sitting, lying and excretion, and labelling with the above types and using the YOLOv4 identification model for model training actions. Performance tests are carried out using 12 non-training sample sets of pictures of pet excretion. The accuracy of the YOLOv4 recognition result puts the excretion status in the first rank as 8% and the accuracy until the recognition result is placed in the third rank rises to 50%. Therefore, the accuracy of the proposed method’s recognition result puts the excretion status in the third rank as 50% and the accuracy until the recognition result is placed in the fourth rank rises to 100%. The reason for this is that the pet’s stance and excretion state are very similar, resulting in poor object detection. The method proposed in this study uses skeleton key point information to distinguish pet similarity states. Therefore, the accuracy of the proposed method’s recognition result puts the first state of excretion at 83.33% of the value, until the accuracy of the recognition result is placed in the third order before the accuracy rises to 100%. Therefore, the accuracy of the proposed method’s recognition of placing the excretion in the first order is 83.33%. Until the recognition result is placed in the top three, the accuracy increases to 100%. The system uses deep learning image recognition methods for pet excretion model training and object detection with clean background. The accuracy of Faster R-CNN, SSD_MobileNet V1, SSD_MobileNet V2, YOLOv3, YOLOv4 and proposed method object detection are shown.

### TABLE 2. Experimental results of accuracy.

| Method            | TOP 1 | TOP 2 | TOP 3 | TOP 4 | TOP 5 |
|-------------------|-------|-------|-------|-------|-------|
| Faster R-CNN      | 0%    | 0%    | 66.6% | 100%  | 100%  |
| SSD-MobileNet V1  | 0%    | 8%    | 8%    | 50%   | 91%   |
| SSD-MobileNet V2  | 8%    | 100%  | 100%  | 100%  | 100%  |
| YOLOv3            | 16.6% | 100%  | 100%  | 100%  | 100%  |
| YOLOv4            | 0%    | 0%    | 50%   | 100%  | 100%  |
| Proposed Method   | 83.3% | 91.6% | 100%  | 100%  | 100%  |

FIGURE 14. Webcam of the smart Internet of Things.
in Table 3. Performance tests are carried out using 10 non-training sample sets of white background pictures of pet excretion. The accuracy of the Faster R-CNN recognition result puts the excretion status in the first rank as 0% and the accuracy until the recognition result is placed in the third rank rises to 70%. The accuracy of the SSD_MobileNet V1 recognition result puts the excretion status in the first rank as 0% and the accuracy until the recognition result is placed in the fourth rank rises to 100%. The accuracy of the SSD_MobileNet V2 recognition result puts the excretion status in the first rank as 0% and the accuracy until the recognition result is placed in the second rank rises to 60%. The accuracy of the YOLOv3 recognition result puts the excretion status in the first rank as 30% and the accuracy until the recognition result is placed in the second rank rises to 100%. The accuracy of the YOLOv4 recognition result puts the excretion status in the second rank as 50% and the accuracy until the recognition result is placed in the third rank rises to 100%. The reason for this is that the pet’s stance and excretion state are very similar, resulting in poor object detection. The method proposed in this study uses skeleton key point information to distinguish pet similarity states. Therefore, the accuracy of the proposed method’s recognition result puts the first state of excretion at 80% of the value, until the accuracy of the recognition result is placed in the second order before the accuracy rises to 100%. Therefore, the accuracy of the proposed method’s recognition of placing the excretion in the first order is 80%. Until the recognition result is placed in the top two, the accuracy increases to 100%.

A pet posture recognition model is generated using network architecture Faster R-CNN training generation. The training samples of the training data set is a contour mask, as shown in Figure 15. The 320 training sample images have three contour mask images: lying posture, sitting posture and standing posture. Using 15 mask images of non-training sample dataset for performance testing, the accuracy is 80%.

Pet key part identification model training is generated using the Faster R-CNN network architecture. The label categories of the training data set include five types of labels, namely, head, body, forefoot, hindfoot and tail. The training data set uses 395 pictures to generate a pet key part recognition model. The recognition results are shown in Figure 16. This system uses a smart webcam to capture real-time images. The image uses Mask R-CNN object detection for pet identification and contour mask generation. After using Faster R-CNN to identify poses and key parts, skeleton key points will be obtained. The skeleton key point correction algorithm is not used as a supplement and the skeleton is drawn, as shown in Figure 17. The skeleton key point correction algorithm is used as a supplement and the skeleton is drawn, as shown.
FIGURE 18. Dog’s skeleton drawing results.

FIGURE 19. Cat’s skeleton drawing results.

FIGURE 20. Notification.

in Figure 18. The cat’s image uses Mask R-CNN object detection for pet identification and contour mask generation. After using Faster R-CNN to identify poses and key parts, skeleton key points will be obtained. The skeleton key point correction algorithm is used as a supplement and the skeleton is drawn, as shown in Figure 19. Figure 18 and Figure 19 contains the results of the pet’s standing, sitting, lying and excretion status. In the above results, the red line indicates the head, the blue line indicates the foot, the magenta line indicates the body and the green line indicates the rear foot and the yellow line indicates the tail. When the system judges that the pet is in a state of excretion by the action state recognition algorithm, it will immediately send an email to notify the owner for subsequent processing. The notification e-mail is shown in Figure 20. Analysis of the execution time of the proposed system is shown in Figure 21. Experimental tests of the proposed system are performed ten times to capture pictures containing the dog, and the total time of each system execution is recorded. The average execution time is 201.72 seconds in the first test environment, which uses a Raspberry Pi 4 embedded system with 4GB RAM. The average execution time is 69.24 seconds in the second test environment using a Raspberry Pi 4 embedded system with 4GB RAM and accelerator. The accelerator uses the Google Coral USB Accelerator for generation of the contour mask image.

IV. CONCLUSION
This study has proposed the use of Faster R-CNN for the object detection of pets’ key parts. It then uses Mask R-CNN for the object detection of the pet and contour mask generation, and draws the skeleton information and motion status recognition of the pet. This method solves the problem that skeleton drawing is currently aimed at humans and proposes to quickly establish a skeleton drawing process and method for new objects. There is need not to put on clothes with sensors when collecting key points of the skeleton. Only deep learning through the picture is required and by carrying on the training of the image recognition model can achieve the skeleton drawing effect and greatly reduce the operation complexity. This method solves the problem that the accuracy of motion recognition accuracy of object detection is not ideal in a single image. The accuracy of the action recognition is 83.33% in the first order and 100% in accuracy before the third.
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