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Abstract

The purpose of this paper is twofold. First, we provide a novel analysis of a baseband time-reversal (TR) beamforming system using two propagation models commonly used in indoor wireless communications. This analysis applies to pico and femtocells in conventional wideband systems such as WiFi networks. We derive a new closed-form approximation for the inter-symbol interference (ISI) power in such scenarios without using rate back-off, which leads to a more accurate estimation of the probability of bit error compared to previous works. We define performance parameters for the spatial focusing and time compression properties of TR beamforming and find closed-form approximations for them. Second, we propose an Equalized TR (ETR) technique that mitigates the ISI of conventional TR. ETR uses a ZF pre-equalizer at the transmitter in cascade configuration with the TR pre-filter. We derive theoretical performance bounds for ETR and show that it greatly enhances the performance of conventional TR with minimal impact to its beamforming capability. By means of numerical simulations, we verify our closed-form approximations and show that the proposed ETR technique outperforms conventional TR with respect to the BER under any SNR, even though the total received power is greater for conventional TR.
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I. INTRODUCTION

Very short-range wireless architectures such as pico and femtocells are becoming ubiquitous as data volume increases and spectrum scarcity make high-density deployments more feasible economically \[1\]. Short-range solutions can be used to offload cellular network traffic to wireless local area networks (WLAN), as seen with the proliferation of indoor WiFi (IEEE 802.11n) hotspots. Because of their smaller size and increasing operating frequencies, these architectures, as well as future types of indoor networks, may adopt access points (AP) that employ irregularly-spaced or other unconventional antenna arrays instead of the arrays in use today. New beamforming techniques that perform well in such scenarios are thus highly desirable\[1\].

One of the techniques with potential to provide advanced beamforming capabilities is time-reversal (TR) \[2\]. Having its roots in acoustics \[3\], TR is a signal transmission technique that enables spatial focusing of the signal at the receiver and compression of the channel impulse response (CIR) in the time domain \[4\]. These characteristics have attracted much interest in a wide range of areas, such as underwater communications \[5\], \[6\], microwave remote sensing \[7\] and wireless communications \[2\], \[8\], \[9\].

The application of TR techniques for wireless communication systems has gained increasing attention recently \[10\]–\[16\]. Considering the radio channel as a linear system, TR uses the time-reversed CIR as a linear filter applied to the transmitted signal. Such pre-filter enables automatic spatial and temporal focusing of the signal at the receiver. In this way, all multipath contributions are added in phase at a specific time, so that strong scattering scenarios enable a better focusing of RF power. TR can also be viewed as a matched filter producing compression in both space and time. First, spatial focusing provides enhanced beamforming performance by increasing the received power and reducing the interference away from the receiver \[9\], \[10\], \[12\], \[17\]. Second, time compression also improves the received power at specific sampling instants when the multipath components add in phase. Thereby, TR has partial equalization properties, reducing delay dispersion and inter-symbol interference (ISI) \[18\]. This is translated into low computational complexity receivers (arguably, the main advantage of TR). Due to this appealing

\[1\]The term beamforming is traditionally used to denote phased array techniques for beam steering, i.e. operating in the 2D manifold spanned by the azimuth and elevation angles. In this paper, we use the term beamforming in a broader sense to denote signal processing techniques that allow spatial focusing of RF power in co-range as well (3D) or even in time (4D space-time beamforming) \[7\], \[10\], \[12\].
characteristics, TR beamforming is particularly attractive for indoor pico and femtocells, where
the channel is typically slow-varying and rich scattering is prevalent. In such scenarios, the pilot
transmission rate can be minimized and spatial focusing maintained without requiring a fast
update of the channel state information (CSI).

Because of their high temporal resolution, most of the work in TR has focused on ultrawideband (UWB) systems, although the suitability of this technique in conventional wideband systems has been verified as well [9], [18]. The performance of TR, in terms of bit error rate and focusing capability, has been addressed by means of empirical and theoretical approaches. In [10], the authors study the space-time focusing of a single-input single-output (SISO) TR system in two scattering scenarios; they define performance metrics and find empirical formulas for those. References [13] and [14] present a theoretical analysis on space-time focusing under single user SISO and multi-user multiple-input single-output (MISO) systems, respectively.

The probability of bit error in TR systems has been investigated in [9], [13], [14] and [19]; however, ISI is analyzed by assuming rate back-off or significantly stronger multi-user interference. Under this conditions, ISI is neglected or its power is extremely low in comparison with other signal components. However, these approaches are less practical as rate back-off increases the system’s complexity: the required up-sampling demands costly high-speed hardware and/or decreases the transmission rate, especially when the system operates over large bandwidths. Moreover, in this paper we demonstrate that ISI power without rate back-off is a determinant factor that deteriorates bit error rate (BER) performance of TR-based systems in single user scenarios.

A number of works have addressed the problem of mitigating ISI in TR. In [19] the authors propose a zero-forcing (ZF) pre-equalization technique and compare it with TR beamforming. Conventional minimum mean squared error receiver equalization is analyzed for TR beamforming in [20]. Reference [16] shows a TR waveform design to maximize the sum rate in multiuser systems, taking into account the inter-user interference and ISI. An equalized spatial multiplexing TR scheme for single-input multiple-output (SIMO) systems is presented in [21] for UWB. However, these approaches have the following limitations: i) the theoretical performance of the proposed techniques with respect to their focusing capability, BER or achievable rate is not characterized taking ISI into account (without rate back-off), or ii) some solutions increase the receiver’s computational complexity versus conventional TR, by either using multiple receiving
antennas or costly receiver equalizers.

The aim of this paper is twofold. First, we characterize the performance of conventional TR beamforming for indoor wireless communications in typical pico and femtocells. Our analysis is based on two exponential channel models \cite{22} with different delay spreads, that are well suited for such scenarios. Using these models, we do the following:

- We derive a closed-form approximation to the bit error probability in TR beamforming including the effect of ISI without using rate-backoff.

- In previous works \cite{9}, \cite{13}, \cite{14}, an statistical channel model with exponential power decay in time was used for the performance analysis of TR systems. Although this model is suitable for indoor scenarios, we also use a more general model that allows for the comparison under different propagation conditions (e.g. richer scattering). Thus, our derivations use both channel models with the first one being a particular case of the second.

- We define suitable space-time focusing performance parameters, and derive theoretical estimates for them.

- We examine the effect of several channel parameters (such as delay spread, tap separation, and scattering strength) over TR performance in terms of BER and beamforming capability.

Second, we introduce an equalized time-reversal (ETR) technique based on a previous work by our group \cite{2}. We expand this work by proposing a discrete zero-forcing (ZF) pre-equalizer in cascade with a TR pre-filter in order to eliminate the ISI component in the received signal while preserving the spatial focusing of conventional TR beamforming. Our contributions with respect to previous works that have dealt with mitigating ISI in TR systems are:

- The proposed ETR technique restricts the computational complexity to the transmitter, maintaining the simplicity of the conventional TR receiver.

- We derive theoretical performance bounds for both the BER and the beamforming capability of the proposed ETR technique. We also compare these bounds with those of conventional TR.

By means of numerical simulations, we verify that the results and derived bounds herein are tight under the assumed conditions. We also demonstrate that the proposed ETR technique outperforms conventional TR in terms of BER without a significant impact on the beamforming capability.
The remaining of this paper is organized as follows. Section II describes the conventional TR and ETR system models. In Section III, we present the performance analysis of both techniques based on the power components of the received signal. We also define performance parameters and derive closed-form expressions for them. Section IV presents numerical simulation results for the performance parameters and a comparison against the theoretical approximations. This is followed by concluding remarks.

II. SYSTEM MODEL

In this section we introduce the discrete signal model for conventional TR and the proposed ETR. We also present the corresponding radio channel models that will be used in the next section to characterize the performance of those techniques. The general idea behind TR is to use the time-reversed CIR from every antenna to the receiver as a pre-filter for the transmitted signal. Such pre-filter acts as a beamformer in the spatial domain, focusing the RF power around the receiver. For the ETR case, we propose a TR pre-filter in cascade with a ZF pre-equalizer in order to mitigate the ISI of conventional TR.

A. Conventional TR Signal Model

Consider a digital MISO baseband wireless communication system with \( M \) transmit antennas \([23]\). Let \( \{s[n]\} \) be the infinite random sequence of complex transmitted symbols, which is assumed to have unit power (i.e. \( \mathbb{E}[|s[n]|^2] = 1 \ \forall n \)). The transmitter uses a pulse shaping filter which provides zero ISI under a band-limited channel, and does not produce any amplitude or phase change on the transmitted symbols. In conventional TR, the discrete time transmitted signal from the \( i \)-th antenna is

\[
x_i^{tr}[n] = \sqrt{\rho} \ s[n] \otimes \frac{h_i^*[L-1-n]}{\sqrt{P_h}}, \quad i = 1, \ldots, M,
\]

where \( \rho \) is the total average transmitted power, \( \otimes \) denotes convolution; \( h_i[n], \ n = 0, \ldots, L-1, \) is the complex CIR from the \( i \)-th transmit antenna to the receiver; and \( P_h \) is a normalization factor introduced to ensure that the total transmitted power remains constant in every realization. This factor is defined as

\[
P_h = \sum_{i=1}^{M} \sum_{l=0}^{L-1} |h_i[l]|^2.
\]
Then, \( h_i^*[L - 1 - n] \) is the complex-conjugated time-reversed CIR applied as a pre-filter to the transmitted sequence. When perfect CSI is available at the transmitter and the channel is static, the received baseband signal is

\[
y_{tr}[n] = \frac{1}{\sqrt{P_h}} \sum_{i=1}^{M} s[n] \otimes h_i^*[L - 1 - n] \otimes h_i[n] + z[n]
\]

\[
= \sum_{i=1}^{M} s[n] \otimes h_{TR,i}[n] + z[n] \quad (3)
\]

where \( z[n] \) represents additive white Gaussian noise, and we have defined the equivalent time-reversed CIR (TR-CIR) for the \( i \)-th antenna as

\[
h_{TR,i}[n] = \frac{1}{\sqrt{P_h}} h_i^*[L - 1 - n] \otimes h_i[n] = \frac{1}{\sqrt{P_h}} \sum_{l=0}^{L-1} h_i[l] h_i^*[L - 1 - n + l]
\]

\[
n = 0, \ldots, 2L - 2. \quad (4)
\]

The effect of the TR filter is thus to replace the original CIR with the TR-CIR, whose properties we analyze next. Notice that we can rewrite the received signal in order to separate the desired symbol, the ISI, and the noise as

\[
y_{tr}[n] = \sqrt{\rho} \sum_{i=1}^{M} \sum_{l=0}^{L-1} \vert h_i[l] \vert^2 s[n - L + 1] + \sqrt{\rho} \sum_{i=1}^{M} \sum_{l=0}^{2L-2} h_{TR,i}[l] s[n - l] + z[n]. \quad (5)
\]

This separation in (5) can be interpreted in the following way. First, note that \( h_{TR,i}[n] \) is a scaled autocorrelation function of \( h_i[n] \), whose peak amplitude is

\[
\max_n \vert h_{TR,i}[n] \vert = \vert h_{TR,i}[L - 1] \vert = \frac{1}{\sqrt{P_h}} \sum_{l=0}^{L-1} \vert h_i[l] \vert^2. \quad (6)
\]

Thus, the focusing time effected by TR occurs at sample \( L - 1 \) in the TR-CIR. At that instant, the multipath components corresponding to the desired symbol add in phase, so its coefficient is real and positive. Moreover, the ISI components add incoherently. The net result is an increase in the desired signal power and a reduction in the ISI. Note that \( h_{TR,i}[k] \) has \( 2L - 1 \) non-zero samples, so the ISI spans across \( 2L - 2 \) symbols.
B. Proposed Equalized TR Signal Model

A main challenge in conventional TR beamforming is to mitigate the ISI component of the received signal. As seen in (5), and depending on the specific channel realization, the ISI can represent a significant percentage of the total received power, thus affecting detection. Typically this problem can be solved with equalization at the receiver, RAKE receivers or OFDM, but this would increase the low computational complexity enabled by TR. Thus, we propose an equalizer of length \( L_E \) (i.e. \( n = 0, \ldots, L_E - 1 \)) cascaded with the TR pre-filter in every transmit antenna, with the goal of minimizing the ISI power at the receiver [2]. We refer to this approach as ETR. Following the model and notation in Section II-A, the ETR transmitted signal in the \( i \)-th antenna is

\[
x_{i}^{eq}[n] = \sqrt{\rho} \ast s[n] \times h_{i}^{*}[L - 1 - n] \times g[n] \times \sqrt{P_g} \quad i = 1, \ldots, M,
\]

where the normalization factor \( P_g \) is defined as

\[
P_g = \sum_{i=1}^{M} \sum_{n=0}^{L + L_E - 2} |h_{i}^{*}[L - 1 - n] \times g[n]|^2.
\]

Note that \( P_g \) accounts for the number of antennas, so \( \rho \) is not explicitly divided by \( M \) in (7).

When perfect CSI is available at the transmitter and the channel is static, the received signal in ETR is

\[
y_{eq}[n] = \sqrt{\frac{\rho}{P_g}} \ast s[n] \times g[n] \times \sum_{i=1}^{M_T} h_{TR,i}[n] + z[n].
\]

We propose a ZF pre-equalizer design for \( g[n] \) whose objective is to completely eliminate the ISI component in the received signal. Although ZF is vulnerable to noise when used at the receiver [24], this problem is not of concern at the transmitter. The ZF criterion for the equalizer design is

\[
g_{zf}[n] \times \sum_{i=1}^{M_T} h_{TR,i}[n] = \delta[n - n_0],
\]

where \( g[n] = g_{zf}[n] \) is the ZF equalizer solution, \( \delta[n] \) is the unitary impulse function, and \( n_0 \in [0, \ldots, 2L + L_E - 3] \) is an arbitrarily selected delay. Note that the solution for \( g_{zf}[n] \) in (10) is an overdetermined linear system. Hence, we now analyze the ZF criterion in the frequency domain in order to simplify the analysis, as it will become evident in Section III. Let \( G_{zf}[k] \) and \( H_i[k] \) denote the discrete Fourier transforms (DFT) of \( g_{zf}[n] \) and \( h_i[n] \), respectively, with
After applying the DFT to (10), the ZF equalizer in the frequency domain is

\[
G_{zf}[k] = \frac{e^{-j2\pi\frac{n_0-L+1}{2L+L_E-2}k}}{\sum_{i=1}^{M_T} |H_i[k]|^2}.
\]  

(11)

From Fourier transform properties, (11) represents a non-causal periodic equalizer in the time domain. An implementable system will use a truncated, causal, and finite duration version of \( g_{zf}[n] \). In the next section, we use the ideal solution in the frequency domain given by (11) in order to obtain performance bounds for ETR, noting that the approximation between \( g_{zf}[n] \) and its implementable version will improve by increasing \( L_E \). Using the ZF equalizer, the received signal is then

\[
y_{eq}[n] = \sqrt{\frac{\rho}{P_g}} s[n-n_0] + z[n],
\]  

(12)

where we have assumed that perfect equalization is achieved.

C. Wideband Radio Channel Model

As mentioned above, TR benefits from rich scattering, so it can be conveniently applied for indoor wireless communications. We selected two statistical baseband channel models suitable for such scenarios to make the performance analysis. The first one is a simple single-cluster CIR model with exponential power decay in time. The second model is a more general case with two propagation clusters, each one of them with exponential power decay. Even though the first model is a particular case of the second, we consider it here separately in order to illustrate the derivation process and to facilitate interpretation of the results in Section III. In addition, the motivation for using two channel models is to compare the TR system performance under different delay spreads. For simplicity, we only take into account here the case where each CIR tap represents the contribution from several unresolvable multipath components with the same average amplitudes. Thus, diffuse scattering is assumed and both channel models have Rayleigh distributions.

The common features of the two models are that the CIR \( h_i[n] \) is modeled as a circular symmetric complex Gaussian random variable with zero mean \( \forall i, n \). We assume that the transmit array elements have sufficient separation (e.g. irregular array). The system operates in a rich scattering environment, so \( h_i[n] \) and \( h_p[l] \) are uncorrelated if \( i \neq p \) or \( n \neq l \) (i.e. uncorrelated
scattering). We also define the following constraint on the CIR total power:

$$\sum_{n=0}^{L-1} \mathbb{E} \left[ |h_i[n]|^2 \right] = \Gamma, \ \forall i,$$

(13)

where $\Gamma \ll 1$ is a constant accounting for the channel induced propagation losses. This constraint implies that the channels between each transmit antenna and the receiver have the same average power. The variance of $h_i[n]$ is specified by the power delay profile (PDP) model, as follows:

1) Model 1: This is the standard reference PDP model for indoor wireless communications [22]. The power in the CIR decreases exponentially on time with a single scattering cluster:

$$\mathbb{E} \left[ |h_i[n]|^2 \right] = \begin{cases} A e^{-\frac{n \sigma_2}{T_s}} & \text{if } n = 0, \ldots, L - 1, \\ 0 & \text{otherwise}, \end{cases}$$

(14)

where $T_s$ is the sampling period or tap spacing, $\sigma$ is the delay spread parameter, and $A$ is selected to satisfy (13).

2) Model 2: The PDP matches common indoor propagation models, such as the IEEE 802.11n/ac Channel B in [25] and [26]. This is an exponential decay model with two scattering clusters. This is valid for indoor WLANs with operating frequencies around 2.4 GHz and 5 GHz, and bandwidths of up to 1.28 GHz:

$$\mathbb{E} \left[ |h_i[n]|^2 \right] = \begin{cases} A e^{-\frac{n \sigma_1}{T_s}} & \text{if } 0 \leq n \leq L_1 - 1, \\ A e^{-\frac{n \sigma_1}{T_s}} + \gamma A e^{-\frac{(n-L_1) \sigma_2}{T_s}} & \text{if } L_1 \leq n \leq L_2 - 1, \\ \gamma A e^{-\frac{(n-L_2) \sigma_2}{T_s}} & \text{if } L_2 \leq n \leq L - 1, \\ 0 & \text{otherwise}. \end{cases}$$

(15)

where $\sigma_1$ and $\sigma_2$ are the delay spread parameters, $L_1$ is the starting sample for the second cluster, $L_2$ is the number of samples in the first cluster, $\gamma$ is the relative power of the second cluster, and $A$ is the normalization constant selected such that (13) is satisfied.

Note that both models correspond to Rayleigh channels, with a duration of $L$ samples in the CIR. However, Model 2 has a higher delay spread due to the strong delayed power contribution from the second scattering cluster. Table I shows the parameter values of each channel model under different CIR lengths, selected according to the standard [25], [26]. The parameters for Model 1 are the same as those for the first cluster in Model 2. These parameters are used for comparison purposes in Section IV.
### TABLE I

**CHANNEL MODEL PARAMETERS**

| Tap Separation ($T_s$) [ns] | 1 cluster | 2 clusters |
|----------------------------|-----------|------------|
|                            | $\sigma$ [ns] | $\gamma$ | $\sigma_1$ [ns] | $\sigma_2$ [ns] | $L_1$ | $L_2$ | $L$ |
| 2.5                        | 8.0       | 33.0      | 8.0           | 14.0           | 9.0   | 17.0  | 33.0 |
| 5                          | 8.0       | 17.0      | 8.0           | 14.0           | 5.0   | 9.0   | 17.0 |
| 10                         | 8.0       | 9.0       | 8.0           | 14.0           | 2.0   | 5.0   | 9.0  |

III. PERFORMANCE ANALYSIS OF CONVENTIONAL TR AND ETR

We now characterize the performance of conventional TR and the proposed ETR technique with respect to the probability of bit error and the spatial focusing capability. In conventional TR, as stated Section II-A, the received signal (5) has three components: desired symbol, ISI, and noise. Hence, the probability of bit error in conventional TR systems for BPSK [27] is

$$P_{tr,BPSK} = Q\left(\sqrt{\frac{2P_S}{P_{ISI} + N}}\right),$$  \hspace{1cm} (16)$$

where $Q(\cdot)$ is the complementary CDF of a standard Gaussian distribution, $P_S$ is the desired signal power, $P_{ISI}$ is the inter-symbol interference power, and $N$ is the noise power. Similar expressions for other modulations can be found in [27]. Note that in conventional TR the performance is limited by ISI at high signal to noise ratios. In the case of ETR the ISI term does not exist in the received signal due to the equalization, so the probability of bit error for BPSK [27] is

$$P_{eq,BPSK} = Q\left(\sqrt{\frac{P_{eq}}{N}}\right),$$  \hspace{1cm} (17)$$

where $P_{eq}$ is the received signal power in (12).

In this section, we derive the expressions for the power of each of those components in terms of the channel PDP, which are necessary for performance characterization of TR and ETR. These expressions have not been found previously without using rate back-off, so they constitute one of the contributions of this paper. We also define parameters to measure the TR space-time focusing performance, and then present closed-form approximations for them using the indoor channel models introduced above.
A. Desired Signal Power

1) Conventional TR: The desired signal power in (5) is

\[ P_S = \mathbb{E} \left[ \rho \sum_{i=1}^{M} \sum_{l=0}^{L-1} |h_i[l]|^2 \right] = \rho M \Gamma. \] (18)

which can be obtained from the channel power constraint (2). Note that this signal power is independent of the channel model and is directly proportional to the number of antennas.

2) ETR: According to (12), the received signal power is

\[ P_{eq} = \rho \mathbb{E} \left[ \frac{1}{P_g} \right]. \] (19)

As shown in Appendix A, an upper bound on the received power (which causes a lower bound in the probability of bit error) is

\[ P_{eq} \leq \rho M \Gamma. \] (20)

Thus, the received power in ETR is at best the desired power in conventional TR and a reduction in the beamforming capability is expected. We analyze this issue later. However, the probability of bit error is lower in ETR due to the elimination of the ISI. We verify this bound numerically in Section IV.

B. Intersymbol interference power in conventional TR

The ISI power \( P_{ISI} \), which has not been characterized previously without rate back-off, is derived here from (5) as the sum of the power in the TR-CIR at instants other than the focusing time (i.e., \( l \in \{0, \ldots, 2L-2\}, \ l \neq L-1 \)):

\[ P_{ISI} = \rho \mathbb{E} \left[ \sum_{i=1}^{M} \sum_{l=0}^{2L-2} h_{TR,i}[l] \right]^2 = \rho \mathbb{E} \left[ \sum_{i=1}^{M} \sum_{l=0}^{2L-2} h_{TR,i}[L - 1 - l] \otimes h_i[l] \right]^2. \] (21)

Note that \( P_h \) is a random variable that depends on the CIR, as given by (2), so the calculation of (21) is not straightforward. As shown in Appendix B we use an expansion for the expectation of the ratio of correlated random variables \[28\] \[29\] in order to derive the following approximation for this equation:

\[ P_{ISI} \approx \frac{\rho}{M \Gamma} \sum_{l=0}^{2L-2} \sum_{i=1}^{M} \sum_{n=0}^{L-1} \mathbb{E} \left[ |h_i[n]|^2 \right] \mathbb{E} \left[ |h_i[L - 1 - l + n]|^2 \right] \]

\[ = \hat{P}_{ISI}. \] (22)
The ISI power depends on the PDP model. Therefore, we evaluate (22) using the channel models described in Section II-C. From now on, let the superscripts \( p \) and \( q \) denote variables calculated using Model 1 and Model 2, respectively, and the symbol \( \hat{\cdot} \) an approximation to a variable. Then, the results for \( P_{ISI} \) are shown in equations (23) and (24). The later can be found in next page.

\[
\hat{P}_{ISI}^{(1)} = \rho \Gamma \left( \frac{1 - e^{-\frac{T_s}{\sigma}}}{1 - e^{-\frac{T_s}{\sigma}}} \right)^2 \sum_{l=0}^{2L-2} \sum_{\substack{n=0 \atop n \leq l}}^{L-1} \sum_{\substack{n=0 \atop n > l-L+1}}^{L-1} e^{-\frac{(L-1-l+2n)T_s}{\sigma}}.
\]

(23)

There are two interesting remarks about the power components in conventional TR that we found through the proposed approximation. First, the ISI power does not depend on the number of antennas, but the desired signal power is directly proportional to it. Hence, from the probability of error (16), an increase in \( M \) would increase the ratio between \( P_S \) and \( P_{ISI} \) and, consequently, it would improve the BER at high SNR. Second, there are three factors that can increment the ISI power: decreasing tap separation \( T_s \) (equivalent to increasing bandwidth), increasing channel delay spread \( \sigma \), or increasing the CIR duration \( L \). Thus, with the proposed approximation, we demonstrate that a degradation in the BER performance is expected for conventional TR in stronger scattering environments.

C. Usable power and time compression in conventional TR

We now introduce a parameter that will help to compare different scenarios (characterized by the channel model parameters) through a single metric. From the received signal in (5), we know that the total received power with conventional TR is \( P_R = P_S + P_{ISI} \). Note that, according to the probability of error (16), conventional TR performance is limited by the ratio between \( P_S \) and \( P_{ISI} \) when the received power is much stronger than the noise. Thus, we define the usable power ratio as \( U = P_S/P_{ISI} \), which measures the fraction of the received power that can be effectively used at the detector and determines a lower bound to (16). Using the expressions for Model 1 and Model 2, the usable power ratio approximations are given in (25) and (26). The later can be found in next page.

\[
\hat{U}^{(1)} = \frac{M \left( 1 - e^{-\frac{T_s}{\sigma}} \right)^2 \sum_{l=0}^{2L-2} \sum_{\substack{n=0 \atop n < l}}^{L-1} \sum_{\substack{n=0 \atop n < l-L+1}}^{L-1} e^{-\frac{(L-1-l+2n)T_s}{\sigma}}}{\left( 1 - e^{-\frac{T_s}{\sigma}} \right)^2}.
\]

(25)
This particular parameter has no relevance for ETR, since we assume the equalizer completely eliminates ISI.

D. Interference Mitigation and Spatial Focusing

The spatial focusing capability of conventional TR has important interference mitigation applications in wireless communications. In this subsection we analyze the signal power at points in the space different than the receiver’s location by considering an unintended receiver with uncorrelated CIR. We use this analysis to determine the power ratio between desired and undesired locations as a measure of the spatial focusing, and compare conventional TR with our proposed ETR technique.

Consider an unintended receiver with CIR denoted by $h_{u,i}[n]$ from the $i$-th transmit antenna, where $h_{u,i}[n]$ and $h_{p,l}[l]$ are identically distributed and uncorrelated for all $i$, $p$, $n$, and $l$. More specifically, $h_{u,i}[n]$ has the same power delay profiles and power constraints described in Section
In conventional TR, the signal at the unintended receiver is given by

\[ y_{tr}[n] = \sqrt{\rho} \sum_{i=1}^{M} s[n] \otimes h^*_i[L - 1 - n] \otimes h_{u,i}[n] + z[n]. \]  

The desired signal power captured by the unintended receiver is equal to the power of the sample at instant \( L - 1 \) in its equivalent TR-CIR. Then, we define that interference power as

\[ P_{tr}^{int} = \mathbb{E} \left[ \left| \sum_{i=1}^{M} h^*_i[L - 1 - n] \otimes h_{u,i}[n] \right|^2 \right]_{n=L-1}. \]  

Using the same procedure that we used in the derivation of \( P_{ISI} \), which can be found in Appendix B, the interference power becomes

\[ \hat{P}_{tr}^{int} = \rho \frac{L-1}{L} \sum_{l=0}^{L-1} \mathbb{E} \left| h_{u,i}[l] \right|^2 \mathbb{E} \left[ |h_i[l]|^2 \right]. \]  

Again, this expression depends on the user PDP and the unintended receiver PDP, which are assumed to be identical. Thus, using the defined models, we get the results in (30) and (31) in next page.

\[ \hat{P}_{tr}^{(1)} = \rho \Gamma \frac{1 + e^{-LT_\sigma}}{1 + e^{-T_\sigma}} \left( 1 - e^{-T_\sigma} \right). \]  

In the proposed ETR technique, the signal at an unintended receiver is

\[ y_{eq}[n] = \sqrt{\rho} s[n] \otimes \frac{g[n]}{P_g} \otimes \sum_{i=1}^{M_n} h^*_i[L - 1 - n] \otimes h_{u,i}[n] + z[n]. \]  

In this case, the equalizer does not match the CIR to the unintended receiver, so the signal has a desired signal component and an ISI component due to imperfect equalization. This total received power can be approximated as (see Appendix C)

\[ \hat{P}_{eq}^{int} = \rho \Gamma. \]  

Note that, for the proposed ETR, both the received power and the interference power are independent of the channel model, as long as the power constraint (13) is satisfied. We define the usable spatial focusing parameter as the ratio between the usable power at the receiver and the power at the unintended receiver. Then, for conventional TR and ETR this parameter is, respectively,

\[ \eta_{tr} = \frac{P_S}{P_{tr}^{int}} \quad \text{and} \quad \eta_{eq} = \frac{P_{eq}}{P_{eq}^{int}}, \]
and measures the ability of the beamformer to focus the signal power on a specific point in space. In the case of conventional TR, we use the expressions (18), (30), and (31) to obtain closed-form approximations to $\hat{\eta}^{(2)}_{tr}$ given in (35) and (36) in next page.

$$\hat{\eta}^{(1)}_{tr} = M \left( \frac{1 + e^{-\frac{T_s}{\sigma}}} {1 + e^{-\frac{L_{ts}}{\sigma}}} \right) \left( 1 - e^{-\frac{T_s}{\sigma}} \right) \left( 1 - e^{-\frac{L_{ts}}{\sigma}} \right)$$

(35)

It is clear that the spatial focusing in TR increases with the number of antennas in a similar way as in conventional phased array. Nevertheless, TR allows a 3D focusing of the power using the information in the CIR, instead of the 2D beam-steering performed by phased arrays. A numerical analysis of the behavior of $\eta_{tr}$ is given in Section [V] with respect to the channel model parameters. In the case of ETR, from (20) and (33), a model-independent upper bound on the spatial focusing parameter $\eta_{eq}$ is around $M$.

We also define an alternate measure of spatial focusing that we call total power focusing. This measures the apparent spatial focusing in conventional TR, including the presence of ISI. The definition is

$$\eta_{tr}^{'} = \frac{P_S + P_{ISI}}{P_{int} + P_{ISI}}$$

(37)

where the ISI power is the same at the unintended receiver, due to the fact that $h_{u,i}[n]$ and $h_i[n]$ have the same PDP. In previous works, the difference between the usable power focusing and the total power focusing has not been clearly defined. Thus, we introduce this parameter in order to make a distinction between the total power present in the focusing point (i.e. the receiver), and the power that can be actually used at the detector.

A detailed analysis of the parameters calculated in this section is provided next.
IV. NUMERICAL RESULTS AND DISCUSSION

First, we analyze numerically the expressions found in the previous section for $\hat{U}, \hat{\eta}_{tr}$ and $\hat{\eta}'_{tr}$ in conventional TR. Fig. 1 shows these results in terms of the CIR length $L$ for different values of $T_s/\sigma$ (Model 1) and $T_s/\sigma_1$ (Model 2). In the later case, we set the remaining parameters so they approximate Channel Model B in [25] (i.e., $L_1 \approx L/4$, $L_2 \approx L/2$, $\gamma = 0.4786$ and $\sigma_2 = 1.75\sigma_1$). The number of antennas was set to $M = 4$. The ratio between the tap spacing $T_s$ and the delay spread parameter $\sigma$ determines the frequency selectivity of the channel: smaller values of $T_s/\sigma$ imply larger signal bandwidths or stronger scattering in the channel.

Fig. 1a shows a nearly constant behavior of $\hat{U}^{(1)}$ with respect to $L$, but significant variations for different values $T_s/\sigma$ ranging from 6 dB to 12.5 dB. More frequency selective channels have an stronger ISI component in the received signal, degrading the usable power parameter in Model 1. In contrast, variations of $\hat{U}^{(2)}$ are smaller (within 1.5 dB) and centered around 7 dB for the different values of $T_s/\sigma_1$. Thus, stronger scattering present in Model 2 determines a smaller variance of the ISI power with respect to changes in the signal bandwidth.

Fig. 1b and Fig. 1c show the results for the usable spatial focusing and the total power focusing parameter. In both cases, an increase in the spatial focusing (beamforming capability) of conventional TR is observed for scenarios with stronger scattering and/or larger bandwidths. Also, $\hat{\eta}_{tr} > \hat{\eta}'_{tr}$ in all cases, which can be interpreted in the following way. Even though the received signal power at the desired user is between 6 dB and 8 dB (approximately) stronger than the signal power at the unintended receiver, an important fraction of these powers are composed of ISI. However, the usable power at the user’s detector is actually significantly larger than the usable power at the unintended receiver (it can reach up to 25 dB in the simulated conditions). This is because the TR pre-filter is matched only to the desired user’s CIR, and does not offer partial equalization at other spatial locations. It is also worth noting that an approximate upper bound on $\hat{\eta}_{eq}$ is the number of antennas (6 dB under the conditions described on Fig. 1) regardless of the channel model. We return to this issue later.

We also performed Monte Carlo simulations of the described conventional TR and ETR systems under tap separations of 2.5 ns, 5 ns and 10 ns, consistent with current WLAN models as specified in [25] and [26]. We calculated the performance parameters presented in Section III for 1000 channel realizations, with the transmission of $10^6$ complex symbols in every one of...
TABLE II
SPATIAL FOCUSING PERFORMANCE COMPARISON

| Tap spacing [ns] | Simulated $\eta'_{tr}$ [dB] Model 1 | Theoretical $\hat{\eta}'_{tr}$ [dB] Model 1 | Simulated $\eta'_{eq}$ [dB] Model 1 | Simulated $\eta'_{eq}$ [dB] Model 2 |
|-----------------|-------------------------------------|------------------------------------------|-----------------------------------|-----------------------------------|
| 2.5             | 6.8                                 | 6.9                                      | 6.9                               | 7.5                               |
| 5               | 6.8                                 | 6.9                                      | 6.7                               | 7.1                               |
| 10              | 6.4                                 | 6.9                                      | 6.5                               | 6.3                               |

them. The number of transmit antennas was $M = 4$ and the channel parameters were selected according to Table I.

In concordance with the results in Fig. 1, the simulation shows that the total focusing performance improves by decreasing the tap separation, as presented in Table II. This is due to the increasing number of resolvable multipath components in the CIR, which are all coherently combined at the receiver thanks to the TR pre-filter. Also, the results are consistent with the closed form approximations (35) and (36). In the case of ETR, the approximate upperbound of 6 dB for the spatial focusing is satisfied in these scenarios, and a loss of between 1dB and 2dB is observed with respect to conventional TR. These results clearly demonstrate the potential of TR techniques for beamforming.

We calculated the BER of both conventional TR and ETR as a function of the signal to noise ratio defined as $SNR = \rho \Gamma / N$. First, in Fig. 2 we verify our approximation to the probability of error in conventional TR using the closed form expressions (18), (23) and (24). BPSK and QPSK modulations were used. The approximation error is in the order of $10^{-4}$, which represents a significant improvement over previous works. It is observed that Model 1 (weaker scattering) has a slightly better performance, as expected from the usable power ratio results. A larger $T_s$ improves the performance in Model 1, but has almost no impact when Model 2 is used. In addition, it is clear that the BER in both modulations is too high to be of practical use in the scenarios considered here; this is because the ISI power causes a lower bound on the probability of bit error, as stated in Section III. Thus, the importance of the proposed ETR technique to overcome this problem is evident.

Fig. 3 shows the simulated BER performance for the TR and ETR and the lower bound for the probability of error using BPSK. The number of antennas is $M = 4$. The equalizer’s length
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is the same as the CIR length, i.e. \( L_E = L \). Again it is noted that conventional TR has a lower bound on the \( BER \) caused by the ISI, and that the performance deteriorates by increasing the delay spread (Channel Model 2) or the bandwidth. ETR outperforms conventional TR under any \( SNR \) by mitigating the ISI, so its \( BER \) performance approaches that of the AWGN channel. Also, the \( BER \) of ETR is within 2 dB of the probability of bit error lower bound.

Fig. 4 shows the simulated \( BER \) of conventional TR and ETR under different channel models, antennas, and bandwidths. The variation of the \( BER \) performance in ETR is not significant with respect to the delay spread or the tap spacing. However, when increasing the number of antennas from 4 to 8, conventional TR performance improves significantly, whereas only a 3 dB improvement is observed for ETR. This is expected from the expressions we derived for the usable power ratio ((25) and (26)), where we demonstrate that the proportion of ISI power in the received signal decreases linearly when increasing the number of antennas.

V. CONCLUSIONS

We have analyzed a baseband TR beamforming system using two propagation models commonly used in indoor wireless communications. In particular, this analysis is relevant for pico and femtocells in conventional wideband systems such as WiFi networks. We derived a novel closed-form approximation for the ISI power in such scenarios without using rate back-off, which leads to a more accurate estimation of the probability of bit error compared to previous works.

We defined performance parameters for the spatial focusing and time compression properties of TR beamforming and found closed-form approximations for them. We noted that not all the received power is usable at the receiver due to the presence of ISI, and this poses a lower bound on the achievable \( BER \) of conventional TR. Thus, we propose an Equalized TR technique that mitigates the ISI based on a previous work by our group [2]. ETR uses a ZF pre-equalizer at the transmitter in cascade configuration with the TR pre-filter. We showed that the proposed technique greatly enhances the performance of conventional TR with low impact to its beamforming capability. A lower bound on the received power of ETR was also derived, which corresponds to an upper bound on the probability of bit error.

The spatial focusing performance of conventional TR and ETR was analyzed by calculating the signal power at an unintended receiver with uncorrelated CIR. We showed that the total power ratio and the usable power ratio between the receiver and the interfered user increase
with either the channel delay spread or the signal bandwidth. Moreover, it was shown that the
use of ETR has a small impact over this spatial focusing parameters.

By means of numerical simulations, we verified that the proposed ETR technique outperforms
conventional TR with respect to the BER under any SNR, even though the total received power
is greater for conventional TR.

APPENDIX A

UPPER BOUND ON THE ETR RECEIVED POWER

In this Appendix, we derive an upper bound for the received power with the proposed ETR
technique. From (8), (11) and Parseval’s theorem, it follows that

\[
P_g = \frac{1}{2L + L_E - 2} \sum_{i=1}^{M_T} \sum_{k=0}^{2L + L_E - 3} |H_i[k]|^2 e^{-j\frac{2\pi}{2L + L_E} k}^2,
\]

where we have used zero padding in order to represent the linear convolution. Now, the received
signal power using ETR beamforming is

\[
P_{eq} = \rho \mathbb{E} \left[ \frac{1}{P_g} \right] = \rho \mathbb{E} \left[ \frac{2L + L_E - 2}{\sum_{k=0}^{2L + L_E - 3} \sum_{i=1}^{M_T} |H_i[k]|^2} \right].
\]

(37)

Note that the expression inside the expectation operator in (38) is a concave function of $|H_i[k]|^2$
(i.e. it is a double composition of an affine function and its reciprocal) [30, Sec. 3.2.4]. Hence,
from Jensen’s inequality we get

\[
P_{eq} \leq \frac{\rho (2L + L_E - 2)}{\sum_{k=0}^{2L + L_E - 3} \sum_{i=1}^{M_T} |H_i[k]|^2}.
\]

(39)

By using (13), uncorrelated scattering and the DFT definition, we also have

\[
\mathbb{E} \left[ |H_i[k]|^2 \right] = \mathbb{E} \left[ \sum_{m=0}^{2L + L_E - 3} \sum_{n=0}^{2L + L_E - 3} h_i[m] h_i^*[n] e^{-j\frac{2\pi m}{2L + L_E} k} e^{j\frac{2\pi n}{2L + L_E} k} \right]
\]

\[
= \mathbb{E} \left[ \sum_{n=0}^{2L + L_E - 3} |h_i[n]|^2 \right] = \Gamma.
\]

(40)
Replacing (40) in (39):

\[ P_{eq} \leq \rho M \Gamma. \]  

(41)

**APPENDIX B**

**APPROXIMATION TO THE ISI POWER IN CONVENTIONAL TR**

In this appendix, we derive an approximation to the ISI power in conventional TR systems and analyze the approximation error using the variance of the normalization factor. From (2) and (21), the ISI power is given by:

\[
P_{ISI} = \rho \mathbb{E} \left[ \sum_{i=1}^{M} \sum_{l=0}^{2L-2} \sum_{n=0}^{L-1} h_i[n]h_i^*[L - 1 - l + n] \right] \cdot \frac{\sum_{i=1}^{M} \sum_{l=0}^{L-1} |h_i[l]|^2}{\sum_{l=0}^{L-1} |h_i[l]|^2}. \]  

(42)

Let \( a \) and \( b \) be two correlated random variables. According to [28] and [29], an expansion for the expectation of the ratio of \( a \) and \( b \) is

\[
\mathbb{E} \left[ \frac{a}{b} \right] = \mathbb{E} [a] + \sum_{i=1}^{\infty} (-1)^i \mathbb{E} [a] \langle i \rangle + \mathbb{E} [b] \langle i \rangle, \]  

(43)

where \( \langle i \rangle = \mathbb{E} [(b - \mathbb{E}[b])^i] \) is the \( i \)-th central moment of \( b \) and \( \langle a, i \rangle \) is the \( i \)-th mixed central moment of \( b \) and \( a \). Thus, if we only consider the first term in the expansion, (42) becomes

\[
P_{ISI} \approx \rho \mathbb{E} \left[ \sum_{i=1}^{M} \sum_{l=0}^{2L-2} \sum_{n=0}^{L-1} h_i[n]h_i^*[L - 1 - l + n] \right] \cdot \mathbb{E} \left[ \sum_{l=0}^{L-1} |h_i[l]|^2 \right]. \]  

(44)

We will analyze the approximation error later in this section. Since the channel has uncorrelated scattering and \( h_i[l] \) has zero mean, we note that

\[
\mathbb{E} [h_i[l]h_j^*[L - 1 - l + n]h_j^*[m]h_j[L - 1 - l + n]] = 0 \]

if \( i \neq j \) or \( l \neq m \).  

(45)
Thus, the only non-zero terms in the numerator of (44) are of the form
\[ \mathbb{E}[h_i[l]h_i^*[L - 1 - k + l]h_i^n[n]h_i[L - 1 - l + n]] = \mathbb{E}[|h_i[n]|^2 |h_i[L - 1 - l + n]|^2]. \] (46)

Replacing (45) and (46) into (44) we get:
\[ \hat{P}_{ISI} = \frac{\rho}{MT} \sum_{l \neq -L-1}^{2L-2} \sum_{i=1}^{M} \sum_{n=0}^{L-1} \sum_{n \leq l-1}^{n \leq l+1} \mathbb{E}[|h_i[n]|^2] \mathbb{E}[|h_i[L - 1 - l + n]|^2], \] (47)

where the constraints in the sum over \( n \) come from the definition of the PDP for \( n \in \{0, \ldots, L - 1\} \), so \( 0 \leq L - 1 - l + n \leq L - 1 \) must hold.

Now, notice that if we only consider the first term in the expansion (43), the equality holds if the variance of the denominator is vanishingly small. Thus, we use this variance (denoted \( \text{Var}[P_h] \)) as a measure of the approximation error. Using the given channel models, we have

\[ \text{Var}[P_h]^{(1)} = MT^2 \frac{1 + e^{-\frac{LT_s}{\sigma}}}{1 + e^{-\frac{T_s}{\sigma}}} \left(1 - e^{-\frac{T_s}{\sigma}}\right), \] (48)

\[ \text{Var}[P_h]^{(2)} = MT^2 \left(\frac{\sum_{n=0}^{L^2-1} e^{-\frac{nT_s}{\sigma_1}} + \gamma^2 \sum_{n=L_1}^{L-1} e^{-\frac{(n-L_1)T_s}{\sigma_2}} + 2\gamma \sum_{n=L_1}^{L^2-1} e^{-\frac{nT_s}{\sigma_1}} e^{-\frac{(n-L_1)T_s}{\sigma_2}}}{\left(\sum_{n=0}^{L^2-1} e^{-\frac{nT_s}{\sigma_1}} + \gamma \sum_{n=L_1}^{L-1} e^{-\frac{(n-L_1)T_s}{\sigma_2}}\right)^2}\right). \] (49)

Fig. 5 shows the variance of the normalization factor as a function of the CIR length for different values of \( T_s/\sigma \) or \( T_s/\sigma_1 \), and according to the channel model. The variance approaches zero for increasing \( L \) or decreasing values of \( T_s/\sigma \). This means that the approximation given by (47) improves in scenarios with larger delay spread, smaller tap separation, or stronger scattering. For example, it is observed that a better approximation is achieved for Model 2 due to the stronger scattering (delayed components with larger power) under same CIR length.

**Appendix C**

**Total Power at an Unintended Receiver Using ETR**

In this section we derive a closed-form approximation for the total power at an unintended receiver when our proposed ETR technique is used. For this, we use the same procedure as in
Appendix B. From (32), the total power at an unintended receiver is

\[
P_{\text{int}} = \rho \mathbb{E} \left[ \sum_{n=0}^{2L+L_E-3} \left| \sum_{i=1}^{M_T} g[n] \otimes h^*_i [L - 1 - n] \otimes h_{u,i}[n] \right|^2 \right],
\]

which takes into account the desired signal power and the ISI power. Using Parseval’s theorem,

\[
P_{\text{int}} = \rho \mathbb{E} \left[ \sum_{k=0}^{2L+L_E-3 M_T} \left| \sum_{i=1}^{M_T} G[k] H^*_i[k] H_{u,i}[k] e^{-j\frac{2\pi (L-1)}{2L+L_E-2} k} \right|^2 \right],
\]

where \( H_{u,i}[k] \) is the DFT of \( h_{u,i}[n] \). Using the same expansion as in Appendix B, (51) can be approximated as

\[
P_{\text{int}} \approx \rho \mathbb{E} \left[ \sum_{k=0}^{2L+L_E-3 M_T} \left| \sum_{i=1}^{M_T} G[k] H^*_i[k] H_{u,i}[k] \right|^2 \right]
\]

\[
= \hat{P}_{\text{int}}.
\]

(52)

where \( H_i[k] \) and \( H_{u,p}[l] \) have zero mean and are uncorrelated for all \( i, k, p \) and \( l \). Also, \( H_{u,i}[k] \) and \( H_{u,p}[k] \) are uncorrelated \( \forall k \) if \( i \neq p \). Then, (52) becomes

\[
\hat{P}_{\text{int}} = \rho \frac{\mathbb{E} \left[ \sum_{k=0}^{2L+L_E-3 M_T} \left| G[k] \right|^2 \left| H_i[k] \right|^2 \left| H_{u,i}[k] \right|^2 \right]}{\mathbb{E} \left[ \sum_{k=0}^{2L+L_E-3 M_T} \left| G[k] \right|^2 \left| H_i[k] \right|^2 \right]}
\]

\[
= \rho \frac{\sum_{k=0}^{2L+L_E-3 M_T} \mathbb{E} \left[ \left| G[k] \right|^2 \left| H_i[k] \right|^2 \right] \mathbb{E} \left[ \left| H_{u,i}[k] \right|^2 \right]}{\sum_{k=0}^{2L+L_E-3 M_T} \mathbb{E} \left[ \left| G[k] \right|^2 \left| H_i[k] \right|^2 \right]}
\]

(53)

Also, from the channel normalization, we have \( \mathbb{E} \left[ \left| H_{u,i}[k] \right|^2 \right] = \sum_{n=0}^{2L+L_E-3} \mathbb{E} \left[ \left| h_{u,i}[n] \right|^2 \right] = \Gamma \), so

\[
\hat{P}_{\text{int}} = \rho \Gamma.
\]

(54)
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Fig. 1. Performance parameters introduced in Section III for conventional TR, calculated for both channel models as a function of the CIR length. Other parameters are: $L_1 \approx L/4$, $L_2 \approx L/2$, $\gamma = 0.4786$ and $\sigma_2 = 1.75\sigma_1$. (a) Usable power ratio, (b) usable spatial focusing, and (c) total spatial focusing. As seen, $\hat{U}$ is more sensitive to delay spread and/or bandwidth variations than it is to variations in $L$. Also, stronger scattering (Model 2) reduces the variability of $\hat{U}$. Power focusing (both usable and total) increases with delay spread, bandwidth, and/or stronger scattering (larger $\sigma$).
Fig. 2. Simulated $BER$ as a function of the $SNR = \rho \Gamma$ for BPSK modulation. (a) $T_s = 5$ ns Model 1, (b) $T_s = 5$ ns Model 2, (c) $T_s = 2.5$ ns Model 1, (d) $T_s = 2.5$ ns Model 2. The difference between our theoretical $P_e$ approximation and the simulated $BER$ results is in the order of $10^{-4}$ to $10^{-3}$: the approximation improves by using a smaller tap separation and/or increasing $L$. It is also observed that the bit error performance degrades slightly in Model 2 or by decreasing $T_s$, due to the reduction in the usable power.
Fig. 3. Simulated BER as a function of the SNR = ρΓ for BPSK modulation. Comparison between conventional TR and ETR in different scenarios. (a) BPSK Model 1, (b) BPSK Model 2. Conventional TR BER deteriorates by decreasing tap separation or delay spread due to stronger ISI power. Variations of ETR BER are not significant with respect to changes in model parameters. Also, scenarios with larger delay spread (Model 2) are less sensitive to changes in the parameters for both conventional TR and ETR. In addition, ETR performance is within 2 dB of the theoretical lower bound for its probability of error.

Fig. 4. Simulated BER as a function of the SNR = ρΓ for BPSK modulation. Comparison between conventional TR and ETR across different (a) channel models and tap separations, and (b) number of antennas (M) and channel models. Increasing the number of antennas improves the achievable BER at high SNR in conventional TR and provides a 3 dB gain in ETR. A small improvement of around 1 dB is observed in ETR performance in Model 2 with respect to Model 1, while variations in conventional TR are large across channel models. This is due to the dependence of the probability of error on the ISI power in conventional TR.
Fig. 5. Variance of the normalization factor for (a) Model 1 - eq. (48), and (b) Model 2 - eq. (49). Note that the variance is diminishingly small as $L$ increases when the ratio $T_s/\sigma$ is small (richer scattering). Thus, a smaller approximation error between $P_{ISI}$ and $\hat{P}_{ISI}$ is expected in Model 2, and also for smaller tap separations and/or larger delay spreads.